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Mixture models form one of the most fundamental classes of generative models for
clustered data. Speci¯c application examples include text classi¯cation problems,
image segmentation and motion detection, collaborative ¯ltering and many others.
However, quite surprisingly, very little had been known about algorithms which
have provable performance guarantees within the framework of mixture models.
This is the topic we study in this work.
Our contribution is twofold. First, for the canonical problem of separating
mixtures of continuous distributions in the high-dimensional Euclidean space, we
provide the ¯rst algorithm that can learn distributions with heavy tails, including
those with in¯nite variance and expectation. We formulate necessary conditions
and provide an algorithm which guarantees that the underlying mixture model
can be learned by observing only polynomially many samples. We also show that
for many classes of distributions, our separation conditions are necessary for any
algorithm which guarantees accurate reconstruction.
Second for the case of discrete mixture models we give an e±cient polynomial
time algorithm with provable performance guarantees. Recasting of our algorithm
for the text classi¯cation problem immediately results in a very fast unsupervised
learning method, with an excellent classi¯cation accuracy.BIOGRAPHICAL SKETCH
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viiiPart I
Overview and Preliminaries
1Chapter 1
Introduction
1.1 Mixture Models
Mixture models form one of the most fundamental classes of mathematical models
for clustered data. The basic idea behind mixture models, is that if the data which
originates from di®erent underlying sources can be thought as being generated us-
ing di®erent underlying distributions. For example, when looking at collection of
newsgroup posts, words appearing in a post related to religion follow somewhat
di®erent distribution than words appearing in posts related to politics. Or alterna-
tively, when measuring some quantitative parameter across an animal population
containing several di®erent species, for an individual animal this parameter could
be seen as a sample drawn from di®erent (potentially overlapping) distributions
corresponding to di®erent species.
In fact, one of the ¯rst practical uses of mixtures, attributed to the famous
biometrician Karl Pearson is very similar to example above. In his work [81] he
illustrated that a population of crabs was evolving towards two separate subspecies.
Particularly, he showed that the distribution of some speci¯c quantitative body
property can be well approximated by a mixture of two normal distributions with
di®erent means and variances.
While in simple cases, a collection of measurements can be reasonably easy
to describe as a mixture of multiple standard distributions, in many cases the
amount of computation required to ¯t distributions to observed data, was enormous
for pencil and paper calculations, and so mixture models did not receive much
attention until after the computers become available. However as computing power
23
and storage become increasingly accessible, mixture models proved as invaluable
tool for many fundamental problems. In the present day, mixture models are used
to describe the process of text generation for large document collections[64, 11, 80,
87, 89, 69, 47, 48], for image segmentation and motion detection [100, 95] and for
other problems[66, 37, 70, 68]. The main challenge in analyzing mixture models is
to recover hidden distributions and for each sample to discover which distribution
it is generated from (or what are the mixture coe±cients). Traditionally, in the
statistics literature, the canonical approach to mixture models is through a local
search procedure known as Expectation-Maximization (EM), which applies iterative
improvement to arrive at estimates for the parameters of the distributions in the
mixture [44, 71, 27, 68, 97]. This is an extremely general and °exible method, but
it is known (see [83] for survey) that the local optima found by the EM algorithm
can be very far from the global optimum. Quite surprisingly, only very little had
been known about algorithms which have provable performance guarantees within
the framework of mixture models. This is the topic we study in this work.
We consider two important learning problems involving mixture problems. The
¯rst one is a basic problem of learning mixtures of distributions in d-dimensional
space. This a classical problem, for example the historical example above is a
very special case where d = 1 (and the distributions are Gaussian). The problem
becomes substantially harder as the number of dimensions increases. Originally,
as with other mixture models problems, it would usually be solved using some
variant of EM [44, 71], or Simulated Annealling [61], which both might demon-
strate either slow convergence, or convergence to a local minimum, or both. Re-
cently, there has been substantial work on the learning of mixtures with prov-
able guarantees [23, 1, 3, 99]. However, this work was concetrated on Gaus-4
sians [23, 3] or log-concave distributions (e.g. distributions with exponentially
decaying tails) [1, 99, 55], and it has been an open question whether it is possi-
ble to learn mixtures of heavy-tailed distributions. We present the ¯rst algorithm
which can learn product distributions with heavy tails, including those with in-
¯nite moments. We show that the underlying mixture model can be learned by
observing only polynomially many samples. We also show that for several classes
of distributions our results are tight up to a constant factor. Our results also match
the best known bounds for log-concave distributions.
The second problem we study is related to discrete mixture models, where
each sample in the data possess its own structure { and in fact is built from
atomic elements. Such a setting naturally arises in text classi¯cation [80, 89, 69,
47] applications, where a sample would be a text document, and the elementary
building bricks would be the terms each document consists of, and in collaborative
¯ltering [64, 49] where the samples would be users and the building blocks would be
all items they can choose. The fundamental di®erence from the previous problem,
is that we don't impose any order on the sample space and hence there is no
natural distance measure between atomic elements (e.g. how should one measure
the distance between the word "science" and "religion"?). The goal here is to learn
the \building parameters" of each composite sample (e.g. documents or users). For
this problem we develop an e±cient algorithm which within the framework of the
model gives guarantees on the accuracy of the recovered model. The use of this
algorithm for the text classi¯cation problem immediately results in a very fast
unsupervised learning method, with an excellent classi¯cation accuracy.
An interesting behind-the-scenes property of our analysis and algorithms is
that we use the L1 norm as a distance measure. We show that for the problems5
we consider, the L1 norm is a provably better choice than the Euclidean norm.
1.2 Thesis Organization
This thesis is divided into 3 parts. The remainder of the introduction gives a
very brief overview of the relevant mathematical background and introduces some
basic notation. Reader familiar with norms, basic probability, tail inequalities,
and linear programming, can safely just skim through that part to familiarize
themselves with the notation. Parts II and III, are dedicated to the analysis of
two di®erent classes of mixture models, and are independent from each other.
Part III is further partitioned into three relatively independent chapters. In the
Chapter 6 we study a special case of discrete mixture models where we require the
underlying distributions to be disjoint, and this allows us to prove the most general
results about the model. Chapter 7 is dedicated to theoretical analysis of general
discrete mixture models. Finally in Chapter 8 we adapt the algorithms developed
in Chapter 7 to perform some text classi¯cation tasks and present experimental
results.
1.3 Bibliographic Notes
Most of the work presented in this thesis has been published in research papers
[21, 63, 64, 88]. Part II is a joint work with Anirban Dasgupta, John Hopcroft and
Jon Kleinberg and most of it was published in [21]. Part III is a joint work with
Jon Kleinberg and has been published in [63, 64, 88].Chapter 2
Tutorial
In this part we present basic notation, give a brief overview of the techniques used
and introduce mixture models.
2.1 Notation
As usual, < denotes the the set of all real numbers and <n denotes n-dimensional
Euclidean space. We will use regular letters x;y;z to denote real values, and bold
letters x;y;z to denote vectors. For example, xi would denote an i-th element of
a vector x, whereas xi denotes ith vector.
Vector and matrix norms.. For a vector x we use jjxjj2 to denote its Euclidean
norm i.e.:
jjxjj2 =
sX
i
x2
i
we use jjxjj1 and jjxjj1 to denote L1 and L1 norms of a vector respectively:
jjxjj1 =
X
i
jxij;and jjxjj1 = max
i
jxij:
All norms satisfy the triangle inequality:
kxkp + kykp ¸ kx + ykp
For d-dimensional space, the L norms satisfy the following inequalities:
jjxjj1 · jjxjj2 · jjxjj1 ·
p
djjxjj2 · djjxjj1
67
Analogously for a matrix A, kAkp, is de¯ned as an operator norm: the maxi-
mum norm of kAxkp for any normalized vector x, or equivalently:
kAkp = max
x6=0
kAxkp
kxkp
2.2 Probability, Random Variables and Tail Inequalities
In this section we give a very informal introduction to probability and the proba-
bilistic tools used in this thesis. The precise de¯nition of probability is based on
the measure theory and is beyond the scope of this tutorial. For formal exposition
we refer to one of the standard probability texts such as Billingsley [10], or Feller
[35]. A very nice and fairly formal introduction can also be found in [75].
Any statement which involves randomness must refer to the set of potential out-
comes ­ { one can think of them as set of all possible states of a non-deterministic
system. For example when one °ips a coin the set of possible outcomes is fH;Tg.
If one °ips a coin n times, then the set of possible outcomes is fH;Tgn, e.g. all
¯nite sequences of symbols H and T. Each outcome has its own (non-negative)
probability and sum of all probabilities across all the states is 1. An event d can
be seen as a subset of possible outcomes constituting this event. For example an
event "at least 2 out of the 3 trials are Heads", corresponds to the set of out-
comes fHHT;HTH;THH;HHHg. For a speci¯c event d, the probability that it
happens is denoted by Pr[d] and is a sum of the probabilities for all states which
constitute event d. Note that the state of possible can be in¯nite: for example a
person performs coin °ipping until it ¯rst time sees head. Then (theoretically)
sequence of coin °ips where all but the last one is head is a potential outcome
(e.g. H;TH;TTH;TTTH;:::). The sum of all events is now becomes a series and
must converge to one.8
Finally, the state of possible outcomes can be continuous, for example a state of
the system might be a real number. In this case it would be impossible to specify
probability of each possible state (since we need them to sum up to 1). Instead, a
probability Pr[¢] for each measurable subset of states is de¯ned. An event would
then be any measurable subset of ­, and its probability would be just the measure
of that subset. Not every function Pr[¢] de¯nes a valid probability measure. In
short, the domain of function Pr[¢] should be closed under countable union and
complementing operation, and also should be de¯ned on empty set. The function
must also satisfy the following constraints:
1. For any measurable set d µ ­, 0 · Pr[d] · 1
2. Pr[­] = 1
3. if d1;d2;::: are all measurable disjoint sets then Pr[[idi] =
P
i Pr[di]
Note, that all these constraints are automatically satis¯ed for the probability func-
tion de¯ned above for discrete probability spaces.
We also note that not de¯ning the probability on all possible sets sometimes
helps to hide unnecessary complexity of a system. For example a simple coin
°ipping can also be described as a system with plethora of random physical pa-
rameters { such as forces applied to di®erent parts of the coin, air characteristics,
etc. However by having only two measurable states we can hide all unnecessary
complex physical properties behind the scene.
If two events d0 and d00 are mutually exclusive (e.g. they correspond to disjoint
subsets) then
Pr[d
0 _ d
00] = Pr[d
0] + Pr[d
00]:9
In the general case (when events can happen at the same time):
Pr[d
0 _ d
00] = Pr[d
0] + Pr[d
00] ¡ Pr[d
0 ^ d
00]:
This, in turn, is a special case of inclusion-exclusion formula:
Pr[d1 _ d2 _ ¢¢¢ _ dk] =
P
i
Pr[di] ¡
P
i<j
Pr[di ^ dj] +
P
i<j<k
Pr[di ^ dj ^ dk]
¡¢¢¢ + (¡1)(k+1)Pr[d1 ^ ¢¢¢ ^ dk]:
These formulas can be easily derived from the fact that each event is a subset,
and logical OR and AND correspond to the union and the intersection of the
underlying subsets.
Sometimes it is useful to restrict ourselves to the case when an event d has hap-
pened and then measure the probability Pr[d0jd] that other event d0 has happened.
This is called a conditional probability. The set interpretation for conditional prob-
ability is that the conditional probability is the ratio of the measures of d0 \d and
d. Note that
Pr[d
0 ^ d] = Pr[d
0jd]Pr[d] = Pr[djd
0]Pr[d
0]
Two events d and d0 are called independent if Pr[djd0] = Pr[d]. Two coin °ips
often used as a example of a pair of independent events. Similarly, events d1 ...dk
are called mutually independent if Pr[d1;:::dk] = Pr[d1]:::Pr[dk]. A somewhat
related notion is a pairwise independence, in this case for any pair of events di
and Pr[di ^ dj] = Pr[di]Pr[dj]. Note that mutual independence implies pairwise
independence but not vice versa. For example if event d denotes that two coin
tosses were the same, d0 denotes that ¯rst coin °ip is Heads, and d00 denotes
that the second °ip is tail. One can easily see that all those events are pairwise
independent and yet Pr[d ^ d0 ^ d00] = 0.10
Random variables. A random variable is a function which maps each possible
state of the system (e.g. basic event) into a value. A simple example of random
variable would be a function which maps outcome Head into 0 and Tail into 1.
A random variable with ¯nite or countable range is called discrete random
variable. If we de¯ne a random variable X , one can ask questions of the sort: \how
likely it is that the value of X is bigger than x". This probability is exactly the
measure of all states which map X into value greater than x. The function FX(x)
which denotes the probability that X is greater x is called a cumulative distribution
function. If FX is di®erentiable then X is called continuous random variable and
the derivative of the cumulative distribution function is called a density function of
the random variable X at the point x. The density function has the property that
for a small ±, the probability that X falls into the interval [x;x+±] is approximately
F 0
X(x)±.
Notice that the notion of independence can also be de¯ned for random variables.
We say X and Y are independent random variables if for any interval S1 and S2,
we have Pr[X 2 S1 ^ Y 2 S2] = Pr[X 2 S1]Pr[Y 2 S2].
In addition to real random variables we will also be using vector variables.
Intuitively, a vector valued random variable X is a function which maps the set of
possible states to <d. Similarly with regular random variables the density function
DX(x) is a probability density at x. E.g. DX(x)dV is a probability that the value
of X will be in the unit of volume dV around x. Notice that there is no natural
way to de¯ne a distribution function for vector random variables, since there is no
order on <d.
Below we list a few common types of random variables which we will be using
throughout this thesis. A discrete random variable X whose range is f0;1g and11
s.t. Pr[X = 1] = p is called a Bernoulli variable with parameter p. The special
case p = 1=2 is called a a Poisson random variable.
We will also use continuous variables which follow the following density func-
tions. We begin with the Gaussian distribution, which we denote by N(¹;¾):
DX(x) =
1
¾
p
2¼
exp
µ
¡
(x ¡ ¹)2
2¾2
¶
The Laplace distribution L(a;b) is given by:
Dx(x) =
1
2b
exp
·
¡
jx ¡ aj
b
¸
and the Cauchy distributions C(x0;°) is given by:
DX(x) =
1
¼
·
°
(x ¡ x0)2 + °2
¸
To shorten our notation instead of saying that X is a random variable with
Gaussian distribution function we will instead say X is a Gaussian (Cauchy, etc)
random variable.
Gaussian and Cauchy distributions are so called stable distributions. If X and Y
are independent random variables following Gaussian (resp. Cauchy) distributions,
then X+Y also follows Gaussian (resp. Cauchy) distribution. We also note that if
X and Y both follow N(0;1) then the random variable Z = X=Y follows Cauchy
C(0;1) distribution. We refer to [35] for more details on properties of various
distributions.
Expectation and standard variance. Let X be a random variable with den-
sity function DX. Then the expectation (or mean) of v is de¯ned as
E[X] =
Z
xDX(x)dt12
For a discrete random variable with range f®ig, the expectation can be written as
E[X] =
X
i
Pr[X = ®i]®i:
Expectation is a linear function. For any random variables X and Y , E[X + Y ] =
E[X] + E[Y ]. Furthermore, if X and Y are independent then then E[X ¢ Y ] =
E[X]E[Y ].
Intuitively, expectation corresponds to the \typical" value of a random variable.
However it does not tell anything about how concentrated the variable around this
average value is. One measure of concentration is variance:
¾
2(X) = E(X ¡ E(X))
2
Or, in other words, variance is the squared expected value of the deviation from
the expected value. If X and Y are independent variables then it can be shown
that ¾2(X + Y ) = ¾2(X) + ¾2(Y ).
Notice that while the expectation and the variance provide some measure of
\average" value and concentration around it, they are not always useful { in some
cases they might not exist. For example if a variable follows the Cauchy distribu-
tion one can show that both expectation and variance integrals diverge. In Part II
we introduce a di®erent measure (namely median and median radius) which can
deal with such distributions.
Now we present a few general bounds on the tail of distributions of various
random variables. Much more detailed introduction can be found in [75].
We begin with the simplest inequality, which bounds how likely a particular
realization of random variable will signi¯cantly exceed the expectation. Given a
random variable x ¸ 0, with ¯nite expectation E[x], the following holds:
Pr[x ¸ ®E[X]] ·
1
®
(Markov Inequality) (2.1)13
This inequality easily follows from the de¯nition of expectation and the fact that
the variable is non-negative. Indeed, for the sake of contradiction suppose it doesn't
hold, then
E[x] ¸ Pr[x ¸ ®E[x]] £ ®E[x] > E[x]:
Notice that this bound holds independently of whether x is bounded or has ¯nite
variance. Despite its simplicity, Markov inequality is a powerful tool which can be
used to derive other much more powerful bounds.
Another useful bound we will use is Chebyshev inequality:
Pr[jx ¡ E[x]j ¸ ®¾ [x]] ·
1
®2 (2.2)
which bounds the probability that a given realization will deviate from its ex-
pectation by more than a few standard deviations. It can be obtained by ap-
plying the Markov Inequality to the de¯nition of the variance. Indeed ¾2 (x) =
E[(x ¡ E[x])2], and letting y = (x ¡ E[x])2 we have
Pr
£
y ¸ ®
2E[y]
¤
·
1
®2: (2.3)
By substituting de¯nition of y into the equation above we obtain (2.2).
2.2.1 The Cherno® and Hoe®ding Bounds
Let x1;x2;:::xN be independent Bernoulli trials, i.e. each xi is either 0 or 1, with
probability pi. Let X =
PN
i xi. We are interested in estimating the probability
that X will deviate above its expectation ¹ =
P
i pi, by a large factor. Asymptot-
ically tight estimates on this probability can be obtained using Cherno® bounds.
Theorem 2.2.1 Let x1;:::xN be independent Poisson trials such that for each
xi 2 [0::1], E[xi] = pi, and let X =
P
xi and ¹ = ExX =
P
pi. Then, for any14
1 > ± > 0 we have:
Pr[X > (1 ¡ ±)¹] ·
·
e¡±
(1 ¡ ±)(1¡±)
¸¹
· e
¡¹±2
2 (2.4)
The proof for this bound is based on applying Markov inequality to the random
variable Y (t) = etX, and choosing t which would provide the strongest possible
bound. Detailed proof for discrete case is available in [75]. One can also obtain
similar lower bounds on the deviation below its expectation. The continuous case
is similar to the proof in [75], except that we need to use Jensen's inequality to
estimate E[etxi].
Cherno® bound gives a good estimate on how far the sum of independent
identically distributed random variables is from its expectation. However, while it
is possible to use bounds from (2.4) for non identically distributed variables, these
bounds are tight only if all variables have comparable ranges. Below we give yet
another tail inequality due to Hoe®ding [46] which accommodates variables drawn
from di®erent intervals, while still giving tight bounds. This inequality will prove
itself useful in the part II where we will have to deal with such variables.
Lemma 2.2.2 (Hoe®ding's Inequality [46]) Let fxig is a sequence of inde-
pendent random variables, such that xi 2 [ai;bi]. Then for any t > 0,
Pr
hX
xi ¡ E
hX
xi
i
¸ t
i
· exp[¡
2t2
jjb ¡ ajj2
2
]
and
Pr
hX
xi ¡ E
hX
xi
i
· ¡t
i
· exp[¡
2t2
jjb ¡ ajj2
2
]
The proof utilizes the moment generating function of x and can be found in [46].15
Measurements￿
Figure 2.1: An example of a mixture. Ticks on the line correspond to measurement
of some property across many samples. The curves correspond to observed densities
of measurements.
2.3 Mixture Models
Let us consider again the problem from Pearson [81]. He wanted to establish
whether given a crab population was evolving toward two di®erent species. A
pictorial example (not necessarily the one observed by Pearson) re°ecting mea-
surements is given on the ¯gure 2.1, where each tick on the axis corresponds to
a single measurement, and curves approximately correspond to the densities of
measurements at any interval. A useful formalism here is to model each measure-
ment as a random variable drawn from some hidden distribution, the idea is that
di®erent kinds of crabs would have di®erent underlying distribution. In reality
of course, these parameters are not random and are functions of the environment
and the genotype, however this assumption provides a clean notion that allows to
analyze and predict various us global properties of the data.
More generally, we are given a collection of samples i.e. realizations of a few
random variable following some hidden distribution functions. The goal is to de-
termine the parameters of the underlying distributions. The problem is relatively
easy on a line { e.g. if each sample has only single measurement and simple plot-
ting might help to determine whether for example it consists of two Gaussians or16
just one. Imagine, that instead we now have more than one measurement per crab,
e.g. for example we can measure mass, typical speed, life span, etc. How do these
multiple measurements change the problem? A naive approach would be to treat
each dimension independently, and hope that there will be a single property which
allow us to classify population. However this requires that one property should
be well separated across species, essentially, eliminating the bene¯ts of multiple
measurements. However, by utilizing multiple characteristics, we can allow dis-
tributions for each property to be much more similar across di®erent kinds. In
fact, so similar, that if one plots the measurements results on any single property
dimension, the graph would look like a single distribution and yet it is still would
be possible to di®erentiate between di®erent kinds.
Let us now we de¯ne our problem more formally. The general problem of learn-
ing mixture models in d-dimensional space can be formulated as follows. There
is a set of distributions D1;:::Dk in d dimensions, with relative mixing weights
w1;:::wk. We do not see the distributions, but rather are given a sample S gen-
erated according to the following \mixture" process: to construct each individual
sample point s the process randomly selects distribution Di with probability wi,
and then it draws s from Di. The goal, given this sample, is to classify the points
in the mixture, thereby approximately learning the underlying distributions. In
this way, mixture models provide a very elegant probabilistic generative framework
for the problem of extracting clusters from data.
The canonical approach to analyzing mixture models is through a local search
procedure known as Expectation-Maximization (EM), which applies iterative im-
provement to arrive at estimates for the parameters of the distributions in the
mixture [27, 68, 97]. This is an extremely general and °exible method, but it is17
known that the local optima found by the EM algorithm can be very far from the
global optimum. We give a simple example of the use of the EM algorithm in the
next section.
Mixture models can also be used on di®erent underlying spaces. In particular,
in part III, we study mixture models which are de¯ned on discrete spaces, without
de¯ning order and/or distance function on that space. A motivating example for
such models can be an arbitrary text document { each word in the document can
be thought as being drawn from a ¯xed distribution de¯ned on the ¯xed set of all
possible terms.
2.3.1 Expectation Maximization Method
In this section we give we give an example of the use of Expectation Maximization
Method [71, 44, 27] for learning mixture models. However, we don't use this
method in this thesis, and so one can omit this section on a ¯rst reading.
The Expectation-Maximization method, is a procedure which iteratively applies
the following two steps to the then-current estimates for the parameters of the
model. The ¯rst step is the Expectation step, in which given the initial guess of
the parameters of the underlying distributions, we estimate for each sample the
probability that it was generated by any of the distributions. The second step is
Maximization step { given estimates for each point, we would like to re-estimate
the parameters of our distributions, to maximize the likelihood of observed data.
Let us illustrate this procedure on a simple example. In what follows, we
assume that we are given a set of samples x1;x2;:::;xn, each drawn from one of
the k distributions D1;:::Dk. For simplicity we assume that all those distributions18
are Gaussians with ¯xed standard deviation ¾ = 1, so we will have to estimate is
¹i { the center for each Gaussian, and wi { the relative weight of each distribution.
The Expectation Step. Given an initial estimates for centers ¹1;¹2 :::¹k and
for any point x we can compute the density of each distribution at x:
½j(x) =
1
p
2¼
exp[¡
(x ¡ ¹j)2
2
];
and the aggregate density at x would be
½(x) =
X
j
wj½j(x)
thus the probability pji that point xi is generated from distribution Dj follows from
the Bayes formula:
pji =
½j(xi)wj
½(xi)
:
The Maximization Step. Given the estimates pji, we now recalculate the pa-
rameters of the mixture models. The new mixing weights are simply
wj =
P
i pji
n
;
and the new estimates for the center ¹j is an average across all samples where each
sample is weighted according to its probability of being generated from distribution
Dj.
¹j =
P
i pjixi P
i pji
We keep alternating Expectation and Maximization steps, until there is no signif-
icant change in the parameters of the mixture model.19
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Figure 2.2: An example of a linear program. The polygon corresponds to the
feasible region, any line parallel to the line AB is a contour line of the goal function
x1 + x2
2.4 Linear Programs
In this section we give a very brief introduction to Linear Programming. Readers
interested in the subject are referred to [90]. Linear program is a term denoting an
instance of constrained optimization problem which contains many variables, and
each constraint and the goal function are linear functions. Below we give a simple
example of a linear program:
x1 + 2x2 · 1
x1 ¡ 2x2 · 1
x1 + 2x2 ¸ ¡1
x1 ¡ 2x2 ¸ ¡1
maxx1 + x2
(2.5)
The region which satis¯es the constraints above, is given in the Figure 2.2, and
the optimal solution is x1 = 1;x2 = 0.20
Intuitively, linear constraints de¯ne a convex polyhedron and the goal is ¯nd
the maximum of the goal function in that polyhedron. Note that since the goal
function is linear any local optimum is also a global optimum.
Despite the fact that all constraints and goal functions are linear, many practi-
cal problems in operations research can be expressed as linear programs. Examples
include various network °ow and scheduling problems. One of the advantages of
linear programs is that there exist e±cient general algorithms which can solve ar-
bitrary linear problems. There are a several algorithms which are used in practice.
Perhaps the most famous is the Simplex Method[101]. This method is based on the
observation that a global optimum can be obtained by only looking at the vertices
of the constraint polyhedron. Therefore the algorithm simply generates a sequence
of adjacent vertices so that each new vertex improves the value of objective func-
tion. Unfortunately, this method has exponential worst-case complexity[62], nev-
ertheless it usually has excellent performance in practice, and it usually has been
a method of choice for many commercial LP-solvers.
The ¯rst provably polynomial-time algorithm, was developed by Khachian[60]
(see M. GrÄ otschel, L. Lov¶ asz and A. Schrijver[41]) and is based on the Ellipsoid
method proposed earlier in [92, 102]. Unfortunately the Ellipsoid method has high
complexity, and although it gives better guarantees than the simplex method in
the worst case, in practice the simplex method is still performs much better.
The best known algorithm for solving linear programs is the interior point
method due to Karmarkar[57], and it has both good performance in practice and
has polynomial worst case complexity.
Below we give an overview of standard and dual form of linear programs and
we state the Farkas lemma. We are going to need this lemma in the part III, when21
we will be analyzing under what conditions the mixture coe±cients can be learned.
2.4.1 Standard and Dual Forms, Farkas Lemma
To simplify analysis, linear programs are often written in their canonical (primal)
form .
maximize cTx
subject to Ax · b; x ¸ 0
(2.6)
Where c;b 2 <d, A 2 <n£d, are constants de¯ning the program, and x 2 <d is the
vector of unknown variables. Note that in the canonical form, all variables have
to be non-negative, and all constraints are inequalities. However those constraints
do not limit the expressive power of the linear program. In particular, an uncon-
strained variable x can be represented as two non-negative variables x = y ¡ z.
Also any equality constraint of the form Bx = c, can be represented as a pair of
constraints Bx · c and Bx ¸ c.
Now we introduce the dual program for the linear program above.
minimize bTy
subject to ATy ¸ c;y ¸ 0
(2.7)
Notice that for any x and y satisfying constraints of canonical and dual systems,
we have
c
Tx · yAx · yb
therefore for any feasible solution1 of the dual problem the value of objective func-
tion is always greater or equal than the value of objective function for for any
feasible solution of the primal. Furthermore, it can be shown that in fact equality
1i.e. one which satis¯es constraints, but is not necessarily optimal22
holds if and only if x and y are global optima of (2.6) and (2.7) respectively. This
result is based on the following lemma due to Farkas[34]:
Lemma 2.4.1 (Farkas lemma) For an arbitrary matrix A and a vector b, ex-
actly one of the following system has a solution.
1. Ax = b, for some x ¸ 0, or
2. ATy ¸ 0 for some y such that bTy < 0
Essentially this lemma provides a way how one can argue whether given system is
infeasible. Indeed { if the system is feasible a value of x which satis¯es it is a proof
of it, but how one would prove that there is no solution? The Farkas' lemma says
that it doesn't have a solution if and only if there exists a vector y such that the
dual system is satis¯ed. Thus, presenting a solution to the dual system serves as
a proof that the primal system is infeasible.Part II
Continuous Mixture Models
23Chapter 3
Overview of the Problem
In this part we consider the problem that we overviewed in tutorial. There is a set
of distributions D1;:::Dk in d dimensions, with relative mixing weights w1;:::wk.
We do not see the distributions, but rather are given a sample S generated ac-
cording to the following \mixture" process: to construct each individual sample
point s the process randomly selects distribution Di with probability wi, and then
it draws s from Di. The goal, given this sample, is to classify the points in the
mixture, thereby approximately learning the underlying distributions. In this way,
mixture models provide a very elegant probabilistic generative framework for the
problem of extracting clusters from data.
While mixture models has been studied quite extensively for a few decades,
surprisingly, until a few years back, to the best of our knowledge, the only algo-
rithms used for mixture reconstruction were iterative local search technique such
as EM. However, recently there has been a lot of work on the learning of mixtures
with provable guarantees for distributions with exponentially decaying densities.
[23, 1, 3, 99]. However, exponentially decaying densities excludes many important
distributions such as power-law distributions, and/or data with outliers. In this
part we consider the question of whether provable guarantees can be obtained for
algorithms that analyze mixture models with more general distributions, including
those with heavy tails and with potentially in¯nite moments (including in¯nite
variances or even in¯nite means). Such distributions arise naturally in a wide
range of applications [86].
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3.1 Learning Mixtures
The process of learning mixtures of distributions can be split into three subprob-
lems.
² What separation is required to be able to correctly classify all but " fraction
of points?
² Can such learning be done with a sample of polynomial size?
² When can the learning of the mixture be carried out by a polynomial-time
algorithm?
For arbitrary distributions, very little is known for any of these questions.
We focus here on the ¯rst two questions, showing that for a broad class of
distributions, we can learn mixtures almost as well as if we were given the precise
density functions. Furthermore the required sample complexity is almost linear in
the dimension and number of mixing components. For our most general results,
we leave open the question of ¯nding a polynomial-time algorithm.
Our main contribution is the ¯rst algorithm that provably learns arbitrary
symmetric distributions with independent coordinates. The algorithm has the
property that if the centers are su±ciently separated, then all but an " fraction
of points will be correctly classi¯ed with probability at least (1 ¡ ±). Second, we
show that our separation is within a constant factor of that necessary for a broad
class of distributions, including Gaussians, Laplacian and power-law. The required
sample complexity is polynomial in d (the number of dimensions), k (the number
of distributions), 1=wmin (the smallest mixing weight), and 1=". The running time
depends on the separation and in the worst case is exponential in the number of
dimensions.26
3.2 Notation
As we mentioned in the tutorial, we use bold symbols for vectors. For example vi
is the ith vector and vi is the ith component of the vector v. This rule applies to
distributions as well, where bold D or Di denotes a distribution in <d, while D
denotes a one dimensional distribution. To denote a sample point s drawn from
distribution D, we write s 2 D.
Throughout the exposition we consider two types of partitions. Speci¯cally, we
will consider a partition P = fP1;P2g of the coordinate set, which will be used
for validation. Secondly, we partition the sample (or a subset) S into k groups,
C1;:::Ck to represent classi¯cation results. To avoid confusion, we will consistently
refer to the former as a partitioning and to the latter as a clustering. For a set
of samples C, we will write medC, to denote a point ¹, such that ¹i is a median
point of the ith coordinates of all samples in C.
Given s 2 <d, and a subset of its coordinates X = fi1 · i2 · ¢¢¢ · irg, we use
sX to denote the r-dimensional vector (si1;:::sir). Also, for an arbitrary partition
P = fP1;P2g of the coordinate set, when it is clear from the context, we will use
s0 and s00 to denote sP1 and sP2 respectively.
3.3 Overview of the results
In formulating these results, an important issue is the de¯nition of the separation
condition on the distributions. The recent work on mixtures of Gaussians has pa-
rameterized separation in terms of ¾max, the maximum variance in any coordinate,
and d, the number of dimensions. The initial work of Dasgupta used a random pro-
jection to learn distributions of Gaussians whose centers were at least ­(¾max
p
d)27
apart [23]. Soon thereafter, Dasgupta and Schulman [24] and Arora and Kannan[3]
improved the required separation to ­(d1=4¾max). The latter work also included an
additional nonpositive term that allowed even concentric distributions, provided
they have di®erent variances. (This property did not carry through any of the sub-
sequent results, including ours.) The separation condition was further improved
by Vempala and Wang [99], who use spectral techniques[6] to learn mixtures of
isotropic distributions. Their algorithm allowed separation of ~ ­(¾max),1 and they
noted that the logarithmic gap could be removed at the expense of running time.
The result of [99] was generalized to log-concave and non-isotropic distributions by
Kannan et al [55] and Achlioptas and McSherry [1]. In the latter work, the class of
distributions was further generalized to g-concentrated and f-converged, although
these too have rapidly decaying tails.
When dealing with heavy-tailed distributions, the higher moments are less use-
ful in de¯ning separation conditions; indeed, they can be in¯nite. A useful prin-
ciple in such cases is that medians can be more robust than means and moments.
Motivated by this, we de¯ne the median radius of a one-dimensional distribution
as follows, and subsequently parameterize the necessary separation conditions in
these terms.
De¯nition 1 Let X be a real random variable with cumulative density function
F(x). The center of X is the minimum c such that F(c) = 1=2. The 1
2-radius, or
radius, of X is the minimum value R such that half the probability mass lies in the
interval [c ¡ R;c + R].
We note here, that from basic tail inequalities the median radius is always at most
p
2 times the maximal variance. On the other hand, the variance might be much
1The ~ ­(:) notation is used to hide polylogarithmic factors.28
larger than the median radius; and note that the median radius is de¯ned for any
distribution, even those with in¯nite variance.
To simplify the exposition of our results, we will only consider distributions
that are symmetric around their centers, and with densities that monotonically
decrease away from the centers. However, our results are easily generalized to
distributions that have these properties only approximately.
There is a ¯nal notion, implicitly concerned with the separation among distri-
butions, that we will use: this is the performance of the Bayes-optimal algorithm
that knows all the parameters of the mixture model. Essentially, the performance
of the Bayes-optimal algorithm is the best one could possibly achieve, and so it
represents a useful baseline for comparison. For a broad class of distributions, we
show that the separation conditions with which we can achieve strong learning re-
sults are necessary even for the Bayes-optimal algorithm to achieve good bounds.
We note that approximation bounds with respect to Bayes-optimal date back to
the seminal work of Cover and Hart [20], who showed that the nearest-neighbor
algorithm is within a factor of two of the error rate of Bayes-optimal. However,
their result required an exponential amount of labeled data, whereas our approach
| based on a more complicated algorithm than the nearest-neighbor rule { does
not use labeled data at all.
Our results are concerned with two classes of high-dimensional distributions.
The ¯rst class is F0(R) consisting of all probability distributions in <d with inde-
pendent coordinates, each with 1=2-radius at most R, and symmetric and monoton-
ically decreasing tails.2.
2Note that this median radius is computed for a single coordinate, as opposed
to the d-dimensional median radius used in [3], which in general would be at least p
d times larger29
The second class is a subset of F0, denoted by F1(R). Any D 2 F1(R), centered
at ¹, satis¯es the additional condition that for any x 2 Di, we have
8® ¸ 1;Pr[jx ¡ ¹ij ¸ ®R] ·
1
2®R
Note that this property is very weak. For example, all distributions with bounded
variance, as well as Zipf distributions with power coe±cient at least one, satisfy it.
Recall that we assume a number of sample points that is polynomial in d, k,
1=wmin, and 1=". We show that for a mixture of distributions D1;:::Dk from F1,
with centers at ¹1;:::¹k satisfying the pairwise separation condition
jj¹i ¡ ¹jjj2 ¸ ­
µ
Rk5=2
"2
¶
there is an algorithm that correctly classi¯es all but an " fraction of points with
high probability.
For the more general case of distributions from F0, we need to impose a second
type of condition as well, motivated by the following considerations. For any ¯xed
separation it is possible to design two symmetric distributions in one dimension,
with median radii equal to 1, such that any algorithm will misclassify points with
probability at least 1=4. Suppose we now construct a d-dimensional distribution
by using these one-dimensional distributions in each coordinate, and choosing cen-
ters that only di®er in one coordinate. Then n ¡ 1 coordinates are providing no
information, and in the remaining one coordinate we have a 1=4 probability of
misclassi¯cation. Thus, to handle arbitrary distributions in F0, we need a slope
condition that says, essentially, the centers are not aligned along one axis (or a
small number of axes).30
Speci¯cally, we show that for a mixture of distributions D1;:::Dk from F0,
with centers at ¹1;:::¹k satisfying
jj¹i ¡ ¹jjj2 ¸ ­(R
r
k
"
) and
jj¹i ¡ ¹jjj2
jj¹i ¡ ¹jjj1
¸ ­(
r
k
"
)
there is an algorithm that will correctly classify all but an " fraction of points with
high probability. The second requirement here is the speci¯c form of the slope
condition that we require.
The basic idea behind our approach is as follows. Suppose we knew the centers
of each distribution; how would we classify them? An obvious answer would be to
assign each point to the closest center. But which distance function should we use
for de¯ning \closeness"? We use the L1 norm, and show that it is strictly better
for this purpose than the L2 norm. Again, this can be viewed as an application of
a general robustness principle from statistics, that L1 can be more robust than L2
[86, 9, 30, 29]. However, we are not aware of previous applications of this principle
to provide provable guarantees for mixture models of the type we obtain here.
If we are not given the centers, then the next idea is to ¯nd a reasonable estimate
for them. We do this by exhaustive clustering of a subset S0 of size ~ ­(dk). To
discriminate between correct and incorrect assignments, we develop a validation
test that fails with a probability that is much smaller than k¡jS0j, and thus one
could apply union bound. The idea behind the validation test is simply to partition
the set of coordinates into two parts, and cluster on each subset independently.
The validation fails if the two clusterings di®er signi¯cantly. Finally we show that
at the moment we consider the correct clustering, our estimate of the centers will
be good enough that assigning points to the closest center works well.Chapter 4
Learning Mixtures of Product
Distributions
4.1 Classifying Points If the Centers Are Known
We show that the algorithm that assigns each point to its closest center works
for arbitrary distributions when the centers are not aligned. Lemma 4.1.1 states
that for a distribution centered at the origin, and a point ¹, if a certain minimum
separation and slope condition are satis¯ed, then with high probability any sample
from D will be closer to the origin than to ¹. Note that the slope ratio
jj¹jj2
jj¹jj1 is
scale-free and approaches µ(
p
d). We show below that this slope condition is a
property of the norm; we then eliminate this condition at the expense of narrowing
the class of allowed distributions to F1.1
Lemma 4.1.1 Let " and C be constants and let D be a distribution centered at the
origin with radius R. Let ¹ be a point such that jj¹jj2 ¸ 4R(C + 1 p
"), and having
a slope ratio
jj¹jj2
jj¹jj1 at least 4(C + 1 p
"). A point x sampled from D will satisfy
jjx ¡ ¹jj1 ¡ jjxjj1 ¸ Cjj¹jj2 ¸ C
2R (4.1)
with probability at least 1 ¡ ".
Proof. We need to show that Q = jjx ¡ ¹jj1 ¡ jjxjj1 > Cjj¹jj2 with probability
at least (1 ¡ "). Write Q in coordinate form
Q =
d X
i=1
jxi ¡ ¹ij ¡ jxij =
d X
i=1
qi (4.2)
1We remind the reader that F1 still includes most if not all of the standard
distributions used for data analysis.
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where qi = jxi¡¹ij¡jxij. Since the qi are all independent, we can use Chebyshev's
inequality to bound the probability that Q is more than t standard deviations below
its expected value. That is
Pr[Q · E[Q] ¡ t¾ (Q)] <
1
t2:
Since the absolute value of qi is at most ¹i and since all qi are independent, ¾ (Q) ·
jj¹jj2.
Next, we develop a lower bound on E[Q]. Without loss of generality, assume
that ¹i ¸ 0 for all i. Then
qi =
8
> > > > <
> > > > :
¹i xi < 0
¹i ¡ 2xi 0 · x · ¹i
¡¹i xi ¸ ¹i
: (4.3)
Thus
E[qi] = ¹iPr[xi · 0] ¡ ¹iPr[xi ¸ ¹i] +
R ¹i
0 (¹i ¡ 2x)Di(x)dx =
= ¹iPr[0 · xi · ¹i] +
R ¹i
0 (¹i ¡ 2x)Di(x)dx:
(4.4)
where Di(x) is the density function of xi. Now,
Z ¹i
0
(¹i ¡ 2x)Di(x)dx =
Z ¹i=2
0
(¹i ¡ 2x)(Di(x) ¡ Di(¹i ¡ x))dx ¸ 0: (4.5)
Here we have used that Di(x) is non-increasing on x ¸ 0. Substituting (4.5) into
(4.4) gives
E[qi] ¸ ¹iPr[0 · xi · ¹i]:
Next, we show that
Pr[0 · xi · ¹i] ¸
¹i
jj¹jj2
(C +
1
p
"
): (4.6)
Recall from the lemma statement that R · jj¹jj2=(4(C + 1 p
")), thus at least half of
the weight is concentrated in [¡
jj¹jj2
4(C+ 1 p
");
jj¹jj2
4(C+ 1 p
")]. Taking into account that ¹i ·33
jj¹jj1 ·
jj¹jj2
4(C+ 1 p
") and that xi is symmetric with decreasing density, we immediately
have:
Pr[0 · xi · ¹i] ¸
1
4
¹i
jj¹jj2=(4(C + 1 p
"))
=
¹i
jj¹jj2
(C +
1
p
"
) (4.7)
and so
E
"
X
i
qi
#
=
X
i
E[qi] ¸
X
i
¹2
i
jj¹jj2
(C +
1
p
"
) ¸ jj¹jj2(C +
1
p
"
);
Thus, from Chebyshev's inequality we get
Pr
·
Q · jj¹jj2(C +
1
"
) ¡ tjj¹jj2
¸
· 1=t
2:
Substituting t = 1 p
", we get Pr[Q < Cjj¹jj2] · ". The ¯nal step that Cjj¹jj2 ¸
C2R follows from the condition jj¹jj2 ¸ 4R(C + 1 p
").
The slope condition in this lemma is a property of the L1 norm, rather than
the analysis. This implies that our algorithm has a seemingly counter-intuitive
property: For some instances of the problem, it is possible to move centers so that
each coordinate di®erence increases, yet the probability of a wrong assignment
increases. See Section 4.1.1 for more details.
However, if we limit ourselves to the class F1 of distributions, then a slightly a
increased separation condition precludes this problem. Recall that D belongs to
F1(¹;R), if each Di is symmetric around ¹i and for xi 2 Di we have
Pr[jxi ¡ ¹ij ¸ ®R] ·
1
2®
;8® ¸ 1: (4.8)
The following lemma analyzes the classi¯cation rule for this class of distributions.
Lemma 4.1.2 Fix " · 1
10. Suppose D1 2 F1(R) and ¹ 2 <d satis¯es jj¹jj2 ¸
6000R
"2 . Then x sampled from D1 will satisfy
¢ = jjx ¡ ¹jj1 ¡ jjxjj1 ¸
jj¹jj2
15
(4.9)
with probability at least 1 ¡ ".34
Proof. We show that if D1 2 F1(0;R), then then for any ¯xed point ¹ su±ciently
far away from the origin, any point drawn from D1 with high probability will be
closer to the origin than to ¹, by an additive constant proportional to jj¹jj2.
To prove the lemma we split the set of coordinates according the the absolute
value of ¹i. Namely, when k¹ij is at most O(R), then we apply argument of the
lemma 4.1.1 to show that their contribution would be large. Alternatively, if ¹i is
much larger than R then we use tail inequality, to show that this coordinate will
still most likely contribute positively to the norm di®erence.
Without loss of generality we assume that ¹i ¸ 0. Now rewrite ¢ in the
coordinate form:
¢ =
X
i2N
j¹i ¡ xij ¡ jxij =
X
¹i· 50R
"
j¹i ¡ xij ¡ jxij +
X
¹i> 50R
"
j¹i ¡ xij ¡ jxij (4.10)
and let X = fi 2 Nj¹i · 50R
" g and Y = N ¡ X. Respectively ¢X and ¢Y denote
corresponding terms in (4.10). First we estimate ¢Y. Let
qi =
8
> <
> :
¹i=2 if xi · ¹i=4
¡¹i otherwise
(4.11)
Obviously j¹i ¡ xij ¡ jxij · qi and thus it is su±cient to estimate
P
i2Y qi. By
de¯nition of the expectation we have:
¹i
2
¸ E[qi] =
¹i
2
Pr
h
xi ·
¹i
4
i
¡ ¹iPr
h
xi ¸
¹i
4
i
¸ (
1
2
¡
"
50
)¹i ¸
¹i
2:1
where we have used Pr
£
xi ¸
¹i
4
¤
· R
4¹i=4 · "
50 · 1
50. For the variance of qi we have:
¾2 (qi) = E[(qi ¡ E[qi])2] · Pr
£
qi = ¡
¹i
2
¤
(
"¹i
50 )2 + Pr[qi = ¹i](3
2¹i)2 ·
· (
"¹i
50 )2 + "
50(3
2¹i)2 · "
20¹2
i
and thus
E[¢Y] = E
"
X
i2Y
qi
#
¸
jj¹Yjj1
2:1
;35
and
¾ (¢Y) = ¾
Ã
X
i2Y
qi
!
·
r
"
20
jj¹Yjj2
2 ·
r
"
2
jj¹Yjj1
3
By Chebyshev ineqality we have
Pr
"
¢Y · E[¢Y] ¡
r
2
"
¾ (¢Y)
#
· "=2;
substituting lower bounds for expectation and upper bound for variance we imme-
diately have
Pr[¢Y · jj¹Yjj1=2:1 ¡ jj¹Yjj2=3] · "=2
and thus
Pr
·
¢Y ·
1
7
jj¹Yjj1
¸
· "=2:
Now we estimate
P
i2X j¹i ¡ xij ¡ jxij, this time we lower bound i-th term by a
di®erent variable:
qi =
8
> > > > <
> > > > :
¹i if xi · 0
0 if 0 · xi · ¹i=2
¡¹i otherwise
(4.12)
then
E[qi] = ¹iPr
h
0 · xi ·
¹i
2
i
; (4.13)
but for any i 2 X:
Pr[0 · xi · ¹i=2] ¸ 49
100
¹i=2
25R="; thus E[qi] ¸
¹2
i"
125R
where we have used that (i) interval [0;25R="] contains at least 1=2¡1=100 of the
probability mass, and (ii) ¹i=2 · 25R=". Therefore for the sum we have
E
"
X
i2X
qi
#
¸
jj¹Xjj2
2"
125R
; and ¾
Ã
X
i2X
qi
!
· jj¹Xjj2:36
Now if jj¹Xjj2 ¸
jj¹jj2
p
"
30 , then we immediately have:
E
"
X
i2X
qi
#
¸
jj¹Xjj2
125R
jj¹jj2"3=2
30
¸
jj¹Xjj2 p
"
jj¹jj2"2
3750R
¸ jj¹Xjj2 +
jj¹Xjj2 p
"=2
and applying chebyshev inequality again we have Pr[¢X · jj¹Xjj2] · "=2, com-
bining it with (4.1), we immediately have desired result.
If, on the contrary, jj¹Xjj2 ·
jj¹jj2
p
"
30 , then we have
jj¹Xjj2 p
"=2 ·
jj¹jj2
15 ·
jj¹Yjj2
14 ·
jj¹Yjj1
14 Therefore
Pr
·
¢X · ¡
jj¹Yjj1
14
¸
· Pr
"
¢X · ¡
¾ (¢X)
p
"=2
#
·
"
2
and hence the sum
P
i2N qi ¸
jj¹Yjj1
7 ¡
jj¹Yjj1
14 ¸
jj¹Yjj2
14 ¸
jj¹jj2
15 with probability at
least 1 ¡ ".
Lemmas 4.1.2 and 4.1.1 together with union bound make the following theorem
immediate:
Theorem 4.1.3 Consider a mixture of k distributions D1;:::Dk, with known
centers ¹1,:::,¹k. If either of the following conditions is satis¯ed, then classi¯ca-
tion according to the nearest center in the L1 norm fails with probability at most
".
² For every i and j, jj¹i ¡ ¹jjj2 ¸ ­(R
q
k
") and
jj¹i¡¹jjj2
jj¹i¡¹jjj1 ¸ ­(
q
k
") or
² Each distribution belongs to class F1 and for every i and j, jj¹i ¡ ¹jjj2 ¸
­(Rk2
"2)
4.1.1 Necessity of `Slope Condition'
Consider two distributions, one centered at the origin and the other centered at
¹ = (1000;1;:::;1), where ¯rst distribution coordinate density function has half37
of its mass uniformly distributed in the interval [¡0:01;0:01] and the other half
uniformly distributed over the remainder of the interval [¡10100;10100]. The second
distribution is obtained from the ¯rst by translation by vector ¹. With probability
a half, each coordinate of a point will be very close to one on the centers. The
remaining time the coordinate will essentially be a random value uniformly dis-
tributed between [¡10100;10100]. Obviously, we can readily determine from which
distribution a point comes by examining the coordinates of the point and seeing
which center a large number of the coordinates are near. However, even though
we can easily classify points in this way, our L1 algorithm will make an erroneous
prediction with probability at least 1/5. The reason for this is that in the L1 algo-
rithm each coordinate votes as to which point it is closer. Then the L1 algorithm
weights the outcome of each vote and sums the weighted votes. The weight is ¡¹i
if the coordinate is less than zero, between ¡¹i and ¹i if the coordinate is between
0 and ¹i , and by ¹i if the coordinate is greater than ¹i. The ¯rst coordinate is
always weighted thousand times more than the others. Assuming that there are
fewer than a thousand coordinates, the outcome will be determined by the ¯rst
coordinate. Since the ¯rst coordinate will wrong about one quarter of the time,
the L1 algorithm will be wrong with probability at least 1/5.
Observe that if ¹ = (1;1;:::1) the L1 algorithm would have worked correctly.
For this example, moving the centers farther apart actually makes the performance
of the algorithm worse. One might ask whether one should use a simple unweighed
voting algorithm instead of the L1 algorithm. Our intuition is that for reasonable
distributions the L1 algorithm should perform better than unweighed voting. As
the coordinate i such that ¹i is large, for most distributions is a more reliable indi-
cator and thus weighting should be better. The distribution above is an anomaly38
in that it's tail is °at over a region which is larger than the coordinate gaps.
4.1.2 Example: L2 Based Clustering Doesn't Work, L1 Does
We construct an example of a mixture of distributions which is separable by our
L1 algorithm but not using the L2 norm. The data consists of two mixtures of
Cauchy distributions D0 centered at 0 and D1. The coordinate density functions
of one-dimensional Cauchy distributions has the form:
D0i(x) =
2=¼
x2 + 1
and D1i(x) =
2=¼
(¹i ¡ x)2 + 1
We will show that with R=± separation between the centers, any similar algorithm
based on L2 norm must make error on O(1) fraction of the points, where the
constant is independent of ±. The basic intuition is that whereas kx¡¹k1 ¡kxk1
has the nice property that each coordinate of this function contributes only at most
j jxi ¡ ¹ij ¡ jxijj · j¹ij to the total sum, the corresponding contribution for the
2-norm might be unbounded. Therefore, all we need to do is take a heavy tailed
distribution in which these contributions have the potential of becoming huge.
We take Di to be the Cauchy distribution with density function
D(x) =
2=¼
x2 + 1
Note that R1=2 = 1. So, suppose ¹ =
³
1 p
±d;:::; 1 p
±d
´
. Now, consider the following
algorithm :
² For each point x, ¯nd d(x) = kx ¡ ¹k2
2 ¡ kxk2
2.
² If d(x) ¸ 0, classify x under ~ C0, else, classify x under ~ C1.
Theorem 4.1.4 The above algorithm misclassi¯es O(1) fraction of the points.39
Proof. De¯ne Z = kx ¡ ¹k2
2 ¡ kxk2
2 = ¹t¹ ¡ 2xt¹.
Pr[x 2 ~ C1 j x 2 D0] = Pr[Z < 0 j x 2 D0]
= Pr[¹
t¹ < 2x
t¹ j x 2 D0]
= Pr[2
X
i
xi¹i > k¹k
2
2 j x 2 D0]
Now, we invoke the stability property of the Cauchy distributions, stating that
the random variable
P
i ¹ixi where all xi drawn from D0i = D01 has the same
distribution as the random variable k¹k1y where y follows D01. Hence,
Pr
h
x 2 ~ C¹ j x 2 D0
i
= Pr
"
2
X
i
xi¹i > k¹k
2
2 j x 2 D0
#
= Pr
£
k¹k1y > k¹k
2
2=2 j y 2 D01
¤
= Pr
·
y >
k¹k2
2
2k¹k1
j y 2 D01
¸
Since ¹ =
³
1 p
±d;:::; 1 p
±d
´
, the ratio
k¹k2
2
2k¹k1 is 1 p
±d, and so the above probability
Pr
h
y > 1
2
p
±d j y 2 D01
i
is only slightly smaller than 1=2. Thus, most of the points
will be misclassi¯ed according to this procedure.
4.2 Algorithm for Learning Mixtures
In this section we present our main algorithm. In order to motivate our algorithm
suppose ¯rst that we know the centers. Theorem 4.1.3 from the previous section
then tells us that assigning each point to the nearest center in the L1 sense pro-
duces the correct clustering. Furthermore, unless centers are aligned along one
(or just a few) coordinate axes, if we partition the set of coordinates in half and
cluster the points independently using each half of the coordinates, we should get
approximately the same clusterings. This suggests selecting a sample S0 of the
points, and keeping a test set S1 for cross-validation. We then exhaustively test40
all possible clusterings of S0. Let ~ C1;:::; ~ Ck be one such possible clustering of S0.
For each of the clusters ~ Ci, the center ~ ¹i = med(~ Ci) is computed. In order to do
cross-validation, we ¯rst do a random partitioning of the coordinates into two sets
(P1;P2). The projection of the computed centers ~ ¹i onto P1 and P2 induce two
clusterings ~ C0 and ~ C00 of the test set S1. These two clusterings can then be tested
against one another to see if they match. For any sample x, the probability of
assigning x 2 Di to a cluster in ~ C0
j or ~ C00
j depends only on the distribution that
it has come from, and the two decisions are independent. Thus two clusterings ~ C0
and ~ C00 will be close to each other if and only if these probabilities are close to each
other and all the probabilities are close to either 0 or 1. But then both ~ C0 and ~ C00
are close to the true clustering and thus the loop will only be broken when both
clusterings are correct.
In order for the cross-validation phase to work, we need that centers are not
aligned along only a few axes. To simplify our presentation, we start with an
algorithm that assumes that this condition holds. After that we show that if all
mixture components belong to F1, then the data can be preprocessed so that this
assumption is satis¯ed.
The original algorithm is robust in the sense that independently of the align-
ment assumption on the centers, it guarantees that if a certain clustering is ac-
cepted, then this clustering is very close to the original one with high probability.
If the centers are aligned, however, the algorithm might not ¯nd any clustering to
be acceptable. This is why the preprocessing is needed.
One further construction needs comment here. Instead of dividing S0 into k
clusters, the algorithm actually divides it into k +1 clusters, making sure that the
k+1st cluster ~ Ck+1 is small, and is then removed from the data set. We will see that41
this is done to handle errors introduced by the preprocessing phase. The intuition
is that ~ Ck+1 will capture samples that are introduced in error by the preprocessing
phase.
Following the algorithm, the analysis consists of three parts. First we show that
partitioning the coordinates will change distances by at most a factor of 2 with
probability at least 1 ¡ 1
k2. Second, we show that if partitioning doesn't change
the distances much, then when the algorithm considers the clustering ~ Ci = S0\Ci,
with high probability it will terminate with an approximately correct classi¯cation.
Finally we show that unless clusterings ~ C0 and ~ C00 are approximately correct the
algorithm will never declare success for any partition of the coordinates. We further
generalize the algorithm and analysis to the case when centers might be aligned
along just a few coordinates (e.g. slope ratio is very small) in the Sectioni 4.2.4.
Additionally, in the section 4.2.3 we show how one can improve running time
at the expense of increasing minimal allowed separation.
4.2.1 Basic Facts About Medians
In this section we prove basic facts about medians of one dimensional distributions
centered around zero. The following lemma states that median of m samples, with
high probability, will be contained in the ball around the center, and of measure
O(1=
p
m):
Lemma 4.2.1 Suppose S is a sample of size m drawn from symmetric distribu-
tion, with density function D(x), and let ¹ = medS, then with probability at least
1 ¡ ±,
j¹j R
¡j¹j
f(x)dx ·
q
12jln ±
2j
m .42
Proof. The proof is an easy corrolary of Cherno® bounds. Indeed, let R® be
®-radius of f(x), e.g.:
Z jR®j
¡jR®j
D(x)dx = ®:
and let us estimate probability of event jmedSj · R® for ® =
q
12jln ±
2j
m . This
event does not happen if and only if there are more than half of elements that
are either greater than R®, or smaller than ¡R® and by the symmetry of f these
events are equiprobable. By de¯nition R®, we have:
Pr[xi ¸ R®] =
1
2
¡
®
2
Now, let di would be an indicator event for xi ¸ ®, then E[di] = 1=2¡ ®
2, and thus
Pr
"
m X
i
di ¸ m=2
#
· Pr
"
m X
i
di ¸ (1 +
®
2
)E[di]m
#
· exp
·
¡
®2E[di]m
3
¸
·
· ¡exp
·
®2m
12
¸
by taking ® =
q
12
jln ±
2j
m , we would have:
Pr
"
m X
i
di ¸ m=2
#
·
±
2
;
and thus with probability at least 1 ¡ ±, Pr[medS · R®] ¸ 1 ¡ ±. As desired.
Corollary 4.2.2 For a sample S = fx1;:::xmg drawn from distribution F(0;R),
if m ¸
48jln ±
2j
®2 with probability at least 1 ¡ ±, jmedSj · ®R
Proof. Suppose F(0;R) has density function f(x). Since f(x) is monotonically
decreasing and symmetric, for ® · 1
2, R® · 2®R. But with probability at least
(1 ¡ ±) we have:
jmedSj Z
¡jmedSj
f(x)dx ·
s
12jln ±
2j
m
· ®=2
and thus medS · R®=2 · ®R.43
Algorithm 1
Input: Sample S
Output: Clustering (~ C1;:::; ~ Ck).
Description:
1. Pick a random partition P = fP1;P2g of the coordinate set. For any vector
v, by v0 and v00 we will denote projection to P1 and P2 respectively.
2. Pick a random subset S0 ½ S of size
96dk log dk
8±
wmin , and let S1 = S ¡ S0
3. For all possible clusterings of S0 into k + 1 groups f~ C1;::: ~ Ck; ~ Ck+1g, do the
following:
3a. Check that group ~ Ck+1 contains less than
"jS0j
2 points, and ignore ~ Ck+1 is
steps 3b - 3e
3b. For each group ~ Ci, compute ~ ¹i = med ~ Ci. Let ~ ¹
0
i and ~ ¹
00
i denote the
projection of ~ ¹i into P1 and P2 respectively.
3c. Cluster points from S1 with respect to ~ ¹
0 and ~ ¹
00. E.g:
~ C
0
i = fs 2 S1
¯
¯8j 2 [1:::k] jjs
0 ¡ ~ ¹
0
ijj1 · jjs
0 ¡ ~ ¹
0
jjj1g
and
~ C
00
i = fs 2 S1
¯
¯8j 2 [1:::k] jjs
00 ¡ ~ ¹
00
ijj1 · jjs
00 ¡ ~ ¹
00
jjj1g
3d. If
P
i ~ C0
i 4 ~ C00
i > 10"m or any of the clusters ~ C0
i is less than
"jS1j
2 go to
the next iteration.
3e. Else, the ~ C0
i that has been found corresponds to an approximately correct
clustering. Set ~ ¹i = med ~ C0
i, and reassign all points from S to the closest
~ ¹i. Stop the algorithm.44
4. If this point is reached, repeat steps 1 ¡ 3 (up to a maximum of log 1
± repeti-
tions).
4.2.2 Algorithm Analysis
In all following results, we will be implicitly assuming that our centers satisfy one
of the two following separation conditions:
² For every i and j, jj¹i ¡ ¹jjj2 ¸ 10R
q
k
" and
jj¹i¡¹jjj2
jj¹i¡¹jjj1 ¸ 10
q
k
" or
² Each distribution belongs to class F1 and for every i and j, jj¹i ¡ ¹jjj2 ¸
15000Rk2
"2
Coordinate partitioning. We start with the de¯nition of a \good partition."
De¯nition 2 A partition P = (P1;P2) is called a good partition if, for all i and
j, projection onto P1 and P2 decreases distances by at most factor of 2:
jj¹
0
i ¡ ¹
0
jjj2 ¸
jj¹i ¡ ¹jjj2
2
; and jj¹
00
i ¡ ¹
00
jjj2 ¸
jj¹i ¡ ¹jjj2
2
Now we show that if the slope ratio is at least 10
p
logk then the partition where
each coordinate is picked with probability 1/2 is good with probability at least
1 ¡ 1
k2.
Lemma 4.2.3 Let hmin = mini;j
jj¹i¡¹jjj2
jj¹i¡¹jjj1. If hmin ¸ 10
p
logk then with probabil-
ity at least 1 ¡ 1
k2, a random partition (P1;P2) is a good partition.
Proof. The proof is a simple corollary of cherno® inequality. Indeed, for arbitrary
¹i and ¹j let y = ¹i ¡ ¹j. Since we assign each coordinate to one of the parts
with probability 1=2, we have:
E
£
jjy
0jj
2
2
¤
= E
£
jjy
00jj
2
2
¤
=
jjyjj2
2
2
;45
then substituting it to Cherno® inequality we have:
Pr
·
jjy
0jj2 ·
jjyjj2
2
¸
= Pr
·
jjy
0jj
2
2 ·
E[jjy0jj2
2]
2
¸
· exp
·
¡
E[jjy0jj2
2]
8jjyjj2
1
¸
·
· exp
·
¡
[h(y)]2
16
¸
·
1
2k2
where h(y) =
jjyjj2
jjyjj1, and we have used h(y) ¸ hmin ¸ 10
p
logk. Analogously for
the second partition:
Pr
·
jjy
00jj2 ·
jjyjj2
2
¸
·
1
2k4 (4.14)
So probability that at most one distance change by more than factor of two is at
most 1
k4: Recall that there only k(k¡1)=2 di®erent pairs (i;j), the probability that
one or more distance change by more than factor of 2 is at most 1=k2. As desired.
Analysis: Correct clustering of S0. Suppose the algorithm is at the step
where ~ Ci = S0 \ Ci; we show that if the coordinate partition is good, then with
high probability the algorithm will terminate at this point.
In what follows, to avoid confusing notation, we will assume that all the data
is already projected down to either P1 or P2, and the goal is to show that if the
separation of the centers (in the projected space) exceeds the minimum threshold,
then the probability of error is at most ±.
We begin with a simple lemma stating that median points of ~ Ci will be close to
actual distribution centers with high probability.
Lemma 4.2.4 If sample S0 has size at least
96dk log dk
8±
wmin , then with probability at
least 1 ¡ ±=2, the following hold:
jj~ ¹i ¡ ¹ijj1 ·
R
p
dk
(4.15)46
and moreover for s 2 Di, and each coordinate j,
Pr[sj 2 [¹ij; ~ ¹ij]] ·
1
4
p
dk
(4.16)
where ~ ¹i = med(S0 \Ci), and R is 1
2-radius of the underlying distribution on each
coordinate.
Proof. Inequality (4.16) is equivalent to the condition that at most 1
4
p
dk is concen-
trated between ¹ij and ~ ¹ij. Or, due to symmetry, at most twice as much between
2¹ij ¡ ~ ¹ij and ~ ¹ij. Therefore it su±ces to show jmedj(S0 \ Ci) ¡ ¹ijj · R 1
2
p
dk
.
Furthermore, since R 1
2
p
dk
· R p
dk, it su±ces to show (4.16).
Indeed, with probability at least 1 ¡ ±=4, each S0 \ Ci will contain at least2
wminjS0j
2
¸ 48dk log
dk
8±
:
Thus applying lemma 4.2.1, for each cluster i and coordinate j, we have jmedj(S0\
Ci)¡¹ijj ¸ R 1
2
p
dk
, with probability at most ±
2dk, and then we use union bounds to
get desired result.
Now we are ready to prove the main technical lemma of this part, which states
that given slightly perturbed centers, all but a small fraction of points will be
classi¯ed correctly.
Lemma 4.2.5 If distribution centers satisfy separation condition and a set of
points f~ ¹1; ~ ¹2;::: ~ ¹kg satis¯es (4.15) and (4.16) for all i. Then for any s drawn
from Di, with probability at least 1 ¡ ",
jjs ¡ ~ ¹ijj1 · jjs ¡ ~ ¹jjj1:
2The random element of S0 belongs to Ci with probability at least wmin, and
the probability not to reach half of the expectation is at most exp
£
¡1
8wminjS0j
¤
.47
Proof. Since jj~ ¹i ¡ ¹ijj1 · R p
dk, using norm inequalities we have jj~ ¹i ¡ ¹ijj2 ·
R
k, and therefore by lemmas 4.1.1 and 4.1.2 we immediately have that for any
j 6= i:3
jjs ¡ ~ ¹jjj1 ¡ jjs ¡ ¹ijj1 ¸
2R
"
(4.17)
with probability at least 1 ¡ "
2k. Applying union bound we have that
Pr
·
8j 6= i;jjs ¡ ~ ¹jjj1 ¡ jjs ¡ ¹ijj1 ¸
2R
"
¸
¸ 1 ¡ "=2: (4.18)
Now we show that with high probability it implies:
jjs ¡ ~ ¹jjj1 ¡ jjs ¡ ~ ¹ijj1 ¸ 0: (4.19)
For that it is su±cient to show that
¯
¯jjs ¡ ¹ijj1 ¡ jjs ¡ ~ ¹ijj1
¯
¯ ¸ 2R
" holds with
probability at most "=2. Without loss of generality let i = 1 then we have
jjs ¡ ~ ¹1jj1 ¡ jjs ¡ ¹1jj1 =
d X
i=1
js ¡ ~ ¹1ij ¡ js ¡ ¹1ij;
Denote i-th term of the right hand sum by qi, and the sum itself by Q. Obviously
¾ (qi) · j~ ¹1i ¡ ¹1ij, and thus ¾ (Q) · jj~ ¹1 ¡ ¹1jj2 · R:
Now we estimate expectation of Q. For any cluster i and coordinate j at
most 1
2
p
d of probability mass is concentrated in the ball Bi = B(¹1i;j~ ¹1i ¡ ¹1ij).
Obviously for those i, where si 62 Bi, qi has symmetric distribution, thus their
expected contribution is 0. For the remaining coordinates we have
jsi ¡ ~ ¹1ij ¡ jsi ¡ ¹1ij ·
R
p
d
;
and thus by linearity of expectation E[Q] · d 1
2
p
d £ R p
d · R: Therefore
Pr
·
Q ¸
2R
"
¸
· Pr
·
Q ¸ E[Q] +
R
"
¸
· Pr
·
Q ¸ E[Q] +
¾ (Q)
"
¸
·
"
2
3It is easy to see that separation condition will still be satis¯ed for ~ ¹j and ¹i48
combining this with (4.18) we immediately have desired result.
We summarize the results of this part in the following theorem.
Theorem 4.2.6 Suppose P = (P1;P2) is a good partition, suppose sample S0 has
size at least O(
dlog dk
8±
wmin ), and let ~ ¹i = medS0 \ Ci. Then with probability at least
(1 ¡ ±) the following holds. For any sample x drawn from any of the Di, the
probability of x being misclassi¯ed is at most ".
Proof. From lemma 4.2.4, it follows that the conditions of lemma 4.2.5 are satis¯ed
with probability at least (1 ¡ ±), and the result follows.
Analysis: Stopping condition. We show that the algorithm stops when both
~ C0 and ~ C00 are very close to the true clustering. The proof is based on the following
idea. For random x 2 Di, the assignments in ~ C0 and ~ C00 are fully independent from
each other. Let p0
ij and p00
ij denote the probabilities that a random sample from Di
will be assigned to ~ C0
j and ~ C00
j respectively. Recall that algorithm stops only if
Y =
X
i
~ C
0
i 4 ~ C
00
i ;
is small. We prove correctness of the algorithm by showing that (i) Y is tightly
concentrated around its expectation and (ii) the expectation is small only if clus-
terings ~ C0 and ~ C00 are approximately correct.
Let's start with expectation of Y . The expected contribution of x 2 Di to
~ C0
j 4 ~ C00
j is p0
ij(1 ¡ p00
ij) + p00
ij(1 ¡ p0
ij), and thus
E[Y ] =
X
i
jCij
X
j
(p
0
ij(1 ¡ p
00
ij) + p
00
ij(1 ¡ p
0
ij)) ¸
¸ m £ wmin
X
i
X
j
(p
0
ij(1 ¡ p
00
ij) + p
00
ij(1 ¡ p
0
ij)):49
Therefore E[Y ] is only small when for i and j p0
ij and p00
ij are close to each other,
and furthermore each is close to 0 or 1. To show that Y is concentrated around
its expectation, we prove the following lemma.
Lemma 4.2.7 For any set of probabilities fp0
ijg and fp00
ijg, we have
Pr[jY ¡ E[Y ]j > max(E[Y ]=2;"m)] < exp(¡"m=12):
Proof. Each sample x 2 Di is independent and contributes 1 to Y with ¯xed
probability. Thus we can use Cherno® bounds to show that Y is concentrated. We
use the following version of the bound.4
Pr[jY ¡ E[Y ]j > tj] < exp
µ
¡t2
4(t + E[Y ])
¶
Choosing t = max(E[Y ]=2;"m), we have the required probability.
Now we prove the main lemma of this section, which says that with probability
1¡exp[¡"m
20 ] the algorithm stops only after encountering an approximately correct
clustering.
Lemma 4.2.8 With probability 1¡exp[¡"m
20 ], the stopping criteria accepts a pair
of clusterings ~ C0 and ~ C00 only if there exists a matching ¼ such that
P ~ C0
i4C¼i · "m.
Proof. Note that there are less than (k+1)jS0j possible clusterings of the training
sample, and each gives rise to possibly di®erent sets of assignment probabilities
p0 and p00. By lemma 4.2.7 and the union bound, the probability that for all
partitions, Y is below max(2E[Y ];"m) is bounded by
1 ¡ (k + 1)
jS0j exp(¡"m=10) · 1 ¡ exp(¡"m=20);
4One can verify it by replacing the denominator with max(t;E[Y ]).50
where we have used that m ¸
20jS0jlogk
" . In other words with high probability, for
each clustering of S0, the expected value of the symmetric di®erence on S1 is not
too far from the actual value.
Now consider the point where the algorithm stops; the two clusterings ~ C0 and
~ C00 are such that Y · "m and thus E[Y ] · Y + "m · 2"m. But
E[Y ] ¸ wminm
X
i
X
j
(p
0
ij(1 ¡ p
00
ij) + p
00
ij(1 ¡ p
0
ij));
and since all terms are non-negative for any i and j we have
p
0
ij(1 ¡ p
00
ij) + p
00
ij(1 ¡ p
0
ij) ·
2"
wmin
: (4.20)
Obviously this holds only if p00
ij;p0
ij 62 [ 4"
wmin;1 ¡ 4"
wmin] and jp0
ij ¡ p00
ijj < 0:5. Finally,
recall that the stopping condition ensures that each cluster in ~ C0 is large, and
hence the matrix fp0
ijg is indeed close to a permutation matrix. Thus there is a
permutation ¼ such that for any point x 2 Di, the probability of misclassi¯cation
is at most 4"
wmin; applying standard tail inequalities we immediately have the desired
result.
Finally, by unifying the results of the previous sections, we can formulate the
main theorem.
Theorem 4.2.9 Suppose a mixture of k distributions D1;:::;Dk, in <d, is such
that either one of the following conditions is satis¯ed:
² For every i and j, jj¹i ¡ ¹jjj2 ¸ ­
³
R
q
k
"
´
and
jj¹i¡¹jjj2
jj¹i¡¹jjj1 ¸ ­
³q
k
"
´
or
² Each distribution belongs to class F1 and for every i and j, jj¹i ¡ ¹jjj2 ¸
­
³
Rk5=2p
logk
"2
´
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Then, given a sample S of size at least ~ ­( dk
wmin), with probability at least 1 ¡ ± the
algorithm classi¯es all the samples correctly, except for at most an "=wmin fraction
of them. The time taken is due to the exhaustive clustering of S0 and hence is
exponential in both d and k.
Proof. We present the proof of the algorithm when the condition hmin > 10
p
logk
is satis¯ed i.e. the centers are not aligned along a few axes. The general case
follows immediately from the preprocessing step. The algorithm proceeds by ¯rst
choosing the set S0 and then partitioning the coordinate set into (P1;P2). Hence,
putting together the result from Theorem (4.2.6) and Lemma (4.2.8), we have that,
in one iteration of steps 3a ¡ 3e:
1. Partition (P1;P2) is balanced with probability at least 1 ¡ 1
k2.
2. If the clustering f~ C1;:::; ~ Ckg of S0 matches the actual cluster fC1;:::;Ckg
then the centers f~ ¹ig induce an "-error clustering with probability 1 ¡ ±.
3. The stopping criterion accepts only an "=wmin-error clustering with proba-
bility 1 ¡ exp[¡"m
20 ].
Then, conditioned on the fact that hmin > 10
p
logk, by union bound on the
above error probabilities, the total probability of getting an "=wmin-error clustering
in log
¡
1
±
¢
iterations is at least
1 ¡
µ
1 ¡
1
k2 ¡ ±
¶log(
1
±)
¡ log
µ
1
±
¶
exp[¡
"m
20
] ¸ 1 ¡ 2±52
4.2.3 Mixtures With Large Separation: A Fast Algorithm
Note that because of the stopping condition, our algorithm will never produce an
invalid clustering. Thus one can make the algorithm run in close to the minimum
possible time, by simply starting with just k samples and doubling it every time
the algorithm ¯nds no clustering.
Now we outline a simple result saying that if the distance between any two
centers is at least ­(R
p
d), then the initial sample S0 can be taken to have size
µ(
logdk
wmin ), which results in an algorithm that is polynomial in the number of dimen-
sions. Note that this result is similar in strength to Dasgupta's original algorithm
[23], yet allowing a much wider class of distributions.
Theorem 4.2.10 Suppose a mixture of k distributions D1;:::;Dk, in <d, satisfy
condition of theorem 4.2.9 and in addition distance between centers is at least
R
p
d. Then, given su±ciently large sample, we can give the same guarantees as
in theorem 4.2.9
We again omit the proof of this theorem, as it is almost same as that of Theorem
4.2.9. The only di®erence is that given separation ­(R
p
d), we can allow the
approximated center to be within £(R
p
d), of the true center. The polynomial
time bound follows as the number of clusterings that are computed from the test
set S0 is (k + 1)jS0j and hence is polynomial in d.
A polynomial-time algorithm for the two-cluster problem, with one
known center. Without loss of generality we assume that D1 has known center
is at the origin, and D2 has unknown center at ¹. Instead of clustering exhaus-
tively, we pick a point y = (§ 1 p
d";:::;§ 1 p
d"), where each coordinate sign is picked
at random. Now for each point, we do classi¯cation with respect to origin and y.53
Obviously y is su±ciently far from origin, so most of the points from D1 will be
classi¯ed to origin. Whereas, y and origin are at about the same distance from ¹,
thus y will attract at least 1=3 of of D2. We use the attracted points to learn the
true center and rerun the algorithm. There is one caveat: once we have assigned
points to y, they are now biased, and thus the median algorithm is not necessar-
ily giving the right answer. The remedy is that we random partition the set of
coordinates into fP1;P2g and do L1 classi¯cation on each part. Then result of
classi¯cation on P1 is used to learn center coordinates on P2 and vice versa.
4.2.4 Preprocessing For Unbalanced Separation
Recall that the algorithm 1 works if in addition to separation condition, the slope
for each pair is at least ­(
p
logk). Therefore if the algorithm fails, there will be
pairs of centers i and j, such that jj¹i ¡ ¹jjj1 ¸
jj¹i¡¹jjj2 p
logk . Now we describe a
preprocessing algorithm that will split these pairs of centers, while approximately
preserving the cluster structure. The main goal served by this initial clustering is
that centers belonging to each part will now satisfy the slope condition. Finally,
we just run the original algorithm on each \supercluster" created by preprocessing.
The clustering by the preprocessing algorithm is done as follows. We look for
coordinate i, such that there is at least a pair of centers ¹1 and ¹2, say, such
that the distance between ¹1i and ¹2i is large. This means that the projections of
all the sample data on this coordinate will form at least two intervals which are
separated by a sparse interval having at most "
k fraction of the points. We will
split the sample into superclusters that are de¯ned by these intervals on the ith
coordinate.54
Without loss of generality we assume that wmin ¸ ", as we can always scale "
by a constant.
Algorithm 2
Input: Sample S, and coordinate i,
Output: A collection of k0 superclusters,
Description:
1. Check that S has at least wminm=2 samples, else return S as a supercluster.
2. Look at all the ith coordinates of all the samples. Find the lower and upper
limits Bl and Br such that the interval [Bl;Br] has the middle 1¡ "
2k fraction
of the points. Delete all samples whose coordinates fall outside this range.
3. Partition [Bl;Br] into intervals of size s = max
³
Br¡Bl
10k ; 10Rk
wmin"
´
with the hth
interval being Ih = [Bl + (h ¡ 1)s;Bl + hs].
4. From the list fIhg, ¯nd an interval I = [Il;Ir] such that I has at most "m
k
samples and both there are at least wminm=2 samples on either side of I. If
no such interval can be found then return S as a single supercluster.
5. Partition the sample set as S1 = fs 2 Sjsi < Ilg and S2 = fs 2 Sjsi > Irg.
Delete all the samples whose ith coordinate falls in I.
6. If the value of s was chosen to be 10Rk
wmin", then return the parts S1 and S2. Else
call the algorithm recursively with (S1;fig) and (S2;fig).
Once we cluster our data, we essentially run the original algorithm on each
supercluster, while guessing the number of centers that lie in this supercluster.55
After we have computed the k possible centers, they are again tested out in the
cross-validation phase as before.
Algorithm 3
General clustering algorithm.
Description:
Input: Sample S.
1. Divide sample S into set S0 and S1 = S ¡ S0.
2. Precluster sample S0, into subsets S0
1;:::S0
k0, by trying out all coordinates in
algorithm 2.
3. Delete all the coordinates axes that the preprocessing function has actually
used to split the samples.
4. Choose a random coordinate partition (P1;P2).
5. For all possible ki > 0, such that
P
i·k0 ki = k,
For all i, and each clustering of the subset S0
i into k0
i + 1 clusters
f~ Ci1;:::; ~ Ci;ki+1g do :
5a. Check that for each i the group ~ Ci;ki+1 contains less than
"jS0j
2 points,
and ignore the groups ~ Ci;ki+1 in steps 5b - 5e
5b. Rename the other k(=
P
i ki) groups to be ~ C1;:::; ~ Ck.
5c. For each group ~ Ci, compute ~ ¹i = med ~ Ci. Let ~ ¹
0
i and ~ ¹
00
i denote
projection of ~ ¹i into P1 and P2 respectively.
5d. Cluster points from S1 according with respect to ~ ¹
0 and ~ ¹
00. E.g:
~ C
0
i = fs 2 S1
¯
¯8j 2 [1:::k] jjs
0 ¡ ~ ¹
0
ijj1 · jjs
0 ¡ ~ ¹
0
jjj1g56
and
~ C
00
i = fs 2 S1
¯
¯8j 2 [1:::k] jjs
00 ¡ ~ ¹
00
ijj1 · jjs
00 ¡ ~ ¹
00
jjj1g
5e. If
P
i ~ C0
i 4 ~ C00
i > 10"m or either of clusters ~ C0
i is less than
"jS1j
2 go to
the next iteration by choosing a di®erent set of clusterings.
6. If reached this point try di®erent coordinate partition in step 4
In order to show that the preprocessing works we will show that the parts Si
created by the preprocessing phase are such that the samples that fall in each part
satisfy the condition hmin > 10
p
logk. Before proving the actual theorem, we need
a simple lemma which follows directly from Cherno® bounds.
Lemma 4.2.11 Let I be any given interval along the chosen coordinate. If n(I)
be the number of sample points in any interval I, then
Pr[jn(I) ¡ E[n(I)]j > max(E[n(I)]=2;"wminm=k)] < exp
³
¡
"wminm
12k
´
This lemma makes the following corollary immediate
Corollary 4.2.12 Given at least
10k log( d
±)
"wmin samples, for any coordinate i for any
interval I, de¯ned by ith coordinate of two sample points,
jn(I) ¡ E[n(I)]j < max(E[n(I)]=2;"wminm=k)
with probability at least 1 ¡ ±.
Proof. Since there are only m2 intervals and d dimensions and all samples are
independent the result follows from the union bound and Lemma 4.2.11.
Lemma 4.2.13 Suppose the algorithm is now working on partitioning a sample
S. Then S will contain all but "-fraction of samples from at least some distribution57
Di. Also, let ¹l and ¹r be the projections of leftmost and rightmost centers on I
respectively. Then, Bl lies in [¹l ¡ 5Rk
wmin";¹l] and Br lies in [¹r;¹r + 5Rk
wmin"], with
probability at least 1 ¡ ±.
Proof. Let us ¯rst show that S will contain some center ¹i. Suppose not. Then
all the centers lie either on one side of S or on both. The sample S must have
been formed as some interval I, having few points, separated S from the rest of
the samples. The distance of any center to any sample in S is then at least the
length of the interval I, i.e. at least 10Rk
wmin". Thus any center could have contributed
at most "wminm=10k samples to S, and hence S could not have had a cardinality
of wminm=2 and hence it would have been not be partitioned.
Thus there must be some center ¹i in S. Since there are intervals of size at
least 10Rk
wmin" having at most "m
k on either side of S, all the samples from ¹i must lie
in S, except for at most "-fraction.
Also, remember that we consider 1 ¡ "
2k fraction of the points in the middle,
there are "
4k fraction of points on each side of [Bl;Br]. Since ¹l and ¹r are the
leftmost and rightmost centers in S, the interval [¹l ¡ 5 Rk
wmin";¹r + 5 Rk
wmin"] has at
most k £
"wmin
5k ·
"wmin
5 < "
5k fraction of the samples on either side. Thus Bl and
Br must both lie in the above interval. Also, obviously, Bl < ¹l and Br > ¹r as
otherwise we would be leaving out at least wmin=2 fraction of points of S.
Lemma 4.2.14 The total number of recursive calls of the algorithm 2 where it
successfully splits sample into two or more superclusters is at most 2k.
Proof. Suppose we are working on a sample S. We prove that if chosen at the
step 3 the interval length s is
Br¡Bl
10k , then we are bound to separate at least a
pair of centers, and thus can have at most k stages of recursion in total over all58
the preprocessing passes. By the above Lemma (4.2.13), the distance between the
leftmost and rightmost centers in the interval I is at least
¹r ¡ ¹l ¸ Br ¡ Bl ¡
10Rk
wmin"
¸ 10ks ¡ ks ¸ 9ks:
Since there are only k centers, there must be a subinterval I0 of size at least 9s
such that there are no centers in this subinterval. Also, since size of I0 ¸ 9s > 90Rk
wmin"
there is yet another subinterval of I00 in I0 of size at least 7s and having less
than "wmin=10 < "
10k-fraction of the points in expectation. Thus, in this phase of
recursion the algorithm above will ¯nd some interval of size s in I00 and de¯nitely
split such that the centers of both sides of I00 are in di®erent parts.
Thus there can be at most k calls in which size of s is chosen to be
Br¡Bl
10k .
There can be at most k extra calls if the size of s chosen to be 10Rk
wmin" (because of
step 6), and hence there are at most 2k total calls.
Lemma 4.2.15 Given m >
10k log( d
±)
"wmin samples, the preprocessing satis¯es the fol-
lowing condition with probability 1 ¡ ±. Then,
1. If ¹i and ¹j are such that jj¹i ¡ ¹jjj1 > 300Rk2
"2 , then samples from Di
and Dj will be in separate superclusters, except for at most an "-fraction of
points.
2. If centers ¹i and ¹i0 are in the same supercluster then after deleting the
preprocessed coordinates, the distance jj¹i ¡ ¹i0jj2 does not decrease by more
than 100k5=2R
"2 additively.
3. For each sample x drawn from the ith distribution Di, with probability 1¡",
x will ¯nally be classi¯ed in the same supercluster as ¹i.59
Proof. By the Corollary 4.2.12 for all intervals considered over all possible dimen-
sions, the probability that random variable n(I) always stays close to its expecta-
tion is at least
1 ¡ exp(¡
"wminm
15k
) ¸ 1 ¡ ±
for su±ciently large m. Thus, if the algorithm ¯nds an interval I that has less
than "m
k samples, then the expected number of samples in I is at most 2"m
k . Since
at most three such intervals, the two sides and the splitting interval, are thrown
away on each of the k levels of recursion, the total probability of any sample x
being thrown is less than 6".
Also, if ¹i and ¹j are such that for some coordinate h, ¹ih¡¹jh > 300Rk2
"2 , then
consider what happens when the preprocessing reaches the coordinate h. By the
above gap between ¹ih and ¹jh, there must be a pair of centers, say ¹1 and ¹2, such
that ¹jh < ¹1h < ¹2h < ¹ih and the gap ¹2l ¡ ¹1l > 30Rk
"2 . Thus, when we recurse
on this coordinate h, since " < wmin=10, we will reach a stage when the size of s
is smaller than 10Rk
"2 , and then we can ¯nd a sparse interval in [¹1h;¹2h] having at
most "m
k samples, since " < 1
k. Hence, centers ¹1h and ¹2h will be split into separate
groups. This implies that ¹ih and ¹jh will also be in separate superclusters. Also,
by the lower bound 10Rk
"wmin on size of the intervals considered, the number of samples
misclassi¯ed at any stage is at most k £
wmin"m
10k . Thus, the total number of points
misclassi¯ed is k £ wmin"m < "m. Hence, the total probability of a sampl being
misclassi¯ed or deleted is 6" + " < 7".
Furthermore, if ¹i and ¹i0 are in the same supercluster, by the reasoning above,
it must be that jj¹i ¡ ¹i0jj1 < 100Rk2
"2 . Since we lose only at most k coordinates to
the preprocessing phase, the total separation lost is at most
³
k £ 1002R2k4
"2
´1=2
·
100Rk5=2
"2 .60
4.3 Minimum Separation Results
In order to obtain a lower bound showing that a certain separation between cen-
ters is in fact necessary, we can consider the Bayes-optimal method for classi¯ca-
tion: given exact knowledge of two density functions ½1 and ½2, with equal mixing
weights, one should classify a point x as coming from the ¯rst distribution if ½1(x) >
½2(x). This classi¯cation is incorrect with probability ½2(x)=(½1(x) + ½2(x)). No
method can achieve a misclassi¯cation probability better than this. Note that
since Bayes algorithm has no notion of scale, it is su±cient to consider R = 1.
In this section we show that for ¯xed number of components k, and ¯xed accu-
racy, a separation at least ­(R) is necessary, even for Bayes-optimal algorithm. It
is enough to assume k = 2 and equal mixing weights. We start with the following
simple observation. Saying that whenever if Bayes-optimal algorithm is not con¯-
dent (e.g. the ratio of probability densities is close to 1) with constant probability;
then it will be making wrong prediction with constant probability.
Lemma 4.3.1 For a mixture of two distributions D1 and D2 with density functions
½1(x) and ½2(x). If for x 2 D1, the ratio of densities ½1(x)=½2(x) · c with proba-
bility at least t. then Bayes-optimal algorithm will be making error with probability
at least t
2(c+1).
Proof. Indeed, consider the set S = fx 2 <dj½1(x)=½2(x) · cg. And let ½1(S)
and ½2(S) would be a probability mass concentrated in S, according to D1 and D2.
Obviously ½2(S) ¸ ½1(S) ¸ t. Now consider set S1 = fx 2 Sj½1(x) · ½2(x)g. The
Bayes-optimal algorithm will classify point from S1 to the ¯rst distribution, and
point from S2 = S ¡ S1 to the second.61
Obviously, if ½1(S2) ¸ t
c+1, then the optimal algorithm would make mistake
with probability at least t
c+1. Otherwise if ½1S2 · t
c+1, then ½1(S1) ¸ ct
(c+1), and
thus ½2(S1) ¸ t
c+1. Counting the fact that distributions have equal weight we
immediately have our lemma.
We now show that, for certain classes of distributions, if the minimum separation
is less than an absolute constant c1, then the misclassi¯cation error is at least an
absolute constant c2. This establishes a sense in which a constant separation on
centers is asymptotically necessary in at least some cases.
Lemma 4.3.2 There exist constants c1 and c2, independent of n, so that the fol-
lowing holds. For a mixture of two Cauchy distributions D1(0;1) and D2(¹;1),
with equal mixing weights, if jj¹jj2 < c1, then the Bayes-optimal algorithm will
misclassify a random sample from D1 with probability at least c2.
Proof. We take c1 = 1=2. It is enough to show that for a random point drawn
from D1, the following holds with probability at least 2=3:
t(x) =
½1(x)
½2(x)
· 8
where ½1(x) =
Q ¼=2
x2
i+1 and ½2(x) =
Q ¼=2
(xi¡¹i)2+1 are the probability densities of D1
and D2, respectively.
We show this by estimating lnt(x). We have
lnt(x) = ln
½1(x)
½2(x)
=
X
ln
(xi ¡ ¹i)2 + 1
x2
1 + 1
=
X
ln
µ
1 +
¡2¹ixi + ¹2
i
x2
i + 1
¶
;
and using ln(1 + x) · x, we have
lnt(x) ·
X ¡2¹ixi + ¹2
i
x2
i + 1
·
¯
¯
¯
¯
X ¡2¹ixi
x2
i + 1
¯
¯
¯
¯ +
X
j
¹2
i
x2
i + 1
j ·
¯
¯
¯
¯
X ¡2¹ixi
x2
i + 1
¯
¯
¯
¯ + jj¹jj
2
2:
(4.21)62
The second term is at most c2
1 = 1
4, so we just need to upper-bound the ¯rst sum.
Recall that x is drawn from D1(0;1), and so for any i, we have
E
·
¹ixi
x2
i + 1
¸
= 0; and ¾
2
µ
2¹ixi
x2
i + 1
¶
· 4¹
2
i;
where the former follows from the symmetry of xi around 0, and the latter from
the fact that
xi
x2
i+1 < 1. Thus for x drawn from D1, we have
Pr
·¯
¯
¯
¯
X ¡2¹ixi
x2
i + 1
¯
¯
¯
¯ ¸ 3:5jj¹jj2
¸
· 1=3:
Combining this with (4.21) we have
Pr
·
lnt(x) ·
7
4
+
1
4
· 2
¸
> 2=3;
and hence t(x) · 8 with probability at least 2=3.
Note, that exactly the same proof generalizes to arbitrary power laws. For ¯xed
power coe±cient the ratio between necessary and su±cient conditions will be a
constant. For exponential distributions, it is easy to see that our algorithm with
known center from section 4.1, is Bayes-optimal5. By rewording the proof of the
lemma 4.1.1, we can obtain necessary condition as well. Finally, for gaussian dis-
tributions, the result follows from the fact that L2 closest center is Bayes optimal,
and thus the separation at least ­(¾) = ­(R) is necessary.
4.4 Notes
We have presented a new technique for learning arbitrary mixtures of distributions
using the L1 norm. Through probabilistic analysis, we were able to show that a
5This can be seen by taking logarithm of density function, and noting that ln
is monotonous63
very simple algorithm can correctly learn almost arbitrary distributions. However
there is still a lot to be asked. Perhaps the most intriguing question is existence of
a polynomial time algorithm. One way which we outline in the Appendix A is to
replace exhaustive search step by some variation of the k-median problem de¯ned
on the set S0. Although the general k-median problem is NP-hard, it is plausible
that in the special case where the input come from a mixture of distributions, there
might exist a polynomial-time algorithm that works with high probability.
Another approach would be the projection of the sample to a lower-dimensional
subspaces while preserving the cluster structure [99, 23, 1]. However, it can be
shown that orthogonal projections, are not very useful with in¯nite variances,
leaving open the question of ¯nding an appropriate projection.
We have shown that separation O(R) is needed to learn mixtures of power-
law distributions and Gaussian distributions; however the constant changes for
di®erent distributions. Can this proof be generalized to have a single constant for
all distributions? A ¯nal issue is to produce logarithmic dependence on the error-
rate; this would be a very interesting extension of our work, as it would show that
even a slight increase in separation will increase the learning rate dramatically. As
a ¯rst preliminary result in we can show that such bounds are indeed possible at
the expense of an additional constraint on the slope.Part III
Discrete Mixture Models
64Chapter 5
Motivation
5.1 Continuous vs. Discrete Models
In Part II we have considered a model where each sample was described by a real
vector representing some quantitative characteristics. This is a suitable assump-
tion for many applications, particularly when the data corresponds to multiple
measurements of some properties of a physical or social phenomena. However in
many cases the data is inherently discrete, and there might be no natural gener-
alization to continuous version. For example in the system which analyzes user
purchases on the e-commerce website, there is no obvious continuous description
of user prior purchases.
In this part we consider mixture models de¯ned on discrete sampling spaces
and present e±cient algorithms which allow to provably recover hidden generating
parameters of the data.
This part is organized as follows. The remainder of this chapter is dedicated
to various applications of discrete mixture models, where we provide an overview
and related work. In the Chapter 6, we analyze the simple case of discrete mix-
ture models, where underlying distributions corresponding to di®erent topics are
disjoint. In the Chapter 7 we develop an algorithm for the general case. Finally in
the Chapter 8, we use our algorithm for large-scale unsupervised text classi¯cation.
Chapters 6 and 7 are independent from each other and can be read in arbitrary
order. chapter 8 is built upon Chapter 7, but is self-contained.
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5.2 Applications
In this section we describe two major applications for discrete mixture models.
5.2.1 Text Classi¯cation
The need for text classi¯cation has, perhaps, appeared together with the ¯rst
library. In particular, one of the ¯rst documented classi¯cation systems is believed
to be invented by curators of imperial library in China in the middle of the 3-rd
century [59]. Since those times, many various classi¯cation systems have been used.
In the present, there are several widely used classi¯cation systems, in particular
the Library of Congress Classi¯cation[67], and Dewey Decimal Classi¯cation[28]
are widely adopted by most libraries. In traditional libraries, a new book is usually
classi¯ed into appropriate category by hand. However, the advent of the Internet,
made it increasingly easy to create large collections of scholar texts or other publicly
available documents with virtually zero overhead of adding new information. Such
unrestricted growth makes manual classi¯cation in many cases implausible. An
automated classi¯cation on the other hand becomes more and more accessible,
and is an active area of research in machine learning community for at the last two
decades.
One approach to text classi¯cation - is supervised learning. In this setting an
algorithm has some pre-classi¯ed documents as a part of the input and by analyzing
it and ¯nding similarities between labeled and unlabeled documents it assigns non
classi¯ed documents to the right category. There is a plethora of fast and accurate
methods[7, 52, 98, 78, 69] available for supervised learning. However, with the
growth of the Internet, sometimes even obtaining a large labeled set of documents67
(or even just a few labeled documents) might be prohibitevely expensive, while
unlabeled data is in abundance.
In the case when the small number of labeled documents is complemented by
large amount of unlabeled data, has been studied extensively [53, 12, 13, 93, 54]
and many promising results have been obtained, however even small labeled sets
sometimes are infeasible to obtain.1 Thus, we believe it is also very important to
be able to classify and/or cluster text in fully unsupervised manner.
One problem in developing accurate unsupervised methods, is that the algo-
rithm needs to make a decision about what is the clustering objective and how
one distinguish good clustering from a bad one. Of course, the ultimate goal here
is to produce classi¯cation, which would make sense from the point of view of a
human and hence as a ¯rst step one need a valid model to describe human induced
classi¯cation. A frequent problem with unsupervised clustering and classi¯cation
is that many methods have di±culty scaling behind a few hundred documents and
it often produces clusters that do not correspond to natural topics.
In this part we use mixture models to describe text collections and develop algo-
rithms which can classify texts within the framework of the model. Our technique
could also be cast as an analogy to Latent Semantic Indexing(LSI) [25, 80]: Each
document is represented as a vector of term frequencies in the space of all possible
terms. Following the LSI approach, we ¯nd a good low-dimensional subspace in
this space and project each document vector into it, while trying to preserve as
much of the inherent structure as possible. However, in contrast to LSI, our pro-
jection operator is based on minimizing L1 error and we show that it works much
1One example where even a few labeled samples might be too expensive to
obtain would be a system which produces clustering based on a user-speci¯ed
query68
better than SVD projection. In particular the basis of the topical space in many
cases actually corresponds to the underlying topics, and naÄ ³ve clustering according
to highest coe±cient is very e±cient.
As we said before a very important feature of our method is that, within the
framework of an underlying model we reconstruct the precise underlying term dis-
tribution for each document with high probability and thus we can use it to validate
(or invalidate) the choice of the model for this task. Spectral techniques also do
provide the same type of guarantees [6, 80, 77], however it seems that performance
in many cases is below other approaches, which suggests that the choice of the
model which is based on minimization of L2-norm of the error is not necessarily
justi¯ed [48]. Some other recent work [50, 74, 36], suggest, that spectral techniques
might be not well suited for text classi¯cation and other learning problems where
Zipf's law distributions are involved. While proper normalization might help in
speci¯c cases [18, 22], to the best of our knowledge, no general remedy is known.
Our approach is based on L1 norm that seem to work well for arbitrary distribu-
tions. Preferability of L1 over L2-norm in the context of speci¯c learning problems
has also been observed by Ng [76] and Ke and Kanade [58]. Our explanation is
that L2 norm puts too much weight on heavy components that constitute only a
small part of the system. For example, in most text documents, stop-words have
much higher frequency of appearance than topic-speci¯c terms, and yet in most
cases, they possess no information about topics. While the stop-words themselves
could be eliminated using stop-words list, they illustrate a more general problem
introduced by frequent terms for L2 based methods.69
5.2.2 Collaborative Filtering
Collaborative ¯ltering is concerned with leveraging large groups of people to predict
individual's behavior and to help him locate information which interests him based
on the other people behavior. As opposed to text classi¯cation, there was very
little potential in collaborative ¯ltering per se in pre Internet era. It was just
prohibitively expensive to collect and store the usage data from many individuals,
let alone using it.
However, with the advent of Internet, individuals engage in on-line activities
which made collecting the information, whether | implicitly or explicitly | much
easier.2 Familiar to many, is the mechanism by which on-line booksellers such as
Amazon.com draw on accumulated user histories to recommend related books in
response to customer selections [2]. Projects such as GroupLens and EachMovie
[33, 42, 84], among many others, have included a more direct approach: beyond
simply observing user activities, they ask users to explicitly register their likes
and dislikes, and then use the accumulation of these responses to make recom-
mendations. For early references and general surveys on collaborative ¯ltering see
[16, 39, 45, 84, 85, 91].
The appealing premise underlying collaborative ¯ltering is that, with a large
enough user population, it should be possible to make high-quality recommenda-
tions in essentially a domain-independent fashion. Rather than building in speci¯c
knowledge about books, for example, a recommendation system can incorporate a
notion of similarity among user preferences, and rely on the assumption that one
2The growth of this kind of data clearly raises a number of serious privacy
concerns (see e.g. [19, 94]), a separate but related thread of research has argued
that usage data, properly handled, can bene¯t individuals by allowing them to
leverage the collective decisions of a large user community.70
should recommend to a user the things that are liked by similar users. In short,
the full potential of collaborative ¯ltering implicitly rests on a \meta-theorem"
that asserts something like the following: In the limit of in¯nite data, it should be
possible to make arbitrarily good recommendations.
To be able to make such a notion precise, one needs a rigorous formulation of the
problem that collaborative ¯ltering is trying to solve. Kumar et al. [65] developed
a theoretical framework for studying collaborative ¯ltering algorithms from this
perspective, and they proved a number of fundamental results about the ability
of such algorithms to make high-quality recommendations. Shortly afterward,
Hofmann and Puzicha [49] independently formulated a much more general model,
and developed a set of statistically-based algorithms within this model, without
proving quantitative performance guarantees for these algorithms relative to an
optimum. (For work related to Hofmann and Puzicha's model, see also [38, 82].)
Both of these frameworks are based on probabilistic generative models, in which
hidden parameters of the users and the items being selected give rise to the observed
data through a randomized process, and an algorithm must make recommendations
knowing only the observed data, not the hidden parameters. And both frameworks
consider the same ¯gure of merit in evaluating an algorithm | essentially, the
probability that a user likes the item that is recommended to her, compared to the
probability the user would like an item recommended by an omniscient algorithm
that knows the hidden parameters of the system.
Other theoretical work on collaborative ¯ltering, speci¯cally that of Azar et al.
[6] and Drineas et al. [32], has pursued models that are not directly comparable
with ours: these papers assume a latent linear structure (rather than probabilistic
clusters), and their focus is on approximately recovering this full latent structure.Chapter 6
Special Case: Disjoint Distributions
6.1 Overview
To make our exposition more intuitive we formulate our problems in terms of
collaborative ¯ltering. Imagine a setting in which users select items | say, books
| from a universe of possibilities, with each user following intrinsic preferences
for certain kinds of books over others. To capture this, we de¯ne a model that
consists of the following components.
Items, weights, clusters and users. There is a set I of items, and each item
i belongs to one of k disjoint clusters c1;c2;:::;ck (e.g. representing one of
k possible genres of book). There is also a set U of users, and each user u
has a preference p(cju) ¸ 0 for each cluster c; these are normalized so that
P
c p(cju) = 1. These preferences represent the extent to which a user u likes
the items from a particular cluster (genre).
For an item i, let c(i) denote the cluster containing i. Each item i has
a weight wi ¸ 0, intuitively re°ecting its level of \appeal" to a user whose
preferences are concentrated on the cluster c(i). The weights are normalized
so that
P
i2c wi = 1.
User histories. Histories of prior selections are constructed by the following
generative model. Each user u selects cluster c with probability p(cju), and
then selects item i from cluster c with probability wi. This is repeated s times
for each user, for a parameter s.1
1For now, it is not crucial whether the selection is made with or without repe-
tition; we will return to this issue later.
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Recommendations. A recommendation algorithm is given the samples of size
s selected by each user, but not any of the parameters of the system. It must
then recommend one item iu to each user u, and these recommendations yield
a net utility of
P
u2U wiup(c(iu)ju); in other words, on each user u we get a
utility equal to the probability that u chooses the item iu. This is compared
to the maximum possible utility one could accrue if knew all the parameters
of the system, opt =
P
u2U maxc wcp(cju); where wc = maxi2c wi.
We call this model the Weighted Model. It generalizes the Uniform Model of
Kumar et al. [65], which is based on the same partition of items into disjoint
clusters, but assumes that all items in a given cluster are equally desirable. Thus,
in the terminology above, the Uniform Model assigns the same weight wi to all
the items in a given cluster, so that users select uniformly from a cluster. This
special case with uniform weights introduces certain simplifying features into the
recommendation problem; in particular, if we collect data from many users, and
let #(i) denote the number of times that item i is selected in this dataset, then
the ratio #(i)=#(j) for items i and j in the same cluster will converge to 1 as the
number of users increases. In other words, as the amount of user data increases,
the hidden clusters will tend to \emerge" simply because all the items in a single
cluster have the same mean.2 But this observation appears mainly to arise from an
artifact of the Uniform Model; in reality, one would not be able to identify a genre
like \science ¯ction" from the fact that all science ¯ction books have an essentially
identical number of sales.
Thus, if our goal is to consider algorithms that operate with a large amount of
user data, it is good to have a model that can express certain additional sources
2Note that it is possible for the items in two di®erent clusters to all have the
same mean, rendering the picture somewhat more complicated.73
of complexity that arise in collaborative ¯ltering applications. In particular, if
a science ¯ction book i is selected by many users, it may be because our user
population contains many fans of science ¯ction; but it also may be because i is
a very popular book in this genre, and so is reasonably likely to be selected even
by users who read very little science ¯ction. The di±culty in resolving these two
possibilities leads to much of the di±culty in estimating a user's preferences, and
our generalization from the Uniform to the Weighted Model seeks to capture this
issue explicitly.
Our Results. How much user data can we reasonably expect a recommendation
algorithm to have access to? In formulating our results, we consider the number
N of items to be ¯xed as the number M of users grows; this accords with the
picture of a system that tries to improve its recommendations on a possibly large
but given set of books, as more and more users participate. However, it is not
reasonable to ask for good performance only after each user has selected a sizable
fraction of all possible items; thus, while we allow the number s of selections per
user to grow large relative to the number k of clusters, it should remain bounded
independently of M and N.
Due to some lower bounds that we develop below, our results must depend on
one further parameter. Recall that wc = maxi2c wi; we de¯ne w+ = maxc wc and
w¡ = minc wc. We then de¯ne W to be the ratio w+=w¡. One can show that
to obtain performance close to optimal, the number of samples per user must also
depend on this quantity W. We believe that assuming W to be relatively small
is fairly reasonable: it simply corresponds to the assumption that each cluster
contains an item of comparably high appeal to users whose preferences are con-74
centrated on that cluster (i.e., that there is no genre consisting entirely of books
that are obscure even to their fans). In this way it is much milder than assuming,
for example, that each cluster contains an item whose actual weight wi is large;
and in any case, our results below show that we cannot do without W.
We now state the main algorithmic result for the Weighted Model.
Theorem 6.1.1 There are polynomial functions p and q, and an algorithm A,
such that the following holds in the Weighted Model. If the number of users is
at least M ¸ p(N;°¡1) and the number of selections per user is at least s ¸
q(k;W;°¡1), then with high probability the net utility of the recommendations made
by A is at least (1 ¡ °) times opt.
The algorithm is built from a number of intuitively natural heuristic ideas. We
develop a \correlation test" that looks at the frequency with which pairs of items
are selected by a common user; using this, we build a graph G by joining pairs
of items that are deemed to be correlated under our de¯nition. We show that
the connected components of G correspond approximately to unions of clusters
c: each component agrees with a union of clusters up to a set of items that have
been selected very few times, and the clusters making up a component are \nearly
indistinguishable" using the number of users and samples we have. Finally, by
estimating aggregate item weights over these components, we show that the re-
sulting recommendations are close to optimal; the crux of the analysis here is to
argue that merging nearly indistinguishable clusters into a single \meta-cluster"
does not greatly a®ect the quality of the recommendations. It is important to note
that in the presentation here, we do not optimize the dependence of our bounds
on the underlying parameters; this is in the interest of presenting a polynomial
bound as cleanly as possible.75
Although our algorithm is guaranteed to converge to near-optimal recommen-
dations with high probability, it is not guaranteed to completely isolate all the
underlying clusters c, even when given an arbitrarily large amount of data. This is
a natural and inevitable consequence of the model. Indeed, consider an extreme in-
stance in which each user u has a preference p(cju) = 1=k for each cluster c. Then
the clusters are truly indistinguishable, regardless of how many users we have
(since users are indi®erent to the clusters); and yet it is possible to achieve near-
optimality in this case by simply recommending the most heavily selected item.
From this, one notices that the analysis of a recommendation algorithm must have
a certain multiple-alternative °avor: either the user population is diverse enough
in its preferences that the hidden clusters will be discernible, or else most users are
su±ciently indi®erent to the clustering that we can make good recommendations
without isolating them explicitly. These considerations re°ect a sense in which our
goals here are quite di®erent from what one encounters in problems with \planted
structure" (e.g. [14, 15]) | while we do have an underlying generative model, it is
possible to perform well even in cases where the underlying structure is provably
unrecoverable.
Since the Weighted Model includes the Uniform Model, a special case of Theo-
rem 6.1.1 yields a near-optimal recommendation algorithm for the Uniform Model.
As we discussed above, however, if one is concerned speci¯cally with the Uniform
Model, then one can also exploit certain of its particular features to design such
an algorithm directly. While Kumar et al. do not explicitly describe a convergent
algorithm, it is not di±cult to develop one for the Uniform Model using the analy-76
sis in Section 4 of their paper [65].3 It is interesting that Kumar et al. restrict
attention in [65] to the case of equal-sized clusters, noting that it \seems challeng-
ing" to handle unequal sizes. In the present setting, this is analogous to requiring
W = 1; thus, our results help explain quantitatively why such an assumption is
important, and how to parametrize the more general cases.
To capture precisely why we cannot have the number of samples depend only
on k and °¡1 | and hence why dependence on a parameter like W is necessary
| we prove the following.
Theorem 6.1.2 For any functions f and g the following holds. There exists an
instance of the Weighted Model with at least f(N) users and at least g(k) samples
per user, in which no recommendation algorithm can achieve a net utility within a
factor better than O(1=k) times opt with constant probability.
Of course, the instances used to establish this theorem necessarily require large
values of W.
The Mixture Model proposed by Hofmann and Puzicha [49] can be thought of as
a generalization of our Weighted Model | here, each cluster induces a probability
distribution over all items (i.e. each item has a fractional membership in each
cluster), and a user selects an item by ¯rst selecting a cluster and then selecting
an item from the distribution induced by the cluster. We show that this model
is essentially too strong to allow for algorithms that are convergent in our sense,
even for a ¯xed value of W. We discuss this topic in Section 6.5.
For mixture models, we also consider the problem of making recommendations
when the underlying cluster structure is known, but the user preferences are not.
3Note that Kumar et al. explicitly give a (1 ¡ °)-approximation for the case
in which the clusters are actually known to the recommendation algorithm, rather
than being hidden; this is a variant of the problem we do not consider here.77
To analyze the performance of recommendation algorithms in this setting, we
introduce a further parameter ¡, which is essentially an L1-analogue of the smallest
singular value of item weights. We can show that when both W and ¡ are bounded,
it is possible to design a convergent algorithm requiring only a small amount of
data from each user.
6.2 Recommendation Algorithm for the Weighted Model
We now develop the algorithm for the Weighted Model that will prove Theo-
rem 6.1.1. The given collaborative ¯ltering system, with hidden clusters fcg, pref-
erences fp(cju)g, and item weights fwig, will be referred to as the true system.
Our (1¡°)-approximation algorithm works in three parts: we ¯rst perform a cor-
relation test on pairs of items, to build a graph G; from the connected components
of G we construct an estimated system whose parameters approximate those of the
true system; and ¯nally we make recommendations as though the parameters of
the estimated system were those of the true system.
Recall that M = jUj and N = jIj. We de¯ne #r(i) to be the number of
times that item i is selected, when we consider the ¯rst r · s selections made by
each user; we write #(i) for #s(i). We de¯ne constants " = °=6 and ¯ = "1 =
( "2
202k6W2)2.
The Correlation Test. For this part of the algorithm only, we focus on just
the ¯rst two selections made by each user; this is enough to allow us to search for
correlations, and it makes the analysis cleaner. We de¯ne an item i to be light if
#2(i) < ¯M=(N2); we call i heavy otherwise. Light items are infrequent enough78
that it is di±cult to make estimates based on them; at the same time, we do not
lose much utility by ignoring them.
For each pair of heavy items, we now apply a test to estimate whether or not
they belong to the same cluster. In doing this, we look at only the ¯rst two samples
selected by each user. We de¯ne #(i;j) to be the number of users whose ¯rst two
samples are equal to i and j; we will also refer to this as the multiplicity of the pair
(i;j). We de¯ne the constant ¿ = "2
1=(32k2). We declare i and j to be correlated
if and only if the following two conditions hold:
(a) #(i;j) ¸ ¯2M=N4, and
(b) there do not exist items `1 and `2 such that #(i;`1), #(j;`1), #(i;`2),
#(j;`2) ¸ ¯3M=(2N6) and
¯
¯
¯
¯1 ¡
#(i;`1)
#(j;`1)
=
#(i;`2)
#(j;`2)
¯
¯
¯
¯ > ¿:
Constructing the Estimated System. We de¯ne a graph G on the set of
items I by joining all pairs of correlated heavy items. Let c1;:::;ct denote the
connected components of G, and assign each light item arbitrarily to one of the
components.
We de¯ne a new collaborative ¯ltering system in which the clusters are these
sets c1;:::;ct; note that they form a partition of I. We de¯ne a new weight function
~ w as follows: if i belongs to cluster c, we set ~ wi = #(i)=
³P
j2c #(j)
´
: We de¯ne
the preference of u for cluster c, denoted ~ p(cju), to be the fraction of items that u
selected from cluster c.
Making Recommendations. We now make a recommendation to each user as
though the parameters of the estimated system were the true parameters. Hence,
we simply recommend to each user u the item iu that maximizes ~ wi~ p(c(i)ju).79
Overview of Analysis. Our algorithm is performing optimal recommendations
with respect to an estimated system that is not the true one; thus, we must show
that these recommendations are not far from optimal when evaluated under the
utility function of the true system. In order to do this, we construct a third collab-
orative ¯ltering system, the ideal system, that essentially interpolates between the
true and estimated systems. Its clusters are those of the estimated system, but its
item weight and user preference parameters are set by aggregating the true system's
parameters over the estimated clusters. Speci¯cally, the clusters in the ideal system
are c1;:::;ct, the preference of user u for cluster c is p¤(cju) =
P
i2c wip(c(i)ju),
and the weight of item i is
w
¤
i =
P
u2U wip(c(i)ju)
P
u2U p¤(c(i)ju)
:
The analysis is then organized as follows. Using the properties of the correla-
tion test, we show that if heavy items from di®erent true clusters end up in the
same estimated cluster c, then the true clusters containing them are approximately
\indistinguishable" in a sense we de¯ne below. Using this notion of indistinguisha-
bility, we show that recommendations have approximately equal utilities in the
true and ideal systems. Finally, on the assumption that each user chooses a suf-
¯ciently large number of samples relative to k, W, and °¡1, we show that the
optimal recommendations in the ideal and estimated systems are approximately
the same. Putting this together, we see that the optimal recommendation that we
make in the estimated system has near-optimal utility in the true system.
Selection with and without Repetition. We can model users as making
selections from clusters either with or without repetitions. Depending on the col-
laborative ¯ltering domain, one or the other possibility may make more sense |80
one expects users to buy books without repetition, but to visit popular Web pages
(e.g. news sites or search engines) with repetition. Our analysis here focuses on
the version of the model in which users make selections by sampling with repeti-
tion; however the results can all be carried over to the case of sampling without
repetition, provided we are careful about the following issue.
Suppose each user chooses s items without repetition, and consider a cluster
with the following weights. There is one item of weight 1¡¾0, there are s¡1 items
of weight ¾1, and there are many items of weight ¾2, where 1 À ¾0 À ¾1 À ¾2.
Suppose that all users have their preferences concentrated on this cluster. Then
unless the number of users is at least a function of ¾
¡1
0 (which can be arbitrarily
larger than the other parameters in our bounds), all users will select precisely the
s heaviest items, since they are sampling without repetition, and we will have no
way to distinguish the item of weight ¾0 from the items of weight ¾1.
However, if we simply assume that the maximum weight of any item is a suf-
¯ciently small constant relative to °, then the algorithm described above still
achieves a (1 ¡ °)-approximation with high probability. Due to space limitations,
we defer the details of this to the full version of the paper. Thus, under this as-
sumption, the same algorithm works in both the model based on sampling with
repetition and the model based on sampling without repetition.
6.3 Analysis: The Correlation Test
Let us order the users arbitrarily, as u1;u2;:::;uM, and de¯ne the selection vector
of a cluster c to be the M - dimensional vector
(wcp(cju1);wcp(cju2);:::;wcp(cjuM)):81
We say that two clusters are indistinguishable if their selection vectors are parallel.
Indeed, if we have two indistinguishable clusters with selection vectors x and y,
there is no way to tell from the selections of users that we don't instead have a
single cluster with selection vector x + y.
We relax the notion of indistinguishability to an approximate version, by con-
sidering the inner products of selection vectors. We say that two clusters with
selection vectors x and y are ®-indistinguishable if (x ¢ y)=(kxkkyk) ¸ 1¡®; where
x ¢ y denotes the inner product of x and y, and kxk denotes the Euclidean norm
of x. Note that indistinguishability corresponds to the case ® = 0.
We will need the following basic lemma about ®-indistinguishability.
Lemma 6.3.1 Let x and y be ®-indistinguishable selection vectors. Let v =
(x=kxk) ¡ (y=kyk). Then kvk ·
p
2®, and the L1 norm of v (the sum of the
absolute values of its coordinates) is at most
p
2®M.
We also de¯ne the notion of an essential item, which is closely related to the
notion of an item being heavy. Let Ei denote the expected number of times item
i is selected when we consider a single selection by each user; that is, Ei =
P
u2U wip(c(i)ju). We say that item i is essential if Ei ¸ ¯M=N2. Thus the
expected value of #2(i) for any essential item i is at least 2¯M=N2; since this
quantity is a sum of independent 0-1 random variables, standard tail inequalities
imply that for M su±ciently large relative to N and ¯, no essential item will be
selected fewer than ¯M=N2 times with high probability, and so all essential items
will be considered heavy by our algorithm.
Lemma 6.3.2 De¯ne ® = 2¿, where ¿ is the constant in the correlation test. Then
with high probability, the following holds for all pairs of items i and j, provided
that M is su±ciently large relative to N and °.82
(i) If i and j are essential items that belong to the same cluster in the true
system, then they are joined by an edge in G.
(ii) If i and j are joined by an edge in G, then they belong to ®-indistinguishable
clusters.
Proof. Let Eij denote the expected value of #(i;j), if we get two samples from
each user. If i and j come from the same cluster c, then Eij = 2wiwj
P
u2U p(cju)
2.
If i 2 c and j 2 c0, where the clusters c and c0 are distinct, then
Eij = 2wiwj
X
u2U
p(cju)p(c
0ju):
For those pairs (i;j) with Eij ¸ ¯3M=(4N6), let Fij denote the event that Eij
and #(i;j) di®er by a factor of at most (1 § ¿=64). For those pairs (i;j) with
Eij < ¯3M=(4N6), let Fij denote the event that #(i;j) < ¯3M=(2N6). We write
F = \i;jFij. Our condition on M is that it be large enough so that the probability
of each event Fij is at least 1 ¡ N¡3; applying the Union Bound, it follows that
F has probability at least 1 ¡ N¡1. In particular, if F occurs, then all pairs (i;j)
considered by the correlation test will have the property that Eij and #(i;j) di®er
by a factor of at most (1 § ¿=64).
Consequently, if i and j are essential items from the same cluster c, then
Eij = 2wiwj
P
u2U p(cju)
2 ¸ 2
Mwiwj
¡P
u2U p(cju)
¢2
= 2
M (Ei)(Ej) ¸
2¯2M
N4 :
Thus, given that F occurs, we have #(i;j) ¸ ¯2M=(N4), as required by the
correlation test. Moreover, if ` is any other item, then Ei`=Ej` = wi=wj. Hence
if the pairs (i;`1);(j;`1);(i;`2);(j;`2) all have su±ciently large multiplicity, then83
given F all are within a factor of (1 §¿=64) of their expectations, and so we have
¯
¯
¯
¯1 ¡
#(i;`1)
#(j;`1)
=
#(i;`2)
#(j;`2)
¯
¯
¯
¯ · ¿:
It follows that the pair (i;j) passes both parts of the correlation test. This proves
part (i).
For part (ii), suppose we have two heavy items i 2 c and j 2 c0 such that c and
c0 are not ®-indistinguishable. We want to show that, given F, they will not be
joined by an edge in G. Clearly, if #(i;j) < ¯2M=N4, then this will be the case.
Otherwise, consider some other item i1 in c and j1 2 c0. By the argument from
part (i), we must have #(i;i1) ¸ ¯2M=(N4), since i and i1 belong to the same
cluster. Moreover, since i1 is essential, we have Ei1j=Eij = wi1=wj ¸ ¯=N2, and so
given F we have
#(j;i1) ¸ ¯
3M=(2N
6):
A symmetric argument applies to #(j;j1) and #(j;i1); thus, given F, all four of
these pairs have su±cient multiplicity to be considered in part (b) of the correlation
test for (i;j).
Now,
Eii1=Eji1 = (wi
X
u2U
p(cju)
2)=(wj
X
u2U
p(cju)p(c
0ju))
and
Eij1=Ejj1 = (wi
X
u2U
p(cju)p(c
0ju))=(wj
X
u2U
p(c
0ju)
2):
Thus, if we let x denote the selection vector c and x0 denote the selection vector
of c0, we have
Eii1
Eji1
=
Eij1
Ejj1
=
¡P
u2U p(cju)p(c0ju)
¢2
¡P
u2U p(cju)
2¢¡P
u2U p(c0ju)
2¢ =
= (x ¢ x
0)
2
kxk
2kx
0k
2 · (1 ¡ ®)2 < (1 ¡ ®);84
using the fact that c and c0 are not ®-indistinguishable. Since all these pairs
have su±ciently large multiplicity, all their values #(¢;¢) will be within a factor of
(1 § ¿=64) of their expectations, given F, and hence we will have
¯
¯
¯
¯1 ¡
#(i;i1)
#(j;i1)
=
#(i;j1)
#(j;j1)
¯
¯
¯
¯ >
®
2
= ¿:
It follows that the pair (i;j) will not pass the correlation test.
Now, when we consider the connected components of G, we see that all the es-
sential items from any true cluster belong to a single component. Other pairs
of items joined by an edge come from ®-indistinguishable clusters; but since ®-
indistinguishability is not transitive, we cannot immediately draw a similar con-
clusion for essential items that belong to the same component. For this, we need
the following lemma.
Lemma 6.3.3 Suppose r clusters c1 :::cr, are such that cluster ci is "2
i indistin-
guishable from ci+1, where "i · 1=r. Then c1 is 8(
P
"i)
2-indistinguishable from
cr.
If essential items i and j belong to the same component of G, then there is an i-j
path in G such that the items on the path change cluster membership at most k¡1
times. This, together with Lemmas 6.3.2 and 6.3.3, gives us the second statement
in the following theorem.
Theorem 6.3.4 If two essential items belong to the same cluster, then they belong
to the same component of G. If two essential items belong to the same component
of G, then they belong to clusters that are (8k2®)-indistinguishable.85
6.4 Analysis: The Ideal System
In relating the quality of our recommendation to the optimal utility in the true
system, there are a number of sources of error to bound | both in the fact that the
components of G do not really correspond to the clusters, and in the fact that we
only have a bounded number of samples for each user. To make this process more
tractable, we now make use of the ideal system de¯ned at the end of Section 6.2.
A recommendation r to the full population of users can be viewed as a vector
of items, one item ru corresponding to the individual recommendation for each
user u. Let ¤(r) denote the utility of the recommendation vector r, evaluated
according to the parameters of the true system. Let ¤¤(r) denote the utility of r
evaluated according to the parameters of the ideal system. The following theorem
is the second main step in the analysis, showing that we do not lose much through
the merging of clusters implicit in the construction of G. It is crucial that this
theorem applies not just to optimal recommendation vectors, as we will be using it
with r equal to our algorithm's recommendation, which is not necessarily optimal
for either system.
Theorem 6.4.1 For every recommendation vector r, we have
j¤(r) ¡ ¤
¤(r)j · " ¢ opt: (6.1)
Proof. First we outline the proof and then will go into details.
Recall that Ei denotes the expected number of times item i is selected in
the true system when we consider a single selection by each user; that is, Ei =
P
u2U wip(c(i)ju). We de¯ne the corresponding quantity E¤
i =
P
u2U w¤
ip¤(c(i)ju),86
and observe that by our construction of the ideal system, we have
E
¤
i = w
¤
i
X
u2U
p
¤(c(i)ju)
=
P
u2U wip(c(i)ju)
P
u2U p¤(c(i)ju)
£
X
u2U
p
¤(c(i)ju)
=
X
u2U
wip(c(i)ju) = Ei
for every item i. Thus all items have the same expectation in both systems.
For a recommendation vector r, let ru denote the item recommended to user
u. We show that
X
u2U
jwrup(c(ru)ju) ¡ w
¤
rup
¤(c(ru)ju)j · "opt; (6.2)
which is su±cient to establish the theorem. The left-hand side of (6.2) is a sum
of M terms, and to bound this we divide the users into three sets: those users for
whom ru is an inessential item; those users for whom ru belongs to a cluster c in
the true system with very low total preference (satisfying
P
u2Up(cju) · 1
8Wk2);
and all other users. The contribution of the terms associated with the ¯rst two
kinds of users can be bounded using the fact that the corresponding items do not
represent very much utility.
Now, for each cluster c in the true system, we know by Theorem 6.3.4 that
there is a cluster c in the ideal system containing all the essential items of c; we
denote this by c v c. Consider a user u of the third kind, who was recommended
an essential item i belonging to cluster c in the true system, such that c v c for
a cluster c in the ideal system. Even if we are just interested in this single user,
we need to estimate the sum
P
u p¤(cju) since it appears in the de¯nition of the
item weight w¤
i. We do this by considering all true clusters c1;:::;cb v c; using
Lemma 6.3.1 and the fact that all these clusters are approximately indistinguish-
able (by Theorem 6.3.4) we show how to approximate
P
u p¤(cju) by the sum of87
p(caju) over these clusters (a = 1;2;:::;b), scaled by the lengths of their selection
vectors. This will not be possible for all users; but we can show that the set of users
to which our approximation does not apply also represents a small contribution to
the left-hand side of (6.2).
Now let us go into details of the proof. Again, we say that a cluster c in
the true system is essentially a subset of a cluster c in the ideal system if every
essential element of c belongs to c, and we denote this by c v c. By Theorem 6.3.4,
every cluster c in the true system is essentially a subset of some c.
By the de¯nition of utility we can rewrite (6.1) as
j
X
u2U
wrup(c(ru)ju) ¡ w
¤
rup
¤(c(ru)ju)j · "opt:
It is su±cient to prove the following:
X
u2U
jwrup(c(ru)ju) ¡ w
¤
rup
¤(c(ru)ju)j · "opt: (6.3)
First we consider users who were recommended inessential items. Let for item i,
let Xi denote the set of users u for whom ru = i, and let X denote the union of Xi
over all inessential items i. If i is an inessential item, then we have
X
u2Xi
jwip(c(i)ju) ¡ w
¤
ip
¤(c(i)ju)j
·
X
u2Xi
jwip(c(i)ju)j +
X
u2Xi
jw
¤
ip
¤(c(i)ju)j
· 2
X
u2U
jwip(c(i)ju)j · 2
"1
N2M
and since there are at most N inessential items, it follows that users who were
recommended inessential items can contribute to the left-hand side of (6.3) at
most
2N
"1
N2M ·
"
4
opt:88
Now we focus on users who were recommended essential items. We partition
these users into two types: those who were recommended an item from a cluster c
satisfying
X
u2U
p(cju) ·
1
8Wk2;
and all others. Let X0 denote the set of users of the ¯rst type. Users in X0
can be handled by means analogous to what we used above for users who were
recommended inessential items. Indeed, let Uc denote the set of users who were
recommended an item from cluster c, where c is essentially a subset of c. Then we
have
X
u2Uc
w
¤
rup
¤(cju) ·
X
u2Uc
w
¤
l p
¤(cju)
where l is the heaviest item in cluster c. Thus
P
u2Uc w¤
l p¤(cju) ·
P
u2U w¤
l p¤(cju) =
P
u2U wlp(cju)
· w+
P
u2U p(cju) ·
"w+
8k2W
M
· "
8kopt;
and by similar reasoning we also have
P
u2Uc wrup(cju) · "
8kopt: Since there are
k clusters, users of this type can contribute to the left-hand side of (6.3) at most
2"
8opt = "
4opt.
Let Y denote the set of users of the second type; this consists of all users
not considered so far. We show that for all but a tiny fraction of them, the
corresponding terms in the left-hand side of (6.3) are less then "
4Mopt; and the
tiny fraction for which this fails to hold is small enough that it cannot contribute
much.
Consider a user u 2 Y for whom i = ru 2 c1 v c. Let x denote the selection
vector of c1. The idea of the remainder of the proof is to express p¤(cju)wi in terms89
of p(cju)wi, or to show that this user is from the tiny fraction mentioned above.
We divide the analysis into three parts.
1. First, we want to express p¤(cju) in terms of the original preferences. By
de¯nition we have:
p
¤(cju) =
X
i2c
p(cju)wi
Since each cluster c is just a union of true clusters, up to inessential items, and
since aggregate weight of all inessential items is at most
"1M
N , we have
X
u2U
X
cvc
p(cju) ¡
"1M
N
·
X
u2U
p
¤(cju) ·
X
u2U
X
cvc
p(cju) +
"1M
N
(6.4)
This inequality holds for the whole user set. On the individual user level, for
any inessential item, at most
p
"1
N M users, have preference for this item more than
p
"1
N , therefore at most
p
"1M users have preference more than
p
"1
N for at least one
inessential item, for the rest the users holds:
X
cvc
p(cju) ¡
p
"1 · p
¤(cju) ·
X
cvc
p(cju) +
p
"1: (6.5)
Users who do not satisfy this equation contribute at most
p
"1Mw+ ·
"w¡
k M ·
"1opt
10 to the utility.
Since the remainder of the proof involves a number of inequalities similar to the
above, we introduce a more compact notation. For real numbers a, b, and ", we
write b 2 a§" to denote the pair of inequalities a¡" · b · a+" More generally,
we use this notation with more than one § to indicate that the left-hand side lies
between the smallest and largest one can obtain by substituting + or ¡ for each
occurrence of § on the right-hand side.
2. We now want to express p¤(cju) in terms of p(c1ju) and some global char-
acteristics of other subclusters of c. This will not be possible for all users, but we
will show that it is possible for almost all.90
All clusters in c are 1
2"2
1-indistinguishable; therefore by Lemma 6.3.1, any cluster
c0 v c with selection vector v satis¯es
X
jvi ¡
kvk
kxk
xij ·
q
"2
1Mkvk: (6.6)
Let jcj =
qP
u2U[p(cju)]2 and qc =
P
u2Up(cju). Now, by the de¯nition of the
selection vector, we have
jqc0 ¡
jc0j
jc1j
qc1j ·
q
"2
1Mjc
0j
and therefore
qc0 2
jc0j
jc1j
qc1 § "1
p
Mjc
0j:
Recalling that jc0j ·
p
M and substituting this into (6.4) we have
X
u2U
p
¤(cju) 2
X
c0vc
qc1
·
jc0j
jc1j
§
2"1M
qc1
¸
(6.7)
By using (6.6) again for any cluster c0 in c we have that at most
p
"1M users
do not satisfy the following constraint:
jp(c
0ju) ¡
jc0j
jc1j
p(c1ju)j ·
p
"1: (6.8)
Thus the total number of users who do not satisfy (6.8) for some cluster in c is at
most k
p
"1M, and hence there are at most k2p
"1M users in (6.3) for whom (6.8)
is not satis¯ed for their cluster c1 and some other cluster c0. Clearly the maximum
amount of utility these users can contribute is at most
k
2p
"1Mw+ ·
"
10k
w¡M ·
"
10
opt: (6.9)
For the rest of the users, the constraint (6.8) applies for all essential subclusters
of their new cluster, and thus
jc0j
jc1j
p(c1ju) ¡
p
"1 · p(c
0ju) ·
jc0j
jc1j
p(c1ju) +
p
"1:91
Combining this with (6.5) we have
p(cju) 2 p(c1ju)[
X
c0vc
jc0j
jc1j
] § (k + 1)
p
"1; (6.10)
3. Now we are ready to estimate w¤
ip¤(cju). We have
w
¤
ip
¤(cju) = p
¤(cju)
wiqc1 P
u2U p¤(cju)
and substituting here (6.10) and (6.7) we have
w
¤
ip
¤(cju) 2 p(c1ju)
"
X
c0vc
jc0j
jc1j
§
(k + 1)
p
"1
p(c1ju)
#
wiqc1
qc1
"
X
c0vc
(
jc0j
jc1j
§
2"1M
qc1
)
# :
Using here the fact that qc1 ¸ "
8Wk3M and "1 · "2
642W2k4 we have
w
¤
ip
¤(cju) 2
wip(c1ju)
"
X
c0vc
jc0j
jc1j
§
"
32kWp(c1ju)
#
"
X
c0vc
jc0j
jc1j
§
"
32Wk
#
and by introducing ° =
P
c0vc
jc0j
jc1j ¸ 1, we can rewrite this as
w
¤
ip
¤(cju) 2 wip(c1ju)
·
1 §
"
32°kWp(c1ju)
¸
·
1 §
"
32°Wk
¸ :
This interval can be bounded (assuming " << 1) by
wip(c1ju)(1 §
"
16Wk
) §
"wi
32kW
(1 §
"
16Wk
)
and bounding wi by w+ and p(c1ju) by 1, we have
w
¤
ip
¤(cju) 2 wip(c1ju) §
"w+
4Wk
:92
Using the fact that OPT ¸
Mw¡
k =
Mw¡
Wk , we immediately have
w
¤
ip
¤(cju) 2 wip(c1ju) §
opt
4M
;
and combining this with (6.9) we have
X
u2Y
jp
¤(c(ru)ju)w
¤
ru ¡ p(c(ru)ju)wruj ·
"
2
opt:
Combining the contributions from users in the sets X, X0, and Y , we see that
the left-hand side of (6.3) is at most ("
4 + "
4 + "
2)opt = "opt.
Now, for a recommendation vector r, let ~ ¤(r) denote the utility of r evaluated
according to the parameters of the estimated system. (Recall that the recommen-
dation returned by our algorithm is optimal for the estimated system.) Relating
¤¤(r) and ~ ¤(r) is much more straightforward, since both involve the same clusters;
one must simply argue that with enough samples per user, we can determine the
item i maximizing w¤
ip¤(c(i)ju) to within a close approximation, for all users except
a small fraction. The analysis here is similar to Theorem 4 of Kumar et al. [65],
adapted to the case of the Weighted Model.
Lemma 6.4.2 Suppose there are at least s selections per user, where
s = ·k
W
'2 log(
k
'
)
for a constant · and for ' = "=(4kW). If r denotes an optimal recommendation
vector for either the ideal or estimated system, then with high probability we have
(1 ¡ ")¤¤(r) · ~ ¤(r) · (1 + ")¤¤(r):
We can now put all these bounds together to prove the main result.
Proof of Theorem 6.1.1. Let r, r¤, and ~ r be recommendation vectors such
that r is optimal for the true system, r¤ is optimal for the ideal system, and ~ r is93
optimal for the estimated system. Then by Theorem 6.4.1 and the optimality of
r¤, we have ¤(r) · ¤¤(r)+"¢opt · ¤¤(r¤)+"¢opt: Applying Lemma 6.4.2 and
the optimality of ~ r, we have ¤¤(r¤) · (1 + ")~ ¤(r¤) · (1 + ")~ ¤(~ r) · (1 + ")2¤¤(~ r).
Finally, Theorem 6.4.1 again shows that ¤¤(~ r) · ¤(~ r) + " ¢ opt.
Combining these bounds, we have ¤(r) · (1+")2¤(~ r)+2"¢opt. Since opt =
¤(r), we have ¤(~ r) ¸
(1¡2")
(1+")2¤(r); since " is small enough so that
(1¡2")
(1+")2 ¸ 1 ¡ °,
this completes the proof.
6.5 Parameterizations of the weighted model
The parameter W. We now give a family of examples that establishes Theo-
rem 6.1.2, and shows why the parameter W is needed in our sample bounds. The
examples will actually be instances in which all items in a given cluster have the
same weight, and thus they help explain why restricting to clusters of equal size
in the Uniform Model (as in [65]) can be crucial.
We choose large quantities b and x; their relation to the other parameters of
the system will be established below. Let c1;c2;:::;ck be the k clusters; let ca have
size x, for a · k¡1, and let ck have size x3. All the items in each cluster have equal
weight. We partition the set of users into k groups U1;:::;Uk, where Ua has size
bx2 for i · k ¡ 1, and Uk has size bx3. Users u 2 Ua, for a = 1;2;:::;k ¡ 1 have
preferences that place probability mass x¡1 on items in cluster ca, and probability
mass 1 ¡ x¡1 on items in cluster ck. Users u 2 Uk have preferences that place
probability mass 1 on items in cluster ck. We can make b as large as we want, and
hence make the number of users arbitrarily larger than the number of items.
Now, if we were to recommend an item from cluster ca to each user from group
Ua, we obtain a utility of (k¡1)bx2(x¡2)+bx3(x¡3) = kb. But if each user selects94
only g(k) items, and if x is large enough relative to g(k), then with high probability
at most O(kbx) users will select any item from the set c1 [ ¢¢¢ [ ck¡1, and we can
obtain a utility of at most O(kbxx¡2) = o(b) from them. For the remainder, we
see only samples from ck, and it is easy to show that no algorithm will achieve a
utility better than b + o(b) on this set with high probability. Hence, no algorithm
can perform better than O(1=k) times opt with constant probability.Chapter 7
The General Case
7.1 Overview
In this chapter we generalize the result of the chapter 6 and provide the recom-
mendation algorithms with strong provable performance guarantees in a large and
natural sub-class of mixture models. Focusing on a sub-class of the set of all mix-
ture models is necessary, since as we have shown in the Section 6.5, collaborative
¯ltering algorithms cannot achieve good performance in all instances of the mix-
ture model. Given this, we identify a novel parameter of mixture models that, in
a fairly precise sense, \controls" the extent to which recommendation algorithms
can achieve near-optimal performance, and we quantify our results in terms of this
parameter, obtaining strong bounds whenever it is bounded away from 0.
In a line of work that parallels the use of mixture models for this problem,
Azar et al. and Drineas et al. have considered a formalism in which user behavior
follows a latent linear model [6, 32]. This work is not directly comparable to ours,
both because of these di®erences in the underlying generative model, as well as
di®erences in the objective function and the way in which data is gathered from
users. We discuss this comparison further below, focusing on the relationship be-
tween the spectral methods employed by [6, 32] and the mixture model parameters
we develop here.
We now de¯ne the underlying mixture model that we use here, and then de-
scribe our results.
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Mixture models. For our purposes, we cast the description in terms of Hofmann
and Puzicha's mixture model formulation of collaborative ¯ltering [49].
To de¯ne the model, we imagine a system with a set of M items (e.g. books)
that are available for sale to a set of N users. Clearly if a user's interest in one
item were unrelated to her interest in any other, there would be no hope of making
recommendations; so it is necessary to posit some underlying generative process
by which users select items. We therefore assume that there is a latent set of k
clusters, which we can think of as the \genres" that users may be interested in.
Formally, each cluster c is a distribution over all the items, assigning probabil-
ity w(ijc) to each item i. These are the probabilities with which a user seeking
something in genre c will choose each of the items; for example, if c corresponds
to \computer books," then the distribution speci¯es that readers seeking com-
puter books will choose The Art of Computer Programming with probability x,
The Mythical Man-Month with probability y, and so on. Note that each cluster
assigns a probability to each item, so these can be heavily overlapping clusters.
(For example, the The Mythical Man-Month might also have a large probability in
a cluster c0 corresponding to \management.") The set of all probabilities induced
by all clusters will be represented in a M £ k weight matrix W, whose (i;c) entry
is simply the probability w(ijc).
Dually, each user u is represented by a distribution over clusters, with her
probability (or preference) for cluster c denoted by p(cju). This re°ects the fact
that, at di®erent times, the same user can be seeking items of di®erent genres.
These probabilities are encoded in a k £ N preference matrix P.
For each user u, we now construct a history of s prior selections in the following
natural way. For each of s iterations, user u does the following: ¯rst she selects97
a genre c with probability p(cju), and then she selects an item i with probability
w(ijc). For example, a user might ¯rst select The Mythical Man-Month because
she was looking for something in the genre \management"; then select The Art
of Computer Programming because she was looking for something in the genre
\computer books"; and ¯nally select 2001: A Space Odyssey because she was
looking for something in the genre \science ¯ction."
We thus have a model with underlying parameters (the weight matrix and
preference matrix), and these generate a history of selections for each user. We
generalize the de¯nition of utility we introduce in previous chapter: the utility of
recommending item iu to user u is simply the probability that user u would have
selected iu herself. Since iu could potentially have been selected as part of each of
the k clusters, this probability is
X
c2C
p(cju)w(iujc); (7.1)
where C is the set of clusters. The goal is to maximize the total utility of all
recommendations. Clearly, if the algorithm had access to the full weight and
preference matrices, then it could achieve the obvious optimum: recommending
the item to each user for which the expression in Equation (7.1) is maximized.
Here we investigate the performance of recommendation algorithms relative to
this optimum for two variants of the problem, depending on which parameters are
unknown:
Semi-omniscient algorithms, which know the weight matrix but not the pref-
erence matrix. This corresponds to a setting in which the operators of the
collaborative ¯ltering system have done some initial modeling of relationships
among the items, but do not know anything about the user population. As we
will see, in the full mixture model even this is quite challenging.98
The Strong Benchmark, in which the system knows neither the weight matrix
nor the preference matrix.
Finally, we brie°y discuss the relative sizes of the parameters under consid-
eration. Algorithms that only begin making good recommendations after a user
has selected an enormous number of items are clearly of limited interest; we want
the number s of selections made by each user to remain bounded independently
of the total number of items. On the other hand, it seems natural that if the
number of items grows, then more and more users may be needed to gain su±cient
information about the structure of the items. Thus, we parameterize the mixture
model so that the number of selections s required from a single user may depend
on the number of clusters k and the performance guarantee we are seeking, but is
bounded independently of the number of items M and the number of users N; and
the number of users we require in order to achieve good performance may grow as
a function of the number of items M.
The mixture model is thus a very expressive framework for representing the col-
laborative ¯ltering problem: although items are grouped into genres, these genres
can overlap arbitrarily, and items can have partial membership in many di®er-
ent genres. Similarly, di®erent selections by a single user might require di®erent
\explanations" in terms of these genres.
Our goal here is to ¯nd a general setting in which it is possible to design
e®ective algorithms, and to do this we identify two further parameters of the
mixture model. We show that when these parameters are both bounded, strong
performance guarantees can be obtained; and both parameters are necessary in
the sense that bounding either one alone does not su±ce.99
Our Results. Our ¯rst main result is a polynomial-time, semi-omniscient rec-
ommendation algorithm: given access to the weight matrix and to a su±cient
number of selections per user, the algorithm provides recommendations of utility
at least (1 ¡ ") times optimal with probability at least 1 ¡ ±. The number of
selections required per user is a function of ", ±, the number of clusters k, and the
two additional parameters alluded to above:
Cluster imbalance. For each cluster c, consider the largest probability wc that
it assigns to any single item. We de¯ne w+ = maxc2C wc and w¡ = minc2C wc,
and we call the ratio W =
w+
w¡ the cluster imbalance.
Cluster independence. We de¯ne
¡ = min
x6=0
jWxj1
jxj1
(7.2)
as a measure of linear independence between clusters. It is easy to show that
if the cluster distributions have disjoint support (as in [63, 65]), then ¡ = 1;
on the other hand, if the distributions induced by the clusters are not linearly
independent, then ¡ = 0.
As we will show in the next section bounding W from above and ¡ away from
zero is natural in a sense we make precise below; roughly, any system in which
these parameters are not bounded is unstable, and can be modi¯ed through the
addition of a bounded number of items to one in which good recommendations are
not possible.
Our second main result concerns the strong benchmark. Here we provide an
algorithm that, given a su±cient number of users relative to the number of items,
and a su±cient number of selections per user, provides recommendations of utility
at least (1 ¡ ") times optimal with probability at least 1 ¡ ±. The number of100
selections needed per user is a function of ", ±, k, W, ¡, and one additional
parameter, an analogue to ¡ for the preference matrix:
User non-degeneracy. By analogy with ¡, we de¯ne ¡P = min
x6=0
jxP=Nj1
jxj1 ; which
measures how redundant the user preferences are. For example, if this para-
meter is 0, it means that the collection of preferences of each user for a given
cluster can be computed from a ¯xed linear combination of the user preferences
for the other clusters. Note that the use of P=N in this formula brings the
normalization of P more closely into alignment with that of W, on which we
computed ¡; the point is that the sum of all entries in P (without normaliza-
tion) is equal to N (since each of the N columns of P corresponds to a user
and sums to 1), while the sum of all entries in W is k ¿ N (since each of the
k columns of W corresponds to a cluster and sums to 1).
The strong benchmark is more challenging than the case of semi-omniscient algo-
rithms, and our result here is correspondingly weaker in two respects. First, in
contrast to W and ¡, we do not know whether bounding the parameter ¡P away
from 0 is in fact necessary for obtaining strong performance guarantees. Second,
while the number of selections required per user is polynomial in " and ±, it is
exponential in the number of clusters k; thus, the result should best be viewed as
applying to a ¯xed constant number of clusters. Eliminating both these restrictions
is an interesting open question.
We believe that the role of the parameter ¡ in the analysis is an interesting
feature of these results. One can think of ¡ as an L1-analogue of the smallest
singular value of the weight matrix W, since the smallest singular value would be
obtained by replacing the 1-norm in Equation (7.2) by the 2-norm. The parameter
¡ appears to be fairly novel in these types of analyses, however, and we believe it101
would be interesting to study it further in its own right. In the next section we
argue that, for purposes of the results here, assuming an analogous bound on the
smallest (L2) singular value would be much weaker, since there are cases where
this converges to 0 while ¡ remains large. This is another point of comparison
with the framework of [6, 32] (which, again, posit a di®erent underlying model
and objective function): in a sense that would be interesting to put on a deeper
technical foundation, the ¡ parameter appears to be naturally adapted to the
mixture model in much the same way that the smallest singular value is adapted
to the latent linear structure used in those papers.
Finally, while we have cast these results in the language of collaborative ¯lter-
ing, they can also be interpreted in terms of mixture models more generally. Given
the relevance of mixture models to information retrieval, computer vision, and a
number of problems in statistics [72] we expect there may be further applications
of the techniques here.
7.2 Mixture Models: Overview
The goal of this section is to build intuition behind the mixture model and establish
some basic facts. It is organized as follows. In the ¯rst two subsections we explain
the role of the parameters de¯ned in the introduction, and also discuss the sense
in which they are essential quantities in the performance of any recommendation
algorithm. The third subsection provides a brief comparison of singular values and
our L1 analogue. We note that all the examples in this section apply even to the
case of semi-omniscient algorithms.102
Clusters imbalance. If two users each get optimal recommendations, what is
the maximum possible ratio between the utilities of these recommendations? In
other words, how di®erent might the contribution of two di®erent users be to the
total utility function? Obviously every user has preference ¸ 1
k for at least one
cluster; hence if we simply recommend the heaviest item in that cluster we will
get utility at least
w¡
k . On the other hand, the total utility of item i for user
u is
P
c2C w(ijc)p(cju) ·
P
c2C w+p(cju) = w+ Therefore the ratio between the
contributions of two di®erent users is at most k
w+
w¡ = kW.
We summarize this in the following lemma.
Lemma 7.2.1 For every user there exists a recommendation of utility at least
w¡
k
and there is no recommendation of utility more than w+.
It can be shown that for any ¯xed function g(k), one can choose W large enough so
that in any system with cluster imbalance at least W, and users with appropriately
chosen preferences each selecting g(k) items, no algorithm can give recommenda-
tions better than O(1
kOPT) with constant probability. In fact, this holds even in
the simpler weighted model of [63], where the cluster distributions have disjoint
support. We refer the reader to the previous chapter for an example of this.
Cluster independence and the L1 norm. It is not di±cult to construct ex-
amples of systems where ¡ is small, and no good recommendation algorithm exists.
One can ask whether it is the case that good recommendations are impossible in
every system with a small value of ¡, but this is clearly too sweeping to be the
case. Consider for example an instance with two clusters that induce exactly the
same distribution over items. Here we have ¡ = 0, but clearly one can simply treat
the two clusters as a single cluster, and good recommendations will be possible.103
A related general negative result does hold, however: any system in which ¡
is small is highly \unstable," in the sense that adding a bounded number of items
to it will produce a system in which no good recommendation algorithm exists.
More precisely, in the section 7.6 we show that every system which has ¡ · 1=s,
where s is the number of samples per user, can be augmented with O(k) items,
so that it becomes impossible to give recommendations that are better than a 2-
approximation in the worst case. Thus, while it is possible to have ¡ = 0 and
still be able to give close to optimal recommendations, such an ability is always
vulnerable to the addition of just a few items.
Spectral analysis. As noted above, our de¯nition of independence between
clusters is very similar to the de¯nition of the smallest singular value of a rec-
tangular matrix. Indeed ¡ = min
x6=0
jjWxjj1
jjxjj1 ; while the smallest singular value can be
de¯ned as ¸ = min
x6=0
jjWxjj2
jjxjj2 : Using standard norm inequalities we immediately have
¡ p
M · ¸ · ¡
p
k: Both inequalities are tight, but the number of clusters k is small
in comparison with the total number of items M. Thus, to within a term that
depends only on k, bounds expressed in terms of 1
¡ cannot be weaker than those
expressed in terms of 1
¸. But things can be much weaker in the opposite direction.
The example in the subsection 7.5 provides a family of systems in which, as the
number of items grows, ¡ remains bounded by a constant while ¸ approaches zero.
This shows a concrete sense in which bounds depending on 1
¸ can be strictly weaker
than those based on 1
¡.104
7.3 A Semi-omniscient Algorithm
There are a few notational conventions to which we will adhere in this and next
sections:
² All items, users and clusters are numbered starting from 1. We use i and
j to denote items, c and d to denote clusters, and u and v to denote users.
We will also use these letters to denote matrix indices and unless speci¯cally
stated otherwise, they will \type-check" with the meaning of the index. We
use capital calligraphic letters I, U and C to denote collections of items, users
and clusters respectively.
7.3.1 Discussion.
Our goal in this section is to give good recommendations in the case when the
weight matrix W is known. For this, our analysis will need to compare two vectors
(over the space of all items) associated with each user u: the utility vector u,
whose ith entry is the probability that u will choose item i; and (after u has made
s choices) the selection vector ~ u, whose ith entry is the number of times that item
i was selected in the s samples, divided by s. (Note that ~ u is an extremely sparse
vector, with almost all entries equal to 0.) Now, if we knew the utility vector, we
would just recommend the entry with largest value; thus, we wish to show that we
can closely approximate this value so as to make a near-optimal recommendation.
We begin with the following simple lemma.
Lemma 7.3.1 For an arbitrary user u with selection and utility vectors ~ u and u
respectively, and for any vector v such that jjvjj1 < B, if we have s > B2
"2± selections
from this user then Pr
£
jvT~ u ¡ vTuj > "
¤
< ±105
Proof. Indeed, we have
~ u =
1
s
s X
l=1
~ ul;
where ~ ul denotes the indicator vector for the lth selection. So
v
T~ u =
1
s
s X
l=1
v
T~ ul;
where the terms in the sum are independent random variables (as user selections
are independent from each other) drawn from the same distribution, and jvT~ ulj <
B. Therefore the variance of vT~ u is at most 1
sB
p
s and hence by Chebyshev's
inequality Pr
£
jvT~ u ¡ vtuj > "
¤
< B2
"2s < ±.
In other words, this lemma shows that despite the sparseness of ~ u, we can use it
to compute vTu for any vector v whose coordinates have bounded absolute value.
The following is just a re-formulation of the lemma above.
Corollary 7.3.2 Given an arbitrary user u making s selections, with selection
and utility vectors ~ u and u, any vector v such that jjvjj1 < B, and any ±, we have
Pr
h
jvT~ u ¡ vTuj > B p
s±
i
< ±.
The rest of our argument is based on the idea of generalized pseudoinverse
matrices. For an arbitrary M £ k weight matrix W of rank k, we call a k £ M
matrix W 0 a generalized pseudoinverse1 of W if W 0 £ W = I. If M = k then such
a matrix is unique and it is simply W ¡1. If M > k, then there can be in¯nitely
many generalized pseudoinverses. We are interested in the one for which the largest
absolute value of any entry is as small as possible. The following example illustrates
how we intend to use such a matrix. Suppose there is a user u with selection and
1We note that the standard notion of the pseudoinverse matrix from linear
algebra is a particular instance of the generalized pseudoinverse as de¯ned here,
and di®erent from the particular instances we will be considering106
utility vectors ~ u and u. Obviously u is in the range of W (i.e. there exists y such
that Wy = u). Therefore
W(W
0u) = WW
0(Wy) = Wy = u:
Say W and W 0 have all elements bounded by constants w+ and °; then by lemma
7.3.1 and the Union Bound, it follows that
k3°2
"2± selections are su±cient to have
jjW
0~ u ¡ W
0ujj1 <
"
k
;
with probability at least 1 ¡ ±. Therefore
jjW(W
0~ u ¡ W
0u)jj1 < w+";
or equivalently
jjWW
0~ u ¡ ujj1 < w+"; (7.3)
so we can reconstruct u with component-wise error at most w+". We will make
this more concrete after we establish the existence of a generalized pseudoinverse
in which all entries are bounded.
Theorem 7.3.3 For any M £ k matrix W = fwicg such that ¡ = min
x6=0
jWxj1
jxj1 > 0,
the following holds:
1. There exists a generalized pseudoinverse B = fbcjg such that maxjbcjj < 1
¡.
2. The generalized pseudoinverse matrix B minimizing maxjbcjj can be found
in polynomial time.
Proof. For the second part, the matrix B = fbcjg can be found by solving the
following linear program:
8
> > > > > <
> > > > > :
X
i
bciwid = ±cd for 1 · c;d · k
¡° · bci · ° for 1 · c · k, 1 · j · M
min°
;107
where ±cd = 1 when c = d and is equal to 0 otherwise. To prove the ¯rst part
it su±ces to show that the following system of linear inequalities is feasible for
° ¸ 1=¡. 8
> <
> :
PM
i=1 bciwid = ±cd for 1 · c;d · k
¡° · bci · ° for 1 · i · M, 1 · c · k
(7.4)
Obviously this system has a solution if and only if the following system has a
solution for every c.
8
> <
> :
PM
i=1 xiwid = ±cd for 1 · d · k
¡° · xi · ° for 1 · i · M
(7.5)
Now we introduce additional variables yi and zi such that yi + zi = 2° and xi =
yi ¡ ° = ° ¡ zi. For simplicity we use vector notation Y = (y1;:::;yM) and
Z = (z1;:::;zM) and rewrite the system in vector form:
8
> > > > <
> > > > :
(Y ¡ °;Z ¡ °)
0
B
@
W I
¡W I
1
C
A = (2±c;0)
Y ¸ 0;Z ¸ 0
; (7.6)
where I is the M £ M identity matrix, ±c is the c-th row of the k £ k identity
matrix, and ° is the M-dimensional vector of the form (°;°;:::°). Simplifying,
we have: 8
> > > > <
> > > > :
(Y;Z)
0
B
@
W I
¡W I
1
C
A = (2±c;2°)
Y ¸ 0;Z ¸ 0
(7.7)108
By Farkas's lemma this system has a solution if and only if the following dual
system is infeasible. 8
> > > > > > > > <
> > > > > > > > :
0
B
@
W I
¡W I
1
C
A
0
B
@
V
U
1
C
A · 0
(2±c;2°)
0
B
@
V
U
1
C
A > 0
(7.8)
By expanding the ¯rst inequality we immediately have U · WV · ¡U; and hence
U · 0. Therefore jjWV jj1 · jjUjj1 = ¡
P
i ui and thus
vc · jjV jj1 ·
1
¡
jjWV jj1 · ¡
1
¡
M X
i=1
ui:
Substituting this into second inequality we have:
(2±c;2°)
0
B
@
V
U
1
C
A · (¡
2
¡
+ 2°)
X
i
ui (7.9)
But if ° ¸ 1=¡, the right hand side is non-positive, and thus both constraints of
(7.8) cannot be satis¯ed simultaneously; therefore for ° ¸ 1=¡ and every j the
system (7.5) is feasible, and hence the desired generalized pseudoinverse B exists.
By the theorem, maxw0
ij · 1
¡, so substituting 1
¡ for ° in the discussion preceding
(7.3), we have
jjW(W
0~ u) ¡ ujj1 < w+²:
But we know the maximal utility for every user is at least
w¡
k , so if we take ² = "
kW,
we get a recommendation of (1 ¡ ") times the optimal total utility.
Now for completeness we present the full algorithm.
Algorithm 4 (Semi-omniscient algorithm)109
Input: Weight matrix W, ", ±, and for each user u a selection vector ~ u with at
least
k5W2
("¡)2±
selections.
Output: An approximately best recommendation for user u.
Description:
1 Compute W 0 using the linear program of Theorem 7.3.3.
2 For user u, compute u = WW 0~ u and recommend an item i which maximizes
ui.
The correctness of this algorithm follows immediately from Theorem 7.3.3 and
Lemmas 7.2.1 and 7.3.1.
7.4 Strong Benchmark
Our semi-omniscient algorithm was based on a sequence of facts that we recapit-
ulate here at an informal level:
If all the entries in an k £ M matrix B have bounded absolute value, then
B~ u ¼ Bu
If the utility vector of a user u is in the range of a matrix A, then AA0u = u,
and hence, possibly, u ¼ AA0~ u
Every utility vector is in the range of the weight matrix W, and all entries of
W 0 have absolute value bounded by 1
¡.
Essentially, in our analysis, we only used the fact that the weight matrix W satis¯es
the ¯rst two of these points. In this section we consider the strong benchmark |
the problem of making recommendations when even the weight matrix W is not
known. Our goal is to to show that, despite lacking knowledge of W, we can build110
a matrix A that can be used instead of W. The rest of this section is organized
as follows. First we provide our algorithm, which is fairly simple and intuitive; we
devote the rest of the section to the analysis of the algorithm.
7.4.1 The algorithm
First we give two simple de¯nitions:
De¯nition 3 (Correlation Matrix) Let ~ Pij denote the fraction of all users with
¯rst two selections are i and j respectively, and let E
h
~ Pij
i
denote the expected
fraction of users with this property (where the expectation is computed with respect
to the true weight and preference matrices). The M £ M matrix ~ P = f ~ Pijg is
called the observed correlation matrix, and the matrix P = fE
h
~ Pij
i
g is called the
correlation matrix.
Obviously the matrix P is symmetric,
P
ij ~ Pij =
P
ij Pij = 1, and P = W PPT
N W T.
We use Pi to denote the i-th row of the correlation matrix P.
Note that to simplify our analysis we have only used the ¯rst two selections
from every user; an implicit point of the analysis to follow is that this is su±cient
to determine the necessary relationships among items. The plan is to carefully
choose k columns of ~ P to form the desired matrix A.
The second de¯nition extends the notion of cluster independence to the setting
of arbitrary matrices.
De¯nition 4 (Independence coe±cient) The independence coe±cient of a
collection of vectors (x1;x2;:::xl) to be
min
j®1j+¢¢¢+j®lj=1
jj
X
i
®ixijj1:111
We de¯ne three functions. °r(P) is the independence coe±cient of the rows of P.
°c(W) is the independence coe±cient of columns of W. The function °(x1;x2;:::xl)
over the collection of vectors (x1;x2;:::xl) is de¯ned as independence coe±cient
of the vectors
x1
jjx1jj1;
x2
jjx2jj1;:::
xl
jjxljj1.
Now we present the algorithm.
Algorithm 5
Input: User selections, ", ±.
Output: Recommendation iu for each user u.
Description:
1. Build the observed correlation matrix ~ P.
2. Find k columns of ~ P, ~ Pi1; ~ Pi2;::: ~ Pik, such that jj ~ Picjj1 ¸ "
N1=4 for each
1 · c · k, and the matrix A de¯ned as
A =
³
~ Pi1=jj ~ Pi1jj1;:::; ~ Pik=jj ~ Pikjj1
´
has a column independence coe±cient that is as large as possible.2
3. For each user u with selection vector ~ u, compute ¹ u = AA0~ u and recommend
the item i which maximizes utility in ¹ u
Note that most of the computing time is spent in step 2 of the algorithm. Once
this is done, we can make recommendations to users very quickly.
2While this suggests an exponential running time, in the analysis below we show
that it can be replaced with a step that is implementable in polynomial time.112
7.4.2 Analysis of the algorithm
Our analysis consists of two theorems. The ¯rst theorem guarantees that the
matrix A found by the algorithm will have large independence coe±cient and small
maximal element. Then we give a few results bounding the sampling error. Finally
we state and prove the main result of this section, showing that the algorithm
makes good recommendations.
Before we continue we introduce some additional notation. All items which
have total weight wi =
P
c2C w(ijc) · "¡
2M (with respect to the true weight matrix
W) are called inessential, re°ecting the fact that the total aggregate weight of all
such items combined is less than "¡
2 . We denote the set of inessential items by I0.
Correspondingly we call every item in I1 = I ¡ I0 an essential item.
Weight matrix. Extending the terminology used thus far, we call an arbitrary
M £ k matrix A a weight matrix if it has only nonnegative elements, and all of
its columns are normalized (in the 1-norm). To prevent confusion, the matrix
W will be referred to as the true weight matrix. For a weight matrix A, we use
the same notation that we introduced earlier for the true weight matrix W. For
example a(ijc) denotes the element in the i-th row and c-th column. In addition
we introduce a few additional symbols. Let Ac denote the c-th column of matrix A
(corresponding to the probability distribution for cluster c) and let ai denote the
normalized (in 1-norm) i-th row of A (we will call this the item a±liation vector).
Also let ai =
P
c a(ijc) denote the total weight of item i (across all clusters).
Preference matrix. We call an arbitrary k£M matrix P a preference matrix
if it has only nonnegative entries and all of its columns are normalized in the 1-
norm. It is important to note that while W and P T have the same dimensions,
their normalization is di®erent. Let Pc denote the normalized (in 1-norm) c-th row113
of P (this is the vector of user utilities over cluster c), and let pu denote the u-th
column of matrix P (the preference vector for user u).
Distance function. For a collection of vectors (x1;:::xl), we denote by x¡i
the collection of all vectors but xi. We de¯ne dmin(x1;x2 :::xl) = mini d(xi;x¡i),
where d(xi;x¡i) is the L1 distance between xi and subspace spanned by x¡i.
The rest of the analysis consists of two parts: ¯rst we prove that both A and
A0 have their elements bounded by functions of W, ¡ and ¡P, and then we will
prove that these bounds are su±cient.
Lemma 7.4.1 For any k £ N matrix P such that P=N has row independence at
least ¡P, the matrix (PPT
N )¡1 has the property that the absolute value of all entries
is bounded by 1
¡2
P . Moreover, °r(PPT
N ) ¸
¡2
P
k
Proof. It su±ces to prove that the smallest eigenvalue of PP T is at least N¡2
P.
Indeed, for any vector x whose L2-norm is equal to 1, we have:
jjPP Txjj2 ¸ (xTPP Tx) = jjP Txjj2
2 ¸
jjPTxjj2
1
N ¸
¸
(N¡Pjjxjj1)2
N ¸ N¡2
P
which gives us the ¯rst part of the lemma. For the second part we just note that
for any k £ k matrix Q we have °r(Q) ¸
maxij Q¡1
ij
k
Theorem 7.4.2 (Bounds on A) The matrix A found in step 2 of Algorithm 5
has the property that
(a) the absolute values of all entries are bounded by 2W and
(b) A has independence coe±cient at least
°c(A) ¸
¡k¡2
P
2(4k + 2)k¡1: (7.10)114
We split the proof of this theorem into several lemmas.
First we want to bound the independence coe±cient of A. Recall that for both
the true weight matrix W and for P, we have made the assumptions that °c(W)
and °r(P=N) respectively are bounded away from zero.
Lemma 7.4.3 If °c(W) ¸ ¡, then for any k ¡ 1 vectors X = (x1;x2;:::xk¡1),
there exists an essential item i such that d(wi;X) ¸ ¡
2k
Proof. Suppose it is not the case; then for all i 2 I1; we have d(wi;X) < ¡
2k. For
an item i, let x(i) denote a vector which achieves this minimum distance. Since the
subspace X has dimension at most k¡1, there exists a vector x?, with jjx?jj1 = 1,
that is orthogonal to X. By the de¯nition of °c(W) we have jjWx?jj1 ¸ ¡, but on
the other hand we have
jjWx?jj1 =
P
i2I j(x?wi)jwi ·
P
i2I0
"¡
2M+
+
P
i2I1
h
j
³
x?¡
wi ¡ x(i)
¢´
jwi
i
<
< M "¡
2M + ¡
2kj
P
i2I1 wij · ¡:
leading us to a contradiction.
Lemma 7.4.4 Let °c(W) ¸ ¡, and let I0 = i1;i2;:::;it, be a subset of items,
where t < k, with weight vectors x1;:::;xt, satisfying °(x1;x2;:::;xt) ¸ a. Then
I0 can be augmented with an essential item j having weight vector xt+1 such that
°(x1;x2;:::xt+1) ¸ a
¡
2(¡ + 2k)
(7.11)
Proof. By Lemma 7.4.3, we can always choose an item j so that
d(wj;fx1;x2;:::xtg) ¸
¡
2k
: (7.12)115
Now our claim is that this item j satis¯es (7.11). For the sake of contradiction
suppose it does not; then let
jj
X
i=1;2;:::t+1
®ixijj1 < a
¡
2(¡ + 2k)
;
where xt+1 = wj. Obviously if ®t+1 · a 2k
2(¡+2k) < 0:5, then we contradict the
independence of x1;:::xt:
jj
X
i=1;:::t
®ixijj1 < a
¡
2(¡ + 2k)
+ a
2k
2(¡ + 2k)
= a=2:
On the other hand, if ®t+1 > a 2k
2(¡+2k), then we have
jj
X
i=1;2;:::t
®i
®t+1
xi + xt+1jj1 <
1
®t+1
a¡
2(¡ + 2k)
<
¡
2k
;
which obviously contradicts (7.12).
This lemma has an obvious corollary:
Corollary 7.4.5 Let °c(W) > ¡. Then there always exists a subset of essential
items i1;i2;:::ik, such that
°(wi1;:::wik) ¸
h
¡
[4k+2]
ik¡1
From here, our next major goal is to show the existence of k su±ciently in-
dependent columns in the matrix P. Before we continue we prove the following
simple result.
Lemma 7.4.6 Let °c(W) ¸ ¡ and °r(P=N) ¸ ¡P. Then there are k columns
i1;i2;:::;ik of matrix P such that
°(Pi1;:::Pik) ¸
¡k
(4k + 2)k¡
2
P: (7.13)
Moreover items i1;:::;ik are essential.116
Proof. By Corollary 7.4.5 there exists a set of essential items i1;:::;ik, such that
°(wi1;:::wik) ¸
£
¡
4k+2
¤k¡1 We show that this set satis¯es (7.13). It is su±cient to
show that for any v = (v1;:::vk) with jjvjj1 = 1, we have Py ¸ ¡k
(4k+2)k¡1¡2
P, where
y is de¯ned as follows:
yj =
8
> <
> :
vl
jjPljj1 if j = il for some l
0 otherwise
Given our assumption that °r(P=N) ¸ ¡P, and since items are essential, we have
Pl > 0, so the de¯nition above is valid. From our assumption on i1;:::;ik it
immediately follows that
jjW
Tyjj1 ¸ [
¡
4k + 2
]
k¡1 £
X
l
jvljwl
jjPljj1
But,
jjPljj1 =
X
c
w(ljc)
P
u p(ujc)
N
·
X
c
w(ljc) = wl;
and therefore we can rewrite the above bound as:
jjW
Tyjj1 ¸ [
¡
4k + 2
]
k¡1 X
l
jvlj ¸ [
¡
4k + 2
]
k¡1: (7.14)
Now, recall the de¯nition of P = W PPT
N W T. Therefore
Py ¸ ¡jj
PP T
N
W
Tyjj1 ¸ ¡
¡2
P
k
jjW
Tyjj1 ¸
¡k¡2
P
(4k + 2)k
where the ¯rst and second inequalities follow from the lemma's assumption of large
°c(W) and °r(P=N), together with Lemma 7.4.1. The third inequality follows from
(7.14), and this concludes the proof.
The algorithm only has access to the observed correlation matrix ~ P, not the
true correlation matrix P. We now must show that, with su±cient data, these
two matrices are very close to one another. The following lemma is an immediate
consequence of tail inequalities:117
Lemma 7.4.7 For any ¯xed " and ±, and given enough users, we have
max
ij
jP(i;j) ¡ ~ P(i;j)j <
"
N1=4; (7.15)
with probability at least 1 ¡ ±.
Proof. For any item i and any ¸, we can apply Cherno® bounds to obtain
Pr
h
~ P(i;j) ¡ P(i;j) ¸ ¸P(i;j)
i
·
·
e¸
(1 + ¸)1+¸
¸P(i;j)N
and
Pr
h
~ P(i;j) ¡ P(i;j) · ¡¸P(i;j)
i
· e
¡
¸2P(i;j)N
2 :
Note that these bounds hold for any values of N and ¸. Now, if P(i;j) · N¡1=3,
then substituting ¸ = "N¡1=4
P(i;j) ¸ "N1=12 gives us the desired bounds. If on the
contrary P(i;j) ¸ N¡1=3, then recalling that P(i;j) · 1 and taking ¸ = "N¡1=4
we have "
N1=4 ¸ ¸P(i;j); and hence
Pr
h¯
¯
¯ ~ P(i;j) ¡ P(i;j)
¯
¯
¯ ¸
"
N1=4
i
· e

¡
¸2P(i;j)N
4

· e
¡ "2N1=6
4
Note that the probability of wrong estimation decreases exponentially as N grows;
therefore if we take N large enough we can apply union bounds and hence we can
ensure that P(i;j) is estimated correctly for all items with high probability.
A similar result holds for most subsets of normalized columns of ~ P and P:
Corollary 7.4.8 Let i1;i2;:::;ik be a collection of items such that jj ~ Picjj1 ¸ "
N1=4
and let matrices A and B be comprised of normalized columns ~ Pi1; ~ Pi2;::: ~ Pik and
Pi1;Pi2;:::Pik respectively. For any ¯xed ² and ± and given enough users we have:
max
i;c
jAic ¡ Bicj · ² (7.16)
with probability at least 1 ¡ ±.118
Proof. This can be immediately achieved by using lemma 7.4.7 with " = ²2=2, and
using tail inequalities to bound di®erence between jj ~ Pijj1 and jjPijj1.
Lemma 7.4.9 (Equivalence of P and ~ P) Suppose P has a subset of indepen-
dent columns with independence coe±cient at least a, and all items corresponding
to this subset are essential. Then given enough users, with probability at least
(1 ¡ ±) the same subset in ~ P is also independent, with independence coe±cient at
least a=2. It also holds in the opposite direction: if some subset of columns in ~ P
is independent, the same subset in P has independence coe±cient at least half of
that with probability 1 ¡ ±.
Proof. Suppose that °( ~ Pi1; ~ Pi2;::: ~ Pik) ¸ ", and all items i1;:::ik are essential.
We introduce two M£k matrices A and B which are formed by normalized columns
~ Pi1;::: ~ Pik and Pi1;:::;Pik respectively. We have to prove that °(B) ¸ a implies
°(A) ¸ a=2 with high probability.
This is equivalent to showing that for all v with jjvjj1 = 1, we have jjAvjj1 ¸ a
2.
It su±ces to show that jj(A ¡ B)vjj1 · a
2, which in turn can be achieved by having
max
i;c
jBic ¡ Aicj ·
a
2Mk
:
By Corollary 7.4.8 the last inequality holds if we have enough users. The proof for
the other direction is completely symmetric.
Now, we want to bound maximal element of matrix A. The following lemma is
immediate.
Lemma 7.4.10 For any vector v which is a convex combination of W1, W2, ...,
Wk we have
w¡
k · jjvjj1 · w+.119
Corollary 7.4.11 If we have enough users, then for any normalized column v of
~ P, considered during step 2 of the algoirthm we have
w¡
2k · jjvjj1 · 2w+, with
high probability.
Proof. Indeed we have
P =
WPP TW T
N
;
and since elements of P and W are non-negative, each column of P is a convex
combination of columns of W. The result for ~ P follows immediately from corollary
7.4.8, by taking " =
w¡
2k
Now we are ready to prove Theorem 7.4.2.
Proof of Theorem 7.4.2. Part (a) holds because of Corollary 7.4.11. Now we
prove part (b), for which it su±ces to show that as the number of users N grows,
all essential items will be considered during step 2 of the algorithm with high
probability. Combining this fact and Lemmas 7.4.6 and 7.4.9 yields the desired
result.
Indeed, any essential item i has total weight at least "¡
2M, and therefore there is
at least one cluster c such that w(ijc) ¸ "¡
2kM. Now, because °r(P=N) = ¡P, each
cluster has total probability weight at least ¡PN, and so the expected number of
times item i is selected is at least N
"¡¡P
2kM : Thus
E
h
jjN ~ Pijj1
i
¸
N"¡¡P
2kM
;
and since none of the parameters above depend on N, we can apply tail and union
bounds to show that if N is large enough then jj ~ Pijj1 ¸ "
N1=4 holds for each essential
item i with high probability.120
Recall that when we initially presented Algorithm 5, we noted that an expo-
nential search for the k-tuple of columns with maximum independence coe±cient
was not actually necessary. One can now see the reason for this: the proof of
Lemma 7.4.4 shows that we can apply a greedy algorithm similar to the one used
there to build a matrix A with essentially the same results.
Now we have to show that the bounds we have obtained are su±cient. Observe
that we cannot directly use the analysis of Section 7.3 here, since our user utility
vectors are not truly in the range of A, but rather are close to it.
First we bound the di®erent kinds of error incurred because of sampling error.
Lemma 7.4.12 For the matrix A found in step 2 of Algorithm 5, and for any
¯xed ", ±, the following holds with probability at least 1 ¡ ±, provided that we have
su±ciently many users with two selections per user:
max
ij
j
¡
(AA
0 ¡ I) ~ P
¢
ijj · "
The number of users needed is a function of ", ±, ¡, ¡P and M.
Proof. De¯ne matrix B in exactly the same way as in Lemma 7.4.9. By Lemma
7.4.9, we have °(B) > °(A)=2 with high probability. If this holds, then BB0P = P
(because P is a rank-k matrix, and all columns are linear combinations of columns
of B). Therefore every column of P, say Pi, can be represented as a product of B
and a k-dimensional vector qi = B0Pi; obviously jjqijj1 · 1
°c(B).
Now the rest is easy:
~ Pi = Pi + " = Bqi + " = (A + E)qi + " = (Aqi) + (" + Eqi);121
where " and E are vector and matrix error terms whose elements can be upper-
bounded using Lemma 7.4.7 and Corollary 7.4.8. We have
AA0 ~ Pi = AA0(Aqi + (" + Eqi)) = Aqi + AA0(" + Eqi)
= ~ Pi + (" + Eqi)(AA0 ¡ I):
If we upper-bound each entry in " and E by "1 <
"[°c(A)]2
4M2 ·
"°c(B)°c(A)
2M2 , assuming
enough users as required by Lemma 7.4.7 and Corollary 7.4.8, then the total error
term in this equation will be less than "; hence
max
ij
j(AA
0 ~ P ¡ ~ P)ijj · "
Now, we are ready to formulate and prove the main theorem of this section.
Theorem 7.4.13 Assuming that the system contains enough users, Algorithm 5
gives a (1 ¡ ")-optimal recommendation with high probability for any user u who
made at least s ¸ k
±[¡0"=(8k2W)]2 selections, where ¡0 is the independence coe±cient
of A and ¡0 ¸
¡k¡2
P
2(4k+2)k:
Proof. For this proof jjxjj denotes the L1 norm of x. Clearly every user u has
at least one item of utility
w¡
k ; hence it su±ces to prove that u is estimated by
¹ u = AA0~ u such that
jju ¡ ¹ ujj <
"w¡
k
: (7.17)
The recommended item will be at most
"w¡
k away from optimal and hence will be
(1 ¡ ")-optimal.
The proof consists of two parts: ¯rst we prove that the utility vector of a user
u can be represented as u = Pv, with jjvjj · k2
¡¡2
P ; and second we substitute this
expression for u into jju ¡ ¹ ujj and ¯nish the analysis.122
Indeed we have P = W PPT
N W T and u = Wp. Now, W T is a k £M matrix, so
W TW 0T = I. Therefore we have the following:
u = Wp = W PPT
N W TW 0T
³
PPT
N
´¡1
p =
= P
h
W 0 ¡
1
NPP 0T¢¡1 p
i
;
where the existence of (PP T)¡1 follows from Lemma 7.4.1. Moreover, the elements
of (PPT
N )¡1 are bounded by 1
¡2
P ; therefore we have:
jjvjj = jjW
0T
µ
PP 0T
N
¶¡1
pjj ·
k2
¡¡2
P
: (7.18)
Now we substitute u = Pv into the left-hand side of (7.17):
jj¹ u ¡ ujj = jjAA0~ u ¡ ujj ·
· jjAA0~ u ¡ AA0ujj + jjAA0u ¡ ujj ·
· jjA(A0~ u ¡ A0u))jj + jj(AA0 ¡ I)Pvjj
(7.19)
To bound the ¯rst term we use the fact that the absolute values of all entries in
A0 are bounded by 1=¡0. Applying Lemma 7.3.1 and the union bound, we have
jjA0~ u ¡ A0ujj < "
4k2W with probability at least 1 ¡ ±. Substituting this we have
jjA(A
0~ u ¡ A
0u)jj · w+
"
4kW
· "
w¡
2k
:
To bound the second term, we write
jj(AA0 ¡ I)(Pv)jj = jj(AA0 ¡ I)[( ~ P + E)v]jj
· jj(AA0 ¡ I) ~ Pvjj + jj(AA0 ¡ I)Evjj
(7.20)
where E = P ¡ ~ P.
Now ¯x "1 = "
¡¡2
P
2M2k2 and, provided we have enough users, apply Lemmas 7.4.7
and 7.4.12 so that we have
maxij j
¡
(AA0 ¡ I) ~ P
¢
ijj · "1
maxij jEijj · "1123
with high probability. Therefore we can bound the expression in (7.20) by "
2Mk ·
"w¡
2k Thus the whole expression in (7.19) can be upper bounded by
"w¡
k , as desired.
Note that the ¯rst term of (7.19) is an error introduced by insu±cient sampling
per single user, while the second is an error introduced by an insu±cient number
of users.
7.5 Spectral analysis: Example
Fix some small µ, say µ = 0:1, and pick some large m. Suppose we have 2m+mµ¡1
items and two clusters, and let r = 1 ¡ m¡µ ¼ 1. We de¯ne clusters as follows:
(
2
m2µ;
1
m2µ;:::;
1
m2µ
| {z }
m
µ ¡ 2 items
;
r
m
;:::;
r
m | {z }
m items
; 0; 0;:::;0 | {z }
m items
)
(
1
m2µ;:::;
1
m2µ
| {z }
mµ ¡ 2 items
;
2
m2µ; 0; 0;:::;0 | {z }
m items
;
r
m
;:::;
r
m | {z }
m items
)
We assume that there are N=2 users who each only like the ¯rst cluster, and
N=2 users who each only like the second cluster. Obviously each user wants to
get recommended an item with weight 2=m2µ in the cluster he likes, and these
items are di®erent for di®erent clusters, so it is important to be able to distinguish
between these di®erent types of users.
In both clusters 1¡m¡µ of the weight is concentrated on disjoint items; therefore
it is easy to distinguish between di®erent types of users. Easy calculations show
that in this system ¡ > 0:9 and W = 1 for any su±ciently large m, and hence
the algorithms we develop below will give good recommendations using only f(";±)
samples, for some function f. On the other hand, for spectral analysis, we consider
the matrix W 0 = (W 0
1;W 0
2) comprised of the weight vectors normalized with respect
to the L2 norm. (Without this normalization, it is even easier to construct a bad124
example for the smallest singular value.) Then the least singular value of W 0 can
be bounded by:
¸ · jjW
0
1 ¡ W
0
2jj2 · m
3µ
2 jjW1 ¡ W2jj2 = O(¡m
µ
2);
which converges to 0 as m grows. Thus, any bound on the amount of data needed
that is based on 1=¸ will be increasing unboundedly with m, even though the
actual amount of data needed (and the amount computed from a bound involving
¡) remains constant with m.
7.6 Any system with small ¡ is unstable
In this appendix we describe why a system which has small ¡ is unstable in the
sense that even small changes will make it impossible to give good recommenda-
tions. The idea here is we show that any such system contains at least two di®erent
types of users who have similar behavior, so that no algorithm would be able to tell
them apart. Then we add two items to the system with carefully chosen weights
so that they become the best recommendation for users of those two types.
Before we go into details, there is the following issue one has to be careful about.
Adding items changes other item preferences (to keep normalization of each cluster)
and the way user selects items. Thus we consider it in the following context, which
we think re°ects very well what's happening in the real world. User perform
their selections in the original system, then, new items with known relationship
to each cluster are added. The question is whether we can give recommendation
for the new items (note that they were not present in the original system so no
user have ever chosen them). Since user preferences over clusters do not change
it is a well de¯ned question. We show that when ¡ ¿ 1
s, where s is number of125
selections per user, no algorithm can di®erentiate between which of the new items
to recommend.3 Note, that if ¡ is large our results show that we can learn user
preferences and hence will be able to give good recommendations in such scenario.
This section contains two parts, in the next part we establish some basic lowed
bounds on how many samples one need to di®erentiate between two very similar
known distributions. The second part contains the actual construction.
Lower bounds.
De¯nition 5 Suppose we have a procedure which generates a sequence of random
values. We say that outcomes of two procedures (such as random variable sampling)
are indistinguishable, if for any algorithm, the probability that the algorithm will
guess correctly the underlying procedure is exactly 1=2.
Theorem 7.6.1 Fix ± and ". Let X = (x1;:::xM) and Y = (y1;:::yM) are two
known discrete distributions over the set of M of potential outcomes such that
jjX ¡ Y jj1 · ". Then, given a random variable with s · 2±=" samples all drawn
from either X and Y , with probability at least 1 ¡ ± the samples from X and Y
will be indistinguishable.
Proof. The idea of the proof is as follows. We build two random procedures
X and Y, where each upon execution produces a random value which follows
Xor Y respectively (and thus are indistinguishable from them). In addition these
two processes with probability (1 ¡ ") will follow the same distribution and with
probability " they follow di®erent distributions.
3Alternatively, the similar result would even hold if we "resample" user selec-
tions from the full `new' item set. However then we would need an additional
restriction that all items in the system have utility less than 1
s. This restriction
essentially ensures, that it is possible to add new favorite items into the system
without signi¯cantly changing the item structure126
Now, if we succeed, then given a single sample coming from process X or Y,
with probability (1¡"=2) we would not be able to di®erentiate the process it came
from { since with probability 1¡"=2 the processes behave identically. Thus, after
seing at most 1=" samples with probability (1¡"=2)b1="c > 1=2, we still would not
be able to di®erentiate which process these samples came from, and hence these
processes with high probability are indistinguishable.
Now we give the construction. Let zi = min(xi;yi) and Ái = max(xi ¡ yi;0)
and let Ãi = max(yi¡xi;0). Note that xi = zi+Ái and yi = zi+Ãi. We also have:
M X
i
Ái =
M X
i
Ãi = "=2
where the ¯rst equality holds because
PM
i Xi =
PM
i Yi, and the second since
PM
i Ái +
PM
i Ãi = ".
The ¯rst process generates its value as follows, ¯rst it chooses random value j
between 1 and 2M, according to the following distribution:
(z1;:::zM;Á1;:::ÁM)
and then, if j ¸ M it returns j¡M, and j otherwise. Note that probability for this
process to return speci¯c value i is exactly zi + Ái = xi. Thus the value returned
by Xfollows distribution X.
Similarly, the process Y generates preliminary value j according to the distri-
bution:
(z1;:::zM;Ã1;:::ÃM)
and returns j if j · M and j ¡ M otherwise. Obviously Yreturns a value which
follows distribution Y .
Now we note that both X and Y with probability 1 ¡ "=2 select preliminary
value j 2 [1::M], which follows the same distribution for both of the processes127
and hence return the same value with the equal probability. Thus unless we see a
sample which was generated using preliminary value j > M, we can not possibly
distinguish between samples generated using X or Y, and hence given only b±="c
samples, with probability at least
(1 ¡ "=2)
b±="c ¸ 1 ¡ ±
a process will only choose preliminary values from the ¯rst half, and hence no
algorithm would be able to di®erentiate between underlying procedures. The ¯nal
inequality follows from Taylor expansion.
Corollary 7.6.2 Let X = (x1;:::xM) and Y = (y1;:::yM) are two known dis-
crete distributions over the set of M of potential outcomes such that jjX ¡ Y jj1 · ".
Then, after seeing s · ±
" the probability that any algorithm will make a mistake
with probability at least 1=2 ¡ ±.
Proof. I
ndeed, with probability 1 ¡ ± the outcomes are indistinguishable from each other,
thus the error probability is at least 1
2 ¡ ±
2.
The construction. Let W be the weight matrix for out system, and ¡(W) ¿ 1
s.
Suppose y = (y1;:::yk), is a unit length vector which minimizes the ratio
jjWyjj1
jjyjj1 i.e. y is such that jjWyjj1 = ¡. Now we de¯ne vector y as follows: y
+
i =
max(yi;0), and analogously we de¯ne y
¡
i = y+ ¡ y = max(¡yi;0). Note that
both y+;y¡ ¸ 0, and hence
jjWy
+jj1 = jjy
+jj1 and jjWy
¡jj1 = jjy
¡jj1:128
Therefore we have
¯
¯jjy
+jj1 ¡ jjy
¡jj1
¯
¯ =
¯
¯jjWy
+jj1 ¡ jjWy
¡)jj1
¯
¯ · jjW(y
+ ¡ y
¡)jj1 · ¡ (7.21)
where the second to last transition is a triangle inequality, and the last transition
follows from de¯nition of y. Using the fact that jjy+jj1 + jjy¡jj1 = 1, we have
1=2 ¡ ¡=2 · jjy
+jj1;jjy
¡jj1 · 1=2 + ¡=2: (7.22)
Now we consider two types of users, with preference vectors de¯ned by p0 =
y+=jjy+jj1 and p00 = y¡=jjy¡jj1 respectively. User of either type draws his se-
lections from distributions Wp0 and Wp00 respectively, and from the equations
(7.22) and (7.21) it follows that distributions which are within O(¡) from each
other (in L1 norm), and hence from the theorem 7.6.2 it immediately follows that
no algorithm will be able to di®erentiate between items with probability signi¯-
cantly better than 1=2.
To ¯nish our construction we add two items. Let OPT denotes highest possible
utility for either type p0 or p00. The ¯rst item will have have weight 2OPT in
every cluster where users of type p0 have non-zero preference, and zero elsewhere.
Similarly, the second item would have weights 2OPT in all clusters where users
of type p00 have non-zero preference and zero elsewhere. Each of those new items
will have utility at least twice as high as the second best for corresponding type
of users, and 0 for the opposite type. Thus, (since no algorithm can di®erentiate
between types), the algorithm would either have to guess the item or recommend
one of the older items. In both cases the expected utility is less than 1=2 of the
optimal. As desired.129
7.7 Notes and Open Problems
We have shown how to obtain provably good recommendations for a mixture model
with unknown parameters, provided the parameters W, ¡, and ¡P are bounded.
While bounding ¡P appears to be a relatively mild assumption in most potential
applications of this model, we do not know of a concrete sense in which it is a
necessary assumption; it is an interesting open question to determine whether
good recommendations can still be found when this parameter is not bounded.
As discussed above, the de¯nition of ¡ raises the prospect of de¯ning an L1
analogue of the singular values of a matrix. Just as ¡ plays the role of the smallest
singular value, we can de¯ne the L1 analogue of the i-th singular value:
¡i(W) = min
dim­=i
max
x2­
jjWxjj1
jjxjj1
If W is a weight matrix then we clearly have ¡ = ¡1 · ¡2 · ¢¢¢ · ¡k = 1. It
would be interesting to explore properties of these values; for example, can we
de¯ne a useful analogue of the full singular value decomposition, but with respect
to L1 norm?
Finally, it would be interesting to explore trade-o®s between the amount of data
used by these types of recommendation algorithms and the performance guarantees
they achieve. Our algorithms have a running time that is polynomial in the amount
of data; but for the strong benchmark, the amount of data needed is exponential
in some of the parameters. One would like to know whether this bound can be
made polynomial, or whether perhaps it is possible to establish a lower bound.
Further, while our goal has been to obtain (1 ¡ ")-approximations for arbitrarily
small ", one can consider the amounts of data and computation required for weaker
guarantees. For example, simply recommending the most popular item to everyone130
is an ­(1=k)-approximation, with enough users but with just one selection per user.
How much data is required if we want a (1=b)-approximation for b < k?Chapter 8
Experiments
In this chapter we apply the the algorithm developed in the chapter 7, to the
text classi¯cation problem. We begin by describing a mixture model for multi-
topic corpus. This is a fairly standard model for describing multiple document
collections and it has been used extensively (see e.g. [11, 80, 87, 89, 69, 47, 48],
for various modi¯cations of modi¯cations of framework). However prior to the
algorithm developed in 7, to the best of our knowledge there was no algorithm
known which would provide guarantees with the framework of the model.
The high level recast of the mixture models to text generation is as follows.
A corpus consists of documents, and each document is relevant to one or more
of k topics. Each topic de¯nes a probability distribution over the set of possible
words. Essentially, each document in considered to be build by repeated sampling
of a ¯xed size from a mixture of possibly overlapping distributions over the set of
all possible terms. The coe±cients for the mixture are possibly unique for every
document, but the underlying distributions are the same for the whole corpus.
Note that we don't assume any speci¯c type of underlying distributions, which
can essentially be any discrete distribution.
Formally, there is a collection of documents C of the size m = jCj. All words
used in the collection, form a dictionary D of the size n = jDj. Finally, there
are k topics and each topic c induces a probability distribution Wc over the whole
dictionary D.
Each document d is a sample of a ¯xed size from the distribution Dd, de¯ned by
the mixture of topics with coe±cients Pd1;:::Pdk (E.g. Dd = WPd). Intuitively, if
131132
a document is purely on topic c, then it can be seen as a sample from a distribution
Wc, and if a document is related to two topics c0 and c00, then it is sampled from
a mixture Wc0 and Wc00.
Vector Pd of hidden mixing coe±cients is called relevance vector, and Dd is
called the term distribution vector. Naturally, we require that jjPdjj1 = jjDdjj1 = 1.
The normalized vector ~ Dd of term frequencies as they occur in d is called a signature
vector, and is the only information available about the document1.
We use the following naming conventions. Latin letters c, always denote topics,
w and v to denote terms and d to denote documents. Speci¯cally, when we use
these letters to denote matrix indices they will \type-check" with the semantic
meaning of the index. For example, Wcw would denote the probability of word w
to appear in the document purely on topic c.
For a particular document d, we will use d and ~ d to denote its hidden term
distribution and observed term frequencies(e.g. the signature vector) respectively,
and p for its hidden relevance vector. In other words p is a column Pd, and d is
equal to Wp.
By slightly abusing notation, when it is clear from the context, we will be using
~ x, to denote both random variable, and a particular observation of ~ x.
Term in every document is sampled from a mixture of few underlying distribu-
tions (e.g. topics). The mixture coe±cients might be di®erent for every document,
however the underlying distributions are the same for the entire corpus.
Overview of the algorithm. Here we adopt the algorithm we introduced in
Chapter 7. The algorithm starts by building a `mixture model', which is equiva-
1We are ignoring the order and word correlations here, but that's the property
of \bag of words" formulation in general.133
lent to the underlying model. Here we relax the de¯nition of mixture model (and
hence the quotes) to allow mixtures coe±cients describing particular document to
be negative. However we still require the resulting mixture to remain a probability
distribution. The algorithm then computes approximate coe±cients using linear
programming, and ¯nally uses the learned model to compute underlying term dis-
tributions. Adopting the proofs from 7 it can be shown that within the mixture
model framework, the recovered term distribution is very close to the true hidden
term distributions. In other words, for each document, we can fully recover its
underlying term distribution. While this could be used as an independent term-
smoothing pre-processing step, and/or as a query enhancement mechanism, that
automatically includes synonymy search, we leave this as a foundation for future
work. In this paper we concentrate on the mixture model found by our algorithm,
and each document's mixture coe±cients. It turns out that the model we build,
in many cases closely resembles true model, and thus mixture coe±cients could
be used to estimate relevance of each document to the actual topics. Furthermore
with relatively few topics (e.g. 5 or less) our algorithm performance is approach-
ing the performance of supervised Support Vector Machines with large training
dataset. To the best of our knowledge, this is the ¯rst unsupervised algorithm
capable of operating on large datasets, and to achieve such performance. Our ex-
periments were conducted on the collection of scienti¯c abstracts - arXiv2 and the
20 Newsgroup3 dataset.
In Section 8.1.1, we show that when there are only 2 topics, such behavior is
provable within the model. For multi-topic problem, our empirical evaluation sug-
2See http://www.arxiv.org,
3See http://www-2.cs.cmu.edu/afs/cs.cmu.edu/project/theo-20/
www/data/news20.html,134
gest that found basis is still closely connected to actual topics and later we present
some additional intuition that favors this conjecture. However larger datasets
and/or additional analysis are needed to con¯rm or reject this statement in its full
generality.
We also evaluate performance of our algorithm as an intermediate dimension-
ality reduction. In other words, while the clustering according to the highest
coe±cient is not e®ective, we still might be able to show that most of this in-
formation is still preserved after we have projected down all the documents, and
hence potentially allowing to run more accurate, but less e±cient algorithm. We
show that the accuracy loss due to our method is much smaller than the one of
obtained from singular value decomposition, that is the only method known to us
that would allow to do fully4 unsupervised large scale dimensionality reduction.
Chapter organization. In the next section we describe standard generative
mixture model, and introduce all necessary de¯nitions and notation. In Section
8.1 we describe the algorithm along with the intuition behind it. The forth sec-
tion contains experimental results, and ¯nally we conclude the paper with open
problems and further directions.
Remark 1. Linear Programming has previously been used for clustering. Par-
ticularly, correlation clustering introduced by Bansal, Blum and Chawla [8], uses
linear and semide¯nite programs to produce approximations for a speci¯c graph
clustering problem [96, 26]. However, their use is very di®erent from ours in the
sense that the programs were obtained as relaxations of corresponding integer pro-
4There are methods that perform dimensionality reduction after seeing some
labelled data [7]135
gram. Whereas for our method, as we will show below, use of linear programming
is a natural (and optimal) setting.
8.1 Algorithm and Analysis
While our algorithm is very similar to the algorithm presented in the Chapter 7 we
still need to recast it to the text classi¯cation problem. In addition, the original
algorithm was not practical enough to be run on large collections. Therefore for
the sake of completeness, we describe our algorithm in full and present some basic
intuition behind it. For a more formal exposition we refer the reader to the previous
chapter.
The algorithm runs in two stages. First it ¯nds some \suitable" mixture model
for a given collection C. This will de¯ne our topical subspace. We do this via
analyzing a matrix of word co-occurrences. Second, for each document it recovers
mixture coe±cients in the built mixture model. For this, it uses linear program-
ming to build the optimal projection operator. In order to maintain clarity, these
steps are presented in the reverse order, since the second part can be viewed as
an independent learning technique, while the ¯rst relies on the ideas used in the
second step.
8.1.1 Recovering Mixture Coe±cients
Suppose we know the mixture model, how do we ¯nd mixture coe±cients? In this
section we adopt the method we developed in the Chapter 7 for text classi¯cation.
Let us review basic de¯nitions.136
De¯nition 6 (Generalized pseudoinverse [64]) For arbitrary rectangular n£
k (n ¸ k) matrix W, matrix W ¤ is called a generalized pseudoinverse of W if
W ¤W = I.
If n > k and if W ¤ exists, then it is not unique. For example, one possible
generalized pseudoinverse matrix is obtained from the singular value decomposition
[40]. However we use a pseudoinverse which minimizes its maximal element.
The reason why we need the pseudoinverse with this property is as follows.
Consider an arbitrary document d of length s with term distribution and relevance
vectors d and p respectively. Obviously d = Wp, and thus
W
¤d = W
¤Wp = p; (8.1)
This implies that if we knew the underlying term distribution d, then we could
¯nd p and thus solve the classi¯cation problem.
However, instead of d, we only have the signature vector ~ d, and while E
h
~ d
i
=
d, the vector ~ d is very sparse and thus is a bad approximation for the underlying
term distribution d. Nevertheless, in (8.1) the elements of d are used only as a
weighted sum. Thus, even though each individual ~ di is a bad approximation for
di, if the coe±cients of the sum are bounded, the weighted sum of elements of ~ d
is approximately equal to the sum of elements of d. Therefore, we can write:
W
¤~ d ¼ W
¤d = p (8.2)
This fact is formulated in the following lemma.
Lemma 8.1.1 ([64]) Let ~ d be a document signature with at least s words in it,
and let V be an arbitrary k £n matrix, with maximal element bounded by B, then
if s ¸ B2k
"2± ,
Pr[[]jjV ~ d ¡ V djj1 ¸ "] · ±:137
proofNote that ~ d can be represented as a sum
Ps
i=1 ~ d(i). Where ~ d(i) is an indicator
vector for i-th word in the document. Note that E
h
~ d(i)
i
= d, and all ~ d(i) are
mutually independent. By linearity of expectation we have E
h
V ~ d(i)
i
= E[V d]
and since maximal element of V is bounded by B, we also have jjV ~ d(i)jj1 · B.
The rest is a simple corollary of Chebyshev inequality and the union bound. This
lemma implies that if a pseudoinverse with bounded maximal element exists, then
it immediately gives us an algorithm to ¯nd a document relevance vector: multiply
pseudoinverse W ¤ by a signature vector ~ d and the result is a good approximation
to relevance vector. Obviously the smaller is the maximal element of W ¤, the
better the error bound we obtain.
Now we again use the result of from the previous chapter, which states that
there is always a pseudoinverse such that its maximal element is bounded by 1
¡,
where ¡ is a quantity de¯ned as
¡(W) = min
y6=0
jjWyjj1
jjyjj1
and is called independence coe±cient. Intuitively, this number re°ects how inde-
pendent are these distributions. For example, if ¡ = 0, then W has linearly de-
pendent columns and no generalized pseudoinverse exists. A somewhat simplistic
example here is to imagine that one large topic such as 'computers', almost purely
consists of a few subtopics such as `computer software' and `computer hardware'.
The underlying term frequency distribution for `computers' would be a normalized
sum of term distributions for `software' and `hardware' topics, and thus indepen-
dence coe±cient would be close to zero for such system. Obviously, it is impossible
to classify whether document is relevant to computers \only", or it also related to
hardware and software, based on only its term histogram. Conversely if ¡ = 1,138
then the term distributions for di®erent topics are disjoint, and the corresponding
pseudoinverse is simply an indicator matrix for these topics.
Now we restate again the theorem from Chapter 7:
Theorem 8.1.2 ([64]) For any n £ k matrix W = fWwcg such that
¡ = min
y6=0
jjWyjj1
jjyjj1
> 0;
there exists a generalized pseudoinverse W ¤ = fxcwg such that maxjb0
cwj < 1
¡. This
pseudoinverse can be found in polynomial time.
This theorem gives us a way to do supervised learning, by using training data to
learn topic distributions ~ W, to learn underlying term distribution for each topic.
Then we compute the pseudoinverse ~ W ¤, using the linear program above. Finally,
we learn the mixture coe±cients of unseen document d by applying pseudoinverse
~ W ¤ to the document signature d.
Algorithm 6 (Supervised learning)
Input: Collection of documents C, with a pre-labeled subset C0 µ C
Output: Classi¯cation cd for each document d
Description:
1. For each topic c, compute ¹ Wc as a word distribution in documents labeled
with topic c.
2. Compute pseudoinverse ¹ W ¤ using linear program from theorem 8.1.2
3. For each unlabeled document d, compute ¹ p = W ¤~ d, and assign it to the topic
c such that ¹ pc = jj¹ pjj1139
We would like to reemphasize here that the number of words in a document, needed
to learn its mixture coe±cients is independent of the size of the dictionary. It only
depends on the desired con¯dence ±, accuracy " and the independence coe±cient
¡.
Remark 1. It is also possible to use for projection the pseudoinverse obtained from
Singular Value Decomposition (or any other). However the value of the maximal
element might be dependent on the dictionary size, thus making tail inequalities
not immediately applicable.
8.1.2 Finding the Right \Mixture Model"
In this section, our goal is to build a model, which would allow us to apply the
learning algorithm of the previous section. Recall that we have shown that if the
following conditions are satis¯ed:
² Arbitrary matrix V is such that, each column of it is a probability distribu-
tion,
² the actual topic distributions can be represented in the form d = V q, and
² V has an inverse V ¤ with bounded maximal element.
Then
V
¤~ d ¼ V
¤d = q;
where ¼ hides a small additive error. This in turns implies [64]: V V ¤~ d ¼ d. Thus
it would be su±cient to ¯nd a model with underlying distributions that span the
same, or approximately the same subspace as the true topics.
While choosing just random vectors that span the same subspace as the topics,
would immediately allow us to perform dimensionality reduction of the text data,140
nevertheless in general it is not enough for the text clustering per se. However,
it turns out that the basis we build seem to be closely connected to the actual
underlying topics, thus suggesting to do a naÄ ³ve classi¯cation according to the co-
ordinate with the largest value. This method can be shown to be correct when only
two topics are involved, and at the end of this section we present some additional
retrospective intuition on why the model we build is related to the hidden topic
distributions.
One source of vectors that are linear combinations of W, is a co-occurrence
matrix R.
De¯nition 7 (Co-occurrence matrix) Let ~ Rwv be the random variable which
indicates, how many times words w and v have occurred together in the same
document, across the whole corpus. Then the matrix of expectations R = E
h
~ R
i
is
called the co-occurrence matrix. The actual observation of ~ R which we see in the
text (and also denote as ~ R) is called the observed co-occurrence matrix.
In other words a column of co-occurrence matrix, corresponding to term w, is an
aggregate term distribution in all the documents containing term w.
Let L be a diagonal m £ m matrix, such that Ldd contains the length of doc-
ument d. Then it is easy to see that R = (WP)
L(L¡I)
2 (WP)T, and thus columns
of R are indeed linear combinations of topical distributions. Obviously true co-
occurrence matrix is hidden, and we only know ~ R. Nevertheless it can be shown
that as the number of documents jCj grows relatively to the size of the dictionary
jDj, the normalized observed co-occurrence matrix uniformly approaches R, and
they span approximately the same subspace. In [64] authors argued that an algo-
rithm, that tries to maintain a large independence coe±cient, by greedily choosing
columns of normalized ~ R, will result in V such that ¡(V ) ¸ f(¡(W);k), for some141
function f. As a corollary, they showed that using V as a topic distributions results
in accurate recovery of underlying distributions.
However, while being feasible to run, their algorithm would still take a very
long time to run on a large dataset.
We use heuristics to speed up the algorithm and to reduce the required sample
complexity. First, we don't compute the full co-occurrence matrix, but only the
columns which correspond to the words which have occurred at least t times and
are not
in the stop-words list. Parameter t is an empirical value and is set to approxi-
mately 1/10 of the dictionary size. This serves as both a speeding up and an error
reduction measure: i.e. we don't analyze words, if there is not enough statistics for
them. The resulting matrix is called truncated co-occurrence matrix5. Second, our
independence coe±cient is heuristically approximated as a minimal L1 distance
between the columns.
Now we are ready to present the algorithm which ¯nds the model.
Algorithm 7 (Finding \mixture model")
Input: Observed co-occurrence matrix ~ R, number of topics k ¸ 2, parameter t.
Output: Topical space V .
Description:
1. Remove columns from R corresponding to stop-words, or having L1 norm
less than t. Normalize (w.r.t L1 norm) remaining columns.
2. Let (w1;w2) = arg maxjjRw1 ¡ Rw2jj1, set V1 to Rw1 and H2 to Rw2.
3. For each c in between 3 and k:
5Note that we still keep the full set of rows, including stop-words.142
(a) Find word w, such that column Rw would maximize min
1·i·c
jjVi ¡ Rwjj1
(b) Set Vc = Rw and iterate.
Our algorithm creates matrix V , which (in the limit) spans the same subspace
as W, and that is su±cient for our LP algorithm to learn coe±cients.
While our algorithm potentially might fail to ¯nd k su±ciently independent
vectors due to the heuristics used, however if it succeeds (and this is checked during
the ¯nal pseudoinverse lookup step), it still enjoys the same type of guarantees as
original algorithm.
8.1.3 Joining the Parts Together
We start with presenting an algorithm, and then show simple iterative modi¯cation
which allows even further decrease required sample complexity.
Algorithm 8 (Unsupervised Classi¯cation)
Input: Documents C, parameter t.
Output: Topical subspace H. Dd and Pd -estimated term distribution vectors and
mixing coe±cients.
Description:
1. Compute the matrix ~ D of documents signatures ~ D.
2. Compute the observed co-occurrence matrix ~ R( ~ D)
3. Find the matrix V - our alternative mixture model, using algorithm 7. Report
H as our approximate topical subspace.
4. Let V ¤, be matrix found via LP from theorem 8.1.2143
5. For each document d, with signature vector ~ d:
(a) Compute ¹ p = V ¤~ d, and ¹ d = V ¹ p, and report those as mixture coe±cients
and term distributions respectively.
(b) Classi¯cation: Assign d to the distribution with the highest mixture co-
e±cient.
Because of the choice of V , it has a pseudoinverse with bounded maximal element,
following the analysis of [64] this algorithm will provably recover term distributions
as the number of documents goes to in¯nity. We refer reader to [64] for the details
of the proof. While this algorithm works well on large collections, the following
modi¯cation allows to reduce the required amount of data signi¯cantly. Observe
that our algorithm in fact uses only few columns of the co-occurrence matrix to
build the topical subspace, which, e®ectively means that we use only small frac-
tion of documents to construct probability distributions, and hence signi¯cantly
increase our sampling error. To address this we use the following iterative modi-
¯cation of the algorithm. Classi¯cation results of the ¯rst iteration, are used as a
pre-classi¯ed data, to train Algorithm 6. In other words, we use the whole corpus
to rebuild and re¯ne our topical subspace.
Algorithm 9 (Iterative classi¯cation (I-LP))
Input: Collection of documents C.
Output: Classi¯cation cd for every document d.
Description:
1. Using unsupervised algorithm, compute intermediate classi¯cation.144
2. Run supervised algorithm as if intermediate classi¯cation is our training data
and obtain a new intermediate classi¯cation on the full collection.
3. Iterate the previous step l more times
4. Report current intermediate classi¯cation as the ¯nal.
Parameter l in this algorithm is a small constant, and we found that value l = 4,
works well in all cases. Also we note that while this procedure allows to greatly
reduce the amount of data needed to produce good classi¯cation. However, as
the amount of available data grows, the e®ect of applying second and consecutive
iterations of Algorithm 9 declines.
8.1.4 Relationship between Found and Underlying Models
Binary classi¯cation
For simplicity, we assume that all documents have the same size s, each document
is relevant to only one topic, and each topic is has the same number of docu-
ments relevant to it6. We show that if two topic distributions are far apart e.g.
jjW1 ¡ W2jj1 ¸ °, then it is possible to do fully unsupervised classi¯cation of the
collection, with the error approaching zero as the number of documents grows.
Theorem 8.1.3 (Binary classi¯cation) Consider a corpus which is generated
from a mixture W of two topics, such that jjW1 ¡ W2jj1 ¸ ¡0, and let ", ± are
constants. Then if the size s of each document is at least g(¡0;";±), and the total
number of documents jCj exceeds f(¡0;";±;jDj), for some appropriate polynomial
functions f and g, then algorithm 8 with probability 1 ¡ ± will correctly classify at
least 1 ¡ " fraction of all the documents.
6Neither of these conditions are crucial but they are helpful to maintain clarity.145
Figure 8.1: Each point corresponds to a column of co-occurrence matrix. The most
distant columns of the co-occurrence matrix, tend to be the ones that are close to
the underlying topics
Proof. First, since ~ R uniformly approaches R as the number of documents grows
and since the number of documents can be a function of the size of the dictionary,
we can assume without loss of generality that R = ~ R.
Now, condition jjW1 ¡ W2jj1 ¸ ¡0 implies that there are two words w1 and w2,
such that W1w1 ¡ W2w1 ¸
¡0
2n and W2w2 ¡ W1w2 ¸
¡0
2n. This gives an obvious lower
bound on a distance between columns of the co-occurrence matrix chosen by the
algorithm 7, and that in turn lower bounds ¡(H). Now recall that all documents
have underlying vectors either W1 or W2 and thus their representation in the space
H would be of the form (®1;®2), where one of the components is at most 0 and
another at least 1. The rest is a simple corollary of the lemma 8.1.1.146
Multi-topic classi¯cation: Intuition
Recall that each column w of co-occurrence matrix ~ Rd is a term histogram for
documents containing word w. In other words, our algorithm tries to locate terms,
such that corresponding terms histogram are as di®erent as possible. The hope is
that each such term would be only relevant to one topic, and corresponding term
histogram would actually correspond to topic distributions.
Geometrically this corresponds to the following interpretation. The set of top-
ical distributions forms a k-dimensional polyhedron X, in n dimensional feature
space. All normalized columns of co-occurrence matrix are located on the surface
of X. Furthermore, if we assume that each document is relevant to only one topic,
and each topic has at least one word relevant to only that particular topic, then we
can expect corresponding column of co-occurrence matrix will be close to the ver-
tices of the polyhedron (see Figure 8.1.4). Intuitively, by choosing columns which
are furthest away from each other we will produce topics which are close to the
actual vertices of X (which correspond to the actual topic distributions).
Remark 2. Replacing the greedy search, by an algorithm which builds a con-
vex hull of topics for co-occurrence matrix might improve classi¯cation accuracy.
However, computing convex hull in n-dimensional space is a computationally ex-
pensive operation, and it is an open question if an analogue of theorem 8.1.3 could
be proved for k > 2.
8.1.5 Multiple Word Occurrences
Note that if a particular word w has appeared in a document, then it is somewhat
more likely to appear again than other word also relevant to the same topic. In
the mixture model all consequent appearances have the same probability as the147
¯rst one. Especially this is noticeable in small documents like paper abstracts.
To accommodate this, in our experiments we ignore second and all consequent
appearances of the same word within one document7.
8.2 Experiments
For our experiments, we have used two datasets. The ¯rst one is a subset of ab-
stracts from arXiv , with approximately 250,000 scienti¯c abstracts on 12 di®erent
categories, which we used as our primary dataset. Our second collection is the 20
Newsgroup, which contains 20,000 messages posted to one of the 20 usenet groups.
With arXiv, Algorithm 9 was tested as both unsupervised learning algorithm
and the dimensionality reduction step. In both cases it has shown outstanding
results. Particularly on 4 topic classi¯cation problem, algorithm outperforms LSI,
and performed better than SVM with 400 (100x4) training documents.
In the second dataset (20 Newsgroup), we do binary classi¯cation, and compare
it with results of [103]. Due the scarcity of data (recall that we need to build a
very large co-occurrence matrix), we were not able to run our algorithm on 5-topic
classi¯cation problems. However we did experiments with those sets in a setting
where for each topic our algorithm was given a \hint"- a descriptive keyword, as
an additional noise reduction measure.
For our tests, we have used SVM
struct implementation of support vector ma-
chines due Joachims [51]. Our algorithm was implemented using MatLab8 and
Python9.
7We also did experiments where all words were counted according to their actual
frequencies or tf.idf [43] measures, those produced comparable, yet slightly worse
results. We don't present these results in the current paper.
8http://www.mathworks.com.
9http://www.python.org148
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Figure 8.2: Result of binary classi¯cation between hep-ph (4370 docs) and astro-ph
(3780 docs). Each point represents the coordinates of a document in the topical
subspace. Lines on the each ¯gure approximately separates documents of di®erent
categories. Note that for I-LP, this line is always x = y, for LSI one has to do
additional clustering to locate it.149
For the dictionary, we have used words which have occurred at least 5 times
and we have used neither stemming (e.g. words 'test' and 'tests' are considered
di®erent words), nor stop-words (e.g. words such as 'a', 'the') removal.
8.2.1 arXiv
Due to the large amount of computer resources required to perform LSI, we per-
form our comparison tests with Latent Semantic Indexing, on randomly selected
1/10th of documents from each category. Later we also run our algorithm on the
selected full arXiv categories.
As our ¯rst experiment, we classify 3780 documents on hep-ph (high energy
physics - phenomenology) against 4370 documents on astro-ph (astrophysics). For
each document, we produce a 2-dimensional vector of document relevancies to
semantic dimensions. Illustrative representation of both algorithms outcome is
presented in Figure 8.2. For LSI 2-nd and 3-rd singular vectors were used for
the projection10. While both sets are approximately linearly separable, as one
can see clusters are very distinct for our method, whereas in LSI they are barely
distinguishable, and additional clustering is needed.
Second, we do four topic classi¯cation between astro-ph, hep-ph, cond-mat
(condensed matter, 4690 documents) and math (mathematics, 2300 documents).
Our algorithm fully succeeds in recovering the topics, and performs almost as well
as trained SVM. For LSI, further classi¯cation is needed. In order to minimize
an additional error introduced by an extra unsupervised method, we have trained
SVM to do ¯nal discrimination between topics. Comparison results are presented
in Table 8.1. We also included classi¯cation results for trained on a full dictionary
10Recall that the ¯rst singular vector is associated with stop-words150
SVM as a reference. Note that our method performs almost as good as SVM with
300 training documents per topic (e.g. 1200 total).
Now we switch to the full arXiv. In the ¯rst experiment, we do unsupervised
clustering for 4 largest categories, and compare performance a gain from consequent
iterations. As expected the e®ect for full arXiv is nearly not as dramatic as for
16,000 document subset. This supports our claim that iterations are helpful to
reduce the required amount of data, but they don't give much improvement when
plenty of input data is available.
Next, we do classi¯cation in the datasets with 5 and 6 topics, for which we
add category gr-qc (general relativity - quantum cosmology) and nucl-th (nuclear
theory) to the test set. While accuracy has declined it is still remained very
high, especially, considering unsupervised nature of the method and closely related
categories (e.g. quantum cosmology vs. astro-physics). Detailed classi¯cation
results are presented in Table 8.3
Our last experiment on arXiv is a test of our iterative algorithm as a dimen-
sionality reduction step. To measure the quality of our projections we compare
the performance of the supervised method (SVM) on a full feature set with SVM
trained on the projection subspace. We try 4-, 6- and 10- categories test cases.
The 4- and 6- category datasets contains the same categories as above. For the
last one we add four more: quant-ph, nlin, physics and hep-th. The largest dataset
contains ¼ 232;000 documents. Results are presented in Table 8.4.
Remark 1. Unsupervised classi¯cation of 6 and more topics proved to be di±cult
for our algorithm. The classi¯cation had less than 50% accuracy on one or more
topics. One such example is presented in Table 8.3. While we suspect the insuf-
¯cient amount of data to be the major reason, it might also be the point where151
Table 8.1: SVM vs. LSI+SVM vs I-LP. accuracy of 4-way classi¯cation on a
subset of arXiv of ¼ 15,000 documents. The ¯rst column contains number of
labeled samples per topic, supplied to SVM step. The last column is performance
of our method, which does not need any training data. Rows 2-4 contain averaged
over 10 runs accuracy.
# LSI + SVM I-LP+ SVM SVM I-LP
0 N/A N/A N/A 90.2%
1 56.0% 86.5% 49.8% -
10 63.8% 90.0% 67.8% -
30 60.5% 90.4% 82.0% -
100 61.0% 90.6% 87.7% -
300 68.5% 90.8% 91.2% -
1000 67.9% 90.8% 93.3% -
our heuristic algorithm starts to break, and/or the mixture model becomes less
accurate description of the textual data. Future exploration of those reasons is a
very interesting next step.
8.2.2 20 Newsgroup
20 Newsgroup collection consists of 20 groups, each containing approximately 1000
messages. Below is the list of groups, where we have used the same numbering as
in [103]
1: alt.atheism, NG2:comp.graphics,
3: comp.os.ms-windows.misc,
4: comp.sys.ibm.pc.hardware,152
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f ¼ 15,000 documents. X-axis contains number of labeled examples per
category supplied to SVM (note that there is no SVM step for I-LP, so its perfor-
mance is a constant).153
Table 8.2: The e®ect of iterations as the amount of available data grows. In both
cases classi¯cation is done on the same set of topics (hep-ph, cond-mat, math,
astro-ph).
iteration l # 16,000 docs 160,000 docs
0 72.1% 87.5%
1 83.8% 90.9%
2 87.5% 91.3%
5 90.2% 91.3%
10 90.7% 91.3%
5: comp.sys.mac.hardware,
6: comp.windows.x,
7: misc.forsale, NG8:rec.autos,
9: rec.motorcycles,
10: rec.sport.baseball,
11: rec.sport.hockey,
12: sci.crypt, NG13: sci.electronics,
14: sci.med, NG15: sci.space,
16: soc.religion.christian,
17: talk.politics.guns,
18: talk.politics.mideast,
19: talk.politics.misc,
20: talk.religion.misc
While 1,000 per group might seem like a lot of documents, it is not quite enough to
build n £ n co-occurrence matrix, especially if more than two topics are involved.154
Table 8.3: Confusion and precision/recall tables for 4-, 5-, and 6-ways (bottom)
classi¯cations. The rightmost bottom number is the total accuracy (e.g. fraction
of documents classi¯ed correctly.)
astro-ph cond-mat hep-ph math Precision
Cluster 1 38529 486 407 52 97.61%
Cluster 2 3056 45531 3274 803 86.46%
Cluster 3 2755 444 33710 96 91.10%
Cluster 4 362 1075 534 22416 91.92%
Recall: 86.19% 95.78 % 88.89 % 95.93 % 91.3 %
astro-ph cond-mat gr-qc hep-ph math Precision
Cluster 1 28197 166 63 122 22 98.69%
Cluster 2 813 41368 316 1926 413 92.27%
Cluster 3 15177 5130 9716 9844 1565 23.63%
Cluster 4 472 234 89 25748 83 96.70%
Cluster 5 43 638 809 286 21284 92.30%
Recall: 63.08% 87.02% 88.38 % 67.89 % 91.09 % 76.77 %
Cluster astro-ph cond-mat gr-qc hep-ph math nucl-th Prec.:
1 28610 182 84 92 31 28 98.56%
2 2339 24422 1655 3945 2431 1902 66.56%
3 9289 1549 8504 11767 1031 512 26.04%
4 366 212 45 20584 74 4440 80.03%
5 30 235 502 98 19666 24 95.68%
6 4068 20936 203 1440 134 1561 5.5%
Recall: 64.00 % 51.38% 77.36 % 54.27% 84.16 % 18.41% 59.7%155
Table 8.4: I-LP-algorithm as a dimensionality reduction step. SVM algorithm
trained on the full dictionary is compared against SVM algorithm trained on the
topical subspace. The test cases contain 4 (approximately 150,000 documents), 6
(¼ 170,000 documents) and 10 underlying topics (¼ 230,000 documents. The num-
ber in the ¯rst column is the number of labeled documents per category supplied
to SVM. Accuracy for the ¯rst 3 rows is averaged over 10 runs. Each number rep-
resent accuracy for the corresponding test. For the 10 topic test, the running time
of SVM on the full dictionary has exceeded 20 hours, so no results were collected.
4 topics
# I-LP+SVM SVM
5 89.6% 65.6%
10 90.9% 71.9%
30 91.0% 82.1%
100 91.7% 88.2%
300 91.8% 91.4%
1000 92.2% 93.7%
3000 92.3% 95.3%
6 topics
I-LP+SVM SVM
68.8% 51.3%
74.7% 61.0%
74.9% 71.7%
78.7% 81.2%
80.2% 84.9%
80.5% 87.9%
79.6% 90.5%
10 topics
I-LP+SVM SVM
50.4% 39.7%
55.6% 47.2%
58.1% 59.8%
60.7% 66.6%
65.7% 70.1%
66.7% 75.4%
67.6% -156
Therefore, we only compare our algorithm on binary classi¯cation with results
of [103] for p-QR, p-k-means and k-means methods. We also note that in [103]
experiments were run on 100 messages subsets, which render the test results to be
not directly comparable with ours.
In our experiments we have removed the headers from all the messages, and all
words that have occurred less than 5 times.
For non-related groups (NG1/NG2 and NG1/NG15) our algorithm gives 96%
and 93% accuracy, respectively (best in [103] is 89% and 73% respectively). For
related groups accuracy has dropped. For NG2/NG3 and NG8/NG9 we have
75.5% and 87% (vs. 62.3 and 75.9 in [103]), and for the ¯nal two examples our
classi¯cation is close to meaningless11. Although there might be multiple reasons
for this drop, we suspect the primary one to be the insu±cient amount of data
to accurately estimate columns of co-occurrence matrix. Which, in particular
prevents from choosing the right columns. To support this claim, we perform the
following experiment. For each group, a single descriptive word is picked, and these
words are given as a part of the input. The algorithm then chooses the columns of
the co-occurrence matrix corresponding to these words as a ¯rst approximation to
the topic subspace (instead of using greedy search). After that, it runs the iterates
in the usual mode. Here is the list of words we have used as hints:
Group 1: ATHEISM, Group G2:GRAPHICS, Group G3: WINDOWS
Group 4: IBM, Group 5: MAC, Group 6: SUN
Group 7:CAR, Group 9: BIKE, Group 10: BASEBALL,
Group 11: HOCKEY, Group 15: SPACE, Group 18: ISRAEL
Group 19: FBI
11Note that random classi¯cation gives 50% accuracy.157
Table 8.5: The accuracy of classi¯cation on 20 Newsgroup dataset. The last column
corresponds to the case where algorithm is given a hint: a relevant word for each
topic it has to classify.
Newsgroups p-QR p-Kmeans K-means I-LP hinted I-LP
1/2 89.3% 89.6% 76.2% 96.9% 97.2%
2/3 62.3% 63.8% 61.6% 75.5% 82.3%
8/9 75.9% 77.6% 65.7% 87.6% 88.6%
10/11 73.3% 74.8% 62.0% 54.9% 90.3%
15/1 73.3% 74.8% 62.0% 93.1% 96.9%
18/19 63.9% 64.0% 63.7% 58.5% 86.3%
2/9/10/15/18 77.8% 70.1% 58.1% - % 88.3%
2/3/4/5/6 41.7% 42.5% 37.2% - % 54.7%
The classi¯cation results for this experiment are given in the last column of Table
8.5. Quite expectedly, the hard (NG10/NG11 and NG18/NG19) binary cases
were resolved, and the rest observed only a slight increase in the accuracy. For
hinted-I-LP, in addition, we ran 5-way classi¯cation tests. The algorithm succeeded
on the ¯rst test (unrelated topics, 88% accuracy). For the second test, while it
outperforms all other algorithms - the results are not as impressive (computer
related topics, 54% accuracy), although still signi¯cantly better than the best in
[103]. This again con¯rms the intuition that for closely related topics our algorithm
needs more statistical data in order to discriminate between them.158
8.3 Notes
The application of the method developed in Chapter 7 results in a very powerful
unsupervised clustering method. While this is a very interesting and important
result by itself, we believe that there is a lot of structure still hidden in the high-
dimensional discrete data. We believe that our algorithm is an important ¯rst step
towards exploring and understanding such structure.
Since our algorithm provides guarantees about accuracy of underlying term
distributions and possibly about classi¯cation accuracy within the framework of
the model and could be used to measure suitability of the model for a given task.
Particularly, the success of our method shows that multiple cause mixture models
are indeed a good approximation for textual data.
There are many new questions of both a technical and theoretical nature which
need further study. First, we used a heuristic to build the mixture model. While
it has worked surprisingly well for the classi¯cation, it would be very interesting
to see if our mixture is indeed related to the underlying topics in the general case.
Alternatively, can one ¯nd in some sense \the best" mixture model in feasible time?
It is our belief that for the single-label classi¯cation problem, there is a suitable
de¯nition of the \best" model, where it could be proven to be close to underlying
model. However, we might need some additional assumptions about the model.
Another interesting direction is to see if one can apply our method to linearly
dependent topics, such as simultaneous clustering by authors and content, and/or
hierarchical clustering.
From a theoretical point of view, improving the actual bounds on the sam-
ple complexity presented in the analysis of the previous chapter and particularly
matching them with experimental results of this chapter is a very important open159
question. One approach is to assume that distributions have a particular shape
- for example power-law like. Finally, as was mentioned in the Chapter 7, ¡ is
similar to the smallest singular value. Can one construct analogues of the other
singular values and build a decomposition similar to SVD, but with respect to the
L1 norm? Would it describe textual data better than the traditional approach?
What could one say about data partitioning when similarity is measured using the
L1 norm, in the general case?Part IV
Conclusions
160Chapter 9
Mixture Models and Beyond
The contributions of this thesis are the algorithms which provably guarantee recon-
struction of the hidden parameters for two very broad classes of mixture models.
For the discrete mixture models to the best of our knowledge the presented al-
gorithms are the ¯rst to provide such guarantees, furthermore, the experimental
results demonstrate good potential for using them in practice. For continuous
models, we re-parameterized the model and made it possible to extend the known
separability results for log-concave distributions to heavy-tailed distributions with
in¯nite moments.
There are many exciting and interesting directions stemming from the research
we presented here. For Continuous Models the most interesting direction perhaps,
is parametrization for non-product distribution. The standard approaches would
involve considering the co-variance matrix to measure interdependence between
the coordinate. However, in the case of heavy tailed distributions the co-variance
matrix might not even exist (or might be not informative), and developing a ro-
bust analogue of co-variance matrix would be an important step forward. From
the algorithmic perspective it is also very important to develop e±cient methods
for learning models. One approach here is to use the k-median formulation which
we introduce in Appendix A. It is still an open question whether this version of
k-medians admits an algorithm which works in polynomial time with high proba-
bility1.
1One can't expect to have a deterministic running time, though, since any
possible instance of k-median has non-zero probability of being generated from a
mixture model.
161162
Another approach would include reducing dimensionality of the data to loga-
rithmic while somehow preserving the cluster structure. There are several methods
which successfully do just that for log-concave distributions; extending it to heavy
tailed distribution is a very interesting direction.
As for the discrete mixture models, it is interesting to see if we can improve
the analysis of the strong benchmark and give a similarly clean bounds as we have
for semi-omniscient algorithm. A ¯rst step in this direction is to use barycentric
spanners introduced by Awerbuch and Kleinberg [5] to rebuild the underlying mix-
ture model with only polynomial (in number of topics) samples per user. Further
improving the running time and the sample complexity is an important direction.
In addition, a more principled approach to reconstructing topic distributions
would also be important in our understanding of the data. Perhaps the ¯rst step
would be introduce some extra structure into the model and develop e±cient al-
gorithms for it.
As we mentioned before, both our algorithms utilize the L1 norm as a distance
measure, however the methods we use are completely di®erent. It is very interesting
to see if we can unify all those methods via some uni¯ed framework, for example,
by developing suitable low-dimensional approximations which would minimize L1
error.Appendix A
Mixtures of Continuous Distributions:
K-median Formulation
In Part II we have presented a combinatorial algorithm which provably learns
mixtures of distributions. In this chapter we show that learning of product distri-
bution is in fact a special case of the k-median problem with L1 norm. Further,
the L1-version of k-medians can be readily expressed as an integer program which
in turn can be written as a sparsest solution for a linear relaxation. While all three
of those problems are generally NP-hard to solve, di®erent reformulations might
help our understanding of the original problem and/or allow us to rely on already
developed methods for both k-medians and integer programming.
We begin by tightening our results for the case when the centers are known.
Then we de¯ne k-median problem and give a brief overview of the related work.
Next, we show that solving the k-median problem on the points drawn from a mix-
ture of distributions, would produce centers which are very close to the true centers
of underlying distributions. We show it by demonstrating that unless medians are
close to the true center one can always improve by switching to the true centers.
Finally, we demonstrate how our speci¯c version of k-median problem can be writ-
ten as an integer program and show that sparsest solution of the corresponding
linear relaxation would be an optimal solution of the integer problem. The interest
behind reduction to the sparsest linear program, is that many classes of sparsest
linear programs allow an e±cient polynomial time solution[31]. However it is still
an open problem if the instances arising from mixture models fall in that category.
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A.1 Known Centers: Revisited
In this section we are going to restate the Hoe®ding inequality and then use it
to improve results of section 4.1, about minimal separation. We are going to use
Hoe®ding's inequality again in the next section.
Lemma A.1.1 (Hoe®ding's Inequality) Let x1;:::xn be a sequence of inde-
pendent random variables such as xi 2 [ai;bi], xi. Then for any t > 0,
Pr
hX
xi ¡ E
hX
xi
i
¸ t
i
· exp[¡
2t2
jjb ¡ ajj2
2
]
and
Pr
hX
xi ¡ E
hX
xi
i
· ¡t
i
· exp[¡
2t2
jjb ¡ ajj2
2
]
Lemma A.1.2 Fix " > 0. Suppose a distribution D is in F1(0;R). Let ¹ is such
that jj¹jj2 ¸ ­( R
"jlog3 "j). The probability that x 2 D, satis¯es:
jjx ¡ ¹jj1 ¡ jjxjj1 ¸
jj¹jj2
5
is at least 1 ¡ ". In other words, if ¹ is su±ciently far away from the origin the
di®erence between L1 distances to origin and a point ¹ is at least jj¹jj2=5 with
probability at least 1 ¡ ".
Proof. Without loss of generality we assume that ¹i ¸ 0 for all i. Lets rewrite
jjx ¡ ¹jj1 ¡ jjxjj1 in coordinate form:
jjx ¡ ¹jj1 ¡ jjxjj1 =
X
jxi ¡ ¹ij ¡ jxij =
X
qi = Q
Let X = fi : ¹i ¸
jj¹jj2
c g and Y = fi : ¹i ·
jj¹jj2
c g, where c = ­(log"). Let ¹X
and ¹Y denote projections of vector ¹ onto X and Y respectively. Analogously
we denote
P
i2X qi and
P
i2Y qi by QX and QY. Notice that there X and Y are165
de¯ned by the ¹ and not by the random samples and thus we can still assume that
all coordinates in x are independent.
First we estimate QX =
P
i2X qi. By de¯nition of 2-norm it immediately follows
that X contains at most c2 elements. Furthermore for each i 2 X,
Pr[xi ¸ ¹i=4] ·
R
4¹i=4
·
cR
jj¹jj2
thus probability that for any coordinate i from X, corresponding xi is larger than
¹i=4 is at most
jXj
cR
jj¹jj2
·
c3R
jj¹jj2
·
"
2
:
Thus with probability at least 1 ¡ "
2 we have
X
i2X
qi =
X
i2X
jxi ¡ ¹ij ¡ jxij ¸
1
2
X
i2X
¹i ¸
jj¹Xjj2
2
: (A.1)
where we have used that xi ·
¹i
4 implies qi ¸
¹i
2 .
Now we estimate the contribution of coordinates from the set Y. Recall that
Hoe®ding bound implies that for any t < E[
P
qi]
Pr
"
X
i2Y
qi · t
#
= Pr
"
X
i2Y
qi ¡ E
"
X
i2Y
qi
#
· t ¡ E
"
X
i2Y
qi
##
· (A.2)
· exp[¡
(t ¡ E
£P
i2Y qi
¤
)2
2jj¹Yjj2
2
] (A.3)
For each coordinate i 2 Y we have
E[qi] ¸ ¹iPr[¡¹i · xi · 0] ¸
¹2
i
4jj¹jj2=c
=
c¹2
i
4jj¹jj2
:
where we have used (i)
jj¹jj2
c ¸ R, (ii) ¹i · jj¹jj2c and the fact that density function
is decreasing on <+. Summing up over Y we have E[QY] ¸
cjj¹Yjj2
2
4jj¹jj2 .
To ¯nish the proof we consider two cases based on whether jj¹Yjj2 contributes
a signi¯cant portion of the norm of ¹. Suppose jj¹Yjj2 ¸
jj¹jj2
4
p
2jlog"=2j. By Hoe®ding
inequality we have166
Pr[QY · jj¹Yjj2] · exp[¡
(jj¹Yjj2 ¡ E[QY])2
2jj¹Yjj2
2
] ·
· exp[¡
1
2
(1 ¡
cjj¹Yjj2
4jj¹jj2
)
2] ·
· exp[¡
1
2
(1 ¡
c
16
p
2jlog"=2j
)
2]
Then after substituting the value of c = 33jlog"=2j we have
Pr[QY · jj¹Yjj2] ·
"
2
combining it with (A.1) we have with probability 1 ¡ "
Q = QX + QY ¸
1
2
(jj¹Xjj2 + jj¹Yjj2) ¸
1
2
jj¹jj2
which proves our lemma for this case.
Now consider the case where jj¹Yjj2 <
jj¹jj2
4
p
2jlog"=2j. Then we have
Pr
·
QY · ¡
jj¹jj2
4
¸
· Pr
·
QY · ¡
r
j2log
"
2
j ¢ jj¹Yjj2
¸
· (A.4)
· exp[¡
¡p
jlog "
2jjj¹Yjj2 + E[QY]
¢2
2jj¹Yjj2
2
] · (A.5)
· exp[¡
(
p
jlog "
2jjj¹Yjj2)2
2jj¹Yjj2
2
] · exp[log
"
2
] =
"
2
(A.6)
where (A.5) follows from the inequality (A.3). Therefore we have with probability
1 ¡ ":
Q = QX + QY ¸
jj¹Xjj2
2
¡
jj¹jj2
4
¸
jj¹jj2
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A.2 K-medians
The problem. Suppose we are given n points x1;x2;:::xn and we wish to ¯nd k
centers, so that to minimize the the sum across all points to the closest center. In
other words the goal is ¯nd k-centers c1;:::ck which would minimize the following
goal function:
F =
X
i
min
j
kxi ¡ cjikp;
where the norm p is a parameter of the problem. The general k-median on L1-norm
is NP-hard[56]. There are several approximation algorithms for di®erent °avors of
geometric k-medians [17, 73, 4] including a polynomial-time approximation scheme
for both Euclidean and L1 norms in d-dimensional spaces due to Ostrovsky and
Rabani [79]. However, unfortunately, our reduction builds an instance of k-median,
where one actually need to ¯nd a solution which is within 1 + "d of the optimal,
where "d depends on dimensionality of the data. E.g. in order to get a polynomial
time algorithm for learning mixtures we would need a FPTAS { a fully polynomial
approximation scheme.
Reduction. First we introduce some extra notation and conventions
² the term center or greek letter ¹ refers to the center of a (perhaps hypothet-
ical) distribution, while the term median or latin letter c will refer to the
centers corresponding to the solution to the k-median problem.
² We also analyze how the cost of minimal k-median solution would change if
we switch from the median centers, to the centers of the distributions. In
particular, we say that a point bene¯ts from switching if the distance to the
new location has decreased, and we say it incurs loss if not. Our goal would168
be to show that medians can not be too far away from the centers, or it
would contradict optimality of the solution.
We begin with a simple lemma which shows that with very high probability the
loss of switching is bounded. We
Lemma A.2.1 (Bounded loss lemma) For any vector distribution D0, such
that Di 2 F1(0;R) centered at the origin, and arbitrary point ¹.
jjx ¡ ¹jj1 ¡ jjxjj1 · ¡®jj¹jj2
with probability at most exp[¡®2=2]
Proof. Without loss of generality we assume ¹i > 0 for all i. Let qi = jxi ¡¹ij¡xi
and Q =
P
qi. Obviously then E[q]i > 0. The rest is a simple corollary of
Hoe®ding inequality. Indeed,
Pr[Q · ¡t] = Pr[Q ¡ E[Q] · ¡t ¡ E[Q]] · Pr[Q ¡ E[Q] · ¡t] ·
· exp[¡
t2
2jj¹jj2
2
]
substituting t = ®jj¹jj2 we have desired result.
Notice that in the lemma A.1.2, we have showed that if jj¹jj2 ¸ R=" then with
probability at least 1¡­(") the point bene¯ts at least ­(jj¹jj2). The lemma A.2.1
further shows that the probability of large loss decays exponentially, independently
of R (note that the maximal possible loss is bounded by jj¹jj1, also independently
of R.
Now we estimate the maximal loss of switching points to the true distribution
center.169
Lemma A.2.2 Fix " > 0 and let D 2 F1(0;R). Suppose we have a sample of size
m drawn from D. Then for any ±, and large enough m with probability 1 ¡ ± the
following holds. For any ¹ such that
jj¹jj2 ¸
Rg(";d)
"
;
where g(¢;¢) is some ¯xed poly-logarithmic function, we have
1. At least (1 ¡ ") fraction of points from S bene¯ts at least
jj¹jj2
5 each.
2. The rest of the points incur the total loss at most
"mjj¹jj2
10
Proof. We ¯rst bound the maximum negative contribution we can get for a ¯xed
¹. Then we show that if m is large enough we can use the union bound to prove
the result for all possible ¹.
Consider an arbitrary point ¹. By the lemma A.1.2, we can choose g(";d) such
that each sample bene¯ts less than
jj¹jj2
5 with probability at most "
100logd=". Thus,
if the number of samples m is large enough, with overwhelming probability (expo-
nentially fast approaching 1 as m grows), the total number of samples bene¯ting
less than
jj¹jj2
5 is at most
¤ =
"m
10logd="
· "m (A.7)
this proves the ¯rst part of the lemma.
Now we bound the negative contribution of these samples. First we count the
number of samples experiencing a loss of at least ®jjcjj2, where ® =
q
2log 40d
" .
By the lemma A.2.1 the expected number of samples which loose that much is at
most "
40dm across the entire sample collection. Thus, with probability approach 1
exponentially fast as m grows, at most "
20d fraction of the points across S will loose170
that much. Therefore their cumulative negative contribution would be at most
"jj¹jj1
20d
m ·
"jj¹jj2 p
d
m ·
"mjj¹jj2
20
: (A.8)
where we have used jj¹jj1 ·
p
djj¹jj2.
Finally, the total number of points that bene¯t less than jj¹jj2=5 and incur loss
at most ®jjcjj2 is at most ¤, thus the total loss incurred by them is at most
¤ ¢ ®jj¹jj2 ·
"jj¹jj2m
30
(A.9)
Combining (A.8) and (A.9) together we have that the total negative contribu-
tion incurred by points bene¯ting less than
jj¹jj2
5 is at most
"m
jj¹jj2
10
: (A.10)
Notice that the probability of the negative contribution larger than in the
equation (A.10) decays exponentially with m. Therefore we can consider a grid of
values of ¹ spaced within "R
100
p
d on each coordinate, we can choose m large enough
(polynomial in all parameters) so that results holds on every considered ¹, and
then use triangle inequality to interpolate to all possible ¹.
Now we show the total loss from switching to the true centers is always bounded
Corollary A.2.3 With overwhelming probability, for any point ¹, the total loss
of switching to the distribution center is at most ­(R £ polylog(d))
Proof. Indeed for arbitrary constant ® > 0 and poly-logarithmic function f(:), if
¹ is closer than ®Rf(d) then the lemma A.2.1 bounds the maximal loss. Otherwise
the Lemma A.2.2 implies that there are ® and f(d) such that we actually bene¯t
from switching.171
Let ¸(d;R) denotes an upper bound on maximum loss we incur by switching
all the samples to their true center (in d-dimensional space, for distributions with
median radius bounded by R), and without loss of generality (via lemma A.2.2)
we can assume that ¸(d;R) is boosted in such a way that if a point is further away
than ¸(d;R) from the center then at least half of the points will bene¯t at least
¸(d;R). For further, we note that by switching a subset of samples we can not
incur a larger loss than by switching the entire set.
Lemma A.2.4 Consider a mixture of distributions D1;:::Dk, such that each
mixing weight is at least wmin. Further, let S be a sample of size m, and let c1;:::ck
is an optimal solution to k-median problem, then for each distribution center ¹i
there exists a corresponding median cj such that jj¹i ¡ cjjj2 · 11k2¸(d;R)=wmin.
Proof. Indeed, suppose it is not the case and the distribution Di has no median-
center in the vicinity. Then switching to the true centers would improve the cost of
the solution. Indeed, each distribution can not incur loss more than k¸(d;R) and
thus total loss is at most k2¸(d;R). Now, given our extra constraint on ¸(d;R), at
least half of the points from Di will bene¯t more than 2k2¸(d;R)=wmin each, and
thus we can improve the solution by switching all medians to the true centers of
the distributions.
Which makes the following theorem immediate.
Theorem A.2.5 Consider a mixture of k distributions D1;:::Dk, centered at
¹1;¹2;:::¹k, and such that each mixing weight is at least wmin. Suppose we have
a sample of size m, and let c1;:::ck be the optimal solution to k-median centers.
Then if m is large enough and all centers jj¹i ¡ ¹jjj2 ¸ ­k2¸(d;R)=wmin" then if172
we assign all points according to the closest median, we would obtain (1¡") correct
clustering.
Proof. Indeed, by the lemma A.2.4 the separation between centers and the
medians is much smaller than the separation between the centers. Thus there is
a unique matching between medians and centers. Without loss of generality we
can assume that ¹i and ci are close together and for i 6= j, ¹i and cj are far
apart. Thus we can use the lemma A.1.2 and the bounded-loss lemma to show
that (1 ¡ ") fraction of the points generated by Di would be closer to ci than to
any other median.
A.3 Integer Program
Now we describe the integer program for high-dimensional k-median problem. Let
xtuvi denotes the fact that t-th coordinate of u-th points was assigned to tth co-
ordinate of v-th point, and on top of it, the point u is assigned to the center
i.
Obviously we want to minimize:
X
t;u;v;i
xtuvij¹ut ¡ ¹vtj
Constraints. We want all x to be either 0 or 1, e.g.
8t;u;v;i; we have xtuvi 2 [0;1]
We want each center i to be associated with exactly one point for its tth coordinate.
Let aitv be an indicator of the fact that t-th coordinate of v'th point is used for
center i. Then we can encode this constraint as:
for all u;aitv ¸ xtuvi;for all i and t
X
v
aitv = 1173
Second, each point u, uses only one center for all coordinates, e.g. let bui be an
indicator that u uses center i, then we have:
for all t and v bui ¸ xtuvi;for all u
X
i
bui = 1
Finally, each point u, tth coordinate must be assigned to at least one center, e.g.
X
v;i
xtuvi = 1
First consider the following linear program as a k-median linear program. We
denote the jth sample by sj and its ith coordinate as sji. The ith coordinate of the
pth center is denoted by ¹pi.
² xijpq = 1 if sji has been assigned to the center ¹pi, and the value of the center
¹pi is actually sqi. Of course xijpq 2 [0;1].
² yipq = 1 i® the value of the center ¹pi is actually sqi. Always, yipq 2 [0;1].
² hjp = 1 i® the point j is assigned to assigned to center p.
Given these variables, the linear program is now de¯ned as follows.
1. Each coordinate of each sample must be assigned to exactly one center.
8i;j
X
p;q
xijpq = 1: (A.11)
2. The xijpq variables must be coordinated i.e. if the value of the center ¹pi is
actually sqi then it must be so across all the choices of the x variables. Con-
versely, if the value of the center ¹pi is not sqi then none of the corresponding
x variables can be 1.
8i;j;p;q; xijpq · yipq (A.12)174
3. Every center coordinate is chosen exactly once.
8i;p;
X
q·n
yipq = 1 (A.13)
4. Each point must be assigned to only one center across all clusters and the
decision must be the same for all axis.
8i;j;p;q; xijpq · hjp (A.14)
8j;
X
p·k
hjp = 1 (A.15)
In addition to this, we have to convert the equation A.12 into a equality by intro-
ducing slack variables zijpq. De¯ne
zijpq = xijpq ¡ yipq (A.16)
For the xijpq and hjp equations, we also need corresponding slack variable
vijpq = xijpq ¡ hjp (A.17)
Also there are the bound inequalities which need to be converted to equalities.
tijpq = 1 ¡ xijpq (A.18)
wipq = 1 ¡ yipq (A.19)
gjp = 1 ¡ hjp (A.20)
The our linear system consists of the above equalities. The sparsest solution
consists of ¯nding out a set of x, y, z, w and t variables such that the following is
minimized
kxkl0 + kykl0 + kzkl0 + kwkl0 + ktkl0 + kvkl0 + khkl0 + kgkl0 (A.21)
We want to claim that the integer solution is the sparsest one.175
Lemma A.3.1 In any solution the following bounds must hold:
kxkl0 ¸ nd kykl0 ¸ nk (A.22)
kzkl0 ¸ nd(k ¡ 1) khkl0 ¸ nd kvkl0 ¸ ndk ¡ n (A.23)
Proof. The fact about kxkl0 is easy, as there are nd equalities, each having 1
on the right hand side. Similarly follows the argument for kykl0. For the slack
variables w and t, since each w and t take non-negative values, each y, x can only
take values in the range [0;1]. Hence, we must have that
ktkl0 ¸
X
ijpq
yijpq = n
2dk ¡
X
ijpq
xijpq (A.24)
= n
2dk ¡ nd: (A.25)
kwkl0 ¸
X
ipq
wipq = ndk ¡
X
ipq
yipq (A.26)
= ndk ¡ nk: (A.27)
The only interesting one is the kzkl0 bound. Fix i and j and consider all the
equalities of the form
xijpq · yipq (A.28)
We want to say that at least nd(k ¡ 1) of these are strict i.e. the corresponding
slack variable is nonzero. It is easy to see this as a °ow argument. For this ¯xed
i;j, consider a bipartite graph in which on the left the nodes are xijpq. The nodes
on the right hand side are yipq. Each inequality of the above form corresponds
to an edge between the corresponding xijpq and yipq variables. There is a source
which send in a total °ow capacity of 1 to the xijpq variables, corresponding to the
equality
X
p;q
xijpq = 1: (A.29)176
The capacity of each edge (s;xijpq) is the value of the variable xijpq. On the other
hand, the following equality expresses the fact that the capacity going from the
corresponding y variables to the sink t is 1.
8p 2 [1;k];
X
q
yipq = 1 (A.30)
The capacity of each edge (yipq;t) is the value of yipq. So the incoming capacity is
1 and outgoing is k. Once we send in a °ow, each edge of un¯lled capacity corre-
sponds to an inequality being strict. Thus the total number of strict inequalities
must be at least k ¡ 1. Thus for ¯xed i and j, for any assignment of values, there
must be at least k ¡ 1 nonzero z variables. Thus the total number of nonzero z
variables is at least nd(k ¡ 1).
The argument for the kvkl0 proceeds similarly. In fact, a simpler argument
holds for both the cases if we are looking for solutions that are nonnegative in the
basic variables x, y, h, w and t. Then, by the above inequalities, each xijpq and
hjp are in turn bounded by 1. Thus each vijpq is in the range [¡1;1].
kvkl0 ¸
X
ijpq
vijpq =
X
ijpq
(xijpq ¡ hjp) (A.31)
= ndk ¡ n: (A.32)
Lemma A.3.2 The integer solution is the sparsest positive one.
Proof. We will just show that the integer solution achieves the lowest sparsity for
all the variables. For w and t variables, it is obvious. For x, y and z variables too,
it is easy to check that the lower bounds are achieved when the solutions are 0=1.REFERENCES
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