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Abstract
An independent set of a graph is a subset of pairwise non-adjacent vertices. A complete bipartite set B is a subset of vertices
admitting a bipartition B = X ∪ Y , such that both X and Y are independent sets, and all vertices of X are adjacent to those of Y. If
both X, Y = ∅, then B is called proper. A biclique is a maximal proper complete bipartite set of a graph. When the requirement that
X and Y are independent sets of G is dropped, we have a non-induced biclique. We show that it is NP-complete to test whether a
subset of the vertices of a graph is part of a biclique. We propose an algorithm that generates all non-induced bicliques of a graph.
In addition, we propose specialized efﬁcient algorithms for generating the bicliques of special classes of graphs.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
We use the following notation. Let G= (V ,E) be a graph, and V = {1, . . . , n}. Denote by Ni the set of neighbours
of vertex i, and Ni = (V \Ni)\{i}. Let X ⊆ V . The focus of X is the subset F(X) = ∩i∈XNi . When each vertex of X
is adjacent (non-adjacent) to every other vertex of the set then call it a complete (independent) set. Let X, Y ⊆ V . Say
that B = X ∪ Y is a complete bipartite set when both X andY are independent sets and every vertex of X is adjacent to
every vertex ofY, i.e. B induces a complete bipartite subgraph in G. If X, Y = ∅, then B is called proper, i.e. B induces
a complete bipartite subgraph containing at least one edge of G, otherwise B is degenerate. Write Bj =B ∩ {1, . . . , j},
Xj =X ∩ {1, . . . , j}, and Yj = Y ∩ {1, . . . , j}. An independent (complete, complete bipartite) set is maximal, when it
is not properly contained in any such set. A maximal proper complete bipartite set of G is called an induced biclique of
G. In this deﬁnition, when the requirement that X and Y are independent sets of G is dropped, we have a non-induced
biclique. We may simply write biclique, when referring to an induced biclique.
Bicliques have been studied in some different contexts: applications in automata and language theories, graph
compression, partial orders, artiﬁcial intelligence, and biology are discussed in Amilhastre et al. [2]; Tuza [15] proves
bounds on the number of bicliques needed to cover the edges of a general graph; Prisner [13] shows that bicliques are
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the key structure in certain classes of graphs, and how generating all bicliques of such graphs seems an approach for
recognition algorithms; Prisner [14] gives upper bounds on the number of bicliques in bipartite graphs and general
graphs, exhibits examples of classes of graphs where the number of bicliques is exponential, and characterizes classes
of graphs where the number of bicliques is polynomial in the number of vertices of the graph. The complexity of
deciding whether a graph contains a biclique of a certain size is ﬁrst mentioned in Garey and Johnson [7] with the
NP-completeness of the balanced complete bipartite subgraph problem, whereas Dawande et al. [5] show that the
maximum biclique problem is polynomial for bipartite graphs, and Yannakakis [16] shows that the problem is NP-
complete for general graphs; the NP-completeness of the weightedmaximum edge biclique problem for bipartite graphs
is established by Dawande et al. [5], and more recently for the non-weighted version by Peeters [12]; upper bounds
for the maximum number of edges in a biclique, and approximation algorithms for the edge or node deletion biclique
problems are presented by Hochbaum [9]. Bicliques have been also employed in the study of absolute bipartite retracts
[3], and for characterizing chordal bipartite graphs [8].
Alexe et al. [1] observed that any algorithm for generating all maximal independent sets can be used for generating
all non-induced bicliques of a graph G = (V ,E) as follows. Let G′ be a graph consisting of two disjoint complete
sets V1 and V2, each on |V | vertices, where each vi ∈ V is labelled as v′i ∈ V1, and as v′′i ∈ V2, and where v′i and
v′′j are adjacent in G′ if and only if vi and vj are so in G. There is a two-to-one correspondence between the cliques
(i.e. the maximal complete sets) of G′ and the non-induced bicliques of G, except for the two cliques V1 and V2.
Consequently, non-induced bicliques are actually (induced) bicliques. Makino and Uno [11] describe three algorithms
for the generation of bicliques in bipartite graphs, as applications of the algorithms for the generation of maximal
independent sets. The ﬁrst requires O(M(n)) time delay and O(n2) space, where M(n) is the time required for matrix
multiplication; the second requires O(3) time delay and O(n + m) space, where  is the maximum degree; the last
one runs in O(2) time delay and O(n + m + |B|) space, where B is the set of all bicliques of G.
In graphs of bounded arboricity, the number of all bicliques is O(n), and for chordal bipartite graphs, this number is
polynomial. Eppstein [6] describes a linear-time algorithm to list all bicliques of graphs of bounded arboricity. Kloks
and Kratsch [10] propose an algorithm to list all bicliques of a chordal bipartite graph in time O(min(m log n, n2)).
Alexe et al. [1] describe an algorithm for generating all non-induced bicliques with incremental polynomial time
and exponential space. In addition, Alexe et al. [1] consider specially structured graphs admitting only a polynomial
number of bicliques: graphs with bounded degree, and convex bipartite graphs. For such graph classes an incremental
polynomial time algorithm performs polynomially, even without any speciﬁc adaptation.
We show in Section 2 that it is NP-complete to test whether a subset of the vertices of a graph is part of a biclique. In
light of this result, it might not be obvious how to obtain an algorithm for generating all the (induced) bicliques, running
in polynomial time delay and polynomial space. In Section 3, we present an algorithm that generates the non-induced
bicliques of a graph, with these requirements of polynomial time delay and polynomial space. We also propose, in
Section 4, specialized efﬁcient algorithms for generating the bicliques of convex bipartite graphs and biconvex bipartite
graph with O(n2) and O(n) delay time, respectively.
2. NP-completeness results
Given a graph G = (V ,E), we say that a subset S ⊂ V is part of a biclique X ∪ Y of G, if S = X or S = Y . In this
section we show it is NP-complete to test whether a subset of the vertices of a graph is part of a biclique, by a reduction
from the NP-complete problem SATISFIABILITY.
SATISFIABILITY
Instance: Set A = {a1, . . . , ak} of k boolean variables, collection C = {c1, . . . , cn} of n> 1 clauses over literals
of A.
Question: Is there a truth assignment satisfying C?
PART OF BICLIQUE
Instance: Graph G = (V ,E), subset S ⊂ V .
Question: Is S part of a biclique?
Theorem 1. Given a graphG= (V ,E) and a subset S ⊂ V , it is NP-complete to decide whether S is part of a biclique
of G.
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Proof. Problem PART OF BICLIQUE is in NP since a short certiﬁcate is a biclique B =X ∪ Y such that S =X or S = Y .
We can check in polynomial time that B = X ∪ Y induces a complete bipartite subgraph, and in order to conﬁrm its
maximality, we can verify in polynomial time, for each vertex v in V − (X ∪ Y ) such that {v} ∪ X is an independent
set, that v is non-adjacent to some vertex inY, and for each vertex v in V − (X∪Y ) such that {v}∪Y is an independent
set, that v is non-adjacent to some vertex in X.
To show completeness, we present a polynomial reduction from SATISFIABILITY. Given an instance (A,C) of SATIS-
FIABILITY we construct in polynomial time a graphG=(V ,E) and a subset S ⊂ V , such that there is a truth assignment
satisfying C if and only if S is part of a biclique of G.
Let ij be the jth literal of clause ci .Vertex set V is the union V =W ∪S∪Z, where there is awij ∈ W corresponding
to each ij ; S = {v1, . . . , vn}; Z = {z1, . . . , zn}. Edge set E is the union E = W ′ ∪ S′ ∪ Z′, where W ′ = {(wij , wp) :
ij = ¬p, i = p}; S′ = {(vi, wp) : vi ∈ S,wp ∈ W }; Z′ = {(zi, wp) : zi ∈ Z,wp ∈ W, i = p}.
Let T be a truth assignment satisfying C. We deﬁne an independent set Y ⊆ W such that S ∪ Y is a biclique of
G. Deﬁne ﬁrst Y1 as the set of vertices of W that corresponds to literals with value true in T. By deﬁnition, Y1 is an
independent set of G, containing at least one vertex wij , for each i = 1, . . . , n. Now letY be a maximal independent set
of G containing Y1. Note Y ⊆ W . Clearly S ∪ Y induces a complete bipartite subgraph. In order to verify that S ∪ Y is
a biclique, we recall that |C|> 1 and note that every vertex zi ∈ Z in non-adjacent to a vertex wij ∈ Y1 ⊆ Y .
Conversely, let S ∪ Y be a biclique of G. Since S ∪ Z is an independent set of G, we have Y ⊆ W . The maximality
of S ∪ Y says that for each zi ∈ Z there exists wij ∈ Y . Since Y is a stable set, each wij ∈ Y corresponds to a literal
whose complementary literal does not belong toY. So, for each clause ci , there exists at least one corresponding vertex
wij ∈ Y , which gives the desired truth assignment satisfying C. 
Corollary 2. Given a graph G = (V ,E) and a vertex v ∈ V , it is NP-complete to decide whether {v} is part of a
biclique.
Proof. Let S = {v} in the proof of theorem above. 
3. Generating the non-induced bicliques
In a bipartite graph all non-induced bicliques are actually (induced) bicliques. Besides, an algorithm for generating
all bicliques of a bipartite graph can be used for generating all non-induced bicliques of a general graph G = (V ,E)
as follows.
Given the graph G = (V ,E), where V = {1, . . . , n}, construct the graph G′ as follows: G′ consists of two disjoint
independent sets {u1, . . . , un} and {w1, . . . , wn}, respectively, and ui and wj are adjacent precisely when (i, j) ∈ E.
In addition, (ui, wi) /∈E′, for i = {1, . . . , n}. Observe that each non-induced biclique B = X ∪ Y of G appears in G′
as B ′ = (U ∩ X) ∪ (W ∩ Y ) and as B ′′ = (W ∩ X) ∪ (U ∩ Y ). Clearly, there is a one-to-two correspondence between
the non-induced bicliques of G and the bicliques of the bipartite graph G′.
Let G = (V ,E) be a bipartite graph, with partitions U = {u1, . . . , up} and W = {w1, . . . , wq}. Write Nuk to denote
the set of neighbours of uk ∈ U . Denote by B = X ∪ Y a complete bipartite set of G such that X ⊆ U and Y ⊆ W .
Clearly, B = X ∪ Y is a proper complete bipartite set of G if and only if X ⊆ F(Y ) (or equivalently, Y ⊆ F(X)).
Proposition 1 characterizes the bicliques of a bipartite graph by a maximality condition.
Proposition 1. A proper complete bipartite set B =X∪Y of a bipartite graph G is a biclique if and only if X=F(Y )
and Y = F(X).
Proof. A proper complete bipartite set B = X ∪ Y is a biclique of G if and only if it is a maximal proper complete
bipartite set. Since U and W are independent sets, B is maximal if and only if there is no u ∈ U\X such that u ∈ F(Y ),
and there is no w ∈ W\Y such that w ∈ F(X). These properties are equivalent to X = F(Y ) and Y = F(X). 
Proposition 2 gives a characterization of the bicliques with respect to the other maximal proper complete bipartite
sets of the bipartite graph.
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Proposition 2. Let B = X ∪ Y be a proper complete bipartite set of G. Then B is a biclique of G if and only if any
other biclique B ′ = X′ ∪ Y ′ satisﬁes:
(1) X = X′ and Y = Y ′ and
(2) X ⊂ X′ if and only if Y ′ ⊂ Y .
Proof. Let B = X ∪ Y and B ′ = X′ ∪ Y ′ be two distinct bicliques of G. To get (1), suppose by contradiction that
X = X′. Proposition 1 gives F(X) = Y and F(X′) = Y ′, which says B = B ′, impossible. To get (2), suppose X ⊂ X′.
Clearly, F(X) ⊇ F(X′). Proposition 1 gives F(X) = Y and F(X′) = Y ′, which says Y ⊇ Y ′. Now (1) gives Y ⊃ Y ′,
as required.
Conversely, let B = X ∪ Y be a proper complete bipartite set of G such that any other biclique B ′ = X′ ∪ Y ′ of
G satisﬁes (1) and (2). By contradiction, suppose that B is not a biclique of G. Proposition 1 gives X ⊂ F(Y ) or
Y ⊂ F(X). Without loss of generality, assume X ⊂ F(Y ). Then, there is a vertex u ∈ U\X such that u ∈ F(Y ).
Consequently, (X∪{u})∪Y is a complete bipartite set contained in some biclique B ′ =X′ ∪Y ′ of G. The latter implies
that X ⊂ X ∪ {u} ⊆ X′ = F(Y ′) and Y ⊆ Y ′ = F(X′), which contradicts (2). 
Proposition 3. Let B = X ∪ Y and B ′ = X′ ∪ Y ′ be two distinct proper complete bipartite sets of a bipartite graph G
such that X ∩ X′ = ∅, X /⊂ X′, and X′ /⊂ X. Then, there is a proper complete bipartite set B ′′ = X′′ ∪ Y ′′ such that
X′′ = X ∩ X′ and Y ′′ = Y ∪ Y ′.
Proof. Since X∪Y and X′ ∪Y ′ are proper complete bipartite sets of G, we have F(X) ⊇ Y and F(X′) ⊇ Y ′. Because
X ∩X′ = ∅, we have F(X ∩X′) ⊇ F(X) ⊇ Y and F(X ∩X′) ⊇ F(X′) ⊇ Y ′. Consequently, F(X ∩X′) ⊇ (Y ∪ Y ′).
That is, (X ∩ X′) ∪ (Y ∪ Y ′) is a complete bipartite set of G. 
Corollary 3. Let B =X ∪ Y and B ′ =X′ ∪ Y ′ be two distinct bicliques of a bipartite graph G such that X ∩X′ = ∅,
X /⊂ X′, and X′ /⊂ X. Then, (X ∩ X′) ∪ F(X ∩ X′) is also a biclique of G containing the complete bipartite set
(X ∩ X′) ∪ (Y ∪ Y ′).
We describe next how above propositions can be used to generate the bicliques of a bipartite graph G.
Recall that the given bipartite graph G = (V ,E) has partitions U = {u1, . . . , up} and W = {w1, . . . , wq}. Let
j = 1, . . . , p and deﬁne Uj = {u1, . . . , uj }, Gj the subgraph of G = (U ∪ W,E) induced by Uj ∪ W , and Bj the set
of all bicliques of Gj . Our goal is to generate all bicliques of G, i.e. the elements of Bp.
Clearly, Gj can be seen as the union of two graphs, Gj−1 and ({uj }, {(uj , wi):wi ∈ Nuj }). Let X ∪ Y be a biclique
of Gj−1. By Proposition 1, in Gj−1, F(X) = Y and F(Y ) = X, where X ⊆ {u1, . . . , uj−1} and Y ⊆ W . Note that,
since all vertices of W belong to Gj−1, the condition F(X) = Y is still valid in Gj .
Lemmas 4 and 5 show how to obtain set Bj from set Bj−1, and they ensure that all bicliques are output by the
algorithm exactly once each.
Lemma 4. Let B = X ∪ Y be a biclique in Bj−1. Then, exactly one of the following conditions occurs:
(1) B /∈Bj . In this case, Y ⊆ Nuj and (X ∪ {uj }) ∪ Y ∈ Bj .
(2) B ∈ Bj . In this case,YNuj .Furthermore, ifY∩Nuj = ∅andeveryuk ∈ {u1, . . . , uj }\X satisﬁesNuk(Nuj ∩Y ),
then (X ∪ {uj }) ∪ (Y ∩ Nuj ) ∈ Bj .
Proof. Let B=X∪Y be a biclique of Gj−1. Since all vertices in W belong to Gj−1 and Gj , F(X) is the same in Gj−1
andGj . To get (1), suppose B is not a biclique inGj . In this case,F(Y )=X∪{uj }. Then Y ⊆ Nuj and (X∪{uj })∪Y is
a biclique ofGj . To get (2), note B is a biclique ofGj if and only if uj /∈F(Y ), i.e. YNuj . Now, suppose Y ∩Nuj = ∅.
Then, by Proposition 3, (X∪{uj })∪ (Y ∩Nuj ) is a proper complete bipartite set. Clearly, F(X∪{uj })=Y ∩Nuj . The
condition that all k ∈ {u1, . . . , uj }\X satisfy Nuk(Nuj ∩ Y ) implies F(Y ∩Nuj )=X ∪ {uj }. Hence, by Proposition
1, (X ∪ {uj }) ∪ (Y ∩ Nuj ) is a biclique of Gj . 
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Lemma 5. Let B = X ∪ Y be a biclique in Bj\Bj−1. Then, exactly one of the following conditions occurs:
(1) X = {uj }. In this case, NujY ′, for any biclique B ′ = X′ ∪ Y ′ in Bj−1.
(2) X ⊃ {uj }. In this case, (X\{uj }) ∪ F(X\{uj }) is a biclique of Bj−1.
Proof. Since V (Gj )\V (Gj−1) = {uj }, every biclique B = X ∪ Y in Bj\Bj−1 satisﬁes uj ∈ F(Y ), i.e. uj ∈ X. To
get condition (1), suppose X ={uj }, which implies Y =Nuj . By contradiction, suppose that there is a biclique X′ ∪ Y ′
of Gj−1 such that Nuj ⊆ Y ′. In this case, (X′ ∪ {uj }) ∪ Nuj is a proper complete bipartite set containing {uj } ∪ Nuj ,
which contradicts the maximality of B.
To get condition (2), note that (X\{uj })∪F(X\{uj }) is a proper complete bipartite set in Bj−1, since X\{uj } = ∅.
If (X\{uj }) ∪ F(X\{uj }) is not a biclique of Bj−1, then there is a vertex uk = uj , k < j , such that uk is adjacent to
all vertices in F(X\{uj }) and uk does not belong to (X\{uj }). Since F(X) ⊆ F(X\{uj }), we have that uk is adjacent
to all vertices in Y = F(X), which contradicts B = X ∪ Y to be a biclique of Gj . 
The following algorithm lists all bicliques of the bipartite graph G in polynomial time delay and polynomial space.
The input is a bipartite graph G with bipartition U ∪ W , |U | = p.
algorithm biclique generation
procedure BIC(X, Y, j)
comment: B = X ∪ Y is a biclique of Gj−1
if j >p then output B = X ∪ Y..................{B ∈ Gp}
else
if Nuj ⊆ Y then Tree[j ] ← false............... {Lemma 5(1)}
if Y ⊆ Nuj then BIC(X ∪ {uj }, Y, j + 1)............... {Lemmas 4(1); 5(2)}
else BIC(X, Y, j + 1)............... {Lemma 4(2)}
if Y ∩ Nuj = ∅ then
f := 0
for each uk /∈X and k < j do
if Nuk ⊇ Nuj ∩ Y then f := 1
if f = 0 then BIC(X ∪ {uj }, Y ∩ Nuj , j + 1)...... {Lemmas 4(2); 5(2)}
for i = 1 to p do Tree[i] ← true
for i = 1 to p do
if Tree[i] and Nui = ∅ then BIC({ui}, Nui , i + 1).
The bicliques generated through call BIC({ui}, Nui , i + 1), i = {1, . . . , n}, are the bicliques B = X ∪ Y of G such
that ui is the least vertex in X. Clearly, if Nui ⊆ Nuj and j < i, then no biclique of G satisﬁes the above condition.
In this case, Tree[i] gets false and its corresponding call is not executed. Otherwise, the bicliques containing ui as
minimal in X are listed in the recursion tree Ti , corresponding to Tree[i] = true, which generates the external call
BIC({ui}, Nui , i + 1).
Theorem 6. Let G = (V ,E) be a bipartite graph, where |V | = n and |E| = m. The algorithm lists all bicliques with
delay time complexity O(nm). Furthermore, the space required by the algorithm is O(n + m).
Proof. Let B = X ∪ Y be a biclique of G where ui is the least vertex in X. It is easy to see, using Lemmas 4 and 5,
that B will be output through call BIC({ui}, Nui , j ), j = {i + 1, . . . , n}. That is, the algorithm lists all bicliques of G.
For the proof that no biclique is output twice it is enough to prove that no biclique is output twice in Ti , i.e. during
the computations generated by a same external call of the procedure. We observe that each node B, corresponding to
a recursive call, has just one or two children. In the second case, let B ′ andB ′′ be the proper complete bipartite sets
corresponding to these children. Clearly, we may assume that X′ ⊂ X′′ and Y ′′ ⊂ Y ′. The latter implies that all leaves
of Ti are distinct, that is, no biclique is output twice.
It remains to prove that all proper complete bipartite sets generated by the algorithm are actually bicliques of G. Let
B∗ = X∗ ∪ Y ∗ be generated through a call BIC({ui}, Nui , j ). By contradiction, suppose that B∗ is not a biclique of
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G (=Gp). Since ui ∪ Nui is a biclique of Gi , there is an integer j, i < jp, such that (X∗ ∩ Uj) ∪ F(X∗ ∩ Uj) is
not maximal in Gj . Let k be the minimal integer that fulﬁls this requirement. Write Xk = X∗ ∩ Uk . Denote by ri the
root node of Ti and by rk the node corresponding to the recursive call BIC(Xk, F (Xk), k + 1), between ri and the leaf
of Ti in which the biclique B∗ has been output. Because B∗ was enumerated when j = p + 1 and kp, there exists
such rk . Since k > i, we conclude that rk has a parent rk−1 in Ti . Evidently X = Xk\{uk}and Y = F(X) during the
computations corresponding to rk−1. We will examine this execution. By the minimality of k, we know that X ∪ Y is a
biclique of Gk−1. That is, F(Y )=X. Now, suppose Nuk ⊇ Y . Then occurs the only call BIC(Xk ∪ {uk}, Y, k + 1). By
Lemma 4(1), (Xk ∪ {uk}) ∪ Y is a biclique of Gk , a contradiction. On the other hand, assume NukY . Lemma 4(2)
says that X ∪ Y is a biclique of Gk . The latter implies that rk may not correspond to this child. Hence, we conclude
that Y ∩ Nuk = ∅ and f = 0 when loop f or is ﬁnished. Again by Lemma 4(2), we have (Xk ∪ {uk}) ∪ (Y ∩ Nuk ) is a
biclique in Gk , which is impossible. Therefore, B∗ is a biclique of G.
In order to evaluate the complexity of the algorithm, observe that each iteration of the procedure BIC requires
O(n + m) time, because the operation
for each uk /∈X and k < j do
if Nuk ⊇ Nuj ∩ Y then f := 1
which dominates the complexity of the algorithm can be done just by searching the input graph G. Since a biclique is
output when j = p + 1, where pn, there are O(n) calls between the generation of two consecutive bicliques. Then
the bicliques are generated in delay time O(nm). In order to evaluate the space required, observe that the complete
bipartite set corresponding to a given node of the recursion tree can be obtained from the one corresponding to its
parent with no additional space. Furthermore, the algorithm can be implemented in such a way that the parameters X
andY of the recursion calls become global variables, requiring overall O(n) space. Consequently, the space complexity
is O(n + m). 
4. Special cases
Some classes of graphs have only a polynomial number of bicliques. Both convex bipartite graphs and also biconvex
bipartite graphs are among these classes [1,14], and can be recognized in linear time using PQ-trees [4]. Therefore,
for these classes the procedure BIC lists all non-induced bicliques in total polynomial time. We propose specialized
algorithms which exploit the special structure of these classes, in order to improve the time complexity between the
output of two successive bicliques.
Let G = (U ∪ W,E) be a bipartite graph. An ordering < of W in G has the adjacency property if the neighbours of
each vertex u ∈ U are consecutive (an interval) in the ordering < of W . Say G is convex if there is an ordering of U or
W that fulﬁls the adjacency property. Say G is biconvex if there is an ordering of U and W that fulﬁls the adjacency
property.
Let G = (U ∪ W,E) be a convex bipartite graph where W has the adjacency property. We denote by Ik = [sk, tk]
the interval corresponding to Nuk . Let B = X ∪ Y be a complete bipartite set of G. In a similar way, we denote by
IY = [sy, ty] the interval corresponding to Y. Then a vertex uk satisﬁes Nuk ⊇ Y ∩ Nuj , for some uj , if and only if
sk max{sy, sj } and tk min{ty, tj }. Hence, the dominating operation
for each uk /∈X and k < j do
if Nuk ⊇ Nuj ∩ Y then f := 1
of the algorithm can be done in O(n) time. That is, the algorithm requires O(n2) time between the outputs of two
consecutive bicliques of a convex bipartite input graph G.
Now, let B=X∪Y be a complete bipartite set of a biconvex bipartite graph G. Then, both X andY can be represented
by intervals. We denote by IX = [sx, tx] and IY = [sy, ty], respectively, the intervals corresponding to X andY. Lemma
7 characterizes a biclique (X ∪ {uj }) ∪ (Y ∩ Nuj ) of Gj in terms of conditions on the intervals IX, IY , and Ij .
Lemma 7. Let G = (U ∪ W,E) be a biconvex bipartite graph, such that U and W fulﬁl the adjacency property. Let
B=X∪Y be a biclique ofGj−1. Then (X∪{uj })∪ (Y ∩Nuj ) is a biclique ofGj if and only if the following conditions
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hold:
(1) j = tx + 1 and
(2) Nu(sx−1)Y ∩ Nuj , or sx = 1.
Proof. Suppose that (X ∪ {uj }) ∪ (Y ∩ Nuj ) is a biclique of Gj . To get condition (1), by contradiction, assume
j > tx + 1. Since U has the adjacency property, u(tx+1) ∈ F(Nuj ∩ Y ). Hence, F(Nuj ∩ Y ) ⊃ {usx , . . . , utx } ∪ {uj },
which contradicts (X ∪ {uj }) ∪ (Y ∩ Nuj ) to be a biclique of Gj . To get condition (2), let j = tx + 1. By hypothesis,
F(Nuj ∩ Y ) = {usx , . . . , utx } ∪ {uj }. Therefore, by Lemma 5, there is no uk ∈ X, k < j , such that Nuk ⊇ Nuj ∩ Y . In
particular, Nu(sx−1)Y ∩ Nuj . Conversely, assume j = tx + 1 and Nu(sx−1)Y ∩ Nuj . By contradiction, suppose that B
is not a biclique of Gj . Then, by Lemma 4, there is a vertex uk , k < j , such that Nuk ⊇ Nuj ∩ Y . By conditions (1) and
(2), we have that k < (sx − 1), which contradicts the adjacency property of U . 
Using Lemma 7 we can verify in time O(1) whether (X∪ {uj })∪ (Y ∩Nuj ) is a biclique of Gj . Clearly, every other
operation of the procedure BIC can be done in constant time for biconvex bipartite graphs. Therefore, the bicliques of
these graphs are generated in delay time O(n) by the proposed algorithm.
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