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Abstract

Thiros, Nicholas E., Ph.D., Spring 2022

Geosciences

Predicting Groundwater Flow and Transport with Numerical Models and
Environmental Tracers
Chairperson: W. Payton Gardner

Groundwater flow and transport processes strongly influence and are inextricably
linked to the integrated hydrologic and biogeochemical dynamics within catchments.
Yet, groundwater system understanding and model predictions remain uncertain owing to the unknown subsurface property distributions, errors in atmospheric forcing
conditions, and limited observations to constrain groundwater fluxes. In this dissertation we investigate the use of environmental tracer observations that inform
hydrological processes over broad timescales to reduce uncertainties in groundwater
transport prediction uncertainties. We further develop environmental tracer data
assimilation and uncertainty quantification techniques to enhance integrated hydrological and groundwater process understanding at two distinct field sites: a semi-arid
region in central Wyoming with minimal topography, and a snow-dominated mountain catchment in Colorado.
Environmental tracer observations are typically used to derive “apparent” groundwater ages, which require assumptions regarding the residence time distribution of a
sample. We demonstrate reductions in permeability and infiltration rate parameter
uncertainties when using environmental tracer concentrations, rather than apparent
age, to calibrate a numerical model of a field site located near Riverton, Wyoming.
We then extend the model uncertainty analysis technique to robustly quantify the
full parameter joint posterior distributions with Markov-chain Monte Carlo (MCMC)
sampling and Bayes’ theorem. To circumvent the intractable computational expense
required by the MCMC method, we train a computationally frugal Artificial Neural
Network to emulate the process-based groundwater transport model. We show that
the parameter inference that assimilates 3 H observations reduce the uncertainty in
the permeability field and infiltration rates, relative to assimilating hydraulic head
observations alone. However, CFC-12 transport predictive uncertainties do not reproduce the validation dataset, highlighting the influence of model and observation
data structural errors on the parameter inference. Uncertainties in environmental
iii

tracer interpretations are further investigated using an observation dataset (3 H, SF6 ,
CFC’s, and 4 He) sampled from bedrock groundwater wells in the East River Watershed near Crested Butte, Colorado. We develop MCMC techniques to quantify
uncertainties in the noble gas recharge thermometry parameters and the resulting
groundwater residence time distributions. The inferred residence time distributions
suggest that the shallow bedrock groundwater contains a mixture of waters characterized by residence times that are modern (<70 years) and pre-modern (>70 years).
The findings that shallow fractured bedrock hosts groundwater with residence times
ranging from decades to centuries informs the integrated conceptual model of how
mountain systems store and transmit essential water resources, and how these resources will respond to perturbations in the hydrologic cycle.
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Chapter 1
Introduction

Groundwater is estimated to be the largest continental reservoir of freshwater and
is critical for water resources, food production, and energy security throughout the
world (Gleeson, Befus, Jasechko, Luijendijk, & Cardenas, 2016; Ferguson et al., 2021;
Scanlon et al., 2017). Climate change, increased extraction rates, and aquifer contamination alter groundwater availability and quality, and can cause detriment to
groundwater-dependent communities and ecosystem function (Taylor et al., 2013;
Hartmann et al., 2021; Jasechko & Perrone, 2021). For instance, throughout the
western United States, remediation of contaminated aquifers at legacy energy production sites is a major concern to ensure clean water (Abdelouas, 2006; Zachara et
al., 2013). The spatially and temporally dynamic groundwater transport and biogeochemical processes that dictate solute migration are among the primary uncertainties
at these sites (e.g. Ma et al., 2014). Similarly, research suggests that mountain headwater catchments provide the bulk of the water resources to a significant fraction of the
world population (Viviroli, Dürr, Messerli, Meybeck, & Weingartner, 2007; Hayashi,
2020). Yet, it remains a challenge to measure and quantify the timing and magnitude
of groundwater recharge and storage changes in mountain systems that are typically
difficult to instrument. This groundwater system uncertainty propagates to a fraught
understanding of the integrated hydrological system and the projected impacts of climate variations, changes to mountain snowpack dynamics, and sustained hydrologic
drought (Siirila-Woodburn et al., 2021; Somers & McKenzie, 2020; Meyers, Frisbee,
Rademacher, & Stewart-Maddox, 2021). Improved characterization of groundwater
flow and transport processes across a spectrum of environments and timescales is
paramount for accurate water resource availability and quality predictions.
Numerical computer models that couple the fundamental descriptions of the groundwater physical and biochemical processes are among the most powerful tools to build
understanding of hydrological systems (Steefel et al., 2015; Li et al., 2017). In general,
groundwater flow and transport modeling provides a technique to predict spatially
and temporally distributed system responses using scalable process-based knowledge.
Assimilating numerical model predictions into system understanding is key given the
inability to exhaustively characterize complex and changing environments using field
measurements alone (Carrera, Alcolea, Medina, Hidalgo, & Slooten, 2005). As an example, the initial geometry of a groundwater contaminant plume can be characterized
1

using discrete field observations (e.g., Dam et al., 2015), but predicting the plume
evolution through time as a function of system perturbations can only be performed
using numerical modeling frameworks. Thus, numerical models provide an invaluable
technique to bridge between the often disparate scales and process sensitivity provided
by field observations and integrated catchment and groundwater system understanding (Wagener & Gupta, 2005; Li et al., 2017). However, despite the advancements
in numerical models, field-scale predictions of groundwater flow and transport that
span decade to century-long timescales remain uncertain (Knowling & Werner, 2016;
Linde, Ginsbourger, Irving, Nobile, & Doucet, 2017; Zhou, Gómez-Hernández, & Li,
2014).
The subsurface structure, hydrogeological property distributions, and meteorological forcing conditions are among the primary factors that contribute to uncertainties
in groundwater process understanding and model predictions. Subsurface property
characterization with direct observations from boreholes are discrete in space and
time and do not accurately capture subsurface heterogeneity (Linde, Renard, Mukerji, & Caers, 2015). While geophysical methods can inform property distributions
over greater spatial extents (e.g., Uhlemann et al., 2022), these measurements are
typically limited to a few moments in time. Similarly, measurements of the temporally variable boundary conditions that dictate groundwater system dynamics span
timescales on the order of decades, which can be inadequate to constrain groundwater transport processes with characteristic timescales that range from centuries to
millenia (Manning, Ball, Wanty, & Williams, 2021; Jasechko et al., 2017; Gardner,
Harrington, Solomon, & Cook, 2011). Unlike many scientific fields that contain a
plethora of observational data, incomplete groundwater system characterization is a
ubiquitous source of uncertainty that contributes to degraded process understanding
and model prediction accuracy (Doherty & Welter, 2010). Conditioning model predictions to field observations that are sensitive to the groundwater flow and transport
fields is a salient path forward to reduce model uncertainties and provide predictions that are at scales commensurate with processes of interest (Schilling, Cook, &
Brunner, 2019). A primary focus of this dissertation is to improve integrated hydrologic process understanding through environmental tracer observation interpretation
techniques that facilitate uncertainty reduction in simulated groundwater transport.
Environmental tracers are chemical species that can inform groundwater transport
processes over a broad range of timescales (Cook & Herczeg, 2000; Suckow, 2014).
The environmental tracer distributions in aquifers are a function of the groundwater
residence time distribution, which provides a fundamental description of the integrated transport processes (Sprenger et al., 2019). Residence time distributions inform groundwater velocity fields that are critical to accurately constrain groundwater
2

and solute mass fluxes through the subsurface and critical zone (McDonnell & Beven,
2014; Schilling et al., 2019). Understanding mass fluxes, rather than hydraulic head
fields alone, is requisite to accurately quantify processes such as groundwater recharge
rates, sustainable extraction rates, solute breakthrough timescales, and flowpath mixing dynamics (Cartwright, Cendón, Currell, & Meredith, 2017; Maloszewski & Zuber,
1982; Manning, Solomon, & Thiros, 2005). Yet, groundwater residence time distributions cannot be directly measured. The interpretation of environmental tracers is
generally the only method available to constrain groundwater residence times and
transport processes characteristic over timescales ranging from decades to millenia
(Suckow, 2014; Frisbee, Wilson, Gomez-Velez, Phillips, & Campbell, 2013). Given
the valuable information content provided by environmental tracers, observation data
assimilation techniques that minimize prediction uncertainty is an important and active area of research.
Uncertainty quantification is a necessary component of the modeling process (Liu
& Gupta, 2007). Field observations do not provide certainty, but are better characterized as uncertain distributions (Linde et al., 2017; Schilling et al., 2019). A
primary source of uncertainty in the interpretation of environmental tracer observations to estimates of groundwater age is the a priori assumed form of the residence time distribution used within lumped parameter models (Maloszewski & Zuber, 1982; McCallum, Cook, & Simmons, 2015). Lumped parameter models use
the assumed residence time distribution to explicitly define mixing dynamics within
an entire reservoir and provide a zero-order approximation to the groundwater system flowpath architecture. Studies (Bethke & Johnson, 2008; Turnadge & Smerdon,
2014) theorize that groundwater residence time distribution uncertainties inherited
from lumped parameter models should be avoided by simulating the environmental
tracer concentration distributions directly with process-based numerical models that
do not require a priori residence time distribution assumptions. With such techniques, the groundwater mixing processes are directly a function of the distributed
process-knowledge encoded within the discretized numerical model. However, the
fidelity of the environmental tracer simulations are now subject to the ubiquitous
numerical model approximations and subsequent uncertainties. Understanding and
quantifying uncertainties in the environmental tracer observations, lumped parameter
model age estimates, and process-based numerical model predictions are paramount
to accurately develop system understanding and assess the information content of
environmental tracer datasets (Knowling, White, Moore, Rakowski, & Hayley, 2020;
Green, Zhang, Jurgens, Starn, & Landon, 2014).
Robust uncertainty quantification of computationally expensive process-based numerical models remains a major challenge (Asher, Croke, Jakeman, & Peeters, 2015;
3

Zhou et al., 2014). Due to the often intractable computational requirements, few studies have quantified groundwater transport model uncertainties at the field-scales using
Bayes’ theorem and Markov-chain Monte Carlo (MCMC) sampling techniques (e.g.,
Mo, Zhu, Zabaras, Shi, & Wu, 2019; Xu, Valocchi, Ye, & Liang, 2017). Model calibration with MCMC analysis provides not only the optimal solution for the model parameters conditioned to prior information and observation distributions, but a rigorous
estimate of uncertainties (Linde et al., 2017). Furthermore, environmental tracer
observation uncertainties beyond analytical errors are rarely considered in modeling
frameworks (e.g., Massoudieh, Sharifi, & Solomon, 2012). Processes such as microbial
degradation, contamination, and fluxes external to the aquifer can significantly influence environmental tracer observations and lead to biased system interpretation when
not considered in predictive models (e.g., Knowling et al., 2020; Zuber et al., 2005).
The lack of insight on model uncertainty distributions conditioned to environmental
tracer interpretation uncertainties limits understanding of system processes that are
sensitive to groundwater transport over a range of temporal and spatial scales. This
dissertation investigates the ability of environmental tracers to improve groundwater
process understanding using robust uncertainty quantification methods.
In Chapter 2 we quantify differences in numerical model uncertainties when assimilating environmental tracer observations as inferred ’apparent‘ groundwater age
versus the measured concentrations directly. We test the hypothesis that calibrating
a process-based numerical against environmental tracer concentrations will avoid the
limiting assumptions required to infer apparent age, and result in lower model parameter and predictive solute transport uncertainties. This work first considers model
uncertainty comparisons for a synthetically generated aquifer. We then use 3 H and
water level observations to perform a deterministic calibration of a three-dimensional
and transient reactive transport model for a field site near Riverton, Wyoming. This
work provides insight on the information content of environmental tracer observations
to calibrate groundwater models. Our results quantitatively support previous studies that call for parameter inferences to use the environmental tracer concentrations
directly, rather than apparent groundwater ages (Bethke & Johnson, 2008; Turnadge
& Smerdon, 2014).
Chapter 3 builds on the Riverton site modeling framework presented in Chapter 2 to improve understanding of the uncertainties in the groundwater transport
timescales. We use Bayes’ theorem and Markov-chain Monte Carlo (MCMC) sampling to robustly quantify model parameter and transport predictive posterior distributions (uncertainties). A major limitation with the Riverton site ’high-fidelity’
reactive transport model is the prohibitively long computer run times when attempting MCMC uncertainty quantification. To mitigate this computational hurdle, we
4

develop a surrogate model that emulates the high-fidelity reactive transport model at
a fraction of the computational expense. In particular, we train an artificial neural
network on a dataset of groundwater hydraulic heads and 3 H concentrations generated
using the high-fidelity model. With the fast-running artificial neural network model,
we perform an MCMC analysis to quantify posterior distributions of uncertain hydraulic forcing conditions and hydrogeologic parameters, conditional on groundwater
hydraulic head and 3 H concentration field observations. This work demonstrates the
coupling of a computationally expensive process-based reactive transport model with
a machine learning surrogate model to efficiently quantify model parameter and predictive uncertainties. We find that consideration of the entire posterior distributions
provides some level of certainty that the numerical model is flawed with structural errors, which can be difficult to ascertain when interpreting outcomes from less-rigorous
uncertainty quantification techniques.
Chapter 4 takes a step back from process-based modeling to investigate hillslope hydrological mixing processes using groundwater residence time distributions
inferred from environmental tracers. We interpret a suite of environmental tracers
(3 H, SF6 , CFC-12, and 4 He) and dissolved noble gases from fractured bedrock groundwater on a mountain hillslope transect within the East River Watershed near Crested
Butte, Colorado. Inferring groundwater recharge temperatures from dissolved noble gas measurements is a significant source of uncertainty in the interpretation of
environmental tracers in mountainous systems. We develop a technique to consider
the noble gas thermometry parameter estimation problem within the Bayesian and
MCMC uncertainty quantification framework. MCMC is performed again to quantify
uncertainties in mean groundwater residence time predictions from lumped parameter models while jointly considering the full suite of environmental tracers and noble
gas recharge parameter uncertainties. Our results suggest that the shallow fractured
bedrock groundwater is characterized as a mixture of waters with residence times
that are modern (<70 years) and pre-modern (>70 years). This finding of a broad
groundwater residence time distributions (RTDs) informs the integrated conceptual
model on how this hillslope stores and transmits essential water resources to East
River, and how these processes may respond to a changing climate.
Chapter 5 presents the conclusions from this work and an outlook on environmental tracer data assimilation and uncertainty quantification techniques.
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Chapter 2
Utilizing Environmental Tracers to Reduce
Groundwater Flow and Transport Model
Parameter Uncertainties1

2.1

Abstract

Non-uniqueness in groundwater model calibration is a primary source of uncertainty
in groundwater flow and transport predictions. In this study, we investigate the ability of environmental tracer information to constrain groundwater model parameters.
We utilize a pilot point calibration procedure conditioned to subsets of observed data
including: liquid pressures, tritium (3 H), chlorofluorocarbon-12 (CFC-12), and sulfur hexafluoride (SF6 ) concentrations; and groundwater apparent ages inferred from
these environmental tracers, to quantify uncertainties in the heterogeneous permeability fields and infiltration rates of a steady-state 2-D synthetic aquifer and a transient
3-D model of a field site located near Riverton, Wyoming (USA). To identify the
relative data worth of each observation data type, the post-calibration uncertainties
of the optimal parameters for a given observation subset are compared to that from
the full observation dataset. Our results suggest that the calibration-constrained permeability field uncertainties are largest when liquid pressures are used as the sole
calibration dataset. We find significant reduction in permeability uncertainty and
increased predictive accuracy when the environmental tracer concentrations, rather
than apparent groundwater ages, are used as calibration targets in the synthetic
model. Calibration of the Riverton field site model using environmental tracer concentrations directly produces infiltration rate estimates with the lowest uncertainties,
however; permeability field uncertainties remain similar between the environmental
tracer concentration and apparent groundwater age calibration scenarios. This work
provides insight on the data worth of environmental tracer information to calibrate
groundwater models and highlights potential benefits of directly assimilating environmental tracer concentrations into model parameter estimation procedures.
1

Published as Thiros, N. E., Gardner, W. P., & Kuhlman, K. L. (2021). Utilizing environmental
tracers to reduce groundwater flow and transport model parameter uncertainties. Water Resources
Research, 57, e2020WR028235. https://doi. org/10.1029/2020WR028235
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2.2

Introduction

Process-based numerical models that assess and predict groundwater flow and transport are an invaluable tool for water resource management (Anderson, Woessner, &
Hunt, 2015), contaminated site remediation (Steefel et al., 2015), and climate change
assessment (Li et al., 2017; Kollet & Maxwell, 2008). Accurate parameterizations of
aquifer properties and structural characteristics that control groundwater flow and
transport are fundamental components of the modeling process. Yet, natural groundwater systems are typically characterized by property heterogeneity that cannot be
fully constrained using direct field measurements nor accurately extrapolated from
previously studied sites. As a result, subsurface parameters used in numerical models are commonly estimated through calibration against measurements of hydraulic
heads from wells and boundary fluxes (Schilling, Cook, & Brunner, 2019; Hill &
Tiedeman, 2007). In the majority of cases, calibration to hydraulic data alone cannot
fully constrain model parameter distributions and the resulting equifinality leads to
large uncertainty in estimated aquifer properties and subsequent forecasts of interest
(Anderson et al., 2015; Doherty, 2003). Joint calibration to the fluid velocity and
solute transport information provided by environmental tracers has the ability to
ameliorate many of the limitations and non-uniqueness in calibration to hydraulic
data alone, leading to uncertainty reductions in key model parameters (Sanford,
2011; Portniaguine & Solomon, 1998; Reilly, Plummer, Phillips, & Busenberg, 1994;
Schilling et al., 2017). Despite the wide use of environmental tracer information within
groundwater studies, methodologies and guidelines that optimally assimilate the information they provide into process-based numerical models are not well established
(e.g. Suckow, 2014).
Environmental tracers are non-applied chemical species with a broad range of
input histories and/or decay/production rates that can provide valuable solute transport information over large spatiotemporal ranges (Cook & Herczeg, 2000). Environmental tracers migrate through the subsurface as a function of the transport
velocity field and are sensitive to the groundwater system internal flow and transport dynamics, hydrogeologic parameter distributions and heterogeneities, and system boundary conditions. A common method to interpret measured environmental
tracer concentrations of a field sample is to derive a groundwater age. Broadly,
groundwater age provides a measure of the elapsed time since recharge that a water
parcel has spent within the groundwater system (Suckow, 2014). Groundwater ages
are extensively used to further develop conceptual models of groundwater systems
(Manning, Solomon, & Thiros, 2005; Gardner, Susong, Solomon, & Heasler, 2011;
Solder, Jurgens, Stackelberg, & Shope, 2020) and can also be used in conjunction
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with analytical expressions that describe system flow dynamics and processes to infer
key system characteristics and processes such as recharge rates (Cartwright, Cendón,
Currell, & Meredith, 2017; McMahon, Plummer, Böhlke, Shapiro, & Hinkle, 2011;
Solomon & Sudicky, 1991; Vogal, 1967), transport velocities (Cook & Herczeg, 2000),
and groundwater flow path mixing (Zell, Culver, & Sanford, 2018; Visser, Broers,
Purtschert, Sültenfuß, & De Jonge, 2013). Groundwater ages are also used in the
inverse problem to calibrate numerical model parameters that control the transport
velocities (Sanford, 2011). Examples of assimilating groundwater age into groundwater model calibration includes inference of hydraulic parameters such as hydraulic
conductivity and porosity (Portniaguine & Solomon, 1998; Reilly et al., 1994; Szabo et al., 1996; Troldborg, Jensen, Engesgaard, Refsgaard, & Hinsby, 2008; Curtis,
Davis, & Naftz, 2006; Kolbe et al., 2016), aquifer structure (Leray, de Dreuzy, Bour,
Labasque, & Aquilina, 2012), and boundary fluxes (Larocque, Cook, Haaken, & Simmons, 2009). It has been shown that incorporation of groundwater age into flow
and transport model calibration datasets provides invaluable transport information
and results in more accurate model parameter estimates and system forecasts (Ginn,
Haeri, Massoudieh, & Foglia, 2009; Reilly et al., 1994; Zell et al., 2018). Estimating a
groundwater age from measured environmental tracers; however, requires significant
assumptions regarding the subsurface mixing processes.
Conversion of measured environmental tracer concentrations to an estimated groundwater age requires a model that relates the measured environmental tracer concentration at a discharge point to the known environmental tracer recharge concentration
history, while also taking into account processes such as radioactive decay and accumulation and mixing (Cook & Herczeg, 2000). The assumption of piston flow is
commonly used to infer the ‘apparent’ groundwater age of a field sample. The piston
flow assumption neglects groundwater mixing caused by convergence of flow paths,
dispersion, and diffusion, thus assumes that the groundwater sample behaves as a
closed packet from the recharge to sampling location. The apparent groundwater age
inferred in this manner is represented as a single scalar value that corresponds to the
integrated travel time of the water sample (see Suckow, 2014). However, a groundwater sample is a mixture of converging waters that have all resided in the subsurface
for varying lengths of time. This mixture creates a sample characterized by a distribution of ages (or residence times) rather than a singular age value, thus limiting
the validity of the piston flow model. For instance, apparent groundwater ages can
show bias from the true mean age when the water sample contains a distribution of
ages and the environmental tracer concentration variations are not linear with time
(Varni & Carrera, 1998; C. Bethke & Johnson, 2008; McCallum, Cook, Simmons, &
Werner, 2014; Weissmann, Zhang, LaBolle, & Fogg, 2002).
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Lumped parameter models (LPM) consider the effect of mixing and are commonly used to interpret field measurements of environmental tracer concentrations
(Maloszewski & Zuber, 1982). LPM forgo the necessity to strictly assume piston
flow and can be used to infer parameters that characterize an assumed age distribution - for example, the mean groundwater age (also often called mean residence
time). Inference of mean ages using LPM requires the specification of an assumed
age distribution for the water sample. The true age distribution of a groundwater
sample reflects mixing processes that include: convergence of groundwater flow paths
caused by the architecture of the system (Leray et al., 2012), cross-formational flow
(Castro & Goblet, 2005), dispersion occurring at multiple scales (Weissmann et al.,
2002; Sturchio et al., 2014), diffusive exchange in and out of mobile and immobile
zones (C. Bethke & Johnson, 2002; Gardner et al., 2016), transience in boundary
conditions (Engdahl, McCallum, & Massoudieh, 2016; Engdahl & Maxwell, 2014),
and intra-borehole mixing that occurs in long well screen intervals during pumping
(Visser et al., 2013; Manning, Mills, Morrison, & Ball, 2015). The combined influence
of these processes results in age distributions that are known for idealized groundwater systems, but remain largely unknown for typical field investigations (Troldborg
et al., 2008; Weissmann et al., 2002). Synthetic tests indicate that bias between inferred mean age and the true mean age develop in conditions of aquifer heterogeneity,
which typically cannot be quantified (McCallum et al., 2014; Gardner, Hammond, &
Lichtner, 2015). This age bias occurs when the variance in the age distribution of a
sample is beyond the temporal age dating validity of a single environmental tracer
system. Using multiple environmental tracers that span a range of residence times
can be useful to constrain more of the age distribution (Gardner et al., 2011; Manning et al., 2012; Engdahl & Maxwell, 2014; Massoudieh, Leray, & de Dreuzy, 2014;
Marçais, de Dreuzy, Ginn, Rousseau-Gueutin, & Leray, 2015), however; the full age
distribution shape remains non-unique (McCallum, Cook, & Simmons, 2015). Thus,
whether apparent groundwater age is determined using simple analytical models that
only account for radioactive decay/accumulation and intrinsically assumes piston-flow
or mean ages are inferred using LPM, an assumption about the age distribution of
the sample must be made. While extensive work has been performed on quantifying
age distributions and studies indicate the calculated mean age of a field sample can
be robust against the choice of assumed age distributions (Eberts, Böhlke, Kauffman, & Jurgens, 2012; Green, Zhang, Jurgens, Starn, & Landon, 2014; Massoudieh
et al., 2014; Massoudieh, Sharifi, & Solomon, 2012; Marçais et al., 2015), the measured environmental tracer concentration fundamentally contains the same transport
information as the inferred age - without the additional step of assuming an age
distribution.
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Calibration of process-based reactive transport models using observed environmental tracer information typically assimilate either the measured concentrations or
the inferred groundwater ages. Calibration using observations of groundwater age is
performed by comparing groundwater age calculated from the measured environmental tracer concentrations to a numerically simulated age. Common ways to numerically simulate groundwater age include particle tracking methods (e.g. LaBolle,
Fogg, & Tompson, 1996; Pollock, 2012) or the transport of age mass using the
advection-dispersion equation (Goode, 1996; Varni & Carrera, 1998; Ginn, 1999).
Particle tracking ages that only account for advective transport have been compared
to groundwater ages that assume piston flow (Portniaguine & Solomon, 1998; Reilly
et al., 1994; Szabo et al., 1996; Sturchio et al., 2014) or mean ages inferred using
LPM (Gusyev, Abrams, Toews, Morgenstern, & Stewart, 2014; Knowling, White,
Moore, Rakowski, & Hayley, 2020). Alternatively, groundwater mean age simulated
with random walk particle tracking methods or the advection-dispersion equation
include dispersion-based mixing processes and are expected to better correspond to
mean ages of samples that are characterized by an age distribution (Weissmann et al.,
2002; Kolbe et al., 2016; Gardner et al., 2015). However, the calibration of processbased flow and transport models using inferred groundwater mean or apparent ages as
the calibration target incorporates the limitations and uncertainties associated with
conceptualizing a groundwater field sample as being characterized as a single mean
age.
Due to the potential biases and uncertainties in inferring groundwater ages from
measured environmental tracer concentrations, there has been a call to incorporate
the environmental tracer concentrations directly into groundwater flow and transport
models (C. Bethke & Johnson, 2008; Suckow, 2014; Troldborg et al., 2008; Turnadge
& Smerdon, 2014). In the same manner as groundwater ages, environmental tracer
concentration distributions can provide significant constraints on conceptual models
and be used in model calibration. For example, C. M. Bethke, Zhao, and Torgersen
(1999) and Park, Bethke, Torgersen, and Johnson (2002) show that He and 36 Cl
isotopic distributions, respectively, can be used in conjunction with reactive transport modeling to understand regional scale flow systems. Castro, Goblet, Ledoux,
Violette, and De Marsily (1998) use He concentrations to facilitate calibration of a
2-D flow and transport model of the Paris Basin. More recently, studies calibrate
groundwater flow and transport models by matching measured environmental tracer
concentrations to simulated concentrations by convolving age distributions obtained
from advective particle tracking and the environmental tracer recharge time series
(Starn, Green, Hinkle, Bagtzoglou, & Stolp, 2014; Zell et al., 2018). In these cases,
the influence of mixing caused by dispersion and diffusion on the simulated environ16

mental tracer concentrations are not accounted for. Alternatively, Åkesson, Bendz,
Carlsson, Sparrenbom, and Kreuger (2014) and Bea et al. (2013) use tritium measurements to calibrate reactive transport models of pesticide transport and uranium
transport, respectively. To the best of our knowledge, few studies have utilized a
suite of environmental tracers that span a wide temporal range to calibrate hydraulic
parameters of a field-scale, 3-D reactive transport model and quantified the resulting
parameter uncertainties (see Green, Böhlke, Bekins, & Phillips, 2010).
In addition to environmental tracer observation uncertainties, groundwater flow
and transport model structural errors also influence calibration results and observation data worth (Doherty & Welter, 2010). For example, Knowling et al. (2020) show
that the calibration of a regional-scale groundwater model using tritium observations
is sensitive to the model discretization, which when poorly chosen, leads to irreducible
model structural errors and degraded predictive performance. In this same study, the
authors pose the need for improved methods to assimilate environmental tracer field
observations into imperfect groundwater models. Groundwater flow and transport
model parameter uncertainty changes when calibrating with measured environmental
tracer information as either inferred groundwater ages or concentrations directly have
not been quantified. Thus, the degree to which groundwater age-related observation
uncertainties influence field-scale groundwater flow and transport model calibration
results is not well established.
In this work, we quantify the differences in calibration-constrained reactive transport model permeability and infiltration rate parameter uncertainties when environmental tracer concentrations, rather than groundwater age, are used in model calibration datasets. In particular, we calibrate reactive transport models that directly
simulate environmental tracer concentrations and mean groundwater age to observations of either: (1) a suite of environmental tracer concentrations or (2) groundwater
apparent ages inferred from measured environmental tracer concentrations. We then
compare the estimated parameter uncertainties and accuracy from calibration against
environmental tracer information in the differing forms. We explore the extent that
errors in groundwater age observations propagate to model calibration results. This
is first done using a synthetic model that contains little model structural errors. We
then perform the same calibration procedures for a real field site located near Riverton, WY using measurements of tritium (3 H) and chlorofluorocarbons (CFCs) from 12
wells finished in a shallow unconfined alluvial aquifer. Numerical modeling framework,
parameter identification, and uncertainty analysis methodologies are kept constant
through the various calibration scenarios that utilize either measured environmental
tracer concentrations or apparent groundwater ages. Through the comparisons of the
calibrated model parameter uncertainties and predictive accuracy given the various
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calibration datasets, we systematically and quantitatively gain insight on the ability of
environmental tracer information to constrain reactive transport model permeability
parameters.

2.3

Environmental Tracer Data

In this work, we use measurements of the environmental tracers 3 H, SF6 , and CFC-12
to calibrate a reactive transport model and infer groundwater apparent ages. 3 H is a
radioisotope of hydrogen with a half-life of 12.3 years that is produced during natural
and anthropogenic processes. Above-ground thermonuclear testing during the mid
20th century caused atmospheric tritium concentrations to increase significantly above
background levels. This known temporal change in concentration is subsequently
recorded in precipitation and can be used in combination with the known half-life
to constrain the timing of recharge (Cook & Herczeg, 2000). Tritium observations
can characterize groundwater samples up to a maximum age of approximately 60
years (Suckow, 2014). CFCs and SF6 are anthropogenic gaseous compounds released
into the atmosphere during industrial processes. Like 3 H, the known CFC and SF6
temporal histories in precipitation are used to constrain the timing of recharge. The
first observable atmospheric CFC-12 and SF6 concentration increases set the early
time age dating range to approximately 1941 and 1960, respectively (Cook & Herczeg,
2000). The minimum age limit for CFC-12 is set by the peak recorded atmospheric
concentration in 2000. SF6 concentrations continue to increase. Thus, CFC-12 and
SF6 have maximum groundwater age dating ranges of approximately 60 years.

2.4

Methods: Synthetic Aquifer

The evaluation of environmental tracer information to constrain modeled groundwater flow and transport in a hypothetical system consists of the following steps: (1)
development of a synthetic aquifer, (2) numerical simulation of groundwater flow and
environmental tracer transport within the synthetic aquifer, (3) extraction of simulated groundwater pressures and environmental tracer concentrations and inference
of groundwater apparent age that will become observation datasets, and (4) calibration of a simplified representation of the synthetic aquifer and evaluation of model
permeability uncertainty and accuracy. By using a synthetic aquifer, we are able to
control the errors in observations, boundary condition specification, and model domain geometry that additionally contribute to inferred parameter distributions and
uncertainties. Despite the simplified nature of the synthetic problem, this process
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mimics the typical situation in field-scale groundwater system studies, where a simplified representation of the aquifer lacking a full description and knowledge of the
true heterogeneous permeability distributions is calibrated based on a sparse number
of observations.

2.4.1

Conceptual Model

The synthetic aquifer is a 2-D confined aquifer with dimensions of 100 m × 100 m
(Figure 2.1). The permeability field is heterogeneous while the porosity field is constant and homogeneous. Groundwater flows from west to east and is at steady-state
and fully saturated hydraulic conditions. Specified liquid pressure boundary conditions are set on the west and east sides (corresponding to an average head gradient of
about 0.01 m/m) and all other domain boundaries are no-flow boundaries. Tritium,
CFC-12, and SF6 time series derived from historical atmospheric concentrations are
applied as specified concentration boundary conditions in recharge to the western
model boundary. The aqueous phase concentrations in recharge are determined from
atmospheric concentrations using Henry’s Law at a temperature of 25 ◦ C, 1 atm pressure, and no addition of excess air (Supplementary Table S1; Cook & Herczeg, 2000).
A zero diffusive gradient transport boundary condition that only allows advective
solute flux out of the domain is applied at the eastern discharge boundary and no
mass transport conditions are assigned to all other boundaries. All environmental
tracers are assumed to be non-sorbing and chemically inert, which is reasonable for
these tracers (Cook & Herczeg, 2000).

2.4.2

Permeability Heterogeneity Modeling

Geostatistical simulation was used to create the heterogeneous permeability field and
parameterize the ‘true’ synthetic aquifer (Figure 2.1). Unconditional sequential Gaussian simulation (Deutsch & Journel, 1997) was implemented using a log-normal permeability distribution with a mean of 10−13 m2 and one order of magnitude standard
deviation. The anisotropic spatial permeability correlation lengths were set such that
permeability features occur at scales commensurate with the spacing of the observation and pilot points. The final permeability correlation lengths were set to 25 m in
the y direction and 25 m in x direction.
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Figure 2.1: True permeability field for the synthetic aquifer model created using
sequential Gaussian simulation and a log-normally distributed permeability prior.
Filled circles are locations of pilot points and open diamonds are locations of observation points.

2.4.3

Groundwater Flow and Transport Modeling

The 2-D synthetic aquifer domain was discretized using 1 m by 1 m structured grid
elements. Steady-state groundwater flow and transient transport of environmental
tracers and mean age are simulated using the PFLOTRAN reactive transport software (Hammond, Lichtner, Lu, & Mills, 2012; Gardner et al., 2015). PFLOTRAN is
a scalable, parallel, multi-phase, multi-component, non-isothermal reactive flow and
solute transport code that uses a fully implicit, finite volume formulation. PFLOTRAN was used in RICHARDS mode, which solves single-phase variably saturated
groundwater flow and mass transport using the full Richards and advection-dispersion
equations, respectively. Assuming conservative transport, the temporal distribution
of an environmental tracer species with concentration C (mol/L3 ) is given by the
advection-dispersion equation in the following form:
∂Cθ
= −∇ · Cqw + ∇ · θD · ∇C + QC ,
∂t
20

(2.1)

where θ is saturation (porosity φ for saturated conditions), D is the hydrodynamic
dispersion tensor (L2 /T), and QC is a source or sink of concentration (mol/L3 /T).
The molecular diffusion coefficient is scaled by the tortuosity ω that is defined as
ω = ∆x/∆l, where ∆x is a unit distance of porous media and ∆l is the distance
traveled by a solute particle (Shen & Chen, 2007). In this work, dispersivity is
assumed to be zero. Groundwater flow in variably saturated conditions is described
by Richards’ equation:
∂
(θρw ) + ∇ · ρw qw = R
∂t
−kkr
qw =
∇ (P − ρw gz) ,
µ

(2.2)

where R is the internal water source or sink (L/T), ρw is water density (M/L3 ), P is
the fluid pressure (F/L2 ), k is the intrinsic permeability of the porous media (L2 ), µ
is water viscosity (M/L/T), g is the acceleration of gravity (L/T2 ), and z is a vertical
height above a reference datum (L). In variably saturated conditions (such as the
field site modeling described below), the relative permeability kr is a function of the
saturation state and is modeled with the Mualem relation (Mualem, 1976). The van
Genuchten relation is used to relate the saturation state to the liquid pressure (van
Genuchten, 1980). As is the case with the synthetic model, when saturation is unity
Richards’ equation simplifies to the groundwater flow equation.
Mean groundwater age was numerically simulated by transporting age mass with
the advection-dispersion equation and applying a unit aging source term (Goode,
1996; Ginn, 1999; Varni & Carrera, 1998). The temporal variation of the mean
groundwater age A (T) is given by:
∂(Aθρw )
= θρw − ∇ · Aθρw qw + ∇ · θρw D · ∇A + QA ,
∂t

(2.3)

where QA (T/T) is a generic source or sink of age. It is important to note that equation 2.3 simulates only the mean age within each numerical grid cell. As with the
simulated transport of environmental tracers, dispersivity is assumed to be zero. Key
groundwater flow and transport parameter values used in the synthetic aquifer simulation are presented in Table 2.1. To promote comparison of relative changes between
the various data assimilation scenarios, all model parameters other permeability were
kept constant throughout the model calibration scenarios.
Transient PFLOTRAN model simulations of environmental tracer and mean groundwater age transport in the synthetic aquifer were performed in two steps. First
constant pre-anthropogenic environmental tracer concentration boundary conditions
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Table 2.1: Table of PFLOTRAN model parameters for the synthetic aquifer simulations.
Parameter Value Unit
Description
3
Ht1/2
12.3287
yr
Tritium half-life
k∗
10−13
m2
Permeability
φ
0.2
Porosity
ω
0.5
Tortuosity
Dm
10−9
m2 /s
Molecular Diffusion Coefficient
∗
Variable during model calibration. Value indicates prior mean.
were applied for 10,000 years to produce steady-state hydrologic and transport conditions. The steady-state hydrology and environmental tracer concentration fields were
then used as initial conditions for a transient transport simulation that was run at
much finer time steps and was forced with the variable environmental tracer recharge
boundary conditions (see Section 2.4.1) corresponding to the years between 1950 and
2018.

2.4.4

Calibration Data

Synthetic observations of liquid pressures and environmental tracer concentrations
used in the calibration datasets were generated from a PFLOTRAN forward model
run parameterized with the fully characterized heterogeneous permeability field (Figure 2.1). The transient environmental tracer concentrations were simulated throughout the full numerical domain using the advection-dispersion equation (Eq. 2.1). The
simulated liquid pressure and concentrations at the end simulation time (corresponding to 2018) at 30 observation points located on a regular grid with approximately
15 m × 18 m spacing in the x and y directions, respectively were used as calibration observations (Supplementary Table S3). These observations correspond to point
measurements and do not include factors such as intra-borehole mixing that would be
expected during field sampling of environmental tracers in long-screen wells (Visser
et al., 2013).
To investigate the differences in calibration results when groundwater apparent
ages rather than environmental tracer concentrations are used as observations, a third
calibration dataset consisting of inferred groundwater apparent ages was generated.
At each observation point, groundwater apparent ages were calculated by minimizing
the residuals between the observed environmental tracer concentrations and the environmental tracer recharge concentration histories (taking into account radioactive
22

decay for tritium), with respect to time. This is equivalent to a LPM with a pistonflow (dirac-delta) age distribution (Suckow, 2014). The environmental tracer recharge
concentration histories are equivalent to those used as model recharge boundary conditions (described in Section 2.4.1; Supplementary Table S1). While piston-flow models
have been shown to produce biased estimates of mean age in heterogeneous media,
they still remain common in practice.

2.4.5

Model Calibration

The simplified reactive transport model used during calibration utilizes the same
conceptual model as the true synthetic aquifer simulation, but lacks the structure
of the true heterogeneous permeability field. Automated and deterministic model
calibration is used to estimate best-fit permeability fields for the simplified model
constrained to different observation datasets. Three datasets were used to perform
three independent model calibrations: (1) liquid pressures only, (2) liquid pressures
and environmental tracer concentrations (3 H, CFC-12, and SF6 ), (3) liquid pressures
and piston-flow groundwater apparent ages inferred from the environmental tracer
concentrations. In the case where groundwater apparent age was used as a calibration
target, the observed groundwater apparent age was compared to the mean groundwater age simulated with the advection-dispersion equation (Eq. 2.3). For calibrations
that utilize pressure and environmental tracer concentrations, the observation dataset
was directly compared to the simplified model simulation results. Permeability values
at pilot points were the only parameters considered variable during the calibration
procedure. While the transport of environmental tracers and mean age is also sensitive to the porosity field, permeability has much larger natural ranges compared to
porosity and is considered more uncertain.
Model calibrations were implemented using the PEST software package (Doherty,
2015) and a pilot point method (RamaRao, LaVenue, De Marsily, & Marietta, 1995;
Doherty, 2003). Within the pilot point model calibration, the unknown permeability parameter values were only adjusted and directly calibrated at discrete locations
within the domain, known as pilot points. A total of 42 pilot points were placed on a
structured grid with approximate spacing of 15 m × 18 m in the x and y directions,
respectively (Figure 2.1). Simple kriging (Deutsch & Journel, 1997) was then used to
interpolate the pilot point permeability values to all other grid elements, thus generating the full permeability field required by PFLOTRAN. Kriging parameters used
in the synthetic model included an exponential variogram model with correlations
lengths of 25 m in the x and 25 m in the y directions, a prior permeability mean from
a log-normal distribution of 10−13 , and no nugget. This variogram model is equivalent
23

to the one used to generate the true heterogeneous permeability field (Figure 2.1).
Automated calibration of the pilot point permeability values was achieved by minimizing the weighted sum of squared error between observations and simulated equivalents and a regularization term using the Levenberg–Marquardt gradient descent
algorithm implemented within PEST. Tikhonov regularization was used to augment
the objective function with prior knowledge of pilot point permeability values, thus
providing an additional source of parameter information that has been shown to facilitate calibrations that utilize pilot points (Doherty, 2003, 2015; Alcolea, Carrera, &
Medina, 2006). Prior pilot point permeability mean values used in the regularization
objective function were all set to 10−13 m2 and weighted inversely proportional to the
true kriging covariance matrix (Fienen, Muffels, & Hunt, 2009). Following Hill and
Tiedeman (2007), observation weights were set equal to the inverse of the estimated
observation errors, which were approximated as 5% of the observed value for all observation types. Observation group weights were normalized so each observation data
type contributed equally to the total objective function at the beginning of the calibration process. This was done to ensure that environmental tracer concentrations
and inferred groundwater ages had approximately equal influence on the calibration
and to help facilitate comparisons between the different calibration datasets.
Pilot point permeability uncertainties are reported as 95% linear confidence intervals. The covariance matrix C(k∗ ) of the best-fit pilot point permeability values k∗
was calculated as (Doherty, 2015):
i−1

h

C(k∗ ) = J(k∗ )T C −1 (d)J(k∗ ) + C −1 (k̂)

,

(2.4)

where J(k∗ ) is the numerical Jacobian at the best-fit solution and C(d) and C(k̂) are
the covariance matrices of the observations and prior permeability parameter information, respectively. C(d) was considered a diagonal matrix with values estimated
as the squared observation error (described above). C(k̂) was derived from the variogram model that was used during the pilot point kriging and regularization. C(k̂)
was kept constant for all the calibration scenarios. The reported confidence intervals
for each pilot point were calculated from the diagonal elements of C(k∗ ). Confidence
intervals calculated from Eq. 2.4 require the assumption of model and Jacobian linearization around the optimal solution and only approximate the true 95% confidence
intervals for non-linear models (Tarantola, 2005; Doherty, 2015). However, the goal
of this work is to compare the relative changes in parameter uncertainty constrained
to different observation datasets, which is robustly quantified with Eq. 2.4 (Knowling
et al., 2020).
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2.5

Methods: Riverton, WY Field Site

The Riverton Processing Site (Riverton site) is located approximately 3 km southwest
of Riverton, Wyoming (USA) on the Wind River Indian Reservation (Figure 2.2).
This US Department of Energy (DOE) Office of Legacy Management site hosts a
former uranium and vanadium ore processing mill that contaminated the shallow
alluvial aquifer with tailings wastes during the mid 20th century and has since received
extensive site characterization and scientific inquiry (e.g. White, Delany, Narasimhan,
& Smith, 1984; Dam et al., 2015; DOE, 1998a; Byrne et al., 2020).

Figure 2.2: (Left) Map of the Riverton, WY study area. The yellow outline indicates the extent of the former uranium mill site. The dominant groundwater flow
direction is from the northwest to the southeast. (Right) Depiction of the dominant
stratigraphy at the Riverton site.

2.5.1

Hydrology and Climate

The Riverton site sits on an alluvial terrace ∼1500 m above mean sea level and encompasses an ∼10 km2 area. Land cover is dominated by grasses and shrubs. The
climate is arid to semi-arid with an annual precipitation of 200 mm that predominantly occurs during episodic thunderstorm events between April and July (DOE,
2015). The surface hydrology is characterized by the Wind River 1 km to the north,
Little Wind River 1 km to the south, and the rivers’ confluence 4 km to the east.
Both the Wind River and Little Wind River originate approximately 80 km to the
west of the site in the Wind River mountain range that approaches 3000 m elevation.
Snow melt timing in the Wind River Range controls the Wind and Little Wind River
streamflows with peak and base flows typically occurring in June through July and
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September through February, respectively. Interannual variability in winter precipitation and melt timing causes significant variation in peak river discharge resulting
in frequent flooding and geomorphic change along the Little Wind River (Dam et al.,
2015). While no major upstream dams occur on the Wind or Little Wind river, both
rivers are heavily utilized for irrigation.

2.5.2

Hydrogeology

The Riverton site is located within the Wind River sedimentary basin composed of
interbedded Eocene age sandstone and shale layers (DOE, 1998b). Three predominant
aquifers underlie the site (Figure 2.2): (1) a shallow, 4 to 6 m thick unconfined aquifer
comprised of unconsolidated sands, gravel and silt, (2) a middle semi-confined 5 to 9
m thick sandstone aquifer, and (3) a deep 15 to 20 m thick confined sandstone aquifer.
The shallow and middle aquifers and the middle and deep aquifers are separated by
discontinuous 2 to 3 m thick and continuous 3 to 8 m thick shale confining units,
respectively. The groundwater table typically fluctuates between 2 and 4 meters
below land surface within the shallow unconfined aquifer. The general groundwater
flow direction trends to the southeast, from the Wind River to the Little Wind River,
with an approximate gradient of 0.0032 m/m (DOE, 1998b, 2015). The shallow
aquifer has an estimated average hydraulic conductivity of 38 m/day and a porosity
of 0.3 (DOE, 1998b). The middle and deep aquifers are comprised of units of the
Eocene Wind River Sandstone Formation and have estimated hydraulic conductivities
ranging from 0.009 m/day to 9 m/day and an estimated bulk porosity of 0.15 (DOE,
1998b).
Areal recharge to the surficial aquifer is expected to occur during snowmelt (April
to June) and large summer precipitation events (June and July). Using CFCs and SF6
based piston flow groundwater ages of the surficial aquifer, Goble (2018) estimated an
annual average recharge flux between 0.025 and 0.033 m/yr, which agrees well with
previous recharge estimates (DOE, 1998b). The other principle sources of recharge
to the surficial alluvial aquifer are the Wind and Little Wind Rivers. Near the site,
the Little Wind River is generally a gaining stream and hydraulic head measurements
from piezometers indicate that it is hydraulically connected to the shallow alluvial
aquifer (DOE, 2015).

2.5.3

Observation Data

The DOE performed a series of intensive site characterization campaigns to facilitate
a risk assessment for the Riverton site (DOE, 1995, 1998b, 2015). As part of these
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characterization activities, numerous groundwater wells finished in the surficial, intermediate, and deep aquifers were installed. In this work, model calibration datasets
are derived from groundwater levels and environmental tracer (3 H and CFC-12) measurements from a subset of wells that are finished within the surficial aquifer (Figure
2.3).
The environmental tracer observations are summarized below and given in Supplementary Table S4. Tritium concentrations from 8 wells were sampled and analyzed
by the DOE in the summer of 2015 (see DOE, 2015). An additional 4 wells were
sampled for tritium in the summer of 2019 and analyzed using the helium ingrowth
method at the University of Utah Dissolved Gas Laboratory. An initial data screening was performed to filter out tritium wells that show signs of localized artificial
recharge due to nearby irrigation ditches and ponds. Compared to the modern tritium precipitation value of 7.5 TU, measured concentrations in the wells range from
1.5 TU to 5.9 TU. CFC samples from two surficial aquifer wells (different than the
tritium wells) near the Little Wind River were collected and analyzed in summer of
2016 (see Goble, 2018). CFC sample concentrations were corrected for addition of
excess air using measured N2 to Ar concentration ratios in each well (AeschbachHertig, Peeters, Beyerie, & Kipfer, 1999; Cartwright et al., 2017). While the shallow
alluvial aquifer is generally considered to have aerobic conditions (dissolved O2 0.2 to
2.0 mg/L), naturally reducing zones have been observed, indicating the potential for
CFC degradation (DOE, 2015; Cook & Herczeg, 2000). In this work, we only utilize
the measured CFC-12 concentrations, which have been shown to be stable against
microbial degradation (Cook & Herczeg, 2000). The observed CFC-12 concentrations
plot near the expected piston-flow curves for CFC-12 and 3 H, suggesting the CFC12 samples do not undergo significant contamination or degradation (Supplementary
Figure 2). Alternatively, SF6 samples show considerable enrichment relative to both
CFC and tritium and are not used to calibrate the Riverton site model. Well screen
lengths are variable and range from 0.3 m to 1.5 m, which are below the vertical
resolution of the numerical model (described below).
Like the synthetic model, groundwater apparent ages were determined from measured environmental tracer concentrations using the piston-flow assumption. The
historical atmospheric CFC-12 concentration time series was interpolated from the
Niwot Ridge NOAA atmospheric observatory and converted to aqueous concentrations in precipitation using the mean annual temperature of 8 ◦ C, average elevation
of 1503 m, and no addition of excess air during recharge. Tritium concentrations in
precipitation between 1950 and 2012 were taken from Michel, Jurgens, and Young
(2018). This timeseries was then regressed against the long-term Ottawa, Canada
tritium timeseries to extend the local tritium precipitation inputs to the year 2020.
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Transit times through the unsaturated zone are not considered due to the shallow
groundwater tables as the site.
Water levels measured annually with electrical tapes by the DOE were obtained
through the DOE Legacy Management GEMS data repository (https://gems.lm
.doe.gov). We use all the water level measurements between August 2013 and August
2017 that correspond to wells that also contain environmental tracer observations or
are near the Little Wind River, resulting in a total of 106 water level measurements
from 17 surficial aquifer wells.

2.5.4

Conceptual Model

Figure 2.3 illustrates the conceptual model of subsurface flow and environmental
tracer transport at the Riverton site. The three-dimensional model domain encompasses an approximate 4 km × 4 km area and extends 15 m into the subsurface. Land
surface topography of the numerical domain is derived from a 3-meter resolution digital elevation model (DEM). Model simulations were not sensitive to the underlying
leaky aquitard, thus the model domain only includes the surficial unconfined aquifer.
The surficial unconfined aquifer is conceptualized with a heterogeneous permeability
field and homogeneous porosity field. Initial model permeability and porosity parameterization is based on well slug tests, pumping tests, and core analysis (see DOE,
1998b) and is given in Table 3.1. The model domain is discretized using an unstructured hexahedral mesh with a nominally 15 m2 element resolution in the x-y plane.
Mesh refinement was performed near observation wells such that the x-y element resolution in the vicinity of each well is approximately ∼ 8 m2 . Vertical mesh resolution
is 3.5 m.
Northern and southern model boundaries represent the Wind River and Little
Wind River, respectively. The east boundary does not correspond to a hydraulic
feature but was selected to minimize boundary condition effects on simulations at observation wells, while balancing numerical cost. The west boundary is roughly a flowline within the surficial aquifer and was assigned no groundwater flow and transport
boundary conditions (DOE, 2015). Transient groundwater flow and environmental
tracer boundary conditions were implemented throughout the simulations. Specified
hydrostatic liquid pressure boundary conditions applied at the Little Wind River and
Wind River were inferred from USGS gauging stations stage measurements and an
installed stilling well on the Little Wind River. An approximate linear slope of the
river water surface elevation profile was calculated from the differences in measured
water surface elevation at the upstream stilling well and downstream USGS gauging
station on the Little Wind River, along with a stream distance inferred from the
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Figure 2.3: Top: Map view of the Riverton Site numerical model domain and
conceptual model of boundary conditions. Arrows represent directions of dominant
groundwater exchange at model boundaries. Larger arrows indicate larger fluxes. Red
diamonds indicate positions of sample wells used in this work and black open circles
are positions of pilot points used in the calibration. Bottom: Idealized cross-section
at the Riverton Site showing the general groundwater flow direction and locations of
hydraulic exchanges.
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location of the stream channel in the DEM. This slope was then used to extrapolate
measured water surface elevations at the USGS gauging stations to all numerical river
grid cell boundary faces at monthly time steps. Due to the relatively shallow systems
considered in this study, the rivers are treated as regional groundwater divides and
no-flow or transport boundary conditions are assumed beneath the rivers. A specified
hydrostatic pressure boundary condition linearly interpreted from the inferred river
water surface elevations was applied on the eastern model boundary. Transience in
the eastern boundary hydrostatic pressure was determined from the long-term record
of stage measurement at the USGS gauging stations at monthly timesteps.
Infiltration at the Riverton site is conceptualized as temporally variable and spatially uniform. The prior infiltration rate that is scaled during model calibration
(described below) was inferred as the difference between measured monthly precipitation accumulated at the nearby Riverton, WY airport weather station (∼10 km
away) and potential evapotranspiration (PET) calculated at monthly timesteps using the Thornthwaite relationship (Thornthwaite, 1948). Air temperatures used to
calculate PET were taken as monthly averages from the same Riverton, WY airport
weather station. The infiltration timeseries is applied to the top surface of the model
as a specified flux at monthly timesteps. Our model does not simulate evapotranspiration (ET) processes within the subsurface, thus ET is conceptualized to occur
only at land surface and recharge represents the inferred infiltration minus vadoze
zone storage. The average yearly infiltration calculated in this way agrees with the
estimated annual recharge rate used in previous modeling studies at the site (DOE,
1998b) and recharge rates inferred from the piston-flow groundwater ages (Goble,
2018).
Dirichlet, zero-gradient concentration boundary conditions were applied to all
the hydraulically active model boundaries, which includes land surface, lateral river
boundaries, and the eastern model boundary. This boundary condition applies a
specified transient concentration condition (Section 2.5.3) for water entering the domain and a zero-gradient Nuemann flux condition for water discharging from the
domain. Thus, environmental tracers enter the model domain where simulated water recharge or infiltration is occurring and only advective transport is considered on
model domain boundaries where simulated water discharge is occurring.

2.5.5

Groundwater Flow and Transport

The groundwater flow and transport parameters used throughout the simulations are
presented in Table 3.1. In general, simulation of groundwater flow and environmental
tracer transport at the Riverton site follows the methods described for the synthetic
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Table 2.2: Table of PFLOTRAN model parameters for the Riverton, WY site simulations
Parameter Value Unit
Description
3
Ht1/2
12.3287
yr
Tritium half-life
k∗
10−11.5
m2
Permeability
φ
0.30
Porosity
ω
0.39
Tortuosity
Dm
10−9
m2 /s
Molecular Diffusion Coefficient
−4
−1
α
10
Pa
van Genuchten Parameter
m
0.5
van Genuchten Parameter
γ∗
1.0
Infiltration Rate Multiplier
∗
Variable during model calibration. Value indicates prior mean.
aquifer case (Section 2.4.3); however, some differences in the modeling procedure are
now highlighted. The Riverton simulations include flow through variably saturated
porous media. The van Genuchten characteristic function (van Genuchten, 1980) is
used to relate fluid pressure to effective saturation and the Mualem relation (Mualem,
1976) is used to estimate the relationship between effective saturation and relative
permeability. The empirical fitting parameters m and α used within these characteristic functions are taken from the literature (Dingman, 2015) and previous modeling
studies for the Riverton site (DOE, 1998b). Unlike the synthetic test that considers
steady-state groundwater flow conditions, both groundwater flow and transport are
transient in the Riverton model. Full groundwater flow and transport simulations
were performed with the following steps. First, a PFLOTRAN simulation forced
with hydraulic and transport boundary conditions that correspond to the year 1950
was run for 2000 years to reach steady-state conditions. Next, the steady-state field
was used as initial conditions for a transient simulation that applied hydraulic and
transport boundary conditions at monthly time steps between the years 1950 and
2019.

2.5.6

Model Calibration

Riverton site model calibrations were performed with three separate observation
datasets: (1) groundwater levels alone, (2) groundwater levels and environmental
tracers (3 H and CFC-12), and (3) groundwater levels and groundwater apparent ages
(see Section 2.5.3). Like the synthetic tests, the pilot point permeabilities were calibrated using PEST. A total of 36 pilot points that are spatially distributed roughly
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in proportion to the density of observation wells were used to parameterize the surficial aquifer’s heterogeneous permeability field (Figure 2.3). Ordinary kriging with
an exponential variogram was used to generate the full permeability field within the
surficial aquifer. Based on analysis of slug tests performed in approximately 10 shallow wells at the site, kriging correlation lengths were set to 600 m in the x (east-west)
and y (north-south) directions and 15 m in the z (depth) direction. Further kriging
parameters include a prior log-normal mean permeability value of 10−11.5 m2 , a unit
standard deviation for the sill, and no nugget.
Since initial calibration attempts could not satisfactorily match environmental
tracer information within reasonable permeability parameter ranges, the temporally
variable and spatially uniform infiltration rate was also considered a variable parameter during model calibration. The updated infiltration rate I(t) (L/T) was calculated
as:
I(t) = γ · Ith (t),
(2.5)
where γ is a multiplier that scales the base infiltration rate Ith (t). This scaling
uniformly applies to the full infiltration timeseries at all timesteps, thus makes the
assumption that the infiltration rate magnitude is the only uncertain component. γ
was limited to values between 0.01 and 2.0 and the prior value was set to 1.0, indicating no-change from the base infiltration rate that was inferred using the Thorthnwaite
relation.
As with the synthetic model (see Section 2.4.5), the calibration objective function
consists of an observation residual component and a prior knowledge component used
for regularization. Prior mean values on the site’s permeability are based on aquifer
tests, slug tests, and previous site modeling (DOE, 1998b). All pilot points within the
surficial sand and gravel layer are assigned prior permeability values of 10−11.5 m2 .
Regularization weights for the pilot points are derived from the variogram covariance
matrix that is used during the pilot point kriging step of the calibration process. For
consistency between the calibration scenarios, observation errors used for weighting
are assumed to be 5% of the observed value. Calibration constrained pilot point
permeability uncertainties are estimated as the linear approximation to the 95% confidence intervals (Eq. 2.4).

2.6
2.6.1

Results
Synthetic Test

Figure 2.4 shows the true liquid pressure, CFC-12, 3 H, and mean groundwater age
spatial distributions simulated with PFLOTRAN in the synthetic aquifer for the year
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2018. Simulated SF6 shows similar patterns compared to CFC-12 and will not be
discussed directly here. The complex spatial patterns arise due the heterogeneous
permeability field and non-linear environmental tracer concentration input functions
through time. Averaged over many length scales, the pressure contours are oriented
such that transport occurs from the west to east with an average groundwater mean
age of approximately 200 years on the eastern discharge boundary. Superimposed on
this large-scale transport field, groundwater mean age, CFC-12, and 3 H show spatial variation at higher resolutions with zones of enhanced transport caused by the
permeability field structure. Spatially non-uniform environmental tracer concentration and mean-age fronts develop, resulting in variance among breakthrough times
at observation points located equal distances from the recharge boundary. CFC-12
and 3 H concentrations propagate approximately one-half of the way into the domain,
respectively. Many observation points are characterized by environmental tracer concentrations that are at background levels, which is common in field investigations.
The automated calibration process successfully achieves minimization of the objective function for all observation dataset cases using reasonable ranges of values for
permeability at the 42 pilot points. Final weighted measurement objective functions
are 0.05, 164, and 20 for the liquid pressure, apparent age, and tracer concentration
scenarios, respectively. Figure 2.5 shows the synthetically generated observations
plotted against the simulated equivalents evaluated with the best-fit permeability
field for each calibration scenario. Comparisons of Figures 2.5(a1, b1, and c1) indicates that the simplified model best reproduces the liquid pressure observations
when calibrated to observed liquid pressures alone. While the error of the residuals
for each observation type cannot necessarily be compared directly to each other due
to differences in absolute observation weights, Figure 2.5 indicates that the model
calibration cannot simultaneously achieve comparably low residuals for both liquid
pressures and environmental tracer information. Figure 2.5(b2-b3) shows that the
model that is fit to apparent age data results in significant scatter in the H3 and CFC12 residuals. Similarly, Figure 2.5(c4) shows that calibration against environmental
tracer concentrations does not lead to commensurately low residuals in apparent age.
Taken together, this suggests that the form the environmental tracer information is
presented impacts the model calibration outcomes.
The best-fit kriged permeability fields for the three calibration scenarios are shown
in Figure 2.6(b-d). The calibrated permeability fields are highly simplified compared
to the true heterogeneous permeability field shown in Figure 2.6(a). This smoothing
of the small scale heterogeneity is inherent to the kriging method and is exacerbated
when a limited number of widely spaced pilot points are used. While methods other
than kriging are available to parameterize heterogeneous subsurface fields (e.g. Al33

Figure 2.4: The true simulated distributions of: (a) liquid pressure, (b) mean
groundwater age, (c) CFC-12 concentrations, and (d) 3 H concentrations in the synthetic aquifer created using the true permeability field from Figure 2.1. Filled circles
are locations of pilot points and open diamonds are locations of observation points.
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Figure 2.5: Synthetic aquifer observations plotted against the best-fit simulation
results given calibration using observations of: (a1)-(a4) liquid pressure alone; (b1)(b4) liquid pressure and apparent groundwater age; and (c1)-(c4) liquid pressure, 3 H,
CFC-12, and SF6 concentrations.
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colea, Carrera, & Medina, 2008), kriging remains a common method in groundwater
flow and transport model calibration studies that require numerous computationally
expensive model runs (Doherty, 2003). Root-mean-squared error (RMSE) between
the true log10 permeability field and the best-fit log10 permeability fields are used
to quantify the calibrated parameter accuracy (Figure 2.6(e-g)). Log10 permeability
RMSE for calibrations using observations of liquid pressures is 0.39 m2 ; liquid pressures and apparent groundwater is 0.47 m2 ; and liquid pressures and environmental
tracer concentrations is 0.36 m2 . This suggests that compared to the calibrations
that use liquid pressures alone or environmental tracer concentrations, groundwater
apparent ages deteriorate parameter calibration accuracy.

Figure 2.6: (a) True permeability field for the synthetic aquifer. (b)-(d) Best-fit
kriged permeability fields from the three calibration scenarios. (b) Calibration using
liquid pressure alone. (c) Calibration using liquid pressure and groundwater apparent ages. (d) Calibration using liquid pressure, 3 H, CFC-12, and SF6 concentrations.
Filled circles are locations of pilot points and open diamonds are locations of observation points. (e)-(f) Comparison of the true pilot point permeability values with
best-fit values when calibrating against: (e) liquid pressure alone, (f) liquid pressure
and groundwater apparent ages, and (g) liquid pressure, 3 H, CFC-12, and SF6 concentrations. Note that the R2 and RMSE values refer to log10 permeability.
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Assimilation of environmental tracer concentrations into the synthetic model calibration dataset generally results in the lowest pilot point permeability uncertainties
among the three calibration scenarios tested (Figure 2.7). Pilot point uncertainties
are highest when liquid pressures alone are used to calibrate the model with an average log10 permeability standard deviation of 0.35 m2 . Compared to the liquid pressure
calibration case, the 95% confidence interval are reduced by an average relative factor
of 0.51 when environmental tracers are used to calibrate the model with an average
log10 permeability standard deviation of 0.17 m2 . Assimilation of groundwater ages
into the synthetic model calibration dataset results in an average pilot point log10
permeability standard deviation of 0.27 m2 , which is larger than the environmental
tracer concentration case but smaller than the liquid pressure alone case. The average 95% pilot point permeability confidence intervals constrained to the groundwater
age increase by a relative factor of 0.58 when compared to the environmental tracer
concentration calibration and decrease by a relative factor of 0.22 when compared to
the pressure only calibration.
The spatial pilot point numbering scheme is shown in Figure 2.6(c). The log10
permeability uncertainty bars when calibrating to liquid pressure alone are generally
equal in size (Figure 2.7(a). Subtle spatial patterns between the pilot point location and the uncertainty reductions are present when calibrating to environmental
tracer information (Figure 2.7(b-c)). In general, pilot points that are near the environmental tracer concentration fronts show the largest uncertainty reductions, while
pilot points near the western model boundary show the smallest uncertainty reductions. In the latter case, log10 permeability uncertainties between the apparent age
and environmental tracer concentration calibrations tend to agree. When calibrating
to environmental tracer concentrations rather apparent age, the largest log10 permeability uncertainty reductions occur at pilot points near the western edge of the
environmental tracer transport fronts.
Model calibration predicts effective parameters that can differ from true parameters as a result of model inadequacies and structural errors. Thus, perfect reproduction of the true pilot point permeability values is not expected and can degrade
solute transport predictive performance when using imperfect models. To compare
the accuracy of solute transport predictions given the calibrated permeability fields,
a pulse of a conservative tracer was injected across the western input boundary for
one year (corresponding to 1950) and the concentration breakthrough curves were
recorded at each observation point. Figure 2.8 shows the relationship between the
median breakthrough times simulated with the true heterogeneous and calibrated
permeability fields at all observation points. Median breakthrough times evaluated
using the pressure-only calibration case show a large degree of scatter and deviation
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Figure 2.7: Calibrated pilot point permeability values (tic mark on left side of bars)
and linear 95% confidence intervals (vertical bars) for the synthetic aquifer. The
three scenarios correspond to calibration using: (a) observations of pressure only, (b)
observations of pressure and groundwater apparent age, (c) observations of pressure
and 3 H, CFC-12, and SF6 concentrations. σ̄ refers to the average standard deviation
across all the pilot points for the given calibration dataset. The red regions (vertical
bars with no ticks) represent the true permeability at the pilot points, which are
depicted as the 10th and 90th quartiles calculated from a 5 m × 5 m box centered
around each pilot point.
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from the truth, with a RMSE of 38.8 years and an R2 of 0.68. Adding apparent age
into the calibration improves prediction accuracy with a RMSE of 23.5 years and R2
of 0.86. Calibration with environmental tracer concentrations results in a RMSE of
14.5 years and R2 of 0.92. This suggests that calibration to environmental tracer
concentrations leads to more accurate solute transport predictions compared to the
predictions made when calibrating with groundwater apparent ages.

Figure 2.8: Comparison of the true and median breakthrough times of an artificial
tracer injection test performed using the calibrated synthetic models conditioned to
observations of: (a) liquid pressures; (b) liquid pressures and apparent age; and (c)
liquid pressures and 3 H, CFC-12, and SF6 concentrations. Each dot corresponds
to an observation point in Figure 2.4. The black solid line represents a one-to-one
correspondence (a perfect prediction) and the dashed colored lines are the best-fit
lines for the prediction.

2.6.2

Riverton Site

The Riverton site model calibrations are able to adequately match the field observation data for all calibration dataset scenarios. Final weighted measurement objective
functions are 20.0, 262, and 360 for the water level, apparent age, and tracer concentration scenarios, respectively. Varying the magnitude of the spatially uniform
infiltration flux boundary condition was required to fit observed environmental tracer
concentrations and apparent ages using reasonable prior permeability parameter values. Figure 2.9 shows the residuals between simulated and observed groundwater
levels, environmental tracer concentrations, and groundwater ages at the sampling
wells for each of the Riverton site calibration dataset scenarios. We emphasize that
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residuals for all observation data types are shown for comparative purposes and, for
example, the apparent age calibration does not assimilate environmental tracer concentration data. As is the case in the synthetic model test, the calibrated models
are best able to reproduce measured groundwater levels and have increased difficultly
jointly matching the measured environmental tracer concentrations or groundwater
apparent ages. The environmental tracer concentration calibration produces much
higher simulated mean ages (>150 years) compared to the observed apparent ages
(<60 years). Similarly, calibration against the apparent ages over predicts the tritium
observations, with residuals ranging from 0.5 TU to 13 TU.
Figure 2.10 shows the best-fit calibrated permeability fields for each of the three
calibration scenarios. Permeability values when calibrating against environmental
tracer concentrations or water levels alone range from approximately 10−10 m2 to
10−13 m2 , with a domain-averaged mean near 10−11 m2 . Pilot point permeability
estimates conditioned to apparent ages show larger spatial heterogeneity, ranging
from 10−8 m2 to 10−14 m2 , and a lower domain-averaged mean near 10−10 m2 . While
comparatively minor for the environmental tracer and liquid pressure scenarios, permeability spatial heterogeneity arises near the observation point locations. Coherent
patterns between the fields produced by calibration against environmental tracer concentrations and apparent age, however; is limited.
The linear estimates of the 95% confidence intervals for each permeability pilot
point and the spatially-constant infiltration rate parameters are presented in Figure
2.11. The permeability uncertainties are largest when water levels alone are used to
calibrate the model with an average log10 permeability standard deviation of 0.69 m2 .
Including apparent age or environmental tracer concentrations into the calibration
dataset results in average log10 permeability standard deviations of 0.47 m2 and 0.50
m2 , respectively. Relative to environmental tracer concentrations, the average pilot point permeability uncertainty is decreased by 6.0% when apparent groundwater
ages are used to calibrate the Riverton model. A reduction in permeability uncertainty when environmental tracer information, rather than water levels alone, are used
during calibration is equivalent to the synthetic test, despite the worse calibration
residuals for the Riverton model. Alternatively, the slight increase in permeability
uncertainty when environmental tracers are presented as concentrations compared to
apparent ages is in contrast to the results for the synthetic test. Close inspection of
Figure 2.11(b and c) shows that pilot point 30 undergoes the largest uncertainty reduction when apparent ages are used for calibration (see Supplementary Information
Figure 2 for pilot point numbering). All other pilot point uncertainty sizes tend to
agree between the environmental tracer concentration and apparent age calibration
scenarios.
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Figure 2.9: Riverton site observations plotted against the best-fit simulation results
given calibration using observations of: (a1)-(a4) water levels alone; (b1)-(b4) water
levels and apparent groundwater age; and (c1)-(c4) water levels, 3 H and CFC-12
concentrations.
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Figure 2.10: Best-fit kriged permeability fields for the Riverton Site calibrated using using observations of (a) groundwater levels alone; (b) groundwater levels and
apparent groundwater ages; and (c) groundwater levels and 3 H and CFC-12 concentrations. Open circles represent pilot point locations and closed diamonds represent
observation well locations.
In all calibration scenarios, the best-fit infiltration rate is decreased relative to
the initial infiltration flux (indicated by a value of 1.0) that was estimated using the
Thornthwaite relationship (Figure 2.11(d-f)). Calibrations using water levels alone,
apparent groundwater ages, and environmental tracer concentrations scale the original spatially-constant infiltration rate magnitude by 0.71, 0.75, 0.26, respectively.
The linear estimate of the 95% confidence interval for the parameter that scales the
infiltration rate is largest when pressure alone is used in the calibration dataset, with
a standard deviation of 0.345. The standard deviations are reduced to 0.036 and
0.003 when apparent groundwater ages and environmental tracer concentrations are
used to augment the water level calibration dataset. With respect to the water level
calibration, this corresponds to a 90% and 99% percent reduction in parameter uncertainty. There is a 92% percent reduction in uncertainty when using environmental
tracer concentrations, rather than apparent ages.

2.7
2.7.1

Discussion
Synthetic Test

In this study we use high-performance reactive transport modeling and automated
pilot point parameter calibration to investigate permeability and infiltration rate uncertainty changes when environmental tracer concentrations, rather than groundwater
apparent ages, are used as model calibration targets. We first perform model calibrations using a highly simplified synthetic model that contains little model structural
error. We then perform the same calibration procedures for a real field site near
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Figure 2.11: Calibrated pilot point permeability and infiltration scalar parameter
mean values (tic mark on left side of bars) and linear 95% confidence intervals (vertical
bars) for the Riverton site model. The three scenarios correspond to calibration using:
(a and d) observations of water levels only, (b and e) observations of water levels and
groundwater apparent age, (c and f) observations of water levels and 3 H and CFC-12
concentrations. σ̄ refers to the average standard deviation across all the pilot points
(or single infiltration parameter) for the given calibration dataset.
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Riverton, WY. Results from the synthetic test indicate that permeability uncertainty
estimates at pilot points are on average smaller when environmental tracer concentrations were used to calibrate the groundwater flow and reactive transport model.
The result that conversion of environmental tracer concentrations to groundwater
apparent ages leads to larger calibration-constrained permeability uncertainties is
consistent with numerous studies that indicate groundwater age is not the ideal, nor
required, calibration target for groundwater flow and transport models (Troldborg
et al., 2008; Leray et al., 2012; C. Bethke & Johnson, 2008; Suckow, 2014; Gardner
et al., 2015). Different than these previous studies, this work quantifies the relative
differences in groundwater flow and reactive transport permeability parameter uncertainty when the environmental tracer concentrations are used directly and apparent
ages are avoided.
Relative to calibration using environmental tracer concentrations directly, assimilation of apparent groundwater ages that contain potential biases and errors
is expected to degrade model calibration performance (C. Bethke & Johnson, 2008;
Suckow, 2014). Interpretation of parameter uncertainties and observation data-worth,
however; must also acknowledge that model structural errors additionally contribute
to parameter identifiability and uncertainties (Liu & Gupta, 2007; Doherty & Welter, 2010). We emphasize that the intent of this study is to investigate the relative
changes in parameter field uncertainty and predictive accuracy given various calibration datasets, rather than an analysis of the performance of a single model. We
propose that the model structural errors for both the mean age and environmental
tracer reactive transport forward models, which both utilize the advection-dispersion
equation and the same hydraulic model boundary conditions, manifest approximately
equally during calibration. By performing the model calibrations as consistent to each
other as possible, we attribute relative parameter uncertainty changes to the information content that is provided by the differing calibration datasets. This is a similar
approach taken by Zell et al. (2018) and Knowling et al. (2020) who investigate the
worth of observations in reducing groundwater flow and transport prediction uncertainties.
The result that calibration to environmental tracer information (in the forms of
concentrations directly or apparent groundwater ages) produces permeability estimates with lower uncertainties relative to calibration against liquid pressures alone
is supported by numerous studies (e.g. Schilling et al., 2019; Sanford, 2011). In
the synthetic test, even though the environmental tracer concentration transient signals are only transported approximately halfway through the model domain (Figure
2.4), all pilot points within the synthetic model show uncertainty reductions when
environmental tracer information is assimilated into the calibration dataset. This
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suggests that the environmental tracer information provides significant constraints
on the groundwater flow and transport field beyond the position of the concentration
fronts. The permeability field remains sensitive to the information that environmental
tracer measurements beyond the concentration front are at background levels and the
water is characterized by a non-unique lower tracer age limit. This insight aligns with
previous studies that find water samples dated as ‘pre-modern’ (with modern defined
as 1950) still provide significant constraints on conceptual model development and
calibrations (Solomon, Genereux, Plummer, & Busenberg, 2010; Solder et al., 2020).
The reduction in the synthetic model permeability uncertainty estimates when
augmenting liquid pressure data with environmental tracer information happens even
though calibration to liquid pressure alone produces a superior fit to the observed
pressure data (Figure 2.5). This result is consistent with liquid pressure being a
more diffusive property of the system in comparison to solute concentration. Pressure gradients propagate rapidly through the pore space and matrix (celerity), while
solute transport is governed by the laws of mass transport in the pore space alone
(velocity). Thus, pressure at an observation point tends to average the effects of heterogeneity over a relatively large volume of the aquifer, whereas tracer concentration
at a given location is sensitive to heterogeneity at a much smaller spatial scale. The
larger residuals in the environmental tracer and groundwater apparent age calibrations compared to the liquid pressure calibration illustrates the limitations in using
pressure alone to distinguish the difference between the simplified and true model
transport fields. This is exemplified in Figure 2.5(a1-a4), which shows calibration
using liquid pressure alone produces very low liquid pressure residuals, yet poorly reproduces the environmental tracer and apparent age observations. This insight aligns
with Sanford, Plummer, McAda, Bexfield, and Anderholm (2004) who calibrate a
regional-scale model to hydraulic heads and 14 C and corroborates an extensive suite
of studies that augment groundwater flow and transport model calibration datasets
with environmental tracer information (e.g. Sanford, 2011; Starn et al., 2014; Green
et al., 2010).
The difference in scales at which liquid pressure and environmental tracer observations average aquifer heterogeneity also helps to explain the seemingly discrepant
result that the calibration to liquid pressure can accurately reproduce the true pilot
point permeability values (Figure 2.6), but performs poorly when predicting solute
transport (Figure 2.8). The model calibration process determines effective model parameters based on predictive performance against observation data given an imperfect
model (Beven, 2006). For the synthetic test, the permeability field spatial variability simplifications caused by the pilot point kriging represents the principal source
of model structural error. Spatially variable permeability fields produced by kriging
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between coarsely spaced pilot points cannot capture property heterogeneity at scales
below the pilot point spacing, which is important for solute transport predictions
(Moore & Doherty, 2006). The liquid pressure observations vary smoothly in space
and are at scales commensurate with the pilot point spacing and kriged permeability
fields. Alternatively, pilot point permeabilities inferred through calibration against
environmental tracer information compensates for the kriging smoothing, leading to
improved solute transport predictive accuracy. The structural error compensation
that effective model parameters take on highlights the difficultly in directly comparing true parameters to calibrated effective parameters (Hill & Tiedeman, 2007). This,
however, is the norm in hydrogeologic modeling where the details of the subsurface
at scales commensurate to the numerical model are rarely known.
Calibration to observations of environmental tracer concentrations directly, rather
than apparent groundwater ages, results in lower pilot point permeability uncertainties in the synthetic model. Based on the notion that the observation weighting
procedure and prior parameter covariance matrix are kept consistent between all the
calibration scenarios, the posterior parameter uncertainties are predominately controlled by the sensitivity of the pilot points to the observations, or the local shape of
the Jacobian matrix. While we do not expect that model permeability is innately more
sensitive to environmental tracer concentration compared to groundwater age, biases
and differences in the observation dataset can influence the calibration process such
that the Jacobian matrices at the calibration optima are different. In the synthetic
model where there is little model structural error, the relative permeability uncertainty changes when calibrating against environmental tracer presented in the two
forms is attributed to the measurement errors inherent with apparent groundwater
age. We show that the apparent age errors ultimately propagate to post-calibration
permeability uncertainties (Figure 2.7) and cause degraded solute transport predictive
accuracy (Figure 2.8).
The relative pilot point uncertainty reductions when calibrating to environmental tracer concentrations rather than groundwater apparent age range from -0.87 to
0.23, with an average change of -0.40 (negative values indicate uncertainty reductions
when using environmental tracer concentrations; Figure 2.7). The pilot points closest
to the environmental tracer concentration fronts all tend to show significant uncertainty reductions when environmental tracer concentrations are used. This finding
is consistent with Gardner et al. (2015) who shows that groundwater samples near
the environmental tracer concentration fronts are a mixture that contains some proportion of water that is beyond the age-dating limit of the environmental tracers,
thus will result in apparent age bias. Alternatively, the synthetic model pilot points
closer to eastern output boundary and beyond the environmental concentration front
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show minor differences in uncertainty estimates between the environmental tracer
concentration and apparent age calibration datasets. This is attributed to low parameter sensitivities in this region, thus permeability uncertainties are controlled by
the prior parameter covariance term in Eq. 2.4. We note that hydrodynamic dispersion is limited to molecular diffusion throughout this study. While, we expect that
additional dispersion of age and deviance from piston-flow conditions would occur
with simulated mechanical dispersion, (McCallum et al., 2015) show that facies-scale
heterogeneity is sufficient to cause significant age distributions and bias in apparent
groundwater ages. Thus we expect that the simulated heterogeneous permeability
fields are adequate for this work.

2.7.2

Riverton Site

Similar to the synthetic test, the Riverton site calibration accurately reproduces observed water levels during all calibration scenarios (Figure 2.9). The accurate fits to
water levels is spite of calibrated permeability fields and infiltration rate magnitudes
containing significant differences among the calibration scenarios (Figure 2.10). The
inability of the water levels observations to distinguish between parameter fields again
highlights the model non-uniqueness that arises when calibrating to hydraulic head
data alone. This non-uniqueness propagates to estimated parameter uncertainties,
the largest of which occurs when calibrating to water levels alone (Figure 2.11).
While the Riverton site model qualitatively produces many observed conditions
at the site, there are numerous model limitations that are expected to be influencing the the model calibrations against environmental tracer information. Principal
among the model assumptions are the definitions of the hydrologic and transport
boundary conditions. Few measurements are available to constrain flowpaths and
environmental tracer composition west of the site. Setting this boundary condition
as no-flow is difficult to verify and has the potential to exclude groundwater bearing
environmental tracers from entering the domain. Assumptions and definition of the
spatial infiltration patterns and river boundary conditions also influence the ability of
the model to reproduce transport fields. Based on both qualitative field observations
and an initial model sensitivity test, infiltration is expected to vary spatially. Assuming a spatially constant infiltration flux likely limits the fidelity that environmental
tracer and apparent age observation data can be reproduced during model calibration.
Jointly varying both permeability and infiltration at all pilot points, however; was
beyond our computational resources and requires further testing. Another key source
of structural error for the Riverton model includes kriging between widely spaced
pilot points, which can smooth out key parameter heterogeneity that is important
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to accurately simulate environmental tracer information. In general, assimilating
environmental tracer information into model calibration datasets requires increased
model complexity and site characterization, which can be difficult or impractical to
acquire. When coupled with incorrect assumptions with regarding the details of the
transport system, assimilation of environmental tracer information has the potential
to be detrimental to the calibration process.
In the environmental tracer concentration calibration scenario, it is apparent that
the best-fit calibrated parameters cannot explain both CFC-12 and 3 H observations
(Figure 2.9). Each environmental tracer observation is weighted by the the inverse
of its expected error, thus the two CFC-12 observations have far less influence on
the model calibration compared to 10 3 H observations. To adequately simulate the
observed 3 H concentrations given the permeability and infiltration definitions, model
simulations mix pre-modern water with modern water. This produces an age distribution that differs from piston-flow, as illustrated by the significantly older simulated
mean ages for the environmental tracer concentration calibration scenario. Simulating the high CFC-12 observation (2.1 pmol/kg) cannot readily be achieved through
mixing a significant portion of CFC-free, pre-modern water with modern water. In
addition to model inadequacies, errors in the environmental tracer field observations
caused by differences in the well screens are also a potential source of these discrepancies (Visser et al., 2013). The two CFC-12 observations are from wells with a 0.3
m screened interval while the 3 H observations are from wells with screens that range
from 0.3 m to 1.5 m. Thus, less pumping induced mixing is expected for the CFC-12
observations, compared to the tritium observations.
Calibration against environmental tracer information presented as concentrations
versus apparent ages produce significantly different parameter values (Figure 2.10).
Compared to calibration against apparent ages, the mean of the permeability field
and the infiltration rate are smaller when calibrating to environmental tracer concentrations. The smaller parameters effectively slow the transport velocities and moves
the the system beyond the piston-flow age dating range. As noted above, the model
was unable to match the full range of 3 H observations while maintaining simulated
mean ages below 70 years. Alternatively, the apparent age calibration results in larger
permeability and infiltration rates, causing larger groundwater velocities and younger
simulated mean ages that can closely match inferred apparent ages. Although not
tested in this work, the older mean ages simulated during the environmental tracer
calibration scenario can potentially be explained with an exponential age distribution,
which is typically expected in unconfined aquifers (Cook & Herczeg, 2000).
Jointly varying the infiltration rate along with the spatially variable permeability
was critical to adequately fit both environmental tracer concentrations and apparent
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ages. This is supported by multiple studies that constrain both hydraulic and transport numerical model parameters using environmental tracer information (e.g. Starn,
Bagtzoglou, & Green, 2015; Zell et al., 2018). During tests that treat the infiltration rate as constant, model calibrations could not fit the full range of tritium and
apparent age observations without introducing significant permeability heterogeneity, which exceeded what was supported by the prior distributions. The reduction
in the infiltration rate magnitudes during all model calibrations agrees with studies
that suggest the Thornthwaite relationship underestimates the evapotranspiration in
semi-arid regions (Van Der Schrier, Jones, & Briffa, 2011). The large infiltration rate
uncertainty when using water levels alone for model calibration agrees with studies
that show hydraulic observations cannot uniquely constrain subsurface conductivity
and recharge parameters (Knowling & Werner, 2016). While the very small postcalibration infiltration parameter uncertainties obtained when calibrating to environmental tracer information are likely overly optimistic compared to the true variability
that is expected for infiltration, the large uncertainty reductions relative to the prior
reflect the high model sensitivity to this parameter. We again highlight that this
work only considers relative changes between the different calibration scenarios. We
expect that more robust estimates of infiltration parameter uncertainties would require non-linear parameter uncertainty techniques and testing of multiple, competing
conceptual models (e.g. Tonkin & Doherty, 2009; Linde, Ginsbourger, Irving, Nobile,
& Doucet, 2017).
The Riverton site model shows that significant model structural errors can preclude the influence that apparent age uncertainty has on inferred permeability parameter uncertainties, as suggested by the synthetic model. This is exemplified by the
large and approximately equal estimated permeability uncertainty regions when calibrating to either environmental tracer concentrations or apparent ages (Figure 2.11).
This insight agrees with Knowling et al. (2020) who suggest calibrating against tritium observations can deteriorate model performance when model structural error is
large. Model structural errors cause the calibration to compensate through estimation of effective model parameters, which can be differ widely from the modeler’s a
priori expectation of reasonable parameter values. The varying optimal model parameters, despite similar uncertainty regions, when calibrating to either apparent age
or environmental tracer concentrations highlights the need to investigate predictive
model performance in addition to model parameter uncertainties when evaluating
observation data worth (e.g. Zell et al., 2018).
We use the calibrated permeability field accuracy and relative pilot point and
infiltration parameter uncertainty changes as a proxy for environmental tracer data
worth in constraining groundwater flow and transport models. In the synthetic test,
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we expect that rather than compressing observed 3 H, CFC-12, and SF6 concentrations at a single observation point into a scalar groundwater age, maintaining all
three of the environmental tracer concentrations within the calibration dataset provides additional unique information that facilitates parameter field falsification and
uncertainty reductions. Troldborg et al. (2008) also suggests that a needless loss of
information occurs when converting multiple environmental tracers into a single age
estimate. Unlike the synthetic model, groundwater ages at the Riverton site sampling wells are determined from a single environmental tracer measurement. Based
on the disparity between the apparent ages and simulated best-fit mean ages when
calibrating against environmental tracer concentrations, environmental tracers that
provide information on longer residence time groundwater should be prioritized for
future work at the site. This aligns with previous work that illustrate the value of
using a diverse set of environmental tracers that contain unique information (Leray
et al., 2012). However, we add the caveats that assimilation of different sources of
information can pose potential problems for model calibrations. While age intrinsically has a unique input signal, the 3 H and CFC-12 signals are non-unique. There
also is potential for non-conservative transport of environmental tracers, that when
not accounted for in the model, is expected to propagate into model outcomes and
uncertainty estimates.
The two presented models taken together suggest that calibrated groundwater flow
and transport parameter uncertainties are a function of the potential biases and errors
introduced through groundwater age dating. This result is based on groundwater age
dating that assumes piston-flow conditions. Piston-flow apparent ages can contain
excess bias compared to mean ages inferred using assumed residence time distributions the allow for a mixture of ages (Marçais et al., 2015). For instance, regarding
the synthetic aquifer tests, Gardner et al. (2015) shows that the bias in piston-flow
apparent ages decreases when a full 3-D model is used, in contrast to a 2-D model.
McCallum et al. (2014) further shows that synthetic Gaussian-based heterogeneous
permeability fields lead to higher bias in apparent age estimates when compared to
permeability fields created using training image based geostatistical methods. Calibrating to a mean age observation that better approximates that of the true age
distribution is expected to reduce the discrepancy between the groundwater age and
environmental tracer concentration calibration results. In accounting for the limitations in piston-flow apparent groundwater ages and the model structural errors
previously discussed, we postulate that the relative uncertainty reductions reported
here do not represent the lower limit that can be obtained when mean age of a sample
is robustly quantified. However, it must be considered that calibration to groundwater age always requires an assumption regarding the age distribution of a sample.
50

While inferred mean ages have been shown to be relatively insensitive to the choice
of the age distribution (Green et al., 2014; Eberts et al., 2012), our results support
previous works that suggest it is not necessary to make any assumption regarding
the age distribution (e.g. C. Bethke & Johnson, 2008; Suckow, 2014). Rather than
relying on observations of groundwater age, the environmental tracer concentrations
can be directly assimilated into reactive transport model calibrations.

2.8

Conclusions

This study demonstrates the relative changes in permeability and infiltration parameter uncertainty estimates when calibrating groundwater flow and reactive transport
models using groundwater apparent age versus environmental tracer concentrations.
We use high-performance computing and a massively parallel flow and transport code
to directly simulate a suite of environmental tracer concentrations and groundwater
mean age information using the full advection-dispersion equation. This simulated environmental tracer information is then matched with measured environmental tracer
concentrations or inferred apparent mean age during model calibrations.
We perform model calibration tests in both a synthetically generated idealized
aquifer and a shallow alluvial aquifer located at a field site near Riverton, WY.
In the idealized synthetic aquifer model, assimilation of environmental tracer concentrations into model calibration datasets reduces permeability field uncertainties
when compared to calibration against apparent groundwater ages. These calibrated
parameter uncertainty reductions are attributed to the model directly matching the
environmental tracer observations, thus effectively bypassing potentially questionable
assumptions associated with the calculation of groundwater age from environmental
tracer concentrations. Alternatively, the infiltration rate parameter uncertainties are
improved when calibrating to environmental tracer concentrations directly for the
Riverton field site model, but the pilot point permeability uncertainty estimates remain similar between the environmental tracer data assimilation scenarios. The lack
of clear uncertainty reductions in pilot point permeability values suggests that model
structural error can mask the degree of model degradation that can be expected
when assimilating uncertain groundwater apparent ages into calibration datasets.
This work provides insight on the full information content of environmental tracers in
constraining groundwater flow and transport parameter distributions. Our findings
suggest that utilizing environmental tracer concentrations directly in model calibration procedures can lead to estimates of heterogeneous permeability fields and infiltration rates with lower uncertainties and improved prediction accuracy. The amount
of parameter uncertainty reductions, however; is a function of the structural errors
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in the groundwater flow and transport model and highlights the need for improved
techniques to assimilate uncertain environmental tracer information into imperfect
models. Reducing groundwater parameter non-uniqueness with environmental tracers is essential to make robust forecasts of future conditions.
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Chapter 3
Quantifying Subsurface Parameter and Transport
Uncertainty Using Surrogate Modeling and
Environmental Tracers1

3.1

Abstract

We combine physics-based groundwater reactive transport modeling with machine
learning techniques to quantify hydrogeologic model and solute transport predictive
uncertainties. We train an artificial neural network (ANN) on a dataset of groundwater hydraulic heads and 3 H concentrations generated using a high-fidelity groundwater reactive transport model. Using the trained ANN as a surrogate model to
reproduce the input-output response of the high-fidelity reactive transport model, we
quantify the posterior distributions of hydrogeologic parameters and hydraulic forcing
conditions using Markov-chain Monte Carlo (MCMC) calibration against field observations of groundwater hydraulic heads and 3 H concentrations. We demonstrate the
methodology with a model application that predicts Chlorofluorocarbon-12 (CFC12) solute transport at a contaminated site in Wyoming, USA. Our results show that
including 3 H observations in the calibration dataset reduced the uncertainty in the
estimated permeability field and infiltration rates, compared to calibration against
hydraulic heads alone. However, predictive uncertainty quantification shows that
CFC-12 transport predictions conditioned to the parameter posterior distributions
cannot reproduce the field measurements. We found that calibrating the model to
hydraulic head and 3 H observations results in groundwater mean ages that are too
large to explain the observed CFC-12 concentrations. The coupling of the physicsbased reactive transport model with the machine learning surrogate model allows us
to efficiently quantify model parameter and predictive uncertainties, which is typically
computationally intractable using reactive transport models alone.
1
Submitted to Hydrological Processes with co-authors W. Payton Gardner, Marco P. Maneta,
and Douglas J. Brinkerhoff
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3.2

Introduction

Predicting the evolution of groundwater quality at contaminated sites is a foremost
concern for current and future water resource management. Yet, field-scale contaminant transport that spans decadal to century-long timescales is impractical to
directly measure and remains uncertain (Hammond & Lichtner, 2010; Dam et al.,
2015; Zachara et al., 2013). It is increasingly apparent that aquifer biogeochemical
conditions and contaminant transport dynamics are influenced by groundwater flow
with varying residence times (Manning, Mills, Morrison, & Ball, 2015; Bea et al.,
2013; Visser, Broers, Van Der Grift, & Bierkens, 2009). For instance, groundwater
flow with multi-decadal residence times can impact contaminant reactive chemistry
processes (Green, Böhlke, Bekins, & Phillips, 2010; Liao, Green, Bekins, & Böhlke,
2012) and is requisite understanding to estimate transport velocity distributions used
to predict contaminant flushing timescales (Manning et al., 2015; Sanford & Pope,
2013; Bohlke & Denver, 1995). Nonetheless, our understanding of groundwater flow
and transport at the field-scale is complicated by the limited observations that are
sensitive to groundwater with decadal and longer residence times (Zell, Culver, & Sanford, 2018; Gardner, Hammond, & Lichtner, 2015). Further investigation on the role
that uncertainties in long-residence time groundwater transport have on field-scale
solute transport predictions and predictive uncertainties is needed.
Physics-based numerical models are among the most powerful tools available to
assimilate long-residence time groundwater into predictions of subsurface transport
(Steefel, DePaolo, & Lichtner, 2005; Li et al., 2017). Given that numerical models
are imperfect representations of complex groundwater systems, model calibration using field observations is key to estimate effective model parameters and make solute
transport predictions (Doherty, 2015; Hill & Tiedeman, 2007). Model calibration
against hydraulic head data alone cannot constrain the groundwater transport velocity fields and leads to poor solute transport predictive performance (Thiros, Gardner,
& Kuhlman, 2021; Portniaguine & Solomon, 1998). Augmenting calibration datasets
with observations of solute concentrations has been shown to improve estimates of
the parameters and processes that control solute transport (e.g., Schilling, Cook, &
Brunner, 2019). While injection tracer tests provide solute transport information
locally around a well gallery (e.g., Ma et al., 2014), these methods are limited by
the time frames of the field campaign and often cannot constrain field-scale processes
and parameter heterogeneities. Alternatively, environmental tracers are naturally applied over timescales that range from years to centuries and act as a proxy for solute
transport that integrates heterogeneity over broad spatial scales (Cook & Herczeg,
2000; Suckow, 2014). Environmental tracer observations are commonly assimilated
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into groundwater model calibration datasets (Sanford, Plummer, McAda, Bexfield, &
Anderholm, 2004; Portniaguine & Solomon, 1998), with many studies reporting subsequent improvements in hydrogeologic parameter estimates and system hydraulic
forecasts (Green et al., 2010; Thiros et al., 2021; Sanford, 2011; Starn, Green, Hinkle,
Bagtzoglou, & Stolp, 2014). With respect to field-scale solute transport predictions,
Curtis, Davis, and Naftz (2006) and Åkesson, Bendz, Carlsson, Sparrenbom, and
Kreuger (2014) utilize measured tritium (3 H) at contaminated field sites to calibrate
hydraulic model parameters of reactive transport models that simulate uranium and
nitrate, respectively. Despite the prevalence of studies that assimilate environmental
tracer observations into model calibration datasets, quantification of model parameter and subsequent solute transport predictive uncertainties has received much less
attention.
Theoretical and applied studies have shown that model structural errors, observation data uncertainty, and calibration non-uniqueness degrade groundwater model
calibration performance and lead to uncertain predictions (Hill & Tiedeman, 2007; Liu
& Gupta, 2007). Calibration non-uniqueness is caused by the inability of field data
to constrain the full set of, and correlations between, groundwater flow and transport
model parameters and processes (Linde, Ginsbourger, Irving, Nobile, & Doucet, 2017;
Doherty & Welter, 2010). Calibration non-uniqueness manifests in many plausible
models that can equally fit observation data, thus, interpreting a best-fit model is
often fraught and leads to poor predictive performance (Beven, 2006; Hunt, Doherty,
& Tonkin, 2007). Quantifying the parameter and resulting model predictive uncertainties, however; remains a challenging task. Typical groundwater model calibration
and uncertainty quantification using deterministic methods requires the assumption
of model linearization and Gaussian model errors (Tarantola, 2005; Doherty, 2015).
However, the non-linearity in the mathematical equations that describe groundwater solute transport and variably saturated flow calls into question the application
these simplified uncertainty analysis methods. Studies report parameter uncertainties quantified using using linear approximations can significantly differ from those
estimated using more robust Monte Carlo methods (Zell et al., 2018; Yoon, Hart, &
McKenna, 2013; Gallagher & Doherty, 2007). Improved uncertainty quantification
methods are needed to investigate the impact that including environmental tracer observations that constrain groundwater flow and transport over long temporal scales
has on field-scale solute transport predictions and predictive accuracy.
Markov chain Monte Carlo (MCMC) is generally considered the most robust
method to perform model calibration and uncertainty analysis (Linde et al., 2017).
However, MCMC analysis is computationally intensive and often remains intractable
to perform using field-scale groundwater flow and transport models (Yoon et al., 2013;
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Tonkin & Doherty, 2009). Machine learning based surrogate models that are trained
to emulate the input-output response of the high-fidelity groundwater flow and transport model can be used to investigate groundwater system processes and perform
uncertainty quantification at a fraction of the computational cost compared to the
original physics-based model (Razavi, Tolson, & Burn, 2012; Asher, Croke, Jakeman,
& Peeters, 2015). For instance, Laloy and Jacques (2019) and Fienen, Nolan, Kauffman, and Feinstein (2018) compare the ability of multiple surrogate models to emulate
physics-based reactive transport models at the column scale and groundwater flow at
regional scale, respectively. Recent studies extend the use of groundwater flow and
transport surrogate models to perform MCMC analysis to solve the inverse problem
that identifies groundwater contaminant source regions (Zhou & Tartakovsky, 2020;
Mo, Zabaras, Shi, & Wu, 2019) and infer subsurface hydraulic conductivity fields (Mo,
Zhu, Zabaras, Shi, & Wu, 2019; Rajabi, 2019; Cui et al., 2018; Xu, Valocchi, Ye, &
Liang, 2017). To our knowledge, no study has applied surrogate modeling to emulate
transport of environmental tracers at the field scales and performed subsequent solute
transport predictive uncertainty analysis.
In this work, we develop an artificial neural network (ANN) surrogate model that is
trained to simulate groundwater levels and 3 H concentrations at a contaminated field
site near Riverton, WY. We utilize a high-fidelity, physics-based groundwater flow and
transport model to generate the dataset used to train the surrogate model. Using
the trained surrogate model as the forward simulator, we perform MCMC calibration
to infer uncertainties in subsurface property and hydraulic boundary condition parameters, conditioned on field observations of groundwater levels and 3 H observations.
Ensembles of groundwater mean age and Chlorofluorocarbon-12 (CFC-12) predictions
evaluated using the high-fidelity model and samples from the calibrated parameter
posteriors are used to estimate predictive solute transport uncertainties. To investigate the influence that 3 H observations that can constrain groundwater transport
at the multi-decadal timescales has on solute transport predictive performance, we
perform the same MCMC model calibration and predictive analysis using water level
observations alone. Through comparison of the model predictive uncertainties given
the two calibration datasets, we are able to explore the role that long-residence time
groundwater has on solute transport processes at the Riverton site.
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3.3
3.3.1

Methods
Site Description

The Riverton site is located ∼3 km south-west of Riverton, WY on the Wind River
Indian Reservation (Figure 3.1). Contamination at the Riverton site is sourced from
a former Uranium and Vanadium processing mill that was active between 1958 and
1963. Despite tailings remediation in 1989 and a risk assessment that predicted natural flushing of the groundwater contaminants would occur within 100 years, elevated
Uranium concentrations persist within the shallow alluvial aquifer (DOE, 1998; Dam
et al., 2015). A significant amount of groundwater flow and solute transport research
has been performed and is on-going at the Riverton site to better understand the
Uranium plume dynamics (e.g., DOE, 2015; Byrne et al., 2020).

Figure 3.1: (Left) Map of the Riverton site study area located in west-central
Wyoming on the Wind Indian Reservation, as indicated by the red star in the inset
map. The yellow outline represents the former milling site and the colored elevation
map delineates the extent of the numerical model domain. Red diamonds are locations
of observations wells finished within the shallow alluvial aquifer and open circles are
locations of permeability parameter pilot points. (Right) 3-D numerical model domain
of the Riverton site showing the lithology layers included within the model. The zdimension is exaggerated by a factor of 10 to show detail.
The Riverton site has an area of ∼7 km2 and is on an alluvial terrace at ∼1500 m
elevation within the Wind River Basin. The climate is arid to semi-arid with an annual
mean temperature of 8 ◦ C and precipitation of 200 mm that predominantly occurs as
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winter snow and summer rain (DOE, 2015). The surface hydrology is characterized
by the Wind River to the north and Little Wind River to the south. Both the Wind
River and Little Wind River experience peak and base flows in June through July
and September through February, respectively. The Wind River Basin is composed
of interbedded Eocene age sandstone and shale layers (DOE, 1998). Groundwater
flows in the southeast direction through three predominant aquifers (DOE, 1998):
(1) a 4 to 6 m thick unconfined aquifer comprised of sands, gravel, and silt; (2) a
middle semi-confined 5 to 9 m thick sandstone aquifer; and (3) a deep 15 to 20 m
thick confined sandstone aquifer. Confining units are composed of shale and have
thicknesses up to 10 m.

3.3.2

Observation Datasets

Field observation datasets are presented in detail within Thiros et al. (2021). The
U.S. Department of Energy (DOE) has performed extensive site characterization at
the Riverton site, which includes the installation of numerous groundwater wells and
regular groundwater sampling (DOE, 1998, 2015). Throughout this work, observation
datasets are from 25 wells finished within the shallow alluvial aquifer. We use a total
of 166 water level measurements distributed among the 25 wells for the years 2015 to
2019. The observed water levels are point measurements in time and space and were
recorded using a water level tape.
The groundwater 3 H and CFC-12 environmental tracer observations are from two
separate datasets. Six groundwater 3 H observations from 2015 were collected and
analyzed by DOE-Legacy Management (DOE, 2015). An additional 22 groundwater
3
H, CFC-12, and dissolved noble gas samples were collected in 2019 and 2020 from
May to October. Sampling was performed following U.S. Geological Survey procedures (https://water.usgs.gov/lab) and chemical analysis was performed at the
University of Utah Noble Gas Laboratory following procedures presented in Thiros
et al. (2021). CFC-12 concentrations are corrected for excess air calculated using
the measured Ne, Ar, Kr, and Xe aqueous noble gas concentrations and the closedequilibrium excess air model (Aeschbach-Hertig, Peeters, Beyerie, & Kipfer, 1999).
Due to expected microbial degradation of CFC-11 and CFC-113, we only use CFC-12
concentrations, which are less likely to be biochemically altered (Cook & Herczeg,
2000).
The atmospheric 3 H concentration histories for the Riverton site are inferred from
the dataset presented in Michel, Jurgens, and Young (2018) then extended forward in
time to 2020 through regression against the Ottawa timeseries. Similarly, atmospheric
CFC-12 concentrations are taken from the compiled northern hemisphere timeseries
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in Bullister (2017) then extended to the year 2020 using measurements made at the
NOAA Niwot Ridge Observatory. The atmospheric CFC-12 concentrations are converted to aqueous concentrations in precipitation using Henry’s Law at a temperature
of 7 ◦ C and elevation of 1502 meters.

3.3.3

High-Fidelity Forward Model

Transient and 3-D groundwater flow and environmental tracer transport at the Riverton site is simulated using the PFLOTRAN software (Hammond, Lichtner, Lu, &
Mills, 2012; Hammond, Lichtner, & Mills, 2014). PFLOTRAN is a physics-based
numerical model that solves the fully distributed Richards’ equation for subsurface
water flow and the advection-dispersion equation for solute transport. Further details
on the Riverton site PFLOTRAN model are presented in Thiros et al. (2021) and
briefly described here.
The numerical model domain has an area of approximately 10 km2 and extends
19 m into the subsurface (Figure 3.1). Land surface topography of the model was derived from a 1 m resolution digital elevation model (DEM). Model hydrostratigraphic
units were simplified to surficial sand and gravel alluvium and underlying sandstone
layers (Figure 3.1). Simulated groundwater levels and environmental tracer concentrations were insignificantly changed when the model included the deeper confined
aquifer. The numerical domain is discretized with lateral resolution of nominally 20 m
× 20 m that is further refined to ∼5 m approaching the observation well locations.
The upper soil and alluvium model layer is discretized into 3 sub-layers that are each
3 m thick and the lower sandstone is a single 10 m thick model layer (Figure 3.1). The
western model boundary approximates a groundwater flowline and is assigned no flow
boundary conditions. A no-flow boundary condition is also applied to the base of the
model. All other model boundaries (described below) are hydrologically active with
boundary condition transience applied at monthly timesteps from the years 1950 to
2020.
The northern and southern model boundaries correspond to the Wind River and
Little Wind River, respectively. Hydrostatic boundary conditions that extend from
the base of the model to the water surface elevations are applied for the length of both
rivers. Transient water surface elevations along the length of the river are extrapolated
from the downstream USGS gauging stations using the linear model
S(l, t) = R · l + S(l = 0, t),

(3.1)

where S(l, t) is the estimated river water surface elevation [L] at time t [T] and distance
upstream from the USGS gauging station l [L]; R is the water surface elevation slope
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Table 3.1: Table of PFLOTRAN model parameters.
Parameter Value Unit
3
Ht1/2
12.3287
yr
ω
0.39
−9
2
Dm
10
m /s
−4
α
10
Pa−1
m
0.5
-

Description
Tritium half-life
Tortuosity
Molecular Diffusion Coefficient
van Genuchten Parameter
van Genuchten Parameter

[L/L]; and S(l = 0, t) is the measured water surface elevation at the USGS gauging
station [L]. Eq. 3.1 is solved separately for the Little Wind River (R=lwr) and Wind
River (R=wr). While R is varied during the calibration process, the a priori value
is calculated as the average land surface elevation slopes along the river corridors
delineated using the DEM (Table 3.2). For times that precede the USGS gauging
station measurements, S(l = 0, t) is approximated as the monthly average of the full
measurement records. The eastern model boundary similarly applies a hydrostatic
head boundary condition throughout the full depth profile. Here, the water table
elevation is linearly interpolated between the estimated Wind River and Little Wind
River water surface elevations given by Eq. 3.1.
The PFLOTRAN model includes groundwater flow and transport through both
the variably saturated vadose zone and fully saturated aquifers and aquitards. Water
infiltration into the soil is approximated as temporally variable and spatially homogeneous. The infiltration rates I(t) (L/T) that are applied to land surface using a
specified Neumann flux boundary condition are in the form:
I(t) = γ · Ith (t),

(3.2)

where γ is a multiplier that scales the base infiltration rate Ith (t) [L/T]. Ith (t) is calculated as the difference between precipitation rates measured at the Riverton, WY
airport (∼10 km away) and evapotranspiration rates evaluated using the Thornthwaite equation (Thornthwaite, 1948). To approximate snowpack processes, we adjust
the measured precipitation totals such that precipitation accumulates over days with
average temperatures below 0 ◦ C. The accumulated water is then applied to observed
precipitation totals for the next day with an average temperature above 0 ◦ C. For the
variably saturated flow, the van Genuchten characteristic function (van Genuchten,
1980) is used to relate fluid pressure to effective saturation and the Mualem relation
(Mualem, 1976) is used to relate effective saturation to relative permeability. The
empirical characteristic function fitting parameters m and α are taken from the lit70

erature (Dingman, 2015) and previous modeling studies for the Riverton site (DOE,
1998) (Table 3.1).
The environmental tracer aqueous concentration histories (described in Section
3.3.2) are applied to the hydrologically active boundaries using a Dirichlet zerogradient transport boundary condition. This boundary condition applies a specified
concentration (Dirichlet type boundary) for water entering the domain and a zerogradient Neumann flux condition for water discharging from the domain. We assume
that groundwater entering the sides of the domain deeper than 6 m (two model layers)
below the river surface water elevations is pre-modern and does not contain CFC-12
nor 3 H. While this assumption is difficult to verify with direct field observations, simulations that applied atmospheric environmental tracer concentrations along the full
depth profile below the rivers introduced an unrealistic amount of tracer concentration
into the deep model layers.
The porosity (nss ) and permeability (kss ) fields of the sandstone model layer are
assumed homogeneous. The hydrogeologic properties of the shallow soil and gravel
layers are considered spatially homogeneous for porosity (nsoil ) and heterogeneous for
permeability (ksoil ). The heterogeneous permeability field is parameterized using the
pilot point method, which only varies permeability at discrete locations known as
pilot points (Doherty, 2003). To limit the number of parameters, we place 25 pilot
points on an unstructured grid with a density that approximates the observation well
density (Figure 3.1). The 3-D log10 permeability field is created by interpolating
between pilot points using Ordinary Kriging with an exponential variogram, unit
standard deviation for the sill, and isotropic correlation lengths of 800 m in the x
and y directions and no variation in the z direction. These correlation lengths were
chosen such that all model cells were within approximately 1 correlation length of a
pilot point. Hydrodynamic dispersion is limited to molecular diffusion as model tests
that included mechanical dispersion had minor impacts on environmental transport
compared to the variance in model calibration parameters and boundary conditions.
Fixed parameters used in the high-fidelity PFLOTRAN model (hereinafter referred as high-fidelity model) are summarized in Table 3.1. Uncertain parameters
(described above) that are varied during surrogate model creation and MCMC analysis are collected into the vector m:
p
m = [nsoil , log10 kss , nss , γ, lwr, wr, log10 ksoil
],

(3.3)

p
where log10 ksoil
is the permeability of pilot point number p ∈ [0, 1, ..., 25]. Table 3.2
shows the parameter prior mean values that are based on previous site characterization (DOE, 1998, 2012, 2015). While the high-fidelity model is spatially distributed,
we simplify our work flow to only record simulated groundwater levels and 3 H con-
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Table 3.2: Mean, upper, and lower bounds of the uncertain model parameters.
log10 ki refers to the 25 soil pilot point permeabilities.
Parameter

Units

Mean

Lower

Upper

Description

nsoil
log10 kss
nss
γ
lwr
wr
log10 ki

%
m2
%
−
m/km
m/km
m2

30.0
-15.0
17.5
1.0
1.1
2.6
-11.0

20.0
-17.0
10.0
0.0
0.6
1.3
-14.0

40.0
-13.0
25.0
2.0
1.6
3.9
-8.0

Soil Porosity
Sandstone Permeability
Sandstone Porosity
Infiltration Multiplier
Little Wind River Grad.
Wind River Grad.
Soil Permeability

centrations at times and locations that match the observation dataset (Section 3.3.2).
Let dobs = [ht,x , 3 Ht,x ] be a vector that contains the field observations of groundwater levels h [m] and 3 H concentrations [TU] sampled on date t and well location x.
Simulated equivalent predictions of dobs from the high-fidelity model evaluated with
parameter vector realization mi are represented as dsim
i .

3.3.4

Neural Network Surrogate Model

A single high-fidelity model run takes up to 10 minutes when distributed over 144
computational cores. Scaling these runtimes to a full MCMC calibration that requires
up to 100000 model evaluations performed sequentially quickly becomes intractable.
To reduce the overall computational expense required by MCMC model calibration
and uncertainty analysis, we train an artificial neural network (ANN) surrogate model
that approximates the input-output response of the high-fidelity model. Rather than
other surrogate modeling techniques (such as Guassian Processes and Polynomial
Chaos Expansion), an ANN was chosen due to their flexibility in learning strong
model non-linearity and high-dimensional outputs (Asher et al., 2015). While many
types of ANN have been effectively trained to emulate hydrologic problems (e.g., Shen,
2018), they have been used less frequently to emulate groundwater solute transport
models at the field scales. In this work, our ANN surrogate model is a deep, but
narrow, multi-layer perceptron (MLP). MLP are built as a sequence of layers, each
with a number of nodes that are fully connected to all nodes in the previous layer
(e.g., Lecun, Bengio, & Hinton, 2015). MLP map from an input parameter layer to
an output prediction layer by constructing a series of transformations in the form
al = ReLU (al−1 Wl + bl ),
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(3.4)

where al is a vector of node activations in the current layer l, al−1 are the node
activations from the preceding layer, Wl and bl are the trainable weight matrices and
bias vectors, respectively, and ReLU is the Rectified Linear Unit activation function.
The first input layer (a0 ) of the MLP has 31 nodes, where each node holds one of
the uncertain model parameters in m. The final output layer has 194 nodes that
correspond predictions of water levels (N=166) and 3 H concentrations (N=28) at all
observation well coordinates and sampling times. Thus, each node in the output
layer can be directly compared to its commensurate field observation in dobs and the
(described above). Between the input and
high-fidelity model output vector dsim
i
output layers, the MLP has 4 hidden layers, each with 1048 nodes. The structure
and hyperparameters of the ANN were determined through manual trail and error
tuning. Final water level and 3 H predictions from the complete surrogate model
N
evaluated with parameters θ = W, b are notated as dAN
.
i
Training of the MLP refers to tuning the weight and bias parameters in Eq. 3.4
such that the differences in predictions made by the MLP and the high-fidelity model
are minimized. Thus, the data required to train the MLP are generated directly from
the high-fidelity model. In particular, we assume the uncertain model parameters
in m come from a uniform distribution with upper and lower bounds given in Table
3.2. The parameter upper and lower bounds are designed to reflect the the parameter
variations measured at the Riverton site, but are enlarged to account for unknown
model structural errors and to decrease the likelihood that the trained surrogate
model extrapolates during the subsequent MCMC calibration. We then sample 30000
realizations of m from a quasi-random Sobol sequence that spans the parameter
uniform distributions (Sobol, 1998; Brinkerhoff, Aschwanden, & Fahnestock, 2021).
Parameter sampling in this way has advantages over random sampling in that the
entire parameter space is filled with points that are optimally spread apart, which
is critical when a limited number of model runs are being used. High-fidelity model
runs that did not converge in a reasonable time were terminated and not included
in the training data ensemble. Thus, the final training data ensemble consists of
approximately 25000 parameter realizations mi and the associated high-fidelity model
outputs dsim
i .
The surrogate model is trained to approximate the mapping from mi (features)
to dsim
(predictors) by minimizing the mean-squared error (MSE) loss function
i
I(θ) =

N
1 X
N 2
(dsim − dAN
),
i
N i=0 i

(3.5)

where N is the number of training examples. Gradients of Eq 3.5 with respect to
θ are calculated using reverse mode automatic differentiation within the Tensorflow
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Python library. Minimization of Eq. 3.5 and optimization of the MLP parameters θ
is then achieved using the ADAM variant of stochastic gradient descent and a batch
size of 64. For all MLP model scenarios (described below) we train for a total of 2000
epochs and an initial learning rate of 0.1 that is exponentially decreased every 100
epochs. As a regularization mechanism to prevent overfitting, we apply dropout at a
rate of 10% after the hidden layer activation functions in each hidden layer. All ANN
input features and output predictors were standardized to have a zero mean and unit
variance prior to training.
Evaluating the performance of the MLP requires that the full 25000 member
training data ensemble is split into a subset that is used for training and a subset
that is used to validate the MLP predictions. Because the MLP model performance
can be a function of how the full dataset is partitioned, we train and validate multiple
MLP models using different training-validation splits. In particular, we train 5 MLP
networks that have equivalent architectures, but different training and validation
sets that are generated using 5-fold cross-validation applied to the full training data
ensemble (e.g., Fienen et al., 2018). In doing so, all points within the full training
ensemble are seen in both the training and validation sets. The validation root-mean
squared errors (RMSE) of the 5 MLP models are averaged to estimate the total MLP
accuracy. The final MLP model that is used for subsequent MCMC analysis is trained
using the full 25000 training ensemble dataset.

3.3.5

MCMC Model Calibrations

Bayesian model calibration is a widely used method to infer the posterior distribution
of uncertain model parameters m given observation data dobs (Linde et al., 2017).
The posterior parameter distribution P (m|dobs ), which represents our updated belief
in model parameters after considering both observation data and prior knowledge
regarding parameters, is quantified using Bayes’ theorem
P (m|dobs ) ∝ P (dobs |m)P (m),

(3.6)

where P (m) are the prior parameter distributions and P (dobs |m) is the likelihood of
the observations given a parameters set. Computing the left-hand side of Eq. 3.6
is intractable and must be approximated using numerical methods. In this work,
parameter posterior distributions are quantified using a MCMC method that directly
draws discrete samples from the posterior distributions.
The prior distributions reflect the state of knowledge on the parameters before
considering the observation data. The a priori parameter mean values are established
from previous characterization of the Riverton site (Table 3.2). Following (Brinkerhoff
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et al., 2021), we define the prior uncertainties using scaled Beta distributions
m − BoundL
∼ β(α = 2, β = 2),
BoundU − BoundL

(3.7)

where BoundL and BoundU are the lower and upper parameter bounds in Table 3.2.
Beta distribution priors put higher probability density on values in the center of the
distribution, which corresponds to the a priori parameter mean. However, these priors are vague enough to allow a range of plausible parameters, which is important
because unknown model structural errors lead to model calibration parameter estimates that are at incommensurate scales with field-based measurements (Doherty
& Welter, 2010). Furthermore, the Beta distributions priors have zero probability
density beyond the upper and lower parameter limits. This is advantageous because
the surrogate model will not extrapolate to parameter values outside the training
ensemble upper and lower bounds.
The likelihood is a measure of goodness of fit between the field observations and
an equivalent model prediction. Evaluating the likelihood provides a method to falsify parameter samples drawn from the prior distribution using observation data.
Typically, quantifying the likelihood assumes a Gaussian error model (or data noise
distribution) that is parameterized using estimates of the assumed observation errors
(Linde et al., 2017). In this work there is the added complexity that we are using
an imperfect surrogate model to approximate the high-fidelity model (which is also
imperfect) during the MCMC analysis. While we do not directly account for the
epistemic uncertainty in the high-fidelity model, we incorporate the field observation
errors σobs and surrogate model errors σs into a Gaussian likelihood model of the form
P (dobs |m) ∼ N (dobs , (σobs + σs ))

(3.8)

The field observation errors are treated as a diagonal matrix that includes water level
errors set to 0.5 m for all measurements and 3 H errors that are 5% of the measured
values. Defining the 3 H observation errors proportional to the measured concentration
prevents larger concentrations from dominating the likelihood function. The surrogate
model error is taken as the average RMSE of the 5-fold cross-validation scores obtained
during surrogate model training (section 3.3.4). Augmenting the observation error
with the surrogate modeling validation error is a similar approach taken by (Xu et
al., 2017). We utilize the computationally-cheap trained surrogate model to evaluate
all likelihood function evaluations.
Bayesian inference of model parameters is achieved by sampling from the posterior distribution using the Adaptive Differential Evolution Metropolis algorithm
(Ter Braak & Vrugt, 2008) implemented within the pyMC3 Python software. This
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MCMC sampler simulates multiple chains in parallel and uses past states to inform
future jumps, which improves the efficiency compared to the Metropolis-Hastings algorithm. We run 10 chains in parallel until each chain contains a total of 100000
samples from the posterior distribution. We evaluate the Gelman-Rubin R̂ statistic
to ensure the Markov Chains are converged on a posterior distribution (Gelman et
al., 2013). We further utilize the Markov Chain traces to qualitatively evaluate an
adequate ’burn-in’ sample size and exploration of the sample space.

3.3.6

Posterior Predictive Uncertainties

A goal of this work is to better understand the influence that conditioning model
parameters to observations that are sensitive to residence times up to 70 years has on
solute transport predictions and predictive uncertainties. To evaluate solute transport predictions at the Riverton site, we randomly sample 1000 instances from the
parameter posterior distributions and use the original high-fidelity model to simulate
ensembles of the aquifer mean age and CFC-12 concentrations. Mean age is simulated by transporting ’age mass’ in the same manner as a conservative solute with a
unit strength source term (Goode, 1996). With this formulation of age transport, we
do not simulate the full residence time distribution, rather, only the first moment of
the distribution. The distribution of mean ages simulated here is not conceptually
equivalent to the residence time distribution that is commonly estimated with the
use of environmental tracers and lumped parameter models (Cook & Herczeg, 2000;
Maloszewski & Zuber, 1982). The predictive mean age distribution represents an
estimate in the uncertainty of mean age given plausible parameter sets. This distribution captures the variance in average transport behaviors, conditioned to the
observation dataset. Alternatively, residence time distributions are a measure of the
flux weighted residences times of the varying flowpaths contributing to a sample,
given a single model.

3.4
3.4.1

Results
Surrogate Model Performance

The surrogate model is a simplification of the high-fidelity model in that it only predicts groundwater levels and 3 H concentrations at locations and times that match
the field observation dataset. Figure 3.2 shows water level predictions made by the
trained surrogate model, compared to the validation set, for a subset of 6 observation locations and times (out of 166 total). In particular, the left and right columns
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contain the three observation locations and times with the lowest and highest water
level validation RMSE, respectively. The surrogate model best reproduces the validation water levels at well location 789, with average RMSE and R2 values of 0.06 m
and 1.00, respectively. Alternatively, the highest water level validation inaccuracies
occur at well location 700, with average RMSE and R2 values near 0.35 m and 0.98,
respectively. Regressing a line through the surrogate water level predictions at all 166
observation well locations and times in the validation set results in an average RMSE
and R2 of 0.25 m and 0.99, respectively. The slopes of the best-fit lines through
the validation water levels all approach unity, suggesting there is little bias in the
surrogate model predictions.
Compared to the water level validation performance, there is considerably more
scatter in the 3 H concentration validation accuracy (Figure 3.3). For all 28 3 H observation locations and times, the average RMSE and R2 are 1.03 tritium units (TU)
and 0.87, respectively. The highest and lowest validation 3 H concentration RMSE are
0.82 TU and 1.38 TU, which are achieved for wells 853-4 and 722R, respectively. The
commensurate R2 values are 0.84 and 0.78. The slopes of the best-fit lines for all six
3
H observations shown in Figure 3.3 are ∼0.85, suggesting a systematic bias in the
surrogate model predictions. Comparing the best-fit lines to the one-to-one prediction
lines, it is apparent that the surrogate model over-predicts 3 H concentrations in the
0 to 3 TU range. Alternatively, high 3 H concentrations (>12 TU) tend to be underpredicted by the surrogate model. This 3 H validation error bias correlates with the
majority of the 3 H concentrations in the full training dataset ensemble being in the
∼4-10 TU range. Thus, there are less training examples in low and high regions of the
3
H training ensemble distribution, which likely limits performance in these regions.
Tests that expanded the bounds of the prior model did not lead to systematically
lower or higher 3 H concentrations and often resulted problematic model convergence.
The water level and 3 H MLP training 5-fold cross-validation RMSE are used as a
measure of additional model error incurred by using the surrogate model rather than
the high-fidelity model in the calibration process (Section 4.4.2). Including the surrogate model error in the likelihood function (Eq. 3.8) directly increases the posterior
parameter variances, which is essential to not produce overly confident and biased
uncertainty estimates for cases when the surrogate model inaccurately emulates the
high-fidelity model. The surrogate model error is less than 0.25 m for all water level
observation locations and times, which is on a commensurate scale to the assumed
measurement errors. The 3 H concentration error introduced by the surrogate model
ranges from 14% to 88% of the respective field observation and has mean of 32%.
For the two 3 H observations with measured concentrations that are near 0.5 TU, the
surrogate model error approaches 150% of the observed values.
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Figure 3.2: ANN surrogate model water level predictions (y-axis) versus the corresponding validation water levels created by the high-fidelity model (x-axis). Each
subplot corresponds to a single observation well location and time. The left and
right columns contain the instances out of the total 166 water level observations with
the lowest and highest validation root-mean square error (RMSE), respectively. The
black dashed line is the one-to-one prediction and the dotted red line is the best-fit
line with slope m.
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Figure 3.3: ANN surrogate model 3 H predictions (y-axis) versus the corresponding
validation 3 H concentrations created by the high-fidelity model (x-axis). Each subplot
corresponds to a single observation well location and time. The left and right columns
contain the instances out of the total 28 3 H observations with the lowest and highest
validation root-mean square error, respectively. The black dashed line is the one-toone prediction and the dotted red line is the best-fit line with slope m.
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3.4.2

Parameter Posteriors

Figure 3.4: Parameter marginal posterior distributions inferred using water levels
and 3 H observations (blue filled curve); and water levels alone (green, dashed line
curve) in the calibration dataset. The orange curves represent the prior parameter
distributions.
Using the trained surrogate model as the forward simulator, we test two separate
model calibration scenarios. The first scenario uses only observed water levels in the
calibration dataset. The second model calibration utilizes both observed water levels and 3 H concentrations and was performed to further investigate the influence of
conditioning solute transport predictions and predictive uncertainty to observations
that are sensitive to long-residence time groundwater. In particular, the difference in
parameter and predictive uncertainties between the two calibration scenarios represents a measure of observation data worth and can be used to gain insight on the role
of long-residence time groundwater in solute transport uncertainties at the Riverton
site (Zell et al., 2018). Model calibration and predictive uncertainty quantification
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methods are consistent between the separate 3 H and water level dataset scenarios.
The prior and marginal posterior distributions for select model parameters are shown
in Figure 3.4 and the joint posterior distributions are shown in Figure 3.6 and Figure
3.5 for the calibration datasets that assimilate 3 H and water levels only, respectively.
Model calibration results for the remaining parameters will be discussed below and
shown in SI Figure 3.
Comparing the prior and marginal posterior distributions provides insight on how
much the observation dataset constrains the parameter. For both the sandstone
permeability and porosity parameters, there is little difference between the prior and
posterior distributions. This indicates that the sandstone layer within the high-fidelity
model has minimal impact on the simulated water levels nor 3 H concentrations. The
sandstone parameter insensitivity is due to the model simulating much greater fluxes
in the lateral directions compared to vertical directions in the lower sand and gravel
and sandstone layers, which are not significantly impacted by infiltration gradients
present at land surface.
For both calibration scenarios shown in Figure 3.4, the soil porosity posterior distribution shows a slight increase in the mean value and minor uncertainty differences
compared to the prior. In particular, the maximum a posteriori is increased to ∼35%
relative to the prior of 30%, and the uncertainty spans the full bounds of the prior.
For the calibration scenario that only uses water level observations, Figure 3.5 indicates that the soil porosity does not have correlations with the other parameters.
Alternatively, the soil porosity has a positive correlation structure with the infiltration
rate parameter when the calibration assimilates both water level and 3 H observations
(Figure 3.6).
Figure 3.4 indicates that the infiltration rate parameter (γ) posterior distribution is considerably altered compared to the prior when assimilating 3 H observations
into the calibration dataset. An infiltration rate parameter of unity corresponds to
the difference between measured precipitation and estimated evapotranspiration (Eq.
3.2). The infiltration rate maximum a posteriori is 0.12, suggesting an infiltration
reduction of 88% from the a priori estimate. The uncertainty in the infiltration posterior parameter ranges from 0.03 to 0.21, which is significantly reduced compared
to the prior distribution. Alternatively, Figure 3.4 shows that calibration to water
levels alone does not lead to comparatively large uncertainty reductions in the infiltration rate posterior. In particular, the infiltration rate posterior distribution when
only considering water level observations has a maximum a posteriori of 0.51 and uncertainty regions that closely align with the prior distribution, indicating the model
calibration did little to constrain the parameter.
In addition to the infiltration rate multiplier parameter, the gradient in the Little
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Figure 3.5: Parameter joint posterior distributions inferred using only water levels observations in the calibration dataset. The diagonal subplots correspond to the
marginal posterior distributions. Note the axis values can have different ranges compared to Figure 3.6.
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Figure 3.6: Parameter joint posterior distributions inferred using water levels and
3
H observations in the calibration dataset. The diagonal subplots correspond to the
marginal posterior distributions.
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Wind River (lwr) also shows high post-calibration uncertainty reductions when calibrating to the 3 H observations. The maximum a posteriori value is increased to 1.44
[m/km] relative to the DEM-based estimate of 1.10 [m/km]. The uncertainty in this
increase for the Little Wind River gradient is small relative to the prior, with lower
and upper bounds at 1.40 and 1.50 [m/km], respectively. Similarly, the maximum
a posteriori for the Wind River (wr) gradient parameter is 3.05 [m/km], which is
increased relative to the prior of 2.59 [m/km]. The uncertainty ranges from lower to
upper bounds of 2.57 and 3.57, respectively. The joint posterior distributions (Figure
3.6) between the Little Wind River and Wind River gradient parameters do not show
a significant correlation structure. The Little Wind River gradient has minor positive
correlation with the infiltration rate multiplier, which is not the case for the Wind
River gradient. This is likely the result of the proximity of numerous observation
wells to the Little Wind River. The calibration to water levels alone results in river
gradient posterior distributions that closely match those of the 3 H calibration scenario
(Figure 3.4). This suggests that the water levels, rather than 3 H observations, provide
the bulk of the information content that constrains these parameters. However, it is
apparent that the Little Wind River gradient parameter has no correlations with the
other calibrated parameters when considering only water level observations.
The permeability pilot point parameters shown in Figure 3.4 are located near the
majority of the observation well locations (see SI Figure 1 for pilot point numbering)
and show posterior distributions that are emblematic of the remaining pilot points.
Figure 3.7 depicts the kriged permeability field using the maximum a posteriori log10
pilot point estimates after assimilation of both water levels and 3 H observations into
the calibration. The kriged field was produced using the same variogram parameters
used during the model calibrations. This kriged map corresponds to best estimate
of the permeability field after considering both the prior distributions and field observation data. Across all 25 pilot points, the log10 permeability range from -12.6 to
-9.6 [m2 ]. Despite not providing a priori spatial correlation structure within the pilot
point prior distributions, the calibration process identifies broad regions of high and
low permeability. In particular, there is a cluster of pilot point with permeabilities
∼10−12 [m2 ] in the western region of the observation well field. To the north and east
of the low permeability zone, the permeabilities approach ∼10−10 [m2 ]. Similarly,
high permeabilites are predicted for the pilot points near the Little Wind River.
In Figure 3.7, the size of the plotted pilot point is proportional to the standard
deviation of the log10 posterior distribution, which we use as an approximate measure of the post-calibration parameter uncertainty. Comparing the pilot point log10
permeability uncertainties with the prior uncertainty of 1.34 m2 indicates that all
pilot points experience uncertainty reduction due to the calibration process. Gener84

Figure 3.7: Spatial permeability field based on the maximum a posteriori pilot
point permeability values after calibration to both water level and 3 H observations.
Open circles are locations of permeability parameter pilot points, where the size of
the circle is proportional to the post-calibration estimate of the log10 permeability
uncertainty. The spatial field was created using ordinary kriging evaluated with
the same parameters used in the calibration framework. Closed black diamonds are
locations of observations wells.

85

ally, pilot points with the least uncertainty reductions are located in the north-east
portion of the model domain and do not contain observation wells within a correlation length. Conversely, the pilot points with the lowest log10 posterior uncertainties,
which reach ∼0.6 m2 , are located near the observation wells. However, it is apparent
that these broad generalizations of the spatial pilot point permeability uncertainties
are not consistent throughout the whole domain. For instance, pilot point 21 in the
south-east of the model domain is within a correlation length of multiple wells, yet,
has one of the largest posterior uncertainties (Figure 3.7). Comparison of the permeability posterior estimates for the two calibration datasets that include and omit
3
H observations shows the pilot point parameter maximum a posteriori estimates are
within approximately 1 order of magnitude. The largest discrepancies between the
two datasets occur for pilot points 13, 15, and 22, which are shown in Figure 3.4. It is
also apparent that while the pilot point permeability maximum a posteriori estimates
can show significant differences between the two calibration dataset scenarios, the
posterior uncertainty ranges tend to agree (Figures 3.4 and SI3).

3.4.3

Calibration Performance

The parameter posteriors reflect our prior knowledge regarding parameters and the
fit between model predictions and observed data, as shown in Figure 3.8. In Figure 3.8(A), the 3 H residuals evaluated using the maximum a posteriori parameter
estimates (black dots) show considerable scatter and a systematic bias around the
one-to-one line. The model calibrated to 3 H observations generally over-predicts observations that are below 2 TU and under-predicts observations that are above 4 TU.
The uncertainty regions around the maximum a posteriori predictions captures the
one-to-one line, however; this uncertainty is commensurate to the variance within the
observation dataset. The uncertainties reflect the large 3 H surrogate model errors
included into the likelihood function. The calibrated surrogate model accurately reproduces the observed water levels, where all of the simulation uncertainties capture
the one-to-one line (Figure 3.8(B)). There are minor observable differences in the
water level residuals when 3 H observations are omitted from the calibration dataset
(Figure 3.8(D)). Alternatively, Figure 3.8(C) shows that the calibration to water levels
alone significantly over-predicts the 3 H observations.

3.4.4

Predictive Distributions

We use the high-fidelity model and 1000 parameter sets randomly sampled from
the posterior distributions to simulate mean age distributions at four well locations
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Figure 3.8: Calibration residuals for 3 H on the left and water levels on the right.
Subplots (A) and (B) correspond to the calibration against both water levels and 3 H,
while (C) and (D) utilize only water levels. The x-axis are the field observations and
y-axis are the simulated equivalents using the trained surrogate model. The black
dots are predictions using the maximum a posteriori parameter estimates and the
shaded yellow region are the 95% confidence intervals evaluated using Monte Carlo
sampling. The dashed line is the one-to-one prediction line.
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(Figure 3.9). For the water level and 3 H calibration dataset, the solid lines in Figure
3.9 illustrates that the mean age distributions range from ∼0 to ∼400 years. The
median of the mean age distribution for well 855-4 is the youngest at ∼75 years,
while those of wells 859-4 and 860-4 are the highest at ∼150 years. Wells 855-4 and
857-4 contain a large fraction of samples with mean ages below 50 years and relatively
few samples above 200 years. Alternatively, wells 859-4 and 560-4 have distributions
shifted towards older mean ages and contain relatively few samples below 50 years.
Using the standard deviation of the mean age prediction ensembles as a proxy for
predictive uncertainty, well 855-4 has lowest uncertainty at 53 years and well 859-4
has the highest at 70 years.
The dashed lines in Figure 3.9 shows the predictive mean age distributions for the
surrogate model calibration conditioned to water level observations alone. Compared
to including 3 H in the calibration dataset, the mean age distributions are similar for
well 855-4 where the median of the distribution is 50 years and there is an approximate
exponential decay in the amount of samples with older water. Similarly, the mean
age distributions at well 857-4 have common shapes, but calibration against 3 H shifts
the median of the distributions ∼ 50 years older. The mean age distributions for
wells 859-4 and 860-4 have considerably different shapes in the 3 H and water level
calibration scenarios. Calibration to water levels alone results in a narrow distribution
with a mean of ∼ 75 years, while including 3 H into the calibration leads to broad
distributions with means near 150 years.
To further investigate the predictive mean age distributions, we compare the 3 H
and CFC-12 field observations against idealized aquifer mixing behaviors. Figure 3.10
shows the 3 H and CFC-12 concentrations expected in samples assuming no mixing
between flow lines (piston-flow model) and mixing that results in an exponential age
distribution (Cook & Herczeg, 2000). For both mixing models, the mean ages τ are
referenced against the sampling year of 2019. Comparison of the field observations
with the mixing models suggests that both the piston-flow and exponential residence
time distribution can explain the majority of the observations that are >2 TU. For
the piston-flow model, mean ages range from ∼30 to 45 years, while the exponential
model suggests mean ages ranging from ∼30 to 100 years. Figure 3.10 also suggests
that neither the piston-flow nor exponential models can explain the 3 H observations
that are below ∼1 TU.
We utilize the CFC-12 observation dataset to validate the predictive capability
of our calibrated model. We use CFC-12, rather than Uranium, as the predictor of
interest because we can apply the typically valid assumption of conservative transport
and we know an approximate input concentration function. Figure 3.11(A) shows
predictions of CFC-12 concentrations made using the high-fidelity model and the same
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Figure 3.9: Posterior predictive distributions of mean age at four observation wells.
The solid lines correspond to the calibration using water level and 3 H observations
and the dashed line corresponds to the calibration using water levels alone. Each
distribution contains a total of 1000 high-fidelity model runs parameterizered by randomly sampling from the respective parameter posterior distributions.
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Figure 3.10: Estimated 3 H versus CFC-12 concentrations in groundwater samples
assuming either the piston-flow or exponential residence time distributions. The
solid line represents the expected piston-flow concentrations that assumes no mixing
between flowlines. The open circles correspond to piston-flow groundwater (apparent)
ages τ , relative to the sampling year 2019. Similarly, the dashed line and x markers
represent an exponential residence time distribution mixing model and associated
mean ages τ , respectively. The filled black diamonds correspond to field observations.
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1000 parameter samples used to generate the mean age ensemble when calibrating to
both 3 H concentrations and water levels. The CFC-12 prediction ensemble means and
predictions using the maximum a posteriori parameters are significantly less then the
field observations. In particular, the calibrated model predicts CFC-12 concentrations
that are generally <0.5 (pmol/kg), while the field observations are between 1 and 2
(pmol/kg). The lack of high CFC-12 concentration model predictions is consistent
with Figure 3.9 that shows mean age predictions are generally pre-modern (before the
year ∼1960). Furthermore, the predictions of CFC-12 concentrations >0 (pmol/kg)
suggests the full age distributions contain a fraction of modern water mixing with premodern water. It is also apparent that for all but 3 wells, the predictive uncertainty
does not capture the field observations.
Figure 3.11(B) shows the CFC-12 concentration predictions and predictive uncertainties after calibration to water levels alone. Compared to Figure 3.11(A), the
prediction means are larger and show greater variance when 3 H is not utilized in
the calibration process. Sampling from the parameter posteriors conditioned to water levels alone results in CFC-12 concentration mean predictions that are generally
near 1 (pmol/kg). The uncertainties in these predictions spans up to 100% of the
mean in most cases. As a result of the higher mean predictions and increased variance, calibration to water levels alone captures the majority of the observed CFC-12
measurements compared to the 3 H calibration.

3.5
3.5.1

Discussion
Surrogate Modeling Error

Coupling physics-based hydrologic modeling with machine-learning surrogate models
to investigate system processes and perform uncertainty quantification is a current
area of considerable research (Linde et al., 2017; Shen, 2018; Asher et al., 2015;
Razavi et al., 2012). Here, we use an ANN surrogate model trained to emulate a highperformance reactive transport model to investigate the influence that groundwater
flow with long residence times has on solute transport predictive uncertainties in a
shallow alluvial aquifer. Unlike methodologies that solely use physics-based models
for prediction, the success of our uncertainty quantification approach is additionally
influenced by the uncertainty and accuracy of the surrogate model.
It is apparent from Figures 3.2 and 3.3 that the trained surrogate model has
greater ability in learning groundwater level responses compared to 3 H concentrations. This result is consistent with studies that show hydraulic pressure fields are
more diffuse compared to solute concentration fields in heterogeneous media (Thiros
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Figure 3.11: CFC-12 concentration posterior predictive intervals using (A): 3 H and
water levels in the calibration dataset and (B): water levels alone. Each distribution contains a total of 1000 high-fidelity model runs parameterizered by randomly
sampling from the parameter posterior distributions. The filled circles and horizontal
dash represent the ensemble mean and prediction with the maximum a posteriori,
respectively. The uncertainty bars indicate the range of the ensemble prediction and
the black triangles correspond to field observations.
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et al., 2021; Voss, 2011). Solute transport has greater sensitivity to the heterogeneity
within the permeability field, which leads to a complex mapping from model parameters to 3 H concentrations that the surrogate model must learn. While tests showed
that the surrogate model training and validation performance was improved when the
soil permeability was parameterized with a single homogeneous value, the calibrated
model poorly matched the 3 H observation dataset. Degraded surrogate model performance when moving to a heterogeneous field with a larger number of parameters was
also reported in (Rajabi, 2019). While we expect that the surrogate model validation
accuracy would increase with a larger training set, this was not implemented due
to the computational requirements of running the high-fidelity model. However, we
assume that the error introduced by the surrogate model is less than the total model
error that accounts for the unknown model structural defects (Doherty & Welter,
2010; Xu & Valocchi, 2015).

3.5.2

System Characterization

The result that the estimated infiltration rates and uncertainties differ whether or
not 3 H is included within the observation dataset represents the insensitivity of water
levels to the infiltration rate parameter. In particular, water level observations cannot uniquely constrain both permeability and recharge parameters (Portniaguine &
Solomon, 1998). Alternatively, the reduction of the infiltration rate posterior uncertainties suggests that 3 H concentrations in the shallow aquifer are highly sensitive to
the boundary condition flux applied at land surface. This sensitivity helps to explain
the seemly discrepant result that studies such as Starn et al. (2014) and Carroll, Manning, Niswonger, Marchetti, and Williams (2020) find calibration to environmental
tracers significantly constrains porosity estimates, yet, porosity in this work had little
influence on the calibration. This is due to the transport velocity field in the shallow
subsurface being set by the infiltration rate and the variation in porosity has little
influence.
Despite anticipated benefits of calibrating against 3 H observations that are sensitive to both the permeability field and infiltration rate, the model poorly predicts
CFC-12 concentrations (Figure 3.11). Comparison of the predictive mean age ensembles for the two calibration dataset scenarios can be used to provide insight on
the processes leading to the observed CFC-12 prediction bias. The predictive mean
age distribution for the 3 H calibration scenario contains a higher proportion of older
water relative to the calibration that solely uses water levels. The mean ages that
are greater than ∼70 years can only explain the observed 3 H through a mixture of
modern (< 70 years) and premodern (> 70 years) water (Gardner, Susong, Solomon,
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& Heasler, 2011). In the 3 H calibration scenario, the mean ages often exceed 100
years, which suggests the residence time distribution contains a significant fraction
of pre-modern water. While constraining the velocity and subsequent groundwater
mixing such that there is a large portion of pre-modern water leads to model predictions that can explain the observed 3 H concentrations, predictions of CFC-12 are
systematically low (Figure 3.11). This CFC-12 bias is indicative that the fraction of
modern, CFC-12 bearing groundwater is too little. This result is unexpected in that
both 3 H and CFC-12 are sensitive to groundwater ages up to 70 years old.
Despite the contribution of pre-modern groundwater predicted by the numerical
model, the environmental tracer mixing plots suggest that the majority of samples can
be explained with a simple piston-flow model (Figure 3.10). The piston-flow model
results in single flow paths that do not experience mixing, thus does not predict a
pre-modern component in the samples. The discrepancy in the degree of flowpath
mixing between the physics and simple lumped parameter models suggests that the
high-fidelity model does not adequately simulate simple flow-lines that experience
minimal mixing. As a result, we anticipate that the numerical model must mix a
wide range or flowpaths with varying ages to reconcile the 3 H observation dataset.
A potential reason for this inability of the numerical model to simulate piston-flow
scenarios is that the model discretization that is too coarse. A numerical model with
large grid cells cannot resolve isolated flow lines that the piston-flow model suggests,
which has been previously shown for 3 H calibrations by Knowling, White, Moore,
Rakowski, and Hayley (2020).
Model structural errors are the result of simplifying and misrepresenting complex
systems (Liu & Gupta, 2007). It has been shown that model structural errors, in addition to parametric uncertainties, influence model calibration against environmental
tracer information and resulting predictive performance (Thiros et al., 2021). In particular, calibrated model parameters compensate for the ubiquitous, yet unknown
model structural errors. Thus, the model parameter combinations that explain the
observed 3 H concentrations reflect effective parameters that do not accurately generalize to predict CFC-12 concentrations. We anticipate that key model limitations in
this work are the assumed structure of the boundary conditions and subsurface heterogeneity. Infiltration is expected to vary spatially and is a function of the complex
land surface energy-balance and plant transpiration dynamics that govern evapotranspiration. Our approach that scales a base infiltration rate timeseries by a multiplier
does not account for the uncertainty in the temporal dynamics of infiltration. Given
the observed sensitivity of 3 H simulations to the infiltration rate, this likely imposes
a major assumption that propagates to the calibrated parameters and predictive uncertainty.
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The simplified subsurface lithology represents an important model assumption
that is expected to be influencing the transport simulations. It is apparent that the
calibrated model does not accurately capture the full variance of the 3 H observations
(Figure 3.8). Similar to findings of Starn and Belitz (2018), this can be explained by
the observed 3 H spatial patterns being sensitive to permeability heterogeneity below
what was captured with our pilot point spacing. While increasing the number of pilot
points could benefit fitting the low and high 3 H observations, training the surrogate
model would require a larger dataset and computational effort. Despite the indication
that the model is under-parameterized with respect to 3 H, water level observations
are accurately matched. This highlights the limitation in using water levels alone to
constrain solute transport predictions.

3.5.3

Uncertainty Quantification

One of our research objectives was to investigate how uncertainties in long-residence
time groundwater flow propagate to field-scale solute transport predictions and predictive uncertainties at the Riverton site. While it is typically assumed that assimilating more observation data into model calibrations improves model performance,
we find that calibrating against 3 H observations degrades predictive accuracy. This
finding is in contrast to our hypothesis that constraining solute transport predictions
with observations of solute transport that span long-residence times will force the
model to reconcile a broader spectrum of transport processes, leading to improved
system characterization and predictive performance. Rather, our results suggest that
due to model structural errors, calibrated parameters take on very specific roles that
do not necessarily represent the true processes and properties of the system. Consequently, improved model calibration and lower parametric uncertainties does not
necessarily translate to improved model predictions. Identifying the different sources
of uncertainties that lead to poor predictive performance is a challenging, yet critical
task.
The robust uncertainty quantification methodology that we employ is a valuable
step in understanding the model inadequacies that lead to inaccurate predictions.
Within the MCMC calibration framework, we identify the full parameter sets that
are consistent with the field observations and prior parameter knowledge. Thus, our
uncertainty quantification methodology provides some level of confidence that the
poor predictive performance we observe is not derived from the limiting assumptions
that often influence model calibrations; such as model linearization and solely characterizing local minima with a single optimal model. Alternatively, we are able to
attribute the discrepancies between model calibration and predictive performance to
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model structural errors that are not compensated within the estimated parametric
uncertainties. This highlights challenges in assimilating environmental tracer data
into complex groundwater models and the need to robustly quantify both parametric
and predictive uncertainties when evaluating model performance. However, we also
highlight that by assimilating 3 H observations and performing uncertainty analysis
we are able to expose the presence of model structural errors with high certainty. Alternatively, the water level observations do not contain adequate information content
to capture the model defects. These insights support studies that show model structural and conceptual errors can be the dominant source of uncertainty for complex
groundwater models (Enemark, Peeters, Mallants, & Batelaan, 2019).

3.6

Conclusions

We demonstrate a method that facilitates parameter and predictive uncertainty quantification of a computationally expensive physics-based groundwater flow and transport model using a machine learning surrogate model. We train an artificial neural
network surrogate model to approximate the groundwater levels and 3 H concentrations predicted by a reactive transport model as a function of 31 uncertain model
parameters. MCMC analysis is then performed using the trained surrogate model
to infer parameter posterior distributions and predictive groundwater mean age and
CFC-12 transport uncertainties for a field site near Riverton, WY. We find that while
assimilating 3 H observations into the model calibration significantly constrains parameter uncertainties, the model does not predict the observed CFC-12 concentrations.
The model parameters and associated uncertainties that explain the 3 H observations
predict a larger fraction of old groundwater compared to what the CFC-12 observations suggest. The discrepancy between model calibration and predictive performance
demonstrates that model misrepresentations can lead to low parametric uncertainties
that do not translate to improved model predictive performance nor uncertainty estimates. These findings highlight the need to perform both parametric and predictive
uncertainty analysis when assimilating information rich datasets such as environmental tracers into complex groundwater models. The methods presented in this study
provide a tool that allows uncertainty quantification using computationally expensive
groundwater flow and transport models.
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Green, C. T., Böhlke, J. K., Bekins, B. A., & Phillips, S. P. (2010). Mixing effects on apparent reaction rates and isotope fractionation during denitrification in a heterogeneous aquifer. Water Resources Research, 46 (8), 1–19. doi:
10.1029/2009WR008903
Hammond, G. E., & Lichtner, P. C. (2010). Field-scale model for the natural
attenuation of uranium at the Hanford 300 Area using high-performance computing.
Water Resources Research, 46 (9), 1–31. doi: 10.1029/2009WR008819
Hammond, G. E., Lichtner, P. C., Lu, C., & Mills, R. (2012). CHAPTER 6
PFLOTRAN : Reactive Flow & Transport Code for Use on Laptops to LeadershipClass Supercomputers. Groundwater Reactive Transport Models, 5 (2012), 141–159.
doi: 10.2174/978160805306311201010141
Hammond, G. E., Lichtner, P. C., & Mills, R. T. (2014). Evaluating the performance
of parallel subsurface simulators: An illustrative example with PFLOTRAN. Water
Resources Research, 50 (1), 208–228. doi: 10.1002/2012WR013483
Hill, M. C., & Tiedeman, C. R. (2007). Effective Groundwater Model Calibration:
With Analysis of Data, Sensitivities, Predictions, and Uncertainty. Hoboken, New
Jersey: John Wiley & Sons, Ltd.
Hunt, R. J., Doherty, J., & Tonkin, M. J. (2007). Are models too simple? Arguments
for increased parameterization. Ground Water , 45 (3), 254–262. doi: 10 .1111/
j.1745-6584.2007.00316.x
Knowling, M. J., White, J. T., Moore, C. R., Rakowski, P., & Hayley, K. (2020).
On the assimilation of environmental tracer observations for model-based decision
support. Hydrology and Earth System Sciences, 24 (4), 1677–1689. doi: 10.5194/
hess-24-1677-2020
Laloy, E., & Jacques, D. (2019). Emulation of CPU-demanding reactive transport
models: a comparison of Gaussian processes, polynomial chaos expansion, and deep
neural networks. Computational Geosciences, 23 (5), 1193–1215. doi: 10 .1007/
s10596-019-09875-y
Lecun, Y., Bengio, Y., & Hinton, G. (2015, 5). Deep learning (Vol. 521) (No. 7553).
Nature Publishing Group. doi: 10.1038/nature14539
Li, L., Maher, K., Navarre-Sitchler, A., Druhan, J., Meile, C., Lawrence, C., . . .
Beisman, J. (2017). Expanding the role of reactive transport models in critical zone
100

processes. Earth-Science Reviews, 165 , 280–301. doi: 10.1016/j.earscirev.2016.09
.001
Liao, L., Green, C. T., Bekins, B. A., & Böhlke, J. K. (2012). Factors controlling
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Chapter 4
Constraining Bedrock Groundwater Residence
Times in Mountain Systems with Environmental
Tracer Observations and Bayesian Uncertainty
Quantification1

4.1

Abstract

Bedrock groundwater residence time distributions provide fundamental insights on
the integrated hydrological processes within watersheds. Yet, empirical observations
that can constrain groundwater residence times over broad timescales remain scarce
in mountain catchment studies. Here, we use environmental tracers (CFC-12, SF6 ,
3
H, and 4 He) to investigate groundwater residence time distributions from fractured
bedrock wells located along a mountainous hillslope within the East River Watershed near Crested Butte, Colorado. We develop a Bayesian inference framework that
extends current noble gas recharge and excess air parameter calibration techniques
in mountain systems. We use a Markov-chain Monte Carlo approach to estimate
posterior distributions of the noble gas recharge temperature, elevation, and excessair parameters and the resulting CFC-12, SF6 and terrigenic 4 He concentrations.
Markov-chain Monte Carlo sampling is then used to propagate the environmental
tracer uncertainties to estimates of bedrock groundwater mean residence times inferred with lumped parameter models. All samples contain 3 H, CFC-12, and SF6 in
addition to elevated terrigenic 4 He, suggesting a mixture of waters characterized by
residence times that are modern (<70 years) and pre-modern (>70 years). 4 He exponential mean residence times range from hundreds of years (mean=320) at the upslope
well to thousands of years (mean=3200) at the toe-slope well assuming average crustal
production rates. We find that while numerous residence time distributions can predict both 4 He and CFC-12 observations, binary-mixing residence time distribution
models with separate young and old mixing fractions are needed to simultaneously
explain the observed 3 H, further supporting the importance of flow-path mixing in
this fractured bedrock system. This work uses multiple environmental tracers and
1
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robust uncertainty quantification techniques to constrain bedrock groundwater mean
residence times and plausible flow-path mixing scenarios. Our findings that shallow
fractured bedrock hosts groundwater with a mixture of residence times ranging from
decades to centuries should inform integrated conceptual models on how mountain
systems store and transmit essential water resources, and how these resources will
respond to a changing climate.

4.2

Introduction

Mountain groundwater systems store and transmit essential water resources and solutes locally within catchments and throughout the larger watershed (Viviroli, Dürr,
Messerli, Meybeck, & Weingartner, 2007; Frisbee, Phillips, Campbell, Liu, & Sanchez,
2011; Hayashi, 2020). There is an increased recognition that groundwater in fractured
bedrock can influence the overall hydrologic functioning in headwater catchments and
is critical for processes such as stream baseflow (Engdahl & Maxwell, 2015; Tague &
Grant, 2009), solute and contaminant exports to rivers (Dwivedi et al., 2018; Carroll
et al., 2018), and plant transpiration dynamics (Fan et al., 2019; Harmon, Barnard,
& Singha, 2020). While it is widely acknowledged that the subsurface hydrogeologic
properties and land-surface processes (e.g., precipitation dynamics) exert primary
controls on bedrock groundwater fluxes, these processes are spatially and temporally
heterogeneous and remain uncertain within mountain systems (e.g., W. P. Gardner, Jensco, H. Hoylman, Livesay, & P. Maneta, 2020; Welch & Allen, 2014; Carroll,
Deems, Niswonger, Schumer, & Williams, 2019; Appels, Graham, Freer, & Mcdonnell,
2015; Markovich, Maxwell, & Fogg, 2016). Given the complexities in the mechanisms
that dictate the partitioning of shallow soil water to bedrock groundwater recharge,
there is a need to further develop integrated catchment hydrologic conceptual and
numerical models constrained to in-situ observations of bedrock groundwater dynamics. However, there is typically a paucity of observation datasets that can constrain
bedrock groundwater processes in mountainous systems.
Groundwater residence time distributions (RTDs), or age distributions, provide
a fundamental description of the groundwater flow and transport processes (Cook &
Herczeg, 2000). Researchers have long used RTDs to help understand and quantify
system processes that are difficult to directly observe, such as recharge rates (Solomon
& Sudicky, 1991; Mccallum et al., 2017; Cartwright, Cendón, Currell, & Meredith, 2017), active circulation depths in mountain systems (Manning, Ball, Wanty,
& Williams, 2021; Welch & Allen, 2014), flowpath mixing (Maloszewski & Zuber,
1982), and groundwater resource resilience to climate change (Singleton & Moran,
2010). Compared to interpretation of groundwater level observations alone, the in106

formation content provided by RTDs can be invaluable to alleviate the non-uniqueness
in estimation of groundwater mass fluxes (Thiros, Gardner, & Kuhlman, 2021; McDonnell & Beven, 2014). Groundwater RTDs, however, cannot be directly observed
and are typically inferred from environmental tracer measurements (Cook & Herczeg,
2000; Sprenger et al., 2019). It is common that mountain catchment studies estimate groundwater RTDs using environmental tracers that can only constrain short
residence times (<5 years), for instance, using stable water isotopes sampled from
streams (McGuire & McDonnell, 2006). These observation datasets are insensitive
to the groundwater flow and transport processes that occur over longer timescales
(Suckow, 2014), resulting in a potentially incomplete and biased interpretation of
the groundwater RTD and flow system (e.g., Frisbee, Wilson, Gomez-Velez, Phillips,
& Campbell, 2013). Improved characterization of bedrock groundwater RTDs over
broad timescales is warranted as our conceptual and predictive models of mountain
catchment hydrology continue to highlight and integrate flow through deeper bedrock
reservoirs (Condon et al., 2020; Brooks et al., 2015; Singha & Navarre-Sitchler, 2021).
Environmental tracers with input signals that vary over decades (e.g., CFC’s, SF6
and 3 H) and noble gas radioisotopes that decay/accumulate with rates on the order of centuries to millennia (e.g., 4 He) have been useful to constrain groundwater
RTDs over broad timescales (Suckow, 2014). Interpretation of long-residence time
environmental tracers in mountain catchments suggests bedrock groundwater RTDs
can have components characteristic over timescales not identifiable using typical injection tracer tests nor stable water isotopes (Manning et al., 2021; Carroll, Manning,
Niswonger, Marchetti, & Williams, 2020; Gabrielli, Morgenstern, Stewart, & McDonnell, 2018; Singleton & Moran, 2010). However, due to the inherent challenges with
installing bedrock groundwater wells in mountain systems, applications of environmental tracers to constrain groundwater flow has largely focused on samples collected
from streams (e.g., W. P. Gardner, Susong, Solomon, & Heasler, 2011; Carroll et al.,
2020), springs (e.g., Meyers, Frisbee, Rademacher, & Stewart-Maddox, 2021), and
valley aquifer wells (e.g., Markovich, Condon, Carroll, Purtschert, & McIntosh, 2021;
Manning & Solomon, 2003). Mountain front recharge RTD dynamics estimated using samples from valley-bottom wells provide useful information over broad spatial
scales, yet have limited ability to isolate processes at the sub-catchment and hillslope
scales. While samples collected from streams and springs can be used to characterize
catchment RTDs at finer spatial resolutions, they integrate flowpath and process heterogeneity from multiple subsurface compartments (e.g., soil, saprolite, and fractured
bedrock), making it difficult to isolate the signal from bedrock groundwater alone
(W. P. Gardner et al., 2020). Few studies have measured environmental tracers that
are sensitive to long-residence time groundwater directly from bedrock wells in head107

water mountain catchments (Manning & Caine, 2007; Manning et al., 2021; Gabrielli
et al., 2018; Hale et al., 2016). Improved characterization of the bedrock groundwater RTD is needed to evaluate plausible mixing scenarios and hydrologic connectivity
to the overlying shallow soil system. In this work, we add to the understanding of
bedrock groundwater RTDs in high elevation headwater catchments through interpretation of a set of environmental tracers that can constrain residence times ranging
from decades to millenia at the hillslope scale.
RTDs inferred from environmental tracers have numerous sources of uncertainty,
both in the processing of field data and subsequent modeling. Principle among these
uncertainties are assumptions regarding the RTD used in lumped parameter models (Maloszewski & Zuber, 1982; Massoudieh, Sharifi, & Solomon, 2012) and estimation of the sample recharge temperatures and excess air conditions (AeschbachHertig, Peeters, Beyerie, & Kipfer, 1999; Manning & Solomon, 2003). Complexities
in RTDs are a function of the uncertain hydrogeologic property heterogeneity, variance in topography-driven flowpaths, and spatially and temporally variable recharge
(Suckow, 2014). While interpreting multiple environmental tracers can help constrain the unknown mixing processes (W. P. Gardner, Hammond, & Lichtner, 2015;
Massoudieh et al., 2012), the full RTD cannot be uniquely determined (McCallum,
Cook, & Simmons, 2015) and must be assumed. Thus, understanding and quantifying the mixing processes that lead to observations of long residence time bedrock
groundwater in complex mountain systems that are sparsely observed remains a challenge. Inference of RTDs in mountain systems is additionally complicated by the a
priori uncertain recharge temperatures, pressures, and excess-air conditions that are
required to properly interpret gas-phase environmental tracers, such as CFCs, SF6 ,
and noble gas isotopes. While methods have successfully constrained these recharge
parameters using noble gas measurements and prior information on the correlation
between temperature and pressure (Manning & Solomon, 2003; Markovich et al.,
2021; Doyle, Gleeson, Mannning, & Mayer, 2015), groundwater RTD optimization
procedures rarely propagate the inferred recharge uncertainties into environmental
tracer concentration errors and subsequent mean residence time estimates. To our
knowledge, interpretation of dissolved noble gas concentrations and recharge parameter uncertainties using a Bayesian framework that directly assimilates valuable prior
knowledge on the co-varying parameter distributions has not been performed. Thus,
it is poorly understood how uncertainties in the noble gas recharge parameters propagate to RTD estimates and the evaluation of plausible mixing scenarios within mountain groundwater systems.
In this work, we investigate bedrock groundwater RTDs along a mountainous hillslope in the East River Watershed near Crested Butte, Colorado using a suite of en108

vironmental tracer observations that are sensitive to transport over broad timescales.
As a preliminary step in estimating groundwater mean residence times, we extend previous noble gas recharge parameter calibration methods to apply a Bayesian Markovchain Monte Carlo (MCMC) procedure to infer posterior distributions (uncertainties) for recharge temperatures, elevations, and excess-air conditions. Our noble gas
recharge parameter inference methodology differs from previous works in that it formally and jointly considers both prior information for all parameters and analytical
measurement uncertainties for the dissolved noble gas observations. We then propagate the noble gas recharge and excess-air parameter uncertainties into field observations of environmental tracers CFC-12, SF6 , 3 H, and terrigenic 4 He. Groundwater
mean residence times are interpreted using lumped parameter models assuming multiple commonly applied RTDs and a MCMC uncertainty quantification technique. By
robustly quantifying the non-uniquness in groundwater mean residence times as function of multiple assumed RTDs and uncertain recharge conditions, we seek to gain
improved estimates in the uncertainty of bedrock groundwater RTDs. These tools
will allow improved investigation of groundwater processes within mountain aquifer
systems around the world, as well as illustrate the source and role of long residence
time groundwater in mountain aquifers.

4.3

Study Area

The East River watershed is within the Elk Mountains near Crested Butte, Colorado (Figure 4.1). The East River hosts a multi-disciplinary watershed research
site through Lawrence Berkeley National Laboratory’s Watershed Function Scientific
Focus Area (Hubbard et al., 2018). This study is focused on groundwater samples collected from the northeast facing ’Pumphouse’ (PLM) hillslope within the East River
watershed (Figure 4.1). The PLM hillslope is ∼1 km long, ranges in elevation from
2650 to 2930 masl, and terminates at the floodplain of the East River. The climate is
characterized as continental subartic with mean daily temperatures recorded at the
nearby Butte SNOTEL station ranging between -8.3◦ C in winter to 11 ◦ C in summer.
The annual average precipitation is ∼700 mm and occurs mostly as winter snowfall
(∼70%) from October through May and summer monsoon rains from July to September (Carroll et al., 2018). Land cover is characterized by grasses and shrubs and snow
cover can persist through May. The East River hydrograph shows strong correlation
with snowmelt patterns, with peak discharge typically in early June and baseflow
conditions from October to April. Previous work at the PLM hillslope suggests that
the bedrock groundwater recharge is dominated by snowmelt and contribution from
summer monsoons is not expected due to high evapotranspiration rates (Tokunaga
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Figure 4.1: (A) Elevation contour map and (B) image of the study site located in
East River Watershed near Crested Butte, CO. The red line indicates the Pumphouse
(PLM) hillslope transect and the green dots are the locations of the three observation
wells. (C) Simplified cross-section along the bottom portion of the PLM hillslope
transect showing well positions and screened intervals.
et al., 2019). While the PLM hillslope is within a montane ecosystem, catchment
areas above the hillslope can reach 3400 m masl and consists of subalpine and alpine
ecosystems characterized by aspen and conifer vegetation; exposed barren and rock
talus land cover; and colder temperatures with larger snowpacks that experience melt
later in the year.

4.3.1

Hydrogeology

A simplified subsurface conceptual model of the PLM hillslope consists of shallow soil,
weathered bedrock (saprolite), and fractured bedrock layers (Figure 4.1(C); Tokunaga
et al., 2019). At the PLM hillslope and surrounding lower basin areas, the bedrock
lithology is a marine-derived Cretaceous Mancos Shale. Higher elevation parts of the
basin that include Snodgrass Mountain and Mount Crested Butte additionally contain igneous intrusive quartz monzonite and granodiorite bedrock. The Mancos Shale
bedrock at the PLM hillslope has experienced significant post-depositional increases
in permeability due to alteration from mountain uplift events, alpine glaciation and
de-glaciation, extensional stress, and weathering processes (Miltenberger et al., 2021).
Geologic descriptions of cores drilled up to 70 m below land surface (bls) indicate that
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the fractured bedrock starts at ∼4 m bls. Fracture density is observed to decrease
with depth, yet persists to at least 70 m bls at the drilling locations. However, comparison of cores from two deep boreholes ∼200 m apart shows fracture characteristics
and bedrock hydraulic properties can vary significantly in space, likely due to local
fault features (Miltenberger et al., 2021). Estimates of mean saturated hydraulic conductivity in the shallow fractured bedrock (<10 m bls) are 1.6×10−7 m s−1 (Tokunaga
et al., 2019). Overlying the fractured bedrock is a ∼1-3 m thick layer of highly weathered shale bedrock and ∼1 m thick soil horizon. The soil textures are characterized as
loam to silt loam with saturated hydraulic conductivity of 8.8×10−6 m s−1 (Tokunaga
et al., 2019). Measured groundwater levels along the hillslope fluctuate between 1 and
4 m bls, which generally corresponds to the thickness of a weathered bedrock zone
(Wan et al., 2021).

4.4
4.4.1

Methods
Well Description and Environmental Tracer Sampling

We sampled a suite of environmental tracers that includes: dissolved noble gases
(He, Ne, Ar, Kr, and Xe), Chloroflourcarbons (CFCs), Sulfurhexaflouride (SF6 ), and
tritium (3 H) from three groundwater wells that are finished within the fractured
Shale bedrock on the PLM hillslope (Figure 4.1). The three wells (PLM1, PLM6,
and PLM7) are located on the lower portion of the hillslope along a transect that
spans a ∼30 m elevation gradient that occurs over a horizontal distance of ∼130 m.
PLM1 is the most upslope well and is 10 m deep with screen between 6.3 and 7.2 m
bls. PLM6 is at the toe of the hillslope near the flooplain and is 10 m deep with
screen between 6.1 and 9.1 m bls. Further details on PLM1 and PLM6 can be found
in Tokunaga et al. (2019). PLM7 is located between PLM1 and PLM6 and is 70 m
deep with screen over the entire length. Water samples from PLM7 were collected at
∼20 m bls (described below).
Groundwater samples from PLM1, PLM6, and PLM7 were collected between May
5 and May 7, 2021 using methods described by the University of Utah Dissolved Noble Gas Lab (http://www.noblegaslab.utah.edu). The shale bedrock experiences
methane production and release (Wan et al., 2021), which can lead to groundwater
degassing during sampling and complications with interpreting environmental tracers
(Plummer, Busenberg, & Cook, 2006a). To limit the impact of potential degassing,
we sampled all environmental tracers with down-hole pumps and back-pressure values
for the collection of noble gases (Aeschbach-Hertig & Solomon, 2013). Well PLM1 and
PLM7 qualitatively did not show evidence of gas bubble formation during sampling
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while PLM6 contained minor amounts. Dissolved noble gases were collected using
the standard copper tube method (Aeschbach-Hertig & Solomon, 2013). CFCs were
collected in triplicate in 250 mL glass bottles with no headspace. SF6 was collected
in duplicate in 1 L glass bottles with no headspace. 3 H was collected in duplicate in
500 mL plastic bottles. Samples at well PLM1 and PLM6 were collected after purging
three borehole volumes and monitoring of steady field parameters. Due to the long
well screen at PLM7, samples were collected at low-flow pumping rates to prevent
water table draw down and after measured field parameters were stable. All environmental tracer samples were analyzed at the University of Utah Noble Gas Laboratory
using methods described in (http://www.noblegaslab.utah.edu).

4.4.2

Dissolved Noble Gases

Solubility Equilibrium and Excess Air
Dissolved noble gases (He, Ne, Ar, Kr, and Xe) have long been recognized as valuable
tracers to constrain groundwater recharge temperatures (Kipfer, Aeschbach-Hertig,
Peeters, & Stute, 2002; Aeschbach-Hertig et al., 1999). Noble gases dissolved into
groundwater are chemically inert and have no appreciable internal sources within
aquifers (with the exception of He). Concentrations in groundwater are controlled
by the solubility equilibrium established at the groundwater table, which is given
by Henry’s Law and is a function of the recharge temperature and total pressure
(assuming negligible salinity; Kipfer et al., 2002). We use elevation Z in meters
above sea level (masl) as a proxy for the total pressure P (Pa) using the empirical
lapse rate (Cook & Herczeg, 2000):


P = 1−

0.0065 · Z
288.15

5.2561

.

(4.1)

It is common that measured noble gas concentrations in groundwater exceed solubility
equilibrium concentrations (C eq ) at plausible recharge temperatures and elevations.
This process is termed ’excess-air’ and has been attributed to the entrapment and
subsequent dissolution of air bubbles during recharge (Heaton & Vogel, 1981). We
model noble gas concentrations in groundwater as a function of solubility equilibrium
and excess-air processes using the Closed-Equilibrium (CE) model (Aeschbach-Hertig
et al., 1999):
Ciatm (Tr , Z, Ae , F ) = Cieq (Tr , Z) +
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(1 − F ) · Ae zi
,
1 + F Ae zi · Cieq (Tr , Z)−1

(4.2)

where Ciatm (cm3 ST P/g) is the aqueous concentration of noble gas i=[He, Ne, Ar,
Kr, and Xe] derived from atmospheric sources, Tr is the recharge temperature (◦ C),
Z (m) is the recharge elevation, Ae (cm3 ST P/g) is the initial volume of entrapped
excess air per unit volume of porous media, and F is a dimensionless excess-air
fractionation parameter. F describes the change in volume of the excess-air in the
final state compared to initial state at the water table during recharge. F values
greater than one indicate the groundwater sample is degassed, while values less than
one suggest the dissolution of excess-air (Aeschbach-Hertig, El-Gamal, Wieser, &
Palcsu, 2008). Eq. 4.2 is additionally used to convert the measured CFCs and SF6
aqueous concentrations to atmospheric mixing ratios that can be compared to historic
time series (Section 4.4.3).

Noble Gas Recharge Parameters in Mountain Systems
Inference of Tr , Z, Ae , and F (hereinafter referred to as noble gas recharge parameters)
is performed with parameter calibration techniques that compare modeled concentrations (Eq.4.2) against observed concentrations of the noble gases Ne, Ar, Kr, and
Xe. He is excluded due to in-situ subsurface production that is not considered in
Eq. 4.2 and is a function of the unknown groundwater RTD. Joint estimation of the
four noble gas recharge parameters is ill-posed when both Tr and Z are considered
uncertain, as is the case in mountain systems that have large variations in topography. To constrain this parameter non-uniqueness using plausible process knowledge,
studies have incorporated approximations of the recharge temperature-elevation lapse
rate into the parameter calibration procedure (Manning & Solomon, 2003; Markovich
et al., 2021; Doyle et al., 2015; P. M. Gardner & Heilweil, 2014). In particular, the
best-fit joint solution for Tr and Z is taken as the intersection of the assumed recharge
lapse rate and a line that approximates all plausible solutions of Eq. 4.2 constrained
to noble gas measurements (see (Manning & Solomon, 2003) for details). This calibration procedure can include uncertainties in the prescribed lapse rate (Manning &
Solomon, 2003; P. M. Gardner & Heilweil, 2014) and least-squares solutions of Eq. 4.2
as the result of noble gas analytical measurement error (Markovich et al., 2021; Jung
& Aeschbach, 2018). These previous applications of recharge parameter inference
from noble gases observations; however, do not directly consider prior knowledge on
all uncertain parameters. It is often the case that solutions to noble gas inversions
vary from expectations and prior information on the parameters is applied in an
ad-hoc and subjective manner (Jung & Aeschbach, 2018). We propose a Bayesian
framework for the parameter inference problem that systematically and coherently
assimilates prior knowledge on all recharge parameters (including the uncertain tem113

perature lapse rate) and robustly characterizes noble gas recharge parameter joint
uncertainties.

MCMC Parameter Inference
Parameter inference using Bayesian methods quantifies the posterior distributions of
uncertain model parameters m conditional on observation data dobs and the prior
parameter probability distributions P (m) (Linde, Ginsbourger, Irving, Nobile, &
Doucet, 2017). The parameter posterior probability distributions P (m|dobs ) are quantified using Bayes’ theorem:
P (m|dobs ) ∝ P (dobs |m)P (m),

(4.3)

where P (dobs |m) is the likelihood of the observations given a set of parameters. Our
observation data is the vector of measured noble gas concentrations dobs =[Ne, Ar,
Xe, and Kr] within a sample from a single well. The posterior distributions in Eq.4.3
represent our updated estimate of the parameter uncertainties after considering both
observation data and prior knowledge on parameter uncertainties. Similar to previous studies, our goal is to infer the joint posterior probability distributions for the
noble gas recharge parameters described in Eq.4.2, while also taking into account
an uncertain lapse rate. The lapse rate we consider is a linear equation that relates
recharge elevations Z (m) to temperatures T (◦ C) as a function of an uncertain slope
m (m/◦ C) and intercept b (m):
T = (Z − b)/m.

(4.4)

Thus, our parameter vector used within Eq.4.3 is m=[Z, m, b, Ae , and F ] and recharge
temperature posteriors are calculated using Eq.4.4.
Prior distributions are estimates of parameter uncertainties before the observation
data is assimilated into the inference problem. The priors for Z, Ae , and F are
considered Beta distributions scaled between a lower parameter bound bl and upper
bound bu (Table 4.1) with the equation:
m − bl
∼ Beta(α = 2, β = 2).
bu − bl

(4.5)

These Beta distribution priors were chosen due to the higher probability density on
values in the center of the distribution, they are vague enough to allow a range of
plausible values, and they provide discrete bounds on the physically-based parameters
(Brinkerhoff, Aschwanden, & Fahnestock, 2021). The parameter bounds for Ae and F
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Figure 4.2: Annual average air temperature versus elevation measured at weather
stations and STOTEL sites within the East River Watershed for the years 2019 and
2020 (blue points). The green line corresponds to the mean linear lapse rate and
the grey lines are random realizations from from the slope (m) and intercept (b)
posterior distributions. Values in parentheses are 1 standard deviation in the best-fit
parameters.
used in Eq. 4.5 are estimated from the literature and are meant to span a large range
of plausible excess-air conditions. The a priori minimum and maximum possible Z
are set as the elevation of the well and the top of the nearby Snodgrass mountain,
respectively. Priors on the recharge lapse rate slope m and intercept b (Eq.4.4)
are assumed normally distributed with means of -108 (m/C) and 3264 (m) and one
standard deviations of 17 and 65, respectively. The lapse rate priors were inferred by
fitting a linear equation to annual average air temperatures recorded at 10 different
weather stations and SNOTEL sites that range from ∼2460 m to ∼3410 m elevation
and are within the East River watershed (Figure 4.2). Previous studies show the
recharge lapse rates in mountain systems can have lower temperatures compared to
the annual average air temperatures due to snowpack dynamics (Manning & Solomon,
2003; Masbruch, Chapman, & Solomon, 2012). We, however, do not apply an a priori
temperature offset to the estimated lapse rate due to the already large scatter and
uncertainty in the air temperature versus elevation data (Figure 4.2).
The likelihood function in Eq.4.3 quantifies the fit between model predictions
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Table 4.1: Prior Distributions for the Noble Gas MCMC Parameter Inferences
Parameter
Ae (cm3 STP/g)
F (-)
Z (m)
m (m/◦ C)
b (m)

Low

High

Distribution

10−4
10−3
a
2786 , 2782b , 2759c

10−1
10+1
3400

Beta(α = 2, β = 2)
Beta(α = 2, β = 2)
Beta(α = 2, β = 2)

µ

σ

-108
3263

17
65

N ormal(µ, σ)
N ormal(µ, σ)

a

PLM1, b PLM7, c PLM6. The Beta distributions are scaled between the Low and
High values using Eq. 4.5.
(Eq.4.2) and observed dissolved noble gas concentrations. We use a Gaussian likelihood model in the form P (dobs |m) ∼ N (dobs , σobs ), where σobs is the observation
analytical errors for the noble gases in dobs Visser et al. (2014). Gaussian likelihood
models in this form make the common assumption that the errors between model
predictions and observations are entirely characterized by the analytical uncertainties, thus do not account for epistemic uncertainties in the noble gas predictive model
(Eq.4.2) nor observation dataset. However, sole observation analytical observation
error is likely not the case in our samples as we observe low Xe concentrations with
respect to Ne, Ar, and Kr. This is consistent to the groundwater noble gas observations from Manning et al. (2021) in a nearby catchment with similar bedrock
lithologies, who posit the low Xe can be caused by absorption to shale. Xe adsorption to shale bedrock has similarly been reported by Andrews, Drimmie, Loosli,
and Hendry (1991). To account for added uncertainty not captured by Eq.4.2, we
manually and subjectively increase the Xe uncertainty in σobs used to evaluate the
likelihood function. This has the effect of lowering the influence that Xe has on the
parameter estimation.
The noble gas recharge and excess-air parameter posterior distributions (left-hand
side of Eq. 4.3) are inferred using a Markov-chain Monte Carlo (MCMC) procedure
(Gelman et al., 2014). The MCMC parameter inference uses the Adaptive Differential
Evolution Metropolis algorithm (Ter Braak & Vrugt, 2008) implemented within the
pyMC3 Python software. This MCMC sampler uses past states in each Markov-chain
to inform future jumps, which improves the efficiency compared to the MetropolisHastings algorithm. We simulate four independent Markov-chains, each with 20000
discrete samples from the posterior distribution. Both the Gelman-Rubin R̂ statistic
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(Gelman et al., 2014) and visual examination of the Markov-chain traces were used
to evaluate convergence of the posterior distributions, an adequate ’burn-in’ phase
was established, and the entire parameter space was explored.

4.4.3

Groundwater Residence Time Distributions

Environmental Tracer Concentration Uncertainties
We estimate bedrock groundwater mean residence times and apparent ages using the
environmental tracers CFC-12, SF6 , 3 H, and 4 He (Cook & Herczeg, 2000). Our interpretation of the CFC-12, SF6 , and 4 He observation uncertainties assimilates both
the analytical observation errors and the noble gas recharge and excess-air posterior
parameter distributions (Section 4.4.2). The observed CFC-12 and SF6 aqueous concentrations are converted to an ensemble of atmospheric mixing ratios by evaluating
the CE excess-air model (Eq. 4.2) with the noble gas recharge parameter posterior
distributions. The measured concentration of 4 He (4 Heobs ) in a groundwater sample
can be partitioned into components derived from atmospheric and terrigenic sources
with the simplified mass balance equation (Cook & Herczeg, 2000):
4

Heobs =4 Heatm (T, E, Ae , F ) +4 Heter ,

(4.6)

where 4 Heatm is the combined concentrations due to solubility equilibrium and excess
air (Eq. 4.2). Terrigenic 4 He (4 Heter ) is produced during radioactive decay of Uranium
and Thorium in aquifer grains, thus is the component that is sensitive to groundwater
residence times. Eq. 4.6 does not account for He derived from mantle sources, which
is a reasonable assumption for shallow wells in sedimentary bedrock systems. We
estimate uncertainties in 4 Heter by propagating the noble gas recharge parameter
posterior distributions to 4 Heatm and considering the analytical uncertainties of 4 Heobs .

Groundwater Age Dating Models
Groundwater samples are characterized by a distribution of residence times as a result
of flow path and diffusion mixing processes (Bethke & Johnson, 2008). While RTDs
are known for idealized aquifers, details on the mixing processes remain uncertain in
complex systems and are typically considered using lumped parameter models (e.g.,
Maloszewski & Zuber, 1982; Cook & Herczeg, 2000). Lumped parameter models describe the relationship between environmental tracer concentrations and RTDs using
the convolution integral:
Cout (t) =

Z ∞
0

′

Cin (t − t′ )g(t′ )e−λt dt′ ,
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(4.7)

where C(t) is the concentration at the sampling date t, t′ represents residence times
(years), g(t′ ) is the residence time distribution, C(t − t′ ) is the environmental tracer
′
atmospheric concentration input function, and e−λt accounts for first-order decay
reactions with decay rate λ (λ3 H =0.056 yr−1 ). The atmospheric input functions for
CFC-12 and SF6 ; and 3 H are taken from the compiled datasets in Bullister (2017) and
Michel, Jurgens, and Young (2018), respectively. 4 Heter concentrations are assumed
negligible in recharging water (i.e., for t′ = 0).
We consider the dominant 4 Heter sources as in situ production and release from
aquifer grains and crustal fluxes from external to the aquifer. 4 Heter accumulation
rates JHe (cm3 STP/g/yr) in groundwater are modeled as (Kipfer et al., 2002):
!

JHe


1−θ
ρr 
CU · 1.19 × 10−13 + CT h · 2.88 × 10−14 ·
,
= ΛHe
ρw
θ

(4.8)

where ΛHe is a release factor coefficient, ρr and ρw are densities of the rock and water,
respectively, CU and CT h are the rock Uranium and Thorium concentrations (ug/g),
respectively, and θ is porosity. Based on literature values representative of shale and
analysis from a nearby site (Manning et al., 2021), rock properties are estimated as
CU =3.0, CT h =10.0, and θ=0.05. Using the common assumption that 4 He is released
into the groundwater at the same rate it is produced (ΛHe =1), JHe is estimated as
−1
3.3×10−11 (cm3 STP gH2O
year−1 ) for all samples at the site. However, 4 Heter production rates typically remain highly uncertain due to unknown ΛHe (Solomon, Hunt,
& Poreda, 1996) and crustal He fluxes (Stute, Sonntag, Deák, & Schlosser, 1992),
which can both vary through space and time. Thus, JHe should be viewed as an
approximation with a priori large uncertainties (Kipfer et al., 2002).
We test the ability of multiple, commonly applied parametric RTDs within Eq.4.7
to explain the observed environmental tracers and estimate plausible mean groundwater residence times τ (years). The RTD models are briefly described below (see Cook
and Herczeg (2000) and Maloszewski and Zuber (1982) for additional details). To
follow convention in many groundwater studies, we use the terminology groundwater
’age’ synonymously with mean residence time. The piston flow model (PFM) is the
simplest RTD and assumes no mixing, thus all water in a sample is characterized by
a single, scalar residence time. Due to these typically limiting assumptions, the piston flow residence time is commonly referred as an ’apparent’ groundwater age. The
exponential model (EMM) RTD corresponds to complete mixing of a distribution of
flow paths from zero-age to infinite-age waters. The EMM is fully characterized by
the mean residence time of the sample. The exponential-piston flow model (EPM) describes an aquifer with an exponential flow segment followed by a piston flow segment.
In addition to the mean residence time, the EPM has an additional shape parameter
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η, which can have the effect of excluding zero-age water from the RTD. Binary mixing models apply a weighted combination of two RTDs characterized by independent
parameters. Here we use a binary mixing model with a younger fraction described
by an EPM and an older fraction described by a PFM (notated as EPM-PFM). The
relative contribution of the EPM to the entire sample is given by f1 , while that of
the PFM is f2 = 1 − f1 . The EPM-PFM can represent, for instance, the conceptual
model where pre-modern (recharged prior to ∼1950 and does not contain CFC, SF6 ,
nor 3 H) groundwater from the deeper subsurface mixes into a shallow aquifer that is
characterized by an EPM RTD.
Additional sources of uncertainty that influence environmental tracer observations
and age predictions include CFC degradation and SF6 contamination (Cook & Herczeg, 2000; Plummer, Busenberg, & Cook, 2006b). All three wells had measurable
dissolved oxygen, which suggests anaerobic microbial degradation of CFC-12 is not
likely. However, the shale bedrock contains methane as the result of methanogenesis, which has been shown to cause degradation of CFC-12 (Plummer et al., 2006b).
Following Massoudieh et al. (2012), we consider CFC-12 degradation in Eq.4.7 as a
first-order decay process with an uncertain decay half-life. While SF6 contamination
due to point industrial sources is not expected due to the remoteness of the study site,
contamination can occur from in-situ production within sedimentary aquifers (von
Rohden, Kreuzer, Chen Zongyu, & Aeschbach-Hertig, 2010). We consider possible
SF6 contamination in Eq.4.7 as an uncertain percent increase relative to the observed
SF6 concentration (described below).

Groundwater RTD Inference
The RTD model parameters and associated uncertainties are inferred using a MCMC
procedure similar to that presented for the noble gas analysis (Section 4.4.2). The
prior distributions for the uncertain RTD parameters are given in Table 4.2. In general, we apply uniform prior distributions with broad ranges for the model parameters
τ , η, and f1 due to sparse a priori knowledge on bedrock groundwater residence times
in headwater catchments. Based on Eq. 4.8 (and discussion therein), we assume the
prior for JHe is log-normally distributed with mean -10.48 and a standard deviation
of 0.33. This distribution constrains JHe within one order of magnitude of the mean,
which generally matches uncertainty ranges reported in other studies (P. M. Gardner
& Heilweil, 2014). The prior for the SF6 contamination parameter (P ESF6 ) is considered a half-normal distribution with a mean of zero and standard deviation of 0.17.
This prior assumes that no SF6 contamination is the most likely state and there is
99% probability (3σ) that contamination is within a ∼50% increase of the measured
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Table 4.2: Prior Distributions for the RTD MCMC Analysis
Parameter

Low

High

Distribution

τ1 (years)
η1 (-)
f1 (-)
τ2 (years)
C12
tCF
(years)
1/2

10
1
0.4
50
5

1000
5
0.99
10000a,b , 15000c
35

U (Low, High)
U (Low, High)
U (Low, High)
U (Low, High)
Beta(α = 2, β = 2)

µ

σ

-10.48
0.0

0.33
0.167

†
JHe
(cm3 STP/g)
P ESF6 (-)

N ormal(µ, σ)
Half -N ormal(µ, σ)

PLM1, b PLM7, c PLM6. † Parameters is given as the log10 transform. The Beta
distribution is scaled between the Low and High values using Eq. 4.5. U refers to the
Uniform distribution.

a

C12
concentration. The prior for the CFC-12 degradation decay half-life (tCF
) is con1/2
sidered a Beta distribution scaled between a lower parameter bound bl = 5 years and
C12
upper bound bu = 35 years with Eq.4.5. The tCF
prior bounds are approximated
1/2
from data presented in (Hinsby et al., 2007).
Given the relatively uninformative priors, the RTD parameter posterior distributions are predominantly controlled by the fit between predictions made by the lumped
parameter model (Eq. 4.7) and the environmental tracer concentrations. The environmental tracer concentrations are represented as uncertain distributions Cens that
assimilate both measurement analytical errors and the previously estimated noble
gas recharge parameter uncertainties. The noble gas recharge parameters manifest in
Cens during the required conversion of the measured aqueous CFC-12 and SF6 concentrations to atmospheric mixing ratios that can be compared to historical timeseries
and in 4 Heter during the component separations (further described in Section 4.4.3).
The likelihood function assumes normally distributed model errors and is given by:





P (Ĉens |m) ∼ N Ĉens , σCens ,

(4.9)

where Ĉens is the mean of Cens , m are the uncertain RTD parameters, and σCens is
standard deviation of Cens . For 3 H, σCens contains only the analytical uncertainty and
Ĉens is the observation value without noble gas recharge parameter corrections. For
the PFM and EMM RTD models, we perform separate MCMC inferences using each
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of the environmental tracers alone to compare the variance in mean residence times
estimates. We do not vary the model parameters that describe SF6 contamination,
CFC-12 degradation, and uncertainty in 4 Heter production rates when considering
each environmental tracer separately to avoid an ill-posed parameter inference problem. All of the environmental tracers (CFC-12, SF6 , 3 H, 4 Heter ) are jointly considered
to infer parameters for the EPM and EPM-PFM RTD models. Furthermore, variability in SF6 contamination, CFC-12 degradation, and 4 Heter production rates are
incorporated for the EPM and EPM-PFM RTD parameter inferences.

4.5
4.5.1

Results
Noble Gas Recharge Parameters

Figure 4.3: Noble gas recharge parameter prior distributions (red-dashed line) and
posterior marginal distributions for wells PLM1 (blue), PLM7 (orange), and PLM6
(green).
The noble gas recharge parameter MCMC analysis converged for all parameters
based on a qualitative assessment of four independent Markov-chain traces adequately
exploring the parameter space and producing Gelman-Rubin R̂ measures less than
121

1.05. Figure 4.3 shows the marginal posterior distributions for the noble gas recharge
temperature (Tr ) and elevation (Z ); atmospheric lapse rate slope (m) and intercept
(b); and excess-air parameters (Ae and F ) at the three observation wells. The posterior distributions are considered to be within reasonable ranges for a high elevation
montane site and are consistent with studies in nearby basins (Manning et al., 2021;
Carroll et al., 2020). We consider reductions in parameter posterior uncertainties relative to the prior distributions as a measure of parameter sensitivity to the observation
dataset and modeling structure.
The posterior Z distributions are similar for PLM1 and PLM7, with median estimates of ∼3200 m and standard deviations of ∼100 m (Figure 4.3). Z at PLM6
is significantly lower with a median estimate of 3000 m and standard deviation of
∼110 m. Tr at wells PLM1 and PLM7 have median estimates of approximately -1 ◦ C
and standard deviations of 1.3 ◦ C. Tr at PLM6 is warmer, with median estimates
of 3.6 ◦ C and standard deviation of 0.9◦ C. The posterior distributions for m show
minimal changes compared to the prior distributions (Figure 4.3). Thus, m has little
influence on the simulated noble gas concentrations given the modeling framework.
Similarly, the b posterior distributions show minor differences in variance compared
to the priors, with a maximum uncertainty reduction of 22% at PLM6. However,
compared to the prior b estimate of 3260 m, the median b is decreased to ∼3100 m at
PLM1 and PLM7 and increased to ∼3300 m for PLM6. The excess-air parameters F
and Ae show the largest uncertainty reductions relative to the priors. The median F
estimates range from 0.4 to 0.7 with standard deviations less than 0.1 at wells PLM1
and PLM7 and 0.18 at well PLM6. F less than 1 suggests that in-situ degassing is
not a dominate factor for these samples (Aeschbach-Hertig et al., 2008). The Ae parameter ranges from 0.003 cm3 STP g−1 at PLM6 to 0.04 cm3 STP g−1 at PLM7 with
uncertainties on the order of 50% of the median.
Figure 4.4 illustrates the joint posterior distributions for recharge elevations and
temperatures, along with simulations of atmospheric lapse rates sampled from the
posterior distribution. Recharge elevations at PLM1 and PLM7 are generally 500 m
above the well heads (horizontal dashed lines) and are approaching the top of Snodgrass Mountain, which is the maximum elevation considered during the parameter
inference. The recharge elevation for PLM6 is focused ∼200 m above the well and
does not predict significant recharge from the higher elevation regions. For wells
PLM1 and PLM7, the influence of depressing the lapse rate intercept b relative to
the prior lowers the recharge temperature for a given elevation. While recharge temperatures less than 0 ◦ C are physically implausible, the probability distributions have
considerable mass above freezing temperatures, thus are considered adequate estimates of the uncertainty. At the toe-slope PLM6 well, the lapse rate falls to the right
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Figure 4.4: Simulated recharge temperature distribution (shaded blue) versus elevation, lapse rates from the joint posterior distributions (grey lines), the maximum
a posteriori parameter estimate (black line), and the prior (green line). Darker blue
indicates higher probability density of recharge temperature and elevation. The horizontal dashed line is the well elevation.
of the prior model (Figure 4.4), suggesting that recharge temperatures are warmer
then the predicted annual average air temperature.
The MCMC inference methodology considers all parameter sets that are consistent
with observations and prior information, and robustly quantifies the co-variation between the parameters. The noble gas recharge parameter joint posterior distributions
for well PLM1 is shown Figure 4.5. Wells PLM6 and PLM7 show similar parameter
correlation structures and are presented in Figures S1 and S2. Linear correlations
exists between Tr , Z, and b due to the deterministic, yet uncertain, lapse rate used to
relate these variables (Eq. 4.4). The excess-air Ae and F parameters additionally show
positive correlations with Tr , which is similar to the analysis in Jung and Aeschbach
(2018). The correlation structure between Ae and F is positive and skewed such that
increases of Ae beyond ∼0.02 cm3 STP g−1 do not result in commensurate increases in
F. We note that inferring the uncertainty of the non-Gaussian joint distribution of Ae
and F is problematic for typical non-linear least squares squares inversion techniques
(Tarantola, 2005).
Figure 4.6 compares the observed noble gas concentrations and analytical errors
(dashed-grey curves) with the posterior predictive concentration distributions (filledblue curves). At all three wells, there is good agreement between the observed and
simulated Ne and Ar concentrations, with biases below the observation analytical
uncertainties. The simulated Xe agrees with field observations at PLM1 and PLM7,
however; is over-predicted at PLM6. This bias is likely due to Xe sorption to the Shale
bedrock, which has been previously reported in the nearby Redwell Basin (Manning
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Figure 4.5: Noble gas recharge parameter joint posterior distributions assuming the
closed-equilibrium (CE) model at well PLM1.
et al., 2021) and the Milk River Aquifer in Canada (Andrews et al., 1991). The simulated Kr concentrations under-predict the observations at wells PLM1 and PLM7.
Improved Kr model fits require parameter values outside the prior distributions. In
particular, increasing the simulated Kr concentrations requires colder recharge temperatures, which are already near 0 ◦ C at wells PLM1 and PLM7.

4.5.2

Groundwater Residence Times

Apparent and Exponential Mean Ages The CFC-12 observation distributions
that account for the noble gas recharge conditions range from ∼11 pptv at PLM6
and PLM7 to ∼33 pptv at PLM1, with uncertainties of ∼5% (Table 4.3). The CFC124

Figure 4.6: Posterior predictive noble gas concentrations at (A) PLM1, (B) PLM7,
and (C) PLM6. The blue curves show the simulated posterior predictive noble gas
concentrations (after MCMC inference conditioned to Ne, Ar, Xe, and Kr) and the
grey dashed-curves show the field observations. For He, the orange dotted-curve is
the estimated terrigenic He component, calculated as the difference between observed
and simulated He concentrations.
12 apparent ages are 60, 68, and 68 years at PLM1, PLM7, PLM6, respectively,
which are near the piston-flow age dating limit for CFC-12. Figure 4.7 shows the
posterior distributions of the exponential RTD model mean residence times for each
of the environmental tracers. The low CFC-12 concentrations result in maximum a
posteriori (MAP) exponential mean residence times of 695, 2490, and 2350 years at
PLM1, PLM7, and PLM6, respectively. We note that in addition to the CFC-12
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Table 4.3: Posterior Predictive Tracer Concentrations
4

Well
PLM1
PLM7
PLM6

Heter
±
3
(cm STP/g)

1.04e-8
3.64e-8
1.07e-7

2.10e-9
1.88e-9
3.08e-9

∆Heter ±
(%)
17
78
263

4
5
10

CFC-12 ±
(pptv)
33.73
11.03
11.90

2.61
0.83
0.76

SF6
±
(pptv)
1.22
0.28
17.12

3

H
±
(TU)

0.07 4.87 0.39
0.02 4.32 0.35
0.99 4.16 0.33

4

Heter , ∆Heter , CFC-12, and SF6 assimilate observation analytical errors and noble
recharge parameter uncertainties, while 3 H only assimilates observation analytical
errors. PPTV is parts per trillion by volume and TU is tritium units.
concentrations approaching pre-industrial background concentrations, CFC-113 was
not observed above analytical detection limits and only PLM1 had detectable CFC11. While these CFC patterns can suggest large fractions of pre-modern groundwater
(defined as recharge prior to the year 1950), similar patterns can been attributed to
CFC degradation (Hinsby et al., 2007; Plummer et al., 2006a). SF6 apparent ages are
37 and 49 years and MAP exponential mean residence times are 190 and 940 at PLM1
and PLM7, respectively (Figure 4.7). The SF6 concentration of 18 pptv at PLM6
is above plausible solubility equilibrium and excess-air conditions, suggesting the
sample is contaminated. Possible sources of contamination include field sampling and
terrigenic SF6 production, which has previously been observed in sedimentary geologic
settings (von Rohden et al., 2010). 3 H concentrations decrease from 4.8 TU at the
uplsope PLM1 well to 4.1 TU at the downslope PLM6 well. These 3 H concentrations
result in non-unique apparent ages that can range from <10 years to ∼60 years. The
MAP 3 H exponential mean residence times are 78, 123, and 133 at PLM1, PLM7, and
PLM6, respectively (Figure 4.7). Despite the variance and disagreement between the
apparent ages and exponential mean residence times among the young environmental
tracers, the presence of CFC-12, SF6 , and 3 H suggests that all the samples contain a
component of modern groundwater.
Figure 4.6 indicates that all samples have 4 He in excess of predicted atmospheric
equilibrium and excess-air sources, suggesting the presence of 4 Heter and a fraction of
long-residence time groundwater within the sample (Solomon et al., 1996). ∆Heter is
used to notate the 4 Heter concentrations as a percentage of the combined atmospheric
equilibrium and excess air concentrations (Cmod in Figure 4.6). At wells PLM1,
PLM7, and PLM6, ∆Heter is 17%, 79%, and 262%, respectively (Table 4.3). Uncertainties in ∆Heter are ∼20% of the inferred value at PLM1 and less than ∼10% at
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Figure 4.7: 3 H, SF6 , CFC-12, and 4 Heter exponential RTD model (EMM) mean
residence time posterior distributions at wells PLM1, PLM7, and PLM6. The 4 Heter
mean residence time estimates assume only in-situ production at equilibrium diffusive
conditions (see text for further details).
wells PLM7 and PLM6. 4 Heter apparent ages and exponential mean residence times
are 320, 1200, and 3200 years at PLM1, PLM7, and PLM6, respectively (Figure 4.7),
with the assumption that the He flux out of mineral grains equals in-situ production
(Eq. 4.8).
RTD Prior Predictive Distributions The co-occurrence of the young residence
time environmental tracers (CFC-12, SF6 , and 3 H) and 4 Heter suggests that the
groundwater samples contain a mixture of residence times characterized by modern
and pre-modern timescales. We qualitatively test the ability of multiple parametric

127

Figure 4.8: 3 H, SF6 , and CFC-12 versus 4 Heter bi-variate tracer-tracer concentration
plots generated using 15000 Monte Carlo samples for each RTD model. Labeled
numbers on the PFM and EMM models correspond to apparent age and mean age,
respectively.
RTDs to jointly explain the observed environmental tracers by randomly sampling
from the RTD prior parameter distributions (Table 4.2) and comparing simulated
concentrations from the lumped parameter model (Eq.4.7) against observations. Figure 4.8 shows the predicted concentrations for 3 H, SF6 , and CFC-12 versus 4 Heter
−1
calculated using a constant production rate of 3.3×10−11 cm3 STP gH2O
year−1 (see
Eq.4.8). The exponential (EMM) and exponential piston-flow (EPM) RTD models can approximate the joint SF6 and 4 Heter , and CFC-12 and 4 Heter observations.
However, these RTD models cannot jointly explain the 4 Heter and 3 H observations.
In particular, simulations that contain 3 H >4 TU contain too little 4 Heter compared
to the field interpretations. The right column in Figure 4.8 suggests that the binary
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mixing EPM-EPM model can better reconcile the young residence time environmental tracers with the inferred 4 Heter concentrations. The uncertainties in the 4 Heter
production rate, CFC-12 degradation, and SF6 contamination are not addressed in
the prior predictive distribution plots, but are considered in subsequent MCMC parameter inferences.

Figure 4.9: (A) Exponential piston-flow (EPM) RTD model mean residence time
posterior distributions at wells PLM1, PLM7, and PLM6. (B) Posterior predictive
concentrations (solid) and observation distributions (dashed grey) for the environmental tracers CFC-12, SF6 , 3 H, and 4 Heter used for the MCMC inference.

RTD Model Parameter Inference We quantitatively infer parameter uncertainties for the EPM RTD and EPM-PFM binary mixture RTD using MCMC analysis
and the full set of environmental tracers (CFC-12, SF6 , 3 H, and 4 Heter ). Furthermore, the EPM and EPM-PFM posterior distributions consider uncertainties in the
4
Heter accumulation rates, CFC-12 degradation, and SF6 contamination. The SF6
observation at PLM6 was excluded from the parameter inference process due to contamination that is in excess of the prior models. Figure 4.9(A) shows the EPM mean
residence time posterior distributions at wells PLM1, PLM7, and PLM6. The posterior distributions for the remaining uncertain parameters are presented in Figure
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S3. At PLM1, the MAP mean residence time (τ1 ) is 98 years and the distribution
ranges from approximately 60 to 160 years. PLM7 and PLM6 have older mean residence times of 144 and 157, respectively, and similar uncertainties that range from
approximately 80 to 340 years. These results suggest that there is a 47% increase in
the mean residence time moving downslope from PLM1 to PLM7 then a smaller 9%
increase moving from PLM7 to the toe-slope well PLM6. Figure 4.9(B) compares the
environmental tracer observations to the posterior predictive concentrations for the
EPM. In general, the EPM predicts all the environmental tracer observations with
reasonable uncertainty intervals. The exception is 4 Heter at well PLM6, where the
predicted interval spans over one order of magnitude.
Figure 4.10(A) shows the mean residence times and mixing fraction parameter
posterior distributions for the EPM-PFM binary mixing model. Here, the subscripts
1 and 2, refer to the young mixing component that is characterized with a EPM model
and the old mixing component that is characterized with a PFM model, respectively.
The posterior distributions for the remaining uncertain parameters are presented
in Figure S4. The mean residence time of the young mixing component (τ1 ) at
PLM1 is 56 years and makes up between 0.60 and 0.99 (f1 ) of the total sample
(Figure 4.10(A)). PLM7 and PLM6 have similar τ1 posterior distributions that range
from ∼40 to 125 years, with higher probability at mean residence times less than
100 years. The f1 posteriors at PLM7 and PLM6 have broad distributions, yet,
they have zero probability density at values approaching unity. This suggests that
PLM7 and PLM6 cannot be explained using the young EPM component alone and
mixing with longer residence time groundwater is required. For all three wells, the
mean residence time of the old PFM mixing component (τ2 ) has broad posterior
distributions with uncertainties on the order of thousands of years (Figure 4.10(A)).
At PLM1 and PLM7, the τ2 posterior distributions have ranges similar to the uniform
prior distributions used in the MCMC analysis, but the more likely values are skewed
towards younger mean residence times. Alternatively, the τ2 posterior distribution at
PLM6 has zero probability density below ∼950 years and uniformly predicts mean
residence times to greater than 10000 years.
The EPM-PFM mean residence times that combine the young and old mixing fractions are notated as τcomp in Figure 4.10(A). Both the MAP estimates and variance of
τcomp increase moving downslope from PLM1 to PLM6. At wells PLM1 and PLM7,
the τcomp posterior distributions are skewed towards younger mean residence times
and the most probable estimates are 450 and 1050 years, respectively. At PLM6, the
posterior τcomp distribution does not have a well-defined maximum, but generally predicts mean residence times that are greater than 1000 years. The increased fraction of
long residence time groundwater at PLM6 compared to PLM1 and PLM7 is consistent
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Figure 4.10: (A) Mean residence time posterior distributions at wells PLM1, PLM7,
and PLM6 for the binary mixing model RTD that combines a young exponential
piston-flow (EPM1) component with an old piston-flow (PFM2) component. (B) Posterior predictive concentrations (solid) and observation distributions (dashed grey) for
the environmental tracers CFC-12, SF6 , 3 H, and 4 Heter used for the MCMC inference.
with the commensurate increase in 4 Heter concentrations, but is also likely influenced
by the lack of a SF6 measurement that puts further constraints on the young mix131

ing fraction. Figure 4.10(B) compares the environmental tracer field observations to
the posterior predictive concentrations and suggests the EPM-PFM predicts all the
environmental tracer observations with reasonable uncertainty intervals.

Figure 4.11: Groundwater residence time cumulative density distributions assuming
(A) the EPM RTD and (B) the binary mixing EPM-PFM RTD. The solid black curve
is the average distribution of residence times and the light grey curves are samples
from the posterior distribution. The open circle and corresponding horizontal line
corresponds to the fraction of the total sample that is characterized with residence
times that are modern (after 1950).
Figure 4.11 illustrates the cumulative density functions of both the EPM and
young-fraction of the EPM-PFM (the EPM component of the binary mixture model)
evaluated with the respective posterior parameter distributions. These curves represent the entire RTD, rather than a probability distribution of the mean residence time.
Figure 4.11 can be interpreted as the fraction of the total sample that is younger than
a given residence time or, equivalently, recharged after a given date. For instance, regions of the curves that plot below the horizontal dashed lines indicate the proportion
of the sample with residence times that are modern, which we define as recharged
after the year 1950. RTD inference assuming the EPM model suggests that ∼50%
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of the PLM1 sample is considered modern (Figure 4.11(A1)). At well PLM7 and
PLM6, the percent of modern groundwater decreases to ∼30% (Figures 4.11(A2) and
(A3)). The EPM-PFM RTD model increases predictions of modern groundwater to
60%, 38%, and 38% of the total sample at PLM1, PLM7, and PLM6, respectively.
Thus, the EPM-PFM model predicts higher fluxes of modern groundwater compared
to the EPM, despite τ2 and τcomp being on the order of hundreds to thousands of
years (Figure 4.10).

4.6
4.6.1

Discussion
Noble Gas Recharge Zones

Understanding the temporal and spatial scales of bedrock groundwater flow and
transport is critical for the further development of integrated hydrological conceptual models in headwater mountain catchments (Brooks et al., 2015; Condon et al.,
2020). Interpretation of environmental tracers is one of the few methods available to
constrain RTDs over timescales commensurate with the range of expected flowpaths
in mountain systems with steep topography and strongly contrasting hydrogeologic
properties (e.g., Engdahl & Maxwell, 2015; W. P. Gardner et al., 2020). However,
estimation of bedrock groundwater RTDs using in-situ measurements of environmental tracers has been limited and typically remains uncertain. This uncertainty is
in-part due to the challenges with interpreting dissolved noble gases and inference of
groundwater recharge conditions in mountain systems.
Studies have typically inferred variations in dissolved noble gas recharge parameters in mountain systems at the catchment to watershed spatial scales using deep
production wells in the lower elevation valley (Manning & Solomon, 2003; P. M. Gardner & Heilweil, 2014; Markovich, Manning, Condon, & McIntosh, 2019). While the
inferred groundwater recharge elevations and temperatures have been valuable to
constrain predictions of mountain block recharge locations (e.g., Doyle et al., 2015),
expected variations in dissolved noble gases along smaller mountain hillslopes remains
relatively unknown (Singleton & Moran, 2010; Manning et al., 2021; Masbruch et al.,
2012). Our results suggest that bedrock wells spaced within 200 m of each other along
the bottom half of a steep mountain hillslope have variations in inferred noble gas
recharge temperatures, elevations, and excess-air conditions (Figure 4.3).
At the further upslope wells PLM1 and PLM7, the predicted recharge elevations
are above the top of hillslope and have near 0◦ C recharge temperatures. High recharge
elevations persist, even when considering the full uncertainty distributions of the
joint parameters (Figure4.4 A and B), which implicitly accounts for the plausibil133

ity of colder ground and soil temperatures compared to air temperatures (Manning
& Solomon, 2003; Masbruch et al., 2012). This implies that it is unlikely the near
0◦ C recharge temperatures are solely sourced from low elevation recharge consisting
entirely of cold snowmelt. Rather, our results suggest that basin areas above the
hillslope transect are the more likely recharge zones for PLM1 and PLM7. The plausibility of long groundwater flowpaths are supported by recent numerical modeling
in the East River Watershed that suggests groundwater recharge is greater in the
alpine and sub-alpine regions that are energy limited compared to the lower elevation
montane regions, such as the studied hillslope (Carroll et al., 2019). The predicted
high elevation recharge zones can suggest limitations in the hillslope 2D cross-section
conceptual model that does not capture intermediate and regional flowpaths from
nearby high elevation mountain regions.
Compared to PLM1 and PLM7, the predicted recharge elevations are lower and
temperatures are higher at the toe-slope well PLM6 (Figure 4.4). The increased
recharge temperature can be the result of enhanced mixing with shallow alluvial water recharged locally on the lower elevation regions of the hillslope. This is consistent
with the topography driven flowpath conceptual model where the base of hillslopes
capture a broader distribution of flowpaths, including very short flowpaths (Engdahl
& Maxwell, 2015). Numerical modeling by W. P. Gardner et al. (2020) provides further process insights that support varying degrees of bedrock and shallow soil water
mixing at toe-slope versus further upslope positions. In particular, they show that
lower hillslope positions experience longer duration of hydraulic connectivity compared to upslope positions where bedrock recharge largely occurs during brief periods
of high soil saturation conditions. This conceptual model is also consistent with the
observation of a thinner and less transient unsaturated zone at PLM6, compared to
the upslope wells (Tokunaga et al., 2019).
An alternative explanation for the higher recharge temperatures at PLM6 is an
increased contribution of deep flowpaths that re-establish equilibrium conditions with
warmer, geothermally altered groundwater. These deeper flowpath contributions are
expected to have longer residence times (Frisbee et al., 2013; Gleeson & Manning,
2008), which is supported by the increased 4 Heter concentrations moving downlslope.
Nonetheless, the toe-slope well shows distinct dissolved noble gas characteristics compared to further upslope wells, suggesting there are variations in the distribution of
groundwater flowpaths along the lower section of the studied hillslope. This distribution of flowpaths likely integrates over spatial scales ranging from the local hillslope
to the more distant higher elevation regions of the basin, which are rarely considered
in conceptual models of hydraulic exchanges within hillslopes. Further characterization of the groundwater contributions sourced from higher elevation regions that
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may be buffered from snowpack changes can be critical to properly assess mountain
catchment water balances in a drying climate (Carroll et al., 2019).

4.6.2

Variations in Mean Residence Times

There is an increased recognition that bedrock groundwater is an important component of mountain catchment hydrological functioning (e.g., Gabrielli, McDonnell, &
Jarvis, 2012; Singha & Navarre-Sitchler, 2021). Characterization of bedrock groundwater RTDs provides a first-order approximation on subsurface flowpath dynamics
(Asano & Uchida, 2012; Hale et al., 2016), which are generally difficult to observe
and directly characterize in mountainous systems. Groundwater residence times are
often reported as piston-flow apparent ages or mean residence times estimated from a
single environmental tracer data point. An important consideration in our analysis is
that there are disagreements in apparent age and exponential model mean residence
time inferred when using the different environmental tracers. Variations in tracerspecific groundwater mean residence times has been previously discussed (e.g., Zuber
et al., 2005) and has been attributed to processes such as microbial degradation of
CFCs, contamination of SF6 , and incorrect RTD model assumptions (Hinsby et al.,
2007; Cook & Herczeg, 2000; W. P. Gardner et al., 2011). In particular, groundwater mean residence times inferred from CFCs, SF6 , and 3 H observations can be
biased when the sample contains a mixture of residence times that are not accurately
captured in the assumed residence time distribution (McCallum et al., 2015). These
are known as aggregation errors and lead to apparent groundwater ages that under
predict the true mean residence times of groundwater mixtures (Bethke & Johnson,
2008; Stewart, Morgenstern, Gusyev, & MaÅ’oszewski, 2017). Aggregation errors
can vary for different environmental tracers, resulting in non-congruent groundwater
age estimates (W. P. Gardner et al., 2015). Both aggregation errors and potential
SF6 contamination result in apparent groundwater ages biased towards younger values. Our inferred SF6 apparent ages of 37 and 48 years at wells PLM6 and PLM7,
respectively, are expected to provide estimates of minimum mean residence times for
the bedrock groundwater samples. These apparent ages are similar to mean residence
times inferred using environmental tracers in other mountain catchments (Singleton &
Moran, 2010; Gabrielli et al., 2018; Manning et al., 2012; Hale et al., 2016), which are
older compared to residence times inferred using stable isotopes alone (e.g., McGuire
& McDonnell, 2006). However, apparent groundwater ages that assume piston-flow
conditions are expected to poorly represent the mixing processes in complex mountain groundwater systems, thus likely underestimate the true, but unknown, mean
residences times. In general, we think it is likely that most reported bedrock residence
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times should be interpreted as minimum residence times, which can be significantly
shorter than the true mean residence time.
The bedrock groundwater samples show evidence of mixing between groundwater
characterized by modern and pre-modern residence times. This is qualitatively based
on the co-occurrence of environmental tracers first introduced into hydrologic systems
in the ∼1950’s (CFC-12, SF6 , and 3 H) and elevated 4 Heter , which is suggestive of
residence times on the order of centuries to millenia (Solomon et al., 1996). Our
results further support that interpreting mean residence times with RTD models that
allow for mixing processes lead to older mean age estimates compared to the apparent
ages. We find that introducing groundwater with pre-modern residence times into the
sample mixture improves the ability to explain the full suite of environmental tracer
observations. With an assumed EPM RTD, the most likely bedrock groundwater
mean residence times along the hillsope are on the order of 80-140 years (Figure 4.9).
The EPM RTD, which has been previously used to infer groundwater mean residence
times in mountain catchments (e.g., Gabrielli et al., 2018), is a smooth function that
is characterized by a single mean residence time. Alternatively, studies often observe
that RTDs that consider a binary mixture of groundwater characterized by disparate
young and old residence time fractions best fit multiple environmental tracers in
mountain systems (W. P. Gardner et al., 2011; Manning et al., 2012; Markovich et
al., 2021; Lerback et al., 2022). Our results similarly find that the EPM-PFM RTD
model can explain the observation data by mixing in a long-residence time fraction
that is ∼1-order of magnitude older than the young fraction (Figure 4.10). However,
even when we consider mixing of an old water source, the mean residence time of the
young fraction still contains a significant proportion of water with residence times of 50
years (Figure 4.11(B)). This is in contrast to Manning et al. (2012) who show bedrock
groundwater samples in California’s Sierra Nevada Mountains can be explained using
a binary mixing model that contains a fraction of very young water (<6 years) and
an older component that still had modern residence times. In our system, analysis
of multiple environmental tracers interpreted using multiple RTD conceptual models
suggests that the shallow bedrock wells have minimum mean groundwater residence
times on the order of 50 to 150 years, with a significant component of pre-modern
water.
Few studies have quantified groundwater residence times in mountain catchments
with environmental tracers that can inform mixing fractions with residence times
characteristic on the century to millenia timescales (Manning & Caine, 2007; Manning et al., 2021; Frisbee et al., 2013). Young residence time environmental tracers,
such as CFC’s, SF6 , and 3 H, are insensitive to the tails of RTDs and can lead to a
truncation of long residence time information (Frisbee et al., 2013; W. P. Gardner
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et al., 2015). It is plausible that our interpretation of hillslope bedrock groundwater
mean residence times that are older than values often reported in the literature is
due to the assimilation 4 He, which decreases the degree of residence time information
truncation. This idea was similarly presented in Hale et al. (2016) who identified
evidence for bedrock groundwater samples that contain a mixture of modern and
pre-modern residence times. However, they infer 3 H/3 He piston-flow apparent ages,
which are relatively insensitive to mixing fractions characterized by pre-modern residence times. Compared to this work, Manning et al. (2021) reports similar elevated
4
Heter values in bedrock wells from a nearby basin within the East River Watershed,
further supporting our results that shallow subsurface systems in mountain headwater
systems can be characterized with significant pre-modern residence time components.
The observation of very old water, when using tracers capable of identifying old water,
highlights the need to use multiple environmental tracers that can inform groundwater
transport over broad timescales.
Our results show an increase in mean residence times moving downslope from well
PLM1 to PLM6. This pattern is consistent with a topography controlled groundwater flow system where higher proportions of flowpaths with long-residence times
discharge to the lower hillslope positions (Gleeson & Manning, 2008; Gabrielli et al.,
2018; Manning et al., 2012; Hale et al., 2016). Our analysis of the EPM-PFM RTD
suggests that the increase in mean residence time at well PLM6 is largely the result of
the old-fraction mixing component, which is most sensitive to the 4 Heter observations.
The presence of a young mixing fraction within all the samples is consistent with the
conceptual model of a bedrock groundwater system that is hydraulically connected
with modern recharge conditions and the overlying shallow subsurface system. This
supports studies that suggest active circulation depths in mountain systems can extend deeper than the soil and saprolite regions and into bedrock (Carroll et al., 2020;
Tokunaga et al., 2019; Condon et al., 2020; W. P. Gardner et al., 2020). The observed
hydraulic connectivity between the soil and bedrock suggests that hillslope numerical
models should be designed to capture the exchanges between these reservoirs over
broad timescales (e.g., Rapp, Condon, & Markovich, 2020).
Given well PLM6 is at the toe of the slope in a groundwater discharge zone, we hypothesize that groundwater with residence times on the order of centuries to millenia
are contributing to the shallow subsurface saprolite and soil groundwater systems.
Upwelling of bedrock groundwater to high-conductivity zones at the bottom of the
hillslope has been simulated numerically (W. P. Gardner et al., 2020). Groundwater
discharge to these reservoirs has been shown to contribute to catchment evapotranspiration fluxes (e.g., Ryken, Gochis, & Maxwell, 2022) and streamflow generation
processes (e.g., Hale et al., 2016). It has further been suggested that groundwater
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reservoirs characterized with pre-modern residence times have increased resilience to
recharge variations driven by climate perturbations (Singleton & Moran, 2010) and
can produce ecosystem resilience during drought conditions (Meyers et al., 2021).
Thus, it is critical to understand the processes that dictate the observed long-residence
time fractions, and how inclusion of these flowpaths changes predictions of integrated
catchment hydrologic and ecological response to change.

4.6.3

Limitations

Modeling of dissolved noble gases contains numerous sources of model structural errors that can influence the inferred recharge parameters. For instance, annual average
air temperature lapse rates can over predict recharge temperatures in snow-dominated
catchments (Manning & Solomon, 2003; Masbruch et al., 2012). Markovich et al.
(2021) use numerical models to show the recharge lapse rates can deviate from linear relationships in systems with steep topography due to redistribution of water in
the shallow subsurface prior to recharge events, which is also supported by model
results from Carroll et al. (2019) and W. P. Gardner et al. (2020). Similarly, interpretation of dissolved noble gases in groundwater systems employs the piston-flow
assumption, thus does not consider the impact of groundwater mixing with variable
recharge conditions.
Given the expectation of model structural errors, optimizing recharge parameter
fits to field observations alone can lead to unrealistic parameter values that have little
predictive capability (see analysis presented in Jung & Aeschbach, 2018). Previous
works have applied parameter regularization to ensembles of least squares solutions
to eliminate a priori unlikely recharge parameter values after conditioning to observation data (Jung & Aeschbach, 2018). Alternatively, the Bayesian parameter inference
technique applied here assimilates parameter prior knowledge and uncertainties directly into the inference procedure. In this work, constraining the likely recharge
parameters with not only dissolved noble gas observations, but also prior information, is key to prevent unrealistic recharge temperatures. Given the ubiquity of model
structural errors (Doherty & Welter, 2010), our results demonstrate the usefulness
of directly including prior knowledge in noble gas parameter inferences in complex
mountain systems.
While our method accounts for CFC-12 degradation, SF6 contamination, and variation in 4 Heter production rates, these processes remain uncertain and there exists
little field data to directly constrain the associated parameters. The introduction
of these parameters without adequate data to constrain them results in higher uncertainties in the RTD parameter posterior distributions. Compared to typical un138

certainty analysis techniques that solely rely on environmental tracer measurement
analytical errors, we suggest that our enlarged mean residence time uncertainties
provides a valuable assessment on plausible ranges that can be expected in complex
mountain system. Uncertainties in the 4 Heter production rates lead to an inability to
uniquely constrain long-residence time mixing fractions, similar to results presented
in Massoudieh et al. (2012). However, even with the large reported uncertainties,
the posterior predictive analysis show that all the shallow bedrock wells contain a
significant proportion of groundwater characterized with pre-modern residence times
(Figure 4.11).
The 4 He mass balance is typically not closed in shallow subsurface aquifers (Kipfer
et al., 2002). In particular, it is difficult to distinguish between upwelling of deep
groundwater flowpaths (Stute et al., 1992) or elevated matrix diffusion processes
(Solomon et al., 1996) using 4 He, as both can lead to elevated signals of long-residence
time groundwater. This has implication for the provenience and flowpath structure
of the long-residence time groundwater we observe. Further interpretation of RTDs
that include diffusion processes that are salient in fractured bedrock systems (e.g.,
P. M. Gardner & Heilweil, 2014; Rajaram, 2021) and process-based numerical modeling frameworks that simulate groundwater flow and transport over broad spatial and
temporal scales (e.g., Thiros et al., 2021) can be powerful tools to further interrogate
the source and catchment function of the observed long-residence time fractions.

4.7

Conclusions

Constraining bedrock groundwater flow dynamics and residence time distributions are
fundamental challenges in mountain hydrology. While gas phase environmental tracer
observations such as dissolved CFCs, SF6 , 3 H/3 He and nobles gases can provide invaluable insights on bedrock groundwater residence time distributions, there remains
significant uncertainties due to non-uniqueness in noble gas recharge parameters. We
demonstrate a Bayesian MCMC approach to infer the joint distributions of recharge
temperatures, elevations, and excess-air conditions as a function of both noble gas
observations and prior parameter distributions, which include an uncertain temperature lapse rates. With the MCMC uncertainty quantification technique, we find that
the noble gas recharge temperatures and elevations have large variability between
three bedrock groundwater wells located on the lower portion of a steep, mountainous hillslope. We use our estimated distribution of recharge conditions (T, Z, Ae , F )
to estimate mean groundwater residence times using multiple environmental tracers
and lumped parameter models. Based on MCMC uncertainty analyses with multiple
commonly used RTD model, we find that the shallow bedrock on the studied hillslope
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is best described as a mixture between pre-modern and modern residence times. Terrigenic 4 He concentrations increase from the upslope to down-slope wells, suggesting
higher fluxes of groundwater characterized by pre-modern residence times. In addition to the markers of pre-modern residence times in the shallow bedrock wells, there
simultaneously is evidence for a recently recharged fraction with modern residence
times. The residence time distributions that include both pre-modern and modern
mixing fractions suggests that the bedrock groundwater reservoir is connected to shallow soil hydraulic dynamics and sensitive to contemporary recharge conditions and
climate change. This work provides valuable insights on how mountain systems store
and transmit essential water resources, and highlights the need to further include
bedrock groundwater processes in mountain catchment conceptual and integrated
model predictions.
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Viviroli, D., Dürr, H. H., Messerli, B., Meybeck, M., & Weingartner, R. (2007).
Mountains of the world, water towers for humanity: Typology, mapping, and global
significance. Water Resources Research, 43 (7), 1–13. doi: 10.1029/2006WR005653
von Rohden, C., Kreuzer, A., Chen Zongyu, Z., & Aeschbach-Hertig, W. (2010).
Accumulation of natural SF6 in the sedimentary aquifers of the North China Plain as
a restriction on groundwater dating. Isotopes in Environmental and Health Studies,
46 (3), 279–290. doi: 10.1080/10256016.2010.494771
Wan, J., Tokunaga, T. K., Brown, W., Newman, A. W., Dong, W., Bill, M., . . .
Williams, K. H. (2021). Bedrock weathering contributes to subsurface reactive
nitrogen and nitrous oxide emissions. Nature Geoscience, 14 (4), 217–224. Retrieved
from http://dx.doi.org/10.1038/s41561-021-00717-0 doi: 10.1038/s41561
-021-00717-0
Welch, L. A., & Allen, D. M. (2014). Hydraulic conductivity characteristics in mountains and implications for conceptualizing bedrock groundwater flow. Hydrogeology
Journal , 22 (5), 1003–1026. doi: 10.1007/s10040-014-1121-5
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Chapter 5
Conclusions

The objective of this dissertation was to improve groundwater flow and transport
process understanding with environmental tracer observations and process-based numerical modeling. It is established that environmental tracers can constrain groundwater residence times over broad timescales, which can be fundamental to develop
accurate hydrological conceptual models and mass flux predictions using numerical
models. Yet, due to the inherent complexities in natural systems, environmental
tracer interpretation and groundwater numerical modeling cannot be considered an
exact science. Uncertainty quantification is an essential component when inferring
groundwater system processes from environmental tracer observations and numerical
models.
At the Riverton, Wyoming site (Chapters 2 and 3), we investigated the information content provided by environmental tracers to constrain physically-based numerical model parameters and solute transport predictions. We developed techniques
to robustly quantify model uncertainties using Markov-chain Monte Carlo (MCMC)
methods. To the best of our knowledge, MCMC has not been previously applied to
environmental tracer model calibrations at the field-scales. The uncertainty quantification showed that model calibration with environmental tracer observations reduced
parametric uncertainties compared to calibrating against hydraulic heads alone. This
suggests that groundwater transport characteristic on decadal to century timescales
may be critical to properly evaluate the Uranium plume dynamics and natural attenuation at the Riverton site. Comparisons of parameter uncertainties generally
supports that calibration with environmental tracer observations in the form of apparent age is not optimal and introduces additional uncertainty. Rather, assimilating
the environmental tracer concentrations directly resulted in lower permeability and
infiltration rate parameter uncertainties. This supports hypotheses that piston-flow
assumptions are a poor approximation to the true, yet unknown, residence time distribution in the shallow alluvial aquifer at the Riverton site. Yet, despite the lower
parameter uncertainties when assimilating the 3 H observations, the uncertainty quantification highlighted challenges in forecasting solute species not considered within the
calibration dataset.
Numerical models are simplified representations of reality that contain numerous
assumptions. Similar to uncertainties and biases within field observation datasets,
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structural errors in numerical models can degrade calibration and predictive accuracy. In Chapter 1, we developed a synthetic numerical model where the influence of
epistemological uncertainty can be controlled and minimized. In this idealized model,
reduced parametric uncertainties when calibrating against environmental tracers also
leads to the highest solute transport predictive accuracy. However, an important
consideration is whether the improved model calibration performance when considering environmental tracers propagates to commensurate prediction improvements,
conditional on the ubiquitous structural errors within models of complex field sites,
such as the Riverton site model. Predictive uncertainty analysis using a CFC-12
validation dataset suggests that model structural errors negate the improved system
characterization when calibrating the Riverton site model against 3 H concentrations.
Based on a full MCMC uncertainty quantification, the result that model inadequacies precluded accurate prediction of solute species that are not considered within the
calibration dataset is rigorously founded, and not simply due to factors such as calibration local-minima or non-quantified parameter correlations. This result highlights
that conceptual model uncertainties, rather than parametric, can be the dominant
source of error in model predictions of complex systems.
In Chapter 3 we developed a conceptual model for the bedrock groundwater flowpath mixing dynamics on a steep mountain hillslope within the East River Watershed
near Crested Butte, Colorado. We interpreted a suite of environment tracers that informs groundwater residence times that span over decades to millennia. Our results
suggest that simple, single-reservoir, residence time distributions that are commonly
applied in groundwater studies cannot jointly explain the full suite of environmental
tracers. The environmental tracer interpretation supports mixing between disparate
groundwater flowpaths with modern (<70 years) and pre-modern (> 70 years) residence times. The observed increases in mean residence times moving down the
hillslope towards the river supports the conceptual model of topography driven flow
paths. This is supported by the increased noble gas recharge temperatures at the
base of the hillslope, which is likely due to enhanced mixing with shallow alluvial water. Our analysis suggests that groundwater discharging to the floodplain and river
at the base of the hillslope likely has components with residence times on the order
of hundreds to thousands of years. Catchment and watershed hydrologic process interpretations that solely rely on stream discharge and stable isotope measurements
are insensitive to these long-residence time groundwater flow paths. Yet, we also find
evidence for groundwater with modern (<70 years) residence times in all the samples. This suggests that the bedrock groundwater reservoir is coupled to the shallow
soil hydrological process. Our analysis supports the conceptual model that bedrock
groundwater systems are not static reservoirs and can be important in controlling
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changes in total catchment storage and discharge to floodplains and streams. Understanding the connectivity between the integrated hydrological system that includes
deeper bedrock groundwater is crucial to evaluate water resources in a changing climate.

Outlook
The results presented throughout this dissertation touch on an important question:
Are environmental tracer observations better suited to falsify and develop conceptual
models of groundwater systems, rather than quantitatively calibrate complex numerical models that are ubiquitously fraught with structural errors? Both techniques are
widely applied in the literature, yet, there is often limited regard to the associated uncertainties. While this research cannot definitively answer this question, we show that
consideration of uncertainties can have profound implications on process understanding gained from environmental tracer observations. A major contribution of this work
is the development of techniques to quantify model and environmental tracer observation uncertainties. These uncertainty quantification techniques (or similar methods)
should be widely applied in studies that assimilate environmental tracer observations
to understand system processes and perform quantitative forecasts. Through robust
uncertainty analysis at diverse sites, key considerations such as the minimum level
of model complexity needed to accurately simulate environmental tracer transport
processes will become clearer.
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Supplementary Information

Chapter 2
The Supporting Information for Chapter 2 ”Utilizing Environmental Tracers to Reduce Groundwater Flow and Transport Model Parameter Uncertainties” consists of
Figure S1 that shows observed CFC-12 versus tritium concentrations at the Riverton
site and Figure S2 that shows the pilot point numbering scheme. Table S1 and Table S2 contain water pressure and environmental tracer observations used for model
calibration of the synthetic model and Riverton field site, respectively. Table S3 contains the aqueous environmental tracer concentration input series used for numerical
modeling and apparent age calculations. The data tables are available in the Zenodo
data repository in a Microsoft Excel format and can be retrieved at:
https://zenodo.org/record/4906655#.YL5LLDplBH4
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Chapter 3
Table 1: Field observation data are available at https://zenodo .org/record/
5390047#.YTD9xS1h2S4 as the file Field Obs.csv.

Figure 1: Pilot point numbering scheme used in the Riverton site model. Open
circles and associated number labels are pilot point locations and filled diamonds are
observation well locations.
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Figure 2a: (left) MCMC posterior chains (n=10) and (right) trace plots showing
sampling frequency.
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Figure 2b: (left) MCMC posterior chains (n=10) and (right) trace plots showing
sampling frequency.
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Figure 2c: (left) MCMC posterior chains (n=10) and (right) trace plots showing
sampling frequency.
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Figure 2d: (left) MCMC posterior chains (n=10) and (right) trace plots showing
sampling frequency.
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Figure 3a: Parameter posterior marginal distributions inferred using water levels
and 3 H observations (blue filled curve); and water levels alone (green, dashed line
with filled curve) in the calibration dataset. The orange curves represent the prior
parameter distributions.

161

Figure 3b: Permeability pilot point parameter posterior marginal distributions inferred using water levels and 3 H observations (blue filled curve); and water levels
alone (green, dashed line with filled curve) in the calibration dataset. The orange
curves represent the prior parameter distributions.
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Table 2: MCMC sampler statistics for the calibration against water levels and 3 H.
Parameter

Units

Mean

Std. Dev

ess mean

r hat

nsoil
log10 kss
nss
gamma
lwr
wr
log10 k0
log10 k1
log10 k2
log10 k3
log10 k4
log10 k5
log10 k6
log10 k7
log10 k8
log10 k9
log10 k10
log10 k11
log10 k12
log10 k13
log10 k14
log10 k15
log10 k16
log10 k17
log10 k18
log10 k19
log10 k20
log10 k21
log10 k22
log10 k23
log10 k24

m2
m/km
m/km
m2
m2
m2
m2
m2
m2
m2
m2
m2
m2
m2
m2
m2
m2
m2
m2
m2
m2
m2
m2
m2
m2
m2
m2
m2

31.58
-15.04
17.38
0.12
1.45
3.05
-11.06
-10.59
-9.89
-10.40
-9.89
-12.21
-9.88
-10.06
-12.04
-12.10
-9.91
-11.82
-10.67
-12.65
-10.13
-9.78
-11.66
-11.13
-10.48
-9.65
-11.47
-10.41
-11.57
-10.74
-10.70

4.18
0.88
3.19
0.05
0.03
0.28
1.26
1.23
0.99
0.98
1.11
0.94
1.18
0.90
0.82
0.93
0.92
0.74
1.23
0.69
1.09
0.59
0.96
0.95
0.95
0.73
0.86
1.24
0.79
0.95
0.71

2070
1831
2331
1529
2531
603
2074
1450
1455
2122
1639
1505
1729
1810
1956
1694
1328
2233
1803
2243
2014
1460
1735
1528
2066
2062
2291
1831
1875
2230
2148

1.01
1.01
1.01
1.01
1.00
1.03
1.01
1.02
1.01
1.00
1.01
1.01
1.01
1.01
1.01
1.01
1.00
1.00
1.01
1.01
1.00
1.01
1.01
1.01
1.00
1.01
1.00
1.01
1.01
1.01
1.00
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Chapter 4
Table S1: Dissolved Noble Gas and Aqueous Environmental Tracer Observation
Data
Well
PLM1
PLM7
PLM6

He

R/Ra

Ne

Ar

Kr

Xe

CFC-12

SF6

7.28E-08
8.26E-08
1.48E-07

1.48
0.91
0.67

2.64E-07
2.07E-07
1.77E-07

4.18E-04
4.14E-04
3.25E-04

1.12E-07
1.08E-07
8.26E-08

1.46E-08
1.48E-08
9.92E-09

0.24
0.08
0.06

0.86
0.16
7.16

He, Ne, Ar, Kr, and Xe have units of cm3 STP/g. CFC-12 has units of pmol/kg.
SF6 has units of fmol/kg. 3 H has units of Tritium Units (TU). R/Ra is the ratio of
3
He/4 He in the sample to that in air.

Table S2: Noble Gas Recharge Parameter Maximum a Posteriori Values and 1
Standard Deviation

Well
PLM1
PLM7
PLM6

m
+/◦
(m/ C)
-106
-104
-104

17
18
16

b

+/(m)

3133
3114
3344

98
102
85

Ae
+/3
(cm STP/g)

F

+/(-)

Z

+/(m)

0.014 0.006 0.31 0.10 3216
0.039 0.022 0.67 0.08 3234
0.003 0.002 0.41 0.18 2967
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110
101
115

Tr +/(◦ C)
-0.8
-1.2
3.6

1.3
1.4
0.9

3

H

4.87
4.32
4.16

Figure S1: Noble gas recharge parameter posterior joint distributions assuming the
closed-equilibrium (CE) model at well PLM7.
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Figure S2: Noble gas recharge parameter posterior joint distributions assuming the
closed-equilibrium (CE) model at well PLM6.
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Figure S3: Exponential piston-flow (EPM) RTD model parameter posterior distributions at wells PLM1, PLM7, and PLM6.
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Figure S4: Parameter posterior distributions at wells PLM1, PLM7, and PLM6 for
the binary mixing model that combines the exponential piston-flow (EPM) RTD and
piston-flow (PFM) RTD.
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