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A recent International Technology Roadmap for Semiconductors (ITRS) report (2.0, 2015 
edition) has shown that Moore’s law is unlikely to hold beyond 2028. There is a need for alternate 
devices to replace CMOS based devices, if further miniaturization and  high energy efficiency is 
desired. The goal of this dissertation is to experimentally demonstrate the feasibility of 
nanomagnetic memory and logic devices that can be clocked with acoustic waves in an extremely 
energy efficient manner.  While clocking nanomagnetic logic by stressing the magnetostrictive 
layer of a multiferroic logic element with with an electric field applied across the piezoelectric 
layer is known to be an extremely energy-efficient clocking scheme, stressing every nanomagnet 
separately requires individual contacts to each one of them that would necessitate cumbersome 
lithography. On the other hand, if all nanomagnets are stressed simultaneously with a global 
xi 
 
voltage, it will eliminate the need for individual contacts, but such a global clock makes the 
architecture non-pipelined (the next input bit cannot be written till the previous bit has completely 
propagated through the chain)  and therefore, unacceptably slow and error prone. Use of global 
acoustic wave, that has in-built granularity, would offer the best of both worlds. As the crest and 
the trough propagate in space with a velocity, nanomagnets that find themselves at a crest are 
stressed in tension while those in the trough are compressed. All other magnets are relaxed (no 
stress). Thus, all magnets are not stressed simultaneously but are clocked in a sequentially manner, 
even though the clocking agent is global. 
Finally, the acoustic wave energy is distributed over billions of nanomagnets it clocks, which 
results in an extremely small energy cost per bit per nanomagnet. In summary, acoustic clocking 
of nanomagnets can lead to extremely energy efficient nanomagnetic computing devices while 
also eliminating the need for complex lithography. The dissertation work focuses on the following 
two topics: 
1. Acoustic Waves, generated by IDTs fabricated on a piezoelectric lithium niobate substrate, 
can be utilized to manipulate the magnetization states in elliptical Co nanomagnets. The 
magnetization switches from its initial single-domain state to a vortex state after SAW 
stress cycles propagate through the nanomagnets. The vortex states are stable and the 
magnetization remains in this state until it is ‘reset’ by an external magnetic field. 
2. Acoustic Waves can also be utilized to induce 1800 magnetization switching in dipole 
coupled elliptical Co nanomagnets. The magnetization switches from its initial single-
domain ‘up’ state to a single-domain ‘down’ state after SAW tensile/compressive stress 
cycles propagate through the nanomagnets. The switched state is stable and non-volatile. 
These results show the effective implementation of a Boolean NOT gate. 
Ultimately, the advantage of this technology is that it could also perform higher order information 
processing (not discussed here) while consuming extremely low power.  
 
Finally, while we have demonstrated acoustically clocked nanomagnetic memory and logic 
schemes with Co nanomagnets, materials with higher magnetostriction (such as FeGa) may 
xii 
 
ultimately improve the switching reliability of such devices. With this in mind we prepared and 
studied FeGa films using a ferromagnetic resonance (FMR) technique to extract properties of 
importance to magnetization dynamics in such materials that could have higher magneto elastic 
coupling than either Co or Ni.  
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Chapter 1: Introduction 
1.1 Background 
1.1.1 Moore’s Law and scaling issues 
Transistors were considered one of the most important inventions of the 20th century. There 
was a rapid increase in number of transistors per unit area, which was predicted by Moore’s law 
which states that, “the numbers of transistors on integrated circuits (IC) would double in every two 
years.” 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1.1: ITRS had previously predicted that the physical gate length of transistors would shrink until at least 2028 
(see blue line). The last ITRS report shows this feature size going flat in the coming years. [Image source: 
http://spectrum.ieee.org/semiconductors/devices/transistors-could-stop-shrinking-in-2021] 
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Scaling down of transistors meant faster operation, low energy dissipation and low cost of 
manufacturing. This scaling down of transistors in ICs today has led to gate lengths nearing 14 
nm. However as predicted by the recent report on ITRS (Figure 1.1), further down scaling of 
Complementary Metal Oxide Semiconductors (CMOS) is severely challenged by high circuit 
power densities and energy dissipation of the basic switching element. 
 
1.1.2 Need for replacing CMOS technology and specific applications  
The apparent disadvantages that limit further scaling down of CMOS based IC technology 
is the strong motivation for developing alternate ultra-low power computing devices. Such 
extremely energy efficient computing devices can be potentially used in embedded applications 
such as medically implemented processors and distributed sensing/monitoring systems where 
energy is at a premium. As a result, the semiconductor industry is looking for new computing 
devices with unprecedented energy efficiency to replace the transistor. In order to realize such a 
device, researchers have been working on several novel device concepts and computational 
paradigms that are able to replace CMOS transistors (charge based devices) with other physical 
quantities such as spin (magnetism). One such device concept employs a bi-stable single domain 
nanomagnet whose magnetization orientation encodes a bit of information that can be manipulated 
to implement logic devices (Cowburn et. al., 2000, Csaba et. al., 2002). Due to the shape of the 
nanomagnet (as shown in Fig 1.2) the magnetizations favors the major axis, also known as easy 
axis. There is an energy penalty for the magnetization to align along the minor axis-also known as 
the hard axis. The shape of the nanomagnet prevents the magnetization from spontaneously 
switching between the two stable states along the major axis due to thermal noise. One of the two 
bi-stable   magnetization states (pointing up) can represent the bit “1” while the other   
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magnetization state (pointing down), can represent the bit “0”. Such a nanomagnetic element is 
“non-volatile” as no power is required to store its logic state.  
A detailed description of using various methods to switch nanomagnets starting with STT 
(Slonczewski, 1996) to the use of strain (Atulasimha and Bandyopadhyay, 2011; D’Souza N.., 
2015) and acoustic waves (Biswas et al., 2012; Sampath et al., 2016) is discussed in section 1.3.3.   
 
 
 
 
 
 
1.2 Magnetic domains and nanomagnetism  
This section gives an overview of magnetic materials (in particular ferromagnetic 
materials) and explains what leads to the formation of domains in magnetic micro and macro-scale 
materials.It then explains how nanomagnetic structures have a strong tendency to exhibit single 
domain behavior and how this can be exploited to encode a logic state or a bit of information.   
1.2.1 Paramagnetic and ferromagnetic behavior: Role of exchange 
coupling  
In some materials that have net magnetic moment, the moments locally tend to align with  
an applied magnetic field. Thus the magnetization produced in the material is proportional and is 
in the direction of the applied magnetic field. This is known as paramagnetism. In certain solids, 
Bit 0 Bit 1 
Fig. 1.2: Encoding bits in the magnetization of single domain nanomagnets. 
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such as iron, nickel and cobalt, the moments in neighboring atoms are strongly coupled (due to 
exchange coupling) and tend to align with each other at room temperature. Thus, even in the 
absence of magnetic fields there is spontaneous magnetization in the material, this is typical of 
ferromagnetic materials. At sufficiently high temperature, the thermal energy exceeds the 
exchange coupling energy between spins and breaks this alignment, leading to a paramagnetic 
state. The temperature at which this transition from ferromagnetic to paramagnetic state or vice 
versa occurs is known as the Curie temperature (Chikazumi, 1964).   
 
1.2.2 Domains in ferromagnetic materials: Illustrating the effects of 
exchange coupling energy, magnetocrystalline anisotropy energy and 
magnetostatic energy   
It was left to Landau and Lifshitz in 1935 to show that the existence of domains is a 
consequence of energy minimization. A single domain specimen has associated with it a large 
magnetostatic energy, but the breakup of magnetism into localized regions (domains), providing 
for flux closure at the ends of the specimen, reduces magnetostatic energy. Providing that the 
decrease in magnetostatic energy is greater than the energy needed to form magnetic domain walls, 
then multi domain specimens will arise (Jiles, 2016).  
Two scenarios can emerge (at zero applied field) depending on the magnitude of the 
magnetocrystalline anisotropy (this energy is minimized when the magnetization (spins) point 
along preferred crystallographic directions): 
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(i) Closed flux path or vortex states (see Fig 1.3 a): The magnetic moments would prefer to arrange 
themselves to form a closed flux path as shown in Figure 1.3a. However, this pattern is 
energetically feasible only if the magnetocrystalline anisotropy is extremely low.  
NOTE: The expense of exchange coupling is small in this case, as the difference in orientation 
between two neighboring moments is small. However, some moments would have to assume 
orientations which result in large magnetocrystalline anisotropy energy so this is possible only 
when the material has low magnetocrystalline anisotropy.  
(ii) Discrete domains that form a closed flux path (for example, see Fig 1.3b): For materials with 
cubic anisotropy this typically results in a domain pattern, such as the one seen in Figure 1.3b.  
The moments are oriented along the easy <100> directions leading to small magnetocrystalline 
anisotropy energy with some expense in exchange coupling energy at the domain boundaries. 
 
Fig. 1.3: Domain patterns in discs under different criterion. (a) Zero magnetocrystalline 
anisotropy. (b) Cubic magnetocrysalline anisotropy. (Chikazumi, 1964; Atulasimha, 2006) 
[Image source: Chikazumi, 1964] 
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1.3 Nanomagnetic Technology 
It can be shown that the minimum energy dissipated in switching a transistor at a 
temperature T is NkTln(1/p), where N is the number of information carriers (electrons) in the 
transistor, k is the Boltzmann constant, and p is the bit error probability.  This is independent of 
the switching speed. While, the minimum energy dissipated to switch a single domain magnet’s 
magnetization is ~ kTln(1/p). This is because the exchange interaction between many spins makes 
all of them behave collectively like a giant single classical spin (Salahuddin and Datta, 2007; 
Atulasimha and Bandyopadhyay, 2010) and rotate together to switch the magnetization (Salahuddin 
and Datta, 2007). Thus, for the same number of information carriers in a transistor and in a single 
domain nanomagnet, for the same bit error probability, the ratio of the minimum energy dissipated 
to switch a magnet to that dissipated to switch a transistor will be ~1/N <<1. This energy advantage 
makes a nanomagnet intrinsically much more energy-efficient than the transistor as a logic switch. 
Note that it is the mutual interaction between spins (exchange interaction) gives the magnet this 
advantage. It’s not an inherent advantage of spin over charge. 
Thus, nanomagnet-based computing has two advantages over traditional transistor based 
electronics. The primary reasons are: (i) magnets are intrinsically more energy-efficient than 
transistors, and (ii) magnets suffer from no leakage and hence have no standby power dissipation 
in contrast to transistors that do have a lower leakage current in the “off” state. 
Due to this inherent advantage, nanomagnet-based computing architectures are being  
increasingly researched, One such example is  the magnetic quantum cellular automata (MQCA) 
scheme used to implement nanomagnetic logic (NML), where nanomagnets are placed in specific 
geometric patterns to construct Boolean logic gates, and the dipole interactions between the 
nanomagnets elicit the desired logic operations on the bits encoded in their magnetization 
orientations (Cowburn and Welland, 2000; Csaba et al., 2002). The dipole interaction also acts as 
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an effective “wire” to link successive gates and thus build different combinational or sequential 
Boolean circuits. This methodology builds on the Single Spin Logic (SSL) paradigm in which 
exchange interaction between spins (up- and down-spin polarizations encode the two logic bits) is 
equivalent to the role of dipole interaction between magnets (Bandyopadhyay, Das and Miller, 
1994). NML schemes can be very energy-efficient if the magnets are switched in a way that 
dissipates very little energy in the external switching circuit. 
 
1.3.1 Clocking: Disadvantages 
Despite all its inherent advantages over transistors dipole-coupled NML schemes also have 
a serious drawback that limits their applications. Since dipole interaction is perfectly bi directional, 
there is no "isolation" between the input and the output ports of the nanomagnetic switch, unlike 
in transistors. This lack of isolation hinders unidirectional propagation of logic bits from one stage 
to the next – a property that is required of all Boolean logic schemes. To overcome this seemingly 
difficult hurdle, unidirectionality must be imposed in time since it cannot be imposed in space. 
That requires sequential clocking of the nanomagnets  (much  like  in  bucket-brigade  devices  and  
charge  coupled  device  shift registers) (Bandyopadhyay and  Roychowdhury,  1996;  
Bandyopadhyay,  Svizhenko  and Stroscio, 2000). This can be accomplished with Bennett clocking 
(Bennett, 1982), which is implemented by forcibly rotating a shape-anisotropic nanomagnet’s 
magnetization through ~90° from its easy axis (major axis, energetically favorable) to the hard 
axis (minor axis, energetically less favorable) prior to a bit propagating through it, as shown in 
Fig. 1.4. 
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One way of implementing Bennett clocking in traditional binary NML is to arrange shape 
anisotropic nanomagnets in a chain along their major axis as shown in Fig. 1.5. The ground  state  
of  the  nanomagnet  array  will  be  “anti-ferromagnetic”  whereby  each nanomagnet’s 
magnetization will align along the easy axis, but nearest neighbors will have anti-parallel 
magnetizations, representing a sequence of binary bits (0 1 0 1…) as shown in Fig. 1.5 (i). This 
anti- ferromagnetic ordering is a minimum energy configuration due to the dipole interaction 
between neighboring nanomagnets. To be able to propagate a bit, if we somehow ‘write’ a bit on 
the left most magnet (Fig. 1.5 (i) ), that is if it’s flipped by an external agent we want the rest of 
the magnets to follow suit and sequentially flip themselves in a domino- fashion. This doesn’t 
happen as expected because once the first nanomagnet is flipped the second one finds itself in a 
‘frustrated’ state. The left magnet’s interaction makes it want to switch but on the other hand the 
right side magnet (3rd magnet) which is equally distanced wants it to remain in the current state. 
Therefore, this nanomagnet would not flip and the input bit cannot propagate any further 
(D’Souza, N., 2014). 
 
Fig 1.4: Elliptical nanomagnets. (a) The magnetization shown in red tends to align 
along the major axis, which is energetically favorable.(b) Only on application of 
external magnetic field along the minor axis, the magnetization is forced to align 
along the minor axis. 
OR 
(a) (b) 
External magnetic field 
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1.3.2 Global clocking of nanomagnetic logic 
In  order  to  break  a tie (explained in section 1.2.1)  and  propagate  the  input  bit,  a  clock  
is  needed (Bandyopadhyay,  2005a) . An example could be, prior to ‘writing’ the first bit, a global 
magnetic field could break the anti-ferromagnetic ordering and align every nanomagnet’s 
magnetization along the common hard axis (Fig. 1.2 ii). This field is then withdrawn and the 
magnetization of the first nanomagnet is oriented by an external agent to conform to the input 
bit (Csaba et al., 2002).  Dipole  interaction  will  then  flip  the  magnetization  of  all  the  
succeeding nanomagnets  sequentially  in  a  domino-like  fashion  since  every  nanomagnet  
now experiences non-zero dipole interaction that restores the anti-ferromagnetic order. This is 
an example of using global magnetic field as a clock and propagating bits using Bennett 
clocking. The same type of clock can propagate an input bit down a chain if the nanomagnets 
i) 
ii) 
iii) 
iv) 
Fig. 1.5: Planar nanomagnets are arranged in a line with magnetization 
pointing along the in plane major axis (D’Souza, N. 2014). 
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are arranged in a line parallel to the easy axis as shown in Fig. 1.6. In this case, dipole coupling 
results in ferromagnetic ordering. 
 
 
 
 
 
 
 
 
There is an inherent advantage to using global clock. There is no need to individually 
access the nanomagnets. Accessing individual nanomagnets require making electrical 
contacts to each one of them. These contacts will be in the sub 100 nm scale. Hence 
fabricating these contacts will lead to additional lithography and is undesirable. It also 
suffers from serious drawbacks. Since the bit is propagating from the left, the nanomagnets 
at the far end of a long chain are left in their unstable energy maxima state along the hard 
axes until the propagating bit reaches them. This could lead to them spontaneously relaxing 
to either of their two energy minima, which are along the major axis, before the bit reaches 
them. Even in one nanomagnet in the chain flips in this manner, it is error prone and renders 
the global clocking scheme unreliable.  Secondly a bigger drawback is non-pipelined 
computing architecture. Pipelining refers to the ability to propagate a bit as the previous bit 
has propagated and not having to wait till the previous bit reaches the end of a chain of 
nanomagnets. This means that the propagating bit must travel through the entire chain 
before the global field can be applied again to reset the chain and prepare for the next bit to 
be propagated. This makes it unacceptably slow, compared to say a local clocking scheme 
where the next bit is ready to be propagated when the first bit leaves the first few 
nanomagnets in the chain, besides being error-prone (Bandyopadhyay and Cahay, 2009). 
Fig 1.6: Nanomagnets arranged in a line along their easy axes, they couple 
ferro magnetically with the nearest neighbors having parallel 
magnetizations (D’Souza, N, 2014). 
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Attempts to alleviate pipelining issue by utilizing nanomagnets with biaxial anisotropy that 
have shallow energy minima at the minor axes have been reported in the literature (Carlton 
et al., 2008). 
 
1.3.3 Local clocking of nanomagnetic logic 
A better strategy to global clocking is to employ local clocking where the 
magnetization of every nanomagnet is reoriented, one at a time, along the hard axis via a 
local agent to implement Bennett clocking (Behin-Aein, Salahuddin and Datta, 2009). 
Although this increases the lithography overhead significantly since every nanomagnet needs 
to be contacted, it allows for pipelining of data, resulting in a faster access times 
(Bandyopadhyay and Cahay, 2009). Since pipelined and less error prone architectures are 
essential for Boolean logic, we will consider only the clocking schemes that have potential to 
be implemented locally. There have been a few such local clocking schemes explored recently. 
Some of them are illustrated below to describe their advantages and disadvantages and more 
importantly to evaluate which technique which might be the most promising method of 
rotating the magnetization of a nanomagnet from the easy to the hard axis, energy 
efficiently? 
 
(a) A magnetic field generated by a current:  In this approach, (Ney et. al., 2003; Alam et. al., 
2010) a local magnetic field is generated by a current based on Ampere’s law. The minimum 
magnetic field Hmin  required to flip a magnet is found by equating the magnetic energy in 
the field to the energy barrier Eb separating the  two  stable  magnetization  directions  
encoding  the  bits  0  and  1  in  a  shape-anisotropic nanomagnet. The energy barrier 
determines the equilibrium bit error probability. For reasonable static error rate (high 
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information retention time), it must be ensured that Eb ≥ 30kT , which yields a Joule heating 
energy dissipation of about , 360 fJ, or 107-108kT. 
 
(b) With a spin transfer torque delivered by a spin polarized current: Spin transfer torque is a 
method of switching a magnet by driving a spin-polarized current through it. The magnetization 
flips in the direction of spin polarization because of angular momentum transfer (Slonczewski, 
1996; Ralph and Stiles, 2008). This method dissipates about 108kTof energy to switch a single-
domain nanomagnet in ~ 1 ns, even when the energy barrier within the magnet is only ~ 30 kT 
(Atulasimha and Bandyopadhyay, 2010). Additionally, spin currents are usually generated by 
current through magnetic tunnel junctions (MTJs) that have superior spin-torque efficiency but 
also suffer from operational reliability issues, especially in large scale memories (D’Souza, 
2014). 
(c) With a spin transfer torque delivered by a Spin  hall effect in a heavy metal underlayer: An 
alternate method of generating spin-polarized current in nonmagnetic materials is by the 
Spin Hall Effect (SHE) (Dyakonov and Perel, 1971). Here, spin-orbit coupling causes electrons 
with different spins to deflect in opposite directions, resulting in a net flow of spin (spin 
current) which is perpendicular to the charge current that created it. This effect can be used, for 
instance to convert electric signals into a pure spin signal and converted back to electric 
signals after being transmitted through an insulating magnet as spin waves (Kajiwara et al., 
2010). Other experiments have been carried out to using SHE to produce spin torques to rotate 
and switch the magnetic moments of perpendicularly polarized CoFeB films (Liu et al., 
2012) and CoFeB nanomagnets (Bhowmik, You and Salahuddin, 2014). 
 
13 
 
(d) With domain wall motion induced by a spin polarized current: In this method, a magnet is 
switched by inducing domain wall motion (M. Yamanouchi, D. Chiba et. al. 2004). The switching 
of a multi-domain nanomagnet may be possible in ~2 ns while dissipating 10
4
kT– 10
5
kT of energy 
(H. Tanigawa, S. Fukami et al. 2009). 
Another application is a Racetrack memory ( Parkin et al., 2008) that uses a spin-coherent electric 
current to move magnetic domains along a nanoscopic permalloy wire about 200 nm across and 
100 nm thick. As current is passed through the wire, the domains pass by magnetic read/write 
heads positioned near the wire, which alter the domains to record patterns of bits. A racetrack 
memory device is made up of many such wires and read/write elements.   
However, these are still 2-3 orders of magnitude more dissipative than what has been shown to 
be achievable with “straintronics”, where a multiferroic nanomagnet is switched with mechanical 
strain generated by a tiny voltage (Fashami, M.S. et. al., 2011). 
 
1.3.4 Strain based switching of nanomagnetic logic 
Recently a scheme was proposed (Atulasimha and Bandyopadhyay, 2010) where 
electrically generated mechanical strain rotates the magnetization of a magnetostrictive layer. This 
is an extremely energy-efficient strategy for local Bennett clocking of NML since it c a n  b e  
implemented by applying a small voltage to a multiferroic nanomagnet consisting of two 
elastically coupled piezoelectric and magnetostrictive layers (Fig. 1.7) (Eerenstein, Mathur and 
Scott, 2006). The applied voltage generates strain in the piezoelectric layer which is transferred 
almost entirely to the magnetostrictive layer by elastic coupling if the top layer is much thinner 
than the bottom piezoelectric (Atulasimha and Bandyopadhyay, 2010). 
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This strain/stress can cause the magnetization of the magnetostrictive layer to rotate by a 
large angle and has been demonstrated in recent experiments (Brintlinger et al., 2010; Hockel 
et al., 2012; Dusch et al., 2013; Chu et al., 2008), although not in single-domain 
nanomagnets. Voltage-controlled switching of the magnetization vector by ~90° was also 
theoretically demonstrated to be feasible in ferromagnetic multilayers and spin valves 
mechanically coupled to a ferroelectric substrate, with one of the ferromagnetic layers  
possessing  a  small  degree  of  cubic  magnetocrystalline  anisotropy  (Pertsev  and Kohlstedt, 
2010). 
 
 
 
 
 
 
These rotations are sufficiently large to fulfill the requirements of Bennett clocking in logic 
chains (Atulasimha and Bandyopadhyay, 2010; Salehi Fashami, Atulasimha and Bandyopadhyay, 
2012). This particular scheme is known as “hybrid straintronics” since the application of 
mechanical strain, generated by a tiny voltage, induces a magnetization rotation. Normally, strain 
can rotate the magnetization of an isolated magnet by up to ~90° because it moves the energy 
minimum of the magnet from the easy to the hard axis. This is sufficient to implement Bennett 
clocking. Recently it was shown that if the strain is withdrawn at the right juncture, as soon as the 
90° rotation has been completed, the magnetization will continue to rotate and will end up rotating 
by 180° (Roy, Bandyopadhyay and Atulasimha, 2012). This will result in a complete bit flip. One 
Magnetostrictive layer 
Piezoelectric layer 
Fig. 1.7: A two-phase multiferroic nanomagnet composed of a magnetostrictive layer and a 
piezoelectric layer. 
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could also use a two electrode pair scheme (Biswas, Atulasimha and Bandyopadhyay, 2014) to 
implement a strain switched nanomagnetic memory scheme where the magnetization rotates by 
180º  
In the studies conducted by Atulasimha and Bandyopadhyay (2010), Bennett clocking of 
2-state logic chains was considered where the logic switches are ellipsoidal multiferroic 
nanomagnets with the dimensions of the major axis = 105 nm and that of the minor axis = 95 nm. 
The piezoelectric layer, Lead Zirconium Titanate(PZT), of the multiferroic was 40 nm thick and 
the magnetostrictive layer, an alloy of Terbium, Dysprosium and Iron (Tb0.3 Dy0.7 Fe2) popularly 
known as  Terfenol-D), was 6 nm thick. Fig. 1.8 (a) illustrates the Bennett clocking scheme that 
was implemented by applying tiny rectangular voltage pulses of amplitude ~15 mV across the 
piezoelectric layer of the multiferroic generating a strain which, in turn, caused a magnetization 
rotation of ~90° in the magnetostrictive layer (Salehi Fashami et al., 2011). Transient simulations 
showed that for a pulse period of ~1 ns, the total energy dissipated in the clocking circuitry and in 
a nanomagnet is ~200 kT per rotation at room temperature (Roy, Bandyopadhyay and Atulasimha, 
2011b; Salehi Fashami et al., 2011). 
 
 
 
 
 
 
 
 
Fig 1.8: Local clocking scheme (a) Bennet clocking of NML (Salehi Fashami et al., 2011) (b) NAND Gate (Salehi 
Fashami, Atulasimha and Bandyopadhyay, 2012) 
(a) (b) 
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Thermal noise wasn’t taken into account in these simulations since it doesn’t have much 
effect. Dipole coupling between such Bennett clocked nanomagnetic switches was also shown to 
propagate information unidirectionally along a chain while dissipating a few 100 kT/bit at ~1 GHz 
clock rate (Salehi Fashami et. al., 2011). Finally, simulations of a dipole-coupled NML NAND 
gate with multiferroic nanomagnets were performed (with fan-in and fan-out) and demonstrated a 
total energy dissipation of only ~1000 kT per NAND operation (Salehi Fashami, Atulasimha and 
Bandyopadhyay, 2012). This makes multiferroic nanomagnets one of the most energy efficient 
digital switches, and the hybrid spintronic/straintronic scheme one of the least dissipative memory 
and logic paradigms existent. 
 
1.4 SAW based clocking: Memory and Logic 
As discussed earlier, strain can be generated in a two-phase multiferroic nanomagnet by 
direct application of a voltage (or electric field) across a piezoelectric under layer using contact 
pads. However, this would be lithographically challenging in an array of nanomagnets of feature 
size ~100 nm and pitch 300-500 nm as it would require individual contact pads around each 
nanomagnet. A global electric field can be used to stress all magnets simultaneously, but the 
drawbacks of a global clocking scheme have already been discussed in detail to. First, the voltage 
generated by the field will be very large (resulting in large energy dissipation), and second, this 
precludes addressing individual nanomagnets selectively. This leads to a slow and non-pipelined 
architecture. Alternatively, a Surface Acoustic Wave (SAW) can be used to stress an array of 
nanomagnets sequentially as the wave propagates along the array. SAW leads to cycles of 
compression and rarefactions along the surface of the substrate. It leads to compressional and 
tensile stress at a point on the substrate as SAW propagates. This has the advantage of allowing 
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sequential stressing (writing bits one at a time in a pipelined manner provided the SAW velocities 
are sufficiently small) as opposed to simultaneous stressing. More importantly, this reduces the 
energy dissipation, calculated over individual nanomagnet, dramatically. Since there is also no 
need for lithographic contacts to individual nanomagnets (Atulasimha and Bandyopadhyay, 2010), 
this technique is superior to other local Bennett clocking schemes. 
 
1.4.1 Principle 
Consider the scheme depicted in Fig 1.6.  In this case, a global surface acoustic wave 
(SAW) is passed underneath a large number of magnets usually delineated on the top of a 
piezoelectric substrate (LiNbO3). SAW generates a strain pulse on the surface of LiNbO3 
substrate. The easy axis of the single domain nanomagnet that encodes the logic bit (“0” and “1”- 
with magnetization “down” and “up” respectively) is perpendicular to the direction of propagation 
of the longitudinal wave. This planar surface acoustic wave is generated by a piezoelectric strip at 
one end of the substrate. This wave produces a tension and compression cycle in the 
magnetostrictive nanomagnet deposited on the substrate as it propagates along it. The stress 
direction is perpendicular to the easy axis (along the in-plane hard axis). Therefore, during the 
tensile cycle, the stress anisotropy generated in a material with negative magnetostriction rotates 
the magnetization by 90º towards the hard axis because that is the minimum energy orientation. 
Both Ni and Co (Bozorth, 1993; Lee, 1955) possess negative values of magnetostrictive constant, 
implying that a tensile stress raises the energy barrier along the axis of applied stress while 
lowering the energy barrier along the axis perpendicular to this direction. This causes the 
magnetization to reorient itself perpendicular to the axis of tensile stress application. A 
compressive stress, on the other hand, causes the magnetization orientation to favor alignment 
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along the axis of stress application. Since Terfenol-D has positive magnetostriction, it experiences 
the exact opposite behavior. During the compressive cycle, the magnetization remains oriented 
along the easy axis since that becomes the minimum energy orientation. This principle is the basis 
of our clocking strategy. 
 
 
For example, when the wave-front that had clocked (rotated the magnetization of the 
nanomagnets 3 and 4 in Fig 1.9 (a) has moved the distance of one nanomagnet, the 3rd nanomagnet 
relaxes to a state under the influence of the dipole coupling of the first (Fig 1.9 b), implementing 
Bennett clocking. Immediately, a new input bit can be received by nanomagnet-2 that propagates 
along with the next acoustic pulse. Thus, the input bit train can follow the wave front and propagate 
unidirectionally while also being pipelined. The nanomagnets which propagate the bit do not need 
Fig. 1.9: MQCA wire consisting of 5 nanomagnets clocked by acoustic waves. The 
lithographic contacts are not needed for the intermediate magnets between write magnet and 
read magnet. 
Ground 
Signal 
(a) t=t
0
 
(b) t=t +T/4
0
 
Write nanomagnet Read nanomagnet 
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individual lithographic contacts, for local clocking. In the current scheme of 5 nanomagnets in Fig. 
1.9, the middle three nanomagnets do not require any kind of lithographic contacts. This computing 
architecture is therefore fast (large throughput), but unlike normal pipelined architecture, does not 
require a contact for every nanomagnet. 
It should be noted here that in Fig. 1.9 the black lithographically deposited wires depicted 
as connectors to the ‘write’ and ‘read’ nanomagnets are only indicative of the possible lithographic 
contacts needed. In reality, these nanomagnets could be contacted by wires perpendicular to the 
plane of the nanomagnets, which could then be used to write by spin transfer torque current. Or 
there could be a four pad mechanism (Biswas, Bandyopadhyay and Atulasimha, 2014), which has 
to be created lithographically, to write a bit.  
 
1.4.2 SAW Memory scheme 
A nanomagnet with two stable states can encode bits “1” and “0”. As shown in Fig. 1.10, 
we experimentally demonstrate SAW-based magnetization switching from single domain to a 
stable vortex state in isolated nanoscale elliptical cobalt nanomagnets that are not dipole coupled 
to any other nanomagnet. “Vortex” state is formed when magnetizations curl around the center 
with orientation in the surface plane (Fig. 1.10b). It has a distinct quadrant image, of alternate light 
and dark, on a Magnetic Force Microscopy image (MFM image). The nanomagnet’s 
magnetization, which is a single domain in the pre-stress state, goes into a vortex state upon 
application of the SAW, and remains in the “vortex” state even after the SAW has propagated 
through and there is no longer any strain in the nanomagnets. The vortex state is therefore non-
volatile. Both the pre SAW state and the Vortex state are non-volatile stable states. 
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As the SAW propagates in the delay line it generates cyclic mechanical strain on the 
piezoelectric substrate. Each nanomagnet that is delineated on the piezoelectric substrate, 
experiences cycles of tensile and compressive stress along its major axis corresponding to the crest 
and trough of the SAW. Multiple cycles of SAW pass through the nanomagnet, not just a single 
pulse. Also since the wavelength of the acoustic wave that generates the cyclic stress is much larger 
than the dimensions of the nanomagnets, at any given instant the stress experienced by each 
nanomagnet is fairly uniform across its dimension.  
The scheme shown and explained above may not directly translate to a practical memory 
scheme by itself. However, it is a proof of concept and a forerunner to different memory schemes, 
a couple of which are described below.  
SAW Interference scheme: One such scheme could be using the principle of interference of SAW 
waves to be able to access specific nanomagnets in an array of nanomagnets between the IDTs in 
the delay line. The frequency of the wave can be manipulated in a way that with differing 
frequencies and constructive interference of the propagated and reflected waves, local areas of 
stress maxima and minima can be created. Those nanomagnets which lie on the stress maxima  
Elliptical nanomagnets 
(a) 
Fig. 1.10: SAW memory scheme (a) Schematic of isolated nanomagnets with their magnetization pointing up 
before SAW (b) The magnetizations go into a nonvolatile vortex state after SAW. 
IDTs 
SAW 
(b) 
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will be accessed and clocked/switched while the ones lying in stress minima will not be affected 
and continue to keep their magnetic states. 
STT and SAW: It was shown recently that writing bits in spin-transfer-torque random access 
memory can be reduced by an order of magnitude if a surface acoustic wave (SAW) is launched 
underneath the magneto-tunneling junctions (MTJs) storing the bits. (Biswas, Bandyopadhyay 
and Atulasimha, 2013). The scheme consists of using elliptical MTJs deposited between IDTs. 
Thus using SAW can increase the energy efficiency with which bits are written in STT memory 
by lowering the shape anisotropy barrier due to SAW induced stress anisotropy, thus reducing the 
write current significantly. 
 
1.4.3 SAW based logic propagation, combinational logic and sequential 
logic 
Unlike the isolated nanomagnets used in a memory scheme, a scheme consisting of dipole 
coupled nanomagnets can be used to show implementation of a basic Boolean NOT gate (Fig. 
1.11).  
Here the SAW passes through the dipole coupled nanomagnets and the combination of 
dipole coupling and stress transferred by the SAW can switch the magnetization in the less shape 
anisotropic magnet by 180º. This implements a Boolean NOT gate. The more shape anisotropic 
(on the left the scheme) nanomagnets are not affected by the strain because the SAW is not 
sufficient to beat the shape anisotropy and cause a magnetization rotation in these magnets.  
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If the SAW can be slowed down then bit propagation along a chain of nanomagnets as 
shown in Fig. 1.12 becomes a distinct possibility and so does combinational logic like a NAND 
gate and sequential logic like a Flip Flop. We assume the velocities that are needed to achieve 
these scheme may be obtained along specific orientations of the piezoelectric crystal or adding 
periodic barriers that slow the propagation velocity of the SAW wave.  
Next, the schematic configuration of a NAND gate amenable to clocking with SAW waves 
is shown in Fig 1.12 (M.S. Fashami, 2014). It is composed of eight nanomagnets, which include 
Input-1 and Input-2, NAND gate elements and output. Nanomagnets are categorized in different 
groups of I, II, III and IV as the SAWs reach all elements of a specific group simultaneously and 
trigger magnetization rotation in each element of that specific group at the same time. In order to 
implement clocking with SAW waves the NAND gate has to be designed so that no group of 
neighboring elements are in one vertical line or perpendicular to the direction of propagation of 
the SAW wave as this is not amenable to sequential clocking of nanomagnets with a SAW wave. 
Furthermore, the NAND design in Fig 1.12 has a set of magnets that follow input-1 which are all 
(I) 
(O) 
(I
) 
Fig. 1.11: Schematic representing a NOT gate. (a) The blue arrows indicate the 
direction of the magnetization state of the nanomagnets. (b) Upon acoustic wave 
propagation¸ a mechanical strain is generated and transferred to the nanomagnets which 
reverses the magnetization of the lower shape anisotropy nanomagnets (O).  
(a) (b) 
Elliptical nanomagnets 
IDTs 
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in a horizontal row while magnets that follow input-2 are at 45 degrees to the horizontal. The bias 
magnetic field of -300(A/m) is also applied on magnet marked III to resolve the “tie” cases when 
the inputs are different from each other (i.e. the two inputs are “0” and “1” or vice versa) . Such a 
geometry may be useful for implementing elements such a flip-flops (Fig. 1.13) where one of the 
input is basically the output fed back and cannot be in a nice horizontal line. The 90 degree phase 
between each group of magnets clocked has to be achieved due to the path delay in the SAW wave 
travelling from one group to the next.   
 
 
 
 
 
 
 
 
 
 
 
 
 
To build a sequential logic device, feedback from the output state to the input is required. 
Since the acoustic wave propagation is unidirectional and because of timing and interference 
issues, one cannot use the same channel to propagate information both ways. This issue is solved 
Fig. 1.12: Schematic view of computational NAND gate configuration under 
triggering of SAW. (M.S. Fashami, 2014) 
Input 1 
Input 2 
I 
II 
III 
I 
II 
IV 
Output 
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by dedicating a channel (in between two channels where information is propagated forward) to 
propagate information backwards by locating the SAW launcher on the other (right) side and 
propagating the SAW leftwards. This, combined with the “wire crossing” scheme-using 
ferromagnetic coupling (as shown in Fig. 1.13), will enable feedback.  
However, the work in this thesis is restricted to the experimental demonstration of Boolean NOT 
gate using SAW as local clocking scheme only. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
NAND 
NAND 
R 
S 
Q 
Q
’ 
Fig. 1.13: RS Flip Flop built with NAND gates. To enable feedback we need to have a channel with SAW 
propagating in reverse direction between two channels that contain the NAND gates clocked by SAW 
travelling in forward direction. 
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1.4.4 Fabrication methods 
The process flow for fabrication and characterization of magnetostrictive ellipsoidal 
nanomagnets to study SAW induced magnetization rotation is as follows: 
1)  Deposit Aluminum by e-beam evaporation and photoresist spin coat  
2) Photolithography and PAN etch to create IDTs 
3) Spin-coat electron-beam resist on piezoelectric substrate 
4) Perform electron-beam lithography (EBL) 
5) Deposit magnetic material using electron-beam evaporation 
A detailed explanation of the process methodology is given below: 
1) Deposit Aluminum by ebeam evaporation and Photoresist spin coat  
 
A pristine Lithium niobate substrate is loaded in an electron beam evaporator, having a base 
pressure of ~3.5× 10-7 Torr. A 200 μm Aluminum layer is deposited at a deposition rate of 2 
angstrom/s. This results in the 4” substrate being coated with Aluminum. Next this substrate is 
spin coated at 4000 rpm for 30 seconds with photoresist (SPR 3012). It is then baked on a hot plate 
at 90°C for 5 minutes. This results in a resist thickness of about 100 nm. 
 
2) Photolithography and PAN etch to create IDTs 
 
The substrate is then loaded onto a contact aligner which has a glass mask with the patterned IDTs. 
The substrate is exposed to UV light, which passes through the patterned mask. The exposure is at 
50 mW/cm2 and is done for about 10 s. Then the substrate is put in a developer (Microposit MF-
CD-26) for about 120 seconds. This selectively washes away the UV exposed areas on the 
substrate. This can be seen with naked eyes since the resist has a dye in it and development is 
stopped 10 seconds after the dye disappears in the developer. Then the substrate is then left in a 
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PAN (Phosphoric-Acetic-Nitric acid) etch solution at 40º C for about 4 minutes. This process 
etches away excess aluminum and leaves Aluminum IDTs onto the Lithium niobate substrate. 
 
3) Spin-coat electron-beam resist on piezoelectric substrate 
 
A bilayer of positive e-beam resist (495K PMMA and 950K PMMA; 4% Anisole) was 
then spin-coated using the following procedure: A static dispense of ~3 ml (495K PMMA) was 
carried out on the substrate followed by a dynamic spread at 500 rpm for 5 seconds. The spin cycle 
was performed at a rate of 2000 rpm for 45 seconds. A pre-bake at 90° was then performed for 
300 seconds, resulting in a 495K PMMA layer of ~ 30 – 40 nm (Microchem). The top 950K 
PMMA layer was spin-coated next using the same procedure, resulting in the final bilayer PMMA 
having a thickness of ~ 190 nm. 
The reason for the bilayer PMMA (instead of a single layer) is to ensure effective liftoff of 
metallic structures. Since the bottom resist layer, 495K PMMA, has lower molecular weight than 
the top layer, it has a greater sensitivity to exposure from the electron beam during lithography 
than the upper resist layer having higher molecular weight. This results in the bottom resist layer 
developing with an enhanced undercut (as shown in Fig. 1.14b), thereby ensuring little to no 
deposition along the sidewalls of the resist during material evaporation. 
 
 
 
 
 
 
 
PMMA 
495K 
Lithium niobate 
PMMA 
950K 
Ti & Co Ti & Co 
Lithium niobate 
PMMA 950K 
Fig. 1.14: Schematic showing the advantage of a bilayer PMMA over a single layer and the essential 
undercut needed for a clean lift-off. 
(a) (b) 
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4) Perform electron-beam lithography (EBL) 
Following the bilayer PMMA resist spin-coating, the patterns to be created are written and 
transferred to the bilayer resist through EBL using a Hitachi SU-70 Scanning Electron Microscope 
(SEM) in conjunction with the Nabity Nanometer Pattern Generation System (NPGS). The SEM 
is configured to have an acceleration voltage of 30 KV and the appropriate aperture/lens setting to 
give a beam current of 60 pA. The beam current is 60 pA, as measured during the SEM beam 
optimization. The center-to-center spacing defines the spacing of the exposure points during the 
electron beam exposure. After pattern exposure is completed with the SEM/Nabity NPGS system, 
the PMMA-coated substrate is then developed in an MIBK:IPA (1:3) [(methyl isobutyl ketone: 
isopropyl alcohol)] solution for 70 seconds, rinsed in Isopropyl Alcohol for 20 seconds to remove 
the exposed PMMA and finally blow-dried. 
5) Deposit magnetic material using electron-beam evaporation 
 
Next, the substrate is loaded in an electron beam evaporator, having a base pressure of ~3.5 
× 10-7 Torr. A 5 nm Ti adhesion layer is deposited at a deposition rate of 0.5 angstrom/s, followed 
by a 12 nm layer of Co at a rate of 0.3 angstrom/s. Finally, lift-off was performed by soaking the 
substrate in acetone for ~5 minutes at 30° C and using an ultrasonic cleaner for 10 seconds to strip 
off the Ti/Co layers above the unexposed PMMA regions. 
 
1.5 Need for higher magnetostriction for better yield 
As reported in a recent work (D’Souza et. al., 2016), the switching statistics (number of 
nanomagnets switched/total nanomagnets strained) of multiferroics using strain is low because 
often the stress anisotropy energy is unable to overcome the pinning sites in these nanomagnets. 
The reason is explained as follows: 
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The stress energy anisotropy of a nanomagnet can be expressed as  
Estress-anisotropy= μo Ms Heff  ~ (-3/2 λs) σ 
Heff= (1/ μo Ms   ) (-3/2 λs) σ 
where Heff is the effective magnetic field due to the applied stress (σ), 0 is the permeability of free 
space (410-7 Hm-1), Ms is the saturation magnetization of Cobalt (14.22 × 105 Am-1), (3/2 λs) 
is the saturation magnetostriction of Co (50 ppm). When = 80 Mpa is the stress applied to the 
nanomagnet the value of Heff ~30 Oe for cobalt. This points to a fundamental limitation of strain 
clocking with Co nanomagnets. Besides the formation of pinning sites leading to high coercivity 
of Co nanomagnets, the low yield of switching events in a large nanomagnetic array could be 
attributed to the weak magnetoelastic coupling of the magnetostrictive material investigated. 
If materials with better Magnetoelastic coupling and higher magnetostriction could be fabricated 
(e.g. Galfenol, Terfenol-D), then switching statistics could improve significantly. This is because 
Heff due to strain ~100Oe for such materials can be achieved at the same stress levels (80 MPa) 
and can easily overcome any pinning sites or other defects and lead to better switching. However 
to be able to use such materials with high magnetostriction, we need to study the magnetization 
dynamics of these materials. Since FeGa is a binary alloy (unlike Terfenol D!) and it’s relatively 
easier to grow we study the dynamic parameters associated with magnetization switching in thin 
films of FeGa using FMR in this thesis. 
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1.6 Magnetization dynamics in thin films and FMR 
Ferro-Magnetic Resonance (FMR) is an experimental technique used  in the study of ultra-
thin film magnetic properties. Essential parameters describing the magnetic properties of ultrathin 
films can be measured or estimated using FMR. These include magnetic anisotropy, magnetic 
moment, Curie temperature, magneto-elastic coupling coefficients and relaxation mechanisms of 
the magnetization. The first experimental observation of ferromagnetic resonance (FMR) was 
made by Griffiths (Griffiths J.H.E, 1946). The initial theory of this resonance phenomenon was 
given by Kittel (Kittel C., 1947)  
 
1.6.1 FMR and extraction of parameters 
FMR is a method to measure magnetic properties by detecting the precessional motion of 
the magnetization in a ferromagnetic sample. It is thus related to the electron paramagnetic 
resonance technique. From a macroscopic point of view, the applied static magnetic field H causes 
the total magnetic moment to precess around the direction of the local field He, before relaxation 
processes damp this precession and the magnetization aligns with He. If the sample is irradiated 
with a transverse r.f. field (microwaves of typically 1–35 GHz), and if the r.f. frequency coincides 
with the precessional frequency, the resonance condition is fulfilled and the microwave power is 
absorbed by the sample. The motion of the magnetization around its equilibrium position is 
described by LLG equation of motion: 
𝑑𝑀
𝑑𝑡
=  −𝜇0𝛾𝑀 × (𝐻 + 𝐻𝑒) +
𝛼
𝑀𝑠
(𝑀 ×
𝑑𝑀
𝑑𝑡
) 
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Where M is the magnetization, 𝜇0  is the vacuum magnetic permeability, 𝛾 = 𝑔
𝑒
2𝑚𝑒
 is the 
gyromagnetic ratio, H is the externally applied DC magnetic field and He is the effective field 
which includes the driving r-f microwave magnetic field h (t) of frequency
𝜔
2𝜋
, the demagnetizing 
field and the magneto crystalline anisotropy field; α is the dimensionless Gilbert damping 
parameter, that describes a viscous-like damping proportional to the velocity of the magnetization. 
Usually the absorption derivative, as shown in figure 6, is measured (Farle, 1998). The resonance 
signal resembles a Lorentzian line-shape. The resonance field position Hres depends on the angles, 
anisotropy parameters, g-factor, and magnetization of the sample. The linewidth ΔH is 
proportional to the relaxation constant which is known as Gilbert damping coefficient. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1.15: Derivative of absorption with DC magnetic field. (Inset) Absorption with DC magnetic field 
showing the resonance field. [Image source: http://www.physik.fu-berlin.de/einrichtungen/ag/ag-
kuch/research/techniques/fmr/index.html] 
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Chapter 2: Experimental demonstration of Acoustic wave based 
switching of nanomagnets from Single domain to vortex. 
 
2.1 Introduction 
The triggering of magnetization dynamics using surface acoustic waves (SAWs) can 
implement a low power dissipation switching methodology while reducing the burden of 
lithographic contacts to each individual nanomagnet. However, the use of this method for 
implementing memory has remained largely unexplored. 
In this chapter, I experimentally demonstrate SAW-based magnetization switching from 
single domain to a stable vortex state in isolated nanoscale elliptical cobalt nanomagnets that are 
not dipole coupled to any other nanomagnet. Magnetic Force Microscopy (MFM) is used to 
characterize the nanomagnets’ magnetic state before and after the SAW clocking cycle. The pre-
stress state, which is a single domain state, goes into a vortex state upon application of the SAW, 
and remains in the “vortex” state even after the SAW has propagated through and there is no longer 
any strain in the nanomagnets. The vortex state is therefore non-volatile and a strong magnetic 
field has to be applied to ‘reset’ the magnetization of the nanomagnets to their initial single-domain 
magnetic state. I also note that after the AW propagation, the nanomagnets either retain their initial 
single-domain magnetization orientation (not shown here), i.e. the shape anisotropy due to 
dimensional variation in nanofabrication resists the stress induced change to a vortex state, or 
switch to a non-volatile vortex state that is stable and does not show any variation after repeated 
MFM scans (section 2.5.3). However, none of the nanomagnets studied experienced a complete 
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reversal in magnetization (i.e.180º switching). I also show that this observation is consistent with 
micromagnetic simulations used to study the magnetization dynamics during stress application. 
They successfully predict the formation of the non-volatile vortex state when the single domain 
state is perturbed by the SAW-generated strain which is demonstrated experimentally. 
The thickness of the piezoelectric wafer used is about 1/3 rd the wavelength of the acoustic 
waves being launched from the IDTs. This leads to particle motion in the bulk of the substrate and 
not just at the surface level. So we use the term AW and SAW interchangeably in the rest of the 
thesis. Please note that the particle motion at the surface still has Rayleigh mode characteristics. 
Hence all the equations and used for Rayleigh mode when SAW propagates on the surface of a 
piezoelectric substrate, still apply (Datta, S. 1996). 
 
2.2 Acoustic waves: theory, Design and fabrication  
Surface waves propagate along the surface and decay into the depth within a distance of 
the order of a wavelength. It is thus not uniform in the direction perpendicular to the surface. 
However, there is little loss along the propagation direction and no variation in transverse direction 
to the propagation direction. The particles move both in the direction of wave propagation and 
perpendicular to the surface. 
In SAW technology we are almost always interested in piezoelectric substrates where the 
acoustic fields generate electric fields. The electric field is conveniently described in terms of an 
electric potential, . With SAW, the purpose is to generate and control surface waves. This is done 
by interdigitated transducers (IDTs) fabricated on a piezoelectric lithium niobate substrate. Since 
all interactions with surface waves take place through the surface, we are often interested in the 
values of the particle displacements or electric potential () at the surface. 128º Y-cut Lithium 
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Niobate substrate is chosen because of its high piezoelectric coupling constant (K2=5.6%) and a 
relatively moderate acoustic wave velocity of 3996 m/s. 
An acoustic wave is generated and propagated along the substrate by applying a sinusoidal 
voltage V, between the IDTs . This sinusoidal voltage is applied at the characteristic frequency of 
the fabricated IDTs. The relationship between electrostatic potential , and applied sinusoidal 
voltage, V, is  
                                                         μ(f) V                    (2.1) 
Here, μ(f) is the transmitter response function, which is a function of the frequency of applied voltage, f. 
This transmitter response function is, in turn, a product of the single tap response function µs(f, η) and array 
factor, H(f): 
  µ(f) =µs(f, η) H(f)                                  (2.2) 
µs(f, η)= µs(f0, η) sin (πf/2f0) 
    H(f) = N sin Nπ [(f-f0/f0] / Nπ [(f-f0/f0] 
The single tap response function varies with frequency, f, and the metallization ratio, η. For an 
applied frequency of f = f0 and a large metallization ratio of say 0.75, µs(f, η) = 0.9K2 where K2 = 
0.056.30 When the frequency of applied voltage is equal to the characteristic frequency of the IDTs, 
the array factor is equal to the pairs of electrodes in the transmitter IDT, N.  
The IDTs are fabricated using conventional photolithography and wet etching processes, as 
described in chapter 1. Two sets of IDTs are fabricated. One set is used to launch the AW and the 
other is used to sense the propagated AW. For the purpose of these experiments, the receiver 
transducer is redundant and is only used to check electrical connections and confirm the 
propagation of AW with minimal attenuation. 
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Elliptical Co nanomagnets are delineated in the space between the IDTs, shown in Figures 
1d and 1e. Elliptical Co nanomagnets of dimensions ~ 340 nm × 270 nm × 12 nm were fabricated 
on a 128° Y-cut lithium niobate substrate as described in Chapter 1. 
The magnetostrictive nanomagnets of nominal dimensions 340 nm × 270 nm × 12 nm are 
initially magnetized along the major axis with a large external magnetic field of ~0.2 Tesla (Figure 
1a) and characterized by MFM (Figure 2b). The magnetization state of these nanomagnets is 
single-domain, as expected. 
2.3 Schematic design 
SAWs are excited and detected by aluminum interdigitated transducers (IDTs) fabricated 
on a piezoelectric lithium niobate substrate. Elliptical Co nanomagnets are delineated in the space 
between the IDTs, as explained in the Methods section and shown in Figures 2.1d and 2.1e. The 
magnetostrictive nanomagnets of nominal dimensions 340 nm × 270 nm × 12 nm are initially 
magnetized along the major axis with a large external magnetic field of ~0.2 Tesla (Figure 2.1a) 
and characterized by MFM (Figure 2.4b). The magnetization state of these nanomagnets is single-
domain, as expected. 
An acoustic wave is generated and propagated along the substrate by applying a sinusoidal 
voltage of 50 Vp-p between the IDT’s (Figure 2.1b). This sinusoidal voltage is applied at a 
frequency of 3.5 MHz (characteristic frequency of the fabricated IDTs). The resulting electrostatic 
potential associated with the SAW in the delay line of Lithium Niobate is 100.8 V. 
The particle displacement in the substrate due to SAW is 0.18 nm per volt of electrostatic potential. 
The maximum strain generated by this acoustic wave in the substrate over a length of 340 nm 
length is calculated to be 142.16 ppm. Assuming that this maximum strain is completely 
transferred to the nanomagnet, the maximum stress generated in the elliptical Co nanomagnets is 
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~30 MPa. Each nanomagnet experiences cycles of tensile and compressive stress (±30 MPa) along 
its major axis corresponding to the crest and trough of the AW. I note that multiple cycles of AW  
 
 
 
 
 
 
 
 
 
 
 
 
 
Pass through the nanomagnet, not just a single pulse. Also since the wavelength of the acoustic 
wave that generates the cyclic stress is much larger than the dimensions of the nanomagnets, at 
(a) (b) (c) 
(d) (e) 
Fig 2.1. (a) Schematic of experimental set-up with initial application of an external magnetic field on the 
nanomagnets. The arrows indicate the direction of the magnetization state of the nanomagnets. (b) Upon AW 
propagation¸ a mechanical strain is generated and transferred to the nanomagnets which switches the magnetization of 
the nanomagnets to a ‘vortex’ state. (c) ‘Reset’ of the nanomagnets’ magnetization by the external magnetic field. (d) 
SEM micrograph of the lithium niobate substrate with the fabricated IDTs. The red rectangle highlights the region 
containing the nanomagnets in the delay line. (e) SEM image of the nanomagnets with nominal dimensions of 340 
nm × 270 nm × 12 nm. 
IDTs 
N 
Elliptical nanomagnets 
STAGE 1 – ‘SET’ 
Sinusoidal input 
Oscilloscope output 
AW  
STAGE 2 – AW Propagation 
Electromagnet 
N 
STAGE 3 – ‘RESET’ 
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any given instant the stress experienced by each nanomagnet is fairly uniform across its dimension. 
Since cobalt has negative magnetostriction, the tensile stress on the nanomagnet results in the 
magnetization rotating toward the minor axis. This is because tensile stress anisotropy shifts the 
minimum of the nanomagnet's potential energy profile to a location that corresponds to the 
magnetization being perpendicular to the stress axis. When the tensile stress is removed, the 
potential energy landscape should revert to its original symmetric double well profile (favoring a 
magnetization orientation along either direction collinear with the major axis). Therefore, the 
magnetization should have equal probability of either returning to its original orientation along the 
major axis or switching its orientation by 180°. Furthermore, when the compressive stress cycle is 
applied, a magnetization orientation parallel to the major axis is preferred and this will only 
reinforce the magnetization state that existed at zero stress. Thus, after AW propagation through 
the nanomagnets, one would ideally expect the magnetization to be along the major axis, i.e. either 
point along the original direction, or switch by 180°. 
2.4 Results 
The results we see are different from expectation. As seen in the MFM image of Figure 2.2 
c, after SAW propagation (Post-SAW, Cycle 1), the magnetization state is no longer of a single-
domain nature. Instead, the magnetization goes into a ‘vortex’ state which persists indefinitely 
after the removal of SAW. 
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Here, it’s notable that since the MFM tip is magnetized in a direction perpendicular to the 
substrate, it is sensitive to variations in the perpendicular (out-of-plane) component of the magnetic 
stray field, with ‘bright’ ( and ‘dark’) regions indicating a repulsive ( and attractive) force between 
the tip and sample. Thus, there is strong bright and dark contrast when the nanomagnet is in a near 
single domain state (Figures 2.2 b, d). This experimental observation is later rigorously 
corroborated by detailed micro-magnetic simulations. These simulations also explain why the 
     Topography       Pre-AW (Cycle 1)     Post-AW (Cycle 1)   Pre-AW (Cycle 2)   Post-AW (Cycle 2)         
Fig. 2.2. (a) Topography of Co nanomagnets on PMN-PT substrate. (b-e) MFM images of 4 different Co 
nanomagnets. (b) In the pre-stress state prior to AW propagation, the nanomagnets possess a single-domain 
magnetic state after being initialized by a magnetic field applied along the major axis, (c) In the post-stress state 
after AW propagation, the magnetization enters into a stable ‘vortex’ state. (d) The nanomagnets are ‘reset’ by a 
magnetic field along the same direction as the initial state. (e) In the second post stress state, the magnetizations 
again enter into the same vortex state as in (c). 
(a) (b) (c) (d) (e) 
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tensile stress spawns the vortex state, why it is stable and why it is preserved when the subsequent 
compressive stress cycle is applied or when the stress is completely withdrawn. The MFM images 
in Figures 2.2 (c, e) represent the magnetic state of the nanomagnets after the AW has propagated 
and is not an instantaneous visualization. The contrast seen in the images is a quadrant like 
representation of the vortex state (Figures 2.2c, e). The contrast is usually sharper in micron sized 
magnets; it is not so sharp here because of the smaller (sub-micron) size of the magnets (Figure 
2.2c, e). 
To ‘reset’ the magnetization of the nanomagnets to the original single domain 
magnetization state, a large external magnetic field of 0.2 Tesla is applied along the major axes of 
the nanomagnets in the manner shown in Figure 2.1c (Cycle 2). The MFM images of exactly the 
same nanomagnets after this ‘reset’ step are shown in Figure 2.2d (Cycle 2). The images clearly 
show that the single domain pre-stress state of the magnetization has been restored since the images 
in Figure 2.2d are nearly identical to those in Figure 2.2b.   
To establish repeatability, AW is again applied as shown in Figure 2.1b. The wavelength 
of the acoustic wave is much larger than the dimension of the nanomagnets (Figure 2.1b) and the 
size of the nanomagnets has been enlarged in the schematic. The magnetization of the nanomagnets 
go into a vortex state again. The resulting MFM images are shown in Figure 2.2e. The images 
clearly show that the magnetization goes into same vortex state again in Cycle 2 since the images 
in Figure 2.2e are nearly identical to those in Figure 2.2c. 
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2.5 Discussions 
The experimental results are compared against theoretical predictions of magnetization 
dynamics computed with the MuMax simulation package (details explained in appendix 1). The 
simulations were carried out by a fellow graduate student Dhritiman Bhattacharya. 
 
 
The switching from a single-domain to a vortex state under tensile stress can be explained 
by analyzing the various energies involved (exchange, demagnetization, stress and total) (A. 
Vansteenkiste et. al. 2014.). The total energy calculations show that the vortex state is a local energy 
minimum and that there exists an energy barrier between the initial relaxed and final vortex states  
(D. Bhattacharya et. al. 2015). When the stress anisotropy energy overcomes this barrier, the 
magnetization enters a vortex state and remains in this state even after the stress is withdrawn since 
it is a local minimum. A tensile stress not only drives the magnetization of the nanomagnet to a 
Fig. 2.3. Micromagnetic simulations of a nanomagnet with dimensions of 340 nm × 270 nm × 12 nm for the 
following scenarios: a) Relaxed pre-stress state, b) Tensile stress of +60 MPa, c) Post-stress at 0 MPa, d) 
Compressive stress of -60 MPa, and e) Post-stress at 0 MPa. 
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vortex state, but also causes a slight increase in the magnetization component along the minor axis 
within the vortex (Figure 2.3b), albeit with the net magnetization remaining zero. Conversely, a 
compressive stress results in a slight increase in magnetization component along the major axis 
(Figure 2.3d). Although the visible difference in the tensile (Figure 2.3b) and compressive (Figure 
2.3d) states is very small, the tendency for the magnetization to align along the major and minor 
axes, respectively, is expected. This is because the negative magnetostriction of Co causes the easy 
axis to lie along the long (short) axis when a tensile (compressive) stress is applied. Note that 
magnetization rotation occurs when the stress anisotropy energy overcomes the shape anisotropy 
energy. However, due to the presence of a very stable vortex state, the simulations show only a 
slight deviation from this state at the maximum compressive or tensile stress applied. This shows 
that the applied stress is clearly not sufficient to drive the magnetization out of the stable vortex 
state. The magnetization remains in the vortex state even after removal of the stress and an external 
magnetic field (applied along the major axis) is required to restore the single-domain 
magnetization state along the easy (major) axis.  
While the micromagnetic simulations support the experimental MFM analysis of 
magnetization switching from single-domain to vortex states, the magnitude of stress required to 
overcome the energy barrier and enter the vortex state as predicted by the theoretical simulations 
(60 MPa) is larger than that generated in our experiments. This is not entirely unexpected due to 
the fact that only uniaxial stress is assumed in the simulations, whereas the AW produces a tensile 
stress of ~ +30 MPa along the major axis and a compressive stress of ~10 MPa along the minor 
axis (calculated from the materials’ Poisson’s ratio values). Therefore, the net stress experienced 
by the nanomagnet due to the AW will be ~40 MPa. Furthermore, stress concentrations due to 
41 
 
non-uniformities, cracks, etc. in the vicinity of the fabricated nanomagnets could increase the 
actual stress seen by these nanomagnets, which would explain the remaining discrepancy. 
 
2.5.1 Energy dissipation per magnet 
The energy dissipated during AW propagation for magnetization switching can be 
determined by calculating the total power generated by the acoustic wave. For a 128° Y-cut lithium 
niobate substrate having a characteristic wave velocity, v0 ~ 4000 m/s , operating frequency f = 3.5 
MHz and a potential  = 100.8 V, the power density per unit beam width is 1333.6 W/m, as 
described in the Methods section. For the purpose of estimating the energy dissipation per 
nanomagnet, I consider the nanomagnets used in the experiment having lateral dimensions of 340 
nm × 270 nm and assume that a 2-dimensional array of such magnets can be designed with a 
center-to-center separation of ~0.5 m between the nanomagnets (both along the AW propagation 
direction and perpendicular to it). With negligible AW attenuation at low frequencies (less than 
0.1% over a length of 1 cm, at 10 MHz34), it can be safely assumed that at a frequency of 3.5 MHz, 
the AW can clock a ~2 cm long chain of nanomagnets with minimal attenuation. Considering an 
IDT beam width of 1 cm, a single AW cycle can clock 800 million nanomagnets and the energy 
dissipated per nanomagnet for one AW cycle (tension and compression) of time period 285.7 ns 
is ~4.76 fJ. If the clocking frequency is increased to, say, ~500 MHz while the power is kept 
constant (as less stress over smaller time is needed if materials with large magneto-elastic coupling 
such as Terfenol-D are used) the energy dissipation can be decreased to a mere ~47.6 aJ per 
nanomagnet. This would make the AW based clocking extremely energy efficient without 
requiring lithographic contacts to each and every nanomagnet.  
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2.5.2 Electrical characterization 
It is important to confirm the propagation of SAW between IDTs on the lithium niobate 
substrate. This is also important to verify attenuation as SAW propagates in the delay line. 
Sinusoidal and square wave voltages are applied on a control substrate made of Glass which has 
the identical design of Aluminum IDTs on it. Then the voltage is applied to IDTs on the Lithium 
niobate substrate. The transmitter and receiver IDTs are connected to an Oscilloscope. 
The Fig. 2.2 (a) and (b) show the oscilloscope image when sinusoidal and square wave 
voltage respectively are applied to the IDTs fabricated on glass. The figures 2.3 (a) and (b) show 
the oscilloscope images of sinusoidal and square wave voltage respectively are applied to the IDTs 
fabricated on Lithium niobate. It can be clearly seen that the receiver IDTs on Lithium niobate 
show sinusoidal electrical signal with applied frequency. The voltage of the signal is almost equal 
to the applied voltage thus proving no loss of amplitude in the delay line. Also noticeable is the 
output voltage in figure 2.3 (b) is sinusoidal, even though applied voltage is a square wave. Thus, 
the Acoustic wave device acts as a filter when the applied voltage is of the frequency of the 
characteristic frequency of the device, as theoretically predicted in literature.  
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 Fig. 2.4: (a) Sinusoidal voltage applied to input IDT on Glass. (b) Square wave applied to input 
IDT on Glass. The input is shown in green. The output from receiver IDT is in blue. 
(a) 
(b) 
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 Fig. 2.5: (a) Sinusoidal voltage applied to input IDT on Lithium Niobate. (b) Square wave applied 
to input IDT on Lithium Niobate. The input is shown in green. The output from receiver IDT is in 
blue. 
(a) 
(b) 
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2.5.3 Consecutive MFM scans to demonstrate no tip-induced effects 
 
To demonstrate that the magnetization states of the nanomagnets are stable and not affected 
by the magnetization of the MFM tip, we performed consecutive MFM scans of the pre-AW (not 
shown here) and post-AW (Figure 2.6) states to verify that the magnetization states show no 
variance. The images shown in Figure 2.6 illustrate the consecutive post-AW MFM phase 
Post-AW (Cycle 1) Post-AW (Cycle 2) 
(a) (b) (c) 
Fig. 2.6: Consecutive MFM scans of post-AW magnetization states of four different Co 
nanomagnets. Columns a and b are same as columns c and e in Figure 2 of the main 
paper. Columns b and d are repeated scans of columns a and c respectively, when the 
slow scan axis of the tip is different. 
(d) 
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images of the four nanomagnets shown in Figures 2.2c and 2.2e of the main paper. These images 
(Figure 2.6) represents consecutive scans along the slow-scan axis,  and  demonstrate that the 
magnetic states of the nanomagnets experience no tip-induced magnetization rotation and are also 
unaffected by the scan direction. 
 
 
2.6 Conclusion 
 
In conclusion, we have shown that acoustic waves, generated by IDTs fabricated on a 
piezoelectric lithium niobate substrate, can be utilized to manipulate the magnetization states in 
elliptical magnetostrictive Co nanomagnets. The magnetization switches from its initial single-
domain state to a vortex state after AW stress cycles propagate through the nanomagnets. The 
vortex states are stable and the magnetization remains in this state until it is ‘reset’ by an external 
magnetic field. Furthermore, micromagnetic simulations performed using the MuMax package 
corroborate the vortex state formation and their being stable under subsequent tensile/compressive 
stresses. We have also shown detailed calculations to show that the energy expended in switching 
each nanomagnet is only tens of attoJoules. These results lay the foundation for energy efficient 
switching of nanomagnets with AW for future memory applications. 
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Chapter 3: Experimental demonstration of Acoustic wave based 
switching of dipole coupled nanomagnets 
 
 
3.1 Introduction 
Nanomagnetic logic and memory devices offer the benefit of non-volatility and energy 
efficiency, but the challenge is to find an energy-efficient way to switch the magnetic state of 
nanomagnets for bit operations. The traditional methods for switching magnetization, as discussed 
in the introduction chapter, include the use of electric current-generated magnetic field, spin 
transfer torque, current-driven domain wall motion, current-induced spin orbit torque or spin hall 
effect , and strain generated by applying an electrical voltage to a multiferroic nanomagnet .  The 
energy dissipated in strain-induced switching can be as low as 0.6 atto-Joules (Fashami, 
Atulasimha and Bandyopadhyay, 2012), making it attractive. This strain is generated in a two-
phase pieozoelectric-magnetostrictive multiferroic by applying an electrostatic potential to the 
piezoelectric layer using contact pads and transferring the resulting strain to the magnetostrictive 
layer via elastic coupling [Pertsev and Kohlstedt, 2009; Ahmad, Atulasimha and Bandyopadhyay, 
2015)]. 
For some applications, such as Bennett clocking of pipelined dipole coupled logic 
(Atulasimha and Bandyopadhyay, 2010), it would be necessary to apply strain sequentially to 
successive magnetostrictive nanomagnets in an array. This would be lithographically challenging 
as described in section 1.3.2. An acoustic wave launched in the direction of the array with the 
appropriate wavelength, on the other hand, will sequentially generate local stress underneath each 
nanomagnet (when a crest of the wave reaches a nanomagnet), thereby effectively carrying out 
Bennett clocking of pipelined dipole coupled logic without lithographic contacts to individual 
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nanomagnets. This affords the best of both worlds - pipelined nonmagnetic logic for high speed 
computing and minimal lithography for high yield and low cost. The acoustic wave must have a 
phase velocity that is slow enough that the stress dwells sufficiently long in a nanomagnet for the 
reversal to occur. Therefore, there is a need to use slow waves and it has been theoretically shown 
that the wave velocity can be as low as 470 m/s for X-cut PMN-33%PT poled along [111]c 
(Xiuming Li et. al., 2009). In this chapter, we demonstrate a simple proof of concept of 
implementing an acoustic wave clocked NOT gate using dipole coupled multiferroic nanomagnets. 
 
The use of Surface Acoustic Wave (SAW) to lower energy dissipation in switching of 
nanomagnets with spin transfer torque has been studied theoretically (Biswas, bandyopadhyay and 
Atulasimha, 2013). The periodic switching of magnetization between the hard and the easy axes 
of 40 m × 10 m × 10 nm Co bars sputtered on GaAs (Davis et. al., 2010) and Ni films (Kim et. 
al., 2012) was experimentally shown, while the excitation of spin wave modes in a (Ga, Mn) As 
layer by a pico-second strain pulse has also been demonstrated (Bombeck et. al. , 2012). On in-
plane magnetized systems, SAWs have been used to drive ferromagnetic resonance in thin Ni films 
(Weiler et. al., 2011; Janušonis et. al, 2015). Recent theoretical work discussed the possibility of 
complete reversal of magnetization with acoustic pulses (Kovalenko et. al. 2013; Thevenard et. 
al.). The effect of acoustic waves on magnetization switching in single domain isolated 
nanomagnets to a non-volatile vortex state has also been demonstrated in the previous chapter. The 
pre-stress state, which is a single domain state, goes into a vortex state upon application of the 
acoustic waves, and remains in the “vortex” state even after the waves have propagated through 
and there is no longer any strain in the nanomagnets. The vortex state is therefore non-volatile. 
In this paper, we demonstrate, acoustic wave-based magnetization reversal of a single 
domain, dipole coupled, elliptical cobalt nanomagnet that ultimately implements a Boolean ‘NOT’ 
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operation. Two elliptical nanomagnets are placed very close with their major axes parallel and the 
line joining their centers aligned along the minor axes. The ground state of the system is known to 
be the anti-ferromagnetic. In the pre-stress state, the magnetization of the nanomagnets are 
‘initialized’ by a strong external magnetic field (FIG. 3.1a) that makes the ordering ferromagnetic 
(both magnetizations pointing in the direction of the field)  and leaves both nanomagnets in a 
single-domain state. Upon acoustic wave propagation (FIG. 3.1b), the magnetization of the 
nanomagnet having the lower shape anisotropy switches and ‘reverses’ due to the dipole interaction with the 
neighboring nanomagnet having higher shape anisotropy (the stress anisotropy energy is unable to overcome the 
higher shape anisotropy). The stress anisotropy energy generated in the switched nanomagnet allows it to 
overcome the shape anisotropy energy and flip its magnetization. This ‘reversed’ magnetization state persists 
even after the acoustic wave has propagated and is no longer straining these nanomagnets. Magnetic Force 
Microscopy (MFM) is used to characterize the nanomagnets’ magnetic state before and after the acoustic wave 
clocking cycle is applied.  
 
3.2 Energy matrices for different dimension of nanomagnets 
We provide detailed energy matrices calculations to show the choice of dimensions where 
the nanomagnets’ volume suffices to produce the stress anisotropy energy that along with the 
dipole coupling energy overcomes the shape anisotropy energy and switches the magnetization. 
Tables T1 to T4 shown below summarize the energy calculations for different nanomagnet 
dimensions. The shape anisotropy energy is calculated as  
EShape = 0.5 μ0 Ms2 V (Nd-long –Nd-short),                                                  (3.1) 
where μ0 =4π x 10-7 N/A, Ms= 1.422 x 106 saturation magnetization of Cobalt, V is the volume of 
each nanomagnet, Nd-long  and Nd-short correspond to the demagnetization factor along long and 
short axis of the ellipse, respectively. 
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The dipole interaction energy of each magnet with a highly shape anisotropic dipole coupled 
magnet of dimension 400 nm x 150 nm x 12 nm is 
EDipole = ((μ0/4π) Ms2 V VDipole)/ r3,                                                    (3.2) 
where VDipole is the volume of the high shape anisotropy magnet, V is the volume of the low shape 
anisotropy magnet whose magnetization is being switched, r is the center to center distance 
between these magnets.  
The stress anisotropy energy due to strain transfer from the acoustic wave is  
EStress= Strain (Y) (λ) V,                                                               (3.3) 
where strain is 142 ppm, Y is the young’s modulus for Cobalt= 209 GPa, λ is the magnetostriction 
of cobalt = -50 ppm and V is the volume of each nanomagnet. 
  
 
 
 
 
 
 
 
 
 
  200x125 nm2 200x135 nm2 200x145 nm2 
EShape(eV)  68.099  61.4236   53.7172   
EDipole (eV)  49.8251   44.3390 43.4239   
EStress(eV)  2.2059 2.3824 2.5589 
[EDipole+EStress-EShape] (eV) -16.068  -14.7022  -7.7344  
Table 3.1: Energy matrix for different aspect ratios of nanomagnets with major axis 200nm 
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It can be noticed from these tables that only for the dimension 340 nm x270 nm and 340 
nm x280 nm, the combination of dipole and stress energies is slightly over shape energies. These 
  250x175 nm2 250x185 nm2 250x195 nm2 
EShape(eV)  72.116  64.0351  55.2993  
EDipole (eV)  50.4595   45.3558   40.9890   
EStress(eV)  3.8604  4.0810  4.3016   
[EDipole+EStress-EShape] (eV) -17.7961  -14.5983  -10.0087  
  300x230  nm2 300x240 nm2 300x250 nm2 
EShape(eV)  69.9338  60.8590  51.3615  
EDipole (eV)  50.1157  45.4828  41.4629  
EStress(eV)  6.0884  6.3531  6.6178  
[EDipole+EStress-EShape] (eV) -13.7298  -9.0231  -3.2808  
  340x260  nm2 340x270 nm2 
  
340x280 nm2 
  
EShape(eV)  79.8467  70.8256  61.4205  
EDipole (eV)  64.2062  66.6756  56.2175  
EStress(eV)  7.8002  8.1002 8.4002  
[EDipole+EStress-EShape] (eV) -7.8403  3.9502  3.1972  
Table 3.2: Energy matrix for different aspect ratios of nanomagnets with major axis 250 nm 
Table 3.4: Energy matrix for different aspect ratios of nanomagnets with major axis 340 nm 
Table 3.3: Energy matrix for different aspect ratios of nanomagnets with major axis 300 nm 
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calculations were the blueprint for the actual dimensions of the nanomagnets used for the 
experimental studies. 
 
3.3 Schematic design 
Dipole-coupled elliptical Co nanomagnets - one of dimensions ~ 400 nm x 150 nm x 12 
nm termed the input nanomagnet (I) and the other of dimensions 340 nm × 270 nm × 12 nm termed 
the output nanomagnet (O) were fabricated on a 128° Y-cut lithium niobate substrate.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.1: (a) Schematic of experimental set-up with initial application of an external magnetic field on the 
nanomagnets. The red arrows indicate the direction of the magnetization state of the nanomagnets. (b) Upon 
acoustic wave propagation¸ a mechanical strain is generated and transferred to the nanomagnets which 
reverses the magnetization of the lower shape anisotropy nanomagnets (O). (c) SEM micrograph of the 
dipole coupled nanomagnets with nominal dimensions of 400 nm × 150 nm × 12 nm (I) and 340 nm × 270 
nm × 12 nm (O). (d) Optical image of the lithium niobate substrate with the fabricated IDTs. The red 
rectangle highlights the region containing the nanomagnets in the delay line.  
(d) 
(a) (b) (c) 
N 
S 
Electromagnet 
Elliptical nanomagnets 
IDTs 
Sinusoidal input 
Oscilloscope output 
(I) (O) 
(I) 
(O) 
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Note that the input nanomagnet is much more shape-anisotropic than the output nanomagnet, so 
that the input nanomagnet is "hard" (stress does not affect it) while the output nanomagnet is "soft" 
(stress can flip its magnetization). The wavelength of the acoustic wave is set to be 800 µm. This 
is to ensure that the wavelength is large enough that the strain across the nanomagnets is uniform. 
The interdigitated transducers (IDTs) are a comb-like arrangement of rectangular aluminum bars 
of thickness 300 μm and gap of 100 μm. The pitch of the IDTs is 400 μm which is exactly half the 
value of the intended acoustic wave wavelength.  
Elliptical nanomagnets are delineated in the delay line, as shown in FIG. 3.1d. The pairs of 
nanomagnets of nominal dimensions (340 nm × 270 nm × 12 nm) and (400 nm × 150 nm × 12 nm) 
are initially magnetized along the major axis with a large external magnetic field of ~0.2 Tesla 
(FIG. 3.1a) and characterized by MFM (FIG. 3.2 a). Mechanical strain is applied by applying a 
sinusoidal voltage of 50 Vp-p between the IDTs (FIG. 1d) at a characteristic frequency.  
3.4 Results 
Assuming that maximum strain is completely transferred to the multiferroic nanomagnet, 
the maximum stress applied to the elliptical Co nanomagnets is 30 MPa. During this stress 
(voltage) application, each nanomagnet experiences cycles of tensile and compressive stress (± 30 
MPa) along its major axis. We note that multiple cycles of acoustic waves pass through the 
nanomagnets, and not just a singular pulse. Since cobalt has negative magnetostriction, the tensile 
stress on the lower shape anisotropic nanomagnet (340 nm × 270 nm × 12 nm) results in 
magnetization rotation towards the minor axis. This is because stress anisotropy shifts the potential 
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energy minimum to an orientation that is perpendicular to the stress axis. The stress needed for 
such a rotation is likely to be smaller if there is incoherent rotation compared to strictly coherent 
single domain magnetization rotation. 
The higher shape anisotropic nanomagnets (400 nm × 150 nm × 12 nm) have a greater 
shape anisotropy energy barrier which the stress anisotropy is unable to beat. As seen in the MFM 
image of FIG. 3.2b, after acoustic wave propagation, the magnetization state of the nanomagnets 
having lower shape anisotropy energy barrier (O) [on the right] switches by 180° due to the dipole  
 
interaction with the higher shape anisotropic nanomagnet (I). This nanomagnet remains in this 
‘reversed’ state even upon removal of the acoustic wave. No nanomagnet that we studied under 
the influence of the dipole coupling settled into a vortex state proving that the initial (before 
acoustic wave) and final (after acoustic wave) states are always single domain states.  Thus, the 
Fig. 3.2: MFM images of four distinct nanomagnet pairs. (a) Pre-stress (pre-acoustic wave) 
magnetization state. (b) Post-stress (post-acoustic wave) magnetization state. The lower shape 
anisotropic nanomagnets (O) clearly show a magnetization rotation of 180°. 
Acoustic wave 
(a) (b) 
 Pre-acoustic wave  Post-acoustic wave 
(I) 
Input (I) Output (O) 
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acoustic wave has triggered the operation of the NOT gate where each individual nanomagnet’s 
single domain magnetization state (“up” or “down”) encode the binary logic state (“0” or “1”).   
 
3.5 Discussions 
3.5.1: Magnetic Force Microscopy (MFM) scans to demonstrate 
repeatability 
The images shown in top two rows in FIG. 3.3 are MFM phase images of the two bottom 
nanomagnets shown in FIG. 3.2. Here we confirm that on application of a magnetic field they can 
reset to the initial state. The next two sets of images (row 3 and 4) show different nanomagnets 
where we not only show the “reset” after the switching but also demonstrate that the entire 
switching sequence is repeatable. 
To establish repeatability and to ‘reset’ the magnetization of the nanomagnets to the 
original pre-stress magnetization state, a large external magnetic field of 0.2 Tesla is applied along 
the major axes of the nanomagnets as shown in FIG. 3.1a. The MFM images of exactly the same 
nanomagnets after this ‘reset’ step are shown in FIG. 3.3c.  The images clearly show that the single 
domain pre-stress state (before the acoustic wave is applied) of the magnetization has been restored 
since the images in FIG. 3.3c are nearly identical to those in Fig. 3.3a.  
Acoustic wave (AW) is again applied as shown in Fig. 3.1b. The magnetization of the 
bottom nanomagnets are again reversed. The resulting MFM images are shown in Fig. 3.3d. The 
images clearly show that the magnetization again goes into same reversed state since the images 
in Fig. 3.3d are nearly identical to those in Fig. 3.3b. 
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Fig. 3.4 shows MFM images of two different pairs of nanomagnets which have the same 
shape as magnets in 3.3. Unlike the acoustic wave applied to magnets shown in 3.3, where the 
wavelength was 800 μm, the applied acoustic wave wavelength was 1600 μm in this case. 
 
 
Fig. 3.4 shows the same kind of repeatability and MFM scans as Fig. 3.3. Since, the wave dwells 
on the nanomagnet for sufficient time in the former case, additional dwell time in the latter case 
causes no significant difference in switching behavior.  
 
 
 
AW 
Fig. 3.3: MFM images of 4 dipole coupled nanomagnet pairs in the: (a) Pre-stress state before 
AW application. (b) Post-AW images. (c) The third column shows MFM images taken after 
magnetization of the nanomagnet pair is reset with a magnetic field. (d) This is the post AW 
images when AW is applied to nanomagnets. 
(a) (b) 
AW 
Magnetic 
Reset 
(a) (b) (d) (c) 
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3.5.2 Electrical characterization of IDTs 
The Figs. 3.5 (a) and (b) show the oscilloscope image when sinusoidal and square wave 
voltage respectively are applied to the IDTs fabricated on glass. There is no transmission as 
expected for a glass substrate. 
 The Figs. 3.6 (a) and (b) show the oscilloscope images of sinusoidal and square wave voltage 
respectively that are applied to the IDTs fabricated on Lithium niobate. It can be clearly seen that 
the receiver IDTs on Lithium niobate show sinusoidal electrical signal and the peak-peak voltage 
of this signal is almost equal to that applied to the transmitted IDTs, thus proving no significant 
loss of amplitude in the delay line. We also note that the output voltage in Fig. 3.6 (b) is sinusoidal, 
even though the applied voltage is a square wave. Thus, the acoustic wave device acts as a filter 
when the applied voltage has the characteristic frequency of the device, as discussed in literature. 
 
 
 
Fig. 3.4: Two sets of dipole coupled magnets where applied AW wavelength is doubled. 
AW AW 
Magnetic 
Reset 
(a) (b) (d) (c) 
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Fig. 3.5: (a) Sinusoidal voltage applied to input IDT on Glass. (b) Square wave applied to input 
IDT on Glass. The input is shown in green. The output from receiver IDT is in blue. Shows NO 
transmission as expected. 
(a) 
(b) 
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Fig. 3.6: (a) Sinusoidal voltage applied to input IDT on Lithium Niobate. (b) Square wave applied 
to input IDT on Lithium Niobate. The input is shown in green. The output from receiver IDT is in 
blue. Shows large transmission. 
(a) 
(b) 
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3.6 Conclusion 
In conclusion, we  have shown that acoustic waves, generated by IDTs fabricated on a 
piezoelectric lithium niobate substrate, can be utilized to induce 180° magnetization switching in 
dipole coupled elliptical Co nanomagnets. The magnetization switches from its initial single-
domain ‘up’ state to a single-domain ‘down’ state after tensile/compressive stress cycles propagate 
through the nanomagnets. The switched state is stable and non-volatile. Furthermore, the acoustic 
wave energy amortized over all the nanomagnet pairs that can potentially fit in the delay could 
result in energy dissipation of the order of tens of attojoules per nanomagnet per clock cycle. These 
results show the feasibility of an extremely energy efficient acoustically clocked Boolean NOT 
gate.  
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Chapter 4: FMR study of FeGa films for determining dynamic 
parameters 
 
4.1 Introduction 
In chapters 2 and 3, we have experimentally demonstrated magnetization switching in 
isolated and dipole coupled nanomagnets, where strain is transferred using Surface Acoustic 
waves. Recently strain control of magnetization in isolated and dipole coupled Co and FeGa-alloy 
based nanomagnets (D’Souza, N. 2016; Ahmad, H, 2016;  Atulasimha and Bandyopadhyay, 2015) 
was demonstrated. The use of FeGa alloys attract great interest as they exhibit ~300 micro-strain 
magnetostriction (in bulk) without containing rare earth elements (Clark et. al., 2003), at the same 
time much higher than non-rare earth elements such as  Co which exhibits ~50 micro-strain 
magnetostriction (in bulk). Potential use of FeGa alloys in SAW based memory and Logic devices 
could lead to higher switching statistics (not discussed here) due to their higher magnetostriction. 
In order to transition from quasistatic application of magnetostriction and villari effect to dynamic 
magnetoelastic control of magnetization in these FeGa alloys (in the nanoseconds time scale where 
the magnetization dynamics becomes extremely important), we need to better understand the 
dynamic properties of FeGa, including the exchange stiffness and the Gilbert damping. Recent 
work has explored the Gilbert damping (Parkes et. al. 2013) in a single 21 nm thick epitaxial FeGa 
film and exchange constant (Tacchi et. al, 2014) in a 65 nm thick FeGa film. However, since 
magnetostrictive nanomagnetic elements for computing applications would typically involve ~10 
nm thick FeGa with lateral dimensions ~100 nm, it is technologically important to understand how 
the dynamic properties vary while scaling down to these relevant length scales. In this chapter, we 
present a ferromagnetic resonance (FMR) study of the Gilbert damping and exchange stiffness 
values for FeGa continuous films between 20 nm and 80 nm thick.  
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4.2 FMR principles  
If a magnetic field is applied on a series of magnetic moments, they will tend to line up 
parallel to the field, because they will minimize their zeeman energy by doing so. If, in this 
configuration, the magnetic moments are taken out from this equilibrium stage, they will try to go 
back to it through the torque produced by the magnetic field. In a real ferromagnetic system, a 
damping term must be added to this “equation of motion”, to describe correctly the behaviour of 
the magnetic moments involved. For example, Landau Lifshitz Gilbert (LLG) equation considers 
the damping in the following way: 
𝑑𝑀
𝑑𝑡
= −𝛾[𝑀 × (𝐻 + 𝐻𝑒𝑓𝑓)] +
𝛼
𝛾𝑀2
(𝑀 ×
𝜕𝑀
𝜕𝑡
)                                  (4.1) 
 
with the externally applied DC magnetic field H , Heff   the effective magnetic field which includes 
the driving rf-microwave magnetic field h(t ) of frequency ω/2π , the demagnetizing field, the 
magnetocrystalline anisotropy field;  γ  = gµB/ h    where γ  is the gyromagnetic ratio, g is the 
electron spin g-factor, h is the Planck’s constant, and G the phenomological Gilbert damping 
parameter. 
LLG equation describes the damped motion of a magnetic moment about the direction of 
an external magnetic field. 
 
 
 
 
 
 
Fig. 4.1: Magnetization dynamics with damping  
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In a typical experimental arrangement the ferromagnetic specimen is in the form of a thin 
sheet or foil, which is employed as one wall of a rectangular cavity terminating a wave guide fed 
by a microwave generator. The ferromagnetic side of the cavity is chosen so that the magnetic 
vector of the microwave field is constant in the direction of the plane of the wall. A static magnetic 
field is applied (by means of an electromagnet) also in the p1ane of the wall but perpendicular to 
the microwave magnetic field. If a varying force perpendicular to H is applied over the magnetic 
moment (like a radio frequency (RF) electro-magnetic signal), it can make the magnetization M 
precess about the equilibrium direction. Besides, if this force has a frequency similar to the 
precessional frequency of M , that  we will  call ω0 , a maximum of energy absorption by the 
ferromagnetic sample will be observed. This is when ferromagnetic resonance is taking place, and 
all magnetic moments will be oscillating in phase. It is found experimentally that the energy loss 
in the cavity goes through a maximum as the strength of the static magnetic field is increased 
(Kittel, C., 1948).  
There are several approaches used to determine the resonance frequency from the LLG 
equation. The Kittel equation for ferromagnetic resonance governs the relationship between 
microwave excitation frequency and resonant applied magnetic field for fields applied in the plane 
(Kittel, 1948): 
(
2𝜋𝑓
𝛾
)
2
= 𝜇0
2(𝐻𝑟𝑒𝑠 + 𝐻𝑖𝑝)(𝐻𝑟𝑒𝑠 + 𝐻𝑖𝑝 + 𝐻𝐾 + 𝑀𝑠)                               (4.2) 
 
where γ is the gyromagnetic ratio, µ0  is the vacuum permeability, Hip   reflects the in-plane magnetic 
anisotropy, HK  reflects the uniaxial magnetic anisotropy, and Ms  is the saturation magnetization. 
Furthermore, the estimate for the dimensionless Gilbert damping parameter, α is obtained 
by fitting the linear frequency dependence of measured resonance linewidth ∆H: 
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∆𝐻 =
4𝜋𝛼𝑓
𝛾𝜇0
+ ∆𝐻0                                                                        (4.3) 
where ∆𝐻0 is the inhomogeneous linewidth broadening.   
    
4.3 Sample preparation and setup 
We deposit Ta (10 nm)/FeGa (δ)/Ta (10 nm) layers on 500 μm thick silicon wafers by dc 
magnetron sputtering in a chamber with a base pressure of less than 4 x 10-8 Torr. Here δ= 20nm, 
40 nm, 60 nm and 80 nm of FeGa thickness. The FeGa targets have a stoichiometry of 81% Fe and 
19% Ga. Ta was used as capping layer. The wafers were spin-coated with approximately 150 nm 
of PMMA resist to avoid electrical shorting with the coplanar wave guide. About 5 mm x 5mm 
pieces were cleaved wafers were cleaved for each thickness to be tested on the FMR setup. 
 
 
 
 
 
 
 
 
 
 
H 
Y 
Z 
X 
m
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h
rf
 
Ta (10 nm) 
Ta (10 nm) 
FeGa (δ nm) 
Fig. 4.2: Schematic of the experimental setup for broadband ferromagnetic resonance.  The trilayer is placed film-
side down onto a grounded coplanar waveguide with a fixed frequency microwave magnetic field, h
rf   
along the x 
direction. Additionally, there is an applied in–plane field H along the y–axis. By varying H, the dynamic 
magnetization m
rf
  is brought into resonance with h
rf
 (Gopman et. al., 2016). 
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The dynamical properties were studied using broadband ferromagnetic resonance spectroscopy, 
schematically depicted in Fig. 4.1. At fixed microwave excitation frequencies between 10 GHz and 
50 GHz, we sweep the applied in–plane magnetic field and record the position of Lorentzian–
shaped absorption modes (Gopman et. al., 2016). 
 
4.4 Results  
An excitation field collinear to the dc magnetic field is generated for lock-in detection of 
the differential absorption versus applied magnetic field (Fig. 1.11) The 0th ferromagnetic 
resonance mode is obtained by fitting the absorption data to a sum of Lorentzian curves. (Schoen 
et. al., 2015). To get the experimental points, for several values of H, a Lorentzian fit was 
performed to find where the crossing point of the absorption derivative is (Fig. 1.11 inset), and 
therefore find the resonance field at different frequencies. 
Figures 4.3 to 4.6 show (a) Inplane frequency vs. resonant static field and (b) In plane line 
width vs. resonant frequency. Using equation 4.2, these plots in (a) are used to determine Hip and 
Meff (=Hk + Ms). Using equation 4.3 these plots in (b) are used to determine dimensionless gilbert 
damping parameter α and ∆𝐻0. The line width in figure (b) in each case is obtained from the 
absorption vs static magnetic field curve.  
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Fig. 4.3: 20 nm thickness FeGa film (a) In plane frequency vs resonant static field (b) 
Inplane linewidth vs resonant frequency. [Image source: Daniel Gopman, NIST Maryland] 
(a) 
(b) 
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Fig. 4.4: 40 nm thickness FeGa film (a) In plane frequency vs resonant static field (b) Inplane 
linewidth vs resonant frequency.[Image source: Daniel Gopman, NIST.] 
(a) 
(b) 
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Fig. 4.5: 60 nm thickness FeGa film (a) In plane frequency vs resonant static field (b) Inplane 
linewidth vs resonant frequency.[Image source: Daniel Gopman, NIST, Maryland.] 
(a) 
(b) 
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Fig. 4.6: 80 nm thickness FeGa film (a) In plane frequency vs resonant static field (b) Inplane 
linewidth vs resonant frequency.[Image source: Daniel Gopman, NIST, Maryland.] 
 
(a) 
(b) 
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4.5 Discussions 
The table 4.1 shows the various parameters determined from the plots. The values marked 
with a star are not reasonable estimations due to unavailability of enough data. 
 
 
We notice that the Gilbert damping constant α, increases with thickness as the thickness 
increases from 20 nm to 60 nm. We disregard the Gilbert damping for 80 nm thickness since 
sufficient data wasn’t available. For the 40 nm film, the value of α is abnormally high and it’s 
likely that this can be due to several anomalies with the film growth process. Sometimes these 
films can form rectangular pillar structures leading to different cubic magnetic anisotropies than 
expected. Also, the stoichiometry of the film could easily be different from that of the target. If the 
amount of iron is more than 80%, that could lead to such anomalies too. It’s important to be to 
carry out VSM to determine the saturation magnetization of these films and Energy dispersive X-
Ray spectroscopy (EDS) to determine the stoichiometry of Fe and Ga in the alloys grown, to 
explain the anomalous α value for 40 nm film. 
Figure 4.7 shown below is the compilation of differential absorption vs sweep of static 
magnetic field for different microwave frequencies for the 60 nm thickness sample. The plots in 
Fig. 4.5 are obtained by lorentzian fit of these curves to get resonant frequencies and linewidths. 
The same is true for all figures 4.3 to 4.6. 
FeGa 
thickness 
(nm) 
M_eff 
(T) 
M_eff 
err (T) 
H_cub 
(T) 
H_cub 
err (T) 
g 
g 
(err) 
Gilbert 
damping 
α 
 
Gilbert 
damping 
err 
dB 
linewidth 
(T) 
dB 
linewidth 
err (T) 
20 1.468 0.007 0.0005 0.0001 2.078 0.003 0.01193 0.00007 0.0067 0.0002 
40 1.24 0.01 0.011 0.001 2.07 0.01 0.038 0.001 0.035 0.001 
60 1.35 0.02 0.05 0.006 2.09 0.01 0.017 0.001 0.056 0.003 
80 1.27 0.02 0.05 0.01 2.09 0.01 0.007* 0.003 0.109* 0.008 
Table 4.1: Ferromagnetic Resonance Spectroscopy Results for series of FeGa sputtered 
films. Table source: Daniel Gopman, NIST, Maryland 
Table 
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It can be seen in this figure that although the 0th mode is clearly visible it is hard to see the 1st Or 2 
nd mode. These modes are called perpendicular standing spin wave mode (PSSW). 
 
 
4.5.1 Determination of exchange constant. 
 Fig. 4.8 shows the in plane frequency vs. resonant static field for the 40 nm. The green line 
the fit of the first PSSW mode. The red line is the same as one shown in figure 4.2 (a) 
Fig. 4.7: Differential absorption vs applied field for FeGa thickness of 60 nm. The 
differrent colors show microwave frequency from 15 GHz to 45 GHz. [Image 
source: Daniel Gopman, NIST, Maryland.] 
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 Exchange stiffness can be estimated from the observation of, what appears to be, the first 
PSSW mode ( Gopman et. al. , 2016). A nearly frequency independent shift (0.23 T) down to 
lower resonance field is seen between the most intense mode (0th mode) and a second absorption 
of lesser intensity. The following calculations were used to estimate the exchange field of the first 
mode. 
𝜇0  𝐻𝑒𝑥
1 = 𝜇0𝐻0 − 𝜇0𝐻1 = 0.23 𝑇 
 
𝜇0𝐻𝑒𝑥
1 =
𝐴𝑒𝑥𝑀𝑠
2
𝑘1
2 
 
 
since,      𝑘1 =
𝑛𝜋
𝑡
=
1∗ 𝜋
𝑡
 
using    𝑀𝑠 = 1000 ± 10 
𝑘𝐴
𝑚
  and 𝑡 = 40 ± 4 𝑛𝑚 
Fig. 4.8: Figure showing the in plane frequency vs. resonant static field for the 40 nm. The green line the fit 
of the first PSSW mode. The red line is the same as one shown in figure 4.2 (a). [Image source: Daniel 
Gopman, NIST, Maryland.] 
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𝐴𝑒𝑥 = 18 ± 4 
𝑝𝐽
𝑚
 
 
 
 
 
  
This value of Aex compare reasonably well with 16 pJ/m (Tacci et al., 2014). For such a value of 
the exchange stiffness, we expect that the next PSSW mode (n = 2) would be shifted down by 
approximately 0.93 T, which could explain why we see only one mode (n=1) in addition to the 
uniform mode (0th mode). 
Since we are unable to obtain such frequency independent shift for other thicknesses, we 
need to perform more measurements to compare the value of exchange constant. 
 
4.5.2 Energy Dispersive X-Ray spectroscopy Analysis of FeGa thin 
films. 
To characterize the thin films for the stoichiometric composition of Iron and Gallium 
(Atomic percentages), energy Dispersive X-Ray spectroscopy (EDS) was carried out. Fig. 4.9 
shows the Quantitative analysis for the 80 nm thick FeGa film deposited on a Silicon substrate. 
Since EDS gathers the spectrum of all elements present in the sample upto a thickness of 2 μm, 
the Fig. shows other elements too. Carbon and oxygen are impurities due the film being exposed 
to atmosphere before the analysis. A thin copper film was deposited as seed layer for the FeGa 
growth and hence its presence in the quantitative spectrum. 
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 It can be seen in the analysis that the ratio of Atomic percentages of Iron:Gallium is 6.31: 
1.18. This translates to an 84.2 %:15.8 %, when all other elements are ignored. This is 
encouraging since it proves that the film stoichiometry was very close to he intended ratio of 
81%:19%. This quantitative analysis needs to be carried out for the 40 nm film too. That may 
result in an explanation of the anomalous value of Gilbert damping constant α, in 40 nm film. 
 
4.6 Conclusion 
 In this chapter, we obtain frequency vs. resonant field and line width vs frequency for four 
different thicknesses of sputtered FeGa films using FMR. The latter plot gives us a trend of Gilbert 
damping constant which can be explained only with further studies on saturation magnetization 
and stoichiometry of the FeGa films of 20nm, 40 nm and 60 nm films. 
Fig. 4.9 EDS results for an 80 nm thick film on Si substrate. 
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We also are able to see the first PSSW mode on the 40 nm film which has a frequency 
independent shift on the differential absorption vs field plot. This plot is used to determine the 
exchange constant values which agrees with current literature. Further FMR studies need to be 
carried out to confirm this exchange constant value for other film thicknesses. 
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Chapter 5: Conclusion 
 
In summary, the proof of concept for SAW switched memory device which is non-volatile 
and can be highly energy efficient, is demonstrated. The initial expectation was to see some 
isolated Co nanomagnets to show complete 180º rotation, on application of strain using SAW. 
However experimentally, it was noticed that the magnetic state breaks down into multiple domains 
and sets into a stable, ‘vortex’ state. This state is indicated by the four quadrant MFM images that 
is seen. Nevertheless, since the pre SAW single domain like magnetic state (bit ‘1’) and the post 
SAW vortex state (bit ‘0’) are stable and non-volatile, it leads to a conclusion that this work 
demonstrated the prelude to the implementation a successful memory scheme using “straintronics” 
implemented with SAW. It is also shown through calculations that the energy that’ll be potentially 
expended in writing memory using SAW onto these nanomagnets will turn out to be only of the 
order of few tens of atto-Joules per element (nanomagnet). Thus making it highly energy efficient 
compared to current memory writing schemes. 
  When the same dimensions of nanomagnets are fabricated with higher shape anisotropic 
dipole coupled nanomagnets, these nanomagnets can be used to implement a Boolean NOT gate. 
The combination of strain generated by SAW and dipole coupling is enough to beat the shape 
anisotropy of the less shape anisotropic magnets and hence can lead to 180º switching of single 
domain magnetic states in the less shape anisotropic magnets. 
 A trend of Gilbert damping constant for 3 different thicknesses of FeGa film is obtained.  
The exchange constant for one such film is calculated and it agrees with recently observed values 
in films of similar thicknesses. 
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This research has several important outcomes in the pursuit of ultra-low power computing 
and lays foundation and acts as a proof of concept for future devices implementing ‘straintronics’ 
based on acoustic waves.. It has major technological importance because nanomagnetic logic 
clocked with strain could potentially be 1,000-10,000 times more energy-efficient than current 
CMOS logic at comparable clock speeds. 
Finally, in the long run, the theoretical and experimental studies performed in this work 
can potentially open up unimaginable applications enabled when computing and information 
processing can be performed with such low power that these processors can be run from energy 
harvested from the ambient. Such a strain-clocked nanomagnetic processors that can be implanted, 
for example, in an epileptic patient’s brain to monitor and process brain waves continuously to 
warn of an impending seizure. It will need so little power that it can potentially function by 
harvesting energy from the patient’s head movements alone without ever requiring a battery. There 
are other applications such as in sensors embedded in structures (tall buildings, bridges) that 
continuously monitor fracture, material fatigue, etc. while running by harvesting energy from 
vibrations caused by wind or passing traffic. With the advent of Internet of Things it straintronic 
based processors can be used in wearables and wouldn’t require any charging of the battery. 
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Appendix  
(Information on simulations carried out by Dhritiman Bhattacharya) 
 
The experimental results in chapter 2 are compared against theoretical predictions of 
magnetization dynamics computed with the MuMax simulation package. The dimensions of the 
elliptical Co nanomagnet used in our simulations are 340 nm × 270 nm × 12 nm and conform to 
the nominal dimensions of the experimentally fabricated nanomagnets. The evolution of the 
magnetization is investigated from its relaxed pre-stress state to a vortex state upon application of 
one cycle of tensile stress followed by compressive stress. This stress cycle replicates the stress 
applied on the nanomagnets during AW propagation. 
The discretized cell size used in the MuMax simulations was 4 nm × 4 nm × 4 nm (which is smaller 
than the exchange length of Cobalt, λex ~ 5 nm), implemented in the Cartesian coordinate system. 
Since there is no inherent mechanism of incorporating stress in the micromagnetic software 
package MuMax, the material’s uniaxial magnetocrystalline anisotropy (K1) is used instead, which 
is modeled using the following effective field due to the magnetocrystalline anisotropy, 
                                               ?⃗? 𝑎𝑛𝑖𝑠 =
2𝐾𝑢1
𝜇0𝑀𝑠𝑎𝑡
(?⃗? ∙ ?⃗⃗? )?⃗? +
4𝐾𝑢2
𝜇0𝑀𝑠𝑎𝑡
(?⃗? ∙ ?⃗⃗? )3?⃗?  (A.1) 
where Ku1 and Ku2 are the first and second order uniaxial anisotropy constants, Msat is the 
saturation magnetization, ?⃗?  and ?⃗⃗?  are the unit vectors in the direction of the anisotropy and 
magnetization, respectively. Assuming Ku2 = 0,  
                                                              ?⃗? 𝑎𝑛𝑖𝑠 =
2𝐾𝑢1
𝜇0𝑀𝑠𝑎𝑡
(?⃗? ∙ ?⃗⃗? )?⃗?  (A.2) 
The effective field due to an applied external uniaxial stress, σ, is 
                                                              ?⃗? 𝑠𝑡𝑟𝑒𝑠𝑠 =
3𝜆𝑠𝜎
𝜇0𝑀𝑠𝑎𝑡
(𝑠 ∙ ?⃗⃗? )𝑠  (A.3) 
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where (3/2)λs is the saturation magnetostriction, σ is the external stress and 𝑠  is the unit vector in 
the direction of the applied stress. To simulate the effect of a uniaxial stress applied in the same 
direction as the uniaxial anisotropy, we equate ?⃗? 𝑎𝑛𝑖𝑠 with ?⃗? 𝑠𝑡𝑟𝑒𝑠𝑠 in order to determine the value 
of Ku1, as 
                                                              𝐾𝑢1 =
3𝜆𝑠𝜎
2
 (A.4) 
The magnetization dynamics are simulated using the Landau Lifshitz Gilbert (LLG) equation:   
 
2
( ) ( ( ( )))
1
eff eff
m
m H m m H
t
 
 
 
       
           (A.5) 
where m is the reduced magnetization (M/Ms), Ms is the saturation magnetization, γ is the 
gyromagnetic ratio and α is the Gilbert damping coefficient. The effective magnetic field (Heff) is 
given by 
 eff demag exchange stressH H H H              (A.6) 
where, Hdemag, Hexchange and Hstress are the demagnetization (or magnetostatic) field, the effective 
field due to exchange coupling, and effective field due to stress anisotropy, respectively. These are 
evaluated in theMuMax framework as reported by Vansteenkiste et al.31 For material parameters, typical 
values for cobalt are used: exchange stiffness A = 2.1 × 10–11 J/m, saturation magnetization Ms = 1.42 × 106 A/m, 
Gilbert damping constant α = 0.01, magnetostrictive coefficient (3/2)(λs) = -50 ppm.  
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The results of the MuMax micromagnetic simulations for an elliptical Co nanomagnet of 
dimensions 340 nm × 270 nm × 12 nm subjected to a tensile/compressive stress cycle are illustrated 
in Figure 3. The initial magnetization state of the nanomagnets is set to the (↑) direction along the 
major axis. However, when the spins are allowed to relax, the magnetization states settle to the 
configuration as shown in Figure 3a which shows that not all the spins point along the major axis 
(as in a perfect single-domain state) and there is some deviation around the edges. Note that the 
counter-clockwise orientation of the spins in the vortex state is due to the initial conditions applied 
in our simulation. If the initial magnetization state was such that the pre-stress relaxed state settled 
to where the spins had a small component in the clockwise direction, this would give rise to a 
clockwise vortex state. 
 
 
 
Figure A1: Micromagnetic simulations of a nanomagnet with dimensions of 340 nm × 270 nm × 12 nm for the 
following scenarios: a) Relaxed pre-stress state, b) Tensile stress of +60 MPa, c) Post-stress at 0 MPa, d) 
Compressive stress of -60 MPa, and e) Post-stress at 0 MPa. 
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Next, when the sinusoidal stress cycle is applied to the nanomagnet, the magnetic state transforms 
to a ‘vortex’ state at a tensile stress of ~ +60 MPa (Figure 3b) and remains in this state as the stress 
decays down to 0 MPa (Figure 3c). A compressive stress of -60 MPa is subsequently applied to 
the nanomagnet in a similar manner but it does not nudge the system out of the vortex state (Figure 
3d) and finally after stress is removed, the vortex state continues to persist (Figure 3e). This state 
is non-volatile. 
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