We analyze an analytic center cutting plane algorithm for the convex feasibility problems with semide nite cuts. At each iteration the oracle returns a p-dimensional semide nite cut at an approximate analytic center of the set of localization. The set of localization, which contains the solution set, is a compact set consists of piecewise algebraic surfaces. We prove that the analytic center is recovered after adding a p-dimensional cut in O(p log(p + 1)) damped Newton's iteration. We also prove that the algorithm stops when the dimension of the accumulated block diagonal matrix cut reaches to the bound of O (p 2 m 3 = 2 ), where p is the maximum dimension cut and is radius of the largest ball contained in the solution set.
Introduction
The semide nite relaxations arising from combinatorial applications can often be too large to be handled by primal-dual interior point methods. On the other hand many such problems are well structured and have sparse matrix coe cients. Some algorithms that exploit the sparsity of problems of these type have been developed in the past few years. Benson et. al. 2] propose a dual scaling algorithm for the problems with rank one matrix coe cients. Helmberg and Rendl 10] transform the dual semide nite problem into an eigenvalue optimization problem and apply a bundle method to solve it as a convex non-di erentiable optimization (NDO) problem in a matric space.
An alternative technique for NDO problems is the analytic center cutting plane method (ACCPM). This method was introduced by Sonnevend 17] , Ye 19] and Go n, Haurie and Vial 6] . For the purpose of proving complexity results, ACCPM is more clearly described in the context of a convex feasibility problem: nd a point in a bounded convex set , with a nonempty interior. The solution set is assumed to contain a ball N , with radius > 0 and is contained in a compact convex set de ned by convex inequalities, and called the set of localization. At each iteration the analytic center of the set of localization is computed and a separation oracle is called: the oracle determines if either the center is in , thus solving the problem, or returns a cut which contains the solution set and cuts o the current point. A special updating step is then needed to get as close as possible to the next analytic center, as rst suggested by Mitchell and Todd 13] .
ACCPM has been successfully implemented in a wide variety of applications, as for instance in 3] and 9].
The complexity of the method has been analyzed in case of single cuts by Atkinson and Vaidya 1], Nesterov 14] and Go n, Luo and Ye 7] , in the case of multiple cuts by Ye 20] and Go n and Vial 8] , and in the case of quadratic cuts by Luo and Sun 11] , L uthi and B ueler 12] and Shari Mokhtarian and Go n 16] .
In this paper we propose an analytic center algorithm for convex feasibility semide nite programming problems with central p-dimensional Semidef- inite Cuts. The analysis of the restoration of the analytic center after the addition of a semide nite cut is presented. Go n and Vial 8] derive an optimal updating direction for ACCPM with multiple central linear cuts. They choose the optimal direction as the maximizer of the product of the new slack variables within the Dikin's ellipsoid. We apply the same idea to the linear matrix inequalities after adding a p-dimensional semide nite cut through an approximate center. A semide nite cut contains as special cases single and multiple linear cuts. The restoration procedure, based on primal, dual and primal-dual potential functions, is discussed in detail. We prove that the number of Newton steps needed to recover the analytic center is of order of p log(p + 1), where p is the maximum dimension of the matrix cuts.
We also show that the analytic center cutting plane algorithm stops with a point in the solution set when the dimension of the accumulated block diagonal cut matrix reaches to the bound of O (p 2 m 3 = 2 ).
The paper is organized as follows: In section 2 we review the most important properties of the analytic center for linear matrix inequalities. This includes the primal, dual and primal-dual potential functions, the optimality conditions, and a dual algorithm for the computation of the analytic center. We introduce the central semide nite cuts in section 3 and derive the optimal updating direction to restore the analytic center after adding a matrix cut. Section 4 gives the complexity of the restoration algorithm. In section 5 we present the ACCPM algorithm for the convex feasibility problem arising in semide nite programming, and nally in section 6 we analyze the convergence and complexity of the algorithm.
Notations: We use the following notations: Lower case letters are used to show vectors and upper case letters for matrices. For symmetric matrix A, j (A) is the j-th eigenvalue of A. We refer to the space of n n symmetric matrices by S n and positive semide nite matrices, by S n + . The Frobeniusnorm of matrix A is de ned by kAk 2 = trA T A = n X j=1 ( j (A T A)); the 1-norm of matrix A is de ned by kAk 1 = max j j (A)j; , j = 1; :::; n; and for an invertible matrix H 2 S n , the H-norm of matrix A is de ned by kAk 2 H = trA T HA: We denote by A the linear operator from S n to m-vector R m de ned by (AX) i = A i X, for A i 2 S n , i = 1; :::; m. The adjoint operator A T : R m ! S n is de ned by A T y = P i y i A i .
For m matrices A i 2 S n . i = 1; :::; m, we de ne vector a l q 2 R m by a l q = ((A 1 ) lq ; (A 2 ) lq ; :::; (A m ) lq ) , l; q = 1; :::; n:
For real matrices A and B, A B denotes A ? B 0.
Analytic Center and its Properties
We start with an important lemma which plays a key role in the interior point algorithms:
Lemma 1 Let X 2 S n , then log det X I (X ? 
By the KKT optimality conditions, y a (or S a 0) is the analytic center of D if and only if there exists a matrix X a 0 such that AX a = 0 A T y a + S a = C X a S a = I: (2) The analytic center can be also derived by minimizing the primal potential function P (X) = C X ? log det X; over the primal feasible region P = fX 2 S n : AX = 0; X 0g:
It is easy to prove that the minimizer of P (X) satis es the optimality conditions (2).
Finally, the analytic center can also be seen as the minimizer of the primal-dual potential function PD (X; S) = P (X)+ D (S). The optimality condition of minimizing PD (X; S) over PD = D P is also (2) . To see this fact, rst observe that PD (X a ; S a ) = C X a ? log det X a S a = X a S a ? log det X a S a = trI ? log det I = n;
on the other hand from lemma 1, PD (X; S) X S ? tr(XS ? I) = n; for all (X; S) 2 PD , with equality i XS = I. Thus (X a ; y a ; S a ) is the (unique) minimizer of PD (X; S). The next lemma gives lower and upper bounds on the primal potential function at an approximate center. Similar bounds can be established for the dual and primal-dual potentials.
Lemma 2 Let X be an approximate center. Then P (X a ) P ( X) P (X a ) + The lemma now follows.
When an interior point (y; S) with kP(S)k 1 is available, the direction dy with a step size =kP(S)k, 0 < < 1, is taken. It can be proven that the potential function is reduced by a constant amount > 0, at each iteration, Primal and primal-dual algorithms also give the same result and the analysis is more or less similar to the dual case. The complexity result, however, for the primal-dual case is more speci c since the potential function at the center is known before hand, i.e., the primal-dual algorithm stops after O( PD (y 0 ) ? n) iterations of Newton's method.
Central Semide nite Cut
In this section we explain how to update the analytic center after adding central semide nite cuts from an approximate analytic center.
De nition 4 A semide nite cut is a cut of the form B T y B T y, where y is an approximate center of D and B is the linear operator de ned in the introduction, i.e., B T y = P m i=1 y i B i , where B i 2 S p .
Without loss of generality, we assume that trB The lemma follows by letting j (S) = s j .
The following lemma bounds the potential functions at the new point:
Lemma 7 Let ( X; y; S) be an approximate analytic center. Then D (S + ) D ( S) ? (1 ? ) ? log(1 ? ) ? log det ~ ; (13) P (X + ) P ( X) ? (1 ? ) ? log(1 ? ) ? log det T ; (14) and PD (X + ; S + ) PD ( X; S)?2 (1? )?2 log(1? )?2p log +p log p (15) Proof. The primal inequality, therefore, follows from the inequality (17), the above fact the property of increasing function f(t).
D (S +
Finally the last inequality obtains by adding up (13) and (14 iterations the algorithm stops with an updated analytic center.
In the next section we present an ACCPM algorithm for the convex feasibility problem with semide nite cuts. Step 1. Compute an approximate center y k for k D .
Step 2. If y k 2 , stop.
Step 3. Otherwise, call the oracle for the p k -dimensional cut (B k ) T y (B k ) T y k .
Step 
Convergence of the Algorithm
We rst bound the potential function at the new center.
Theorem 9 Let P( ) be the potential function at the analytic center of , and let + be the updated region after adding a cut. Then, there exist t i > 0, i = 1; :::; p, such that
log t i ; (18) Proof. From the properties of the primal-dual potential function and (14) P( + D ) = n + p ? P( + P ) n + p ? P ( X) + (1 ? ) + log(1 ? ) + log det T : (19) We recall that T = arg minf p 2 trTVT ? log det Tg; and trTVT = 1;
thus log detT log det T 0 , for any positive semide nite matrix T 0 with trT 0 VT 0 = Inequality (18) The proof is now complete.
At iteration k, let p = maxfp i ; i = 1; :::; kg; using (18), we have
Now we state a series of technical lemmas to establish a bound on the summation term in (20) . 
The lemma follows now from 22, 23, and 24. The next lemma is essential to bound (20) . This lemma is due to Ye 20] with some changes to suit our case. The lemma follows from the inequality (26) The next theorem bounds the dimension of the accumulated block diagonal cut matrix, i.e., n k . The algorithm stops with a solution in when this inequality is violated.
In other words, when n k O (p 2 m 3 = 2 ).
We complete our analysis by bounding the number of damped Newton steps needed to solve problem (12 
On the other hand since pT~ = I, F(T) ? log det~ = p 2 + p log p:
To conclude the theorem, we need a bound on log det , for a feasible matrix . Note that the (dual) feasible region is contained in a Dikin's ellipsoid enlarged by a factor of 1+ In view of (31) and lemma 15, we proved that the Newton method nds the optimal updating direction starting from T 0 in at most O p log 1
? log(1 + ) ! iterations.
Conclusion
We presented an analytic center cutting plane method for the convex feasibility problem with semide nite cuts. It is well known that the semide nite relaxations arising from some combinatorial applications (such as the MaxCut problem) can be reformulated as a non-smooth optimization problem. The large scale techniques, such as ACCPM, for NDO problems are based on the convex feasibility problem. The feasibility problems arising from the semide nite relaxations, however, are di erent compared to linear case in the sense that the oracle returns semide nite cuts of the form B T y B T y at each iteration. In this paper we analyzed the restoration of the center and convergence of the algorithm, where the set of localization consists of piecewise algebraic surfaces and the cuts are semide nite. We proved that Op log(p+1) Newton iterations su ce to recover the analytic center after adding a p-dimensional cut at the center and that the ACCPM algorithm is a fully polynomial approximation scheme. The implementation of the algorithm and the case of deep cuts are yet to be tested.
