We consider the flow dynamics of a tandem production system formed by two failure-prone machines separated by a buffer stock. The production rates of the machines are regulated by a feedback mechanism which solves an associated optimal control problem with an average cost criterion. The cost structure penalizes both the entrance into and the sojourn on the buffer boundaries. The generic structure of the optimal control involves four buffer content thresholds. When the buffer content crosses these thresholds, the production rates are tuned to reduce the tendency to enter into the buffer boundaries. Using the fluid modelling framework, we obtain analytical results for the stationary buffer level distribution in the case where an operating machine can produce with, either a "nominal" or a "reduced" rate. In the stationary regime, the optimal positions of the buffer thresholds, the throughput and the average buffer content are presented.
Introduction
The presence of a buffer stock between two failure-prone machines M 1 and M 2 enhances the global throughput of the installation and its quantitative effect is calculated for example in Wijngaard (1979) , Malathronas et al. (1983) , Jafari and Shanthikumar (1987) , Buzacott and Shanthikumar (1993) , Gershwin (1994) . However, a buffer does not eliminate all interruptions of the production flow even when both machines are potentially able to produce. Indeed starving interruptions of M 2 which arise when the buffer is empty and blocking interruptions of M 1 occurring when the buffer is filled up can occur. Besides reducing the overall throughput, the blocking and starving interruptions do, in certain circumstances, generate additional problems with strongly penalizing consequences. Typical examples arise in fluid installations, the Internet and people-based manufacturing which will be discussed below.
To reduce the probability of the occurrence of starving or blocking states, one obviously can increase the buffer capacity (called H hereafter). However, this solution is often not feasible since it may lead to prohibitive costs (presence of large-sized installations incompatible with the available layout and creation of a large work-in-process). If one is limited to a fixed buffer capacity, one can try to explore alternative solutions. One of these is to introduce a feedback control mechanism based on both the buffer content * Corresponding author X(t) ∈ [0, H] and the operating states ("on" and "off ") of the machines. This feedback mechanism is devised to reduce, the sojourn times spent in, and/or to reduce the entrance frequency into, the filled or empty buffer states. In this paper, we will use analytical methods to find the optimal feedback control in the simple case where the possible production rates v k (X(t)) not.
= v k (t) of M k , k = 1, 2 can achieve either a nominal value or a reduced one. Typical situations where such buffer-content-dependent regulations of the production rates can actually occur are:
1. Fluid installations: To prevent overflow losses or dry states in fluid installations involving pumps one introduces backoffs "replacing" the hard constraints (here a full or empty tank) by soft constraints (tank content high or low). When the tank content violates the soft constraints, the inflow (resp. outflow) rates of the tank are regulated in order to keep its content away from the hard constraints. 2. The Internet: Overflows of a buffer in the Internet may produce unacceptable information losses. To cope with this situation, a Transmission Control Protocol (TCP) is introduced. The TCP regulates the traffic rates of the sources. It controls the transfer rates as follows: during overflows, the buffer sends negative feedback signals to the sources in order to reduce its sending rates. Otherwise the buffer sends positive feedback signals to the sources to augment the sending rates (van Foreest et al., 2003) . 3. High production flows: When high production flows are involved, the rise to the nominal production regime of
862
Filliger and Hongler the machines may not be instantaneous. Examples are paper wrapping installations where the paper tension depends on the dynamics of adjacent machines. Sudden accelerations in the installation rate scratch the paper. In such cases, reaching a buffer boundary with a maximal rate has therefore to be avoided. A solution is to reduce the production rate when approaching the full or empty buffer states. Such a policy is also relevant when uncertainties concerning the actual physical population level of the buffer exist. 4. People-based manufacturing: Tunings of the production rate occur naturally when the flexible behavior of human operators influences the workforce of the machines. In the case of flexible workers, the problem of different worker speeds may be handled by adopting an adaptative (i.e., state-dependent) production strategy. A simple workforce allocation policy results in operators moving from production cells with highly populated upstream buffers to cells with lowly populated downstream buffers and vice versa. This production policy is effectively equivalent to buffer-dependent control dynamics. Hence, the feedback control problem considered here can be viewed as a caricature of elementary allocation problems arising in people-based manufacturing (see e.g., Ahn et al. (2002) and especially Powell and Schultz (2004) where the benefical-influence on the line efficiency of such state-dependent policies is studied).
We now intend to construct a control policy u(t) = (v 1 (t), v 2 (t)) which optimally solves the production planning problem with a cost criterion exhibiting the following features:
1. a cost term g(v 2 ) which depends on the production rate of the second machine and which penalizes slow production rates; 2. a term that penalizes a large work-in-process; 3. a term that penalizes both full and empty buffer states; 4. a term that penalizes the entrance rates into the full and empty buffer states.
Quantitatively, the above features are summarized into a performance measure of the form:
where g is a positive function such that g(0) ≥ g(v 2 = reduced) ≥ g(v 2 = nominal) and where the function h, defined on [0, H] , does take into account features 2, 3 and 4 by specifically choosing:
whereh is a strictly convex function and δ 0 (resp. δ H ) is the extra cost incurred when the buffer is empty (resp. full) (corresponding to the spots in Fig. 1(a and b) ). Finally γ 0 Fig. 1. (a) Sketch of the generic cost structure h considered in this paper. h is strictly convex and penalizes a large work-in-process, states at the buffer boundaries (indicated by the spots) and transitions into the buffer boundaries (indicated by the arrows); (b) the costs due to transitions into boundary states can be adequately removed by attributing higher values to δ 0 and δ H (see Equation (27)).
(resp. γ H ) are the costs incurred each time the buffer content enters the empty (resp. the full) state (corresponding to the arrows in Fig. 1(a) ).
Using the cost criterion of Equation (1), the following points will be addressed in this paper:
1. We will use the associated Hamilton-Jacobi-Bellmann (HJB) equation characterizing the optimal control problem and, following the lines given in Akella and Kumar (1986) and also Bielecki and Kumar (1988) , show that the optimal policy has a generic form involving four buffer thresholds z * , Z * , y * and Y * . Specifically, when both machines are operating, the control imposes the following dynamics:
r M 1 and M 2 produce with the nominal rates when
r M 1 produces with the nominal and M 2 with the reduced production rate when X(t) < z * ;
r M 2 produces with the nominal and M 1 with the reduced production rate when X(t) > Z * ;
When only one machine is operational, the thresholds control imposes the following dynamics:
To derive analytical results, we will use a fluid modelling approach. A continuous-state representation will allow us to avoid the combinatorial complexity inherent in Markov chain models with large state spaces. For fluid queues, the problem reduces to the solution of five coupled systems of linear partial differential equations (the ChapmanKolmogorov equations) together with appropriate boundary conditions.
Related articles in the manufacturing flow control literature include Akella and Kumar (1986) and Bielecki and Kumar (1988) for one-stage lines and Van Ryzin et al. (1993) , Lou et al. (1994) , and Veatch and Wein (1994) for two stages. These contributions aimed at minimizing the inventory holding and backorder costs. Here, the focus is on the costs incurred when starvation and blocking occur. Such optimization problems are less discussed (an exception being the decomposition method of Hu (1995) where starving costs naturally enter into the cost structure). For larger systems, the controls rely on heuristic policies. For example, fuzzy controllers related to two thresholds policies are investigated in Tsourveloudis et al. (2000) .
The paper is organized as follows: in Section 2, we introduce the tandem system and the production planning problem and derive the optimality of the four-threshold feedback control. In Section 3, we write the resulting Chapman-Kolmogorov equation governing the buffer population dynamics. The stationary probability measures solving the Chapman-Kolmogorov equations are derived in Section 4. Performance measures and numerical examples are given in Section 5. Finally, Section 6 is devoted to perspectives and conclusions.
The model
Consider a single-product transfer-line composed of two machines M 1 and M 2 separated by a buffer B with a fixed finite capacity H > 0 (see Fig. 2 ). The machines M 1 and M 2 are failure-prone, thus giving rise to breakdowns and repairs with random durations. These random events will be modelled by two Markovian renewal processes I 1 (t) and I 2 (t) which take on values in {0, 1} ("0 = off ", "1 = on") and which are defined on a common probability space ( , F, P) . They are characterized by the first moments λ
i ) of their exponentially distributed holding times in the states {1} (resp. {0}). These failure processes are as- sumed to be operation dependent rather than time dependent. This means that machines can fail only while processing workpieces.
The processed material is assumed to behave as a (continuous) fluid and the flow of products is from the upstreambuffer of M 1 (which is permanently supplied with raw material) to the downstream-buffer of M 2 (which can always absorb the stream of finished goods). The transfer times from M 1 to B and from B to M 2 are assumed to be negligible. The buffer content at time t is denoted by X(t) and is subject to the state constraint X(t) ∈ [0, H]. With these assumptions, the state of the tandem system is represented by the vector valued process (X(t),
2 . The state constraint is realized by requiring that the production rates v 1 (·) and v 2 (·) satisfy the boundary constraints:
We assume that the machine M 1 (resp. M 2 ) can produce either with a nominal rate v + 1 (resp. v (4) and (5). These equations further imply that v 1 (H) = 0 (resp. v 2 (0) = 0) when only M 1 (resp. M 2 ) is in the operating state. In this case we say that M 1 is blocked (resp. M 2 is starved). The buffer content process X(t) can then be represented by:
The production planning problem
For a given state (x, i 1 , i 2 ) ∈ S, the dynamics of X(t) given by Equation (6) are controlled by the process of possible production rates u(x, i 1 , i 2 ) ∈ U(x, i 1 , i 2 ) where for x = 0, H, the state-dependent control space U(x, i 1 , i 2 ) is:
For x = 0 or x = H we include in addition the boundary constraints expressed in Equations (4) and (5). Note that when both machines are under repair, the control does not enter into the dynamics and we have U(x, 0, 0) =
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Filliger and Hongler {(0, 0)}. Our goal is now to find a feedback policy u(X(t), I 1 (t), I 2 (t)) ∈ U(X(t), I 1 (t), I 2 (t)) which minimizes the long-run average expected cost incurred per unit time:
where E denotes the expectation and L = g + h stands for the running costs. The assumptions on g (positive and monotone) and h (strictly convex) are the usual ones (Sethi and Zhang, 1994 p. 35 ). More specifically, h is of the form (see Fig. 1 (b)):
withh, strictly convex satisfyingh(0
To find the optimal policy minimizing Equation (8), we follow the idea developed in Bielecki and Kumar (1988) and view the average cost criterion as being the limit of an associated discounted cost criterion involving a discount factor β. As the structure of the optimal control of the latter problem is independent of β, its generic structure will be preserved for the average optimization criterion resulting in the β → 0 limit. Let us therefore introduce the discounted cost functional
2 , associated to the running costs given in Equation (1):
with β > 0 a discount parameter and where E x 0 ,i 1 ,i 2 is the conditional expectation operator subject to the initial conditions X(0) = x 0 and (I 1 (0), I 2 (0)) = (i 1 , i 2 ). To simplify notations, we write l = 1, 2, 3, 4 for the four possible operating states (i 1 , i 2 ) = (0, 0), (0, 1), (1, 0), (1, 1) and define for x ∈ [0, H] and l ∈ {1, 2, 3, 4} the value function minimizing the discounted costs:
Then x → φ(x, l) is the unique viscosity solution of the HJB dynamic programming equation (see e.g., Flemming and Soner (1993) Chapt. III Equation (9.4)) in :
where the minimum "min x,l " is taken over the couples
, φ x is the derivative of φ with respect to x and where Aφ(x) is given by:
Since we are mainly interested in the optimal feedback policy (v 1 , v 2 ) holding when both machines are operational (i.e., l = 4 = (1, 1)), let us focus on the following minimum in more detail:
The strict convexity of φ(x, l) (see Flemming and Soner (1993, p. 149) and also Sethi and Zhang (1994, p. 380) guarantees the existence of a level Z ∈ [0, H] such that: 
Note that by the assumptions made on g, the constant c is negative. Define now the storage level z ∈ [0, H] such that:
The existence of z follows directly from the strict convexity of φ(x, l). The convexity of φ(x, l) together with the fact that c < 0 imply z < Z. The policy minimizing Equation (13) then reads as:
(16) Following similar arguments when one of the two machines is under repair we find:
where
where y ∈ [0, H] is the smallest buffer level such that φ x (x, 2) ≥ c for all x ∈ [y, H] with c as defined in Equation (14).
Remark 1. When both machines are on, the optimal control is defined via two thresholds z and Z. When only one machine is operational, the optimal control is determined via one threshold (Y if M 1 is "on" and y if M 2 is "on").
Remark 2. A priori, the four thresholds z, y, Y, Z are different. However, in the limit v
In these limiting cases, the drifts v Remark 3. The optimal control is compatible with the boundary constraints expressed in Equations (4) and (5).
Remark 4. The derivation of the optimal control is independent of the ordering relations among the possible production rates v 1 and v 2 . This means that for all four possible order relations:
the optimal control is of the form given by Equations (16)-(18) (recall that by assumption, v
The average cost criterion can therefore be minimized with respect to (v r Replace in Equation (16) 
2 . The threshold z is replaced by the lowest buffer level
r Replace in Equation (18) 
Note that the optimal control (v 1 (x), v 2 (x)) is of bangbang type in the first argument v 1 (switch between the minimum and the maximum speed) as given in the discrete case of Equations (16)-(18). In the second argument v 2 , the optimal control increases with the gradient of the value function from v − 2 to v + 2 .
Chapman-Kolmogorov equations
According to remark 2 above, the optimal production rates are defined via four thresholds z, y, Z, Y with z ≤ y, Y ≤ Z and z < Z. It follows that in order to exhaust the possible arrangements of z, y, Z and Y , five relevant configurations have to be treated, namely:
Let us focus on configuration (i). The other four alternative configurations are discussed in the Appendix. Fix the four thresholds z, Z, y, Y ∈ (0, H) with z < y < Y < Z and assume that the production rates are regulated by Equations (16)-(18). The resulting statedependent production rates are listed in Table 1 . Using the (i,j) the rate of M n , n = 1, 2, prescribed by the control equations, . We now introduce the probabilities: 
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and for k = 1, . . . , 5 and for x ∈ D k :
The existence of the t → ∞ limits of Equations (19) and (20) (referred to from now on as the stationary distribution of the buffer level) follows from the ergodicity of the process X(t) which is a direct consequence of the compactness of S and the irreducibility of (X(t), I 1 (t), I 2 (t)). The notations for the stationary distributions will be those given in Equations (19) and (20) with "t" being omitted (e.g.,
and so on). Following Dubois and Forestier (1982) , Coillard and Proth (1983) and Gershwin (1994) let us now write the stationary Chapman-Kolmogorov (C-K) equation which governs the buffer population under the assumption z < y < Y < Z.
The absolutely continuous part of the C-K equations
For x ∈ D k , the stationary distribution solves the following system: (1,1) and the storage level tends to increase when both machines are on. The lower buffer boundary is reached only if M 2 is operational and M 1 has failed long enough. We then have (Coillard and Proth, 1983) :
Similarly for x ∈ D 5 with v
, the storage level tends to decrease. The upper buffer boundary is reached only when M 1 is operational and M 2 has failed long enough and we have:
Note that Equations (25) and (26) directly connect the stationary probabilities to enter into boundary states to those which stay on the boundary. Therefore, under the assumption v
, the cost functional equation, Equation (2), can be rewritten in the equivalent form:
The C-K equations at the thresholds y and Y
According to the optimal control, the rate of M 2 (resp. M 1 ) changes at y (resp. at Y ) only if M 1 (resp. M 2 ) is under repair. The resulting drift v 2 − 0 (resp. 0 − v 1 ) at y (resp. Y ) does not vanish and no probability mass exists at these points. Therefore, the C-K equations at y and Y are trivial: 
When v
and when both machines are on, an increasing inventory X(t) ≤ z sticks at z (unless a machine failure occurs) and similarly, a decreasing inventory X(t) ≥ Z sticks at Z yielding nontrivial C-K equations. Let us investigate the probability z 1,1 in detail (the upper threshold Z requires a similar treatment).
Fix an infinitesimal h > 0. The probability z 1,1 (t + h) depends, up to order O(h), on the contributions listed in Table 2 .
Up to first-order terms in h, the probabilities for (X(t), I 1 (t), I 2 (t)) to be at time t in one of these four states are respectively:
Summing up the probabilities weighted with their associated transition rates (and neglecting terms of order h 2 ), we obtain in the h → 0 limit: 
Therefore, the stationary probability z 1,1 is:
Similarly for all t and all h > 0, one finds:
The stationary C-K equations follow in the limit h → 0 and t → ∞ and read as:
Similarly, the stationary C-K equations at the level Z read as:
Constants of integration
We distinguish between two cases. Fig. 3(a) ). For k = 1 and k = 5, Equations (21)- (24) form a third-order ordinary linear differential system and for k = 2, 3, 4, they form a second-order system (the right-hand side of Equation (23) vanishes). The linear system is readily solved for the five regions D k , k = 1, . . . , 5 Fig. 3 . Sketch of two possible sample paths of X(t) with random switches of machine states at t 1 , t 2 , t 3 : (a) v
Case 1. In which v
The feedback control results in the thresholds z and Z behaving as semipermeable membranes. Indeed for operating machines (I 1 , I 2 ) = (1, 1), an increasing inventory gets trapped at z, while a decreasing inventory crosses z (similar behavior at Z); and (b) v
In principle, the thresholds z and Z are both "permeable" for all machine states. Note that chattering at z occurs because v 2 − v 1 changes its sign at z. and the solution is specified by determining 12 constants of integration. Two constants can be extracted from the relations:
for k = 1 and k = 5. Two further constants are found by the boundary constraints at zero and H (see e.g., Equations (14) and (17) in Coillard and Proth (1983) ):
Similar to the above boundary constraints we have for k = 2, 3, 4 (Equation (15) in Coillard and Proth (1983) ):
which fixes three further constants of integration. A flow balance argument at the thresholds y, Y, z and Z (i.e., equating the flow rate of entering the same threshold with the flow rate of entering it) gives four further constants (see Sections 4.5, and 4.6). The last integration constant comes from the probability normalization:
Case 2. In which v Fig. 3(b) ). Equations (21) 
for k = 1, . . . , 5. Two further constants are given by the boundary constraints at zero and H:
Similar to the above boundary constraints we have for k = 2, 3, 4:
which fixes three constants. A flow balance argument at the four thresholds z, y, Y, Z, given in Section 4, will determine four further constants of integration. The remaining constant is given by the probability normalization equation of Equation (37).
Stationary probability distribution
Here we recall from Coillard and Proth (1983) the solutions of the stationary C-K equations and match them together at the thresholds by using the conservation of probability flow.
Solutions for the absolutely continuous part
We distinguish between two cases.
Case 1. In which v
Integrating the linear system defined by Equations (23) and (24), taking into account the constraints in Equation (34) and using Equations (21) and (23), we obtain for x ∈ D k , k = 1, 5:
(i.e., both machines have the same productivity) are completed by:
and when
they are completed by:
In both cases, Equations (35) relates the K k s with the constants S k for k = 1, 5. The S k s remain to be determined and k 1 < k 2 are the roots of:
with
.
For x ∈ D k , k = 2, 3, 4 we integrate the system defined by Equations (23) and (24). Taking into account the Equation (36) and using Equations (21) and (23), we get (see e.g., Equations (2.1), (7.1), (8.1), (9.1) in Coillard and Proth (1983) ):
Two cases need to be considered: (0, 1) . In this case F k 0,1 (x) is given by:
with S k ∈ R a constant and, (0, 1) . In this case F k 0,1 (x) is given by:
with S k ∈ R a constant, implying that the distributions
Case 2. In which v
When Equation (43) is satisfied the F k i,j s, k = 1, . . . , 5, are given by Equations (42) and (44). Otherwise they are given by Equations (42) and (45). The constants K k are related to the S k s by using the constraints in Equation (39) for k = 1, 5 and the constraints in Equation (40) or Equation (41) 
Solutions at zero and H
Due to the presence of a drift term (directed away from the nearest boundary), the stationary boundary equations are decoupled. The solutions which are identical for v (25) and (26).
Solutions at z and Z
When v + 2 = v + 1 no probability masses accumulate and the stationary solution is trivial:
When v + 2 = v + 1 the stationary solutions, Equations (32) and (33), can be summarized for k = 2 by:
and for k = 5 by: 
Solutions at y and Y
The C-K equations at y and Y are trivial and so are their solutions given by Equations (28).
Matching at z and Z
The constants S 1 and S 2 (resp. S 4 , and S 5 ) are connected via a flow conservation argument at z and Z. We distinguish between two cases.
At z (and similarly at Z), four possible sample-path configurations occur (Fig. 4) . Through the threshold z, there exists a probability flow connecting the regions 0 < x < z and z < x < Z. The flow "permeability" at z depends on the specific sample path (i.e., on the machine states). In particular no probability current crosses z when both machines are operational. This allows the formation of a finite probability mass z 1,1 which splits up into downward and upward probability flows. The detailed balance equations for the upward and downward flows at z and Z (i.e., at z k for k = 2 and k = 5) are: (54) relates S 1 with S 2 for k = 2 and S 4 with S 5 for k = 5 (Equation (55) contains the same information). Case 2. In which v H) , the buffer content evolves towards the buffer bulk [z, Z] . For z ≤ x ≤ Z, and when both machines are on, the inventory approaches one of the two thresholds, say z (i.e., v + 2 > v + 1 ). Due to chattering at z no stationary probability mass can accumulate at this point (the state (z, 1, 1) is transient). At Z the drift changes its value but not its sign. No chattering occurs and no stationary probability mass can accumulate at Z. Hence, the three absolutely continuous parts must fit continuously at z and Z. One actually fits the solutions at z and Z using the flow balance at these thresholds (see Fig. 5 ). reads as:
Similarly for v
Matching at y and Y
Equating the upward and downward flows at z 3 = y and z 4 = Y yields (see Fig. 6 ):
which relates S 2 with S 3 for k = 3 and S 3 with S 4 for k = 4. Equating the upward and downward flows at z k , k = 3, 4 (see Fig. 7 ) yields in the case where v
and in the case where v
. (62) This relates S 2 with S 3 for k = 3 and S 3 with S 4 for k = 4.
The cumulative distribution function
The normalization of the probability given by Equation (37) ultimately fixes the constants S k , k = 1, . . . , 5. This fully characterizes the stationary distributions for fixed thresholds z < y < Y < Z. The resulting marginal cumulative distribution function (CDF) F of the buffer population can be written as:
where for k = 1, 5, the F k i,j s are given by Equations (42) and (44) when Equation (43) is satisfied and by Equations (42) and (45) (37), (54) and (60). The resulting CDF is sketched in Fig. 8(a-c) 
and H = 30. The discontinuities at z (resp. Z) are more pronounced for I 2 = 0.2 (upper curve) than for I 2 = 0.25 (lower curve). This is due to an increase of z 1,1 (resp. Z 1,1 ) occurring when the machines are more likely to be (both) operational; and (c) the marginal distribution for a fully symmetric case (identical machines). The reduced production rates v (42) and (44) for the case where Equation (43) is satisfied and by Equations (42) and (45) if it is not. The constants S k are fixed according to Equations (37), (56), (57) and (61) = F is the CDF of the buffer population conditioned on the ordering relations z < y < Y < Z. In exactly the same way one computes the CDFs for the ordering relations: 
The optimal thresholds
The stationary distribution can now be used to calculate the optimal positions of the thresholds z, y, Y and Z conditioned on the relations z ≤ y ≤ Y ≤ Z. The long-run average cost can be written as:
Minimizing V 
. (66) Here, F i is the stationary buffer level distribution conditioned on the threshold ordering i, where for i = 2 we have z 
Numerical example
A full discussion of the value functions V i as a function of the thresholds z, y, Y and Z for the general parameters H, λ 1 , λ 2 , µ 1 , µ 2 and v 1 , v 2 obviously involves heavy algebra. We therefore refrain here from writing down explicit expressions but instead we rather sketch their behaviors for the specific choice λ 1 = λ 2 = 1/80, µ 1 = µ 2 = 1/20, v (Fig. 10(a-c) ). (12, z, 16.6 , Z) for 12 < z < 16.6 and 16.6 < Z < 30; and (c) the expected throughput E(T) (12, z, 16.6 , Z) for 12 < z < 16.6 and 16.6 < Z < 30. Parameters:
The Maple file generating the solutions is available in Filliger (2005) . In addition, we give the average inventory and the mean throughput of the system. We impose the following cost structure (in cost units per production unit):
Numerical computations performed on a PC using Maple yield (Filliger, 2005) :
The optimal thresholds ordering is configuration (ii) with Y * 2 = 12 ≤ z * 2 = 12 ≤ y * 2 = 16.6 ≤ Z * 2 = 19.6. The cost function V 2 (12, z, 16.6, Z) is sketched in Fig. (10a) .
The average inventory E(X)
The average inventory E(X) is given by:
which for our numerical example is E(X) = 14.6. Fixing the thresholds y and Y , the corresponding graph in Fig. 10(b) indicates that E(X) varies almost linearly in both variables z and Z.
The mean throughput E(T)
The throughput of the controlled system is:
Using the optimal thresholds ordering Y < z < y < Z, the average throughput is:
The numerical example yields E(T) = 0.70, a value close to the maximum mean throughput 0.72 which is reached for y → 0 and Y → H (i.e., in the case where the operating machines produce at a rate of v + i and no threshold control is applied). Fixing the thresholds y and Y , the graph in Fig. 10(c) indicates that E(T) is increasing in Z and decreasing in z. Increasing Z or decreasing z does indeed enlarge the region where the control assigns the nominal speed to M 2 .
Concluding remarks and perspectives
Usually in manufacturing systems, the production flow dynamics are governed by machines operating either at their nominal production rates or stopped due to failures, blocking or starving mechanisms. For lines with relatively low buffer capacities, this strict on-off machine operating mode can generate frequent and sudden interruptions of the production flows. In a wide class of inventory processes (e.g., fluid installations, data transfer on the Internet, production installations involving high production flows such as those observed in food industries), the entrance into and the stay on the buffer boundaries can be strongly penalizing. This penalty can be modelled by an ad hoc cost function and the benefits of any modification of either the line configuration (the contents of the buffers in particular) or its operating mode can be evaluated by solving an associated optimization problem. One way to reduce the penalizing effects of the buffer boundaries is to suitably pilot the production flow for inventories to stay in the vicinity of the buffer boundaries. The presence of such feedback mechanisms introduces strong nonlinearities into the dynamics which are typically encountered in state-dependent queueing systems (Dshalalow, 1997) . While such nonlinear dynamical systems offer generally little hope for analytical investigations, we are nevertheless able here to fully discuss a two-speed tandem production system in the fluid limit framework. For a suitable cost function, we derive the optimal feedback control which is characterized by four threshold levels of the buffer content. When these levels are crossed, the rates are adjusted to reduce the probability to enter into or to stay on the boundaries. Crossing a threshold from below or above triggers a different regulation of the drift, a behavior typical of semi-permeable membranes. Exact stationary probability measures can be derived and this enables exact expressions for the average costs as a function of the thresholds.
Although we only have studied two-speed installations, the dynamics involving n different production rates together with the associated feedback levels can be formulated within the same modelling approach. Indeed, changes of production rates at specific inventory levels are always of the form "nominal" →"reduced" or "reduced"→"nominal." The optimal control is thereby expected to exhibit a similar structure as in the two-speed case (the rate of M 1 (M 2 ) is nonincreasing (nondecreasing) for increasing inventory). Generalizations to systems with more stations are, however, more complex as non local interactions between machines do occur (Filliger and Hongler, 2004) . Table 1 has to be replaced by the scheme in Table A1. The threshold ordering of z < Y < y < Z affects the C-K equations for x ∈ D 3 and the matching constraints at z 3 and z 4 . Therefore, the stationary CDF is as before except that one has to change the rates in Equation (60) for k = 3, 4 and in Equation (47) for k = 3 according to the rates given in Table A1 .
Configuration (iii):
Fix the configuration Y < z < y < Z in [0, H] . According to Equations (16)-(18) the control scheme in Table 1 has to be replaced by the scheme in Table A2 . With respect to the control scheme of configuration (i) the threshold ordering of Y < z < y < Z affects the C-K equations for x ∈ D k k = 2, 3 and the matching Table A1 . The control scheme for fixed thresholds z 2 = z, z 3 = Y , z 4 = y, z 5 = Z with 0 < z < Y < y < Z < H. The differences from the scheme given in Table 1 Table A2 .
Configuration (iv):
Fix the configuration Y < z < Z < y in [0, H] . According to Equations (16)-(18) the control scheme in Table 1 has to be replaced by the scheme in Table A3 . With respect to the control scheme of configuration (1) the threshold ordering of Y < z < Z < y affects Table A3 . The control scheme for fixed thresholds z 2 = Y , z 3 = z, z 4 = Z, z 5 = y with 0 < Y < z < Z < y < H. The differences from the scheme given in Table 1 
