The dual problem of testing the predictive significance of a particular covariate, and identification of the set of relevant covariates is common in applied research and methodological investigations. To study this problem in the context of functional linear regression models with predictor variables observed over a grid and a scalar response, we consider basis expansions of the functional covariates and apply the likelihood ratio test. Based on p-values from testing each predictor, we propose a new variable selection method, which is consistent in selecting the relevant predictors from set of available predictors that is allowed to grow with the sample size n. Numerical simulations suggest that the proposed variable selection procedure outperforms existing methods found in the literature. A real dataset from weather stations in Japan is analyzed.
Introduction
In regression analysis, selecting the relevant set of predictors is a fundamental step for building a good predictive model. Including insignificant predictors results in over-complicated models with less predictive power and reduced ability to discern and interpret the influence of each variable. However, classical selection methods have to be adapted to the high-dimensional data sets which are becoming increasingly common in several areas of research.
When the data is observed at several time (or space) points, simple linear regression models cannot be directly used. Functional regression models (FRM) express the discrete observations of the predictor as a smooth function, and inference can then be made about a response variable based on the functional data (Ramsay and Silverman, 2005) . Such models have become increasingly useful due to their large number of applications, see Kokozsca and Horvath (2012) for some fundamental results and Ferraty and Vieu The main objective of this paper is twofold: study the asymptotic properties of the hypothesis test based on residual sum of squares for the relevance of a predictor in a multivariate functional regression model; and propose a competitive variable selection procedure based on FDR (or Bonferroni) corrections applied on the p-values from the tests of each available functional predictor. The proposed test statistic is a likelihood ratio type test, where restricted and full models are estimated through the B-Splines basis expansions of both coefficients and functional predictors. We examine the shift (non-centrality parameter) of the distribution of the test statistic under the alternative hypothesis, which provides insight into the power of the test and induce the demonstration of consistency of the variable selection procedure.
The remainder of this paper is as follows. In Section 2, we formally describe the regression model with functional covariates and scalar response via basis expansions. In Section 3, we present the testing procedure and the variable selection method. In Section 4 we evaluate the finite sample performance of the proposed variable selection through simulation examples and a real application with weather data is considered in Section 5.
The functional regression model: FRM
Suppose that we have n observations {(y i , x i (t)) : t ∈ T , i = 1, ..., n}, where y i is a scalar response,
is a compact set in R where the m-th predictor may be observed. The functional predictors x m , m = 1, . . . , M are assumed to be in a fixed design so that in practice t m ∈ T m is a grid representing time or space. Suppose that each of the M functional predictors can be expressed as:
where We consider the functional regression model (Ramsay and Silverman, 2005) given by
where β 0 is a constant, ε i , i = 1, . . . , n are i.i.d. Gaussian noises with mean 0 and constant variance σ 2 , and β m (t m ) are functional coefficients that we assume can be represented through the basis expansion
for the parameter vectors b m = (b m1 , ..., b mpm ) T . Thus the FRM in (2) can be re-expressed as a linear model in the following way
cross product matrices and ǫ is the vector of error terms. Since we adopt B-splines basis expansions, the cross product matrix J φm can be easily computed using the procedure in Kayano and Konishi (2009).
Methodology

Testing procedure
In this section we address the problem of testing the relevance of an individual functional predictor in the multivariate FRM. We consider testing the r-th (r ∈ {1, . . . , M }) predictor through the following null hypothesis
In linear models with normal errors, least squares estimates, which minimize the residual sum of squares, are equivalent to maximum likelihood estimates. For ease of notation, in this section, we omit from all statistics the index r that identifies the predictor being tested. Let ζ and Ω denote the spaces generated by the predictors under H 0 and H a respectively. Note that ζ ⊂ Ω and hence rank(Ω) = 1+
We assume throughout this paper that the matrix Z has full rank, that is, Z has k < n linearly independent columns (see also condition (C1) in Section 3.2).
This assumption guarantees the existence and uniqueness of the least squares estimators. Let RSS 0 and RSS denote the residual sum of squares under H 0 and H a respectively, that is,
Ab for a p r × k matrix A defining the null hypothesis, i.e.,
For insight into the distribution of the test statistic and the non-centrality parameter presented below, it is useful to express the sum of squares RSS 0 and RSS as a quadratic form. We writeŶ 0 = Zb 0 = P 0 Y andŶ = Zb = PY, where P 0 and P are the orthogonal projection matrices which project Y onto the spaces ζ and Ω, respectively. We can then rewrite the residual sum of squares as (4) we use the likelihood ratio statistic
in distribution, withσ 2 = RSS/n p → σ 2 the maximum likelihood ratio statistic. From the Normality assumption of the residuals and the fact that
the following proposition can be established. 
Lemma 3.2 specifies the order of the non-centrality parameter of the distribution of (RSS 0 −RSS)/σ 2 .
Growing at the order of the sample size, multiplied by the significance size of the parameter being tested, the shift produced by the non-centrality parameter under H a provides evidence for rejecting the null hypothesis. Using this result, Theorem 3.5 shows the consistency of the proposed variable selection procedure, which is described in Section 3.2.
Lemma 3.2. Let T L be the likelihood ratio test statistic defined in (6) for testing H 0 in (4) . For the alternative hypothesis, the non-centrality parameter δ defined in (7) is of order δ ∼ c(n − k 0 ), for a constant c.
Consistent test based variable selection
In this section we describe a test-based variable selection method which is shown to consistently identify the set of relevant predictors. A similar procedure was used by Bunea, Wegkamp and Auguste 
where π (1) ≤ ... ≤ π (M) denote the ordered p-values and q is the choice of level, and rejects H (6) and (8) for testing H r 0 . Assume condition (C1) holds and define A n = {|σ − σ| ≤ log(n)/n}.
(a) For r / ∈ I 0 and any 0 < γ < 1, we have
(b) For r ∈ I 0 and 0 < γ < 1, as n → ∞, if γ ≥ 1/n, we have 
Then, if condition (C1) holds, lim
n→∞ P (Γ n ) = 1.
Theorem 3.5. Let δ be the non-centrality parameter defined in (7) , and q the chosen bound of FDR in (9) or in Bonferroni corrections. Assume that condition (C1) holds and q → 0 as n → ∞, in such a way
Note that the choice of q → 0 is important for the consistency of the proposed method. For real datasets, a rule of thumb is to choose q = O(1/M ) if M is large relatively to the sample size n, otherwise choose q = O(1/ √ n). These choices guarantee the consistency of the variable selection while satisfying all assumptions and conditions. In the simulation study we explore different choices of this parameter.
Numerical simulations
Simulation studies were conducted to evaluate the finite sample performance of the proposed variable selection procedure. The Monte Carlo simulations in this section are based on 100 and 300 gen- methods. First, we generated z im corresponding to the predictor X m in an equally spaced grid of 50 points in T m in the following way:
where r xim = max i (u im (t m )) − min(u im (t m )) and
The scalar response y i was generated as
. For a constant c = 0, 0.4 and 0.8, the coefficient functions β m (t) are given by
Note that if c = 0 the true model specifies that only u 1 , u 2 and u 4 significantly relate to the response, corresponding to the predictors X 1 , X 2 and X 4 .
As the first step of our analysis, the random data z im was converted into the functional data x im using B-splines basis smoothing. For these data, we assumed the functional regression model
and applied the proposed variable selection method described in Section 3. With 100 Monte Carlo simulations, we computed the number of correctly selected models and the averages of the mean square errors (AMSE) for the proposed method with FDR and Bonferroni corrections, as well as for group LASSO, group SCAD and GFLM. The results in Table 1 suggest that when the sample size is relatively small (n = 100), all four methods seem to select the correct model about the same number of times, however as the sample size increases, the proposed variable selection procedure outperforms group SCAD, group LASSO and the GFLM. We note that restrictive choices of level for the tests tend to yield better results of the proposed method, where for example we observe that the choice of q = 0.01 delivers the highest number of correctly model selections. For c = 0 or c = 0.8, group SCAD and group LASSO have AMSE similar to that of the proposed procedure. However for predictors included in the model with low significance (c = 0.4), the AMSE of group SCAD and group LASSO are about double the AMSE achieved by our procedure, while the GFLM delivers the highest AMSE in all models. 
Real Data Example: Weather Data
In this application, we consider weather data observed monthly at 79 weather stations in Japan.
The data set was obtained from http://www.data.jma.go.jp/obd/stats/data/en/, and includes monthly The functional predictors, observed at a grid of 1 to 12 points, were fitted using 6 B-splines basis functions. Figure 1 shows examples of the fitted functional predictors. The goal of this application is to select the functional covariates that significantly relate to annual total precipitation. We applied the proposed variable selection method and compared the results with those of the group SCAD, group LASSO and GFLM selection procedures, using the same number of basis functions.
[ Figure 1 about here] The selected functional predictors for each method are shown in Table 2 . Humidity and maximum temperature are selected by all methods except GFLM, however, differently from group SCAD and group LASSO, the proposed procedure and GFLM selected PRESS and did not select LIGHT. Atmospheric pressure is well known among meteorologists to be related to precipitation. Low and high air pressure systems are usually caused by unequal heating across the surface of the planet. A low pressure system is an area where the atmospheric pressure is lower than that of the area around it. The production of clouds and consequent precipitation are hence related to the wind, warm air and atmospheric lifting caused by low pressure systems. In a simulation of 100 bootstrap samples from the weather data, we performed variable selection using the proposed method, group SCAD and group LASSO and GFLM. Table 3 shows the number of times each predictor was selected. While LIGHT was the third most selected predictor by group SCAD and group LASSO (about 70% of the time) and the most selected by GFLM, it was only the fourth most selected predictor when using the proposed procedure. On the other hand, pressure was selected most frequently by the proposed method, followed by humidity and maximum temperature. Our results meet the expectations of most specialized meteorology literature, which finds significant relation between pressure, humidity and maximum temperature with annual precipitation. Note that E(Y|Z) = Zb is the vector of expected values conditional on Z, which belongs to the subspace Ω, and P 0 Zb is its projection onto the restricted subspace ζ. Without loss of generality write Zb = (Z 0 , Z 1 )(b −r , b r ), where Z 1 is the sub-matrix of Z with columns corresponding to the parameters b r , and Z 0 the remaining columns (similarly for b −r ). LetỸ = Zb so that (P − P 0 )Zb =Ỹ − P 0Ỹ = (I − P 0 )Ỹ.
The quantity (I − P 0 )Ỹ is the residuals from the projection ofỸ onto the subspace ζ. This can be viewed as a linear modelỸ = E(Ỹ|Z 0 ) +ε, so that the mean squared error , we obtain lim n→∞ P (|σ 2 − σ 2 | ≥ σα) = 0 for α = log(n)/n. For all r / ∈ I 0 , b r = 0, and for any 0 < γ < 1 we find that
Part (b) Let α = log(n)/n. For all 0 < γ < 1,
Under the alternative (RSS r 0 − RSS)/σ 2 has a non-central chi-square distribution with p r degrees of freedom and non-centrality parameter δ, whose c.d.f. we denote by Ψ pr,δ (.). Since δ ∼ c(n − k 0 ) and k ≤ √ n/log(n), we conservatively have δ ∼ c(n − √ n/log(n)). For γ ≥ 1/n, as n → ∞ and hence δ → ∞, we have that
since the poisson weights are dislocated to larger values of j at a rate of exp(n − √ n/log(n)) while the values of Ψ pr +2j (Ψ −1 pr (1 − γ)) are dislocated at a rate slower than n, for the choice of γ (Note that even if γ was chosen to decrease at a slower rate than exp(−n)n k , the percentile Ψ 
Proof of Lemma 3.4
Since lim n→∞ P (A n ) = lim n→∞ P (|σ − σ| ≤ α) = 1, where α = log(n)/n, it suffices to show that 
This follows by showing that both P (R = M 0 ) and P (V ≥ 1) are asymptotically negligible. We have that (Bunea et al. 2006 , Lemma 2.1)
Hence, in order to show consistency ofÎ we need only show that P (R = 
where A n = {|σ − σ| ≤ α}, with α = log(n)/n, and Γ n is the event defined in Lemma 3.4. The third term on the right hand side of (12) is equal to
by Lemma 3.3 and the assumptions of the theorem. For the last term in (12) we have
by Lemma 3.3 and the assumptions of the theorem. This shows that P ({R = M 0 }) → 0. Following (11) with the choice of q, we can to conclude thatÎ is consistent, i.e., lim n→∞ P ( I = I 0 ) = 1.
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