It has been well known for about half a century that autoresonance (self-sustained resonance) phenomena occur when a system continuously adjusts its amplitude so that its instantaneous nonlinear period matches the drive period, the effect being a growth of the system's energy. Autoresonance effects were first observed in particle accelerators 1,2 , and have since been noted in nonlinear waves 3,4 , fluid dynamics 5,6 , atomic and molecular physics 7,8 , plasmas 9−11 , nonlinear oscillators 12,13 , and planetary dynamics 14−17 . In spite of the immense relevance and scope of autoresonance phenomena, the only existing theoretical approach to them is restricted to the very particular case when the system stays locked with an adiabatically varying perturbing oscillation (the drive) and reduces to a Duffing-like oscillator at low amplitude 9−11,17 . Here, a general exact theory of autoresonance in both dissipative and Hamiltonian nonautonomous systems is presented. An autoresonance solution occurs when the system stays phase locked with the excitation while its energy exhibits maximum growth. The equations that together govern the autoresonance solutions and excitations are derived with the aid of a variational principle concerning the power functional. The theory is applied to Duffing oscillators to obtain exact analytical expressions for autoresonance excitations and solutions which explain all the (phenomenological and/or approximate) results arising from the aforementioned previous approach to autoresonance phenomena.-Apparently, the first mention of the notion of resonance ("risonanza") was by Galileo 18 . Remarkably, this linear-system-based concept has survived up to now: resonance (nonlinear resonance) is identified with how well the driving period fits (a rational fraction of) a natural period of the underlying conservative system 19 . However, the genuine effect of the frequency (Galilean) resonance (FR) (i.e., the secular growth of the oscillation amplitude) can no longer be observed in a periodically driven nonlinear system. As is well known, the reason is simple: a linear oscillator has a single period which is energy-independent, while nonlinear oscillators generally present an infinity of energy-dependent periods. Thus, if one is interested in obtaining a nonlinear equivalent of the secular maintained growth intrinsic to the FR, it is clear that the system must not be driven by a strictly periodic excitation. In this regard, a previous theory of autoresonance 3,7−11 (AR) provided an early approach to the mechanism inducing the growth of the oscillation (without the use of feedback) for a very particular class of resonantly driven nonlinear systems which stay locked with an adiabatically varying perturbing oscillation (the drive) even if certain system parameters vary in time. The adiabatic excitation yields the autoresonant effect by automatically adjusting the system's amplitude so that the instantaneous nonlinear period matches the driving period. That AR theory (hereafter referred to as locking-by-passage-through-resonance (LPTR) theory 9−11,20 ) presents severe limitations of applicability and insight: essentially, it solely can be applied 1
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for small amplitudes, where α is the sweep rate and δ > 0. In the context of LPTR theory, it has been found numerically that AR solutions only occur if (i) the damping coefficient δ is not too large, and (ii) the amplitude of the AR oscillations grows on the average, but also oscillates around the average growth. Also, LPTR theory predicts that (iii) there exists a threshold for AR, i.e., if the normalized excitation amplitude ε/ω 1/2 0 exceeds a threshold proportional to α 3/4 , the system will follow the excitation to high amplitude, while the amplitude will stay very low otherwise, (iv) that the threshold sweep rate α th scales as δ 2 , and (v) that there exists a breaking time for AR, t b . Properties (ii), (iii), (v) also hold in (vi) the case with no dissipation (refs 9, 11, 20) .
Here a new, general, and exact theory for AR phenomena in nonautonomous systems is presented and applied to the above Duffing oscillators to explain conjointly points (i)-(vi).
Consider the general family of systems
where
x is a general damping force, and p x, .
x F (t) is a generic timedependent force. Clearly, the corresponding equation for the energy is
x, t are the energy and power, respectively. The AR solutions are defined by imposing that the energy variation
is a maximum, where the power is considered as a functional. This implies a necessary condition to be fulfilled by AR solutions and excitations, which is the Euler equation
From Eq. (5), a relationship between x, .
x, and F can be deduced such that the solutions of the system given by Eqs. (2) and (5) together provide the AR solutions, x AR (t), and the AR excitations, F AR (t). The corresponding AR equations for the multidimensional case can be straightforwardly obtained from the same principle.
To compare the present approach with the previous one 9,11,20 (cf. Eq. (1)), consider the power functional P (x, .
x, t) = .
x −δ x + F (t) . For the particular case of Duffing oscillators, the system (2), (5) reduces to ..
Note that Eq. (6b) implies that the AR excitations and the (corresponding) AR solutions have the same instantaneous nonlinear period, at all instants, which is inherent to AR phenomena but without the adiabaticity requirement of the LPTR theory. To obtain AR solutions (and hence AR excitations, cf. Eq. (6b)) consider the ansatz x AR (t) = γf (t) cn [βg(t) + φ; m], where cn is the Jacobian elliptic function of parameter m, and where the constants β, m, and the functions f (t), g(t) have to be determined for the ansatz to satisfy Eq. (6a), while γ, φ are arbitrary constants. After substituting this ansatz into Eq. (6b), one finds the set of coupled differential equations which have to be satisfied by m, β, f (t), and g(t):
..
Perhaps, the simplest choice is m = 1/2, f (t) ≡ g(t) (ref 22) . With this, it is straightforward to obtain the exact general AR solution
with the constraint ω (8) is
where sn and dn are the Jacobian elliptic functions.
Observe that the particular time-dependence of the AR solution (8) directly explains the above point (ii). In comparing the present predictions with those from LPTR theory, it is worth noting that the latter solely exist for the case with initial conditions near the equilibrium of the nonlinear system (e.g., (refs 9, 20) . Thus, for this case γ 0 ≃ 0 and hence Eq. (9) can be approximated by
and, using the Fourier expansion of cn (ref 23), one finally obtains
where (1/2) ) ≃ 1. Now, one sees that to consider the excitation ε cos ω 0 t + αt 2 /2 (cf. Eq. (1)) as a reliable approximation to F AR (t) (cf. Eq. (11)) implies that the damping coefficient has to be sufficiently small (point (i)) so as to have a sufficiently large breaking time, t b ∼ δ −1 (point (v)). Thus, for t t b , one obtains ε th ∼ δ 2 , α th ∼ ω 0 δ (cf. Eqs. (1), (11)). When ω 0 ∼ δ (recall that ω x ≡ r(x), i.e., including the cases of external and parametric (of a potential term) excitations. Clearly, the two possible types of corresponding particular solutions, equilibria and those yielded by a constant excitation (cf. Eqs. (2), (5)), can no longer be AR solutions. Secondly, for the above Duffing oscillators we have found .. (6)). Therefore, it is natural to assume the ansatz
x(t), λ > 0, for the case with no dissipation, where now the AR rate, λ, is a free parameter which controls the initial excitation strength. Thus, the corresponding AR solutions are given by Eq. (8) while AR excitations are given by the expression in Eq. (9) multiplied by 1/2, both with λ instead of δ, which explains point (vi).
A further question remains to be discussed: We have seen why LPTR theory requires AR excitations to be adiabatically varying perturbing oscillations, but which are the underlying adiabatic invariants? To answer this question, note that Eq. (6a) (with λ instead of δ for the case with no dissipation) can be derived from a Lagrangian, which one defines as L = e −δt p 2 /2 − ω x, and whose associated Hamiltonian is H = p 2 e δt /2 + ω 2 0 x 2 /2 + bx 4 /4 e −δt . The form of this Hamiltonian suggests the following simplifying canonical transformation: X = xe −δt/2 , P = pe δt/2 . It is straightforward to see that the generating function of the canonical transformation 24 is F 2 (x, P, t) = xP e −δt/2 . The new Hamiltonian therefore reads: K(X, P, t) = H(x, p, t)−∂F 2 /∂t = P 2 /2+ ω 2 0 X 2 /2 + be δt X 4 /4 + δP X/2. In the limiting linear case (b = 0), we see that K is conserved, i.e., the AR solutions corresponding to the linear system are associated (in terms of the old canonical variables) with the invariant e δt p 2 /2+ω 2 0 e −δt x 2 /2+δxp/2, while
