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\S 1. Introduction
Let $X$ be a $\mathrm{C}\mathrm{O}\ln_{\mathrm{P}^{\mathrm{l}\mathrm{e}\mathrm{X}}}$ manifold $\mathbb{C}_{z}\cross \mathbb{C}_{x}^{n}\mathrm{a}_{-}.1\mathrm{c}M$ be its submanifolcl
$M=\{(z, x)\in X;{\rm Im} x=0\}\simeq M^{\mathrm{R}}$ ,
where $M^{\mathrm{R}}$ is the underlying real structure of $\Lambda I$ . We denote by $(z, .r_{\text{ }};\zeta, \xi)$ the
coordinates of $T^{*}X$ . We use the notation $D_{z}= \frac{\partial}{\partial z}$ and $D_{x}= \frac{\partial}{\partial x}$
Around a point $(0.x^{0}; 0, i\eta^{0})\in T^{*}(\mathbb{C}\cross \mathbb{C}^{n})$ with real $x^{()}$ and $\eta^{0},\neq 0$ , we
construct a microfunction solution $v(z, x)$ with a holomorphic parameter $z$ of
$P(z, x, D_{z}, D_{x})v(z, X):=( \sum_{k’=0}^{m}Ak(Z, x, Dz’ Dx)D_{z}^{7}n-k\mathrm{I}v(z, x)=0$ (1.1)
with ramified singularities along $\{z-\varphi(x, \xi)=0\}$ . Here $\varphi(x, \xi)$ is a holomorphic
function of homogenous degree $0$ with respect to $\xi$ defined in a neighbourhood of
$(0, x^{0};0, i\eta^{0})$ with
$\varphi(_{X^{00}}, i\eta)=0$ .
We suppose that $P(z, x, D_{z}, D_{x})$ has Fuchsian singularities along $\{z=\varphi(x, \xi)\}$ ;
that is each $A_{k}(z_{\text{ }}.x, D_{z}, D_{x})$ is a microdifferential operator with $ord(A_{k})\leq 0$ and
satisfies
$\sigma_{0}(A\mathrm{o})(\mathcal{Z}, X, \mathrm{o}, \xi)=z-\varphi(X, \xi)$ and $\sigma_{0}(A_{1})(0, x^{0},0, i\eta^{0})\not\in\{0, -1, -2, \ldots\}$ . (1.2)
Definition 1.1
A $Q(z, x, D_{z}, D_{x})$ is called an m-th order microdifferential operator if there
exists a formal $\mathrm{s}\mathrm{y}\mathrm{n}\mathrm{l}\mathrm{b}_{\mathrm{o}1}\{Q_{j}(z, x, \zeta, \xi)\}_{j=}m-\infty$ such that
$Q(z, x, D_{z}, D_{x})=$ $\sum mQ_{j}(z, x, D_{z}, D_{x})$ . (1.3)
$j=-\infty$
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Here, there exists a neighbourho$o\mathrm{d}W$ of $(z^{0}, x;0\zeta 0, \xi 0)$ in $T^{*}X$ and a positive
constant $C$ such that each $Q_{j}(Z, X, \zeta, \xi)$ is holomorphic on $W$ , and homogeous of
degree $j$ with respect to $((, \xi)\in \mathbb{C}\cross \mathbb{C}^{n}$ , and that we have
$\sup$ $|Q_{j}(Z,$ $X,$ $(, \xi)|\leq(-j)!C-j$ $(-j>>1)$ . (1.4)
$(z,x;\zeta,\xi)\in W$
We denote by $\mathcal{E}_{X}$ the sheaf on $T^{*}X$ of microdifferential operators above.
Definition 1.2
We denote by $CO_{M}$ a subsheaf of $C_{M^{\mathrm{R}}}$ :
$CO_{M}=\{v(Z, X)\in C_{M^{\mathrm{R}}}; \partial_{z}^{-}v(z, x)=0\}$ . (1.5)
We call a section of $CO_{M}$ a microfunction in $(z, x)$ with a holoniorphic parameter
$z$ .
Before constructing the solutions of (1.1) we reduce $P$ to a simpler microdif-
ferential operator by using some quantized contact transformation preserving sheaf
$CO_{M}$ . By the implicit function theorem $\sigma_{0}(A_{0})(Z, x, \zeta, \xi)$ is written as follows:
$\sigma_{0}(A_{0})(Z, x, \zeta, \xi)=\alpha(z, x, \zeta, \xi)(_{Z}-\Phi(X, \zeta, \xi))$,
where $\alpha$ and $\Phi$ are homogenous of degree $0$ with respect to $(\zeta, \xi)$ and satisfying
$\alpha(0, x^{0},0, i\eta)0=1$ and $\Phi(x, 0, \xi)=\varphi(x, \xi)$ .
Therefore by applying $\alpha(z, x, D_{z}, D)x-1$ to both sides of (1.1) we carl reduce $P$ to
the case that
$\sigma_{0}(A_{0})(Z, x, \zeta, \xi)=z-\Phi(_{X}, \zeta, \xi)$
with the same condition (1.2).
Proposition 1.3.
There exists a holomorphic contact transformation
$S$ :
satisfying
$x^{*}(z, x, 0, \xi)=x$ , $\xi^{*}(_{ZX,\mathrm{o}},, \xi)=\xi$ .
[Proof]
Solve the following Cauchy problem for $\psi=\psi(X, \zeta^{*}, \xi*)$
$\{$




X $(z, x, \zeta^{*}, \xi*)=z\zeta*+X\cdot\xi^{*}+\psi(X, \zeta^{*}, \xi^{*})$
generates the desired contact transformation S. $\square$
We note here that $S$ preserves
$T_{M}^{*}X=\{(z, x;\zeta, \xi)|\zeta=0, {\rm Im} x=0, {\rm Re}\xi=0\}$ .
Hence there exists a quantized contact transformation
$S:S^{-1}C\mathcal{O}_{M}\overline{arrow}co_{M}$
such that
$S\circ D_{z}*\circ S^{-1}=D_{z}$ ,
$S\circ Z^{*}\circ s-1=z-\Phi(X, D_{z}, D_{x})$ .
Therefore $S^{-1}\circ P\circ s$ gives a desired reduction of $P$ . That is, we have
$A_{0}(Z, X, D_{z}, D_{x})=z$ (1.6)
under the same condition (1.2) with $\varphi=0$ . Hereafter we suppose this form (1.6) of
$A_{0}$ .
We construct a solution $v(z, x)\in C\mathcal{O}_{M}$ around $\{z=0\}$ of
$P(z, x, D_{z}, D_{x})v(z, X)=0$ (1.7)
of the form
$v(z, x)=U(Z, x, D_{x})f(X)$ . (1.8)
Here, $f(x)$ is any microfunction in $x$ , and
$U(z, x, D_{x})= \sum_{j=-\infty}^{0}u_{j(}z,$ $X,$ $D_{x})$ (1.9)
is a microdifferential operator commuting with $z$ with ramified singularities along
$\{z=0\}$ and satisfying the following equation as a microdifferential operator :
$P(z, x, D_{z}, D_{x})U(Z, X, D_{x})=0$ mod $\mathcal{E}_{X}\cdot D_{z}$ . (1.10)
Indeed, (1.10) is equivalent to some system of equations for formal symbols.
However, here we use the method of successive approximation.
Let us introduce a fundamental Fuchsian ordinary differential operator by
$L:= \sum a_{k}(z, x, \xi)\partial_{z}^{m-k}m$ , (1.11)
$k=0$
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where $a_{k}(Z, x, \xi)=a_{k,0}(z, X, 0, \xi)$ for the llomogeous expansion
$A_{k}(z, x, D_{z}, D_{x})= \sum_{j=-\infty}ak,j(Z, X, D_{z}, D_{x})0$ (1.12)
of microdifferential operator $A_{k}(z, x, D_{z}, D_{x})$ in (1.1). Further we define an opera-
tion $L$ and $\mathcal{L}$ on formal symbols
$U(z, x, \xi)=\sum 0u_{j}(z, x, \xi)$ (1.13)
$J^{\check{=}-\infty}$
by
$LU(z, x, \xi)=\sum 0(Lu_{j})(Z, X, \xi)$ (1.14)
$j=-\infty$
and
$\mathcal{L}U(Z, X, \xi)=\sum^{0}j=-\infty(_{0}\sum_{\leq k\leq|r|+q=-j}\frac{1}{r!}\partial^{r}ak(\xi z, x, \epsilon)\partial_{zx}^{m-}k\partial r(Z, X, \xi u_{-q}))m,\cdot$ (1.15)




$LU_{k+1}=\{(L-\mathcal{L})-R\circ\}U_{k}$ $(k=0,1,2, \ldots)$ .
Here each $U_{k}$ is a formal symbol of the form
$U_{k}=$ $\sum_{-,j=\infty}u(j)0kZ,$$x,$ $\xi$ , (1.17)
( $u_{j}^{k}(z,$ $x,$ $\xi)$ is the j-th degree homogeous part of $U_{k}$ ) and $R$ is a microdifferential
operator given by
$R= \sum_{k=1}^{m}A’Zk(, x, D_{z}, D_{x})D^{7}zn-k$ , (1.18)
where
$A_{k}’(z, x, D_{z}, D_{x}) \equiv\sum 0a_{k,j}’(_{Z}, X, D_{z}, D_{x})$
$j=-\infty$
with
$a_{k,j}’(_{Z}, X, \zeta, \xi)=ak,j(_{Z,x}, \zeta, \xi)-\delta j0^{\cdot}ak,0(z, x, 0, \xi)$.
Further $R\circ$ denotes the usual operator product mod $\mathcal{E}_{x}\cdot D_{z}$ ; that is,
$R\circ U\equiv S(z, x, \mathrm{o}, D_{x})$ when $R(z, x, D_{\mathcal{Z}’ x}D)U(z, x, D)x=S(z.x, D_{z}, D_{x})$ .
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It is easy to see that the sum
$U(z, x, D_{x})= \sum_{k=0}^{\infty}U_{k}(z, X, D_{x})$ (1.19)
$\mathrm{f}_{\mathrm{o}\mathrm{r}}\mathrm{n}\mathrm{l}\mathrm{a}\mathrm{l}\mathrm{l}\mathrm{y}$ satisfies (1..9).
Therefore our problem is reduced to the following:
(1) Can we find formal symbols $U_{k}$ around $\{z=0\}$ successively?
(2) Does $\sum_{k=0}^{\infty}Uk$ ( $Z,$ x. $D_{x}$ ) converge around $\{z=0\}$ as a series of microdiffer-
ential operators?
In \S 2, we get suitable estimations along $\{z=0\}$ for regular and ramified
solutions of $L$ , which are $\mathrm{i}\mathrm{m}\mathrm{p}_{0\Gamma \mathrm{t}\mathrm{a}}\mathrm{r}\mathrm{l}\mathrm{t}$ for the successive construction of forrnal symbols
$\{U_{k}\}$ .
In \S 3, we introduce sonle formal norrns with weight around $\{z=0\}$ , and obtain
some a’ $\mathrm{p}\mathrm{r}\mathrm{i}\cdot 0’ \mathrm{r}\mathrm{i}$ estimations for these formal norrns.
$\mathrm{I}_{11}$ \S 4, we solve our reduced problems (1), (2) above. Therefore we succeed in
constructing one rarnified and $m-1$ regular independent solutions around $\{z=0\}$ .
\S 2. Preliminaries
Let $L$ be an m-th order ordinary differential operator of the form
$L= \sum_{k=0}^{m}a_{k}(Z)\partial_{z}m-k$ ,
where $a_{0}(z)=z$ and each $a_{k}(z)$ is holomorphic in a neighbourhood of
$D=\{z\in \mathbb{C};|z|\leq 1\}$ .
For an $\epsilon>0$ we set
$\Omega=\{z\in \mathbb{C};0<|z|\leq 1, |\arg_{Z}|\leq\pi-\in\}$ .
We obtain estimations for solutions of
$Lu=f$ (2.1)
for two cases: Holomorphic functions $f(z)$ on $D$ and also on $\Omega$ .
Notation






and define another two norms with weight $\mu\in \mathbb{R}$
$||u||_{\mu}= \sup_{\in z\Omega}|_{Z}|\mu|u(z)|$
$||u||_{/x}’= \sup_{mz\in\Omega,j=0},\ldots,|Z|\mu-m+1+j|u((j)Z)|$
for a holomorphic function $u(z)$ defined in a neighbourhood of $\Omega$ .
Theorem 2.1.
We suppose that $a_{1}(0)\neq 0,$ $-1,$ $-2,$ $\ldots$ Set
$M= \max\{1,\sup_{Dz\in k1}\sum_{=}^{m}|a_{k}(z)|\}<+\infty$ (2.2)
and
$\delta=\min\{|p+a_{1}(0)|;p=0,1,2, \ldots\}>0$ . (2.3)
Then we have a positive constant $C$ depending only on $M$ and $\delta$ , which satisfies the
following estimations:
(1) Regular case: For a holomorphic function $f(z)$ in a neighbourhood of $D$ any
holomorphic solution $u(z)$ in a neighbourhood of $D$ of (2.1) satisfies
$||u||’\leq C\{||f||+|u(0)|+\cdots+|u^{(m-2)}(0)|\}$ . (2.4)
(2) $N_{\mathit{0}}n$-regular case: For a holomorphic function $f(z)$ in a neighbourhood of $\Omega$ any
holomorphic solution $u(z)$ in a neighbourhood of $\Omega$ of (2.1) satisfies
$||u||_{\mu}’\leq C\{||f||_{\mu}+|u(1)|+\cdots+|u^{(m-1)}(1)|\}$ (2.5)
with $\forall\mu\geq M+m+1$ .
Remark. It is well known by the theory of Fuchsian differential equations
that under the assumption $a_{1}(0)\neq 0,$ $-1,$ $-2,$ $\ldots$ there exists a unique solution for
any given $(u(\mathrm{O}), \ldots, u^{(m-2)}(0))$ or $(u(1), \ldots, u^{(m-1)}(1))$ for both cases.
[Proof]




. $\cdot.0^{\cdot}.\cdot$. $-a_{1}.\cdot.(_{Z})00Z)$ ,
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and two $m$-dimensional vectors
$x(z)=arrow$ , $b(z)=arrow$ .
Then, equation (2.1) reduces to
$\frac{dx(zarrow)}{dz}=\frac{1}{z}A(z)^{arrow}X(z)+\frac{1}{z}b(z)arrow$. (2.6)
Hence,
$x(z)=x arrowarrow(z\mathrm{o})+\int_{z_{0}}^{z}\frac{1}{s}A(s)^{arrow}X(s)d_{S}+\int_{z_{0}}^{z}\frac{1}{s}b(_{S}arrow)d_{S}$ . (2.7)
Here we introduce the following norms for $m\cross m$ matrix $X=(x_{i,j})^{m}i,j=1$ and m-
vector $arrow x=(x_{i})^{m}i=1$ :
$|X| \equiv_{i}\max_{=1,\ldots,m}(j=1\sum^{m}|xi,j|)$ , $|_{X|\equiv_{i=1}\max|x_{i}|}^{arrow},\ldots,\cdot$
Then we have an estimation
$|A(_{Z)|}\leq M$ on $D$ .
We shall prove (1) after [Proof of (2)].
[Proof of(2)]
Firstly we put $z=e^{i\theta}$ and $z_{0}=1$ in (2.7) and we get the following integral
inequality for $\theta\in[0, \pi-\epsilon]$ :
$|x(e^{i} arrow\theta)|\leq|x(1)arrow|+|\int_{1}^{e^{i\theta}}\frac{1}{s}A(s)x(_{S)s}arrow d|+|\int_{1}^{e^{i\theta}}\frac{1}{s}b(_{S})darrow S|$





Secondly we put $z=re^{i\theta}$ and $z_{0}=e^{i\theta}$ and we get the following integral inequality
for $|\theta|\leq\pi-\epsilon$ and $r\in(\mathrm{O}, 1]$ :
$|x(re)i \theta|arrow\leq|x(e^{i\theta}arrow)|+|\int_{e^{i}}^{r_{\theta}e^{i}}\theta\frac{1}{s}A(s)^{arrow}x(S)dS|+|\int_{e^{i}}^{r_{\theta}e^{i}}\theta\frac{1}{s}b(_{S})darrow S|$




$\leq|x(e^{i})\theta|+arrow\frac{r^{-\mu}-1}{\mu}||f||_{\mu}+\int_{r}^{1}\frac{M}{s}|X(Se)i\theta|arrow dS$ . (2.9)
We prepare next Lemma:
Lemma 2.2 (Gronwall).
Let $f(t),$ $g(t),$ $h(t)$ be non-negative valued continuous functions defined on $[a, b]$ .
If they satisfy
$f(t) \leq g(t)+\int_{a}^{t}h(s)f(S)ds$ for $\forall t\in[a, b]$ ,
then we have








Multiplying both sides by $\exp(-\int_{a}^{t}h(s)dS)$ , we obtain
$\frac{d}{dt}[H(t)\exp(-\int_{a}^{t}h(s)d_{S})]\leq h(t)g(t)\exp(-\int_{a}^{t}h(S)d_{S})$ .
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Combining these inequalities, we get
$f(t) \leq g(t)+\int_{a}^{t}h(s)g(s)\exp(\int_{s}^{t}h(r)dr)ds$ . $\square$




$\leq e^{M\pi}\{|x(1arrow)|+\pi||f||_{\mu}\}$ . (2.10)
It is easy to see that the conclusion of (2.10) is valid also for $\theta\in[-\pi+\epsilon, 0]$ .
Applying Lemma 2.2 to (2.9) for $\mu\geq M+m+1$ , we obtain
$|x(re^{i\theta}) arrow|\leq|x(e^{i})\theta|+arrow\frac{r^{-\mu}-1}{\mu}||f||_{\mu}+\int_{r}^{1}\{|x(e^{i\theta}arrow)|+\frac{t^{-\mu}-1}{\mu}||f||_{\mu}\}\frac{M}{t}\exp(\int_{r}^{t}\frac{M}{s}d_{S})dt$
$\leq|x(e^{i})\theta|+arrow\frac{r^{-\mu}}{\mu}||f||_{\mu}+./r1arrow\frac{l\downarrow\prime I}{r^{M}}\{|x(ei\theta)|tM-1\frac{||f||_{\mu}}{\mu}tM+-\mu-1\}dt$
$\leq r-M|x(ei\theta)arrow|+\frac{r^{-\mu}}{\mu-M}||f||_{\mu}\leq r^{-M}|x(e^{i}arrow\theta)|+r^{-\mu}||f||_{\mu}$ . (2.11)
Combining (2.11) with (2.10), we have
$|u^{(m)}(z)|=|z|^{-1}|-a_{1}(Z)u(m-1)(Z)-\cdots-a_{m}(_{Z})u(Z)+f(_{Z)}|$
$\leq|z|^{-\mu-1}M(1+\pi e)M\pi(||f||_{\mu}+|X(arrow 1)|)$ .
Further





$\leq r^{1-\mu}(1+\pi e^{M})\pi(||f||\mu+|_{X(1)}arrow|)$ .
Since $\mu\geq 7\gamma\iota+1$ , we can repeat this process $m-1$ times. Therefore we have
$|u^{(j)}(z)|\leq|z|^{-}\mu+m-j-1M(1+\pi e^{M\pi})(||f||_{\mu}+|x(1)arrow|)$ for $j=0,$ $\ldots$ , $m$ .
Hence the inequality (2.5) holds for $C=M(1+\pi e^{M\pi})$ .
[Proof of(l)]
In equation (2.6), we expand all the functions into power series with center $0$ :
$A(z)= \sum_{=p0}^{\infty}A_{p^{Z}}p$ , $b(z)= \sum_{p=0}b_{\mathrm{P}}arrow Zarrow\infty p$ , $x(Z)= \sum_{0p=}^{\infty}X_{p}arrowarrow z^{p}$ .
Hence we have the following equations for the coefficients:
$(p-A_{0})x_{p} arrow=\sum_{q=1}^{p}Ax_{p-q}qarrow+arrow b_{p}$ (2.12)
for $\forall p=0,1,2,$ $\ldots$ . Here we note that
$\det(p-A_{0)}=p^{m-1}(p+a_{1}(0))\neq 0$
for $\forall p\geq 1$ . Therefore we get for $\forall p\geq 1$ that
$|_{X_{p}}^{arrow}|=|(p-A_{0})^{-}1(_{q=} \sum_{1}^{p}A_{q^{X_{p-}}}arrow+qb)arrow p|\leq|(p-A_{0})-1|(\sum_{q=1}^{p}|A|q|^{arrow 1}x_{p-}q+|^{arrow}b_{p}|)$ .
Since $A_{q}$ is written as integration of $z^{-q-1}A(Z)$ on the unit circle, we have estima-
tions
$|A_{q}| \leq\sup_{\prime\in\sim D}|A(z)|\leq M$, $|b_{q}|arrow\leq||f||$
for every $q$ . Therefore we obtain
$|x_{p}| arrow\leq|(p-A_{0})^{-1}|(\sum_{q=1}^{p}M|^{arrow 1}x_{p-q}+||f||)$ $(\forall p\geq 1)$ . (2.13)
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On the other hand $(p-A_{0})^{-1}$ is given by








$\leq\max\{\frac{3M}{\delta},$ $3 \}\leq 3(1+\frac{M}{\delta})=:K$ .
Hence,
$|x_{p}| arrow\leq K(M\sum_{q=0}^{p^{-}1}|x_{q}|arrow+||f||)$ $(\forall p\geq 1)$ . (2.14)
Therefore, putting
$y_{p}= \sum_{q=0}^{p}|x|arrow q$ ’
we have an estimation
$y_{p} \leq(KM+1)yp-1+K||f||\leq\frac{(KM+1)p-1}{M}||f||+(KM+1)^{p}|x0arrow|$
for $\forall p\geq 1$ , and so










for $\forall p\geq 0$ , and so we have
$\sup\{|_{X()}^{arrow}z|;|Z|\leq\frac{1}{2(KM+1)}\}\leq 2(K+\frac{1}{M}+\frac{1}{\delta})(||f||+|u(0)|+\cdots+|u-2)(m(\mathrm{o})|)$ .
(2.16)
Putting $\sigma=1/\{2(MK+1)\}<1$ , we get an integral inequality similar to (2.9):
$|x(re)i \theta|arrow\leq|x(\sigma e)arrow i\theta|+\int_{\sigma}^{r}\frac{lVI}{s}|x(_{S}arrow ei\theta)|ds+\int_{\sigma}^{r}\frac{||f||}{s}ds$
for any $r\in[\sigma, 1]$ . By Gronwall’s inequality and (2.16) we get
$| \overline{x(re^{i\theta})}|\leq(\frac{r}{\sigma})^{M}\{2(K+\frac{1}{M}+\frac{1}{\delta})+\log\frac{1}{\sigma}\}$
$\cross(||f||+|u(0)|+\cdots+|u-m2)((\mathrm{o})|)$
for any $r\in[\sigma, 1]$ . Therefore
$\sup_{z\in D}|^{arrow}X(_{Z)|}\leq(\frac{1}{\sigma})^{M}\{2(K+\frac{1}{M}+\frac{1}{\delta})+\log\frac{1}{\sigma}\}(||f||+|u(0)|+\cdots+|u^{(m-}(0)|2)\mathrm{I}\cdot$
Note that
$\sup_{z\in D}|u^{(m)}(z)|=\sup|z|=1|\frac{-a_{1}(_{Z})u^{(1)}m-(z)-\cdots-a_{m}(Z)u(_{Z})}{z}|\leq M\sup_{z\in D}|^{arrow}X(_{Z)|}$.
Therefore since $M\geq 1$ ,





This completes the proof of Theorem 2.1.
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\S 3. Estimations of Formal Symbols
We take $U,$ $L,$ $\mathcal{L},$ $R$ defined in \S 1. Hereafter considering a suitable scale trans-
formation in $z$ . we may assume that each $A_{k}(Z_{}.x, D_{z}, D_{x})$ is defined in a conic
neighbourhood of
$\{_{Z\in \mathbb{C}};|z|\leq 1\}\cross(_{X^{00}}, i\eta)$ .
To show the convergence of series of formal syrnbols $\sum_{k=0}^{\infty}U_{k}(Z, x, \xi)$ , we introduce
2 types of formal norms, which are similar to $\mathrm{B}_{\mathrm{o}\mathrm{u}\mathrm{t}\mathrm{e}\mathrm{t}-}\mathrm{d}\mathrm{e}- \mathrm{M}\mathrm{o}\mathrm{n}\mathrm{V}\mathrm{e}1$ and Kree’s one.
(1) Regular type: When each component $u_{j}(z, x, \xi)$ of $U$ is holomorphic in a neigh-
bourhood of $\{|z|\leq 1\}$ , we define a formal power series $N_{m}(U;^{x})$ in $X$ with param-
eters $x,$ $\xi$ by
$N_{m}(U;^{x}) \equiv\sum_{p,\alpha,\beta,l}\frac{p!cp+l+|\alpha+\beta|x^{2}p+l+|\alpha+\beta|}{(p+l+|\alpha|)!(p+|\beta|)!}0\leq j\mathrm{m}\mathrm{a}\mathrm{x}\leq m||\partial_{zx\xi}^{j+l}\partial^{\alpha}\partial^{\beta}u-p||$ . (3.1)
(2) Non-regular type: When each component $u_{j}(z, x, \xi)$ of $U$ is holomorphic in a
neighbourhood of
$\Omega=\{z\in \mathbb{C};0<|z|\leq 1, |\arg_{Z}|\leq\pi-\in\}$ ,








Further, when each component $u_{j}(x, \xi)$ is not depending on $z$ , we define
$K(U;x) \equiv\sum_{p,\alpha,\beta}\frac{p!C^{p+1}\alpha+\beta|x2p+|\alpha+\beta|}{(p+|\alpha|)!(p+|\beta|)!}|\partial_{x}^{\alpha}\partial_{\xi}^{e_{u_{-}}}p|$ . (3.3)
In the approximation process (1.15), we need an $\mathrm{a}’ \mathrm{p}\mathrm{r}\mathrm{i}\cdot$ o’ri estimation for $N_{m}(U_{k;)}X$
or $N_{m}^{\mu}(U_{k;)}X$ . For this purpose, in the symbol equation
$LU=F \equiv\sum\infty f-p$ (3.4)
$p=0$
we estimate $N_{m}(U;^{x})$ by $N_{0}(F;X)$ and $\sum_{j=0}^{m-2}K(\partial^{j}Uz(0, x, \xi);x)$ ; or we estimate
$N_{m}^{\mu}(U;^{x})$ by $N_{0}^{\mu}(F;^{x})$ and $\sum_{j=0}^{m-1}K(\partial_{z}jU(1, X, \xi);x)$ .
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To derive such estimations we apply $\partial_{zx\xi}^{l\beta}\partial^{\alpha}\partial$ to both sides of $Lu_{-p}=f_{-p}$ .
Then we obtain
$L(\partial_{z}^{l\alpha}\partial_{x\xi}\partial^{\beta}u_{-p})=\partial_{z}^{l}\partial_{x\xi}\alpha\partial\beta f_{-p}$
$-’ \sum_{l’,l^{\prime;_{\alpha,\alpha}},\prime\prime,\beta\prime,\beta l\prime k}\sum_{=0}^{m}\partial_{z}l’’\partial_{x\xi}\alpha_{\partial a_{k}}\beta’$ . $\partial_{zx\xi}^{l’+k}\prime\prime\partial\alpha\partial l\beta;\prime u-p$
$(l=l/+l/’, \alpha=\alpha’+\alpha\beta/’,=\beta’+\beta^{\prime/}, (l’, \alpha’, \beta’)\neq 0)$ .
Here we employ Theorem 2.1. For a sufficiently small $\epsilon>0$ we set
$M_{\epsilon}= \max\{_{|z|}1,\leq 1+\sup_{\epsilon,(x,\xi)\in V\mathcal{E}}\sum_{k=1}^{m}|a_{k}(Z, x, \xi)|\}<+\infty$
and
$\delta_{\epsilon \mathrm{i}}=\inf\{|p+a_{1}(0, X, \xi)|;p=0,1,2, \ldots, (x, \xi)\in V_{\epsilon i}\}>0$
with
$V_{\xi j}=\{(x, \xi)\in \mathbb{C}^{n}\mathrm{X}\mathbb{C}^{n}; |x-X^{0}|\leq\in, |\xi/|\xi|-i\eta/0|\eta|0|\leq\in\}$ .
Then there exists a positive constant $C_{0}$ depending only on $M_{\xi j}$ and $\delta_{\epsilon}$ , which
satisfies some estimations (2.4), (2.5) for
$L= \sum_{k=0}^{m}ak(z, x, \xi)\partial_{z}^{m-k}$ .
In particular we have the following estimation on $|\xi|=1$ :
$| \partial_{\mathcal{Z}}^{l}\partial_{x}^{\alpha_{\partial_{\xi}^{\beta}}}a_{k}(Z, x, \xi)|\leq l!\alpha!\beta!(\frac{2}{\epsilon}\mathrm{I}^{l+|\alpha}|+|\beta|M_{\in}$
$(|z|\leq 1, (x, \xi)\in V_{\epsilon/2})$ .
Hereafter we fix a $(x, \xi)\in V_{\epsilon/2}$ and set
$C_{1}= \max\{M_{c}, \frac{2}{\epsilon}\}$ .
(1) Regular type case:
$0 \leq j\leq m\mathrm{m}\mathrm{a}\mathrm{x}||\partial_{zx\xi}j+l\partial^{\alpha}\partial^{\beta}u-p||\leq c_{0}(||\partial l\partial_{x}^{\alpha_{\partial_{\xi}^{\beta}}}f_{-}pz||+\sum^{m-2}|\partial_{zx}^{j}+_{\partial^{\alpha_{\partial^{\beta}u}}}l(\xi-p0, Xj=0’\xi)|$
$+(m+1)$ $\sum$ $l’ ! \alpha’!\beta’!c\alpha’|+|\beta’|+1\max|1|\partial_{z}j+l\prime l’;\beta^{\prime;}\partial_{x}\partial u-l^{;}+|\alpha 0\leq j\leq m|\xi p|)$ .
$(l^{;_{\alpha}},!,\beta^{l})\neq 0$
Then, we obtain
$N_{m}(U;x) \ll C_{0}\{N_{0}(F;x)+\sum_{j=0}^{m-2}K(\partial^{j}U(z\xi X,);X0,)+C(m-1)x\cdot N(mU;X)$







we get the following proposition:
Proposition 3.1. If each component of $F$ and $U$ is holomorphic on a neighbour-
hood of $\{|z|\leq 1\}$ , we have on $|\xi|=1$
$N_{m}(U;X) \ll\Phi(X)\{N0(F;^{x})+\sum_{=j0}K(\partial^{j}U(zX\mathrm{o},, \xi);m-2x)\}$ . (3.7)
(2) Non-regular type case:
For $m\geq 1$ , we obtain
$0\leq j\leq m\mathrm{m}\mathrm{a}\mathrm{x}||\partial^{j+l}\partial\alpha\partial^{\beta}u_{-}|zx\xi p|\mu+j+l+p+|\alpha+\beta|-m+1$
$\leq C_{0\{|}||\partial^{l}\partial\alpha\partial_{\xi}\beta fzx-p||_{\mu}+l+|\alpha+\beta|+p+m-1\sum_{j=0}\partial_{z}^{j}+l\partial\alpha\partial_{\xi}^{\beta}u_{-p}(1, x, \xi)x|$
$+(m+1)$ $\sum$ $l’ !\alpha^{\prime_{\beta’!}}!c_{1}l’+|\alpha^{\prime!}+\beta|+1$
$(l’,\alpha’,\beta’)\neq 0$
$\cross\max|0\leq j\leq m|\partial^{j+l\beta}\partial\alpha\partial_{\xi}u_{-p}zx\prime\prime\prime l\prime\prime||_{\mu+|\beta|+p}+l\alpha+\}$.
Since $\mu+l+|\alpha+\beta|+p\geq\mu+j+l’’+|\alpha^{\prime/}+\beta^{\prime/}|+p-m+1$ , we obtain
$jj \max_{=0,\ldots,m}||\partial^{jl\beta}+\partial\alpha\partial u_{-p}z\prime\prime x\epsilon’;\prime\prime||\mu+l+|\alpha+\beta|+p\leq\max||\partial_{z}j+l\prime l\partial_{x}=0,\ldots,m\beta’\alpha’l\partial_{\xi}u-p||_{\mu+}j+l\prime\prime l|+\alpha+\beta\prime\prime\prime J|+p^{-}m+1$.
In the same way as the regular type case, we obtain the following proposition:
Proposition 3.2. If each component of $F$ and $U$ is holomorphic on a neighbour-
hood of $\Omega$ , we have on $|\xi|=1$
$N_{m}^{\mu}(U;^{x})<< \Phi(X)\{N_{0}^{\mu}(F;X)+\sum_{j=0}^{m-1}K(\partial_{z}jU(1, X, \xi);X)\}$ (3.8)
with $\forall\mu\geq M_{\epsilon}+m+1$ .
In the last part of this section we estimate the formal norms of the remaining terms
$(\mathcal{L}-L)U$ and $R\circ U$




$\psi_{1}(X)\equiv,\sum_{l=0}(cc_{1}X)l’\sum\infty\alpha’(cc_{1}x)|\alpha^{;}|\sum(2CC_{1}X)|\beta^{l}|\sum_{\geq\beta l|r|1}c1(2c1x)|r|$ . (3.9)
(1) Regular type case: If each component of $U$ is holomorphic on a neighbourhood
of $\{|z|\leq 1\}$ , we have on $|\xi|=1$
$N_{0}((\mathcal{L}-L)U;^{x})<<\psi_{1}(X)N_{m}(U;X)$ . (3.10)
(2) Non-regular type case: If each component of $U$ is holomorphic on a neighbour-
hood of $\Omega$ , we have on $|\xi|=1$
$N_{0}^{\mu}((\mathcal{L}-L)U;X)<<\psi_{1}(X)N^{\mu}(mU;X)$ (3.11)
with $\forall\mu\geq M_{\xi j}+m+1$ .
[Proof]





$\cross C_{1}^{|\alpha’}+\beta’+r|+l’+1\ldots,|\partial_{zx}j|+j=0,\mathrm{m}\mathrm{a}\mathrm{x}mu_{-}\partial^{\alpha}|l^{\prime J\prime\prime}+r_{\partial_{\xi q}^{\beta’}}|$
’
$<< \cdots<<N_{7n}(U;x)\{,\sum_{l=0}(cC1x)^{l’}\sum_{\prime,\alpha}(cc1^{X)^{|\alpha|}}\sum_{\beta\prime}(2cC_{1}X)^{|\beta^{J}|}\infty l|\sum_{r|\geq 1}c_{1}(2C1X)|r|\}$
$=N_{m}(U;X)\psi_{1}(X)$ .
(2) Non-regular type case:
$N_{0}^{\mu}(( \mathcal{L}-L)U;^{x})\ll\sum_{0l\prime,,l^{l\prime},\alpha’,\alpha’’,\beta\prime,\beta^{\prime;},q,|r|>}\frac{p!c^{p+l+}|\alpha+\beta|x^{2}p+l+|\alpha+\beta|}{(p+l+|\alpha|)!(p+|\beta|)!}\frac{1}{r!}$
$\cross l’!\alpha’!(\beta/+r)!c_{1^{+}}\alpha\beta’+r|\max_{mj=0\ldots.,-1}||\partial_{z}j+l’\prime\prime\prime J\prime u_{-}1l’+|’+\partial_{x}\alpha+r\partial_{\xi}^{\beta}q||_{\mu}+p+l+|\alpha\dashv-\beta|$,
where we use the fact that $\partial_{\xi}^{r}a_{0}\equiv 0$ for any $|r|>0$ .
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Since $\mu+p+l+|\alpha+\beta|\geq\mu+j+l^{\prime/}+|\alpha^{\prime/}+r|+|\beta^{\prime/}|+q-m+1$ , we have
$j=0^{\max}, \ldots,m-1||\cdot||_{\mu+\mathrm{P}+l|}+\alpha+\beta|\leq_{j}\max_{=0,\ldots,m}||\cdot||\mu+j+ll’+|\alpha’’+r|+|\beta\prime\prime|+q-(m-1)$
.
Therefore the same argument as in the regular type case leads to the conclusion
$N_{0}^{\mu}((\mathcal{L}-L)U;X)<<\psi_{1}(x)N_{m}^{\mu}(U;X)$ . $\square$
Note that
$R \circ U=\sum A_{k}/\mathrm{O}k=1nt(\partial_{z}^{m-k}U)$ , (3.12)
where
$A_{k}’= \sum_{p=0}a_{k,p}’-(z, X, \zeta,\xi\infty.)$ (3.13)
are microdifferential operators of $ord(A_{k}’)\leq 0$ defined in a neighbourhood of $\{|z|\leq$
$1\}\mathrm{x}(x^{0_{;i\eta}0})$ satisfying
$\dot{a}_{k,0}’(z, X, 0, \xi)=0$ $\forall k$ .
Moreover, there exists a constant $C_{2}>0$ such that on
$\{|z|\leq 1,$ $|x-x^{0}|\leq\epsilon,$ $|\zeta|\leq\epsilon|\xi|,$ $|\xi/|\xi|-i\eta^{0}/|\eta^{0}||\leq\epsilon\}\cap\{|\xi|=1\}$
we have
$|\partial_{z}^{l\beta}\partial_{x\zeta}^{\alpha_{\partial^{s}}}\partial_{\xi}ak,-t(/z, x, \zeta, \xi)|\leq t!l!\alpha!\beta!S!C_{2^{+s}}^{l+|}\alpha+\beta|+t$ (3.14)
By the similar argument due to Boutet-de-Monvel and Kree we get the following
estimation
Lemma 3.4.
There exists a convergent majorant series $\psi_{2}(X)$ with $\psi_{2}(0)=0$ depending
only on $C,C_{2}$ and $n$ such that on $|\xi|=1$
(1) Regular type case:
$N_{0}(A’\mathrm{o}Uk;^{x)}<<\psi_{2}(X)N_{0}(U;X)$ , (3.15)
(2) Non-regular type case:
$N_{0}^{\mu}(A_{k^{\circ}}’U;^{x)}\ll\psi_{2}(x)N_{0}^{\mu}(U;X)$ (3.16)
with $\forall\mu\geq M_{\xi j}+m+1$ .
Proposition 3.5.
We have the following estimation on $|\xi|=1$ :
(1) Regular type case:
$N_{0}(R\circ U;^{x)}\ll m\psi_{2}(X)N_{m}(U;X)$ , (3.17)
(2) Non-regular type case:
$N_{0}^{\mu}(R\mathrm{o}U;^{x)}\ll m\psi_{2}(X)N\mu m(U;X)$ (3.18)
with $\forall\mu\geq M_{\xi j}+m+1$ .
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\S 4. Construction of Solutions
We consider the following relation:
$\{$
$LU_{0}=0$
$LU_{k+1}=(L-\mathcal{L})U_{k}-R\circ U_{k}$ $(k=0,1,2, \ldots)$ .
(1) Regular solution
We obtain
$N_{m}(U_{k}+1;X) \ll\Phi(X)\{N_{0}((L-\mathcal{L})U_{k}-R\circ U_{k};X)+\sum_{j=0}^{m-2}K(\partial^{j}Uzk+1(0, X, \xi);x)\}$
$\ll\Phi(X)\{N_{0}(R\circ U_{k;x)}+N_{0}((\mathcal{L}-L)U_{k}; x)+\sum_{j=0}^{m-2}K(\partial^{j}Uzk+1(0, X, \xi);x)\}$
$\ll\Phi(X)\{m\psi 2(x)Nm(Uk;X)+\psi_{1}(X)N_{m}(Uk;X)+\sum_{j=0}^{m-2}K(\partial jU_{k+}1(z\mathrm{o}, X, \xi);^{x)}\}$
$= \Phi(X)\{(\psi_{1}(X)+m\psi_{2}(X))N_{m}(Uk;X)+\sum_{j=0}^{m-2}K(\partial_{Z}^{j}U_{k+1}(\mathrm{o}, X, \xi);x)\}$ .




$N_{m}( \sum_{k=0}Uk;x)\infty\ll\sum^{\infty}Nm(U_{k}k=0;X)\ll\sum\{\Phi(x)(\psi 1(X)+m\psi_{2}(x))\}^{k}k=0\infty+1N_{m}(U0;X)$ .
Since $LU_{0}=0$ , we obtain
$N_{m}(U0;X) \ll\Phi(X)\{N_{0}(0;x)+\sum_{j=0}^{m-2}K(\partial_{z}^{j}U0(\mathrm{o}, X, \xi)$ ;
$= \Phi(X)\{0+\sum_{j=0}^{m-2}K(\partial jU0(z0, X, \xi);x)\}<+\infty$ .
Therefore, we get
$N_{m}( \sum_{k=0}^{\infty}Uk;^{x})\ll\sum_{k=0}\{\Phi(x)\infty(\psi 1(X)+m\psi 2(x))\}^{k}Nm(U0;x)<+\infty$ ,
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that is, $\sum_{k=0}^{\infty}U_{k}$ is convergent in $N_{m}$ norm.
(2) Non-regular solution
As the same as regular’s case, we obtain
$N_{m}^{\mu}(U_{k1;)\Phi}+X \ll(X)\{(\psi_{1}(X)+m\psi_{2}(x))N_{m}\mu(U_{k;)}X+m-\sum_{j=0}^{1}K(\partial^{j}Uk+1(z1, X, \xi);^{x)\}}$ .
Let $U_{0}$ be non-regular function and homogeous of degree $0$ with respect to $\xi$ .
From now, we solve a Cauchy problem;
$\{$
$LU_{k+1}=(L-c)Uk-R\circ U_{k}$




As same as the regular case, we obtain
$N_{m}^{\mu}( \sum_{=k0}^{\infty}Uk;X)\ll\sum_{=k0}\{\Phi(x)\infty(\psi 1(X)+m\psi 2(X))\}^{k}N_{m}^{\mu}(U0;^{x})<+\infty$ ,
that is, $\sum_{k=0}^{\infty}Uk$ is convergent in $N_{m}^{\mu}$ norm.
Thus we obtained $m-1$ regular solutions and a non-regular solution, which
span the full solutions of $(\mathcal{L}+R\circ)U=0$ .
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