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1 Introduction
We consider the Cauchy problem for a one-dimensional model system of chemotaxis
$(P)$ $\{\begin{array}{l}u_{t}=au_{xx}-(uv_{x})_{x}, (t, x)\in R^{+}\cross R^{1}v_{t}=bv_{xx}-v+u, (t, x)\in R^{+}\cross R^{1}(u, v)(0, x)=(u_{(1}, v_{0})(x), x\in R^{1}\end{array}$ ( $a,$ $b>0$ : constants).
Our interest is in the asymptotic profile of solutions $(u, \iota))$ as $tarrow\infty$ when bounded
solutions exist in the sense that
(1.1) $:^{\backslash },up(\Vert u(t, \cdot)\Vert_{L^{Q}}t>0+\Vert v(t, \cdot)\Vert_{L^{q}})<+\infty(q=1, \infty)$.
By Nagai, Shukuinn and Umesako [2] and Nagai and Yamada [3], it has been showed that
the bounded solution to (P) in $R^{N}(N\geq 1)$ with $a=b=1$ satisfies
(1.2) $\sup_{t>2}d(t;p)\Vert(u-M_{0}G, v-M_{0}G)(t, \cdot)\Vert_{Lp}<+\infty$ , $M_{0}= \int_{R^{N}}u_{0}(x)dx$
with $d(t;p)=\{\begin{array}{ll}t^{\frac{1}{2}(1_{p})\dagger_{2}^{A}}-\iota(\log t)^{-1} (N=1)t^{\frac{N}{2}(1-\frac{1}{p})+\frac{1}{2}} (N\geq 2),\end{array}$ where $G(t, x)=(4\pi t)^{-1/2}\exp(-|x|^{2}/4t)$ .
Kato [1] has recently improved (1.2) for $N=1$ as that the “logarithmic tail” in $d(t;p)$
can be deleted even for $a,$ $b>0$ , not necessarily $a=b=1$ . More precisely, the second
term of the $a_{A};ym\iota$)$totics$ is given. If $W(t, x)$ is defined by the solution to
H4 $= M_{xx}^{r}’-\frac{M_{0}^{2}}{2a}(G^{2}(a+t, x))_{xx}$ ,
(1.3)
$W(0, x)=-( \int_{R^{1}}xu_{0}(x)dx+\int_{0}^{\infty}\int_{R^{1}}(uv_{x})(t, x)dxdt)\frac{d}{dx}\delta(x)$ ,
then it satisfies
(14) $tarrow\infty 1irnt^{\frac{1}{\prime 2}(1-\frac{1}{r})+\frac{1}{\prime 2}}\Vert u(t, \cdot)-M_{0}G(at, \cdot)-W(at, \cdot)\Vert_{Lp}=0$
1 Tbis work was supported in part by Graiit-iri-Aid for Scientific Research (C) 20540219 of.Iapan
Society for the Promotion of Science.
1631 2009 60-67 60
with $\Vert W(t, \cdot)\Vert_{Lp}\leq CM_{0}^{2}(1+t)^{-\frac{1}{\prime 2}(1-\frac{1}{p})-\frac{1}{\prime A}}$ and $\Vert W(t, \cdot)\Vert_{L^{\infty}}\geq CM_{0}^{2}(1+t)^{\sim 1},$ $t\geq 2$ . The
same estimate on $v$ also holds. In the result, the logarithmic tail in (1.2) is deleted.
Here and after, let $a=1$ , $b>0$ without loss of generality.
In this note we want to discuss the profile of solutions from the following point of
view. The results above mentioned, of course, show that $M_{0}G(t, x)$ is an asymptotic
profile of both $u$ and $v$ . However, we take the location of the profile into consideration,
For example, when discrete statistical data are distributed by the Gauss distribution, the
data are approximated by
$\frac{1}{\sqrt{2\pi}\sigma}e^{-\frac{(x-\mu)^{\lrcorner}}{2\sigma^{2}}}$ ( $\mu$ : mean, $\sigma$ : standard deviation).
Here, the choice of both $\mu$ and $\sigma$ is important. Suggested by this, we propose an asymp-
totic profile with the location $\mu_{\infty}$
(15) $M_{0}G(t+1, x-\mu_{\infty}),$ $\mu_{\infty}=\frac{1}{M_{0}}\{\int_{-\infty}^{\infty}xu_{0}(x)dx+\int_{0}^{\infty}\int_{-\infty}^{\infty}(uv_{x})(t, x)dxdt\}$ .
Then we have the following theorem.
Theorem 1 Let $N=1$ , and suppose that $u_{0},$ $v_{0},$ $v_{0x}\in L^{1}\cap \mathcal{B}$ with
(1.6) $(1+|x|^{2})u_{0}(x)\in L_{x}^{1}$ with $\Lambda l_{0}=J_{R^{1}}u_{0}(x)dx\neq 0$ .
Then the bounded solution $(u, v)$ to $(P)9atisfie,s$ for $1\leq p\leq\infty$ and $t\geq 0$
$\Vert u(t, \cdot)-M_{0}G(t+1, \cdot-\mu_{\infty})+W_{1}(t, \cdot;\mu_{\infty})\Vert_{L^{p}}$
(1.7)
$\leq C(1+t)^{-\frac{1}{2}(1-\frac{1}{p})-1}(\log(2+t))^{2}$ ,
where $\mu_{\infty}$ by (1.5) is well-defined and the second term $W_{1}$ of asyrnptotics is given by
(1.8) $W_{1}(t, x;\mu_{\infty})=./o^{t}J_{-\infty}^{\infty}c(t-.9, \cdot-y)M_{0}^{2}(GG_{x})_{x}(s+1, y-\mu_{\infty})dyds$ .
The same estimate on $v$ as (1.7) also holds. Moreover, $W_{1}$ is estimated from above and
below;
$\Vert W_{1}(t, \cdot;\mu_{\infty})\Vert_{Lp}\leq CM_{0}^{2}(1+t)^{-\frac{1}{2}(1-\frac{1}{p})-\frac{1}{2}}$ , $t\geq 0$ ,(1.9)
$\Vert W_{1}(t, \cdot;\mu_{\infty})\Vert_{L^{p}}\geq C^{-1}M_{0}^{2}t^{-\frac{1}{2}(1-\frac{1}{p})-\frac{1}{2}}$ , $t\geq t_{0}>0$ .
In Theorem 1.1 we apply $(1.8)-(1.9)$ to (1.7) and have $tI_{1}e$ following bellaviors from
above and below.
Corollary 1 Under the assumptions in Theorem 1.1, for $1\leq p\leq\infty$ there hold that
$\Vert u(t, \cdot)-M_{0}G(t+1, \cdot-\mu_{\infty}),$ $v(t, \cdot)-M_{0}G(t+1, \cdot-\mu_{\infty})\Vert_{Lp}\leq C(1+t)^{-\frac{1}{2}(1-\frac{1}{p})\frac{1}{2}}$
for $t\geq 0$ , and that, for $t\geq t_{1}>0$
$\Vert u(t, \cdot)-M_{0}G(t+1, \cdot-\mu_{\infty}),$ $v(t, \cdot)-\Lambda’I_{0}G(t+1, \cdot-\mu_{\infty})\Vert_{Lp}\geq C^{-1}M_{0}^{2}t^{-\frac{1}{A}(1-\frac{1}{p})-\frac{1}{2}}$.
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2 Location of the profile
Integrating $(P)_{1}$ (first equation of $(P)$ ) over $(0, t)\cross R^{1}$ , we have
(2.1) $\int_{-\infty}^{\infty}u(t, x)dx=\int_{-\infty}^{\infty}u_{0}(x)cl^{J}x\cdot=\Lambda f_{0}$ .
For $v$ , by integration of $(P)_{2}$ ,
(2.2) $\int_{-\infty}^{\infty}v(t, x)dx=e^{-t}\int_{-\infty}^{\infty}v_{0}(x)dx+M_{0}(1-e^{-t})arrow M_{0}(tarrow\infty)$ .
Hence, taking the location int$0$ consideration, we define the profile by
(2.3) $\phi(t, x):=\Lambda f_{0}G(t+1, x-\mu(t))$ ,
and choose $\mu(t)$ as $/-\infty\infty/-\infty x(u-\phi)(t, y)dydx=0$. Since $\phi$ satisfies
(2.4) $\partial_{t}’\phi=\phi_{xx}-\frac{d\mu}{dt}(t)\cdot\phi_{x}(t, x)$ ,
$u-\phi$ does
(2.5) $\partial_{\iota}(u-\phi)=(u-\phi)_{xx}+\mu’(t)\phi_{:\iota}$. $-(uv_{x})_{x}$ .
By (2.1) we can integrate (2.5) in $x$ twice to get
(2.6) $\frac{d}{dt}\int_{-\infty}^{\infty}\backslash \int_{-\infty}^{x}(u-\phi)(t, y)dydx=\lrcorner\iota_{/}I_{0}\mu’(t)-\int_{-\infty}^{\infty}(uv_{x})(t, x)dx$ ,
and hence
$\int_{-\infty}^{\infty}\int_{-\infty}^{x}(u-\phi)(t, y)dydx$
(2.7) $=. 1_{-\infty}^{\infty}\int_{-\infty}^{x}(u_{0}(y)-\phi(O, y))dydx+\Lambda^{\mathfrak{d}}I_{0}(\mu(t)-\mu(O))-./0t./-\infty\infty(uv_{x})(s, x)dxds$
$=- \int_{-\infty}^{\infty}xu_{0}(x)dx+M_{0}\mu(t)-\int_{0}^{t}\int_{-\infty}^{\infty}(uv_{x})(s, x)dxds$,
because
$\int_{-\infty}^{\infty}x\phi(0, x)dx=\int_{-\infty}^{\infty}x\cdot M_{0}G(1, x-\mu(0))dx=M_{0}\mu_{0},$ $\mu_{0}=\mu(0)$ .
We now define $\mu(t)$ by
(2.8) $\mu(t)=\frac{1}{M_{0}}\{\int_{-\infty}^{\infty}xu_{0}(x)dx+\int_{0}^{t}\int_{-\infty}^{\infty}(uv_{x})(s, x)dxds\}$ .
Therefore, we can define
(29) $U(t, x);= \int_{-\infty}^{x}\int_{-\infty}^{y}(u-\phi)(t, z)dzdy$ or $u=\phi+U_{xx}$ ,
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which satisfies
(2.10) $\{\begin{array}{l}U_{t}=U_{xx}+/-\infty x[\mu’(t)\phi(t, y)-(uv_{x})(t, y)]dyU(0, x):=U_{0}(x)=\int_{-\infty}^{x}\int_{-\infty}^{y}(u_{0}(z)-M_{0}G(1, z-\mu_{0}))dzdy.\end{array}$
To show Theorem 1.1, we need to estimate
$(u-\phi)(t, x)=./-\infty\infty G_{xx}(t, x-y)U_{0}(y)dy$
(2.11)
$+ \int_{0}^{t}\int_{-\infty}^{\infty}G_{xx}(t-s, x-y)\int_{-\infty}^{y}[\mu’(6)\phi(s, z)-(uv_{x})(s, z)]dzdyds$ ,
Here we note that $U_{0}\in L^{1}\cap \mathcal{B}$ by (1.6) and that
(2.12) $\int_{-\infty}^{\infty}[\mu’(t)\phi(t, z)-(\prime uv_{x}.)(t, z)]dz=0$ .
3 Proof of Theorem 1.1
We only sketch the proof, whose details are given in [4]. Known estimates on the solution
$(u, v)$ to (P) in Nagai and Yamada [3] and Kato [1] are the followings.
Lemma 3.1 For $1\leq p\leq\infty$ and $t\geq 0$ , the bounded solution $(u, v)$ to $(P)$ satisfies
(31) $\Vert u(t, \cdot)-M_{0}G(t+1, \cdot),$ $v(t, \cdot)-\Lambda f_{0}G(t+1, \cdot)\Vert_{L^{p}}\leq C(1+t)^{-\frac{1}{2}(1-\frac{1}{p})-1}2$ ,
(3.2) $\Vert v_{x}(t, \cdot)-AI_{0}G_{x}(t+1, \cdot)\Vert_{Lp}\leq C(1+t)^{-\frac{1}{2}(1-\frac{1}{p})-1}\log(2+t)$ ,
(3.3) $\Vert(u-v)(t, \cdot)\Vert_{L^{p}}\leq C(1+t)^{-\frac{1}{2}(1-\frac{\iota}{p})-1}\log(2+t)$ .
By $(3.1)-(3.3)$ we have the properties of $\mu(t)$ .
Lemma 3.2 The location $\mu(t)$ by (2.8) satisfies for $t\geq 0$
(3.4) $|\mu’(t)|\leq C(1+t)^{-\frac{}{2}}\log(2+t)$ ,
which implies that $\mu(\infty)=\mu_{\infty}$ is well-defined, and
(3.5) $|\mu(t)-\mu_{\infty}|\leq C(1+t)^{-\frac{1}{2}}\log(2+t)$ .
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Proof By $(3.1)-(3.2),$ $(3.4)$ follows from
$|\mu’(t)|$ $\leq$ $\frac{1}{M_{0}}(\Vert(u-M_{0}G)(t)\Vert_{L^{1}}\Vert v_{x}(t)\Vert_{L^{\infty}}+\Vert M_{0}G(t)\Vert_{L^{1}}\Vert(v_{x}-M_{0}G_{x})(t)\Vert_{L^{\infty}})$
$\leq$ $C(1+t)^{-4}2\log(2+t)$ .
Hence (3.5) follows easily. $[$:$]$
By the mean value theorem we have
$\Vert\phi(t, \cdot)-\Lambda f_{0}G(t+1, \cdot-\mu_{\infty})\Vert_{L^{p}}\leq C(1+t)^{-\frac{1}{2}(1-\frac{1}{p})-1}\log(2+t)$
and
(3.6) $\Vert W_{1}(t, \cdot;\mu_{\infty})-W_{1}(t, \cdot;0)\Vert_{L^{p}}\leq C(1+t)^{-\frac{1}{1}(1-\frac{1}{\rho})-1}$ .
Hence, to show (1.7), it is enough to prove the following proposition, which is a main
estimate in this note. The same estimate on $v$ is derived by (3.3).
Proposition 3.1 Under the conditions in Theorem 1.1 it holds
(3.7) $\Vert u(t, \cdot)-\phi(t, \cdot)+W_{1}(t,$ $\cdot;0\Vert_{L^{p}}\leq C(1+t)^{-5^{(1-\frac{1}{\nu})-1}}(log1(2+t))^{2}$ .
Proof. By (2.11) and (1.8)
$(u-\phi)(t, x)+W_{1}(t, x;0)$
$= \int G_{xx}(t, x-y)U_{0}(y)dy+\int_{0}^{t}\int G_{xx}(t-s, x-y)\cross$
$\cross\int_{-\infty}^{y}[\mu’(s)\phi(\backslash s, z)-(uv_{x})(6, Z)+M_{()}^{2}(GG_{x})(s’+1, z)]dzdyds$
$=:I_{0}+I_{1}$ .
By $U_{0}\in L^{1}\cap \mathcal{B}$ it is easy to see that
$\Vert I_{0}\Vert_{L^{p}}\leq C(1+t)^{-\frac{1}{2}(1-\frac{1}{p})-1}$
for $t\geq 0$ . $F^{\backslash }or0\leq t\leq 1,$ $\Vert I_{1}\Vert_{L^{p}}\leq Cea\backslash \prime ily$ . For $t\geq 1$ we set
$I_{1}= \int_{0}^{t/2}+\int_{t/2}^{t}=:I_{11}+I_{12}$ .
By (1.6) we note that
(3.8) $\Vert u(t, \cdot)\Vert_{L^{1,1}}\leq C(1+t)^{\frac{1}{2}}$ , $\Vert u(t, \cdot)-M_{0}G(t+1, \cdot)\Vert_{L^{1,1}}\leq C$,
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where $U^{rr\iota}=\{f\in L^{p};\Vert f\cdot\Vert_{Lp,rn} :=\Vert(1+|\cdot|)^{rr\iota}f\cdot\Vert_{L^{p}}<+\infty\}$ (These are shown by applying
the rnethod in $[$2] $)$ . Tllerefore, by (2.12) and (3.8)
$\leq C./o^{t/2}(t-s)^{-\frac{1}{2}(1-\frac{1}{p})-1}\Vert J_{-\infty}^{:\iota}\{\mu’(s)\phi(s, z)\Vert I_{11}\Vert_{Lp}.$
.
$-[(u-M_{0}G)\prime v_{x}+M_{0}G(\prime v_{x^{-J}}lI_{0}G_{x})](s, z)\}dz\Vert_{L_{x}^{1}}ds$





Here, we have denoted $\Vert u(s, y)-M_{0}G(s+1, y)\Vert_{L_{y}^{p}}=\Vert(u-M_{0}G)(s)\Vert_{Lp}$ etc. for simplicity.
For $I_{12}$ , by the integral by parts,
$I_{12}$ $=J_{\iota/2}^{\ell} \int G(t-s, x-y)\mu’(s)A/I_{0}G_{x}(s+1, y-\mu(s))dyds$
$+ \int_{t/2}^{t}\int G_{x}(t-s, x-y)[(u-M_{0}G)v_{x}+\Lambda I_{0}G(v_{x}-M_{0}G_{x})](s, y)dyds$
$=:I_{12}^{1}+I_{12}^{2}$ ,
Each part is estimated as follow:
$\Vert I_{12}^{1}\Vert_{L^{p}}$ $\leq C\int_{t/2}^{t}’(t-9)^{-\frac{1}{2}(1_{p})}-\perp|\mu’(s)|\Vert G_{x}(s)\Vert_{L^{1}}ds’$
$\leq C\int_{t/2}^{t}(t-s)^{-\frac{1}{2}(1-\frac{1}{p})}(1+s)^{-\frac{s}{\subset 2}}\log(2+s)\cdot(1+s)^{-\frac{1}{\prime z}}ds$
$\leq C(1+t)^{-\frac{1}{2}(1-\frac{1}{p})-1}\log(2+t)$ ,
$\Vert I_{12}^{2}\Vert_{L^{1}}$ $\leq C\int_{t/2}^{t}\Vert G_{x}(t-s)\Vert_{L^{1(x}}\Vert(u-M_{0}G)(s)\Vert_{L^{1}}\Vert e)(s)\Vert_{L^{\infty}}$
$+\Vert G(s)\Vert_{L^{1}}\Vert(v_{x}$. $-M_{0}G_{:\iota}.)(s)\Vert_{L\infty})ds$
$\leq C\int_{t/2}^{t}(t-s)^{-\frac{1}{\prime l}}(1+\backslash \backslash \cdot)^{-\frac{J}{2}}\log(2+s)ds$
$\leq C(1+t)^{-1}\log(2+t)$
and
$|II_{12}^{2}\Vert_{L^{\infty}}$ $\leq C\int_{t/2}^{t}\Vert G_{x}(t-s)\Vert_{L^{2}}(\Vert(u-M_{0}G)(s)\Vert_{L^{2}}\Vert v_{x}(s)\Vert_{L}\infty$




Coinbining all estiniates, we obtain (3.6).
$Corr\iota pletior\iota$ of $tf\iota e$ proof of Theorem 1.1. We show (1.9). By an elementary calculation
$\int_{-\infty}^{\infty}G(t-s, x-y)G^{2}(s+1, y)dy=\frac{G(t-\frac{s-1}{S+2},x)}{\sqrt{8\pi(1)}}$.
Hence, when $\mu_{\infty}\backslash =0$ ,
(3.9) $W_{1}(t, x;0)= \frac{M_{0}^{2}}{2}\int_{0}^{t}\frac{G_{xx}(t-\frac{\epsilon-1}{+2},x)}{\sqrt{8\pi(s1)}}ds$.
Similar representation to (3.9) is found in [1]. We craim, for $t\geq t_{0}>0$ ,
(3.10) $J_{0}^{\sqrt{(t+1)/2}}| \int_{0}^{t}\frac{G_{xx}(t-\frac{h-1}{21},x)}{\sqrt{s+}}ds|dx\geq c(t+1)^{-\}$ ,
and, when $0\leq x\leq\sqrt{(t+1)/2}$ ,
(3.11) $| \int_{0}^{t}\frac{G_{xx}(t-\frac{s-1}{21},x)}{\sqrt{s+}}ds|\geq c(t+1)^{-1}$ .
In fact, since $G_{x}(t, x)=- \frac{x}{2t}G(t, x)$ and $G_{xx}(t, x)= \frac{1}{2t}(\frac{x^{2}}{2t}-1)G(t, x)$ ,
$-G_{xx}(t- \frac{s\cdot-1}{2}, x)\geq\frac{G(t-\frac{\hslash}{},x)}{4(t-\frac{s-1-12}{2})}>0$ , for $0\leq x\leq\sqrt{(t+1)/2}$.
Hence,
the left-hand side in (3.10)
$\geq$
$c \int_{0}^{\sqrt{(t+1)/2}}\int_{0}^{t}\frac{-G_{xx}(t-\frac{s-1}{12},x)}{\sqrt{s+}}dsdx=c\int_{0}^{t}\frac{-G_{x}(t-\frac{\alpha-1}{+2},\sqrt{\pm\ell_{2^{1}}})}{\sqrt{s1}}ds$
$\geq$ $c(t+1)^{\frac{1}{A}} \int_{()}^{\ell}(s+1)^{-\frac{1}{l}}(t-\frac{s-1}{2})^{-\frac{s}{\prime 2}}ds$
$\geq$ $c(t+1)^{-}\overline{2}$ , $t\geq t_{0}$ ,
and
the left-hand side in (3.11)
$\geq$ $c \int_{0}^{t}\frac{G(t-\frac{\alpha-1}{2}}{\sqrt{s+1}(t-\frac{n-1x)}{2})}ds\geq c\int_{0}^{t}\frac{G(t-\frac{s-1}{1^{2}(t},\sqrt{1})}{\sqrt{s+}-\frac{st-1\pm_{2}}{2})}ds$
$\geq$ $c./0^{t}(6+1)^{-\frac{1}{2}}(t- \frac{s-1}{2})^{-\frac{s}{2}}ds$
$\geq$ $c(t+1)^{-1}$ , $t\geq t_{0}$ .
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By (3.10) and (3.11), for $1\leq p<\infty$ ,
$\Vert W_{1}(t, \cdot;0)\Vert_{L^{p}}\geq$ $( \int_{0}^{\sqrt{(t+1)/2}}|\int_{0}^{t}\frac{G_{x\cdot x}(t-\frac{A-1}{21},x\cdot)}{\sqrt{s+}}ds|^{p}dx)^{\frac{1}{p}}$
$\geq$ $c( \int_{0}^{\sqrt{(t+1)/2}}(t+1)^{-(p-1)}\int_{0}^{t}\frac{-G_{xx}(t-\frac{s-1}{\iota^{2}},x)}{\sqrt{s+}}dsdx)^{\frac{1}{p}}$
$\geq$ $c(t+1)^{-\frac{1}{2}(1-\frac{1}{p})-\frac{1}{2}}$ , $t\geq t_{0}$ .
When $p=\infty,$ it $i_{S}e$ sy tO show
$\Vert W_{1}$ $(t, \cdot;0)\Vert_{L}\infty\geq|W_{1}(t_{1}0;0)|\geq c(t+1)^{-1}$ , $t\geq t_{0}$ .
When $\mu_{\infty}\neq 0,$ $W_{1}(t, x;\mu_{\infty})=W_{1}(t, x;0)+(W_{1}(t, x;\mu_{\infty})-W_{1}(t, x;0))$ and $W_{1}(t, x;\mu_{\infty})-$
$W_{1}(t, x;0)$ decays faster by (3.6). Hence the estimate from below in (1.9) holds. The
estimate from above is obtained easier by (3.9), which completes the proof of Theorem
1.1.
References
[1] M. Kato, Sharp asymptotics for a parabolic system of chemotaxis in one space di-
rnension, Osaka Univ. Research Report in Math. 07-03.
[2] T. Nagai, R. Syukuinn and M. Umesako, Decay properties and asymptotic profiles
of bounded solutions to a parabolic system of c}iemotaxis in $R^{n}$ , Funkcial. Ekvac.
46(2003), 383-407.
[3] T. Nagai and T. Yamada, Large time behavior of bounded solutions to a parabolic
system of chemotaxis in the whole space, J. Math. Anal. Apppl. 336(2007), 704-72t).
[4] K. Nishihara, Asymptotic profile of solutions to a parabolic system of chemotaxis in
one dimensional space, preprint(2008).
67
