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We consider the general open system problem of a charged quantum oscillator confined in a har-
monic trap, whose frequency can be arbitrarily modulated in time, that interacts with both an
incoherent quantized (blackbody) radiation field and with an arbitrary coherent laser field. We
assume that the oscillator is initially in thermodynamic equilibrium with its environment, a non-
factorized initial density matrix of the system and the environment, and that at t = 0 the mod-
ulation of the frequency, the coupling to the incoherent and the coherent radiation are switched
on. The subsequent dynamics, induced by the presence of the blackbody radiation, the laser field
and the frequency modulation, is studied in the framework of the influence functional approach.
This approach allows incorporating, in analytic closed formulae, the non-Markovian character of the
oscillator-environment interaction at any temperature as well the non-Markovian character of the
blackbody radiation and its zero-point fluctuations. Expressions for the time evolution of the covari-
ance matrix elements of the quantum fluctuations and the reduced density-operator are obtained.
PACS numbers: 03.65.Yz, 05.70.Ln, 37.10.Jk
I. INTRODUCTION
Since the seminal work of Magalinski˘ı [1], Feynman
and Vernon [2], Ullersma [3], and Caldeira-Leggett [4],
the theory of open quantum systems has been source of
great interest and object of continuous development, re-
finement and application (cf. Refs. 5–9 and references
therein). This theory has, for example, provided a solid
conceptual framework to explain fundamental phenom-
ena such as the quantum-classical transition [10], viola-
tions of the second law of the thermodynamics [11], the
survival of quantum features at high temperature [12, 13],
and has found applications in several fields in physics and
chemistry [5–9].
Despite the beauty and power of this theory, a study
of the dynamics of a particular system can be very cum-
bersome due to the sheer complexity of correctly incor-
porating the various time, energy and coupling scales. In
order to circumvent this problem various approximations,
such as the weak-coupling-to-the-bath, Markovian, high
temperature, or the initial factorizing condition is usually
invoked [5–9, 14]. However, the development of modern
experimental techniques for preparing and manipulating
physical and chemical systems has reached the regime
where such approximations are questionable. This fact
has encouraged the development of techniques for more
consistently treating and analyzing open quantum sys-
tems (cf. Ref. 15).
Despite the refinement in technique, no approach is
completely approximation-free [5–9, 15], and therefore
some physical features of the dissipative dynamics are
often absent in these descriptions [5–7, 15, 16].
The breakdown of these common approximations is
expected to occur in the low temperature regime [17]
and/or in the presence of initial correlations between the
system and the environment [14] and, in particular, in the
case of driven non-equilibrium quantum systems [12, 18–
20]. The ubiquitous presence of this situation (an open
quantum systems under the presence of time dependent
fields in, e.g., coherent control scenarios of chemical sys-
tems [21] and assorted physical systems [15, 20, 22]), mo-
tivates a formal and detailed treatment of such dynamics.
In this paper, we derive formal exact results for the
non-Markovian dynamics of a prototypical system, in-
cluding the presence of initial correlations between the
system and the bath, and the possibility of arbitrary
rapidly oscillating driving forces. The method can be
applied in the low temperature and strong coupling-to-
the-bath regimes. The particular system studied here is
a charged quantum oscillator confined in a harmonic trap
that is initially in thermodynamic equilibrium with its
environment (non-factorized initial conditions [14]). For
t > 0, we start varying the frequency of the harmonic
trap and couple the oscillator, via the dipole, with an
incoherent quantized blackbody radiation field and with
an arbitrary coherent laser field. By means of the influ-
ence functional approach [2, 4, 14, 23], we derive analytic
closed expressions for the non-Markovian time evolution
of the covariance matrix elements of the quantum fluctu-
ations valid at any temperature, any system-environment
coupling strength and incorporating the zero-point fluc-
tuations of the radiation.
This robust and general model allows us to address
many different physical problems in generic open quan-
tum systems. The results derived here can be used to
study, for example:
i The incoherent excitation of open quantum systems :
In particular, our results allow us to model situations
when a molecular system such as retinal or a photo-
synthetic light-harvesting complex, equilibrated with
2it surroundings, is excited by either coherent (coher-
ent laser pulses) or incoherent (sunlight or moonlight)
light sources, a subject of great significance in the
chemical physics community [24–27]. One such appli-
cation of this method is given in Ref. 22.
ii Environmentally-assisted one-photon phase control :
That weak field one-photon phase control is not pos-
sible for certain isolated quantum systems is a known
result (cf. Refs. 21, 28, 29 and references therein).
Recently, it was suggested that the coupling to the
environment could allow, in principle, for the coher-
ent manipulation of quantum systems in such cases
[28, 29]. However, it is still unclear what physical
mechanisms are behind this process, mainly because
a formal study of this situation involves the presence
of ultrafast field-induced modulations in open quan-
tum systems at low temperature, a situation where
non-Markovian processes cannot be disregarded and
where approximations such as the rotating-wave fail
[19]. Moreover, in this case of environmentally-
assisted control, the presence of initial correlations be-
tween the system and the bath is vital. A treatment
of this problem using the method developed herein is
to be provided in Ref. 30.
iii Optimal-control-based cooling of quantum nano-
resonators by means of parametric driving. On the
basis of a numerical protocol, it was recently shown
that nano-mechanical resonators can be cooled down
by the delicate interplay of dissipative and driving
process [20]. Being based on an optimal-control pro-
tocol, the possibility of parametrically driving the fre-
quency of the resonator with arbitrary rapidly oscil-
lating fields, as we consider here, is a key element in
this cooling process. As in the previous case, this sce-
nario is well beyond standard approximation schemes,
but can be immediately cast as a particular case of
our general model, with the great advantage of having
an analytic formulae for the system dynamics.
iv The establishment of a quantum limit on non-
Markovian time scales. In thermodynamical equi-
librium, quantum features survive in the limit
~ω0/kBT > 1, where ~ω0 is a typical energy scale
of the system and T the temperature. According to
Ref. 12, quantum features can persist for higher tem-
peratures under non-equilibrium situations. However,
results in Ref. 12 are based on the Markovian approx-
imation, so the derivation a quantum limit consistent
with the presence of non-Markovian effects is desir-
able. This problem can be addressed using our gen-
eral approach and this study is currently in progress.
v Non-Markovian thermodynamics. For quantum sys-
tems, it is possible to have very fast control of heat
and entropy due to anomalies induced by the non-
Markovian character of the relaxation [11]. Our gen-
eral results, can be immediately applied to study, e.g.,
heat transport between two non-Markovian reservoirs
at the quantum regime.
This provides a sample list of problems that can be
readily examined using the exact solution, derived below.
It is the variety of challenging problems that can be ad-
dressed that motivates this paper, the derivation of an
all-in-one versatile model that can treat a host of prob-
lems and which can be generalized to consider additional
phenomena.
II. DESCRIPTION OF THE SYSTEM
HAMILTONIAN
The Hamiltonian of a quantum oscillator confined in a
harmonic trap and in contact with a thermal bath com-
prises three parts: the Hamiltonian of the quantum os-
cillator itself, HˆS; the Hamiltonian of the thermal bath,
HˆTB, here described according to the Ullersma-Caldeira-
Leggett model [3, 4], as a collection of harmonic modes;
and an interaction term HˆS−TB between the two systems.
For typical bilinear coupling, the three contributions are
HˆS =
1
2m
pˆ2 +
1
2
mω(t)2qˆ2 (1)
HˆTB =
∞∑
j
[
pˆ2j
2mj
+
mjω
2
j
2
qˆ2j
]
(2)
HˆS−TB = −qˆ
∞∑
j
cj qˆj + qˆ
2
∞∑
j
c2j
2mjω2j
(3)
with pˆ and qˆ the canonically conjugate momentum and
position of the oscillator (an analogous notation describes
the bath modes), m the mass of the quantum oscillator
and ω2(t) = ω20+ω
2
P(t) the parametrically modulated fre-
quency. This frequency comprises two components: ω0,
a constant frequency and an arbitrary time-dependent-
frequency ωP(t). The magnitude of the interaction be-
tween the system and the bath is determined by the cou-
pling constants cj .
In the presence of the blackbody radiation the Hamil-
tonian Hˆ0 = HˆS+ HˆS−TB+ HˆTB needs to be augmented
to include the interaction with the field as well as the
Hamiltonian of the field modes,
HˆBB =
∑
k,s
~ck
(
aˆ†
k,saˆk,s +
1
2
)
. (4)
Assuming that the charged oscillator interacts weakly
with each mode in the field, we can adopt a dipole-dipole
type interaction, giving the overall Hamiltonian
Hˆ =
1
2m
(
pˆ−
e
c
Aˆ
)2
+
1
2
mω(t)2qˆ2
+ HˆS−TB + HˆTB + HˆBB,
(5)
where e/c is the coupling constant to the radiation, aˆk,s
3and aˆ†
k,s are the annihilation and creation operators of
the field mode of momentum k and polarization s. The
vector potential is given by
Aˆ =
∑
k,s
(
hc
kV
) 1
2
fk~ek,s
(
aˆk,s + aˆ
†
k,s
)
, (6)
where eˆ is the polarization unit vector, V is the volume of
the auxiliary cavity containing the field modes and fk is
the electron form-factor (Fourier transform of the charge
distribution) that incorporates the electron structure [31,
32]. We have assumed, with no loss of generality, that the
form factor and polarization vector are real. Note that
by virtue of Eq. (4), Eq. (5) already contains zero-point
or vacuum fluctuations.
Equation (5) can be generalized to include an addi-
tional term −qˆEL(t), which allows for the possible ma-
nipulation of the charged oscillator, via dipole coupling,
by means of the electric field EL(t) of a pulsed or contin-
uous laser field.
Since Eq. (5) includes the diamagnetic term Aˆ2, it
is not suitable for a path integration calculation, which
is why it is usually omitted [33, 34]. However, the
contribution of this term is relevant for the derivation
of the partition function of the oscillator in the pres-
ence of the blackbody radiation (cf. the discussion in
[35, 36]). In our case, this term can be introduced by
means of the Power-Zienau’s transformation [37] (see also
Ref. 38 for the original version and Ref. 39 and references
therein for a short historical review on this transforma-
tion), Tˆ = exp
{
i
~
e
c qˆ · Aˆ
}
, which transforms pˆ→ pˆ+ ec Aˆ,
qˆ → qˆ, pˆk,s → pˆk,s+
e
cmkωkqˆ, qˆk,s → qˆk,s, where we have
defined [31, 32]
aˆk,s = (mkωkqˆk,s + ipˆk,s)/
√
2mk~ωk, (7)
with mk = 4πe
2f2k/(ωkV ). The corresponding total
Hamiltonian reads
Hˆ =
1
2m
pˆ2 +
1
2
mω(t)2qˆ2 − qˆEL(t)
+
∑
j
pˆ2j
2mj
+
mjω
2
j
2
(
qˆj −
cj
mjω2j
qˆ
)2
+
∑
k,s
1
2mk
(pˆk,s +mkωkqˆ)
2
+
1
2
mkω
2
k,sqˆ
2
k,s.
(8)
Here the oscillator is seen to be coupled to the momentum
coordinate pk,s.
Recalling that the electric field of the blackbody radi-
ation is given by
Eˆ = −
∂Aˆ
∂t
= i
∑
k,s
(
hc3
V
) 1
2
fkeˆk,s
(
aˆk,s − aˆ
†
k,s
)
, (9)
and examining Eq. (7), we see that in Eq. (8), the posi-
tion of the oscillator is coupled to the electric field of the
blackbody radiation. From an open-quantum-systems
perspective, this implies that any statistical behavior
induced by the blackbody radiation (as seen elsewhere
[22, 31, 32]) is dictated by the stochastic fluctuations of
the electric field.
III. INITIAL DENSITY MATRIX
After characterizing the Hamiltonian of the total sys-
tem, the next step in the description of the dynamics is
the determination of the initial state, taken to be the equi-
librated state of S+TB. By denoting the coordinates of
S+TB as Q = {q,Q}, the matrix elements of the initial
density operator of the system S plus the environment
TB can be calculated as [14]
〈
Q¯′′ |ρˆβ| Q¯
′
〉
= Z−1βTB
Q¯′′∫
Q¯′
DQ¯ exp
(
−
1
~
SE[Q¯]
)
, (10)
where the integral is over all paths Q¯(τ), 0 ≤ τ ≤ ~βTB
with Q¯(0) = Q¯′ and Q¯(~βTB) = Q¯
′′. The bar stands
for the trajectories Q(t) in imaginary time t → −i~β,
with βTB = 1/(kBTTB). In the imaginary-time path
integral described by Eq. (10), SE[Q¯] denotes the Eu-
clidean action of the system SE[Q¯] =
~βTB∫
0
dτLE(Q¯, ˙¯Q) =
SES [q¯]+S
E
S−TB[q¯, Q¯]+S
E
TB[Q¯], obtained by introducing a
global minus sign in the potential energy [14, 40]. Since
ρˆβ denotes the density operator at t = 0, we assume that
ωP(0) = 0 and EL(0) = 0 in Eq. (8). The matrix ele-
ments of the initial total density operator of interest are
〈
q¯′′k,sQ¯
′′ |ρˆ(0)| q¯′k,sQ¯
′
〉
=
〈
q¯′′k,s |ρˆβBB | q¯
′
k,s
〉 〈
Q¯′′ |ρˆβ | Q¯
′
〉
,
(11)
where ρˆβBB denotes the equilibrium density operator of
the radiation only, at temperature TBB and defined as
in Eq. (10) using the Euclidean action SEBB[q¯k,s] of the
bare radiation, ρˆβ is the thermal density operator of sys-
tem and bath introduced in Eq. (10), and the blackbody-
radiation-mode-coordinates qk,s are defined in Eq. (7).
When a system S is in contact with two thermal baths,
what is usual in the literature (cf. Refs. 22, 30) is
that the initial state of the total system is assumed
to be factorized, in our case this is equivalent to take
ρˆ(0) = ρˆβBB ⊗ ρˆβTB ⊗ ρˆS, being ρˆβTB and ρˆS the den-
sity operator of the thermal bath TB and the system S,
respectively. Here we deal with a more complex situa-
tion because we take into account the initial correlations
between the system S and the thermal bath TB.
In general, one would also like to study the system
S prepared in a state other than the equilibrium state,
e.g., in a coherent state or in a squeezed state. Accord-
ing to Refs. 14, 41, one could prepare a different ini-
4tial state by allowing the operators Aˆn, Aˆ
′
n acting only
in the system Hilbert space of S to generate an ini-
tial non-equilibrium density operator of system and bath
ρˆλβ =
∑
n(Aˆn ⊗ 1ˆTB)ρˆβ(1ˆTB ⊗ Aˆ
′
n) , where 1ˆTB denotes
the unit operator in the Hilbert space of the bath alone.
In the position representation, the matrix elements of ρˆλβ
are given by
〈
Q′+
∣∣ρλβ∣∣Q′−〉 =
∫
dQ¯′′dQ¯′λ(q′+, q¯
′′, q′−, q¯
′)
× δ(Q′+ − Q¯
′′)δ(Q′− − Q¯
′)
〈
Q¯′′ |ρˆβ | Q¯
′
〉
,
(12)
where the propagating function λ(q′+, q¯
′′, q′−, q¯
′) =∑
n〈q
′
+|Aˆn|q¯
′′〉〈q¯′|Aˆ′n|q
′
−〉 characterizes the action of
these operators. The delta functions indicate that the
imaginary-time paths for the bath degrees of freedom are
continuously connected to the real-time paths describing
the time evolution of the initial state [14, 41]. The ther-
mal initial state in Eq. (10) can be recovered by setting
the auxiliary operators Aˆn and Aˆ
′
n to 1ˆS, which yields
λ(q′+, q¯
′′, q′−, q¯
′) = δ(q′+ − q¯
′′)δ(q′− − q¯
′). As distinct from
Q¯′ and Q¯′′, which are the endpoints of a single imaginary-
time-trajectory, Q′+ and Q
′
− denote the initial condition
for two real-time-trajectories “+” and “−” (see below).
For the case of unitary evolution these can be identified
as the forward and backward trajectories associate to the
unitary time-evolution-operator and its adjoint, respec-
tively. Additional details about different initial prepara-
tions can be found in Refs. 14, 41.
IV. DYNAMICS OF THE SYSTEM
In this section we solve for the time evolution of the
initial density matrix [Eq. (11)] under the action of the
Hamiltonian [Eq. (8)], using the Feynman and Vernon in-
fluence functional approach [2, 23]. For this problem we
require a mixture of the influence functional for factor-
izing initial conditions [2, 4, 18, 23] in order to consider
the effect of the radiation, and for non-factorizing initial
conditions [14, 41] in order to correctly characterize the
equilibrium state between the oscillator and the thermal
bath at t = 0.
It is worth mentioning that the standard path integral
calculations are performed for position-position couplings
[2, 4, 5, 14, 18, 23, 41] [cf. the term qˆ qˆj in Eq. (8)], and
for momentum-momentum coupling [4]. The oscillator-
radiation coupling is of position-momentum type, qˆ pˆk,s
[cf. Eq. (8)]. By means of a set of unitary transforma-
tions [32], one could invert the role of the momentum and
position operators of the field [see Eq. 7], with the caveat
that this generates an additional term proportional to
the initial position of the oscillator (see below). How-
ever, since the system described in Eq. (8) is still linear,
the path integral calculation can also be carried out an-
alytically for the position-momentum coupling. This is
the approach followed below.
A. Derivation of the propagating function and the
influence functional
The time evolution of the system S is described by the
reduced density operator ρˆS(t) = trTB,BB ˆρ(t). Following
Ref. 14, we obtain that the matrix elements of ρˆS(t) are
given by
〈
q′′+ |ρˆS(t)| q
′′
−
〉
=
∫
dq′+dq
′
−dq¯
′′dq¯′λ(q′+, q¯
′′, q′−, q¯
′)
× J(q′′+, q
′′
−, t; q
′
+, q
′
−, 0; q¯
′′, q¯′),
(13)
where J(q′′+, q
′′
−, t; q
′
+, q
′
−, 0; q¯
′′, q¯′) is the propagating func-
tion of the system density matrix which can be expressed
in terms of the functional phase Σ[q+, q−, q¯] by means of
the three-fold path integral expression
J(q′′+, q
′′
−, t; q
′
+, q
′
−, 0; q¯
′′, q¯′) =
1
Z
q′′+∫
q′
+
Dq+
q′′
−∫
q′
−
Dq−
q¯′′∫
q¯′
Dq¯ exp
(
i
~
Σ[q+, q−, q¯]
)
,
(14)
where Z normalizes J(q′′+, q
′′
−, t; q
′
+, q
′
−, 0; q¯
′′, q¯′) to δ(q′′+−
q′+)δ(q
′′
−−q
′
−)〈q¯
′′|ρˆβ,S|q¯
′〉 at t = 0, being ρˆβ,S = trTB(ρˆβ).
The real time path-integrals over q+ and q− are carried
out subject to the endpoints q+(0) = q
′
+, q+(t) = q
′′
+,
q−(0) = q
′
− and q−(t) = q
′′
−, while the imaginary time
path integral are over q¯(0) = q¯′ and q¯(~βTB) = q¯
′′. Re-
call that the imaginary time path-integral allows for the
calculation of the equilibrated density operator of S+TB
and the influence of their initial correlations in the sub-
sequence time evolution.
After tracing over the degree of freedom of TB and BB,
and after defining q+ = (r + x)/2 and q− = r − x, we
have that the functional phase Σ[x, r, q¯] is given by
5Σ[x, r, q¯] =
i
~βTB∫
0
dτ

m
2
˙¯q2 +
1
2
mω20 q¯
2 +
1
2
~βTB∫
0
dσkTB(τ − σ)q¯(τ)q¯(σ)

 +
~βTB∫
0
dτ
t∫
0
dsK∗TB(s− iτ)q¯(τ)x(s)
+
t∫
0
ds
{
mx˙(s)r˙(s)−mω20r(s)x(s) −mωP(t)
2r(s)x(s) + EL(t)x(s) − r
′ηTB(s)x(s)
}
−
t∫
0
ds


t∫
0
du [ηTB(s) + ηBB(s)] x(s)r˙(u)−
i
2
t∫
0
du [KreTB(s− u) +KBB(s− u)]x(s)x(u)

 .
(15)
Note that r′ = q′++
1
2q
′
−, r
′′ = q′′++
1
2q
′′
− and analogously
for x′′ and x′. The various kernels entering into Eq. (15)
are defined in the next section.
The first term in the first line of Eq. (15) accounts for
the equilibrium density operator of S in the presence of
the thermal bath TB while the second term containing
q¯(τ)x(s) is responsible of the the effect of initial corre-
lations between the environment and the system on the
subsequent time evolution. The first three terms in the
second line are responsible of the evolution under the
parametric harmonic potential, while the fourth term is
responsible for the evolution induced by the laser field EL.
As previously noted, we take ωP(0) = 0 and EL(0) = 0.
The last term in the second line of Eq. (15) arises from the
incoherent excitation induced by the position-position
coupling to the thermal bath TB. Since the coupling to
the blackbody radiation field BB is of a different nature,
position-momentum coupling, this transient term propor-
tional to the initial position r′ is not present. However, if
one changes the role of position and momentum, as dis-
cussed above, this transient term enters implicitly. The
terms in the third line constitute the exponent of the in-
fluence functional of the Feynman-Vernon theory under
the action of the thermal bath TB and blackbody radia-
tion BB.
The additional time integration in the last line of
Eq. (15) over u accounts for the non-local time (non-
Markovian) evolution of the density operator. Although
the temporal non-locality is determined by the various
kernels in a cumbersome way, we can identify two kinds
of non-Markovian contributions: one from the dissipative
part and determined by the non-local character of ηTB
and ηBB, and a second determined by the thermal fluctu-
ations described (see below) by the kernelsKreTB andKBB.
The presence of the latter is not determined by the pres-
ence of the former, i.e., in the limit of local dissipative
Ohmic kernels, ηTB(s) ∼ δ(s), the non-local character of
the thermal fluctuations is still present; it only vanishes
in the high temperature regime [5, 42].
B. Kernels in the functional action
The quantities introduced in the effective action
Σ[x, r, q¯x] are defined in terms of the bath spectral density
JTB and the blackbody-radiation spectral density JBB.
These spectral densities are determined [4, 14, 31, 32]
from the parameters of the bath modes and the coupling
constants by means of
JTB(ω) =
π
2
∞∑
j=1
c2j
mjωj
δ(ω − ωj), (16)
JBB(ω) =
π
2
∞∑
k,s
mkω
3
k
δ(ω − ωk). (17)
Assuming that the thermal bath is dense in the frequency
of the modes [4], it is customary to describe the spectral
density in Eq. (16) by, e.g., assuming the Ohmic model
JTB(ω) = mγTBωΩ
2
TB/(Ω
2
TB + ω
2), (18)
where γTB is the coupling constant to the bath TB and
ΩTB is a cutoff parameter related to the inverse of the
bath memory time. In contrast with the thermal bath
case, no assumption on the functional form of the spectral
density of the blackbody is needed in the continuous limit
[31, 32, 34, 43].
The transversality condition implies that only two of
the three components of k contribute to the coupling
[32], giving a global factor of two-thirds for the spec-
tral density in Eq. (17). In the continuous limit,
∑
k
→
V
(2pi)3
∫
dk, the spectral density for the blackbody radia-
tion is
JBB(ω) =MτBB ω
3Ω2BB/
(
Ω2BB + ω
2
)
, (19)
where M = m + MτBBΩBB is the renormalized mass,
τBB = 2e
2/3Mc3 and ΩBB is a frequency cutoff. This
path-integral-based expression coincides completely with
the seminal results in Refs. 31, 32, 43 using the quan-
tum Langevin formalism. It also coincides with the re-
sult derived in Ref. 34 using the standard path integral
approach. However, we need to note that in Ref. 34, the
system, an electron, is interacting with its own radiation;
6here, by difference, we consider the system as being irradi-
ated by an external blackbody radiation such as sunlight
or moonlight for t > 0. This is precisely what allows us
to separate the initial density operator of the system and
the radiation. This natural emerging functional form of
JBB(ω) reveals, from a statistical viewpoint, the intrinsic
non-Markovian character of the radiation [31, 32, 34, 43].
This fact implies that the two point correlation function,
〈Eˆ(t′′)Eˆ(t′′)〉BB, of the electric field in Eq. (9) is not delta
correlated. From an optics point of view [44] this means
that the blackbody radiation is coherent, although the
coherence time is very short, ∼1.3 fs at TBB = 5900 K
(cf. Ref. 22 and Chap. 13 in Ref. 45).
Once we have condensed the relevant information for
the thermal bath and the radiation field in the spectral
densities Eqs. (18) and (19), we are in the position to
define the various functions entering into the functional
actions Σ[x, r, q¯].
The kernels KTB(s− iτ) and kTB(τ) are given by [14]
KTB(s− iτ) = K
re
TB(s− iτ) + iK
im
TB(s− iτ), (20)
kTB(τ) =
m
~βTB
∞∑
n=−∞
ζn(0) exp(iνnτ), (21)
with the Matsubara frequencies νn = 2πn/~βTB. The
kernel KTB(s − iτ) contains the information of the ther-
mal fluctuations due to TB and its influence in the lost
of coherence as well as the in the decay of correlations
between the system and the bath. The kernel kTB(τ)
contains the influence of the bath on the thermal equilib-
rium state of the system S. The real and imaginary parts
of KTB(s− iτ) are given by
KreTB(s− iτ) =
∞∫
0
dω
π
JTB(ω)
cosh[ω(12~βTB)− τ ]
sinh(12ω~βTB)
cos(ωs)
=
m
~βTB
∞∑
n=−∞
gn(s) exp(iνnτ), (22)
K imTB(s− iτ) = −
∞∫
0
dω
π
JTB(ω)
sinh[ω(12~βTB)− τ ]
sinh(12ω~βTB)
sin(ωs)
=
m
~βTB
∞∑
n=−∞
ifn(s) exp(iνnτ). (23)
while ζn(s) =
1
m
∞∫
0
dω
pi
JTB(ω)
ω
2ν2
n
ω2+ν2
n
cos(ωs) or in
terms of the damping kernel γTB(s) [14], ζn(s) =
1
2 |νn|
∞∫
0
du γTB(u)[exp(−|νs(s+ u)|) + exp(−|νs(s− u)|)].
For the case when system-bath interactions are neglected,
i.e., when there is no mixing between the imaginary
time trajectory q¯(τ) and the real time trajectory x(s) in
Eq. (15), only the real part of KTB(s) contributes to the
dynamics, which is consistent with calculations derived
under the factorizing initial condition assumption.
The functions gn(s) and fn(s) can be expressed in
terms of the damping kernels
γTB,BB(s) =
2
m
∞∫
0
dω
π
JTB,BB(ω)
ω
cos(ωs), (24)
and ζn(s) as gn(s) = γTB(s) − ζn(s) and fn =
− 1νn
d
dsζn(s). The spectral density in Eq. (18) generates
the damping kernel γ(s) = γTBΩTB exp(−ΩTB|s|). In
the limit when the cutoff frequency ΩTB tends to infin-
ity, γ(s) → 2γTBδ(s), which corresponds to Markovian
Ohmic dissipation. The spectral density in Eq. (19) gen-
erates γBB(s) = τBBΩ
2
BB [2δ(s)− ΩBB exp(−ΩBB|s|)] .
Note that there is a fundamental limitation to the use
of Eq. (19). That is, in the limit ΩBB → ∞, we get
the surprising result that γBB(s) = 0, i.e. no relaxation
[46, 47]. This corresponds to the point-electron limit
[fk = Ω
2
BB/(Ω
2
BB + ω
2
k) = 1 in Eq. (6)] and is unphys-
ical because even for the electron, ΩBB remains finite,
although large. According to Refs. 46, 47, there is a
natural upper value given by ΩBB = τBB
−1, which corre-
sponds to two-thirds of the time for a photon to traverse
the classical electron radius (recl = 2.818× 10
−15m). Be-
yond this natural limit, causality is violated [46] and the
bare mass m takes negative values [46].
Finally, the kernel KBB(s) is given by
KBB(s) =
∞∫
0
dω
π
JBB(ω) coth
(
ω~βBB
2
)
cos(ωs). (25)
This kernel is responsible for the decoherence due to
thermal fluctuations induced by the blackbody radia-
tion, while the kernels ηTB(s) = mγTB(s) and ηBB(s) =
mγBB(s) in Eq. (15) induce the relaxation process.
C. Explicit calculation of the propagating function
The explicit calculation of the propagating function
demands evaluating the path integral in Eq. (14). Since,
the system is linear, the path integral can be performed
by evaluating the action in Eq. (15) along its stationary
trajectories and condensing the effect of the fluctuations
in a global time dependent factor [5, 14]. The extremum
of the action for imaginary time is given by
m¨¯q−mω20 q¯−
~βTB∫
0
dσkTB(τ−σ)q¯(σ) = −i
t∫
0
dsK∗TB(s−iτ)x(s),
(26)
where we can see how the dynamics in real time, repre-
sented by x(s), drives the system-bath correlations, by
driving the imaginary time path q(τ) in a non-local way.
7For real time, the action is stationary along
mr¨ +mω(t)2r − EL(t) +
d
ds
s∫
0
du η(s− u)r(u)
= r′ηBB(s) + i
t∫
0
duK(s− u)x(u) +
~βTB∫
0
dτK∗TB(s− iτ)q¯(τ),
(27)
mx¨+mω(t)2x−
d
ds
t∫
s
du η(s− u)x(u) = 0, (28)
where we have defined
η(s) = ηTB(s) + ηBB(s), K(s) = K
re
TB(s) +KBB(s).
The term r′ηBB(s) appears here as a consequence of the
sudden turn-on of the blackbody radiation. Since, we as-
sume that the parametric driving, as well as the laser field
and the blackbody radiation act after t = 0, the equilib-
rium state of our system coincides with the one derived
in Ref. 14, so we need to focus only on the evaluation of
the real part of the action.
The real part of the action is stationary along the so-
lution to the equation of motion
mr¨ +m
d
ds
s∫
0
du γ(s− u)r(u) +mω(t)2r
= E¯L(s) + im
t∫
0
duR(s− u)x(u),
(29)
mx¨−m
d
ds
t∫
s
du γ(s− u)x(u) +mω(t)2x = 0, (30)
where we have defined E¯L(s) = EL(s) + r
′ηBB(s) +
m[x¯C1(s) − ix¯C2(s)] with r¯ = (q¯ + q¯
′)/2 and x¯ = q¯ − q¯′.
Additionally, we have defined η(s) = mγ(s) and
R(s, u) = RTB(s, u) +K(s− u)/m
with
RTB(s, u) = −ΛTBC1(s)C1(u)
+
1
~βTB
∞∑
n=−∞
un[gn(s)gn(u)− fn(s)fn(u)],
(31)
C1(s) =
1
~βTBΛTB
∞∑
n=−∞
ungn(s), (32)
C2(s) =
1
~βTB
∞∑
n=−∞
unνnfn(s), (33)
where ΛTB =
1
~βTB
∑∞
n=−∞ un can be related to the
second moment of the position of the system at equi-
librium with TB, 〈q2〉equil. = (~/m)ΛTB, and un =
(ω20 + ν
2
n + ζn)
−1.
Since, for a harmonic potential, the functional action
Σ[x, r, q¯x] can be evaluated using only the real part of the
trajectories r(s) and x(s) [14, 41, 48, 49], we need to solve
only for the real part of Eq. (29) and (30). Due to the
linear character of (29), the solution to the homogeneous
part can be written as
r(s) = r′′
φ1(s)
φ1(t)
+ r′
(
φ2(s)−
φ2(t)
φ1(t)
φ1(s)
)
, (34)
where φ1(s) is the fundamental solution for r(0) = 0 and
r˙(0) = 1, while φ2(s) is the fundamental solution for
r(0) = 1 and r˙(0) = 0. Thus, for Eqs. (29) and (30) we
have
rre(s) = r′′
φ1(s)
φ1(t)
+ r′
(
φ2(s)−
φ2(t)
φ1(t)
φ1(s)
)
+
1
m
∫ s
0
duφ1(s− u)F¯
′(u)−
1
m
φ1(s)
φ1(t)
∫ t
0
duφ1(t− u)F¯
′(u).
(35)
Since F¯ ′(s) contains the term induced by the sudden cou-
pling to the radiation, r′ηBB(s), we can see that r(s) is
driven by this sudden turn on.
Following a similar procedure for x(s), we get
x(s) = x′′
ϕ1(s)
ϕ1(t)
+ x′
(
ϕ2(s)−
ϕ2(t)
ϕ1(t)
ϕ1(s)
)
, (36)
where ϕ1(s) is the fundamental solution for x(0) = 0 and
x˙(0) = 1, while ϕ2(s) is the fundamental solution for
x(0) = 1 and x˙(0) = 0.
For the particular case of no frequency modulation,
φ1(s), φ2(s), ϕ1(s) and ϕ2(s) can be derived from stan-
dard Laplace techniques [14]. For Markovian dissipation,
ΩTB → ∞ in Eq. (18), and harmonic modulation of the
frequency, φ1(s), φ2(s), ϕ1(s) and ϕ2(s) are related to the
Mathieu functions [12, 18]. For more general cases, these
functions must be calculated numerically. However, the
functional form of Eqs. (35) and (36) is very convenient
of the subsequent analytical calculations. For further con-
venience we define
v1(t, s) = ϕ2(s)−
ϕ2(t)
ϕ1(t)
ϕ1(s), v2(t, s) =
ϕ1(s)
ϕ1(t)
, (37)
u1(t, s) = φ2(s)−
φ2(t)
φ1(t)
φ1(s), u2(t, s) =
φ1(s)
φ1(t)
. (38)
The influence functional in Eq. (14) can now be rewrit-
ten as
J(r′′, x′′, t; r′, x′, 0; r¯, x¯) =
1
N(t)
exp
(
i
~
Σ[r, x, r¯, x¯]
)
,
(39)
8where N(t) is a normalization factor given by N(t) = 2π~ 1m |u˙2(t, 0)|
(
2π~ 1mΛTB
)1/2
. After evaluating Eq. (15)
along rre(s) and x(s), we get
Σ[r′′, x′′, r′, x′, r¯, x¯] =
im
(
1
2ΛTB
r¯2 +
ΩTB
2
x¯2
)
+m [x′′r′′u˙2(t, t) + x
′r′u˙1(t, 0)]−m [x
′r′′u˙2(t, 0)− x
′′r′u˙1(t, t)]
+m
t∫
0
ds [x′v1(t, s) + x
′′v2(t, s)]
[
1
m
EL(s) + r
′γBB(s) + r¯C1(s)− ix¯C2(s)
]
+
i
2
mx′
2
∫ t
0
ds
∫ t
0
duR(s, u)v1(t, s)v1(t, u) +
i
2
mx′x′′
∫ t
0
ds
∫ t
0
duR(s, u)v1(t, s)v2(t, u)
+
i
2
mx′′x′
∫ t
0
ds
∫ t
0
duR(s, u)v2(t, s)v1(t, u) +
i
2
mx′′
2
∫ t
0
ds
∫ t
0
duR(s, u)v2(t, s)v2(t, u),
(40)
where ΩTB =
1
~βTB
∑∞
n=−∞ un(ω
2
0 + ζn) can be related
to the second moment of the momentum, 〈p2〉equil. =
~mΩTB, at equilibrium with TB. The first term in
Eq. (40) containing ΛTB and ΩTB can be associated to
the thermal equilibrium state influenced by the presence
of the thermal bath TB. These results provide the general
expression for the influence functional.
D. Limiting cases
The general result in Eq. (39) includes, and agrees
with, several limiting cases. These include:
i In absence of blackbody radiation and with no para-
metric modulation of the frequency, Eq. (39) reduces
to the result in Ref. 14.
ii In absence of the thermal bath and for no laser
field and no parametric modulation of the frequency,
Eq. (39) is the formal path integral equivalent of
Refs. 31, 32 (based on the quantum Langevin equa-
tion formalism).
iii In absence of the thermal bath and with no parametric
modulation of the frequency, Eq. (39) is the formal
path integral equivalent of Refs. 31, 32 to the result
in Refs. 50, 51.
iv In absence of blackbody radiation, for no laser field,
harmonic modulation of the frequency and factorized
initial conditions, Eq. (39) reduces to Ref. 18 (see also
Ref. 12).
v In absence of blackbody radiation, for no laser field,
no modulation of the frequency and for factorized ini-
tial conditions, Eq. (39) reduces to Refs. 4, 52 (see
also Ref. 49 for a description in terms of the Wigner
function and Ref. 53 for a master equation approach).
E. Explicit form of the propagating function
For an initial thermal state, i.e. λ(q′+, q¯
′′, q′−, q¯
′) =
δ(q′+−q¯
′′)δ(q′−−q¯
′) in Eq. (12) and correspondingly r¯ = r′
and x¯ = x′, the influence functional in Eq. (39) with the
function phase given in Eq. (40) can be written in the
very compact form
J(r′′, x′′, t; , r′, x′, 0; r′, x′) =
1
N(t)
× exp
{
−
1
2
xTA(t)x + E+L (s)x
′ + E−L (s)x
′′
} (41)
where xTA(t)x = xTf Af (t)xf + x
T
i Ai(t)xi + 2Bxi where
x = (x′′, r′′, x′, r′), xi = (x
′, r′), xf = (x
′′, r′′), B =
(A13x
′′ + A23r
′′,A14x
′′) with the time dependent matrix
A(t) given by
A(t) =
m
~


R22(t) −iu˙2(t, t) −C
−
2 (t) +R12(t) −iu˙1(t, t)− iC˜
−
1 (t)
−iu˙2(t, t) 0 iu˙2(t, 0) 0
−C−2 (t) +R12(t) iu˙2(t, 0) ΩTB − 2C
+
2 (t) +R11(t) −iu˙1(t, 0)− iC˜
+
1 (t)
−iu˙1(t, t)− iC˜
−
1 (t) 0 −iu˙1(t, 0)− iC˜
+
1 (t) 1/ΛTB

 , (42)
being
C+j (t) =
t∫
0
dsCj(s)v1(t, s), C
−
j (t) =
t∫
0
dsCj(s)v2(t, s).
(43)
The C±j s functions account for the influence of the ini-
tial correlations between the system and the bath on
9the system dynamics. C˜±1 (t) is obtained by replacing
C1(t) → C1(t) + γBB(t) in the definition of C
±
1 (t) in
Eq. (43) and contains the effect of the turn on of the
interaction with the blackbody radiation. The effects of
the laser field EL on the dynamics are encoded in
E+L (t) =
t∫
0
dsEL(s)v1(t, s), E
−
L (t) =
t∫
0
dsEL(s)v2(t, s).
(44)
The decoherence dynamics is governed by the Rij(t) func-
tions given by
Rij(t) =
∫ t
0
ds
∫ t
0
duR(s, u)vi(t, s)vj(t, s). (45)
Once we have completely characterized the functional
form of the propagating function, we proceed in the next
sections to derive explicit expressions for the covariance
matrix elements of the quantum fluctuations and the time
evolution of the reduced density-operator.
V. TIME EVOLUTION OF THE COVARIANCE
MATRIX ELEMENTS
Due to the linear nature of the system under considera-
tion, the dynamics as well as the statistical properties can
be characterized in terms of the first and second moments
[52], defined as 〈f(q(t))〉 =
∫
dr′′f(r′′)ρS(r
′′, x′′ = 0, t),
or in terms of the propagating function in Eq. (41) by,
〈f(q(t))〉 =
∫
dr′′dr′dx′f(r′′)J(r′′, x′′ = 0, r′, x′, r′, x′).
(46)
So, we can now make use of the explicit form of the prop-
agating function in Eq. (41). Note that the propagating
function in Eq. (41) also contains the initial thermal state
ρˆβ,S. These moments define the variances or dispersion
relations
σqq(t) = 〈q
2(t)〉 − 〈q(t)〉2, (47)
σqp(t) =
1
2
〈q(t)p(t) + p(t)q(t)〉 − 〈q(t)〉〈p(t)〉, (48)
σpp(t) = 〈p
2(t)〉 − 〈p(t)〉2, (49)
which will be used in order to express explicitly the time
evolution of the density matrix in Eq. (56).
The first moments are determined by
〈q(t)〉 =
1
mu˙2(t, 0)
∫ t
0
ds v1(t, s)EL(s) (50)
〈p(t)〉 =
∫ t
0
ds
[
v1(t, s)
u˙2(t, t)
u˙2(t, 0)
+ v2(t, s)
]
EL(s) (51)
where the overdot denotes the derivative with respect to
s, i.e., u˙2(t, 0) = ∂u2(t, s)/∂s|s=0.
The second moments are given by
〈q2(t)〉 = 〈q(t)〉2 +
~
2
m2u˙22(t, 0)
[
M11(t)−
~
m
M12(t)
2
]
,
(52)
1
2
〈pq + qp〉 = m〈q2(t)〉u˙2(t, t) +
~
u˙2(t, 0)
[
R12(t)− C
−
2 (t)
]
+ i
~
2ΛTB
mu˙2(t, 0)
[
C˜−1 (t) + u˙1(t, t)
]
M12(t)
+ 〈q(t)〉
∫ t
0
dsv2(t, s)EL(s),
(53)
〈p2(t)〉 = ~mR22(t) + ~mΛTB
[
C˜−1 (t) + u˙1(t, t)
]2
−m2u˙22(t, t)〈q
2(t)〉 +mu˙2(t, 0)〈pq + qp〉
+
[∫ t
0
dsv2(t, s)EL(s)
]2
,
(54)
where
M =
m
~

 ΩTB − 2C+2 (t) +R11 −i
[
u˙1(t, 0) + C˜
+
1 (t)
]
−i
[
u˙1(t, 0) + C˜
+
1 (t)
]
1/ΛTB

 .
(55)
In the absence of the parametric driving, the black-
body radiation and the laser field, Eqs. (52)-(54) are time-
independent and coincide with the expressions (6.62)-
(6.64) in Ref. 14, i.e., 〈q2(t)〉 = (~/m)ΛTB, 〈pq + qp〉 = 0
and 〈p2(t)〉 = ~mΩTB.
VI. TIME EVOLUTION OF THE REDUCED
DENSITY-OPERATOR
If one is interested in the reduced-density operator it-
self, it can be written in terms of the second moments as
〈r′′ |ρˆS(t)|x
′′〉 = (2πσqq(t))
−1/2
exp
[
−
1
2σqq(t)
[r′′ − 〈q(t)〉]
2
−
1
2~2
(
σpp(t)−
σpq(t)
2
σqq(t)
)
x′′2
+
i
~
{
〈p(t)〉+
σpq(t)
2
σqq(t)
(r′′ − 〈q(t)〉)
}
x′′
]
.
(56)
In summary, to obtain the time evolution of the reduced
density operator, we proceed as follows:
i One first specifies the spectral density JTB(ω) to ob-
tain the function describing the modulating force in
Eq. (8). This permits us to obtain the fundamental
10
solutions φ1,2(s) and ϕ1,2(s) in Eq. (35) and Eq. (36),
respectively.
ii One then calculates the kernels KTB(s), k(τ) and
KBB(s) defined in Eqs. (20), (21) and (25).
iii With the fundamental solutions obtained, and all the
kernels calculated, we calculate the auxiliary func-
tions v1,2(t, s) and u1,2(t, s) given in Eqs. (37) and
(37), and subsequently the functions C±j (t), E
±(t)
and Rij(t) defined by Eqs. (43), (44) and (45), re-
spectively.
iv One then calculates the first and second moments
given in Eqs. (50-54), and subsequently the disper-
sion relations in Eqs. (47-49) and system dynamics
via Eq. (56).
This brief prescription concludes our completely formal
and approximation-free treatment. Note that we have
successfully applied the method to a number of cases,
some of which are reported elsewhere [22, 30].
VII. CONCLUDING REMARKS
As discussed in the introduction, the results derived
here can be used to study a wide variety of problems,
e.g., the incoherent [22] or coherent [30] excitation of
open quantum systems in order to provide physical in-
sight into the role of coherences detected in photosyn-
thetic light-harvesting complexes (for a review in the sub-
ject see Ref. 15). In doing so, we need to translate the
propagating function in Eq. (41) into the energy basis in
order to identify the incoherent/coherent nature of the
excitation.
Our results allow us to directly study the possibil-
ity of environmentally assisted one-photon phase control
[28, 29] provided by the fact that the initial equilibrium
density matrix deviates from the canonical distribution.
In this respect, we eliminate the incoherent radiation and
the frequency modulation contributions and focus on how
the phase information encoded in EL(t) can be used to
manipulate the populations of the oscillator [30].
Additionally, the analytic closed expression could be
useful in understanding the delicate balance between dis-
sipation and driving under non-Markovian evolution that
has been pointed out in Ref. 20 in the context of optimal
control theory and cooling of nano-mechanical resonators.
In particular, the optimal cooling protocol addressed in
Ref. 20 by means of numerical techniques, can be ana-
lyzed in great detail from the second moments derived in
Eqs. (52)–(54) and the theory of variational calculus.
In Ref. 12, it was established that the usual quantum
limit, ~ω/kBT > 1, needs to be reformulated for out-of-
equilibrium systems. However, in that work a Marko-
vian Ohmic spectral density, ΩTB →∞ in Eq. (18), was
used, disregarding in this way the dynamics during non-
Markovian time scales. The physical system considered
in Ref. 12 consisted of two identical harmonic oscillators
with time-depend coupling, in the normal mode descrip-
tion we get two independent parametric oscillators. So,
under the same circumstances considered in Ref. 12, the
results derived here allow us to explore the limit for the
presence of quantum features in non-Markovian-driven-
open-quantum systems, which is of great importance in,
e.g., quantum statistical mechanics or control theory.
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