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Hydride precipitation in zirconium is a significant factor limiting the lifetime of nuclear
fuel cladding, because hydride microstructures play a key role in the degradation of fuel
cladding. However, the behavior of hydrogen in zirconium has typically been modeled
using mean field approaches, which do not consider microstructural evolution. This
thesis describes a quantitative microstructural evolution model for the α-zirconium/δ-
hydride system and the associated numerical methods and algorithms that were developed.
The multiphysics, phase field-based model incorporates CALPHAD free energy descrip-
tions, linear elastic solid mechanics, and classical nucleation theory. A flexible simulation
software implementing the model, Hyrax, is built on the Multiphysics Object Oriented Sim-
ulation Environment (MOOSE) finite element framework. Hyrax is open-source and freely
xix
available; moreover, the numerical methods and algorithms that have been developed are
generalizable to other systems. The algorithms are described in detail, and verification
studies for each are discussed. In addition, analyses of the sensitivity of the simulation
results to the choice of numerical parameters are presented. For example, threshold values
for the CALPHAD free energy algorithm and the use of mesh and time adaptivity when
employing the nucleation algorithm are studied. Furthermore, preliminary insights into
the nucleation behavior of δ-hydrides are described. These include a) the sensitivities of
the nucleation rate to temperature, interfacial energy, composition and elastic energy, b)
the spatial variation of the nucleation rate around a single precipitate, and c) the effect of
interfacial energy and nucleation rate on the precipitate microstructure. Finally, several
avenues for future work are discussed. Topics encompass the terminal solid solubility
hysteresis of hydrogen in zirconium and the effects of the α/δ interfacial energy, as well as




1.1 General introduction to nuclear electricity generation
Nuclear power reactors generate a significant share of the global production of electricity.
There are currently 434 nuclear power reactors in operation worldwide [1] with a total
generating capacity of 371.7 gigawatts-electric, and this capacity is projected to increase
between 17 and 94% by 2030 [1]. In the United States, 100 reactors are currently in operation
and five are under construction [2]. All nuclear power reactors in the United States are
light water reactors (LWRs), in which
[1H]2O is the primary neutron moderator and fuel
coolant [2]; both boiling water reactors (BWRs) and pressurized water reactors (PWRs)
are in operation. Figure 1.1.1 illustrates the average capacity factor of the United States
power reactor fleet from 1970 to 2011. The capacity factor is defined as the ratio of the
actual amount of electrical power produced to the amount of electrical power that could
theoretically have been produced if the power plant had been operating continuously at
full power [3]. The average capacity factor has improved significantly since the 1970s,
resulting in an increase in the total power generation of the fleet without the addition of
new power plants, which are costly and time-consuming to build. The increase in capacity
1
factor is due both to a reduction in plant outages and to improvements in nuclear fuel [4].
Figure 1.1.1: Average capacity factor of nuclear power plants in the United States, 1973-
2011 [5].
Safe operation of the nuclear power reactor fleet is the highest priority in the United
States nuclear industry [6, 7]. Two additional industry goals include reducing costs by
achieving power uprates [7] and reducing nuclear waste by improving fuel burnup [7]. A
power uprate is an increase in the maximum power level at which a plant may operate [8],
and fuel burnup is a measure of the energy generated per mass of nuclear fuel [3]. The
Consortium for the Advanced Simulation of Light Water Reactors (CASL), a United States
Department of Energy Innovation Hub, has been created to help meet these goals by
improving modeling and simulation of nuclear power plants [7]. Research within CASL
is focused on the development of physics-based models of processes occurring within a
reactor, including neutron transport, thermal hydraulics, nuclear fuel performance, and
corrosion and surface chemistry [7]. The research presented in this thesis was funded by
CASL as part of their Materials and Performance Optimization thrust.
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1.2 Fuel cladding and its degradation
In an LWR, the nuclear fuel is contained in fuel assemblies, which are inserted into the
reactor core. In the core, heat generated due to nuclear fission is removed by coolant water.
A schematic of a fuel assembly is presented in Fig. 1.2.1. Although fuel assemblies differ
by type and manufacturer, a typical fuel assembly is approximately four meters tall and
contains on the order of 200 fuel rods [9]. A fuel rod is composed of a sealed zirconium
alloy tube, called cladding, which is filled with fuel pellets of uranium oxide or mixed
uranium/plutonium oxide [3]. A typical fuel rod has an outer diameter of 0.8-1.2 cm [3, 9]
with a cladding thickness of approximately 0.6 mm [3,9]. Fuel assemblies generally remain
in the reactor core for three reactor refueling cycles, each of which is 18-24 months long,
totaling approximately six years [3].
The fuel cladding serves several important purposes [3,9]. Primarily, cladding provides
the first line of defense against the release of highly radioactive fission products from
the fuel into the coolant. Cladding also protects the oxide fuel from the coolant and
maintains dimensional stability of the fuel. In addition, cladding must have a high thermal
conductivity and a low neutron absorption cross section for maximum reactor efficiency
and fuel performance. Fuel cladding must fulfill these functions while in the demanding
service environment of the reactor core, which entails neutron irradiation, high pressure,
high temperature and vibration due to coolant flow [9]. Zirconium alloys meet all of
these design criteria and are currently used for LWR fuel assembly components and fuel
cladding [3, 9].
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Figure 1.2.1: A PWR fuel assembly schematic, reproduced from Ref. [10].
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Corrosion is one of the primary mechanisms for fuel cladding degradation. Zirconium
alloy fuel cladding experiences significant corrosion during service due to its exposure
to the coolant water [11], which has a temperature of approximately 600 K. The overall
corrosion reaction is of the form
Zr +2H2O→ ZrO2 + 4H, (1.2.1)
where zirconium reacts with water to form zirconium oxide and hydrogen. The oxide
adheres to the metal, reducing the load-bearing cross section of the cladding and acting
as an insulating layer that prevents efficient heat transfer from the fuel to the coolant [3].
In addition, some fraction of the hydrogen formed during the corrosion reaction diffuses
through the oxide layer into the zirconium [12,13], termed ‘‘hydrogen pickup.’’ During
service, fuel cladding may attain a total hydrogen concentration in the hundreds of parts
per million by weight [14]. Upon reaching the solubility limit of hydrogen in zirconium,
which is approximately 80 wt ppm at 600 K, zirconium hydrides precipitate. Spent fuel
rod cladding typically exhibits a massive hydride layer on the water side and a network of
hydrides of decreasing density toward the fuel side [15].
The presence of zirconium hydride precipitates in zirconium reduces the ductility
of zirconium and its alloys [14]. During reactor operation, the presence of hydrides
can cause fuel failures [15], commonly as a result of hydride blistering [16], hydride
rim formation [15] or hydride reorientation [17]. Therefore, the amount of hydrogen
in the fuel cladding is one factor limiting the fuel burnup that can be achieved. Once
the fuel assembly has been removed from service, delayed hydride cracking may occur
during spent fuel storage [18]. The presence of hydrogen induces brittle behavior below
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a critical transition temperature, which is proportional to the hydrogen content [14]. For
example, zirconium remains ductile at room temperature when it contains less than 10
wt ppm hydrogen, while the ductile-to-brittle transition temperature is greater than 600
K for a hydrogen concentration of 260 wt ppm. The transition behavior is not due to
the presence or absence of hydride precipitates [14] but rather is due to a change in the
failure mechanism [19]. Fractographic study indicates that void nucleation and coalescence
between hydrides occurs during brittle failure, while shear instability in zirconium occurs
between hydrides during ductile failure [19]. In addition, the orientation of macroscopic
hydride precipitates affects how significantly the ductility of a zirconium specimen is
reduced. Hydrides with long axes oriented 50-90◦ from the tensile stress axis reduce
ductility while hydrides oriented parallel to the tensile stress axis do not [14]. Because
fuel cladding experiences hoop stresses (circumferential stresses), the effect of hydrides
on cladding ductility is minimized by fabricating the cladding tubes such that hydrides
precipitate circumferentially rather than radially [20--22].
1.3 Characteristics of zirconium hydride in fuel cladding
Hydrogen is virtually insoluble in zirconium at 298 K, but its solubility increases with
temperature, as shown in the zirconium-hydrogen phase diagram in Fig. 1.3.1 [23]. The
two phases of interest in fuel cladding are hcp α-zirconium and fcc δ-hydride [24], though
fct e-hydride may precipitate at hydrogen contents >1250 wt ppm [24] and metastable
fctγ-hydride may form at high cooling rates [23--25]. The α-zirconium/δ-hydride phase
diagram is of the eutectoid type [23], and in both phases the tetrahedral interstitial sites
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of the zirconium crystal structure are populated randomly with hydrogen [23]. The α-
zirconium phase exhibits its maximum hydrogen solubility of 693 wt ppm (5.9 at.%) at 823
K [23], but hydrogen is essentially insoluble at 298 K. In addition, the δ-hydride phase is
composed of 56.7 at.% hydrogen at 823 K and 66.7 at.% at 298 K [23].
Precipitates of δ-hydride exhibit certain crystallographic characteristics with respect
to the α-zirconium matrix. The most common orientation relationship for δ-hydride and
α-zirconium is [112¯0]α nearly parallel to [11¯0]δ, and (0001)α nearly parallel to (111)δ (the
actual planar orientation differs by approximately 8◦) [22]. In addition, the δ-hydride phase
exhibits a 17.3% volumetric expansion with respect to α-zirconium at 298 K [26,27]. The
misfit strains between the two phases, emis f itij , also known as the stress-free transformation
strains, are temperature dependent. Their temperature dependence is given in Table 1.1;
at 298 K, emis f it11 = e
mis f it
22 = 4.58% and e
mis f it
33 = 7.22% [26]. Because the δ-hydride phase is
cubic, the anisotropy of the misfit strain arises from the anisotropy of the hcp α-zirconium
lattice parameters.
Given the volume expansion of δ-hydride with respect to α-zirconium, a hydride pre-
cipitate will be elastically stressed unless the misfit strain is relaxed by the formation
of dislocations and/or creep. A recent TEM investigation of δ-hydride precipitates in
α-zirconium indicated that the elastic stress within the hydrides was approximately uni-
form and on the order of 1 GPa [28]. Elastic strains up to 5.5% were observed at the
matrix/hydride interface, but decreased in the matrix to less than 0.5% within 50 nm of
the interface [28]. However, plastic strain was also observed, as evidenced by dislocations
in the basal plane of the matrix surrounding the precipitate [28].
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Figure 1.3.1: Phase diagram of the zirconium-hydrogen system. From Ref. [23].
Table 1.1: Stress-free transformation strain of δ-hydride with respect to α-zirconium.
Direction (α-Zr) emis f itij (T) [26]
[112¯0] emis f it11 (T) = 0.03888+ 2.315× 10−5T
[11¯00] emis f it22 (T) = 0.03888+ 2.315× 10−5T
[0001] emis f it33 (T) = 0.06646+ 1.9348× 10−5T
The precipitation of δ-hydride in α-zirconium occurs when the material becomes su-
persaturated with respect to the solubility limit (i.e., the terminal solid solubility, or TSS).
Supersaturation may occur either by cooling the material at a fixed hydrogen concentration
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or by increasing the hydrogen concentration at a fixed temperature. According to the
thermodynamic theory of bulk phases, the solvus will be the same upon cooling and heat-
ing, i.e., hydride precipitation and dissolution, respectively. However, the experimentally
measured TSS for precipitation (TSSp) is greater than the experimentally measured TSS
for dissolution (TSSd) at any given temperature [20, 29--33], a phenomenon known as TSS
hysteresis. While investigations into the TSSd of various α-zirconium alloys indicate little
variation, the TSSp results display a significant degree of scatter. In general, the TSSp and
TSSd are not affected by the microstructure [30], amount of cold work [30], alloying content
(with the exception of oxygen) [30, 31], and heating and cooling rates up to 10◦C/minute,
though both the TSSp and TSSd are affected by higher rates [20, 30, 32, 34]. Neutron irradi-
ation increases the values of both the TSSp and TSSd, possibly due to hydrogen trapping
at irradiation-induced defects, but the TSSp and TSSd are restored upon annealing [30, 35].
The currently accepted theory of the origin of TSS hysteresis is that the TSSd represents
the stress-free solubility limit, while the TSSp represents the effect of elastic energy on
the solubility limit [36--39]. According to this analysis, only approximately 50% of the
elastic strain energy induced by the crystallographic misfit strain is required to increase the
solubility limit of hydrogen to the TSSp [40]. However, this analysis was performed using
isotropic elastic constants and misfit strains and did not take into account temperature
dependence. In addition, it imposed the shape of the hydride.
The microstructure of an α-zirconium/δ-hydride system contains two length scales:
microscopic hydride precipitates on the order of tens to hundreds of nanometers, and
agglomerates of microscopic precipitates on the order of tens of microns, which are
referred to as macroscopic hydrides. The structure of macroscopic hydrides is controlled
by the behavior of microscopic precipitates. Macroscopic precipitates tend to form long
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Figure 1.3.2: A compilation of TSSd and TSSp data of a-zirconium alloys (zirconium,
Zircaloy-2, and Zircaloy-4), labeled by the first author. Experimental techniques include
synchrotron X-ray diffraction (Barrow, Zircaloy-2 [33], Zanellato, Zircaloy-4 [32], Co-
las, Zircaloy-2 [20]); differential scanning calorimetry (McMinn, Zircaloy-2 and 4 [30],
Une, Zircaloy-2 (2003) [31], Une, zirconium (2004) [41], Tang, Zircaloy-4 [42]); dilatome-
try (Erickson, zirconium [29], Slattery, Zircaloy-4 [43]); and diffusion coupling (Kearns,
zirconium [44]).
‘‘stringers’’ that can be observed optically [25], as shown in Fig. 1.3.3. At lowmagnifications,
a macroscopic hydride may appear to be one particle, but is found to be composed of
stacks of hydride platelets [22,45--47]. Microscopic δ-hydride platelets precipitate with the
orientation relationship to zirconium described previously, and their habit plane tends
to be close to the basal plane [22, 47]. The platelet shape is likely influenced by the elastic
strain induced by the misfit between the hydride and the matrix, which is greatest in the
[0001] direction. The apparent habit plane of a macroscopic hydride is a result of the angle
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of alignment between the microscopic hydrides in the hydride stack [22, 45--47], as shown
in Fig. 1.3.4.
Figure 1.3.3: The macroscale hydride structure of irradiated Zircaloy-4 fuel cladding. The
hydrides are present as dark gray circumferential lines. Reproduced from Ref. [48].
(a) (b)
Figure 1.3.4: The microstructure of a single hydride precipitate. (a) Bright field TEM; the
hydride appears as one massive particle. (b) Dark field TEM; the individual plates in the
hydride are apparent. Reproduced from Ref. [22].
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The orientation of macroscopic hydrides experience depends on the stress field, which
is termed stress orientation. In this process, the long axis of the hydride tends to form
normal to a tensile stress (or parallel to a compressive stress) [49, 50]. Stress orientation
likely occurs to minimize the elastic energy incurred by the volume expansion of the
hydride [49]. In addition, macroscopic hydrides may experience stress reorientation [49,50].
Reorientation may occur in fuel cladding when it experiences a change in temperature
(e.g., due to refueling or oxide spalling). This may cause a change in the orientation of
macroscopic hydrides from the circumferential direction to the radial direction, decreasing
cladding ductility. In hydride reorientation, the temperature of the hydrided material
fluctuates. Upon a temperature increase, some or all of the hydrides dissolve [50]. The
specimen then undergoes a change in stress state and a decrease in temperature such
that macroscopic hydrides re-precipitate with a new orientation [50]. The fraction of
reoriented hydrides increases as the magnitude of the applied stress increases [49,51,52],
and a minimum stress between approximately 80-150 MPa is required [49, 51, 52]. The
reorientation of macroscopic hydrides is currently hypothesized to be caused by a change
in the stacking angle of microscopic hydride arrays in response to the stress state of the
material [22, 47].
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Figure 1.3.5: The stress orientation of macroscopic hydrides surrounding a gauge mark
punched into Zircaloy-2. Reproduced from Ref. [49].
The arrangement of microscopic δ-hydride platelets into aligned stacks is currently
hypothesized to be a result of autocatalytic nucleation and elastic stabilization [22, 53]. In
general, the free energy of the material and the activation energy for hydride nucleation
are dependent upon both solute supersaturation and elastic energy. In the autocatalytic
nucleation process, the presence of a coherent precipitate induces localized stresses within
the matrix. The spatial distribution of the stresses around the precipitate may cause certain
arrangements of precipitates to be energetically favorable [22,53]. Perovic et al. analytically
examined the elastic interaction energy between two rectangular-platelet-shaped hydride
precipitates in various geometrical arrangements [53]. Certain configurations of hydrides
were found to have negative (favorable) interaction energies, such as platelets stacked at
an angle of 30◦ or 60◦ [53].
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1.4 Existing models of hydriding in zirconium
Several models have been proposed to describe hydrogen diffusion and hydride precipita-
tion in zirconium, including reaction-diffusion models and phase field models. All of the
reaction-diffusion models coarse-grain the α-zirconium/δ-hydride microstructure [54--58].
A reaction-diffusion model was proposed to describe hydrogen supercharging in zirco-
nium and the formation of a surface hydride layer [56]. The model was later extended
following Onsager theory to describe hydrogen diffusion in the presence of a temperature
gradient [57]. Another reaction-diffusion model was developed that incorporates experi-
mental TSSp and TSSd data as well as diffusion in a temperature gradient [58]. Finally,
a reaction-diffusion model for hydride layer formation and cracking [54, 55] has been
proposed. In addition, a mean-field model of the kinetics of hydride precipitation and
hydride orientation under an applied stress [59] has been developed more recently. This
mean-field model incorporates classical nucleation theory and assumes hydride orientation
is determined upon nucleation, not growth [59].
Several phase field models have been developed recently to model the microstructure
evolution of hydrides in zirconium. Unlike the reaction-diffusion models described
previously, phase field models can simulate the evolution of individual precipitates in
a matrix. A series of work has been published detailing the development of a phase
field model of γ-hydride precipitation and growth in α-zirconium [60--64]. In the earlier
works, the material was modeled as linear elastic [60--62], while in the later works, the
material was modeled as elasto-plastic [63, 64]. Hydride nucleation was achieved with the
use of noise terms in the evolution equations at the beginning of the simulation. It was
found that the hydrogen distribution in the matrix increases in regions under tensile stress,
particularly at the tips of the γ-hydride needles. In addition, plasticity in the zirconium
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matrix decreases the growth rate, as measured by the length of the γ-hydride needle, due to
a smaller increase of hydrogen in the matrix in the vicinity of the hydride tips [63,64]. Very
recently, a quantitative phase field model has been proposed for γ-hydride precipitation
and growth [65,66]. However, the effort fits phenomenological parameters to a Landau
polynomial for the chemical free energy density without presenting a verification of the
equilibrium compositions and phase fractions, and approximates nucleation behavior with
random noise terms in the evolution equations.
1.5 Research objectives
As described in the previous section, the α-zirconium/δ-hydride system is of technological
importance, particularly for the fuel assemblies of nuclear power reactors. However, the
microstructural evolution of the system is complex and the underlying physics governing
it are not thoroughly understood. A predictive model of the microstructural behavior of
hydrogen in zirconium, specifically of hydride precipitation and growth, will improve the
fuel performance models and could accelerate the development of new zirconium alloys.
For example, the microstructural model could be used to understand the evolution of
hydrides in the presence of a crack tip, which occurs during delayed hydride cracking [67].
In addition, data obtained from the microstructural model, such as the volume fraction of
hydrides and the hydride nucleation rate, could be used in engineering-scale models. Thus,
the objective of this thesis is the development of a quantitative microstructure evolution
model of the α-zirconium/δ-hydride system that captures the diverse behaviors described
in Section 1.3.
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Because a phase field model is based on the thermodynamics and kinetics of the
system, coupled effects are naturally captured. Therefore, a wide range of experimentally
observed phenomena (e.g., hydrogen diffusion and hydride nucleation, both of which
are influenced by stress) can be studied with the same model. Thus, the phase field
approach has been chosen as the basis for the quantitative microstructure evolution model
of the α-zirconium/δ-hydride system. The capabilities of the phase field model have
been extended by coupling it with solid mechanics and classical nucleation theory. To
obtain quantitative results, the combined model must be accurately parameterized. In
addition, a flexible simulation software has been created based on the Multiphysics Object
Oriented Simulation Environment (MOOSE) finite element framework [68,69]. Numerical
algorithms have been designed, implemented, and verified to address challenges presented
by the model implementation. Finally, this development effort has been applied to study
hydride nucleation in zirconium.
1.6 Dissertation outline
This dissertation contains six chapters: (I) Introduction, (II) Background, (III) General
Method for Incorporating CALPHAD Free Energies of Mixing into Phase Field Models,
(IV) ANucleation Algorithm for the Coupled Conserved-Nonconserved Phase FieldModel,
(V) Preliminary Work and Future Work, and (VI) Conclusion.
In the present chapter, the motivation for this research is presented. The importance of
zirconium in the nuclear power industry is examined and characteristic microstructural
evolution behaviors of hydrides in zirconium are described. Existing models of hydrogen
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in zirconium are summarized. Finally, the research objectives of this thesis are discussed.
In Chapter II, the background information is presented. A general description of the
phase field modeling approach, a core component of the model, is given, as well as a
discussion of the different approaches for incorporating nucleation into phase field models.
In addition, the multiphysics microstructural model of the α-zirconium/δ-hydride system
is described. Themodel combines a phase field model incorporating CALPHAD-based free
energies, a linear elastic solid mechanics model, and a nucleation model based on classical
nucleation theory. The governing equations and the nondimensionalization of the system
are presented. Finally, an introduction to the finite element method and a description the
code that has been developed for the multiphysics model is given. This chapter is based
on the articles ‘‘A Nucleation Algorithm for the Coupled Conserved-Nonconserved Phase
Field Model’’ [70] and ‘‘General Method of Incorporating CALPHAD Free Energies of
Mixing into Phase Field Models: Application to the α-Zirconium/δ-Hydride System’’ [71].
In Chapter III, the algorithm developed to successfully incorporate the CALPHAD-
based free energies is presented. The method is verified by planar interface simulations of
the α-zirconium/δ-hydride system. The phase fractions and compositions obtained from
the phase field simulations are compared to the values obtained via the common tangent
construction on the original free energies and the sensitivity of the results to the choice of
algorithm parameters is quantified. This chapter is based on the article ‘‘General Method
of Incorporating CALPHAD Free Energies of Mixing into Phase Field Models: Application
to the α-Zirconium/δ-Hydride System’’ [71].
In Chapter IV, the algorithms developed for incorporating nucleation into the model are
presented. Both the introduction of a single nucleus and concurrent nucleation and growth
are examined. The kinetics of a phase transformation exhibiting concurrent nucleation and
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growth with a constant nucleation rate is analyzed in the form of the Avrami equation,
and a statistical analysis is performed to determine if mesh and/or time adaptivity affects
the simulation results. This chapter is based on the article ‘‘A Nucleation Algorithm for
the Coupled Conserved-Nonconserved Phase Field Model’’ [70].
In Chapter V, preliminary results on the nucleation behavior of δ-hydride in α-zirconium
are presented, along with suggestions for future work. The sensitivities of the nucleation
rate to temperature, interfacial energy, hydrogen concentration and elastic energy are
explored within a small parametric space, and the spatial variation of the nucleation rate
around a single precipitate at a single hydrogen composition is described and analyzed.
Preliminary concurrent nucleation and growth simulations illustrate how the precipitate
microstructure is affected by the nucleation rate. Multiple avenues of future work are
suggested; topics include the terminal solid solubility hysteresis of hydrogen in zirconium
and the effects of the α/δ interfacial energy, as well as thermodiffusion, plasticity, and
irradiation, which are not yet accounted for in the model.
In Chapter VI, the summary and impact of this research are presented.
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CHAPTER II
Background: Physics and Numerical Methods
In this chapter, a multiphysics phase fieldmodel is proposed to describe the α-zirconium/δ-
hydride system. The model incorporates solid mechanics and classical nucleation theory.
This model is used throughout this thesis, with certain variations that are identified at
the beginning of each chapter. Prior to this work, a quantitative phase field model for the
microstructural evolution of the α-zirconium/δ-hydride system has not been presented
in the literature. Below, an introduction to the phase field model is first given. Next,
the multiphysics phase field model for the α-zirconium/δ-hydride system is described.
Finally, an introduction to finite element modeling and the computational framework that
was developed is discussed.
2.1 Introduction to the Phase Field Model
In this section, a general introduction to the phase field modeling approach is given.
Comprehensive descriptions and reviews of phase field modeling are found in Refs.
[72--77]. Phase fieldmodeling is amethod of simulatingmicrostructural evolution based on
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thermodynamics and kinetics, and has been successfully applied to phase transformations
such as spinodal decomposition [78--81], coarsening [82--86], solidification [87--89], and
thin film growth [80,90--93].
In a phase field model, a microstructure is described by one or more continuous
conserved or nonconserved field variables, termed order parameters. An order parameter
is generally denoted as φ(r, t) and indicates the phase at r, where r is position and t is
time. Each phase is designated by a bulk value (e.g., φ = 0 for the α phase and φ = 1
for the β phase), and the value of φ changes smoothly between the phases. The position
of the interface between the phases is described by an intermediate value (e.g., φ = 0.5),
schematically illustrated in Fig. 2.1.1. Thus, the phase field methodology eliminates the
need to track the positions of the interfaces explicitly. The free energy of the system can be
described as a functional of the order parameters, and the evolution of the system is driven
by the reduction of the free energy [81,94]. The Gibbs-Thomson effect, which causes a shift
in the compositions of phases due to the presence of a curved interface, is automatically
incorporated.
2.1.1 Free energy
The system, whose microstructure is described by order parameters φ1 (r, t) , ...φn (r, t),
has a free energy G [95],
G = Gbulk + Ggrad + ... (2.1.1)
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Figure 2.1.1: A schematic illustration of the diffuse interface profile between phases in a
phase field model, where φ is the phase field variable. The interface region is marked with
gray hatching.
where Gbulk is the ‘‘bulk’’ or ‘‘chemical’’ energy related to compositional inhomogeneity
and Ggrad is the gradient energy, which is incorporated to generate a diffuse interface.
Additional terms may be added to Eq. 2.1.1, such as elastic energy, to further describe the
system being modeled. The free energy is a functional of the order parameters [95], i.e.,
G = G [φ1 (r, t) , ...φn (r, t) ,∇φ1 (r, t) , ...∇φn (r, t)] , (2.1.2)





gbulk (φ1, ...φn) + ggrad (φ1, ...φn) + ...
)
dV (2.1.3)
where V is the volume, gbulk is the chemical free energy density and ggrad is the gradient
energy density. The typical form of ggrad is proportional to the square of the gradient of






gbulk (φ1, ...φn) + κ1|∇φ1|2...+ κn|∇φn|2
)
dV (2.1.4)
where κ is a gradient energy coefficient. The gbulk term is generally in the form of a double
well with an energy barrierW of some height between the wells; a schematic of a simple
gbulk (φ) is given in Fig. 2.1.2. The gbulk term favors infinitely sharp interfaces between
phases, while the ggrad term favors a uniform mixture by imposing a gradient energy
penalty (i.e., the free energy of the system increases as the gradient of φ becomes greater).
A diffuse interface with a finite width results from the competition between the gbulk and
ggrad terms [95]. The interfacial width is typically larger than the physical interface and is
treated as a computational parameter. The interfacial energy of the physical system can be
incorporated by controllingW, κ, and the diffuse interface width in the model.
2.1.2 Governing equations
The evolution of the system is driven by the reduction of the free energy. For a conserved
field variable, the time evolution is governed by the Cahn-Hilliard equation [81], while for
a nonconserved field variable, the Allen-Cahn equation describes the dynamics [94]. The
Cahn-Hilliard equation is based on the theory of irreversible thermodynamics [81, 96] and
can be considered as a generalized diffusion equation. For a conserved quantity c, the flux
Jc of c is given as
Jc = −Mc∇Φc (2.1.5)
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Figure 2.1.2: A schematic of the bulk free energy as a function of the phase field variable, φ.
The energy has a a double-well shape with a well heightW. The equilibrium compositions
of the phases are marked.
where Mc is the mobility of c and Φc is the diffusion potential [96]; Eq. 2.1.5 is the so-called
‘‘force-flux relationship’’ [96]. The law of mass conservation dictates that the rate of change
in c with respect to time is [81, 96]
∂c
∂t
= −∇ · Jc = ∇ · (Mc∇Φc) . (2.1.6)








Unlike the conserved order parameter system, a system with a non-conserved parame-
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ter evolves such that the change is driven by the fastest decrease in free energy without the
constraint of mass conservation. In this case, the dynamics are described by the Allen-Cahn
equation [94]. For a nonconserved quantity n in a non-equilibrium system, the change of n
with respect to time is directly proportional to its potential Φn [94],
∂n
∂t
= −LnΦn = −Ln δF
δn
, (2.1.8)
where Ln is the kinetic coefficient for the nonconserved quantity. In a phase field model
governed by the Allen-Cahn equation, the velocity of interfaces is proportional to the
mean curvature [94].
2.2 Multiphysics phase field model
2.2.1 Free energy formulation
A phase field model simulates the evolution of the system based on the reduction of the
total free energy. The α-zirconium/δ-hydride system may be described using a coupled
conserved-nonconserved system. The conserved field variable, X, is the atomic fraction
of hydrogen, and the nonconserved structural field variable, η, tracks the structural
transformation between the two phases (η = 0 for the α phase and η = 1 for the δ phase).












dV + Gelastic, (2.2.1)
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where κX and κη are the gradient energy coefficients for the atomic fraction of hydrogen
and the structural order parameter, respectively, gchem is the bulk chemical free energy
density, Gelastic is the elastic strain energy, T is the absolute temperature, and V is the
volume of the system. Although elastic strain energy affects the total free energy of the
system, chemical and elastic energy contributions are typically incorporated separately in
a phase field model [72]. The incorporation of elastic strain energy will be described in
Section 2.2.3.
The expression for gchem follows the Wheeler-Boettinger-McFadden (WBM) [97] model.





(1− h (η))G0,αmix (X, T) + h (η)G0,δmix (X, T) + wk (η)
]
(2.2.2)
where G0,αmix (X, T) is the molar free energy of mixing of α-zirconium with hydrogen,
G0,δmix (X, T) is the molar free energy for δ-hydride, and Ω0 = 1.4× 10−5 m3/mol is the
molar volume of α-zirconium. In addition, h (η) = η2 (3− 2η) is the interpolation function
that increases monotonically from h (0) = 0 to h (1) = 1, k (η) = η2 (η − 1)2 is the double
well function, and w controls the height of the barrier, though other terms may contribute
to the total energy barrier. The G0,αmix (X, T) and G
0,δ
mix (X, T) energies were calculated by
Dupin et al. using the CALPHAD method [98] and are described in Section 2.2.1. The
mixing energies were approximated as the piecewise functions G˜0,αmix (X, T) and G˜
0,δ
mix (X, T)
to overcome numerical challenges; this approximation is detailed in Chapter III.
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CALPHAD free energies of mixing
Quantitative modeling of the α-zirconium/δ-hydride system requires a realistic descrip-
tion of the chemical free energy, and the CALPHAD method was chosen for the model.
The CALPHAD method is a semi-empirical approach for formulating free energies of
mixing using known thermodynamic data and equilibrium phase diagrams [99, 100]. The
incorporation of realistic CALPHAD-based free energies into phase field models has
significantly increased prediction capabilities of phase field modeling [73, 75, 76]. To
date, this approach has been applied to steels [101--104], superalloys [84, 105--111], and
aluminum alloys [112--114], among others, with studies examining both solidification
[101, 105, 110, 112, 114--120] and solid-state transformations [84, 102--109, 111, 113, 121--123].
In the CALPHADmethod, a molar free energy of mixing for a single phase is expressed
in the form
G0,imix (X, T) = G
0,i
re f (X, T) + G
0,i
ideal (X, T) + G
0,i
excess (X, T) , (2.2.3)
where G0,ire f is the reference free energy of mixing of the ‘‘end members’’ [100], G
0,i
ideal is
the free energy of mixing for an ideal solution, and G0,iexcess is the free energy of mixing
that deviates from the ideal solution model [99]. The end members may be elements
or stoichiometric compounds, as in the case of free energies formulated according to a
sublattice model [100]. The sublattice model is a common technique for developing free
energies of mixing for substitutional and interstitial solutions as well as compounds [100].
In the sublattice model, the end member compound is formed when all of the vacancies in
the sublattice are filled.
Both the α-zirconium phase (solid solution with interstitial hydrogen) and the δ-hydride
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phase can be modeled as two-sublattice systems, in which zirconium fills the first sublattice
and hydrogen and vacancies fill the second sublattice [124,125]. The α-zirconium phase
is notated as (Zr)1 (H, vac)1, while δ-zirconium hydride is notated as (Zr)1 (H, vac)2 [98].
The subscripts indicate the number of sites of each sublattice per unit cell. The free
energies of mixing for the α-zirconium/δ-hydride system were parameterized by Dupin et
al. [98] using the CALPHAD method. The molar free energy of mixing for hydrogen in
α-zirconium is given as
G0,αmix (X, T) =
[















and that for δ-hydride is given as























(X− 1) L0f cc (T) + (1− 2X) L1f cc (T)
]
(2.2.5)





and L1f cc (T) are supplied by Ref. [98], and the parameterizations for G
0,hcp
Zr (T) and
G0, f ccZr (T) are from Ref. [126]. We parameterized G
0,gas
H2 (T), which is needed to calcu-
late G0,hcpZrH (T) and G
0, f cc
ZrH2 (T), using the data in Ref. [127]. All of the parameterizations are
reproduced below.
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G0,hcpZr (T) = −7827.595+ 125.64905T − 24.1618T ln (T)
−4.37791x10−3T2 + 34971T−1 J/mol (2.2.6)
G0, f ccZr (T) = −227.595+ 124.74905T − 24.1618T ln (T)
−4.37791x10−3T2 + 34971T−1 J/mol (2.2.7)
G0,gasH2 (T) = 8055.34− 243.79T + 18.313Tln (T)
−0.034513T2 − 734182T−1J/mol (2.2.8)
G0,hcpZrH (T) = −45965+ 41.6T + G0,hcpZr (T) +
1
2
G0,gasH2 (T) J/mol (2.2.9)
G0, f ccZrH2 (T) = −170490+ 208.2T − 9.47T ln (T) + G
0,hcp
Zr (T) + G
0,gas
H2 (T) J/mol (2.2.10)
L0f cc = 14385− 6.0T (2.2.11)
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L1f cc = −106445+ 87.3T (2.2.12)
2.2.2 Governing equations
Themicrostructural evolution of the system is governed by coupled conserved-nonconserved
dynamics [97]. Note that this model is presented for isothermal temperature fields; it
has not been verified to model the effect of temperature gradients. The Cahn-Hilliard
equation [81] governs the evolution of the atomic fraction of hydrogen. To reduce compu-
tational resource requirements, the Cahn-Hilliard equation is split into two second-order
equations [128, 129]. Although the full fourth-order Cahn-Hilliard equation may be imple-
mented, the split formulation provides significantly higher computational efficiency for





















The mobility of hydrogen in the system must be formulated such that the diffusivity
of hydrogen in the α and δ phases is reproduced in the phase field model. In addition,
the mobility must be positive [96]. For a single phase, the flux JH of hydrogen calculated
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where D is the diffusivity, JH has units of mol ·m−2s−1, and M has units of mol ·m2J−1s−1.
For the α-zirconium/δ-hydride phase field model, the mobility in the α phase is given as





and the mobility in the δ phase is given as





such that the total mobility in Eq. 2.2.13 is
M (X, η, T) = (1− h (η))Mα (X, T) + h (η)Mδ (X, T) , (2.2.18)
where Dα (T) is the diffusivity of hydrogen in α-zirconium [131] and Dδ (T) is the diffu-





= −∇ · JH. (2.2.19)















where L is the kinetic coefficient, which has units of m3J−1s−1. Both the mobility and the
kinetic coefficient are assumed isotropic.
2.2.3 Solid mechanics model
General model
The elastic strains in the hydride and in the surrounding matrix are important factors
influencing the microstructural evolution of hydride precipitates. As described in the
Introduction, TEM investigation indicates that elastic strains up to 5.5% are present at
the α-zirconium/δ-hydride interface of nanoscale hydrides [28]. The maximum observed
elastic strain value is much larger than the macroscopic yield point (typically assumed
as 0.2%) and is only somewhat smaller than the maximum crystallographic misfit strain
(7.2% [27]). These observations indicate that coherency between the matrix and hydride
introduces elastic strain. Because the size of the precipitates we simulate are nanoscale,
for which elastic deformation is relatively small compared to larger coherent particles, we
make a simplifying assumption of linear elasticity to model the mechanical behavior of
the system. Linear elasticity has previously been incorporated into phase field models of
γ-hydrides in α-zirconium [60--62]. In Section 2.2.3, we discuss how we model relaxation
of the misfit strain, as we do not assume that all the misfit is retained between the hydride
and matrix.
The solid mechanics model determines the elastic strains in the system. Mechanical





whereσij (r) is the elastic stress tensor components at point r (for which the indices vary
from 1 to 3), and the equation is expressed in Einstein summation notation. The constitutive
relationship for linear elasticity that relates the elastic stress and the elastic strain is
σij (r) = Cijkl (r) eelkl (r) , (2.2.22)
where Cijkl is the stiffness tensor, which may be dependent upon temperature, and eelkl is
the elastic strain. Because the lattice parameters are different between the two phases, the
elastic strain differs from the total strain as [133]
eelkl (r) = e
total
kl (r)− e0kl (r) (2.2.23)
where e0kl (r) is the local stress-free strain tensor (i.e., strain measured with respect to
the reference lattice). Therefore, stress-free lattice expansions do not contribute to elastic





















Cijkl (r) eelij (r) e
el
kl (r) dV. (2.2.25)
Due to numerical considerations, we assume that Cijkl is homogeneous between phases.
The stiffness tensor values are set to take that of α-zirconium [134], as done previously
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in phase field modeling of γ-hydrides in α-zirconium [60--63] This approximation was
incorporated to avoid spurious checkerboard patterns that develop in the stresses and
strains of the precipitate when performing finite element calculations with heterogeneous
stiffnesses between phases [135]. The issue likely arises from the near-incompressibility of
the precipitate, causing spurious pressure modes and/or element locking [135]. Although
formulations do exist to avoid this numerical problem [135--137], they are non-trivial
to apply. In addition, while the elastic properties of α-zirconium have been extensively
measured, [134], those of δ-hydride have not been well characterized. The Cijkl values
for δ-hydride have been calculated at 0 K [138] and are similar to the measured values
for α-zirconium at 4 K [134]. The Young’s modulus of δ-hydride has been measured at
ambient temperature, and was found to be only slightly stiffer than α-zirconium [139--
143]. However, the elastic properties of both α-zirconium and δ-hydride display strong
temperature dependencies [134, 140], and thus there is significant uncertainty in the elastic
constants of δ-hydride at the elevated temperatures simulated in this work. Therefore, we
assume that the δ-hydride stiffness tensor can be approximated by that of α-zirconium.
Misfit strain relaxation
In the model presented here, e0kl (r) accounts for both matrix/hydride misfit strains and
for the dilational effect of interstitial hydrogen in solution with α-zirconium, similar to the
formulation in Ref. [63]. The misfit strain tensor is given as a linear combination of the













where emis f itkl is the temperature-dependent misfit strain of δ-hydride with respect to pure
α-zirconium [26], X is the atomic fraction of hydrogen, λkl is the local distortion tensor
created by an interstitial hydrogen atom in solution with α-zirconium [144,145], which is
assumed to be temperature-independent, and ψ is the fraction of misfit strain relieved by
misfit dislocations, which will be described further below. The interpolation functions,(
1− η2 (r)) and η2 (r), are chosen following Refs. [63, 146].
As discussed previously, the elastic strains reported in Ref. [28] are significantly larger
than the macroscopic yield strain, but some plastic deformation was also observed around
the precipitates. Therefore, the relaxation factor, ψ, was incorporated into Eq. 2.2.26 to
approximate the effect of coherency loss between the hydride and matrix by reducing
the values of emis f itkl . This factor represents the fraction of the misfit strain that is not
relieved by interfacial dislocations and takes a value between zero and one, where zero
indicates no misfit strain relaxation and unity indicates total relaxation of the misfit strain.
Semi-coherent precipitates are indicated by intermediate values of ψ. This formulation
assumes that no dislocations reside in the bulk of the matrix or the hydride. Decreasing
the value of emis f itkl by ψ is similar to the methods proposed in Refs. [147,148] to account
for the effect of interfacial dislocations in a phase field model. In these works, a plastic
strain tensor is subtracted from the misfit strain tensor, reducing the misfit strain tensor
values and the calculated elastic strain.
The relaxation of emis f itkl will have a concomitant effect on the interfacial energy between
the α and δ phases. While quantitative values of the α/δ interfacial energies are not
available in the literature, the interfacial energy is estimated as [149]
γ = γch + γst, (2.2.27)
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where γch is the chemical energy of the interface (calculated in Ref. [150] for other coherent
hydride phases) and γst is the energy due to the presence of dislocations reducing the
misfit strain between the α and δ phases. The dislocation contribution to the interfacial
energy is obtained in Refs. [149, 151] as γst ≈ 12Sbe0, where S is the shear modulus of
zirconium, b is the Burgers vector of a dislocation, roughly equal to the lattice constant of
δ-hydride, and e0 is the average α/δ misfit strain. However, as mentioned in Section 2.2.3,
the misfit strain is not fully relieved by interfacial dislocations for nanoscale hydrides [28].
To model this case, ψ is incorporated into γst. The dislocation contribution to the interfacial
energy is modeled as
γst ≈ 12Sbψe
0 (2.2.28)
where S is the shear modulus of zirconium, b is the Burgers vector of a dislocation, roughly
equal to the lattice constant of α-hydride, and e0 is the average α/δ misfit strain [27]. A
fully coherent interface and a fully relaxed interface are represented by ψ = 0 and ψ = 1,
respectively. A larger ψ indicates a higher density of dislocations and thus a smaller
dislocation spacing.
2.2.4 Nucleation model
Nucleation and growth are key phenomena in phase transformations such as solidification
and solid-solid precipitation. Nucleation behavior can have a major impact on the resulting
microstructure and material properties. For example, precipitation hardening of alloys
involves the formation of second-phase particles. The mechanical properties of such
materials are dependent on precipitate size and spatial distribution; these characteristics
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are controlled in part by the nucleation behavior [152]. Thus, modeling of nucleation and
growth is of major technological and scientific importance for materials development and
design [153,154].
An introductory discussion of the various methods to incorporate nucleation into
phase field models is given in Section 2.2.3. In the multiphysics phase field model of the
α-zirconium/δ-hydride system, the method introduced by Simmons et al. [155] is chosen.
Hereafter, this method will be referred to as the explicit nucleation algorithm. In addition,
a discussion of classical nucleation theory is presented along with parameterization for the
α-zirconium/δ-hydride system.
Methods to incorporate nucleation into phase field models
The formulation of the evolution equations in the phase field model precludes the occur-
rence of activated processes such as nucleation. Nucleation is commonly handled in one
of two approaches within a phase field model [74], though other approaches exist as well.
In the first method, a random noise term satisfying the fluctuation-dissipation theorem, ζn,






for the Allen-Cahn equation. These fluctuations give rise to homogeneous nucleation [156].
However, the spatial and temporal resolutions required to accurately describe these
fluctuations are computationally prohibitive with existing resources except for when
modeling extremely small volumes. In practice, unphysically large random noise is
often used in the early stage of a simulation to induce the formation of second phase
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particles. After their formation, the noise is deactivated and growth of the particles
ensues [156--158]. Similarly, heterogeneous nucleation on microstructural defects and
walls has been modeled by the use of white- and colored-noise terms in the evolution
equation [159].
An alternative to the aforementioned noise-based methods is explicit introduction
of nuclei into the phase field simulation. In this method, classical nucleation theory
is applied to a phase field model described by coupled conserved-nonconserved order
parameters [155]. The local nucleation probability for each discretized volume in the
simulation is calculated as a function of the local nucleation rate, and nucleation occurs
stochastically as a function of the local nucleation probability. If nucleation occurs, a
supercritical nucleus is introduced into the simulation by changing the value of the local
composition field. To satisfy mass conservation, a depletion region around the nucleus
must be created in the composition field. The algorithm was initially implemented with a
depletion region described by a discontinuous concentration profile [155]. In subsequent
work, a depletion region profile derived from the Zener gradient approximation [160] was
demonstrated. This method was further modified by introducing a diffusion smoothing
step after nucleus introduction [161] to create a smooth composition gradient at the
nucleus/matrix interface.
Several other phase field treatments of nucleation exist in addition to the two afore-
mentioned approaches. Microscopic phase field formulations of heterogeneous nucleation
on defects were developed, in which the energy of a defect, such as a dislocation, is
added into the local free energy to induce nucleation on the defect [162, 163]. In addi-
tion, several researchers have developed methods to numerically determine the critical
nucleus shape. In one approach, the critical nucleus profile under solidification conditions
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was determined by finding the time-independent solutions of the phase field evolution
equations for a given concentration [164]. To obtain the shapes of critical nuclei in solid-
solid phase transformations, which could deviate from a spherical shape due to elastic
effects, both the nudged elastic band method [165] and the minimax technique have been
utilized [166--168].
Classical nucleation theory
According to classical nucleation theory, the formation of a coherent precipitate nucleus
involves an increase in the free energy due to the creation of an interface between the
matrix and the second phase, a decrease in the chemical free energy due to the phase
transformation, and an increase in the free energy due to elastic strain arising from misfit,
if any. The change in free energy due to the formation of a nucleus, ∆Gnucleus, is given
as [152]
∆Gnucleus = −Vp∆gchem + Aγnuc + ∆Eelastic (2.2.30)
where ∆gchem is the chemical energy change per unit volume of the phase transformation,
Vp and A are the volume and surface area of the nucleus, respectively, and γnuc is the
interfacial energy between the nucleus and the matrix. In addition, ∆Eelastic is the change in
the total elastic strain energy of the system from the pre-nucleation to the post-nucleation
state. In this thesis, a spherical nucleus and isotropic interfacial energy are assumed.
Equation 2.2.30 may be re-written as [152]
∆Gnucleus = −Vp (∆gchem − ∆g¯el) + Aγnuc (2.2.31)
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where ∆g¯el = ∆Eelastic/Vp; i.e., the total elastic strain energy change of the system is
converted to an average energy density for the nucleus. This conversion may be used if
∆Eelastic is proportionate to Vp. For a given hydrogen concentration in the matrix, the ∆g¯el
term will reduce the driving force for nucleation because it is positive. The ∆gchem term for

















where X0 is the atomic fraction of solute in the matrix phase and Xp is the composition of
the precipitate phase. Figure 2.2.1 schematically illustrates ∆gchem for a two-component
system. For a supersaturated solution, ∆gchem will take a positive value.
Figure 2.2.1: Illustration of ∆gchem, the volumetric chemical driving force of nucleation
from the matrix. Xα,eq and Xδ,eq are the equilibrium compositions of the α and δ phases,
respectively, while X0 is the initial composition of the supersaturated matrix.
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To calculate ∆g¯el , the change in the total elastic energy of the system due to the presence
of a new nucleus must be found. The change in the total elastic energy of the system may






where ∆Esel felastic is the change in elastic energy from the constrained nucleus and ∆E
interaction
elastic
is the change in elastic energy due to the interaction of the nucleus with the existing
stress state arising from the microstructure and boundary stresses. The ∆Esel felastic term is
equal to the elastic energy of a coherent spherical precipitate in an infinite matrix, which
may be found numerically. Division of ∆Esel felastic and ∆E
interaction
elastic by the volume of the
precipitate for which it was computed gives ∆g¯sel felastic and ∆g¯
interaction
elastic , respectively. For the
introduction of a nucleus at a given position r, the change in the interaction energy may be
approximated as [170,171]
∆Einteractionelastic ≈ −Vpσij (r) emis f itij (2.2.34)
assuming that the stress within the precipitate is uniform. Equation 2.2.34 may be re-
written as an energy density as ∆g¯interactionelastic = −σij (r) emis f itij , such that size dependence of
the nucleus is eliminated. Therefore, the average volumetric elastic energy change may
also be given as
∆g¯el =
(





At the critical size, the nucleus is in unstable equilibrium. The critical nucleus activation
energy, ∆G∗, describes the minimum energy barrier that must be overcome to form a
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critical nucleus. The shape of the nucleus and the interfacial energy must be known
or assumed to calculate the critical activation energy. At the critical nucleus radius rC,
d∆Gnucleus/dr = 0 such that
rC =
2γnuc
∆gchem − ∆g¯el . (2.2.36)







The nucleation rate may be calculated as a function of the critical nucleus activation energy.
The local nucleation rate for critical nuclei in a given volume, JC (t), is calculated following
classical nucleation theory [96] as









where Z is the Zeldovich correction factor, N is the number of solute atoms in the volume
[172], βC is the frequency at which a critical nucleus becomes supercritical, related to the
attachment rate of hydrogen to the hydride, T is the temperature, kB is the Boltzmann
constant, τ is the incubation time, and t is the time. This may be rewritten as









where N = n∆v, ∆v is the volume, and n is the number density of solute atoms. To obtain
a volumetric nucleation rate, JC,V , the volume is eliminated from the previous equation
such that
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Simmons et al. pioneered the development of an algorithm that explicitly introduces
nuclei in a phase field simulation based on classical nucleation theory [155]. In this method,
a nucleation probability is introduced, which follows a first-order decay relationship with
respect to the nucleation rate. The local nucleation probability in a volume ∆v, P (t), is
calculated as [155]
P (t) = 1− exp (−JC,V∆v∆t) , (2.2.41)
where ∆t is the time interval over which the nucleation probability is calculated.
In the α-zirconium/δ-hydride model, the incubation time, τ, is neglected because it is
assumed that nucleation is in the steady-state regime [96,155]. The Zeldovich correction
factor accounts for the fact that every critical nucleus does not become a supercritical
nucleus and that the number of nuclei present in reality is less than that in equilibrium
conditions [96, 169]. The Zeldovich factor is calculated as [172]
Z =





where Vα is the volume per atom in the matrix. In addition, the frequency factor βC is
calculated as [96]





where zcXαB is the number of solute atoms in the matrix surrounding the critical nucleus
that may jump onto the critical nucleus, zc is the total number of sites in which the
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solute may sit, XαB is the atomic fraction of solute in the matrix, vc is the frequency of the
aforementioned jump, and Gm is the activation energy for the jump. Because several of the
quantities in Eq. 2.2.43 are difficult to measure, Eq. 2.2.43 is approximated as [172]
βC ≈ 16piγ
2XD
(∆gchem − ∆g¯el)2 a4
(2.2.44)
where D is the solute diffusivity in the matrix [131] and a is the lattice parameter of
δ-hydride [23].
2.2.5 Nondimensionalization of the equations
The governing equations are nondimensionalized in this work, which improves numerical
behavior by ensuring all quantities are within approximately an order of unity. The
nondimensionalization method adopted here follows that presented in Ref. [173]; the
solid mechanics equations are also nondimensionalized. Characteristic scale values for the
system’s length, energy, and time are defined, and the equations are nondimensionalized
using these values. The characteristic length scale was set to l = 1 × 10−9 m so that
nucleation and early growth may be simulated. The characteristic volumetric energy
scale was the peak driving force for transformation between the α and δ phases at 600
K, |∆g| = 4.0 × 108 J/m3. In addition, while no experimental information exists for
the Allen-Cahn kinetic coefficient, L = 1 × 10−5m3 J−1s−1 was chosen to maintain a
diffusion-controlled transformation [113]. The relationships between the dimensional and
dimensionless quantities are presented in Table 2.2, in which the dimensionless quantities
are denoted with an asterisk.
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Table 2.2: Nondimensionalization expressions for quantities within the α-zirconium/δ-
hydride phase field model.
Quantity Nondimensionalization expression
Time t∗ = L|∆g|t
Length r∗ = r/l




Allen-Cahn kinetic coefficient L∗ = L/L ≡ 1
Hydrogen atomic fraction gradient coefficient κ∗X = κX/
(|∆g|l2)
Structural order parameter gradient coefficient κ∗η = κη/
(|∆g|l2)
Chemical energy density g∗chem = gchem/|∆g|
Elastic energy density g∗el = gel/|∆g|
Stress σ∗ij = σij/|∆g|
Elastic stiffness C∗ijkl = Cijkl/|∆g|
Nucleation rate (JC,V)
∗ = JCl3/ (L|∆g|)
2.3 Numerical methods
In this thesis, the finite element method was used to numerically solve the governing
equations of the multiphysics phase field model (Eqs. 2.2.13, 2.2.14, 2.2.20 and 2.2.21).
The finite element method is among the numerical techniques used to solve differential
equations, which include the finite difference method and the finite volume method
[174,175]. While many variants exist, all finite element methods share two key principles
[176]: 1) the domain over which the differential equation is solved is divided into a finite
number of subdomains, termed elements, and 2) the differential equation is solved in its
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variational form. This approach provides approximated solutions for differential equations
without closed-form solutions.
2.3.1 Mathematical formulation of the finite element method
An excellent reference on the finite element method is Finite Elements: An Introduction, by
E. C. Becker, G. F. Carey, and J. T. Oden [176], and its introduction to the finite element
method is briefly summarized here. The symmetric Galerkin formulation is described,
although other formulations exist. We start with a differential equation written in its strong
form and its boundary conditions. For illustration, a simple one-dimensional differential
equation is used as an example [176],
−u′′ + u = x, 0 ≤ x ≤ 1 (2.3.1)
u (0) = 0, u (1) = 0
along with its domain and boundary conditions, in which u (x) is the solution and the
number of prime marks indicate the order of the derivative (i.e., u′′ = d2u/dx2). In the
strong form, u must satisfy Eq. 2.3.1 at every point within the domain over which the
equation is defined. However, this requirement is often too mathematically restrictive for
many differential equations that model physical systems [176]. Therefore, the differential
equation is recast into its weak or variational form, which reduces the requirements on
the solution [176]. In addition, the variational form allows the differential equation to be
approximated in such a way that linear algebra techniques may be applied to solve the
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equation, for which computational methods exist.
When a differential equation is recast in its variational form, the differential equation is
multiplied by a test function and then integrated such that the differential equation and its




(−u′′ + u) v dx = ˆ 1
0
xv dx, (2.3.2)
where v, the test function, is a function of x that is sufficiently differentiable and whose




(−u′′ + u− x) v dx = 0. (2.3.3)
All of the terms are collected on the left hand side so that the roots of the equation may
be found. At this point, the concept of the residual function of the differential equation is
introduced. The residual, R (x), is given as
R (x) = −u′′ + u− x (2.3.4)
and is the error of the partial differential equation. If the residual is non-zero (within some
tolerance), then Eq. 2.3.3 is not satisfied and the proposed u is not the solution [176].
While Eq. 2.3.3 is a valid variational formulation, it is preferable that the same order
of u and v appear within the variational equation [176]. To achieve this, integration by
parts is performed (i.e., the Divergence Theorem is applied) to the second-order term in











where u′v|10 = 0 for v vanishing on the edges of the domain as a result of the Dirichlet
boundary condition of zero that was chosen. Therefore, Eq. 2.3.3 is re-written as
ˆ 1
0
(−u′v′ + uv− xv) dx = 0. (2.3.6)
The variational formulation, Eq. 2.3.6, must be discretized to be solved numerically. A






where θn is some differentiable function, termed a basis function, and βn is the nth coef-






βiθi (x) . (2.3.8)





βiθi (x) , (2.3.9)







where αi is the unknown ith order coefficient and θi is the same shape function used in Eq.
2.3.9 [176]. The Galerkin approximation method seeks an approximate solution to Eq. 2.3.6
by using the same basis functions for the test and trial functions and by summing a finite
number of terms.
Therefore, the approximated differential equation is given as
ˆ 1
0
(−u′Nv′N + uNvN − xvN) dx = 0 (2.3.11)
and uN is determined upon determination of the αi coefficients, which are referred to as
the degrees of freedom of the approximation [176].







































dx = 0 (2.3.12)









































θ′i (x) θ′j (x) + θi (x) θj (x)
]
dx, (2.3.15)




xθi (x) dx (2.3.16)
is commonly called the force vector, where i, j = 1...N. Upon examination of Eq. 2.3.14,
the matrix nature of the discretization of the variational formulation becomes evident.
Several additional key concepts exist within finite elementmodeling. First is the concept
of the mesh (Fig. 2.3.1a), which is the collection of elements and nodes that represents the
domain over which the differential equation is solved. The coefficients αj in Eq. 2.3.13 are
solved for at the nodes, such that the value of uN at that point is found by multiplying the
value of αj with the value of its basis function θj. The value of uN between the nodes may
be found by interpolation. An element has a certain geometry and contains nodes, that
may be at the vertices of the element or within the element. An element is characterized
by its geometry, such as a triangular, shell, or hexahedral shape, and the ‘‘shape function’’,
which interpolates the solution between the elements. Many different element geometries
exist, which are useful for generating different mesh geometries and for modeling different
types of problems.
Basis functions are used to represent the solution over the entire computational domain.
Each basis function is piecewise-defined such that it is non-zero over a small number of
elements and is zero over all other elements (Fig. 2.3.1b). The non-zero portion of the
basis function is composed of a simple shape function whose form is used for all the basis
functions. There are many types of shape functions available, and the choice of shape
49
function is determined by the type of problem being modeled [176]. The order of the shape
function and its specific functional formmust be selected according the requirements of the
differential equations (i.e., a fourth-order equation may not be modeled using first-order
shape functions). In addition, the computational resources required per element increase
with the order of the shape function, but the mesh resolution requirements for a given level
of accuracy may decrease with increasing shape function order. An example of a mesh
with linear shape functions and the resulting solution is illustrated in Fig. 2.3.1c. Finally,
the integration in Eq. 2.3.13 must be performed. This may be done exactly for simple
shape functions and elements, or according to some quadrature rule (a rule describing the
approximation of a definite integral) [176].
To model ever more complex problems with limited computational resources, mesh
adaptivity is commonly used to place additional degrees of freedom at regions of the
mesh in which the solution changes rapidly (i.e., that requires higher resolution) but
remove degrees of freedom where less are needed to maintain a given level of accuracy.
This type of adaptivity is termed h-adaptivity [177], in which the size of the elements is
varied dynamically. In addition, p-adaptivity may also be used, in which the order of
the shape functions is changed during the simulation [177]. As mentioned previously,
higher-order shape functions provide greater accuracy for a given element size, but are
more computationally expensive.
Typically, the differential equations solved via the finite element method are nonlinear.
To solve the system of equations, some nonlinear solution-finding method is required that
minimizes the residual to within a given tolerance. Two algorithms commonly used are
the Newton-Raphson method and the Jacobian-Free Newton-Krylov (JFNK) method [178].
These algorithms are implemented in many libraries, including PETSc [179], the most
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widely used parallel numerical software library for matrix computations in the world [180].
Both the Newton-Raphson method and the JFNK method are iterative in nature. Broadly
speaking, a value for the variable close to the true solution of the function is guessed, and
the value is updated with each iteration until the solution is found for which the residual
is within some convergence tolerance (i.e., within some predefined level of error). Within
each iteration, the problem is a approximated as a linear system of equations based on the
Jacobianmatrix (i.e., the matrix of the partial derivatives of the function), for which efficient
computational solvers exist [178]. The JFNK method is attractive because the Jacobian
matrix, whose expression is often not available analytically and can be computationally
intensive to calculate, is not required [178].
2.3.2 MOOSE
While many finite element software packages exist, the Multiphysics Object Oriented
Simulation Environment (MOOSE) framework [68, 181, 182] was used for the research
presented in this thesis. MOOSE is a software framework to solve coupled, nonlinear
partial differential equations [181,182] and is based on the parallel finite element framework
libMesh [183]. MOOSE provides a core set of functionalities for solving physics-based
partial differential equations. Physics-based problems share common features, and each
feature is implemented as a core functionality. To simulate specific problems, a user may
develop their own application based on MOOSE. Each functionality may be inherited
from (i.e., built on top of) and modified by the user to code a specific equation or perform
a specific code action. The modular nature of MOOSE is shown in Fig. 2.3.2. The core
functionalities include ‘‘kernels’’, materials, auxiliary kernels, postprocessors, and time
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integration, among others. Kernels implement the operators or terms within the partial
differential equations to be solved. Materials provide materials-specific information to the
rest of the software, such as atomic mobility, thermal conductivity, elastic stiffnesses, etc.
Auxiliary kernels solve additional mathematics over the computational domain that are
not part of the partial differential equations, while postprocessors analyze the simulation
results after every time step and return a scalar value. To perform a simulation, an input
file is supplied that specifies which kernels, materials, etc., are to be used, such that
different physical behaviors and code outputs can be activated by including them in the
input file.
MOOSE offers several advantages; in particular it is open-source and is free to down-
load, compile, and use. MOOSE supports serial or parallel computation with adaptive
time stepping and adaptive meshing, which can significantly reduce the computational
resources required for large simulations. The physics implementation within MOOSE is
dimensionally independent such that the same application code may be run in one, two, or
three dimensions. In addition, multiphysics coupling in MOOSE is automatically built in
to each functionality such that the values of any defined variables on an element are retriev-
able. Moreover, the object-oriented nature of MOOSE minimizes the need to re-implement
common mathematical expressions when solving a new form of an equation. For example,
implementing a new chemical potential within the Cahn-Hilliard equation requires only a
few new lines of code. Furthermore, a set of built-in physics libraries (called ‘‘modules’’)
provide general formulations for phase field equations and tensor-based solid mechanics
that may be used directly or adapted for specific applications, amongst other types of
physics. To minimize the chance that code updates introduce errors, MOOSE provides
a means of testing user code for regressions or failures when parts of the framework are
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updated. Finally, MOOSE has a large user base and a developer team who continue to
implement new features, improve MOOSE, and provide support. More information about
MOOSE may be found at http://mooseframework.org and the source code may be found
at http://github.com/idaholab/moose.
2.3.3 Hyrax
Hyrax, the software built to perform the simulations of the α-zirconium/δ-hydride mul-
tiphysics phase field model, is based on MOOSE. Hyrax may be found online at http:
//github.com/UMThorntonGroup/hyrax. In this section, the core components of Hyrax
are described, and the overall structure of Hyrax is schematically illustrated in Fig. 2.3.2.
Several software terms that are part of the C++ language will be used throughout the
discussion. ‘‘Object-oriented’’ software design means that the program design is based
around the manipulation of ‘‘objects’’ instead of the traditional data flow that occurs within
procedural programming. A ‘‘class’’ is a data type that is defined by the programmer; in
addition to providing a data structure, a class may contain definitions of operations that
may be performed. Objects are instances of a class. Objects consume computer memory
and operations are performed using their data. Many objects of the same class may be
created within a program.
Tensor Mechanics system
During the course of Hyrax development, it became evident that the existing solid me-
chanics module within MOOSE was insufficient to implement the solid mechanics for-
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mulation in Section 2.2.3. The existing system was developed for isotropic materials
and was later adapted for anisotropic materials, which proved to be error-prone and
too inflexible. In collaboration with several scientists at Idaho National Laboratory
and Argonne National Laboratory, I developed the Tensor Mechanics module within
MOOSE. Tensor Mechanics is suite of classes based on the full tensor formulations of
stress, strain, and elastic stiffness, and includes the kernels for the governing equation
(Eq. 2.2.21). It is designed for ease of use with anisotropic crystals and for perform-
ing tensor rotations. After the incorporation of the Tensor Mechanics module into
MOOSE, it has been expanded significantly by other developers, primarily by the ad-
dition of various plasticity models, and it is now widely used by the MOOSE commu-
nity [184--186]. Further information about the Tensor Mechanics module may be found at
http://mooseframework.org/wiki/PhysicsModules/TensorMechanics.
Kernels
As described in Section 2.3.2, kernels implement the partial differential equations to
be solved. The discretizations of the weak forms of the Cahn-Hilliard and Allen-Cahn
equations are implemented using the ‘‘phase field’’ module within MOOSE [68]. Spe-
cific expressions for ∂gchem/∂X, ∂gchem/∂η, ∂gel/∂X and ∂gel/∂η are implemented within
Hyrax. The reduced-order split Cahn-Hilliard formulation is used in which Eq. 2.2.13
and Eq. 2.2.14 are solved without combining them into a single, higher-order partial
differential equation [128,130]. This approach offers significantly higher computational
efficiency by allowing the use of lower-order elements as compared to the full fourth-
order Cahn-Hilliard formulation [128,130]. Further information about the development
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of phase field models using MOOSE may be found at http://mooseframework.org/wiki/
PhysicsModules/PhaseField.
Materials
Three types of material properties necessary to model the α-zirconium/δ-hydride system
were implemented into materials classes in Hyrax. The first class type contains information
for the parameters in the phase field model, such as M, L, κX, κη, w and Ω0. The second
class type contains information for the solid mechanics in the model. Parameters such as
Cijkl, e
mis f it
ij , λij, and ψ as well calculated values such as σij (r), e
el
ij (r), and e
0
ij (r) are part
of this class. The third class type is actually a set of classes that contain information for
the CALPHAD free energies of mixing for the α-zirconium/δ-hydride system, which is
schematically illustrated in Fig. 2.3.3. The common formulation of CALPHAD free energy
equations (Eq. 2.2.3) allows code development to be streamlined by the creation of two
base classes. The first base class, which is unique to Hyrax, evaluates the CALPHAD free





second base class, which queries the first base class, holds the spatial field values of those
energies and derivatives (i.e., Gmix (r)). These spatial field values are needed within the
kernel classes and the classes involved with the nucleation algorithm. To include G0,αmix and
G0,δmix within Hyrax, classes specific to those energies were derived from the base classes.
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Auxiliary kernels
The mathematical expressions for the nucleation model are computed within the auxiliary
kernel system. Hyrax contains three types of auxiliary kernels to model nucleation. The
first type computes the chemical driving force for nucleation, including ∆gchem and ∆g¯el
(Eqs. 2.2.32 and 2.2.35). The second type computes the nucleation rate using the values
calculated by the first auxiliary kernel. The third class computes the nucleation proba-
bility using the nucleation rate calculated by the second auxiliary kernel. The nucleation
algorithm is described in detail in Chapter IV.
Additional code components for nucleation algorithm implementation
The incorporation of the explicit nucleation algorithm into Hyrax required the creation of
several algorithms and code structures that were not previously present in MOOSE. The
nucleation algorithm involves customized executioner, user object, and marker classes as
well as a nucleus class that is unique to Hyrax. The nucleus class contains information
for an individual nucleus introduced into the simulation, including its position and the
time at which nucleation occurred. The entire explicit nucleation algorithm is controlled
by a special executioner derived from the existing MOOSE executioner. The executioner
defines the order that commands are performed within the simulation. The nucleation
algorithm is shown schematically in Figure 2.3.4. Steps two and four are performed by user
object classes unique to Hyrax. A user object class in MOOSE provides custom algorithms
and data structures to any other system in MOOSE; the user object system, consisting of
user object classes and how they link together with MOOSE, enables flexibility beyond
that provided by the other MOOSE components. One user object class performs step two,
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the determination of nucleation events, while the other user object class performs step
four, the introduction of nuclei into the simulation. If mesh adaptivity is enabled, the list
of nucleus positions stored within the first user object class is passed to a custom marker
class. The marker tells the mesh refinement algorithm to refine elements at the positions
of new nuclei so that the mesh has the appropriate local resolution.
2.4 Chapter summary
In this chapter, a multiphysics model was presented to describe the microstructural evolu-
tion of the α-zirconium/δ-hydride system and the numerical methods used to perform
the simulations were detailed. The model incorporates the phase field method, solid
mechanics and classical nucleation theory. In the first section, the phase field formalism
was presented. A conserved field variable tracks the atomic fraction of hydrogen, and
a nonconserved structural order parameter specifies the phase. The energetics of the
system are described with CALPHAD-based free energies of mixing and linear-elastic
solid mechanics, and an estimate for the interfacial energy was provided. The governing
equations include the Cahn-Hilliard equation for hydrogen and the Allen-Cahn equation
for the structural order parameter. A formulation for the mobility of hydrogen was given.
In the next section, the solid mechanics formalism was presented. The model incorporates
linear elasticity and accounts for the stress-free transformation strains of both δ-hydride
and interstitial hydrogen in α-zirconium. In addition, the parameter ψ was introduced,
which is a scaling factor applied to the stress-free transformation strain of δ-hydride as
a simple method of approximating misfit strain relaxation via interfacial misfit disloca-
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tions. In the last section, the nucleation model was presented, which is an extension of
the explicit nucleation method developed by Simmons et al. [155]. Classical nucleation
theory is applied to each discretized volume element in the simulation. If nucleation
occurs, a nucleus is introduced into the simulation. The details of the formulation for the
α-zirconium/δ-hydride system were presented. Finally, the nondimensionalization of the
governing equations was given.
A review of the numerical methods utilized were presented in the last section. The
finite element method was chosen to perform the multiphysics phase field simulations.
In the finite element method, the domain over which the differential equation is solved
is divided into a finite number of subdomains, termed elements, and the differential
equation is solved in its variational form. An overview of the mathematical formulation
was presented. In addition, a description of the application developed, Hyrax, was given.
Hyrax is based on the Multiphysics Object Oriented Simulation Environment (MOOSE).
The core components of MOOSE and Hyrax were described and information regarding





Figure 2.3.1: Illustrations of key finite element concepts. (a) A one-dimensional mesh
with four elements (denoted by Ωi) and five nodes (denoted by ni). The total domain
spans 0 ≤ x ≤ 1. (b) An example of basis functions θi (x) for the elements. Each basis
function is piecewise defined and composed of linear shape functions. (c) An example
of an approximated solution. The value of the function at each node is the product of
the nodal coefficient and the value of the shape function. Discretization error between
the actual solution and the approximated solution will decrease with either increased
resolution or higher order shape functions. Conceptualization from Ref. [176].
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Figure 2.3.2: Schematic illustration of the overall code structure of Hyrax. The core MOOSE
components are shown in red, and the code developed for Hyrax that falls under each
category is shown in yellow.
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Figure 2.3.3: Schematic illustration of the set of materials classes within Hyrax that perform
the calculation of the CALPHAD free energies of mixing for the α-zirconium/δ-hydride
system. The classes in the left column compute the value of the free energy of mixing for a
given composition and temperature, while the classes in the right column construct a field
of those values over the computational domain.
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Figure 2.3.4: A flow chart of the order-parameter-only nucleation algorithm implemented
within Hyrax. After a phase field time step, the nucleation algorithm is executed. (1) The
nucleation activation energy, nucleation rate, and nucleation probability are calculated
for each element. (2) The nucleation probability in each element is tested to determine if
nucleation occurs. If mesh adaptivity is enabled, (3) mesh elements are refined as needed
to obtain sufficient resolution for new nuclei. (4) The nodal solution vector for the order
parameter is explicitly modified to reflect the formation of the new nuclei. (5) The time
step size is modified as needed. Upon the completion of the nucleation step, the next
phase field time step is executed.
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CHAPTER III
General Method for Incorporating CALPHAD Free
Energies of Mixing into Phase Field Models: Application to
the α-Zirconium/δ-Hydride System
In this chapter, the algorithm and numerical challenges associated with the incorpora-
tion of CALPHAD-based free energies into the phase field model are discussed. While
CALPHAD-based free energy descriptions provide realistic energetics of alloys, their
formulations may pose numerical difficulties for phase field simulations. Specifically, the
free energies of mixing for different phases may not necessarily be defined over the same
concentration ranges, and their derivatives may exhibit highly nonlinear behavior. The
method presented approximates the free energies of mixing using piecewise functions to
eliminate the aforementioned characteristics while largely retaining the free energy values
and the first and second derivative information, which also affect the thermodynamic and
kinetic behavior of the system. The method is verified by planar interface simulations
of the α-zirconium/δ-hydride system. The phase fractions and compositions obtained
from the phase field simulations are compared to the values calculated from the common
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tangent construction on the original free energies. The results indicate a high degree of
accuracy.
3.1 Introduction
While CALPHAD-based free energy descriptions may provide realistic thermodynamic
information, the presence of natural logarithm terms in their formulation poses numerical
challenges for simulation. For example, Ref. [187] indicated the difficulty in performing
phase field simulations at low vacancy concentrations for a TiAlN-vacancy system de-
scribed by CALPHAD-based free energies. In addition, the free energies of mixing may
only be defined over a finite concentration range of solute and their derivatives may exhibit
undesirable asymptotic behavior. Furthermore, free energies of mixing for different phases
may not be defined over the same concentration ranges (e.g., Gα may be defined over an
atomic fraction range of (0, 0.5), while Gβ may be defined over (0, 1)). These attributes
may be problematic for numerical simulations because solvers may attempt to compute a
free energy for a concentration value outside the range for which it is defined. In many
phase field models (e.g., the Wheeler-Boettinger-McFadden (WBM) [97], Kim-Kim-Suzuki
(KKS) [188], or Welland-Wolf-Guyer (WWG) [189] models), free energy curves must be
defined over a large composition range, even at compositions far from equilibrium. How-
ever, the computed mobility may be negative when it is calculated from the experimentally
obtained diffusivities and the second derivative of the free energy (e.g., in the spinodal
region). To avoid such a situation, the CALPHAD free energy must be modified.
Previously proposed methods of incorporating CALPHAD-based free energies into
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phase field models include direct coupling to a thermodynamic database [105, 190, 191] or
polynomial approximations of the free energies [113,192--195]. However, direct coupling
may incur substantial computational expense by querying external software at each mesh
point for every simulation step, and it may necessitate the use of commercial software,
which may require costly licensing fees. Approximating the free energy as a polynomial
expression alleviates the aforementioned computational cost, but a simple approxima-
tion may cause a loss of thermodynamic information. For example, Ref. [113] found
that precipitate growth kinetics and the driving force for nucleation are sensitive to the
parameterization of the free energy of the matrix and precipitate phases, respectively, in
an Al-Cu system.
The α-zirconium/δ-hydride system is of technological importance, particularly for
the fuel assemblies of nuclear power reactors. A CALPHAD-based description of the
molar free energies of mixing for this system exists in the literature [98]. However, the
free energies exhibit several characteristics that are problematic for phase field modeling,
including the presence of natural logarithms arising from the entropic contribution to the
free energy. In addition, the solubility limit of hydrogen in α-zirconium is low. Therefore,
at low concentrations a numerical solver may attempt to compute a free energy for a
hydrogen atomic fraction less than zero, resulting in undefined behavior due to the natural
logarithm terms. Furthermore, the α-phase free energy of mixing is defined over a smaller
composition range than that of the δ-phase, so that energy evaluations may occur outside
the composition range of the α-phase but still within the composition range of the δ-phase.
In this chapter, a simple and efficient method of approximating CALPHAD-based free
energies for phase field models is proposed. The approximation method was formulated
to retain the original free energy in the composition ranges that are present in the evolving
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system while alleviating numerical challenges. The approach is incorporated into a phase
field model for the α-zirconium/δ-hydride system, which was chosen as a test system
because it exhibits the characteristics described previously. Planar interface simulations
were performed to verify the model. The equilibrium phase fractions and compositions
from the simulations were compared to values obtained from the original CALPHAD
free energies via a common tangent construction. In addition, an example of δ-hydride
precipitate growth is discussed to demonstrate the flexibility of the method.
3.2 Methods
To incorporate a CALPHAD-based free energy functional in a phase field model, an
implementation must effectively handle any instances where the free energies of mixing
for the phases become undefined or discontinuous. These instances may be treated either
by numerical exceptions or by modifying the functional such that it yields numerically
acceptable behavior while retaining essential thermochemical information. In this work,
we take the latter approach. Below, we first describe a general phase field model to
provide the form of the free energy required. We then provide the generic framework for
approximating the free energies of mixing.
3.2.1 General coupled conserved-nonconserved phase field model
In the phase field approach, the state of a two-phase system may be described using two
field variables, as detailed in Chapter II. A conserved field variable, X, describes the atomic
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fraction of solute, and a nonconserved structural field variable, η, tracks the structural













where κη and κX are the gradient energy coefficients for the structural order parameter
and atomic fraction, respectively, gchem is the bulk chemical free energy density, T is the
absolute temperature, V is the system volume. Additional energy contributions may be
incorporated into the free energy aswell. In phase fieldmodel formulations suited for incor-
porating CALPHAD-based free energies (including theWheeler-Boettinger-McFadden [97],
Kim-Kim-Suzuki [188] and Welland-Wolf-Guyer [189] models), the expression for gchem is





(1− h (η))G0,αmix + h (η)G0,βmix + wk (η)
]
, (3.2.2)
where G0,αmix is the molar free energy of mixing for the solute in the α-phase and G
0,β
mix is
the molar free energy of mixing for the β-phase. Note that G0,αmix and G
0,β
mix are dependent
on composition and temperature, but their exact dependence varies depending on the




the KKS model, where Xα is the composition in the α phase. In addition, Ω0 is the molar
volume, h (η) = η2 (3− 2η) is the interpolation function that increases monotonically from
h (0) = 0 to h (1) = 1, k (η) = η2 (η − 1)2 is the double well function, and w controls the
height of the barrier, though other terms may contribute to the total energy barrier.
Themicrostructural evolution of the system is governed by coupled conserved-nonconserved
dynamics [97]. The Cahn-Hilliard equation [81] governs the evolution of the atomic frac-
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tion of solute. To reduce computational resource requirements, the Cahn-Hilliard equation
















When κX = 0, the form of the phase field model in Ref. [97] is recovered; note that a
non-zero value of κX may be required to control the maximum gradient of X. In addition,












where L is the kinetic coefficient.
3.2.2 Generic CALPHAD free energy approximation
In the CALPHAD method, a molar free energy of mixing in a single phase is expressed in
the form
G0,imix (X, T) = G
0,i
re f (X, T) + G
0,i
ideal (X, T) + G
0,i
excess (X, T) , (3.2.6)
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as described in Chapter II. The equation for G0,imix presents several difficulties for numerical
discretization. Depending on the exact energy formulation, the presence of the natural
logarithm terms in G0,iideal may result in G
0,i
mix not being defined over the entire atomic
fraction range of (0, 1) but only a subset (e.g., (0, 0.5)). For example, the sublattice model
may encounter this issue. If G0,αmix and G
0,β
mix are defined over different atomic fraction
ranges, then the phase field formulation for the chemical free energy density (Eq. 3.2.2) may
require calculation of energies outside the composition range of one G0,imix but within the
composition range of the other. In addition, both ∂G0,αmix/∂X and ∂G
0,β
mix/∂X exhibit highly
nonlinear behavior near their composition bounds due to the natural logarithm terms in
G0,αideal and G
0,β
ideal. Finally, the numerical solution method may attempt to calculate energies
for X < 0. Therefore, either numerical exception handling or free energy reformulation to
avoid these undefined values is necessary.
To eliminate the instances in which Eq. 3.2.2 becomes undefined, we approximate
G0,imix (X, T) as a piecewise function G˜
0,i
mix (X, T), where i = α or β. This approximation is
given by Eq. 3.2.7 and is schematically illustrated in Fig. 3.2.1. Each piecewise function
G˜0,imix (X, T) is composed of three subfunctions that are defined on subdomains of X.
The low and high subdomain boundary compositions (Xlow and Xhigh, respectively) are
chosen within the composition domain over which each G0,imix (X, T) is defined. These
subdomain boundary compositions (collectively referred to as Xbound) must be selected to
be sufficiently outside the composition range expected to be encountered in the physical
system. The free energy for X < Xlow is approximated by the second-order Taylor
expansion of G0,imix (X, T) around Xlow, denoted as G
low
Taylor. Similarly, the second-order
Taylor expansion of G0,imix (X, T) around Xhigh is used to approximate G
0,i
mix (X, T) for X >
Xhigh, denoted as G
high
Taylor. The resulting function retains the derivatives of the free energy
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within the Xbound values and creates a new energy that is second-order differentiable for
all composition and temperature ranges, as long as the original CALPHAD energies are
second-order differentiable. The resulting expression for G˜0,imix (X, T) is given by
G˜0,imix (X, T) =









|X=Xlow (X− Xlow)2 : X < Xlow
G0,imix (X, T) : Xlow ≤ X ≤ Xhigh














)2 : X > Xhigh.
(3.2.7)
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Figure 3.2.1: Schematic illustration of the approximation method. The original CALPHAD-
based free energy is labeled G0,imix (black curve). At and below the subdomain boundary
composition Xlow, GlowTaylor is substituted for G
0,i
mix, and at and above the composition Xmax,




Taylor are the second-
order Taylor expansions of G0,imix (X, T) at Xlow and Xhigh, respectively. The approximated
function G˜0,imix is given by the combination of the solid gray and black curves. The dashed
lines indicate where G0,imix is discarded.
3.2.3 The α-zirconium/δ-hydride model
Phase field model formulation
The CALPHAD free energy approximation method is demonstrated for the α-zirconium/δ-
hydride system. The model is presented in Chapter II and is summarized here for con-
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venience. In this model, X is the atomic fraction of hydrogen and η tracks the structural
transformation between the α-zirconium and δ-hydride phases, where η = 0 for the α
phase and η = 1 for the δ phase. Zirconium hydride precipitation in zirconium induces
elastic strains [28], but chemical and elastic energy contributions are typically incorporated
separately in a phase field model [72]. Therefore, we neglect the elastic strain energy
contribution in Eq. 3.2.1 in order to focus on the verification of the chemical free energy





(1− h (η))G0,αmix (X, T) + h (η)G0,δmix (X, T) + wk (η)
]
, (3.2.8)
where G0,αmix (X, T) is the molar free energy of mixing of α-zirconium with hydrogen,
G0,δmix (X, T) is the molar free energy for δ-hydride, and Ω0 = 1.4× 10−5 m3/mol is the
molar volume of α-zirconium. The microstructural evolution of the system is governed by
Eqs. 3.2.3 and 3.2.5.
The interface energy is calculated as described in Chapter II. To summarize, the interfa-
cial energy is estimated according to
γ = γch + γst, (3.2.9)
where γch is the chemical energy of the interface and γst is the energy due to the presence
of dislocations reducing the misfit strain between the α and δ phases. In this chapter,
γch = 35 mJ/m
2 is chosen, which was calculated in Ref. [150] for other coherent zirconium
hydride phases. The dislocation contribution to the interfacial energy is modeled as
γst ≈ 12Sb · (1− ψ) e
0 (3.2.10)
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as described in Chapter II. To represent an intermediate state with respect to the fully
coherent interface and the fully relaxed interface, λ = 0.5 is chosen such that γst ≈
280 mJ/m2 and γ = 305 mJ/m2. For w = 0, κX = 0, and this interface energy, κn =
4× 10−10 J/m was found numerically, resulting in a diffuse interface width of 1 nm when
measured between 0.1 < η < 0.9.
The mobility of hydrogen in the system was calculated according to the formulation in
Chapter II. For the α-zirconium/δ-hydride phase field model, the mobility in the α phase
is given as





and the mobility in the δ phase is given as





such that the total mobility in Eq. 3.2.3 is
M (X, η, T) = (1− h (η))Mα (X, T) + h (η)Mδ (X, T) , (3.2.13)
where Dα (T) is the diffusivity of hydrogen in α-zirconium [131] and Dδ (T) is the diffu-
sivity of hydrogen in δ-hydride [132].
The governing equations are nondimensionalized in this work, which improves nu-
merical behavior by ensuring all quantities are within approximately an order of unity.
The nondimensionalization method was presented in Chapter II.
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CALPHAD free energy approximations
The CALPHAD free energies of mixing for α-zirconium and δ-hydride were parameterized
by Dupin et al. [98] and are discussed in Chapter II. For illustrative purposes, they are
reproduced here. The molar free energy of mixing for hydrogen in α-zirconium is given as
G0,αmix (X, T) =
[















and that for δ-hydride is given as























(X− 1) L0f cc (T) + (1− 2X) L1f cc (T)
]
(3.2.15)
where R is the gas constant [98].
The free energy G0,αmix is defined over the composition range of X = (0, 0.5), and




, while the equilibrium atomic fraction of hydrogen in
the δ-hydride phase is approximately X = 0.6. The phase field formulation for the
chemical free energy density necessitates calculation of energies outside the composition
range of G0,αmix when the system is in the δ-hydride phase. Equations 2.2.4 and 2.2.5 are
approximated using Eq. 3.2.7 to obtain G˜0,αmix (X, T) and G˜
0,δ
mix (X, T), which are substituted
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for G0,αmix (X, T) and G
0,δ
mix (X, T) in Eq. 3.2.8. Following the method in Section 2.2.1, four
Xbound compositions were chosen as Xαlow = 0.001, X
α
high = 0.499, X
δ
low = 0.5, and X
δ
high =
0.665. Figure 3.2.2 shows the surface of the chemical free energy density (Eq. 3.2.8)
that results from using the approximated G˜0,αmix and G˜
0,δ
mix; the surface is continuous and
differentiable everywhere.
The mobility must be a positive quantity. Given that diffusion coefficients are measured
in a single phase and are thus always positive, the phase field formulation requires a
positive second derivative of the free energy (thermodynamic factor) to obtain a positive,
non-divergent hydrogen mobility (Eq. 2.2.18). The value for Xδlow was chosen because the
sign of the second derivative of Gδ,0mix (X, T) changes at X ≈ 0.48. For X ≥ 0.5, the second
derivative of Gδ,0mix (X, T) is positive; by choosing X
δ
low = 0.5, G˜
δ,0
mix (X, T) exhibits a positive
second derivative for all X and all T within 485 K to 750 K.
Simulation conditions
To verify the approximation method, several planar interface simulations were run
to equilibrium, i.e., uniform chemical potential, and the phase fractions and compo-
sitions were compared to the values obtained from the common tangent construction
of G0,αmix (X, T) and G
0,δ
mix (X, T). A planar interface was chosen to eliminate the Gibbs-
Thomson effect, which shifts equilibrium phase compositions due to the presence of a
curved interface. No-flux boundary conditions were applied for X and η, and isothermal
conditions with T = 485, 550, 600, 650, and 750 Kwere chosen. The lowest temperature, 485
K, was chosen because Xαlow is approximately equal to the composition of the α-zirconium
phase boundary at that temperature and thus represents the lower limit for the applica-
bility of the approximation. The highest temperature, 750 K, is close to the β-zirconium
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Figure 3.2.2: A contour plot of the free energy surface fchem (X, η, T) at 600 K formed by
applying the approximation method to G0,αmix and G
0,δ
mix.
eutectoid, and the intermediate temperature, 600 K, is a typical operating temperature
for fuel cladding in a light water reactor. The initial condition for each simulation was a
narrow planar hydride in the center of a zirconium domain (Fig. 3.2.3), with the overall
hydrogen atomic fraction fixed at either XtotalH =0.03 or 0.10 (340 or 1230 wt ppm). These
compositions are representative of a typical hydrogen content in fuel cladding toward the
end of its service lifetime and a high hydrogen content that might occur during accident
conditions, respectively. Two-dimensional simulations, rather than 1D, were performed




Figure 3.2.3: Line cuts of the (a) initial and (b) final hydrogen atomic fraction fields for the
2D planar hydride simulation at 550 K and an overall hydrogen composition of XH = 0.1.
In both cases, the hydride is in the center and has a composition XδH ≈ 0.6. In (a), the
atomic fraction of hydrogen in α-zirconium is X = 0.0917, while in (b) it is 3.54× 10−3.
The simulations were performed with Hyrax, which is described in Chapter II. Two-
dimensional simulations were performed because microstructural evolution simulations
will need to be performed in at least 2D, and the runtime of 2D simulations was short
enough such that there was no explicit need for 1D simulations. Square, four-node
quadrilateral elements were used for the mesh and linear Lagrange shape functions were
used for η, X, and δG/δX. Adaptive meshing was employed to resolve the interface
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without incurring unnecessary computational expense, with a maximum element side
length of 2.4 (in nondimensionalized units, equivalent to 2.4 nm) and a minimum element
side length of 0.30, corresponding to a maximum of three levels of refinement. The BDF2
time integration scheme [196] was applied with an initial nondimensionalized time step
size of 1× 10−4 (equivalent to 0.5613 s). The adaptive time-stepping scheme allowed a
maximum of 10% increase per time step with a maximum time step size of 0.10. This
percent increase was chosen to reduce the amount of time required to achieve equilibrium
conditions; for simulations of microstructural evolution, less aggressive time adaptivity
should be applied. The simulations, which were performed in parallel, used a single
matrix preconditioner and the Additive Schwarz Method preconditioning process.
3.3 Results and discussion
In this section, the equilibrium phase fractions and compositions from the simulations
were compared to values obtained from G0,αmix and G
0,δ
mix via a common tangent construction,
denoted with PF and CP, respectively. An example of the initial and final conditions of
the planar interface simulations is shown in Fig. 3.2.3 for XtotalH = 0.10 at 550 K. An initial
hydride plate is present in a supersaturated zirconium matrix; at equilibrium it has grown
to its final phase fraction (φδ) and the matrix and hydride phases have achieved their final
compositions (XαH and X
δ
H, respectively). The φ
δ values were found for the phase field
simulation by thresholding at η = 0.5 and numerically integrating to find the area of the
resulting spatial region.
Table 3.3 shows the comparisons between the simulation results and the values ob-
tained from the common tangent construction for the phase fractions and phase composi-




each temperature and XtotalH . Overall, the results indicate that there is excellent agreement
between the calculated and simulated values of φδ, XδH, and X
α
H over the range of 485 K -
750 K. The difference in φδ,PF and φδ,CP values for all simulations is less than or equal to
0.001; this small difference may be due to the thresholding procedure used in calculating
φδ. The XδH values are identical within three significant figures except for two cases, for
which the error is less than 0.2%. The most error occurs in XαH, although it is still very
low. The error in XαH is at most 5.6% at 485 K and is between 1-2% at 550, 600, and 650 K.
For the Xα,PFH and X
α,CP
H values that differ, the difference is on the order of 1× 10−4, and
the differences generally increase slightly with increasing temperature. The error in XαH





curvature of the energy well of G0,δmix is much greater than that of G
0,α
mix, small changes in
G0,αmix will have a greater effect on the equilibrium phase compositions than small changes
in G0,δmix.
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Table 3.3: Theoretical and simulated equilibrium phase characteristics of the α-
zirconium/δ-hydride system.
















0.10 1.12× 10−3 0.605 0.164 0.164
550
0.03




0.10 3.54× 10−3 0.601 0.162 0.163
600
0.03




0.1 7.36× 10−3 0.599 0.157 0.158
650
0.03




0.10 1.32× 10−2 0.595 0.149 0.150
750
0.03 3.00× 10−2 3.00× 10−2 - - 0.00 0.00
0.10 3.38× 10−2 3.38× 10−2 0.587 0.587 0.120 0.120
XH: overall atomic fraction of hydrogen, XαH: atomic fraction of hydrogen in α-zirconium,
XδH: atomic fraction of hydrogen in δ-hydride, φ
δ: area fraction of δ-hydride, ‘‘CP’’:
calculated from G0,αmix and G
0,δ
mix using the common tangent construction, ‘‘PF’’: simulated
using phase field method.
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Table 3.4: Difference and percent error between theoretical and simulated equilibrium
phase characteristics of the α-zirconium/δ-hydride system.
Temperature (K) XtotalH ∆X
α
H error (%) ∆X
δ
H error (%) ∆φ
δ error (%)
485
0.03 0.0 0.0 0.0 0.0 0.0004 0.8
0.10 6.0× 10−5 5.6 0.0 0.0 0.001 0.6
550
0.03 0.0 0.0 0.0 0.0 0.0004 0.9
0.10 5.0× 10−5 1.4 0.001 0.17 0.001 0.6
600
0.03 −7.0× 10−5 1.0 -0.001 0.17 0.0007 1.8
0.1 1.4× 10−4 1.8 0.0 0.0 0.001 0.6
650
0.03 −1.0× 10−4 0.8 0.0 0.0 0.0011 3.8
0.10 0.0 0.0 0.0 0.0 0.001 0.7
750
0.03 0.0 0.0 - - 0.0 0.0
0.10 0.0 0.0 0.0 0.0 0.0 0.0
∆XαH = X
α,PF
H − Xα,CPH ; ∆XδH = Xδ,PFH − Xδ,CPH ; ∆φδ = φδ,PF − φδ,CP.




To this end, two additional sets of simulations are performed to explore the effect of Xbound
values. The original set of simulations, detailed above, is labeled Set A and has Xαlow =
0.001, Xαhigh = 0.499, X
δ
low = 0.5, and X
δ
high = 0.665. Set B improves the approximation





high the same as in Set A. Finally, Set C tests the sensitivity of
the results on the choice of Xbound values. The Xbound values of Set A were changed by
5% to reduce the ranges over which G0,αmix and G
0,α
mix remain un-approximated. Specifically,
Xαlow = 1.05× 10−3, Xαhigh = 0.474, Xδlow = 0.525, and Xδhigh = 0.632 are used.
The percent errors in Xα,PFH and φ
δ,PF for the three sets with respect to Xα,CPH and
Xδ,CPH are shown in Fig. 3.3.1 as well as the root-mean-square (RMS) of the error over the
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temperature range examined. The results for Xδ,PFH are not shown because they show no
variation within three significant figures except for Set C, XtotalH = 0.03, T = 600 K, for
which Xδ,PFH = 0.599. The data sets A and B are identical within three significant figures
except for one value, φδ at 600 K for XtotalH = 0.03, indicating that the larger value of
Xαlow=0.001 versus 1× 10−6 does not affect the result. Conversely, the results of Set A and
Set C differ. Most notably, the simulations at 485 K did not converge to equilibrium, as
discussed further below. However, no obvious trends in error are evident when comparing
the results of sets A and C. For some quantities, the RMS of the error is greater for Set A
versus Set C, while for others, it is less; the maximum RMS error is less than 3%.
The two simulations for Set C at 485 K failed to reach equilibrium. The φδ values for
both simulations attained 99% of φδ,CP, but the solver was unable to reduce the residual
further. Because the simulations at higher temperatures did not experience this issue,
it appears that the choice of Xαlow is the cause. While X
α
low = 1.05 × 10−3 is less than
Xα,CPH = 1.07× 10−3, the function approximation may occur at a value too close to Xα,CPH .
The curvature of the approximated function Gα,Taylorlow is less than the original function G
0,α
mix,
which may interfere with the ability of the numerical solver to determine the solution near
equilibrium. To avoid this issue, we suggest that Xαlow be chosen around 90% of X
α,CP
H . A
similar consideration is likely necessary for Xδhigh. In general, we recommend conducting





Figure 3.3.1: The percent error in Xα,PFH and φ
δ,PF versus Xα,CPH and φ
δ,CP for three sets of
simulations with different Xbound values. The root-mean-square value of the error over
the temperature range is indicated by the dashed lines. The parameter values for each set
are given in the text. Subfigures (a) and (c) illustrate the percent error in XαH and φ
δ for




for XtotalH = 0.10, respectively.
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The proposed approximation method is advantageous over other techniques of incor-
porating CALPHAD-based free energy expressions into phase field simulations because
it is both simple to implement and addresses the issues in using these free energies.
One alternative method, linking the phase field software directly to a thermodynamic
database [105, 190, 191], requires an interface to database software, potentially costly soft-
ware licensing, and additional computational expense to query the database at each mesh
point and each time step. Another alternative method, polynomial approximation of the
free energy expressions [113,192--195,197], requires more effort than the proposed method.
For example, one must make choices among many options, e.g., various fitting and error
weighting schemes, when performing a polynomial fit. In contrast, the proposed approx-
imation method allows the free energy expression to be directly incorporated into the
phase field software with negligible error and little effort. While the implementation was
performed for a finite element framework, the method may be used with other numerical
methods such as the finite difference method.
Figure 3.3.2 illustrates how the approximation method handles the extreme case of
a negative atomic fraction value. Two δ-hydride precipitates were seeded into an α-
zirconium matrix with a composition of X = 0.015 at 485 K, and Xαlow = 1× 10−6 (Fig.
3.3.2a). Both hydride precipitates induce a depletion zone around themselves as they
grow. During the first several time steps, in which the system rapidly adjusts from the
initial conditions, the atomic fraction of hydrogen between the two hydrides becomes
slightly negative (Fig. 3.3.2b). This transient is resolved when longer-range diffusion
supplies additional solute, and physical behavior is quickly reestablished (Fig. 3.3.2c).
The approximation method results in a free energy that is well behaved even when
the evolution equations of the phase field model temporarily drive the system toward
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unphysical values. In this scenario, it is acceptable to allow small, transient values of
negative concentration because the driving force and kinetics of the system tends to correct
them. On the other hand, if we were to simply use the CALPHAD free energy, the code
will yield undefined values.
(a) (b) (c)
Figure 3.3.2: An example of precipitate growth and hydrogen depletion. (a) The initial
condition, in which two δ-hydride precipitates were seeded into an α-zirconium matrix
with a composition of X = 0.015 at 485 K. (b) After two time steps, depletion regions
have started to form around both precipitates. The white contour line indicates a small
region between the precipitates in which the hydrogen atomic fraction has become slightly
negative. (c) After thirty time steps, longer-range diffusion has supplied additional solute,
and the hydrogen atomic fraction has increased such that the solute value is positive
everywhere.
3.4 Conclusions
The proposed free energy approximation method is a simple and efficient technique
to overcome the numerical challenges encountered during phase field simulations that
incorporate CALPHAD-based free energies of mixing. The free energies are transformed
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into piecewise functions composed of three subfunctions that are defined on subdomains
of solute composition. Low and high subdomain boundary compositions are chosen within
the composition domain over which each free energy is defined. The subdomain boundary
compositions are chosen to be sufficiently outside the composition range expected to be
encountered in the simulation. These values may be chosen to avoid unwanted behavior
in the free energy or its derivatives, such as an undefined energy at a composition that
will be evaluated within the phase field model, or a free energy curvature that will yield
a negative mobility. At each boundary composition, the free energy is approximated as
a second-order Taylor expansion of the free energy around the boundary composition.
The free energy between the low and high subdomain boundary compositions retains
the original form, while outside this region, the Taylor expansions are substituted. The
resulting free energy is second-order differentiable over the entire range of structural order
parameter and composition values encountered within the simulation.
A phase field model for the α-zirconium/δ-hydride system was employed to demon-
strate the free energy approximation method. Planar interface simulations were performed
to verify the approximation method over a range of temperatures. The compositions of the
α and δ phases as well as the δ phase fraction obtained from the phase field simulations
were compared to the values calculated from the common tangent construction of the orig-
inal CALPHAD free energies. The results indicate that the approximation method does not
appreciably affect the equilibrium compositions and phase fractions of the α-zirconium/δ-
hydride system. In addition, the error in the compositions of the α and δ phases as well as
the δ phase fraction obtained from the phase field simulations were examined. We found
that for the α-zirconium/δ-hydride system, Xαlow should be approximately 10% less than
equilibrium composition of the α phase to ensure that simulations can run to equilibrium.
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We also found that while the simulation results do change slightly with a 5% variation in
Xbound values, the RMS of the error is less than 3% for all quantities examined as long as
the aforementioned condition on Xαlow is met.
The approximation method presented here is general and can be straightforwardly
applied to other materials systems. It is particularly useful for CALPHAD free energies
developed using sublattice models, because these energies may not be defined over the
entire range of compositions that would be encountered in the phase field model. As
the free energies of many substitutional and interstitial solutions are modeled using
sublattice models, this method will increase the applicability of phase field models to
a wide range of alloy systems. In addition, the method reduces the stiffness of the
equations at the composition domain boundaries, which may improve numerical behavior.
However, in the WBM formulation, the diffuse interface width that results from using
physically appropriate interface energies can be constrained to several nanometers due
to the presence of an inherent energy barrier in the free energy. This interface width
increases the computational cost, making large-scale simulations prohibitively expensive.
Thus, the KKS phase field model formulation may be better suited for incorporating
CALPHAD-based free energies so that the interfacial thickness may be readily adjusted.
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CHAPTER IV
A Nucleation Algorithm for the Coupled
Conserved-Nonconserved Phase Field Model
In this chapter, a refinement to the existing nucleation algorithm for a coupled conserved-
nonconserved phase field model is presented. In the new method, which offers greater
ease of implementation as compared to the existing approach, only the nonconserved
order parameter is modified to seed supercritical nuclei (thus termed order-parameter-only
seeding). The order-parameter-only seeding method naturally satisfies the conservation
law for the conserved order parameter. In addition, the implementation within Hyrax is
described. The evolution of a single nucleus is examined to ensure that the precipitate
growth kinetics are not affected by the seeding method. After a brief initial transient
period, order-parameter-only nucleation yields similar precipitate growth characteristics
to that of the existing model. The kinetics of a phase transformation exhibiting concurrent
nucleation and growth is analyzed in the form of the Avrami equation, and a statistical
analysis is performed to determine if mesh and/or time adaptivity affects the simulation
results. The statistical analysis indicates that the nucleation algorithm is amenable to
88
adaptive meshing and adaptive time stepping.
4.1 Methods
4.1.1 Phase field model
The proposed OPO seeding method relies on the coupling between a conserved order
parameter and a nonconserved order parameter through the free energy. Although
OPO seeding can be implemented into any coupled conserved-nonconserved phase field
model, a model describing the zirconium/zirconium hydride system [63] is adopted
to demonstrate the approach. The zirconium/zirconium hydride system is described
using a conserved field variable, c, that represents the concentration of hydrogen, and a
nonconserved structural order parameter, η, that distinguishes the different structures of
the two phases, where η = 0 for zirconium and η = 1.5 for the hydride. To demonstrate the
nucleation algorithm, the free energy functional from Ref. [63] is simplified by neglecting
elastic energy and by retaining only one structural order parameter corresponding to one













where κc is the gradient energy coefficient for concentration, κη is the gradient energy
coefficient for the structural order parameter, gchem is the bulk chemical free energy density,
and V is the volume. The expression for gchem used in this work is
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gchem (c, η) =
A1
2







where c1, c2, Ai (i = 1, ..., 4) are constants. The values of c1 and c2 are the equilibrium
concentrations of hydrogen in the matrix and hydride, respectively, while the Ai’s control
the shape of the free energy surface [63].
Themicrostructural evolution of the system is governed by coupled conserved-nonconserved




= ∇ · [M∇µ] , (4.1.3)





t is the time, and M is the mobility of hydrogen.In addition, the Allen-Cahn equation [94]










where L is the kinetic coefficient. Both the mobility and the kinetic coefficient are assumed
to be isotropic. Following Ref. [63], we use L = M = 0.4, A1 = 18.5, A2 = −8.5,
A3 = 11.5, A4 = 4.5, κc = κη = 1.5, c1 = 0.006, and c2 = 0.59 in nondimensionalized units.
Nondimensionalization of the governing equations is found in the Appendix.
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4.1.2 Explicit nucleation algorithm
Simmons et al. pioneered the development of an algorithm that explicitly introduces
nuclei in a phase field simulation based on classical nucleation theory [155]. Hereafter,
this method will be referred to as the explicit nucleation algorithm. The concepts from
that algorithm that are incorporated into our model are discussed in Chapter II and
are summarized in this section. The local nucleation rate for critical nuclei, JC (r, t), is
calculated following classical nucleation theory [96] as [155]









where N = n∆v, n is the number density of atoms and ∆v is the volume of the element.
Following Ref. [155], Eq. 4.1.6 is simplified to





where k1 and k2 are adjustable parameters that control the nucleation rate and ∆c is the
supersaturation. The local nucleation probability, P (r, t), is calculated as [155]
P (r, t) = 1− exp (−JC∆t) , (4.1.8)
where ∆t is the time interval over which the nucleation probability is calculated.
In the explicit nucleation algorithm, the nucleation step is executed after each phase
field time step [155], and JC and P are calculated for each volume element in the simulation.
It is assumed that nucleation rates are low enough for the given mesh that only one nucleus
may form in any volume element [155]. After P is computed, the positions of new nuclei
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are determined. This is accomplished by performing a binary test on the local nucleation
probability: a random number, R (t) between [0, 1] is generated, and if R (t) < P (r, t), a
nucleus is introduced at that position [160].
4.1.3 Order-parameter-only nucleation algorithm and implementation
details
The implementation flow chart of the nucleation algorithm within Hyrax is shown in Fig.
4.1.1. After each phase field step, the nucleation step is executed. Within the nucleation
step, ∆GC, JC, and P are calculated for each element (for the specific example in this work,
∆c is calculated during ∆G∗ step). If the element contains a second-phase particle or is
within the interface, the probability is set to zero; we set P = 0 for η > 0.1, although a
different threshold value could be taken. After P is computed, the positions of new nuclei
are determined. In a similar manner as Ref. [160], a pseudorandom number, R (r, t), is
generated with a uniform distribution between [0, 1] for each element. If R (r, t) < P (r, t),
a nucleus is introduced at that position. In the rare event that nucleation occurs in two
adjacent elements, the two nuclei will merge into one precipitate. When a nucleation event
occurs in a particular mesh element, the centroid of that element is chosen as the center
point of the nucleus. The position of the nucleus and the time of its formation are stored
in a list, which is accessed by the mesh adaptivity and nucleus introduction functions.
If mesh adaptivity is enabled, the finite element mesh is refined as necessary so that the
mesh has appropriate local resolution for the subsequent introduction of each nucleus.
Nuclei are seeded accordingly by direct modification of the nodal solution vector of the
structural order parameter. If time adaptivity is used, the time step is reduced upon a
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nucleation event to a specified time step size. After the modification of the structural order
parameter, the system is allowed to evolve according to Eqs. 4.1.3 and 4.1.5.
To use the explicit nucleation algorithm with a nonuniform mesh, we define a vol-
umetric nucleation rate, JC,V . In this work, JC,V is based on Eq. 4.1.7 and is formulated
as





where k˜1 = k1/∆v. Thus, the nucleation probability for an element is given by
P (r, t) = 1− exp (−JC,V∆v∆t) . (4.1.10)
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Figure 4.1.1: A flow chart of the order-parameter-only nucleation algorithm implemented
within Hyrax. After a phase field time step, the nucleation algorithm is executed. (1) The
nucleation activation energy, nucleation rate, and nucleation probability are calculated
for each element. (2) The nucleation probability in each element is tested to determine if
nucleation occurs. If mesh adaptivity is enabled, (3) mesh elements are refined as needed
to obtain sufficient resolution for new nuclei. (4) The nodal solution vector for the order
parameter is explicitly modified to reflect the formation of the new nuclei. (5) The time
step size is modified as needed. Upon the completion of the nucleation step, the next
phase field time step is executed.
The nucleus seeding method described in this work differs significantly from that
described in Refs. [155, 160]. Unlike that method, the concentration field is left unchanged,
and thus mass conservation is naturally met. OPO nucleus seeding is more computa-
tionally efficient and significantly easier to implement because it eliminates the need
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to calculate mass conservation requirements before nucleus introduction. Figure 4.1.2
illustrates how the concentration and structural order parameter are altered in the OPO
seeding method for initially uniform fields. Upon determination of a new nucleus position,
an OPO nucleus is introduced by altering the value of the structural order parameter to
reflect the presence of the second phase (Fig. 4.1.2a). The OPO nucleus introduced into
the simulation domain must be larger than the critical nucleus size for the given solute
concentration. Each nucleus has a finite size and encompasses multiple elements such
that the interface is well-resolved. Although we choose a circular nucleus with a diffuse
interface profile, alternative nucleus shapes such as those described in Refs. [166--168]
could be incorporated. The modification of the order parameter field may either be carried
out for only one time step (when a new nucleus is seeded), or be held fixed for several
time steps; both cases are studied in this work.
For comparison purposes, we use the nucleus seeding method in Ref. [155] as the
initial condition for a single-particle simulation by altering both the concentration and the
structural order-parameter (hereafter referred to as ‘‘order parameter and concentration’’
or OPC seeding). The treatment of the structural order parameters is the same for both
OPO seeding and OPC seeding (Fig. 4.1.2a). However, the solute concentration is increased
in the nucleus and depleted in the surrounding region for OPC seeding (Fig. 4.1.2c). The
total quantity of solute in the computational domain is the same for OPO and OPC seeding.
In this work, the depletion region width and concentration is determined in a fashion
similar to Ref. [155], but we choose to minimize the width of the depletion region, wd, by
setting the concentration in the depletion region, cd, close to zero due to the low initial
solute concentration. The amount of solute that must be compensated for by the reduced
concentration in the depletion region, ∆s, is calculated from the initial concentration, the
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system volume, and the nucleus volume and composition. We then estimate wd as the
width that is needed to compensate for ∆s assuming cd = 0. For simplicity, we round wd
up to the nearest integer, and adjust cd such that the amount of solute is identical in both
the OPO and OPC simulations
(a) (b) (c)
Figure 4.1.2: The profiles of the concentration and structural order parameter upon nucleus
seeding. (a) The structural order parameter for both an OPO seed and an OPC seed. (b)
The concentration for an OPO seed, which is uniform. (c) The concentration for an OPC
seed, which is non-uniform.
4.1.4 Simulation conditions
In this work, simulations are performed in two dimensions. No-flux boundary conditions
are applied for the concentration and structural order parameters, and the initial hydrogen
concentration is set to c = 0.0562, which is less than the concentration used in Ref. [63] but
high enough to induce concurrent nucleation and growth. The equilibrium interface width
is 1.33 in nondimensionalized units measured between 0.1ηp < η < 0.9ηp, where ηp is the
value of η in the hydride. Introduced nuclei have a radius of r = 1.8, which is twice the
minimum stable particle size at this composition so that nuclei will grow even if introduced
into regions with decreased supersaturation. The diffuse interface width of the nuclei is 0.9
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and the profile is specified by a sine function, though a different profile and width could
be chosen. The BDF2 implicit time integration scheme [196]) is employed. The nonlinear
relative convergence tolerance is 10−8. The simulations use a single matrix preconditioner
and the Additive Schwarz Method preconditioning process. For simulations with a fixed
time step size, a nondimensionalized time step size of ∆t = 0.01 is used. For simulations
with time adaptivity, computational efficiency is optimized by employing a variable time
step size based on the ratio of the time step size to the CPU time required to iteratively
solve the system of equations for each time step [198]. A maximum of 1% increase per time
step is allowed, and the maximum ∆t = 1.0 is chosen. Upon a nucleation event, the time
step is reduced to ∆t = 0.01. The mesh is composed of square, four-node quadrilateral
elements and linear Lagrange shape functions are used for the structural order parameter,
concentration, and chemical potential variables. Simulations without mesh adaptivity
are performed with an element side length of 0.32. Simulations with adaptive meshing
have a maximum element side length of 5.12 and a minimum element side length of 0.32,
corresponding to a maximum of four levels of refinement. Adaptive mesh refinement
involves splitting and refining elements based on an error indicator. We use the gradient
jump indicators [69, 183] for c and η, which computes the change in the gradient from one
element to the next. The mesh is refined for any element within 75% of the maximum
jump, and the mesh is coarsened for any element within 5% of the minimum jump, where
the maximum and minimum are taken over the entire mesh. These refinement parameters
are chosen to ensure that introduced nuclei are appropriately resolved.
Single-particle simulations are performed with a nondimensionalized domain size of
38.4 × 38.4 to study the evolution of OPO and OPC nuclei. The field of the structural
order parameter initially contains one seed in the center of the computational domain. The
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OPC nucleus has a concentration of c = 0.59, the depletion region has a concentration of
cd = 3.13× 10−4 and a depletion width of wd = 8, and the matrix outside the depletion
region has a concentration of c = 0.0562. No mesh or time adaptivity are used for the
single-particle simulations.
The equilibrium phase fraction for the given concentration is needed for the Avrami
analysis. The equilibrium phase fraction is found by allowing a planar interface simulation
with a domain size of 76.8 × 9.6 to achieve equilibrium, where equilibrium is defined as
uniform chemical potential within convergence tolerance. The initial condition for the
simulation is an OPO hydride plate at the left edge of the computational domain and a
uniform concentration of c = 0.0562. No mesh adaptivity is used, but time adaptivity is
employed to attain equilibrium efficiently.
The Avrami analysis simulations are performed with a nondimensionalized domain
size of 460.8 × 460.8. The values k˜1 = 2.5× 10−4 and k2 = 4.71× 10−2 are chosen to
induce concurrent nucleation and growth conditions with a constant nucleation rate.
The value of k2 controls the nucleation rate by affecting the driving force for nucleation,
while the value of k˜1 controls the number of nuclei formed during the early stage of the
simulation [155]. Finally, the structural order parameter initially contains one randomly
located nucleus. This initial condition is chosen based on numerical considerations; by
introducing a nucleus, the residual of the initial condition is large enough such that the
relative-tolerance convergence criterion is met.
The parameters for the phase field model used in the nucleation algorithm verification
are given in nondimensionalized units. The non-dimensionalization of the model is
given as follows. Ref. [63] indicates that the free energy functional was fit to the Zr-H
phase diagram at 523 K. A nondimensionalized quantity q in the phase field model has a
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corresponding dimensional quantity qˆ. Characteristic scale values for the system’s length,
energy, and time are defined, and the equations are nondimensionalized using these
values. The characteristic length scale was set to lˆ = 1× 10−9 m so that nucleation may be
simulated. The characteristic volumetric energy scale was chosen as |∆gˆ| = 1× 108 J/m3,
on the order of volumetric energy of mixing for the Zr-H system [98]. The volumetric
energy can be converted to a molar energy as |∆gˆm| = ∆ f ·Ω0 = 1.40× 103 J/mol, where
the atomic volume of zirconium is Ω0 = 1.4 × 10−5 m3/mol. While no experimental
information exists for the Allen-Cahn kinetic coefficient, L = 1 J−1s−1 was chosen to
maintain a diffusion-controlled transformation [113]. Therefore, the characteristic time
is t0 = 2.86 × 10−4 s. The relationships between the dimensional and dimensionless
quantities are presented in Table 4.5.
Table 4.5: Nondimensionalization expressions for quantities within the phase field model.
Quantity Nondimensionalization expression
Time t = tˆ · Lˆ · |∆gˆm|
Length r = rˆ/lˆ
Hydrogen mobility M = Mˆ · tˆ0 · lˆ · |∆gˆ|
Allen-Cahn kinetic coefficient L = Lˆ · |∆gˆm| · tˆ0




Chemical energy gchem = gˆchem/|∆gˆ|
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4.2 Results and discussion
4.2.1 OPO nucleus evolution
To assess the OPO nucleus seeding method, the evolution of an OPO nucleus is
compared to that of an OPC nucleus. The values of the concentration and structural order
parameter at the center of the nucleus, denoted as cp0 and ηp0, respectively, are used
to quantify the evolution of an OPO nucleus. Figure 4.2.1 shows cp0 and its derivative
with respect to time, which indicate how solute accumulates in the precipitate during
nucleus formation. Initially cp0 increases rapidly; this behavior is hereafter termed the
‘‘solute accumulation’’ (SA) stage. As cp0 approaches the equilibrium concentration, solute
accumulation slows, with ∂cp0/∂t decreasing below 1.0 at t = 0.16, which we hereafter
refer to as tc. During the SA stage, a solute depletion region with a smooth gradient profile
is naturally formed around the nucleus. Note that the equilibrium value of cp0 is not yet
attained during the time examined, but the plot range is selected to focus on the early
transient behavior that occurs immediately following nucleus introduction. In addition,
ηp0 and its time derivative are plotted in Fig. 4.2.2. The value of ηp0 decreases during the
SA stage and exhibits a minimum at t = 0.08, hereafter referred to as tmin, but subsequently
increases rapidly, with ∂ηp0/∂t attaining a maximum at t = 0.15. The value of η in the
precipitate is slightly higher than its equilibrium value during the time examined, but
the value decreases as the fraction of the precipitate phase evolves toward its equilibrium
value. This behavior of η in the precipitate is a result of the shape of the free energy well
shown in Fig. 4.2.3, and will in general depend on the details of the specific free energy
function.
The behavior of cp0 and ηp0 can be elucidated by examining the free energy of the
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by the red squares. The OPO nucleus has a much higher free energy density than either
the matrix or precipitate phases as it is initialized (the leftmost square). As such, there is
a large driving force to diffuse solute into the nucleus. Once the presence of additional
solute has lowered the free energy of the nucleus, further energy reduction occurs by the
increase of ηp0 toward its equilibrium value.
(a) (b)
Figure 4.2.1: (a) The value of the concentration at the center of the nucleus for OPO seeding
without order parameter holding. (b) The rate of change of the concentration value at the
center point with respect to time.
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(a) (b)
Figure 4.2.2: (a) The value of the structural order parameter at the center of the nucleus for
OPO seeding without order parameter holding. (b) The rate of change of the value of the
structural order parameter at the center point with respect to time.
While OPO seeding naturally generates a nucleus with a surrounding depletion region,
the initial SA stage will delay the precipitate growth versus an OPC nucleus, which seeds





OPC nucleus, shown by the orange triangles in Fig. 4.2.3. Although the OPC nucleus is near
the energetic minimum, its cp0 and ηp0 values evolve slightly following the introduction of
the seed. Figure 4.2.4a shows the precipitate area fractions of an OPO and an OPC nucleus.
The area is found by thresholding the structural order parameter at η = 1.5 and summing
the area of each element within the thresholded region. The area of the OPO nucleus is
smaller than the area of the OPC nucleus at any given time over the time simulated. The
maximum difference in area is 9% at t = 1.8 and the difference decreases slowly after that
to 4% at t = 10. Growth of the OPO nucleus may be delayed both due to the time needed
to accumulate solute and due to the initial decrease in the structural order parameter,
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paths for the different nucleus
seeds. The red squares are for the OPO nucleus and the white circles are for the OPO+hold
nucleus; in both cases the energy of the as-seeded nucleus is indicated by the leftmost
point. The orange triangles are for the OPC nucleus.
which lowers the driving force for solute accumulation.
To maintain the driving force and to prevent nucleus dissolution, the structural order
parameter may be held fixed during the SA stage (termed an ‘‘OPO+hold’’ seed). The hold
time, thold, can be found by examining the evolution of cp0, ηp0, and the area fraction of the
OPO seed. The area fractions of an OPO+hold nucleus and an OPC nucleus are compared
for a given thold, and the thold value that yields the smallest maximum difference in area
fractions is chosen. The characteristic times tc and tmin provide a guideline for choosing
thold. Figure 4.2.4a shows the area fraction of an OPO+hold nucleus with thold = tmin.
The maximum difference in the area fraction for the OPO+hold nucleus versus the OPC
nucleus is approximately 4% at t = 2.8 and the difference decreases slowly after that to
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1.6% at t = 10. The difference is significantly less than the difference between the OPO
nucleus and the OPC nucleus. For the cases examined, the area fraction of the OPO+hold
nucleus is insensitive to thold values between tmin and tc, and we believe this finding is
likely general. This insensitivity is beneficial when using time adaptivity in simulations. A
comparison of ηp0 for the OPO nucleus and the OPO+hold nucleus is shown in Fig. 4.2.4b;





for the OPO+hold nucleus is shown in Fig. 4.2.3 by the white circles. During the time that




path remains where the driving
force for solute accumulation is larger than that followed by the OPO nucleus, accelerating
the stabilization of the OPO+hold nucleus.
The value of tmin varies depending on the simulation setup, and thus the value chosen
for thold should be adjusted accordingly. However, the hold time should not be longer
than necessary because it may delay growth by preventing the interface from propagating
even under growth conditions. The value of tmin may vary depending on the solute
mobility and the kinetic coefficient of the structural order parameter, the driving force of
the transformation, the local solute concentration, and the size of the seeded nucleus. For
example, a lower solute concentration will likely require a longer hold time to accumulate
solute.
The size of the introduced nucleus will vary depending upon the model system and
the simulation parameters, and thus needs to be adjusted accordingly. The nucleus size
can be determined based on the results of single-particle simulations for each system.
The introduced nucleus should be as small as possible without dissolving. The critical
nucleus size, which is typically on the order of a nanometer, presents a lower bound on
the nucleus size and may be determined by classical nucleation theory. However, the
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size of the introduced nucleus is also affected by the maximum mesh resolution of the
simulation and the diffuse interface width, which are numerical parameters. The size of
the introduced nucleus should be larger than the diffuse interface width to ensure a bulk
region exists. It is likely that the introduced nucleus will be larger than the critical nucleus
size, unless the mesh resolution is extremely high. If the introduced nuclei are much larger
than the critical size and the time to grow to that size is significant, a time correction will be
necessary. In this work, r is sufficiently small that this correction is unnecessary. We also
note that a larger r will require a larger thold for a given system, and thus these parameters
need to be consistently determined.
(a) (b)
Figure 4.2.4: (a) The area fraction of the second-phase particle using OPO, OPO+hold, and
OPC methods. (b) The value of the structural order parameter at the center of an OPO
nucleus and at the center of an OPO+hold nucleus with thold = tmin = 0.08.
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4.2.2 Validation of OPO nucleation and growth
The early-stage kinetics of precipitation and growth simulated with the OPO nucleation
algorithm are analyzed by fitting the simulation results to the Avrami equation [199--201].
For these simulations, we do not use time or mesh adaptivity; these simulations have the
highest numerical resolution and accuracy considered in this work. Nine simulations,
denoted with the subscript ‘‘0,’’ are performed with different seeds for random number
generation to obtain statistical information. We use a hold time of thold = 1.25tmin = 0.1.
First, the number of precipitates and the area fraction of the transformed phase are
examined. Figure 4.2.5a presents the snapshots of one of the nine simulations performed,
showing the distribution of precipitates with varying size as a result of concurrent nucle-
ation and growth. For the set of simulations, approximately 30 nuclei form by t = 2. By




Figure 4.2.5: The structural order parameter showing concurrent nucleation and growth
(CNG) conditions (a) with no mesh or time adaptivity used for the simulation and (b) with
mesh and time adaptivity used.
The area fraction of the transformed phase, A (t), for the fastest and slowest transfor-
mations are shown in Fig. 4.2.6a. The area fraction varies by 20% at t = 20 between the
slowest and fastest transformations. This variation is due to the stochastic nature of the
nucleation algorithm, which causes the exact location and timing of the nucleation events
to be different for each simulation.
To confirm that the OPO+hold algorithm and implementation reproduce the results
expected from classical nucleation theory, we consider the Avrami equation
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(a) (b)
Figure 4.2.6: (a) The area fraction of the transformed phase is plotted for the fastest and
slowest cases within each set of simulations performed with with no adaptivity (solid, 0),
with mesh adaptivity (gray dots, h), with time adaptivity (red dash, t), and both mesh and
time adaptivity (green dash-dot, ht). (b) An example of an Avrami fit for the area fraction
of the transformed phase (the data is indicated by the circles and the fit is the solid line).
A (t) /A f = 1− exp (−Ktm) (4.2.1)
where t is time, A f is the equilibrium area fraction, m is the Avrami coefficient, which
indicates the type of transformation kinetics, and K is the time constant. To perform the
Avrami analysis, Eq. 4.2.1 is rewritten as
ln
[− ln (1− A (t) /A f )] = lnK+m ln (t) . (4.2.2)
The value of A (t) /A f is inserted into the left-hand side of Eq. 4.2.2, and the resulting
values are fit to the right-hand side of Eq. 4.2.2, such that m and K are determined from
108
the slope and the intercept of the line, respectively. An example is given in Fig. 4.2.6b.
Although there is some deviation of the data from the single linear fit, the fit provides
simple a quantitative metric of the phase transformation kinetics and the effects of mesh
and/or time adaptivity on it. Because the slope varies over the time period examined, the
value obtained from the linear fit is an average of the slope over that time period. The time
constant K is found by calculating the value of the linear fit when ln (t) = 0. In this work,
m and K are calculated using A (t) between 2 ≤ t ≤ 20, while nucleation and growth
are ongoing. As we mentioned previously, for a given initial condition, the stochastic
nature of the nucleation algorithm will generate a range of transformation kinetics. This
variation is quantified by the Avrami coefficient and time constant averaged over the nine
simulations, m¯ and K¯, respectively, and their standard deviations, σm and σK. For the
validation simulations, we find the values m¯0 = 2.01, σm,0 = 0.0370, K¯0 = 7.44× 10−4, and
σK,0 = 1.18× 10−4. These Avrami coefficients are in agreement with the value resulting
from a simplified analysis of an early-stage diffusional transformation with a constant
nucleation rate [199,202], when taking the dimensionality of the simulations into account.
Table 4.6: Average kinetic coefficients and their standard deviations for the concurrent
nucleation and growth simulations. Listed are the average Avrami coefficient and its
standard deviation, m¯ and σm, respectively, and the average time constant and its standard
deviation, K¯ and σK, respectively.
Adaptivity type m¯ σm K¯ σK
no adaptivity 2.01 0.0370 7.44× 10−4 1.18× 10−4
mesh adaptivity 2.02 0.0719 6.53× 10−4 1.59× 10−4
time adaptivity 1.98 0.0499 8.15× 10−4 1.45× 10−4
mesh and time adaptivity 1.97 0.0479 7.79× 10−4 1.28× 10−4
The OPO nucleation algorithm allows for a broad range of nucleation conditions to
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be modeled. By varying k˜1 and k2 in Eq. 4.1.9, more nuclei may be formed earlier in the
simulation, resulting in m < 2 in two dimensions. Site saturation conditions, in which
all nuclei are present at the start of the phase transformation, result in m = 1 in two
dimensions. Simmons et al. reported difficulty in lowering the Avrami coefficient much
below 1.67 due to numerical instabilities from the composition profiles of the nucleus
and depletion region [155]. The OPO nucleation seeding method gives no such instability
because it does not introduce sharp concentration gradients. By increasing k˜1 by one order
of magnitude, m decreases to 1.25. Further increasing k˜1 should result in site saturation,
indicating the flexibility of this algorithm at modeling different nucleation behavior.
4.2.3 Effect of adaptivity on concurrent nucleation and growth simula-
tions
Large-scale three-dimensional phase field simulations of concurrent nucleation and growth
are computationally intensive. To improve computational efficiency, time and mesh
adaptivity may be used to reduce resolution while retaining sufficient accuracy. The
time adaptivity scheme ensures a small time step during nucleation events but allows it
to grow in the absence of nucleation. Mesh adaptivity reduces the degrees of freedom
by using larger mesh elements in regions with lower field gradients; an example of the
mesh adaptivity within the simulation is shown in Fig. 4.2.7. However, the effect of the
reduced resolution must be evaluated, and sufficient mesh and time resolution must be
retained within the simulation. For example, if a mesh is overly coarse with respect to the
characteristic length scale of the microstructure, the spatial distribution of precipitates may
be affected. If the time step is too large for the nucleation rate, the assumption that only one
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nucleus may form per element may be violated, affecting the number of nuclei introduced
into the simulation. While mathematical analyses to determine the upper limit of temporal
and spatial discretization steps for nucleation and growth are beyond the scope of this
work, we present a method to quantify the effect of adaptivity on the simulation results.
We perform simulations with mesh adaptivity, time adaptivity, and combined mesh and
time adaptivity, denoted with the subscripts ‘‘h,’’ ‘‘t,’’ and ‘‘ht,’’ respectively. As before,
nine simulations are performed for each case to capture the statistical behavior.
Figure 4.2.7: A magnified snapshot of a concurrent nucleation and growth simulation
performed with mesh adaptivity. Left: Three precipitates are shown. A perfect circle has
been imposed over the topmost precipitate (dashed gray line) as a guide for the eye. Right:
The same snapshot, but with the mesh shown in blue, which contains both the largest and
smallest mesh elements. The mesh is finest at the precipitate interfaces.
Following the discussion in Section 4.2.2, we examine the microstructure and the trans-
formation kinetics simulated when using adaptivity. Figure 4.2.5b shows the snapshots
of a concurrent nucleation and growth simulation performed with both mesh and time
adaptivity; the initial condition is identical to that in Fig. 4.2.5a. The microstructure is
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similar to the previous case presented in Fig. 4.2.5a, although for this specific simulation,
there are fewer precipitates at t = 20. To examine the kinetics, the area fraction of the
transformed phase is shown in Figure 4.2.6 for the fastest and slowest cases for each set of
simulations. The area fractions for simulations with different adaptivities are similar to
those of the simulations with no adaptivity. Therefore, for the given adaptivity parameters,
time or mesh adaptivity do not appear to affect the simulated kinetics.
Following the discussion in Section 4.2.2, we examine the microstructure and the trans-
formation kinetics simulated when using adaptivity. Figure 4.2.5b shows the snapshots
of a concurrent nucleation and growth simulation performed with both mesh and time
adaptivity; the initial condition is identical to that in Fig. 4.2.5a. The microstructure is
similar to the previous case presented in Fig. 4.2.5a, although for this specific simulation,
there are fewer precipitates at t = 20. To examine the kinetics, the area fraction of the
transformed phase is shown in Figure 4.2.6 for the fastest and slowest cases for each set of
simulations. The area fractions for simulations with different adaptivities are similar to
those of the simulations with no adaptivity. Therefore, for the given adaptivity parameters,
time or mesh adaptivity do not appear to affect the simulated kinetics.
We perform the Avrami analysis described in Section 4.2.2 to quantify the transforma-
tion kinetics obtained from simulations that utilize adaptivity, and means and standard
deviations are shown in Fig. 4.2.8. As presented in Table 4.6, the values of m¯t, m¯h, and
m¯ht are equal to m¯0 within two significant figures, and σm/m¯ values are in the range of
0.018 to 0.036, indicating a narrow distribution. Mesh adaptivity results in the largest σm
(σm,h ≈ 1.9σm,0), while time adaptivity and combined time and mesh adaptivity result in
similar σm (σm,t ≈ σm,ht ≈ 1.3σm,0). These results indicate that the power-law exponent
in Eq. 4.2.1 is insensitive to both the stochastic nature of nucleation and to adaptivity.
112
In contrast, the time constant K exhibits more variation from simulation to simulation
within each set. The values of K¯h and K¯t differ from K¯0 by more than 10%, with the largest
differences in K occurring when using mesh adaptivity. These values also exhibit larger
scatter, as evidenced by σK/K¯ in the range of 0.16 to 0.24. This greater variation indicates
that K is sensitive to the details of when and where nucleation events occur. Overall, the
case with no adaptivity results in the smallest values of σm and σK, showing that adaptivity
tends to increase the variation in the simulated kinetics. However, the overlap in the
error bars between the data sets indicates that no systematic differences are evident for




Figure 4.2.8: The average kinetic coefficients and one standard deviation (shown by the
error bars) for the concurrent nucleation and growth simulations performed with no
adaptivity (0), with mesh adaptivity (h), with time adaptivity (t), and both mesh and time
adaptivity (ht). The information regarding the Avrami slope m is shown in (a) and the
Avrami intercept K is shown in (b).
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4.3 Conclusion
The explicit nucleation method described in this work is a refinement of the method
developed by Simmons et al. [155, 160]. In the proposed method, OPO nucleation, a
nonconserved structural order parameter is locally altered to introduce a nucleus in a
coupled conserved-nonconserved phase field model. The OPO nucleus seeding method
induces the formation of both a nucleus and a depletion region for the conserved variable,
while naturally satisfying conservation rules. Mass conservation is naturally observed via
the evolution equation instead of explicitly accounted for during nucleus introduction,
simplifying the simulation code and allowing a depletion region to be formed whose
profile is controlled by the model physics. In addition, numerical instabilities are avoided
by eliminating sharp field gradients. The implementation details of the OPO nucleation
algorithm in a finite element framework are presented, although the algorithm could be
used with other numerical methods such as the finite difference method.
Upon introduction of an OPO nucleus, three processes occur concurrently: (a) a solute
accumulation stage, in which solute diffuses to the nucleus, (b) the formation of a solute
depletion region around the nucleus, and (c) a decrease in the structural order parameter.
We describe two characteristic times within the solute accumulation stage that are based
on the evolution of the conserved and nonconserved variables. The characteristic time for
the conserved order parameter is the time at which solute accumulation slows significantly,
and the characteristic time for the conserved order parameter identifies the time at which
the value of the structural order parameter is minimal. In addition, the solute accumulation
stage causes a precipitate formed by OPO seeding to be slightly smaller at a given time
than one seeded with the appropriate values of both concentration and structural order
parameter. However, this discrepancy can be reduced by holding the value of the structural
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order parameter fixed during this stage. For the cases examined, we find that the area
fraction of the OPO+hold nucleus is insensitive to the hold time for values between the the
two characteristic times mentioned above. The evolution of an OPO nucleus is explained
based on the free energy landscape.
The early-stage kinetics of precipitation and growth simulated with the OPO nucleation
algorithm are analyzed by fitting the simulation results to the Avrami equation. With an
increased nucleation rate coefficient, we obtained an Avrami coefficient as low as 1.25.
A statistical analysis is performed to study the effect of mesh and/or time adaptivity on
the simulated kinetics. We find the results are comparable between these data sets with
different mesh and/or time adaptivity.
The explicit nucleation method presented here is general and can be straightfor-
wardly applied to other materials systems that are described by a coupled conserved-
nonconserved phase field model. However, the evolution behavior of an OPO nucleus
must be analyzed to identify the hold time required, if necessary. In addition, the results
should be analyzed to ensure sufficient spatial and temporal resolution with or without
adaptivities. This work provides the framework for determining the adaptivity parameters,
as well as the hold time.
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CHAPTER V
Preliminary Work and Future Work
In this chapter, preliminary work that provides insights into the nucleation behavior of
δ-hydride in α-zirconium is discussed, along with future work that would extend the α-
zirconium/δ-hydride multiphysics phase field model. As described in Chapter I, hydride
precipitates in zirconium develop a microstructure with features at two length scales
[22,45--47]. TEM investigations have revealed that macroscopic hydrides are agglomerates
of microscopic hydride stacks and that the orientation of microscopic hydrides with
respect to each other affects the orientation of the resulting macroscopic hydride [22,47].
The arrangement of these microscopic δ-hydride platelets into aligned stacks is currently
hypothesized to be caused by autocatalytic nucleation and elastic stabilization [22, 53]. In
the following sections, the sensitivities of the nucleation rate are quantitatively explored
for small variations in temperature, hydrogen concentration, interfacial energy, and elastic
energy. These results provide a first step in interpreting experimentally obtained hydride
precipitation data, such as those found in Refs. [20,31,32,203]. Then, the spatial variation of
the nucleation rate around a single, growing precipitate is studied to provide insight into
the hypothesis of autocatalytic hydride nucleation. Furthermore, preliminary results of
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concurrent nucleation and growth simulations are examined to study how the nucleation
rate impacts the microstructural evolution. Finally, several extensions to the model are
proposed as future work; topics include the terminal solid solubility hysteresis of hydrogen
in zirconium and the effects of the α/δ interfacial energy, as well as thermodiffusion,
plasticity, and irradiation, which are not yet accounted for in the model.
5.1 Preliminary work
5.1.1 Sensitivity of the volumetric nucleation rate
A preliminary parametric study is performed to examine the sensitivity of the nucleation
rate in α-zirconium on the hydrogen content (XtotalH ), temperature (T), interfacial energy
between a nucleus and matrix (γnuc), and elastic energy density (∆gel). Only one parameter
is varied at a time from the nominal conditions. The nominal conditions of T = 600
K, within the range of the operating temperatures of fuel cladding, and XtotalH = 0.05
(approximately 580 wt ppm H), a typical hydrogen content at the end of service, are
chosen. These parameters are varied over a small range of temperatures and compositions
that may exist within fuel cladding during service. We also examine a range of interfacial
energies within a plausible uncertainty range for interfacial energy.
The interfacial energy of a nucleating hydride, γnuc, may be a different value than the
interfacial energy in the phase field model (Chapter II). While a value for the interfacial
energy between the α and δ phases has not been definitively reported in the literature, the
orientation relationship between microscopic δ-hydrides and α-zirconium indicates that
hydrides likely precipitate with a coherent interface [152]. Therefore, γnuc = 115 mJ/m2 is
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chosen, which is within the range of 1 mJ/m2 to 200 mJ/m2 generally measured for coher-
ent interfacial energies for metallic systems [152]. The only interfacial energy information
available for the zirconium-hydrogen system are estimates provided for other hydride
phases [150].
For the nominal conditions of XtotalH = 0.05, T = 600 K, γnuc = 115 mJ/m
2 and ψ = 0.5,
the nucleation rate is JC = 3.76× 104 s−1µm−3. At this temperature, this XtotalH results in a
supersaturation of approximately 490 wt ppmH in the α phase. The effects of XtotalH , T, γnuc,
or ∆gel on the nucleation rate are shown in Figs. 5.1.1, 5.1.2, 5.1.3, and 5.1.4 respectively.
For Figs. 5.1.1, 5.1.2, and 5.1.3, ∆gel = 0. The nucleation rate increases by approximately
an order of magnitude for each increment in XtotalH of 0.005 (approximately 60 wt ppm
H), shown in Fig. 5.1.1. The nucleation rate decreases by approximately one order of
magnitude with each 10 K increase in temperature (Fig. 5.1.2) and for every 5 mJ/m2
increase of the interfacial energy (Fig. 5.1.3). Finally, the nucleation rate is extremely
sensitive to the elastic energy density. For a misfit strain relaxation of ψ = 0.5, the elastic
energy density within a hydride is on the order of 1× 108 J/m3. For that elastic energy
density, the nucleation rate is decreased by five orders of magnitude with respect to the
rate calculated when the elastic energy density is zero (Fig. 5.1.4), and the nucleation rate
decreases more strongly as the elastic energy density increases.
The nucleation rate is extremely sensitive to the condition of the system. Small varia-
tions in temperature and hydrogen concentration, on the order of what may exist across
fuel cladding while in service, have a large effect on the nucleation rate. The nucleation
rate sensitivity is governed by the bulk free energy and interfacial energy. Temperature
and hydrogen content, which are both variable conditions, will affect the free energy of
the system and variations in their values will obviously result in variations of precipitate
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microstructure. However, the calculated nucleation rate is also very sensitive to the interfa-
cial energy, a property of the α-zirconium/δ-hydride system that should not vary with the
condition of the material, and whose value has significant uncertainty. Because nucleation
behavior generally has a significant impact on the resulting microstructure, the sensitivity
of the calculated nucleation rate on the interfacial energy poses a significant challenge to
accurate modeling of hydride precipitation and growth. Future work should examine the
sensitivity of the nucleation rate for additional nominal conditions, particularly different
temperatures and hydrogen compositions.
Figure 5.1.1: The nucleation rate for XtotalH = 0.05 ± 0.005 at T = 600 K and γnuc =
115 mJ/m2. The y-axis is logarithmic.
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Figure 5.1.2: The nucleation rate for T = 600± 20 K at XtotalH = 0.05 and γnuc = 115 mJ/m2.
The y-axis is logarithmic.
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Figure 5.1.3: The nucleation rate for γnuc = 115± 10 mJ/m2 at T = 600 K and XtotalH = 0.05.
The y-axis is logarithmic.
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Figure 5.1.4: The nucleation rate as a function of ∆g¯el, with γnuc = 115 mJ/m
2, T = 600 K
and XtotalH = 0.05. The y-axis is logarithmic.
5.1.2 Spatial distribution of the volumetric nucleation rate around a
precipitate
As mentioned previously, autocatalytic nucleation has been proposed as the mechanism
for the alignment of microscopic hydride stacks [22,53]. In autocatalytic nucleation, the
presence of an existing hydride promotes nucleation in a preferential direction. The elastic
interaction energy between an existing hydride and a nucleus is hypothesized to cause the
proposed autocatalytic nucleation [22, 53]. Therefore, a preliminary study of the spatial
distribution of the volumetric nucleation rate around a growing precipitate is performed.
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To perform this study, an OPO hydride nucleus (Chapter IV) is seeded into a uniformly
supersaturated zirconium matrix and is allowed to grow, and the volumetric nucleation
rate around the precipitate is examined as the precipitate evolves. Using the volumetric
nucleation rate calculated in each element allows the nucleation rate to be examined when
employing adaptive meshing. A three-dimensional simulation is performed with a domain
size of 250 nm ×250 nm × 250 nm at T = 600 K, XtotalH = 0.05, and misfit strain tensor
relaxation of 50% (ψ = 0.5). To reduce resolution requirements, the interface thickness
is broadened, increasing the interfacial energy in the phase field model. However, this
should not affect the results presented. No-flux boundary conditions are applied for X and
η and no-stress boundary conditions are applied for the displacements; in this case, the
volume of the matrix phase per nucleus is similar to the computational domain size. The
OPO nucleus is seeded in the form of a platelet such that the initial platelet radius is 12 nm
and the initial platelet height is 8 nm, resulting in a height:width ratio of 0.667. As before,
the interfacial energy γnuc = 115 mJ/m2 is chosen for the nucleation rate calculation.
Two-dimensional slices of the 3D simulation are presented to examine the spatial
distributions of the volumetric nucleation rate calculated for each element (Fig. 5.1.5), the
hydrogen atomic fraction (Fig. 5.1.6), the elastic interaction energy (Fig. 5.1.7), and the
chemical potential (δG/δX, Fig. 5.1.9a). The computational domain is cut through the
{hki0} plane family and the (0001) basal plane (the habit plane) bisecting the precipitate,
where the indices are with respect to the crystallography of the zirconium matrix. The
precipitate/matrix interface is indicated by a gray contour surface. In Figs. 5.1.5-5.1.7, (a)
and (c) display the quantities in the {hki0} plane family while (b) and (d) display those
in the basal plane. In addition, (a) and (b) are at time t = 2.8× 10−4 s, just after the
precipitate has accumulated hydrogen but before it has grown, while (c) and (d) are at time
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t = 3.5× 10−3 s, after the precipitate has increased in volume by 370% and is in a regime
of steady growth (i.e., the precipitate is growing and has attained a constant height:width
ratio of 0.81).
The volumetric nucleation rate around the precipitate displays significant spatial vari-
ation; it is anisotropic in the {hki0} plane family. In the basal plane, only very weak
anisotropy is observed, which is likely due to insufficient resolution of the mesh. The
anisotropy exhibits cylindrical symmetry around the [0001] direction. In the {hki0} plane
family, the volumetric nucleation rate is suppressed in the [0001] direction, but is increased
in a region that extends at an approximately 45◦ angle from the basal plane of the precip-
itate. Further from the precipitate, the spatial distribution of the volumetric nucleation
rate becomes essentially uniform. In the basal plane, the volumetric nucleation rate is
increased adjacent to the precipitate for a distance of approximately 10 nm. This spatial
distribution of the volumetric nucleation rate remains qualitatively unchanged as the
precipitate grows, as shown in Figs. 5.1.5c and 5.1.5d. The volumetric nucleation rate far
from the precipitate decreases with time due to the depletion of hydrogen from the matrix.
In Figs. 5.1.5c and 5.1.5d, the volumetric nucleation rate is slightly higher in the centers of
the boundary planes. This is due to the stress-free boundary condition imposed on the
boundaries for the mechanical equilibrium equation, and does not significantly change the





Figure 5.1.5: Two-dimensional slices of the simulated 3D spatial distribution of the vol-
umetric nucleation rates around a growing hydride precipitate. (a) and (b) are at time
t = 2.8× 10−4 s and (c) and (d) are at time t = 3.5× 10−3 s. (a) and (c) show the {hki0}
plane family bisecting the precipitate and (b) and (d) show the basal plane bisecting the
precipitate. The gray contour surface indicates the surface of the precipitate.
Several factors may be responsible for the spatial distribution of the volumetric nu-
cleation rate around a precipitate, including the spatial distribution of hydrogen in the
matrix, the elastic interaction energy density, ∆g¯interactionelastic , of a potential nucleus accounting
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for the local stress (Chapter II), and a transient kinetic effect. Figure 5.1.6 illustrates the
spatial distribution of hydrogen around the growing precipitate. The spatial distribution
of hydrogen in the matrix is very similar to the volumetric nucleation rate distribution,
indicating that the hydrogen distribution around the precipitate has a strong effect on the
nucleation rate. In the {hki0} plane family, the atomic fraction of hydrogen is decreased in
the [0001] direction but increased in a region that extends at an approximately 45◦ angle
from the basal plane of the precipitate. Further from the precipitate, the spatial distribution
of hydrogen becomes nearly uniform. In the basal plane, the atomic fraction of hydrogen
is increased adjacent to the precipitate for a distance of approximately 10 nm.
The strong correlation between the volumetric nucleation rate and the hydrogen concen-
tration can be understood through the critical energy barrier for nucleation, ∆GC (Chapter
II). As the hydrogen concentration in the supersaturated matrix increases, ∆GC decreases.
The nucleation rate is exponentially dependent upon −∆GC, such that a small increase in
hydrogen concentration significantly increases the nucleation rate; this was also observed
in the results in Section 5.1.1. Both the spatial distribution of the volumetric nucleation
rate and the spatial distribution of hydrogen in the matrix could lead to the formation of
the aligned nanoscale hydride stacks observed via TEM [22,47]; an enhanced volumetric
nucleation rate leads to a greater probability of precipitate formation in that region, while




Figure 5.1.6: Two-dimensional slices of the simulated 3D the spatial distributions of
hydrogen around a growing hydride precipitate. (a) and (b) are at time t = 2.8× 10−4
s and (c) and (d) are at time t = 3.5× 10−3 s. (a) and (c) show the {hki0} plane family
bisecting the precipitate and (b) and (d) show the basal plane bisecting the precipitate. The
gray contour surface indicates the surface of the precipitate.
Autocatalytic nucleation has been proposed as the mechanism by which precipitate
arrays form, and it has been hypothesized that ∆g¯interactionelastic is the cause of autocatalytic
nucleation [53, 170, 204]. The total elastic strain energy density of a nucleus can be consid-
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ered as the sum of the ‘‘self’’ energy density of an isolated precipitate in an unstressed
matrix, which is constant, and an ‘‘interaction’’ term with local stress due to the presence
of coherent precipitates, applied stress, etc. (Chapter II). Thus, only the interaction term
is studied next. Figure 5.1.7 illustrates the spatial distribution of ∆g¯interactionelastic . A positive
elastic interaction energy density will suppress the volumetric nucleation rate, and a
negative elastic interaction energy density will enhance it. The nucleation rate is affected
because the bulk thermodynamic driving force for nucleation is decreased or increased,
respectively.
The spatial distribution of the elastic interaction energy density is similar to the vol-
umetric nucleation rate distribution; in the {hki0} plane family, the elastic interaction
energy density is positive in the [0001] direction, but negative in a region that extends
at an approximately 45◦ angle from the basal plane of the precipitate. Further from the
precipitate, the elastic interaction energy density decays to zero. In the basal plane, the
elastic interaction energy density is negative adjacent to the precipitate for a distance
of approximately 2 nm. While the spatial distributions of the elastic interaction energy
density and volumetric nucleation rate may be qualitatively similar, the magnitude of
∆g¯interactionelastic is much greater for positive ∆g¯
interaction
elastic values than negative ∆g¯
interaction
elastic values.
In addition, the region of the matrix in which ∆g¯interactionelastic is significantly negative is only
approximately 2 nm wide around the edge of the platelet. However, the region of the
matrix in which ∆g¯interactionelastic is significantly positive extends for tens of nanometers into
the matrix above and below the precipitate. Thus, the overall effect of the elastic interac-
tion energy is to suppress the volumetric nucleation rate. This is in contradiction with





Figure 5.1.7: Two-dimensional slices of the simulated 3D spatial distributions of the elastic
interaction energy, ∆gintel , surrounding a growing hydride precipitate. (a) and (b) are at
time t = 2.8× 10−4 s and (c) and (d) are at time t = 3.5× 10−3 s. (a) and (c) show the
{hki0} plane family bisecting the precipitate and (b) and (d) show the basal plane bisecting
the precipitate. The gray contour surface indicates the surface of the precipitate.
The dominant factor affecting the volumetric nucleation rate may be determined by
examining the similarities between the distributions of the volumetric nucleation rate (Fig.
5.1.5), the hydrogen composition (Fig. 5.1.6), and the elastic interaction energy density (Fig.
5.1.7). For the hydrogen composition simulated, the distribution of hydrogen around the
130
precipitate is primarily responsible for the spatial variation of the volumetric nucleation
rate.
While the hydrogen distribution controls the nucleation rate, both the hydrogen dis-
tribution and the elastic interaction energy density distribution are a result of stresses in
the matrix induced by the presence of the precipitate. Hydrogen induces an anisotropic
dilational strain in α-zirconium that is proportionate to its concentration (the hydrogen
distortion strain tensor has equal values in the [101¯0] and [112¯0] directions and the largest
value in the [0001] direction) [144,145]. Therefore, hydrogen will diffuse in a stress field
to reduce elastic strain energy. Because hydrogen induces a stress-free expansion of α-
zirconium, it will diffuse to areas of tensile stress. Figure 5.1.8 illustrates the hydrogen
distribution in the matrix and the compressive and tensile stress contours for σxx, σyy,
and σzz (the normal stresses in the [101¯0], [112¯0], and [0001] directions, respectively). The
precipitate is at the center of the contours and is indicated by a gray surface. Matching
contour shapes indicate that the hydrogen distribution is primarily affected by σzz. Where
σzz is compressive, the concentration of hydrogen is decreased, and where σzz is tensile,
the concentration of hydrogen is increased. As the magnitude of σzz increases, the hy-
drogen concentration is increasingly affected. It is likely that σzz is the dominant stress
controlling the hydrogen distribution because both the α/δ misfit strain and the distortion
strain tensor of hydrogen in solution with α-zirconium are greatest in the [0001] direction,




Figure 5.1.8: Contours of (a) the normal stress σxx, (b) the normal stress σyy, (c) the normal
stress σzz, and (d) the hydrogen atomic fraction in the zirconium matrix, X. The time is
t = 2.8× 10−4 s. Contour roughness is an artifact of a nonuniform mesh.
To determine whether the the observed distribution of hydrogen is transient resulting
from the initial conditions, the chemical potential of hydrogen is examined. Figure 5.1.9a-
5.1.9c shows the chemical potential, µ, ∂gchem/∂X, and ∂gel/∂X, respectively, at t =









gchem is the chemical free energy density, and gel is the elastic energy density (Chapter II).
While the chemical potential will not be constant until the system achieves equilibrium, the
gradient of the chemical potential around the precipitate indicates whether the hydrogen
distribution is a transient phenomenon or is a characteristic behavior of the diffusion-
controlled growth of the precipitates. If the hydrogen distribution is a characteristic
behavior, the gradient in the chemical potential will reflect the shape of the precipitate [202],
while if the hydrogen distribution is transient, the gradient of the chemical potential will
not reflect the shape of the precipitate. As shown in Fig. 5.1.9a, the gradient of the
chemical potential reflects the shape of the precipitate, indicating that the hydrogen
distribution is not a transient phenomenon. The chemical (Fig. 5.1.9b) and elastic (Fig.
5.1.9c) components of the total chemical potential do not reflect the shape of the precipitate,
but their spatial variations oppose each other to yield a chemical potential gradient that
does reflect the precipitate shape. In other words, if ∂gel/∂X is more negative at a given
position, ∂gchem/∂X is less negative, and vice versa.
133
(a) (b) (c)
Figure 5.1.9: The spatial distribution of (a) the total chemical potential, µ, around a growing
precipitate, which is the sum of (b) the chemical contribution, ∂gchem/∂X, and (c) the elastic
contribution, ∂gel/∂X. For ease of comparison, the values for each quantity are rescaled
with respect to their minimum and maximum such that the mean value is set as zero. The
time is t = 2.8× 10−4 s.
While the results of this analysis provide significant insight into the spatial distribution
of the volumetric nucleation rate surrounding a precipitate, additional simulations should
be performed to expand the parametric space explored. Different hydrogen compositions
and misfit strain relaxations as well as more realistic interfacial energies can be utilized
to determine whether hydrogen concentration remains the dominant factor controlling
the nucleation rate, or if elastic interaction energy becomes important at lower hydrogen
concentrations. Finally, the hydrostatic stress, σm, could be examined to determine which
stress (σzz or σm) most strongly influences the system.
5.1.3 Concurrent nucleation and growth simulations
In Chapter III, the concurrent nucleation and growth algorithm was designed and
implemented, and in Chapter IV, the CALPHAD-based free energy formulation for a
phase field model was tested. These components are combined with elastic strain energy to
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perform preliminary concurrent nucleation and growth simulations for the α-zirconium/δ-
hydride system. The effect of the interfacial energy, γnuc, on the microstructural evolution
is studied. The interfacial energy has a strong effect on the volumetric nucleation rate, as
shown earlier in this chapter. As mentioned in Chapter II, the α/δ interfacial energy has
not been well characterized in the literature, so the effect of uncertainty in the interfacial
energy must be characterized.
Simulations are performed at a constant temperature and with an initially uniform
hydrogen concentration. These conditions simulate a ‘‘quench and hold’’ precipitation
experiment. Due to computational resources, simulations are performed in 2D, with 3D
simulations left for future work. Two-dimensional simulations in the {hki0} plane family
are performed with a domain size of 2µm × 2µm, with T = 600 K, XtotalH = 0.05, and
ψ = 0.5. The {hki0} plane family is selected for simulation because the system is highly
anisotropic in that plane family. No-flux and no-stress boundary conditions are applied.
For the volumetric nucleation rate calculation, the 3D volume for each 2D element is
calculated by Aelem · h, where Aelem is the area of the element and h = 20 nm is a fixed
height, taken as the maximum side length of an element.
Figure 5.1.10 shows snapshots from a 2D microstructural evolution simulation when
γnuc = 110 mJ/m2, while Fig. 5.1.11 presents those for γnuc = 115 mJ/m2. Each figure
shows the atomic fraction of hydrogen. Blue indicates hydrogen depletion, and red
indicates hydrogen enhancement; a hydride is present at the center of each hydrogen
depletion region. The same times are shown in Figs. 5.1.10b and 5.1.11a, and Figs. 5.1.10c
and 5.1.11b. In Fig. 5.1.10, many nuclei form in a brief period of time and the hydrides
are small and relatively uniform in size, 17 nm to 18 nm in diameter. In total, 25 hydride
precipitates form over 2.0× 10−4 s, leading to an average volumetric nucleation rate of
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1.6× 106 nuclei s−1µm−3. In comparison, precipitate formation is much rarer in Fig. 5.1.11
than in Fig. 5.1.10, leading to a larger distribution in precipitate sizes (20 nm to 65 nm in
diameter). In total, 11 precipitates form over 2.2× 10−3 s, leading to an average volumetric
nucleation rate of 6.3× 104 nuclei s−1µm−3. Due to the higher volumetric nucleation rate
in Fig. 5.1.10, the length of time simulated is much shorter than for Fig. 5.1.11.
The evolutions of the twomicrostructures to t = 7.4× 10−5 s are very different. Notably,
the number of hydride precipitates formed and the size distribution of the precipitates
vary significantly, even though the difference in γnuc is only 5 mJ/m2. It is likely that
the final microstructures would be very different, with a large number of small, closely
spaced precipitates for the γnuc = 110 mJ/m2 simulation and a small number of large
precipitates for the γnuc = 115 mJ/m2. These results indicate that it is essential to employ
an accurate value of the interfacial energy between the matrix and nucleating phases in
order to quantitatively model microstructural evolution that involves nucleation. Future
simulations should examine the effect of different hydrogen concentrations, interfacial





Figure 5.1.10: Two-dimensional simulation of the evolution of hydride precipitation and
growth with γnuc = 110 mJ/m2. (a) t = 3.2× 10−5 s, (b) t = 7.4× 10−5 s, (c) t = 2.0× 10−4
s. A hydride is in the center of each hydrogen depletion region. The temperature is 600 K,




Figure 5.1.11: Two-dimensional simulation of the evolution of hydride precipitation and
growth with γnuc = 115 mJ/m2. (a) t = 7.4× 10−5 s, (b) t = 2.0× 10−4 s, (c) t = 2.2× 10−3
s. A hydride is visible in the center of each hydrogen depletion region. The temperature is
at 600 K, and XtotalH = 0.05. 138
5.2 Future Work
This thesis presents a quantitative multiphysics phase field model of the α-zirconium/δ-
hydride system and its simulation results. As already mentioned, the studies presented
in Section 5.1 may be expanded. The sensitivity of the nucleation rate may be studied
for additional nominal conditions, particularly different temperatures and hydrogen
compositions. To further examine the spatial distribution of the nucleation rate around a
precipitate, different hydrogen compositions and misfit strain relaxations as well as more
realistic interfacial energies can be utilized. Finally, concurrent nucleation and growth
simulations may be performed to examine the effect of different hydrogen concentrations,
interfacial energies, and applied stresses, as well as to investigate longer evolution times.
The remainder of this section discusses additional avenues for future work. Topics
include the terminal solid solubility hysteresis of hydrogen in zirconium and the effects of
the α/δ interfacial energy, as well as thermodiffusion, plasticity, and irradiation, which
are not yet accounted for in the model.
5.2.1 Terminal solid solubility hysteresis of hydrogen in α-zirconium
For a given composition, the temperature at which hydrides precipitate and dissolve
is not the same, a phenomenon termed terminal solid solubility (TSS) hysteresis (for an
introduction, see Chapter I). This behavior is significant for microstructural evolution
modeling of fuel cladding material, as it can strongly affect the predicted microstructure.
However, the existing theory to explain TSS hysteresis for the α-zirconium/δ-hydride
system [36,37] is based on the coherent solvus; this theory does not account for interfacial
energy and the nucleation energy barrier. Therefore, the TSS hysteresis in α-zirconium
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alloys upon heating and cooling is explored. In this section, methods are given to calculate
the coherent solvus, the hydrogen concentration needed to cause the growth of a nanoscale
hydride, and the hydrogen concentration needed nucleate hydrides. In addition, several
suggestions for future work are provided.
First, the coherent solvus for α-zirconium/δ-hydride may be calculated for different
values of misfit strain relaxation, ψ (see Chapter II), similar to the analysis in Refs. [36, 37].
The coherent solvus is found by determining the composition of α-zirconium given by the
common tangent of the free energies of the α and δ phases when the elastic energy density
of δ-hydride, ∆gδel, is included into the energy of the δ-phase [205]. In these calculations,
a spherical hydride may be assumed, both for simplicity and because interfacial energy
likely dominates the precipitate shape at the nanoscale. Future work should investigate
how ∆gδel varies with hydride shape and how that variation affects the coherent solvus, as
micron-scale δ-hydrides appear as platelets. Furthermore, more detailed estimates of how
the misfit strain is relaxed in the [101¯0], [112¯0], and [0001] directions should be made to
understand how the relaxation may affect ∆gδel and the calculated solubility limit.
Phase field modeling may be employed to calculate the hydrogen concentration re-
quired to induce the growth of a nanoscale hydride, important information for engineering-
scale fuel cladding models. To do so, a single precipitate would be allowed to grow to
equilibrium, and the final composition of the α phase provides the result. In this model,
the Gibbs-Thomson effect for a finite-sized precipitate with curved interfaces will alter
the hydrogen composition from the coherent solubility limit. The value of ψ may be
varied between 0 and 1, and the interfacial energy should be adjusted accordingly (see
Chapter II for a discussion). If future work supplies additional information about the α/δ
interfacial dislocation structure and the interfacial energy, this data could be incorporated
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into the phase field model. Furthermore, the composition necessary to induce the growth
of multiple, elastically interacting particles could be studied, as elastic interaction could
have a significant effect on the stress state within the precipitates.
Nucleation behavior is not captured in the previous models, but nucleation must occur
during hydride precipitation. Therefore, classical nucleation theory may be employed to
calculate the hydrogen composition required to nucleate hydrides. To do so, a nucleation
rate may be estimated from experimental data [20, 31, 32, 203], and the composition re-
quired to achieve the given rate may be calculated. Multiple rates should be examined
to determine the sensitivity of the composition on the rate. Given the uncertainty of the
α/δ interfacial energy, the interfacial energy should be a freely varied parameter. The
density of nucleation sites should be varied to explore heterogeneous and homogeneous
nucleation. Furthermore, calculations should be made both including and excluding elastic
energy. As suggested in Refs. [33, 203], interfacial energy alone may be sufficient to cause
the observed TSS hysteresis. If that is true, then some mechanism of relaxing the misfit
strain energy between the hydride and matrix would be necessary, such as nucleation on
dislocations or within the tensile strain fields of dislocations [206,207]. To further study
nucleation in the α-zirconium/δ-hydride system, phase field simulations of concurrent
nucleation and growth could be performed, but computational efficiency would need to
be increased (see Section 5.2.2).
Below, several suggestions are made for both experimental and theoretical research
to extend and refine the models presented in this thesis. First, given the likelihood
that the microstructure of samples used in TSS experiments is affected by the thermal
history, future experiments should report the detailed thermal histories of the samples.
In addition, the grain structure and dislocation structure should be characterized after
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each part of the experiments’ thermal cycles to determine if the matrix microstructure
evolves. Next, in-situ TEM experiments of hydride dissolution and precipitation at fixed
compositions could provide information such as the hydride nucleation rate, nucleation
location (homogeneous or heterogeneous), hydride elastic strain, and interfacial structure.
The sample temperature and sample composition would need to be carefully measured to
minimize uncertainty, as small changes in these values can strongly affect the predictions
made by classical nucleation theory. Furthermore, density functional theory could be
applied to calculate the α-zirconium/δ-hydride interfacial energy. Molecular dynamics or
other atomic-scale techniques could be employed to study the nucleation and growth of
a single hydride, particularly the evolution of the elastic strain within a hydride and its
interfacial structure. This information could be used within a phase field model to remove
assumptions made in this work in how misfit strain relaxation is incorporated and how
the value of the interfacial energy is adjusted.
5.2.2 Interfacial energy
The Wheeler-Boettinger-McFadden-type (WBM) free energy formulation [97] of the
α-zirconium/δ-hydride model presented in this work limits the diffuse interface width to
several nanometers when incorporating realistic interface energies. With the CALPHAD-
based free energy formulation in this thesis, an inherent interfacial energy contribution
exists even when the imposed energy barrier parameter w is set to zero. This inherent
energy barrier limits the width that the diffuse interface may take for a specified interfacial
energy. Awider diffuse interface enables lower resolution to be used within the simulation,
reducing computational resource requirements.
Two potential solutions could overcome the existing limitation on the diffuse interface
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width. Shen et al. proposed a method to lower the inherent energy barrier in a CALPHAD-
based free energy description of a nickel-aluminum system in which both precipitate
growth and coarsening were simulated [208]. The chemical free energy was multiplied
by a modifying function that decreased the energy barrier between the two phases while
leaving the energy wells of the two phases essentially unchanged [208], enabling a wider
diffuse interface width to be used for a given interfacial energy. A similar approach
might be applicable to the α-zirconium/δ-hydride system. The other alternative is to
reformulate the α-zirconium/δ-hydride model as a Kim-Kim-Suzuki-type (KKS) phase
field model [188]. In the KKS model, the diffuse interface is regarded as a mixture of the
two phases such that the interface width is decoupled from the interfacial energy. However,
the KKS model is more complex, both mathematically and computationally, than the WBM
model. Recently, the general KKS model has been implemented within the MOOSE phase
field module. Reformulation and reimplementation of the α-zirconium/δ-hydride model
may be relatively simple with the new functionalities being added.
While the diffuse interface width within the phase field model presents a difficulty, the
interface poses a problem from a physical perspective as well. As mentioned throughout
this thesis, the microstructural evolution, particularly the nucleation behavior, is highly
sensitive to the interfacial energy. However, the α/δ interfacial energy has not been
well characterized. An accurate determination of the α/δ interfacial energy will further
enhance the capabilities of the multiphysics phase field model presented here, enabling
more accurate modeling of concurrent nucleation and growth processes.
5.2.3 Thermodiffusion
While isothermal conditions are often studied in the laboratory, fuel cladding expe-
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riences thermal gradients during service. Fuel cladding is hotter on the fuel side and
cooler on the water side, and the thermal gradient provides an additional driving force
for hydrogen diffusion as well as introducing spatial variation in the thermodynamic and
kinetic states of the material. Therefore, it is important to be able to model the diffusion of
hydrogen in a temperature gradient in a thermodynamically consistent fashion. Hydrogen
in zirconium diffuses to colder areas [209,210], which is termed the Soret effect or thermod-
iffusion. The phase field model for the α-zirconium/δ-hydride system proposed in this
work has been validated for isothermal conditions, but not for non-isothermal conditions.
Experimentally, the diffusion of hydrogen in a temperature gradient has beenmeasured
as the heat of transport, Q∗ [209, 210]. The heat of transport describes the flux of hydrogen
in zirconium in combination with the isothermal diffusion coefficient. To understand
the relevance of the heat of transport and to correctly incorporate it into the phase field
model, it must be interpreted within the mathematical framework of linear irreversible
thermodynamics [96].
Linear irreversible thermodynamics is based on force-flux relationships [96], in which
the flux of a quantity is a function of the thermodynamic driving force and the kinetic
coefficient associated with the quantity. If two quantities (e.g., a solute and heat) are
diffusing within the same system, their fluxes may be coupled, which is represented by
coupling kinetic coefficients. For the hydrogen-zirconium system, the flux Ji, where i
indicates the quantity diffusing, of hydrogen, H, and heat, Q, is given as [96]
JH = LHHFH + LHQFQ (5.2.1)
and
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JQ = LQHFH + LQQFQ, (5.2.2)
where Fi is the driving force for each quantity, Lij is the kinetic coefficient, and the sub-
scripts of L indicate if it is a direct or coupling coefficient, represented by the same or
different subscripts, respectively. The flux must have units of quantity m−2s−1, where
the quantity is energy (Joules) for Q and moles for H. The units of Lij and Fi may vary
depending on the definition of the driving force [96], but they must combine to produce
the appropriate units for the flux. In a system with only chemical energy, the driving force
for hydrogen is given as −∇µH (with units of J m−1mol−1) and the driving force for heat
is given as −∇T/T with units of m−1 [96].
By substituting in the expressions for the driving forces in Eqs. 5.2.1 and 5.2.2, the flux
expressions become
JH = −LHH∇µH − LHQ∇T/T (5.2.3)
and
JQ = −LQH∇µH − LQQ∇T/T. (5.2.4)

























where the flux of hydrogen is dependent on both the gradient in hydrogen concentration
and the gradient in temperature. By collecting terms in Eq. 5.2.5,













The flux of hydrogen that arises from the gradient in concentration is an expression
of Fick’s First Law, where LHH∂µH/∂cH is the diffusivity (note that ∂µH/∂cH is the ther-
modynamic factor arising from the free energy). However, the equation contains two
additional terms, both of which are proportional to ∇T. The flux term LHH∂µH/∂T de-
pends on the direct hydrogen coupling coefficient and the free energy, but the term LHQ/T
incorporates the indirect heat-hydrogen coupling kinetic coefficient, LHQ, which may be
zero or positive. The heat of transport is given by Q∗ = LHQ/LHH − T (∂µ/∂T) [96], terms
that exist in the coefficient of∇T in Eq. 5.2.7. Therefore, the experimentally measured heat
of transport incorporates information about the free energy as well as the indirect kinetic
coupling coefficient.
While the temperature dependence of the chemical potential may be calculated from
G0,αmix (X, T) and G
0,δ
mix (X, T), it is unknown if the coupling coefficient LHQ is nonzero. In
addition, the CALPHAD free energy description of ∂µH/∂T should be verified. The data
used in the parameterization of G0,αmix and G
0,δ
mix were primarily isothermal [98]; uncertainty
in the data or the parameterization could influence ∂µH/∂T in ways that do not affect
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the resulting isothermal phase boundaries. Finally, it must be determined whether the
heat of transport includes a non-zero LHQ term. A differential heat flux experiment could
determine if LHQ is non-zero, which is proposed as follows. An large temperature gradient
would be applied across an insulated rod of hydrogen-free zirconium. For example, one
end of the rod would be at room temperature, while the other would be in a furnace.
Heat flux sensors on either end of the rod would measure the heat flux to calibrate the
experiment. After measuring the heat flux, the rod would be charged with zirconium and
isothermally annealed to ensure a uniform distribution of hydrogen. Then, the rod would
experience the same thermal gradient/heat flux experiment. The differential heat flux
would indicate if LHQ is non-zero (if the differential is zero, then LHQ is zero).
5.2.4 Plasticity and irradiation
Two additional extensions of the model include the incorporation of plasticity beyond
misfit dislocations and irradiation effects. Plasticity and irradiation play a significant
role in the microstructural evolution of zirconium alloy fuel cladding. Dislocations may
form at the α/δ interface and may break away from the hydride, raising the interfacial
energy, relaxing the α/δ misfit strain, and potentially providing nucleation sites for
hydrides. Incorporating dislocation dynamics [211, 212] or elasto-plastic modeling [63, 64],
for example, would provide an additional insight into how misfit strain relaxation affects
the microstructural evolution of the system. Dislocation dynamics can simulate how
individual dislocations move, multiply, and interact in response to internal and external
stresses. Conversely, elasto-plastic phase field modeling describes plastically strained
regions with an additional order parameter. These models could potentially be used to
evolve the α/δmisfit strain during the phase field simulation or to help parameterize the
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nucleation model. In addition, the incorporation of irradiation effects will enhance the
ability to model hydride precipitation and growth in reactor conditions. For example,
irradiation increases both the TSSd and the TSSp of α-zirconium [30] and increases the
yield strength of the material [213].
5.3 Summary
In this chapter, preliminary investigations of the nucleation behavior of δ-hydride in
α-zirconium were described, and several potential extensions to the model and additional
research were proposed. First, the sensitivities of the nucleation rate to changes in tempera-
ture, hydrogen concentration, elastic energy, and interfacial energy were quantified within
a limited parametric space. Small variations in these quantities can affect the nucleation
rate by an order of magnitude or more, and therefore any uncertainty will pose a signifi-
cant challenge to accurate modeling of hydride precipitation and growth. Next, the spatial
variation of the volumetric nucleation rate surrounding a single precipitate was examined.
Preliminary evidence indicates that the hydrogen concentration, which is controlled by the
stress induced by the precipitate, is the most important factor influencing the nucleation
probability. Finally, the effect of the interfacial energy of a nucleating hydride, and thus
the nucleation rate, on the microstructure was also examined via 2D simulations. These
results indicate that it is essential to employ an accurate value of the interfacial energy
between the matrix and nucleating phases in order to quantitatively model microstructural
evolution that involves nucleation.
In addition, several paths for future work were discussed. A microstructural evolution
model must be able to quantitatively predict the terminal solid solubility for δ-hydride
precipitation, but significant uncertainties still exist in the interfacial energy and misfit
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strain of a nucleating hydride. Therefore, several experimental and theoretical research
directions were proposed to refine the nucleation model presented in this work. Further-
more, the current diffuse interface width required to incorporate physically appropriate
interface energies limits the size of the computational domain that can be simulated,
and potential methods to allow a wider diffuse interface width were suggested. Finally,
the incorporation of thermodiffusion behavior into the model was described, and the




This work describes the development of a quantitative microstructure evolution model of
the α-zirconium/δ-hydride system and the associated numerical methods and algorithms.
To capture hydrogen diffusion, hydride nucleation and growth, misfit strain, and internal
and applied stresses, the phase field approach was chosen. The model capabilities were
extended by incorporating linear elastic solid mechanics and classical nucleation theory.
The model was parameterized with CALPHAD-based free energies, α/δ misfit strains,
elastic stiffnesses, and diffusion coefficients available within the literature; however, the
interfacial energy has not been well-characterized.
In addition, a flexible simulation software was created based on the Multiphysics
Object Oriented Simulation Environment (MOOSE) finite element framework [68,69]. Two
numerical algorithms were designed, implemented, and verified to address challenges
presented by the model implementation: a method of incorporating CALPHAD-based
free energies that provide realistic energetics, and a method for the explicit introduction of
nuclei into the phase field simulation that naturally satisfies mass conservation require-
ments. The algorithms were described in detail, and verification studies for each were
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discussed. In addition, analyses of the sensitivity of the simulation results to the choice of
numerical parameters were presented. For example, threshold values for the CALPHAD
free energy algorithm and the use of mesh and time adaptivity when employing the
nucleation algorithm were studied.
Furthermore, preliminary insights into the nucleation behavior of δ-hydrides were
described. First, the sensitivities of the nucleation rate to changes in temperature, hydrogen
concentration, elastic energy, and interfacial energy were quantified within a limited
parametric space. Next, the spatial variation of the volumetric nucleation rate surrounding
a single precipitate was examined. In addition, the effect of the interfacial energy of a
nucleating hydride, and thus the nucleation rate, on the microstructure was also examined
via 2D simulations. Finally, multiple avenues for future work were discussed, including
the terminal solid solubility hysteresis of hydrogen in zirconium and the effects of the α/δ
interfacial energy, as well as thermodiffusion, plasticity, and irradiation, which are not yet
accounted for in the model.
The development of a quantitative, multiphysics phase fieldmodel for the α-zirconium/δ-
hydride system advances nuclear materials modeling. Because the model is based on
thermodynamics and kinetics, it can be applied to study the microstructural evolution of
hydrides in a variety of conditions. For example, hydride nucleation and growth in the
presence of a crack tip could be simulated, which occurs during delayed hydride cracking.
Data obtained from the mesoscale model, such as the volume fraction of hydrides and the
hydride nucleation rate, could be used in engineering-scale models. The model may be
easily adapted to other hydrides, such as γ-hydride, by parameterizing it with a suitable
chemical free energy description, mobility, and misfit strain tensor. Ultimately, the model
and its corresponding simulation software could aid in the development of new zirconium
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