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Abstract. In this paper we elaborate the opportunity of using natural
language processing to analyze scientific content both, from a practical as
well as a theoretical point of view. Firstly, we conducted a literature review
to summarize the status quo of using natural language processing for analyzing
scientific content. We could identify different approaches, e.g., with the aim of
clustering and tagging publications or to summarize scientific papers. Secondly,
we conducted a case study where we used our proposed natural language
processing pipeline to analyze scientific content about computer vision available
at the database IEEE. Our method helped us to identify emerging trends in the
recent years and give an overview of the field of research.
Keywords: Natural Language Processing, Machine Learning, Emerging
Trends, Computer Vision, W2V

1

Introduction

The number of scientific publications is developing rapidly and has been growing
in recent years [1–4]. Due to the large number of publications, it is increasingly
difficult to gain an overview of complex scientific topics and to derive trends for
researchers [5–7]. For example, 23,777 publications on the topic of computer
vision exist on the IEEE platform alone. Of these, 2,887 papers were published in
20191. A manual review of the publications is connected with a very high effort
and is almost impossible to handle. Nevertheless, researchers have a legitimate
interest in gaining an overview of a research topic, e.g. computer vision. This
problem has been addressed in various publications. A possible solution scenario for
the aggregation of information is the use of natural language processing (NLP) to
evaluate scientific content. E.g. NLP is used to summarize scientific papers or to extract
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key phrases. Based on this motivation and the resulting problems, the following
research questions (RQ) are addressed in this paper:
RQ1: What is the status quo of using NLP for analyzing scientific content?
RQ2: Can NLP be utilized to structure keywords of a scientific text corpus and to
identify trends?
To answer the RQ, this paper is structured as follows. First, in Section 2 foundations
about NLP are presented. This is followed in section 3 by the concretization of the
research approach. Sections 4 and 5 present the results, which are critically discussed
in section 6. Finally, the paper is completed by the conclusion in section 7.

2

Foundations about Natural Language Processing

Tokenization is used to make a text processable by algorithms. Therefore, the string
representing the text itself, should first be broken down into smaller elements, so called
tokens. These can be, sentences, words, word pairs (n-grams) or single characters. The
process of token generation is not trivial and ranges from a simple separation on the
basis of "spaces" between words, over the use of lexicons, to the use of more complex
procedures, such as conditional random fields or deep neural networks [8].
Besides tokenization normalization is an essential part of the preprocessing of texts
and can be carried out by various methods e.g. stemming or lemmatizing. During
stemming, words are traced to their word stem by using heuristics. This is often done
by removing certain word endings [9]. It should be noted that stemming also inevitably
leads to the loss of information and certain errors can occur.
In general, the preprocessing of a corpus also includes a cleanup process. Certain
words can have a negative influence on NLP tasks, because they do not provide any
semantic or contextual value [10]. These words are called stop words. They increase
the dimensionality of the data set, which in turn has a negative influence on
performance. Stop words can be divided into two categories: general and domainspecific stop words. General stop words occur in all texts and are independent of the
subject of a text. Typical examples are articles or prepositions. Domain-specific stop
words, on the other hand, have no explanatory value for a specific domain or a concrete
analysis objective [11]. To achieve better results with NLP tasks, both general and
domain-specific stop words should be removed during preprocessing [11].
In order to make texts or tokens processable by neural networks or other NLP
algorithms a conversion into numerical representation is necessary. A widespread
problem of many NLP techniques is the lack of the ability to map similarities and
relationships between words and to consider contextual information [12]. Word
embeddings are a popular and effective way to transform words into a machineprocessable format [13]. They are capable of mapping both syntactic and semantic
relationships between words by taking into account the context in which a word is
mentioned [14]. Word embeddings represent words as vectors of real numbers. The
entire vocabulary occurring in the training data set is transferred into a multidimensional vector space whose dimensions function as latent, continuous features. The
transformation takes place via a flat neural network, which is trained on the basis of a

very large text corpus. The words used in the training vocabulary in a similar or
identical context are arranged close to each other in the generated vector space [15].
Using similarity measures for vectors – e.g., cosine similarity – the similarity between
words can be determined. Word vectors can be used to map semantic and contextual
relationships between words [12]. A widely used method for clustering and comparing
entire documents of a corpus is topic modeling [16]. In this context, latent dirichlet
allocation (LDA) [17] is the most widespread approach. It is based on the assumption
that each document can be represented as a probabilistic distribution over latent topics,
where a topic in turn is characterized by a distribution over words [16]. Another,
comparatively recent method that can be used for different NLP tasks are Bidirectional
Encoder Representations from Transformer (BERT). To use BERT for NLP tasks
pretraining and finetuning are required. During pretraining on unlabeled texts BERT
learns deep bidirectional representations. In the finetuning step an additional layer can
be added and BERT can be trained to solve specific tasks, like language inference or
question answering. With BERT state of the art results have been archived on several
natural language processing tasks [18]. Another approach called ELMo, short for
embeddings from language models, can also be used for a variety of natural language
processing tasks and is state of the art. In ELMo a deep bidirectional language model
pretrained on large text corpus is used. These representations can be added to existing
models to improve the performance on different NLP tasks [19].

3

Research Approach

To answer RQ1, first a literature review as described in section 3.2 was performed. The
results of the literature review are also included to answer RQ2. Furthermore, a case
study was conducted to investigate RQ2. A proposed method based on a NLP-pipeline
was tested to structure keywords within a research area and identify emerging trends.
The proposed method is described in section 3.3 In this specific case study the research
area of computer vision was investigated by the automated processing of author
keywords, abstracts and publication years of scientific publications. The data collection
is described in detail in section 3.2.
3.1

Literature Review

In order to answer RQ1 and to get first insights for RQ2 an structured literature review
was conducted in consideration of [20] and [21]. With RQ1 and RQ2 the focus and thus
also step 1 of the literature search according to [21], definition of review scope, was
concretized firstly. Since the main focus is on the analysis of scientific content using
NLP, these two expressions were integrated into the search term. The search string was
formulated as followed secondly: “natural language processing” AND “scientific
content”. According to [21] the third step of the literature review is the literature search.
For the literature search the databases AISeL, Ebsco, IEEE, ISI Web of Knowledge,
JSTOR, ScienceDirect, SpringerLink and Wiley were considered. The table below

gives an overview of the results of the literature search, which was conducted in august
2020.
Table 1. Findings of the initial literature search

database
AISeL
Ebsco
IEEE
Web of Knowledge
JSTOR
ScienceDirect
SpringerLink
Wiley
Sum

total
result
2,245
684
83
2,028
4
28
78
25
5,175

sorted by
title
15
11
8
24
0
4
16
9
87

Sorted by
content
3
0
4
15
0
2
4
0
28

without
duplicates
3
0
3
14
0
2
4
0
26

In addition to the initial search, a backward search was conducted to identify further
relevant literature. During backward search [7], [22–32] were identified. A total of 38
sources were thus included in the literature analysis and synthesis. In order to ensure
the actuality of the review, it was examined when the publications were released. The
oldest publication to be considered in the further analysis is from the year 2006. The
majority of the selected publications are from 2013 to 2020, which underlines the upto-datedness of the topic. The fourth step of the literature search is the literature analysis
and synthesis. A concept matrix according to [20] was used for the synthesis and
content analysis of the literature. As concepts the goals of the NLP workflow of the
respective paper were abstracted.
3.2

Data Collection

Computer vision is an established field of research, which has been in existence for
many years, but has gained in relevance especially in recent times. For this reason, we
have decided to investigate the research field in more detail. Therefore, all publications
about computer vision were extracted from IEEE to test our proposed method. The
search was limited to the keyword "computer vision" in abstract or title in order to
obtain only relevant hits on the topic. The following information was extracted for each
publication: author keywords, abstracts and publication years. The search was
conducted on 13.08.2020. A total of 23,777 publications were identified and the abovementioned information were extracted. Figure 1 shows the distribution of the
publications over the time period.

Figure 1. Distribution of publications about computer vision over time period
3.3

Proposed Method: NLP-Pipeline

Our proposed method consists of the five steps: preprocessing, training, prediction,
evaluation and trend analysis. Each step of the NLP pipeline is divided into input, action
and output as shown in figure 2. The key element of our pipeline is the generation of
word embeddings to represent terms in a vector space. This word-level representation
allows us to identify keywords used in similar contexts in order to expand the literature
search and identify trends.
Action
cleanup, stemming, n-gram
transformation, tokenizing

Output
keywords,
abstracts,

abstracts

train W2V model,
generate W2V embeddings

word vectors

3. Prediction

author keywords, wordvectors

calculate similarity,
reduce dimensions, plot graph

most similar words,
term scatter plot

4. Evaluation

most similar words,
term scatter plot

evaluate

evaluated synonyms

synonyms, author keywords,
publication years

detect synonyms in author
keywords

trendplots

2. Training

5. Trend analysis

Figure 2. Proposed NLP pipeline for identifying emerging trends
1. The preprocessing of a raw text corpus is an essential step of every NLP pipeline
[33]. Nevertheless, it is important to note that the implementation of preprocessing steps
affects the resulting word embeddings and the performance of their calculation [9],
[34]. In case of our pipeline the preprocessing consists of the steps, stop word removal
stemming, n-gram transformation and tokenizing, which are applied to the data fields
author keywords and abstract. These are normalized by a stemming process using the
porter stemmer [35]. The purpose is to merge keywords with identical content (e.g.,
"network" and "networks"), so that they are considered the same in the following
analysis. Additionally, stop words are removed from title and abstract that do not
provide semantic or contextual meaning. The stemming and the cleaning have the
purpose to optimize the subsequent training of the word vectors and to minimize the

optional feedback loop

Input
raw author keywords,
raw abstracts

1. Preprocessing

number of data points in the resulting vector space. To include contextually relevant ngrams, we have merged all author keywords that are n-grams with a "_" character (e.g.,
deep learning à deep_learning), created a mapping and replaced matching n-grams in
the abstract with these tokens. Finally, the full abstract string was split into lists of
tokens by separating between spaces.
2. In the following step, a word vector model is trained, generating a 300dimensional vector space based on the preprocessed abstract, whereby terms used in a
similar context are placed close together. In order to learn the relevant contexts for a
considered use case, the word vector model must be fitted to the corresponding
scientific texts. We use the Python library gensim and a Word2Vec (W2V) model to
generate the word vectors. The model was trained with the continuous bag of words
(CBOW) method, over 500 epochs, with a window size of five. We decided to apply a
word vector model because our case study is about identifying synonyms for keywords
and therefore requires an approach that allows a calculation of similarities on term level.
The strength of word vector models - also compared to more recent approaches, such
as BERT - is based on the possibility to simply analyze terms in the spanned vector
space using vector geometry. Specifically, W2V was chosen as the underlying
calculation method, since it tends to perform well on stemmed corpus [34].
3. Calculating cosine similarity, the most similar terms for given keywords can now
be retrieved to find synonyms in vector space. The idea is that through the trained W2V
model, the user gets suggestions for synonyms which he might not have found on its
own. For further exploration, a visualization of the learned word representations is
useful. Since we are particularly interested in maintaining local similarity structures for
synonym recognition, we choose UMAP [36] to reduce the dimensionality of our
embeddings. The resulting 2D vectors are displayed in a scatterplot to visualize the
subject area and provide a starting point for identifying additional keywords.
4. Evaluation: Similar terms identified should be treated as suggestions and carefully
evaluated by the researchers, since not all terms discovered are necessarily contextual
synonyms. The identification of unsuitable terms leads to a feedback into the
preprocessing phase, where they can be added as stop words. If necessary,
preprocessing steps can be adapted, e.g. to adjust the degree of stemming if terms
cannot be interpreted by the researcher or are over/under stemmed [9].
5. Finally, matching synonyms can be included in the search by looking for the
corresponding substrings in the author keywords data. For each publication year, all
papers are selected that contain the keyword to be analyzed or its synonyms as author
keyword in order to show a trend of the chosen topic. Section 5 shows an instantiation
of our proposed method for a scientific text corpus from the field of computer vision.

4

Status Quo of NLP for Analyzing Scientific Content

The structured literature review has shown that NLP is used to analyze scientific
content mainly for summarization, clustering and tagging of publications and to
optimize as well as simplify a literature search. NLP is also used to create bibliometric
networks, to analyze citations and to predict future research trends.

Table 2. Concept matrix for goals of using NLP for analyzing scientific content
(S=Summarization, CT=Clustering and tagging, BN=Bibliometric networks, CS=Citation
semantics, SL=Simplify literature search, OF=Overview and future trends)

#
[37]
[24]
[26]
[38]
[39]
[40]
[27]
[31]
[5]
[28]
[41]
[42]
[43]
[44]
[32]
[3]
[45]
[46]
[47]
[48]
[1]
[29]
[49]
[50]
[51]
[6]
[2]
[23]
[52]
[53]
[22]
[25]
[7]
[54]
[55]
[30]
[4]
[56]
Sum

author and year
Abuhay et al., 2018
Abu-Jbara et al., 2013
Achakulvisut et al, 2016
Almeida et al., 2016
Almugbel et al., 2019
Avram et al., 2014
Beltagy et al., 2019
Chen and Zhuge, 2014
Cohan and Goharian, 2018
Collins et al., 2017
Ghosh and Shah, 2020
Giannakopoulos et al., 2013
Hassan et al., 2018
Janssens et al., 2006
Joorabchi and Mahdi, 2013
Kerzendorf, 2019
Khan et al., 2016
Koukal et al., 2014
Krapivin et al., 2008
Krasnov et al., 2019
La Quatra et al., 2020
Li et al., 2019
Li et al., 2018
Łopuszyński and Bolikowski, 2015
Łopuszyński and Bolikowski, 2014
Ma et al., 2018
Mueller and Huettemann, 2018
Nam et al., 2016
Nédey et al., 2018
Petrus et al., 2019
Prabhakaran et al., 2016
Qazvinian et al., 2013
Qazvinian and Radev, 2008
Sateli and Witte, 2014
Schafer and Spurk, 2010
Schäfer et al., 2008
Sergio et al., 2019
Szczuka et al., 2012
38

S

CT

BN

CS

SL

OF
X

X

X

X
X
X

X
X

X

X
X
X
X

X
X

X

X
X
X
X
X
X
X
X

X
X
X
X
X
X
X
X
X
X

X
X

13

X

X
X
X

X

X

X
X
X
X
X

X

X

X

X

X

X

X

X
X
21

5

6

X
X
X
X
X
13

3

The aim of the summarization is to provide the essential core statements of a
scientific publication in a short and succinct manner. One approach of summarization
is the processing of citations [5]. This approach is chosen because in citations a high
aggregation of the contents has already been done [6]. In the table 2 the results of the
literature analysis and synthesis are summarized.
Related to this is clustering and tagging. In clustering, an attempt is made to combine
publications that deals with the same topic. Tagging is close to clustering. In tagging
with NLP keywords were automatically assigned to publications by analyzing e.g., title
and abstracts. Tagging is often used for organizing digital content [43].
Bibliometric networks are useful for visualizing connections between publications.
Indicator for the networks can be e.g., authors, affiliations or keywords as well. In
connection with summarization, bibliometric networks can help to give an overview of
an entire topic [7]. Another aim is citation semantics. The aim is to predict in what
context a citation is used. E.g., a citation can be used to criticize the scientific results of
the cited paper, but it could also be used in a neutral and descriptive context. Possible
approaches to predict the purpose and polarity of citations are supervised methods [24]
as well as unsupervised ones [5].
The identification of relevant literature is important for the researchers [26].
Therefore, researchers are trying to improve the literature search with NLP. All above
mentioned concepts are utilized to simplify the literature search. E.g. summarization
[5], [39], clustering and tagging [4], [39], [56], bibliometric networks [55] and citation
semantics [55] are used to optimize literature search and help researchers to identify
relevant literature. NLP is also used to get an overview of a scientific area and to predict
future trends. E.g. in [37] a non-negative matrix factorization topic modeling method is
used to identify relevant research topics from scientific papers. The results are stored
in time series data which is the basis for predicting future research trends with the help
of auto-regressive integrated moving averages. A differentiated approach is described
in [22]. Relevant topics were identified by using topic modelling. In addition to the pure
terms, a classifier is used to examine in which context the extracted terms are used, e.g.,
as a method or as an objective. According to the authors' argumentation this has an
influence on how a topic will develop in the future.

5

Emerging Trends in Computer Vision

In this chapter we operationalized our proposed method. Therefore, we conducted a
case study to find synonyms for keywords and identify emerging trends in the field of
computer vision. The identification of the trends is not to be understood as a forecast,
but serves as an overview for the development of the different topics within the research
area computer vision.

5.1

Preprocessing

In our case study the raw abstract contains 115,987 different terms. After a first cleaning
process 55,195 terms remain. Table 3 shows the most common keywords for our
computer vision corpus.
Table 3. Most relevant keywords (before stemming)

year
overall

2019

2018

keyword (counts, relative counts)
computer vision (1,679, 0.07), deep learning (970, 0.04), image processing
(552, 0.02), machine learning (380, 0.02), object detection (342, 0.01),
convolutional neural network (325, 0.01), feature extraction (272, 0.01),
convolutional neural networks (272, 0.01), image segmentation (247,
0.01), segmentation (228, 0.01), face recognition (221, 0.01)
deep learning (370, 0.13), computer vision (302, 0.11), convolutional
neural network (118, 0.04), image processing (99, 0.03), machine learning
(95, 0.03), object detection (94, 0.03), convolutional neural networks (92,
0.03), cnn (88, 0.03), segmentation (47, 0.02), image classification (45,
0.02), feature extraction (44, 0.02)
deep learning (219, 0.10), computer vision (204, 0.09), machine learning
(72, 0.03), convolutional neural network (69, 0.03), image processing (69,
0.03), convolutional neural networks (64, 0.03), cnn (43, 0.02), object
detection (40, 0.02), feature extraction (30, 0.01), recognition (30, 0.01),
image classification (27, 0.01)

The table can be explained using the example of “deep learning”. In 2019 a total of 370
publications were tagged with the keyword “deep learning”, corresponding to about 10
% of the publications in 2019. A look at the previous year 2018 shows a distinct trend.
5.2

Training and Prediction

As you can see in table 3, there are many synonyms or close related terms in the 10 top
words per year, like "convolutional neural network" and "deep neural network".
Therefor a word vector model is used to find similar words (based on cosine similarity)
and to aggregate them for further analysis. The example of the keyword "object
detection" demonstrates how adding synonyms to the keywords can help to provide a
more reliable overview of the research area. Here the search for the substrings "detect"
and "recognit" reveals specific use cases of object detection which otherwise would not
have been considered (e.g., “mango species detection”, “recognition of cars”,
“makeup detection”, “malaria parasite detection”). The trained NLP model provides
the researcher with knowledge in form of close related terms that he himself might not
have known. For further investigation of the word vectors, we have visualized them in
a scatterplot in which each term represents a data point as well as implemented a
function to display the n most similar words to a given keyword. The overall scatterplot
and the 10 most similar terms for the keywords “object detection”, “deep learning” and
“classification” are shown in Figure 3.

Figure 3

5.3

Visualization of trained word vectors reduced to 2 dimensions using UMAP

Evaluation

We treat the most similar words as suggestions and manually remove terms that we do
not want to consider for the following trend analysis and therefore not to be added to
the corresponding keywords. Similar terms can then be summarized, included in the
analysis and help to obtain a better understanding of the subject area. Table 4 shows the
10 most similar terms for “object detection”, “deep learning” and “classification” the
removed words for the respective keyword are crossed out.
Table 4. evaluation of synonym suggestions for relevant keywords

keyword
object
detection
deep
learning
classification

5.4

synonyms (similarity score)
detect (0.41), object (0,4), subtract (0.37), recognit (0.36), classif
(0.34), segment (0.33), compt_vision (0.33), imag_segment (0.32),
track (0.32), face_recognit (0.32)
machin_learn (0.53), deep (0.51), cnn (0.49), convolute_neural
network (0.47), advance (0.38), dnn (0.37), comput_vision (0.35),
face_recognit (0.34), deep_learningbas (0.34), classif (0.33)
classify (0.59), recognit (0.58), categor (0.44), face_recognit (0.39),
feature_extract (0.38), segment (0.36), convolute_neural_network
(0.36), identif (0.36), svm (0.35), cnn (0.35)

Trend Analysis

The synonyms are now used for an investigation of all author keywords by searching
for matching substrings. If a substring is contained in a keyword, the corresponding
paper is considered relevant for our analysis. The following graphs in figure 4 show the
development over time for three selected computer vision topics (including their
synonyms): “object_detection”, “classification”, “deep_learning”. The results of the
trend analysis can be confirmed by adding expert knowledge, e.g., for the keyword

“deep learning”. Since 2000, deep learning has been successfully used for object
detection, classification and segmentation. However, the breakthrough did come in
2012, when Krizhevsky et al. won the imagenet classification challenge [57]. They
trained large, deep convolutional neural networks to classify images. This was the
breakthrough of deep neural networks in the computer vision scene and deep learning
has been one of the predominant methods for the detection and classification of objects
[58].

Figure 4. Emerging trends in computer vision

6

Discussion

In the following, implications as well as limitations will be discussed. Probably the
most important implication of NLP for the analysis of scientific content arises for
scientists themselves. Because of the large number of publications, it is difficult to get
an overview of research areas [5]. NLP can help to solve exactly this problem with the
concepts identified in the literature review. By clustering and summarizing
publications, information is made available in an aggregated form. Bibliometric
networks as well as the identification of emerging trends help to monitor the
development of research. Sentiment analysis of citations provide an indication of the
quality of a publication. The method presented in this paper also can be classified into
the concept matrix of the conducted literature review: overview and future trends as
well as simplify literature search.
There are also implications for practitioners. The identification of emerging trends
plays an important role in open innovation. In open innovation, enterprises broaden
their perspective and use external sources of information to identify innovations in
order to improve their technologies [59]. Science is an established source for innovation
in open innovation [60]. Our proposed method can help to optimize the open innovation
process and to identify emerging trends early. Furthermore, the defined concepts during
literature review can have impact on this. Due to the large number of scientific
publications NLP can help in summarizing, clustering and tagging these documents.
Thus, methods are made available to open innovation in order to handle the information
overload. Related to this another implication can arise for economic planners and

training providers. The forecast of manpower requirements and the required skills is of
particular importance for this target group [61]. Using the example of design science
research, the connection can be illustrated. The goal of design science is the
development, improvement and evaluation of powerful IT artifacts to support
organizations in achieving their objectives [62]. At least when managers are convinced
of the usefulness of an IT artifact, it is necessary to build up know-how in this area. Our
method can help to identify these needs in advance. Furthermore, fast response times
are a central component of a company's success and require the processing of large
amounts of data [63]. As our NLP pipeline is not restricted to scientific texts and can
also be transferred to corporate documents, it might be of assistance here. In this sense,
our pipeline represents an approach to gain a better overview of large unstructured text
sets and is thus a tool for text-dominated data ecosystems.
Our research has some limitations, which we present in the following. In relation to
our proposed method, the question of generalizability arises, e.g., for fields with less
frequency, because for the training of word-vector-models large data sets are required.
Using the example of "Computer Vision", which provides a large data set, we were able
to show that our proposed NLP pipeline is capable of structuring key terms of a
scientific field and to identify emerging trends. Nevertheless, a case study cannot
provide comprehensive evidence [64]. We want to encourage researchers to use our
method to investigate other fields to identify emerging trends and to provide expert
knowledge to support further evidence. In addition to expert knowledge for the
evaluation of the results, other data sources can be used in further research projects,
such as google search trends. From a data analysis point of view, it can be assumed that
an extension of the text corpus on which the training is based would further improve
the quality of the word vectors and learned connections. We therefore suggest
connecting additional data sources for further work. The used abstracts provide a good
basis, as they summarize the essential statements of a paper. However, an abstract does
not reflect the full level of detail of a scientific paper or may even contain non-existent
contributions [5], [65]. Due to this fact, further research has to be conducted to extend
our method to full text analysis. Our presented NLP pipeline is to be understood as a
support system, but not as an approach for a full automation. In addition, it should be
verified if transfer learning approaches lead to better results by re-training pre-trained
embeddings with the domain texts, instead of learning the word vectors from scratch.
Further potential exists with regard to the model for generating word representations.
In principle, the W2V model proposed in our pipeline can be substituted by other
models as long as they support a vector representation at word level. LDA2Vec [66],
for example, enables the joint training of word, topic and document vectors in a
common representation space and thus offers a promising approach to combine the
strengths of LDA with W2V like vector representations [66].

7

Conclusion

With regard to RQ1, the literature review showed that NLP is used to examine scientific
literature. The main focus is the optimization of a literature search. Summarization as

well as clustering and tagging are common concepts that are used for this. With respect
to RQ2, concepts have been identified during the literature search that address the
problem of structuring and deriving research trends. In addition, the case study showed
that our proposed NLP pipeline can be used to get a better overview of relevant terms
within a research area. Therefore, we trained word-vector-models based on abstracts to
find and aggregate most similar words. In the next step, emerging trends could be
identified by using the synonyms for a given sets of keywords to search for the
corresponding substrings in the Authors keywords. For the present use case we could
show that our proposed NLP-pipeline helps to identify trends and to gain a more holistic
picture of relevant terms within the topic area. The extent to which these findings can
be applied to other fields and text corpus within and beyond the scientific field will
have to be examined in further research.
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