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SUMMARY 
This research develops a methodology which determines an index 
used in the assessment of risk in Operational Testing. The risk assess­
ment problem examined is that of preference statements regarding com­
peting systems. In order to evaluate the competing systems, a multi­
variate statistical analysis of the systems is undertaken. Through the 
analysis of the multivariate distributions of each system and the over­
lap of these distributions, the index of risk is determined. Thus the 
index of risk is a measure of similarity of the competing systems. 
In this thesis the probability of misclassification is used for 
the purpose of providing an index of similarity. Multivariate discrimi­
nant analysis and classification procedures are used so that the proba­
bility of misclassification can be determined. In keeping within the 
framework of operational testing, population distribution parameters 
are considered unknown, but sampling estimates are available. 
In order to estimate the probability of misclassification, a 
computer simulation approach is advanced and incorporated into the pro­
posed methodology. Through the generation of random observations from 
each population, use of linear and non-linear discriminant functions 
and optimal classification procedures, the probability of misclassifi­
cation is determined. 
It is envisaged that this methodology can effectively be 
utilized in the assessment of risk in the competing systems problem. 
While this methodology does not give an exact value to the risk, it 





In the past few years, a great deal of attention has been focused 
on the Department of Defense's problems of unanticipated cost growth, 
system performance shortcomings, and failure to deliver equipment on 
schedule. The second of these problems has stirred additional interest 
in equipment testing prior to purchase. This desire to uncover system 
performance shortcomings has caused a vitalization of the entire test­
ing procedure with much emphasis being placed on tests of the system in 
the actual user environment. 
Effective 1 February 1975, the U.S. Army Operational Test and 
Evaluation Agency (OTEA) was given the mission to support the materiel 
acquisition processes by exercising responsibility for all operational 
testing [8]. Some of the functions of OTEA under this mission are: 
1. Insure that user testing is effectively planned, conducted, 
and evaluated with emphasis on adequacy, quality, and credi­
bility of all user testing. 
2. Develop and promulgate user test and evaluation methodology. 
3. Develop measures of effectiveness, necessary to detect 
difference in the military utility, operational effectiveness, 
and operational suitability. 
4. Provide user test input for Army submissions to Office of the 
Secretary of Defense and Congress. 
2 
An operational test is that test and evaluation conducted to 
estimate the prospective systems's utility, operational effectiveness, 
and operational suitability. This test is accomplished with typical 
user operators, crews, or units in as realistic an operational environ­
ment as possible. One of the major goals of OT is to provide data to 
estimate the system's desirability, considering systems already avail­
able. 
In the early part of the operational test sequence, the test may 
involve several competing systems. In OTI, the test must be able to 
evaluate the relative merits of available competing prototypes/systems 
from the aspect of military utility. OT II may also be characterized 
by comparative testing between competing systems and the item being 
replaced. Hence one of the objectives of operational testing and OTEA 
is an independent evaluation of competing systems resulting in some 
statement of relative attributes and preference. 
The major obstacles in achieving the above objectives lie in the 
uncertainties inherent in testing. Tests run on a prototype in the 
hands of a relatively few user/operators may not accurately depict the 
true characteristics of the tested system. Thus the results of an OT 
evaluating competing systems may not correctly establish the relative 
qualities of each system. 
In order to delineate and evaluate these uncertainties in test­
ing, the Department of Defense has inaugurated major programs dealing 
with risk analysis. Formal recognition and emphasis on risk analysis 
resulted from a July 31, 1969 memorandum in which Secretary Packard 
cited inadequate identification and consideration of risks in major 
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programs as a problem area requiring act ion [50] . Hence there has been 
much e f for t expended in the conduct of a r isk analys is on new equipment. 
Risk Analysis 
There has been a great deal written about risk analys is as i t i s 
applied to the system acquis i t ion process . But mainly because risk 
analys is i s an art and an uncertainty; i t i s extremely d i f f i c u l t to 
standardize. In f a c t , the Air Force Academy Risk Analysis Study s t a t e s , 
. . . in the context of the system acquis i t ion process , i t (Risk 
Analysis) i s so nebulous and i l l - d e f i n e d that ident i fy ing bas ic 
concepts , developing meaningful gu ide l ines , and describing 
e f f e c t i v e methodologies are, in themselves, d i f f i c u l t i e s of the 
f i r s t magnitude. [50] 
Even though t h i s statement i s foreboding, there have been considerable 
advances in the methodology of r isk ana lys i s . In large systems the 
analys is cons i s t s of the study of such things as the probabi l i ty of 
cost overruns, probabi l i ty of fa i lure to meet development t imetables 
and probabi l i ty of performance shortcomings. Risk analys is can be 
viewed as the process of combining the risk assessment with a l ternate 
courses of act ion in an i t e r a t i v e cyc le . As the t e s t i n g environment 
becomes constrained, new a l t ernat ives must be generated and the appro­
pr iate r isk assessed . Therefore, r isk analys is i s a highly coordinated 
examination of a l l factors which af fec t the risk of acquiring systems. 
The coordination which i s necessary i s between two d i f ferent 
areas. F i r s t , there are the various s t r a t e g i e s or a l t ernat ives which 
are avai lable for dealing with problems which ar i se from uncertainty. 
In conducting a risk a n a l y s i s , OTEA i s required to generate an i n i t i a l 
s e t of a l t e r n a t i v e s , assess the risk in these , modify the a l t ernat ives 
to reduce the r i sk , reassess the r i s k , and continue th i s process unt i l 
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one alternative may be chosen as the optimum end. These alternatives 
are strategies that are feasible in the constrained environment. In 
the case of the competing systems problem, the alternative strategies 
may be the number of samples taken or the number of attributes examined 
in the operational test. As the constraints on funds and time are 
changed, the alternatives change necessitating a new risk analysis. 
The second area of coordination in the analysis is the esti­
mation (either quantitative or qualitative) of what the risk associated 
with a specific course of action actually is--risk assessment. 
Risk Assessment 
OTEA has as one of its implied missions, the responsibility of 
conducting risk analyses on its evaluation of candidates. Given the 
wide spectrum of systems that must be evaluated by OTEA, no one method 
of analysis will always be optimum. But all methods of analysis will 
always require the identification and assessment of risk. As defined 
by the Air Force Academy Risk Analysis Study Team, risk assessment is, 
"a comprehensive and structured process for estimating the risk associ­
ated with a particular alternative course of action." 
Risk assessment is not a new notion. The problem of performance 
uncertainty in operational testing has been addressed previously. The 
process, however, was largely intuitive, incomplete, and informal. It 
was intuititive in that a structured quantitative approach often gave 
way to intuition. It was incomplete in that detailed analyses of iso­
lated aspects of the problem were rarely brought together and integrated 
in a broader analysis. And it was informal in that the results of the 
assessment were often not written and explicitly incorporated into the 
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review (approval) control process. 
In the case of the competing systems evaluation, one such mea­
sure of risk may be the probability of making an incorrect preference 
statement regarding the systems. Since the true operational charac­
teristics of each are not known with certainty, there is a finite 
probability that the preference statement regarding these character­
istics offered by OTEA may be incorrect. 
Procedure 
At the present time, operational characteristics are analyzed-
and variables pertaining to these characteristics are defined. These 
variables represent measures that when determined, effect the evaluation 
of the operational characteristics. After the variables have been de­
fined, the operational test is developed and executed, resulting in 
data on these variables for each of the competing systems. One method 
of comparison is to evaluate each variable separately and compare the 
candidates. Associated with each comparison would be some finite risk, 
therefore, at completion of OT, there would be many comparative evalu­
ations with their associated risks. The problem arises as to how to 
combine these risks when the preference statement is made. 
One method of combining the comparisons on all of the variables 
into one comparison is through the use of multivariate statistical 
analysis. Tatsuoka [48] describes multivariate statistical analysis 
as "that branch of statistics which is devoted to the study of multi­
variate (or multidimensional) distributions and samples from those 
distributions." For the applied statistician and researcher who uses 
statistics as a tool, this definition would not be adequate. Press 
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[39] gives a more applied characterization by stating that multivariate 
analysis is "that branch of statistics that is devoted to the study of 
random variables which are correlated to one another." If some type of 
correlation can be determined, then the behavior of one provides some 
knowledge about the behavior of the other. Therefore, through the use 
of multivariate statistics, the total risk can be evaluated. 
In order for this risk to be evaluated, an index must be de­
veloped that will reflect the risk involved. One method of indexing the 
risk is to examine the question, "Is there a difference between the 
prototypes and how much is it?" The index used in this thesis is the 
probability of misclassifying an observation from one candidate popu­
lation into another candidate population. Overall and Kleit wrote, 
"Calculation of the proportion of misclassification provides a meaning­
ful index of the degree of separation between the two groups" [38]. 
If the probability is small; then, the risk involved in making a state­
ment regarding the differences between the candidates is small. Like­
wise, if the probability of misclassification is high, then the risk 
involved in stating that the systems are operationally different is 
high. Thus the objective of the methodology presented is to calculate 
the probabilities of misclassifying observations from one population 
into another population. 
Objective of Research 
The primary objective of this research is to develop a method­
ology with which to assess the risk involved in competing systems in 
operational testing. Risk, as used in the context of this thesis, is 
defined as the probability that a preference statement based on the 
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OT evaluation of competing systems is incorrect. Therefore, the purpose 
of this research is the development of a methodology that will quanti­
tatively assess the probability of an incorrect preference statement in 
an operational test environment. 
The accomplishment of this objective entails a study of dis­
criminant functions and classification procedures in multivariate sta­
tistics. Both linear and nonlinear discriminant functions are examined. 
Computer simulation techniques also are examined with special emphasis 
placed on variate generation techniques. An example problem using data 
from the Squad Automatic Weapons Test is used in Chapter III to clarify 





The methodology proposed to assess the risk index of probability 
of misclassification can be partitioned into three major areas: dis­
crimination, classification, and data analysis. 
The first major area is the determination of the discriminant 
function to be used. Two major types of discriminant functions are 
considered and evaluated. The linear discriminant function has as its 
objective the collapsing of multivariate statistical distribution to a 
univariate statistical distribution. Once the transformation from the 
multivariate space to the univariate space has been made, standard sta­
tistical operations can be carried out. One of the major advantages of 
the linear discriminant function is that by its mathematical nature, 
inferences on the relative importance of each variate regarding dis­
crimination can be made. A major disadvantage is the assumption of 
common dispersion of the candidate populations. 
The second type of discriminate function is the nonlinear dis­
criminant function. This type of discrimination examines the multi­
variate distribution and discriminates according to densities. An 
advantage of this discriminant function is that common dispersion is 
not assumed, but inferences on the individual variates are not possible. 
The next major area of the methodology is classification. If 
all the parameters for each of the populations were known, the 
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probabi l i ty of m i s c l a s s i f i c a t i o n would have a closed form s o l u t i o n . 
When estimates for the parameters are used, the probabi l i ty of mis­
c l a s s i f i c a t i o n must be est imated. Several methods of est imation are 
examined and a frequency interpretat ion of the probabi l i ty of mis­
c l a s s i f i c a t i o n using computer simulation i s suggested. This frequency 
of m i s c l a s s i f i c a t i o n i s based on the c l a s s i f i c a t i o n rule that incor­
porates both cost and pr ior information. 
F ina l ly , the data from the sample of candidate populations must 
meet certain r e s t r i c t i n g assumptions. Methods for examining the data 
and transformation of the data to a usable form are discussed in the 
Data Analysis s e c t i o n . 
Linear Discrimination 
One of the f i r s t discussed and most widely used forms of d i s ­
crimination i s l inear or simple discriminant ana lys i s . In l inear d i s ­
crimination, the object ive remains the same in that an index i s sought 
that w i l l r e f l e c t the information contained in the multiple measure­
ments. As the name impl i e s , the index obtained in using l i n e a r d i s ­
crimination i s a weighted l inear combination of the var ia tes in the 
observation vector . By assigning appropriate weighting c o e f f i c i e n t s , 
several scores (values of var ia tes ) can be transformed to a s i n g l e score 
(value of the index) which has maximum potent ia l for d i s t inguish ing be­
tween members of two groups. In t h i s manner, the mult ivariate problem 
i s actual ly reduced to a simple univariate problem, and assignment of 
individual observations between two groups depends upon the value of a 
s i n g l e var iab le . 
10 
Perhaps a geometric in terpretat ion of l inear discriminant analy­
s i s would be helpful at t h i s time. In Figure 2-1 two populations are 
represented by measurements on each of the variables (x^ and • *t 
i s assumed that the scores for each group are d is tr ibuted as b ivar ia te 
normal with the same dispersion matrices . Therefore, the two e l l i p s e s 
represent the same constant density for the two b ivar ia te normal d i s t r i ­
but ions . Notice that there i s some overlap between these e l l i p s e s . 
Clearly , the c loser the mean vec tors , the greater w i l l be the overlap 
for any constant density and the more d i f f i c u l t i t w i l l be to d iscr imi­
nate between the populat ions. 
Figure 2 - 1 . Constant Density E l l i p s e s , Discriminant Planes , 
and Project ions [9, p. 231] 
The procedure in l inear discriminant analys is i s to find a 
l inear combination of the measures (x^ and X2) such that the d i s t r i ­
butions for the two groups wi l l possess " l i t t l e " overlap. The 
l inear function 
is called a linear discriminant function with unknown coefficients 
{3^}- The subscript i represents the group, and the subscript t refers 
to the observation number within a group. Geometrically, the above 
equation defines a plane. The projection of and °n the 
plane transforms the two-dimensional observations into a one-dimensional 
discriminant score, Y^ t > The plane cuts the ellipses along the line AB 
which passes through their points of intersection, and the projection 
of line AB is y*. Thus the plane cuts the isodensity ellipses with most 
of ellipse I being under the plane and most of ellipse II being above 
the plane. Observation vectors which project onto the y axis above y* 
are classified into Group I. Similarly, vectors which project onto the 
y axis below y* are classified into Group II. The mean vector for Group 
I and II will project onto the y axis as u ^ and V^* Misclassification 
occurs whenever an observation vector from Group I projects below y* and 
vice versa. From the figure the observations that will be misclassi-
fied (the area of misclassification) lie in the overlap of the two iso­
density ellipses. If the discriminant plane passes through the points 
of intersection of the two isodensity ellipses, the overlap between the 
two groups will be minimized [14]. However, there are an infinite 
number of planes that pass through the isodensity ellipse intersections 
such as plane Z in the right figure. 
In order to evaluate the desirability of each plane, let 
2 2 (Uyj - u ^ ) and (y z^ - y^) represent the separation of the two 
groups by the respective planes. Each of these distances measure the 
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variation between the means of the discriminant scores for each group. 
In this respect, the plane which results in the largest distance be­
tween groups would be superior since separation of the groups is de­
sired. On the other hand, small variation within the projection, 
2 2 (Y^ t - u ^) and (Z^ t - u ^ ) is desired because large within-group 
variation tends to negate the significance in a statistical sense of 
the distance between the projected means. Thus the optimal discrimi­
nating plane is the plane which maximizes the following ratio: 
X = P e t w e e n ~ g r o u p variation 
within-group variation 
so that the between-group differences will be large relative to within-
group scatter. 
For two populations, the projections of the mean vectors are 
given by 
u = 3, y + 3 0 y + . . . 3 y 
Y l 1 x n 2 x 1 2 p x l p 
and 
u = 6, u + 3 0 u + . . . 3 y 
y 2 1 X 21 2 X 22 P X 2p 
Thus, under the assumption of common dispersion, the within-groups 
sum of squares is 
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_ n. n n. 
2 1 2 2 i p 2 I I ( y i t - y y i ) = 1 I I I <yxikt " y v i k ) ] i= l t=l i r y l i= l t=l k=l K 1 K t y l K 
0 n. 
2 l -
= 11 [ M x - i « . - y . , ) + . . . + 8 (x. - y . ) Y 
j=l t=l 1 J l t y : ) 1 P ^ X 1 P 
Introducing vector notat ion , 
!' • [e1,e2,...,ep] 
Hi " ^ 1 1 ^ 1 2 ' -
* - h - y2 
and define 
X. = E 
Then 
X i l l x i 2 1 * * * x. . l p l yil ^12 • 
X i l 2 X i 2 2 
• 
-
x. l l n X. 
lpn 
n. 
\ (yit - V*= £' 6 + 6* X- X 2 8 
= 3' (XJ Xx + X' X 2 )3 
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However the pooled covariance matrix is defined as 
Thus the within-group variation is 
e ' [ ( n i + n 2)E ]3 
The between-group variation can be expressed as the square of the differ­
ence of the projected population means. 
(u - u ) 2 = & ' ( y - y ) ( u - u j ' 3 
= 3' d d' 3 
Thus the function to be maximized is 
3 1 d d f 3 
f ( 3 1 , 3 2 , . . . , 3 p ) = g t ( ( n i V n 2 ) Z ] g 
Taking partial derivative with respect to 3 we have 
9 f ( 3 1 , 3 2 , . . . , 3 J 
i — | g 2. = C d - I M 0 , 
where C is a nonzero constant. Hence the weighting coefficients are 
given by 3 = £ * C d. Since C is a constant and the 3 weights are 
applied to both populations, without loss of generality C can be set 
equal to one. 
Thus 
3 = Z" 1 d , 
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which is equivalent to solving simultaneously the following set of p 
equations with unknowns. 
6l ail + 62 al2 * * * 6p alp = d l 
3, a + . . . 3a = d , 
1 pi p pp p 
where the a's are elements of the within-groups variance-covariance 
matrix [33]. 
It must be noted that by substituting this solution for 3 into 
2 
f (3^^,32,3p) the Mahalanobis D or generalized distance is attained. 
2 -1 A = d' Z d 
Thus a vector of weights 3 has been found which maximizes the Mahalanobis 
distance between the two populations. 
In seeking to interpret the discriminant function, it is desired 
to know which of the original p variables contributes most to the func­
tion. In the past, investigators have attempted to define or describe 
the nature of the discriminant function by examining relative magni­
tudes of the weighting coefficients. For this purpose, comparison of 
the relative magnitudes of the combining weights is inappropriate be­
cause these are weights to be applied to the variates in raw-score 
scales, and are hence affected by the particular unit used for each 
variable. To eliminate the spurious effects of units on the magnitudes 
of combining weights, the comparison must be made of the weights as they 
would be applied to the variates in standardized form. A method of 
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assessing these standardized weights is multiplying each original mea­
sure weight by the standard deviation of the corresponding variable as 
computed from the pooled-within groups covariance matrix. This amounts 
to multiplying each element in 3 by the square root of the correspond­
ing diagonal element of E. Thus 
ei = ^ii 3i 1 = 1>2>--->V 
are defined as the standardized discriminant weights. The relative 
contribution of the ith variable to the discriminant function can be 
evaluated by the magnitude of 3 ? in comparison with the other weights 
3*. 
By using the discriminant weighting coefficients 3 , the multiple 
measurement vector has been transformed into a univariate index under 
the assumption of multivariate normality and common dispersion for the 
two populations. The index variable for each population will be nor­
mally distributed with mean 
= ? 3 . u. • 
i j=i J 
and variance 
a = I T 3 . a.. 3 - + ) 3 a z. y i-l j=l 1 1 J J i-l 1 1 1 
This means that the deviation of an individual discriminant-function 
score from each of the group means can be regarded as a unit-normal 
deviate or Z score 
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Z 
Thus for any particular discriminant-function score, say y , the Z-
score deviation from each group mean can be computed. The unit normal 
distribution can be used to obtain an estimate of the probability of 
deviation from each group mean as large as that represented by any 
particular Z-score value. A particular discriminant-function score 
value y c can be used as a decision point for classifying observations 
into two groups. The proportion of misclassifixations can be read from 
the unit-normal distribution tables after transforming y c to Z-score 
from using the above equation. By varying the location of the decision 
point, the proportion of misclassification with the two groups can be 
changed. 
Figure 2-2 shows a particular discriminant-function value falling 
between the two group means y ^ and y^* every observation having a 
discriminant-function value (y^) less than y c was classified into group 
II, the proportion of observations actually belonging to group I would 
be represented by the area under G, to the left of y . To determine this 
Figure 2-2. Distributions of Z-Scores [1, p. 237] 
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proportion, transform to Z-score form 
/a2 
and then look up the area in the smaller portion of the unit-normal 
curve corresponding to Ẑ ,. 
Anderson (1958) showed that if the prior probability than an 
observation comes from the two groups is equal, then y c will lie midway 
between and u^* Thus under the appropriate assumptions 
f 
Pr(2|l) = Pr(l|2) = $ 
a 
y 
where Pr(2|l) is the probability of classifying one observation from 
group 1 into group 2. 
It may not always be the best solution to choose a cutting point 
for classification which equates the probabilities of error in assign­
ment of individuals between two groups. The relative numbers of obser­
vations expected to belong to the two populations may be an important 
consideration, since the actual numbers of observations misclassified 
will be equal to the probabilities of misclassification times the 
relative numbers in the two populations. Thus the minimization of 
e n l e n 2 e 
where P £ = expected probability of mis classifying an observation and 
P ^ = probability of misclassifying an observation from group (i) will 
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reduce the expected number of observations misclassified. In order to 
minimize P the cutting point will have to be adjusted. 
Rao (1965) showed that under the assumption of multivariate 
normality and common dispersion, the optimal cutoff point is 
If q^ = q^ = 1/2 then the cutoff point y c will be again equal to 
x c 2 
A further refinement of the linear discriminant procedure is to 
incorporate the concepts of costs of misclassification. This involves 
introducing a quantity C(i|j) which is the cost or loss due to classify­
ing an observation from population j into population i. The proba­
bilities of error that one may be willing to accept will depend upon 
the relative seriousness of misclassification of observations from the 
two populations, which may be quite different in the two cases. The 
driving force behind this refinement is the minimization of the expected 
cost of misclassification. Thus a cutting point would be chosen that 
would minimize 
TC = q x C(2|l) P £ ( 1 ) + q 2 C(l|2) P^ 2 ) 
where TC = expected cost of misclassification, and 
C(i|j) = cost of classifying an observation from j into i. 
Again referring to Rao and under the assumptions of multivariate 
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normality and common dispersion, the optimal cutoff point is 
y c = 2 1 + q C(2|l) 
If the prior probabilities are equal and the costs of misclassification 
are equal, then the optimal cutoff point will remain the midpoint be­
tween the two univariate classification indices. 
Nonlinear Discrimination 
The classification problem as delineated earlier amounts to seek­
ing an answer to the question: "Which of these two populations does 
this observation 'resemble' the most, in terms of a specified set of 
measurable characteristics?" That is, there are two well-defined popu­
lations with p variables that are known or are deemed to be important in 
differentiating among the two populations. Subsequently, an observation 
is encountered whose population membership is unknown, but for whom mea­
sures on these same p variables are available. The objective of the 
classification process is to classify this observation as a member of 
one or the other of the two populations--the one with which the obser­
vation shows greatest "resemblance" in terms of these p variables. 
The crux of the matter lies in how to define "resemblance" in 
this context. Various measures of profile (or pattern) similarity and 
of distance (that is, dissimilarity) have been proposed in the litera­
ture [Mahalanobis, 1936; Cattell, 1944; DaMas, 1949: Crombach and 
Gleser, 1952]. 
The classification procedure to be presented assumes a multi­
variate normal distribution for the vector variable in each of the 
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populations. The notion of "swarm" is used for the plot in the measure­
ment space of points representing all the members of a single population, 
each point being located by treating the member's vector of measurement 
scores as coordinates of a single point in p-dimensional space [14]. A 
multivariate normal swarm is very dense in the region of the population 
centroid and thins out in all directions away from the centroid. 
The swarm may be elongated in some directions as a function of 
covariances among the measurements and thus the rate of thinning in any 
direction is a resultant of variances and covariances. The normal swarm 
is hyper-ellipsoidal, meaning loosely that the projection of the swarm 
on any plane passing through the centroid is elliptical. This classifi­
cation procedure conceives of a boundary in the swarm within which a 
proportion of the observations will be found when each observation is 
represented by the deviation of its score vector from the centroid. 
Each such boundary is one out of a set of concentrically nested ellip­
soids. Such a boundary is the locus of all points for which a general­
ized distance function from the centroid is a constant value. 
2 
The familiar chi-squared or x statistic is used to serve as a 
measure of dissimilarity. That is 
x 2 ' X' f1 X , 
where 
pi p ai a2 • • • Wfl 
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The x statistic is a reasonable choice, since the larger the X value 
of an observation with reference to a given population, the farther 
away (in the generalized distance sense) is the point (x^,x 2 >... ,x^) 
representing the observation's set of scores from the centroid 
^li , y 2 i''* * , ypi^* H e n c e the observation may be said to be the more 
deviant from the "average member" of that population, the larger its 
2 2 X value. Conversely, an observation with a small x value with 
reference to a group is "closer" to the average member of that group, 
and may be said to resemble that group. Furthermore, since the refer­
ence population is adequately described by means of a multivariate 
normal distribution of the p variables, then knowledge of an obser-
2 
vation's x value allows the estimation of the percentage of obser­
vations in the group that are "closer to" or "farther from" the group 
2 
centroid than is that observation. This is because the x value deter­
mines the particular centile ellipsoid on which a given point lies. 
This derives from the fact that a p-variate normal population N(u,E) 
has density 
4,(X1,X2,...,Xp) = ( 2 t t ) " p / 2 | E | " 1 / 2 exp ( - X 2 / 2 ) 
Thus a simple classification scheme, which may be called the 
minimum chi-square rule, would be as follows: 
2 
Compute the x value of the unclassified observation 
with respect to each of the two populations, and assign 
the observation to that population with respect to which 
2 
its x value is the smallest. 
This rule has the property of minimizing the probability of 
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misclassification when the two populations have multivariate normal 
distributions with equal dispersion matrices. 
Actually, the objective of the procedure is to find the proba­
bility that observation i is a member of the jth population. The 
hypotheses regarding the group membership of the observation when two 
populations are under study and the ith subject must be classified into 
one and only one population is: 
Pr(H.|X.) , i = 1,...,N and j = 1,2 
which reads: The probability of hypotheses j given the score vector 
X^. Hypothesis j states that the observation is a member of population 
j. There are two such hypotheses evaluated for each subject and the 
maximum likelihood classification rule is to assign i to group j if 
Pr(Hj|Xi) is largest [14]. 
The relation of the probability of the hypothesis that i belongs 
to group j to the cumulative probability for the distance function, 
2 
X • » !s : ji 
Pr(H.|X.) = 1 - P(x 2 - 0 
By this method the probability of group membership is simply the in­
verse cumulative function of the generalized distance tabled as chi-
square with p degrees of freedom, where p is the dimension of the 
classification space. 
Roulon (1967) and his associates have named this method of 
evaluating group membership the "centour" method. They define a 
centour score as: 
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ioo[i - PCx 2 ^ ) ] 
That is, the centour for observation i in population j is 100 
2 
times the probability of obtaining a larger value of x - • 
Since by the centour classification procedure the probability of 
membership in each population is inversely monotonic with the chi-square 
value for each group, it is equivalent to the minimum chi-square classi­
fication rule. Under the proper assumptions of multivariate normality 
and common dispersion matrices and with equal prior probabilities of 
membership, the optimal boundary will be a hyperplane between the two 
centroids with the probability of misclassification being equal for 
both populations. 
One problem with this rule is that if the dispersion matrices of 
the two populations are not equal, overassignment of observations can 
occur. If > |E, |, group j will tend to be overassigned because a 
given centour for group j will enclose a larger region of the classifi­
cation space than will the same centour for group K. 
In order to dismiss the assumption of equal dispersion the den­
sity function for the multivariate normal is used: 
P . k = ( 2 , ) - p / 2 i^r^ e x p c . - i ) 
where 
X 2. = CX. - y.) f E-" 1 (X. - y.) Aji ~i zy ~j ~i zy 
and P.. = probability of X. given population j. 
Using Bayes Theorem: 
Pr(X.|H.) 
P R ( H J L J I D = P r C X . I ^ ) + P R C X J ^ ) 
and 
2 I Pr(H |X.) = 1.0 
j = l 
Thus the classification rule is 
H. if Pr(H.|X.) > Pr(H, |X.) ^ ] 1 , 2 
This classification rule allows the discriminant boundaries to be 
nonlinear function (Figure 2-3). 
Figure 2-3. Intersections of Corresponding Equiprobability 
Contours. (In (a) the variances and the co-
variance are equal for both distributions, and 
the discriminant curve becomes a straight line. 
[51, p. 266]) 
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This classification criterion can be amended for prior infor­
mation on population membership in much the same way as the linear 
discriminant function. P.- can be easily redefined to reflect these 
prior probabilities as 
where q̂  is the prior probability that an observation comes from popu­
lation j . 
In like manner the costs of misclassification can be included 
in this approach. As in the linear case, the objective of the entire 
procedure is to minimize the total expected costs of misclassification. 
The classification rule according to density may be rewritten as: 
exp 
I 2 
H. if > 1 k = 1,2 
k t j 
using prior information the rule is 
H. if > 1 
k t j 
k = 1,2 
Considering the costs of misclassification: 
H. if CCj|k) q^ PrCtyx . ) -
C(k[j) q. Pr(H |X.) 
> 1 k = 1,2 
where C(k|j) = cost of classifying an observation from population j 
into population k. 
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Thus this procedure minimizes the expected cost of misclassifi­
cation given by 
2 2 
I q { I C(i|j) Pr(i|j)}, 
j=l J j=l 
where Pr(i|j) = probability of classifying an observation from popu­
lation j into population i. 
Disregarding the costs of misclassification, that is assuming 
the C(i|j) equal, this procedure minimizes the expected probability of 
misclassification given by 
2 2 
I q { I Pr(i|j)} 
j=l J j=l 
Sample Estimation 
The problem with the closed-form solution to the probability of 
misclassification problem is that the population parameters are usually 
estimated by sample observations from the populations. Thus the mean 
vectors and and the covariance matrix £ are unknown. If 
X H »• • • » xi n ^ d X2i>''->x2n a r e independent random samples from 
population 1 and population 2 respectively, then the mean vectors VK 
can be estimated by the sample mean vectors X. = (x.,,...x. ) and 
J r ~i ill rp' 
£ by the pooled covariance matrix S*. 
Hence, the mean variable j in population i is estimated by 
n. 
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The population mean vector V L is estimated by 
~ I L I I ' I P J 
The population mean of the univariate index y ^ is estimated by 
Y. = 
n. 
n. i = 1,2 
Thus 
X . = 
— I 
xill xi21 xipl 
112 
x.. lln L P N 
x.n x. 
I I I P 
11 
X . , . . . X. 
L L I P 
The common dispersion matrix Z can be estimated by the pooled covari-
ance matrix 
( X J X , + XJ» X J §* ~ n 1+n 2-2 V H £L ^2 £2' 
In such a situation, it is not possible to derive a classifi­
cation procedure which is optimal (in the sense of minimizing expected 
cost of misclassification) as was done earlier. However, it is shown 
by Anderson (1958) in Theorem 6.5.1 that if consistent estimates are 
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substituted for the parameters in the generalized procedure then the 
resulting expected cost of misclassification becomes minimized as n^ 
and n 2 0 0 with constant ratio. 
In the linear discriminant function the weighting coefficients 
will be determined by, 
e= f*1 * 
where 
i • <ii - y 
Under the procedure of the nonlinear discriminant function due to 
Welch, the likelihood ratio criterion leads to the criterion: assign 
observation to group 1 if 
f l / f 2 > 1 
where f̂  and f 2 represents the respective densities and under the 
assumptions of equal prior probabilities and equal costs of misclassifi­
cation. 
The objective of both methods of discrimination is to minimize 
the expected costs of misclassification by minimizing the probability 
of misclassification. Letting D g(x) represent the value of the dis­
criminant function, the probabilities of misclassification are: 
P L = P(Ds(x) < K | G L , I V X 2 , S J 
P M = P(D s(x) > K | G M , X l f X 2 , S J . 
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where K is the cutting point in linear discriminant analysis or 1 in 
Welch's (1939) method [53]. 
The exact distribution of D g(x) is quite complicated. It has 
been studied by Wald (1944), Anderson (1958), Sitgraves (1952), Kabe 
(1963), and Okamoto (1963) among others. If the parameters of the 
distribution are known, the problem reduces to = P 2 = $(-A/2) where 
2 -1 A = (Uj - u 2 ) ' Z (Uj - u 2) is Mahalanobis' distance and $ is the 
cumulative normal distribution. This represents a limiting factor 
which cannot be improved upon, and unfortunately, cannot be found. 
Currently there are several methods in use that estimate the 
probability of misclassification of sample discriminant functions. The 
techniques may be divided into two classes: those using a sample to 
evaluate the discriminant function, and those using properties of the 
normal distribution. The former may be considered empirical methods 
while the latter are dependent on the normality assumption for their 
validity. 
The first estimation method is an empirical technique and is 
referred to as the resubstitution method. C. A. B. Smith (1947) sug­
gested that the sample used to compute the discriminant function could 
be reused to estimate the error or probability of misclassification. 
This method consists of classifying each member of the sample of size 
from population l(G^) and the sample of size n 2 from population 
2(G 2) according to the discriminant function determined by the sample 
estimators. If is the number of observations from G^ which are 
classified into G 2, and m 2 is the number of observations from G 2 
which are classified in G 1, then Pr(2|l) = m./n. and Pr(l|2) = m 9/n_. 
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Lachenbruch and Ray (1968) found in their study that this 
technique was quite misleading because of the badly biased estimate 
of the probability of misclassification. If the sample used to compute 
the discriminant function is not large, this method gives too optimistic 
an estimate of the probabilities of misclassification. 
The second widely used technique is an empirical method called 
the holdout method. This method consists of dividing the sample of n^ 
observations from into two subsamples. Similarly, the sample of n 2 
observations from G 2 are divided into two subsamples. The members of 
the first subsample of each pair are used to calculate the discriminant 
function and the classification procedure, while the members of the 
second subsample of each pair are classified according to that procedure. 
The proportions of misclassified observations are the desired estimates 
for the probabilities of misclassification. This method has the ad­
vantage of producing unbiased estimators, but these estimators have 
larger variances than those obtained by the previous method. 
There are several drawbacks to this method. First, in many 
applications large samples are not available. This is especially true 
in operational testing uses when the data can be expensive in terms of 
time and money and difficult to obtain. Second, this method is quite 
uneconomical with data. A larger sample than is necessary to obtain a 
good discriminant function must be selected to obtain estimates of 
performance. Third, there are problems connected with the size of the 
holdout sample. If it is large, a good estimate of the performance of 
the discriminant function will be obtained, but that function is likely 
to be poor. If the holdout sample is small, the discriminant function 
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will be better, but the estimate of its performance will be highly-
variable. 
In order to reduce the effect of this last shortcoming, a modifi­
cation to this technique has been suggested. After the estimates of 
the probabilities of misclassification have been obtained, recompute 
the discriminant function using the entire sample. The estimates of 
performance will remain the same, but the discriminant function will 
be better. The problem with this modification is that the discriminant 
function evaluated is not the one used. There may be considerable 
difference in the performance of the two. 
Another method is to replace the population parameters by their 
estimates from the samples; that is, replace by X^ and £ by S*. 
For normally distributed variables with known parameters, the proba­
bility of misclassification is 
Using estimated parameters, the estimated probability of mis­
classification becomes 
If the degrees of freedom are large, this is a fairly accurate estimate 
2 2 of since D is consistent for A , the population Mahalanobis distance. 
If the degrees of freedom are not large, this may be badly biased and 
where D = (X. - X-)' ()L - X 2) is the Mahalanobis sample distance. 
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give much too favorable an estimate of the probability of error. 
Finally, a method was suggested by Lachenbruch (1967) that is 
an empirical method that decreases the seriousness of bias while making 
use of all the observations. This procedure retains all of the advan­
tages of both the resubstitution method and the holdout method. From 
the first sample, exclude the first observation and compute the dis­
criminant function on the basis of the remaining observations. Then 
classify the excluded observation. Do this for each member of the 
first sample. The proportion of misclassified observations estimates 
Pr(2|l). A similar process applied to the second sample estimates 
Pr(l|2) error rates for a discriminant function based on n^ - 1 and n 2 
observations. The estimates of the probabilities of misclassification 
are then computed by summing the number of cases that were misclassified 
from each group and dividing by the number in each group. On the basis 
of Monte Carlo studies, Lachenbruch and Mickey have shown that the bias 
of these estimates is negligible. 
The disadvantage of this method is the computational effort in­
volved. This method requires the computation of n^ + n 2 discriminant 
functions with an equivalent number of matrix inversions. Another dis­
advantage is that the actual discriminant function using the entire 
sample is not evaluated. 
The method used in this paper to estimate the probabilities of 
misclassification can be considered as an amalgam of the resubstitution 
and holdout empirical methods with computer simulation. As in the 
resubstitution method, first determine the discriminant function using 
all of the sample observations from both samples. Then by using 
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computer simulation, generate 10,000 observations from each population 
with the use of the sample parameters. Then as in the holdout method, 
classify each of the generated observations into one of the two popu­
lations. The probabilities of misclassification will be the number 
misclassified from each generated sample divided by 10,000. Although 
the technique of generating these observations is integral to this 
method, it will be discussed in a later part of this chapter. 
This empirical computer simulation technique combines the ad­
vantages of both the holdout and resubstitution methods. First, the 
complete sample of observations is used to determine the discriminant 
function. Therefore, no information is lost by partitioning the sample. 
Thus it is as economical with data as the resubstitution method and more 
economical with data than the holdout method. Secondly, this technique 
produces unbiased estimators of the probabilities of misclassification 
method. Yet, these unbiased estimators do not have larger variances be­
cause the entire sample is used in determining the discriminant func­
tion. Thirdly, as opposed to the holdout modification the discriminant 
function that is evaluated is the discriminant function that is eventually 
used. 
Not unlike the Lachenbruch (1967) method, the computational effort 
involved in using the simulation method is sizeable. But the use of 
high-speed computers and the fact that only one discriminant function 
is determined thus necessitating a maximum of two matrix inversions, 
negates this disadvantage. The major effort is involved in the gener­
ating and classification of the twenty thousand pseudo-observations. 
This number of observations can be reduced, but as will be seen in the 
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example, the runs on problems with eighteen variables required approxi­
mately two minutes total computer time with linear discrimination. 
Minimization of Expected Total Cost 
As was seen earlier, if the costs of misclassifications are 
equal, the objective of the discriminant function is to minimize the 
expected probability of misclassification. When the costs are not 
equal, the objective of the discriminant function is to minimize the 
expected total cost of misclassifications. 
Total cost = q : C(2|l) Pr (2|l) + q 2 C(l|2) fr(l|2) 
Hence a minimization of the probabilities of misclassification will not 
always minimize the expected total cost of misclassification. A higher 
probability for one population may be tolerated because of the lower cost 
of misclassification for that population. Since sample estimators and 
the empirical computer simulation technique are used in this method­
ology, new classification rules must be advanced to insure the minimiza­
tion of the expected total costs of misclassification. 
In the case of the linear discriminant function, the classifi­
cation rule is to classify a generated observation such that 
2l v £ classify into Pop K 
y^ < y* classify into Pop j , 
where K ^ j and y\ is the tth observation generated from the ith 
population. By moving y^ in one direction or the other, the proba­
bilities of misclassification will be changed. 
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G r o u t I G'OUP 2 
Figure 2-4. Probability of Misclassification with Different 
y c [38, p. 247] 
Hence in the empirical computer simulation technique, the optimal 
cutoff point y* will be located at the y c which yields the lowest ex­
pected total cost of misclassification. This optimal cutoff point y* is 
found by searching the line between the univariate discriminant indices 
and Y^. In the simulation this is accomplished by initially taking 
y c to be the midpoint between Y^ and Y^ and classifying all of the 
generated observations. From this the probabilities of misclassification 
are determined, and the expected total cost of misclassification is 
calculated. At this time y c is moved to the right a delta increment, 
and once again all of the generated observations are classified, re­
sulting in the new probabilities of misclassification. The new expected 
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total cost of misclassification is calculated and compared to the 
previous minimum cost. If the new cost is less, y c is accelerated in 
this direction. If the new cost is greater y c is decelerated in the 
opposite direction. This linear search of the nonlinear expected cost 
function will terminate when the change in costs is less than some small 
distance from the previous minimum. This assures a minimum expected 
total cost of misclassification plus or minus some small increment and 
the optimal cutoff point y* which determines it. This is caused by the 
sum of the probabilities of misclassification being unimodal. The 
multiplication of these probabilities by constants will translate the 
curve, but it will remain unimodal. 
In the case of the nonlinear discriminant function with equal 
prior probabilities and costs of misclassification, the classification 
rule is: 
Pr(H . | x . ) k = 1,2 
Classify into J if J ~ 1 >_ 1 
PrCHjJx.) k j j 
As in the linear discriminant function, the objective is to minimize 
the expected total costs of misclassification. If the priors are not 
equal or the costs are unequal, the minimization of the probability of 
misclassification may not be optimal. In the empirical computer simu­
lation technique the classification rule used is: 
Pr(H.|X.) k = 1,2 
Classify into J if - J ^ 1 > ZETA 
PrCHjX.) k ^ j 
If ZETA is equal to one, this procedure is the same as the earlier 
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procedure. Thus the probability that an observation comes from popu­
lation j has to be greater than the probability that it comes from 
population K multiplied by ZETA. In much the same manner as in the 
linear discrimination, the value of ZETA can be changed thereby affect­
ing the classification of the generated observations. When the mini­
mum expected cost of misclassification is obtained, the appropriate 
ZETA* will be known, and the classification rule will be optimum. 
Generation of Sample Observations 
i 
The empirical computer simulation technique derives most of its 
advantages from its ability to generate multivariate normal observa­
tions. These observations must exhibit the unbiased estimates of the j 
population parameters that are determined from the sample data. The 
i 
technique used to generate these observations is the technique developed ! i 
by Ernest M. Scheuer and David S. Stoller [42], To generate an obser- 1 
i 
vation vector, X = (x1,x„,...,x ) with mean vector zero and covariance — v 1 2 n 
matrix, Scheuer and Stoller make use of a fundamental theorem of multi­
variate statistical analysis which states that, if Z f = (z^,...,z ) is 
multivariate normal with zero mean vector and covariance matrix 
0 0 ... 0 
1 
1 
then X with mean vector u and covariance matrix Z can be represented as 
X = CZ where C is a lower triangular matrix satisfying Z = C C' [4]. 
Then & is distributed N(<J>,CCf) or N(<J>,Z). The assumption that the mean 
I =
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vector of the generated observations is the zero vector entails no loss 
of generality, for if a vector X with mean vector zero and covariance 
matrix E, the vector X + U has the same covariance £ and mean vector U. 
Hence the generation of the observation takes three steps: (1) com­
pute lower triangular matrix C, (2) generate p independent normal 
variates (Z), (3) determine the observation vector .X. 
In order to compute the unique and lower triangular matrix C, 
the elements of C are determined recursively as follows: 
c., = a. t / / a . , 1 < i < n il il il — — 
/ 1 - 1 2 c. . = /a.. - 7 c, 1 < i < n ii ii , L. ik — k=l 
c 
l ij • [°ij " I cikcjkJ/cij 1 < J < i i " 
c. . = 0 i < j < n 
This method of computing C is the "square root" method described by 
Faddeeva (1959) and is well suited for computation. 
The next step is to generate the Z vector which is distributed 
N(0,I). This vector consists of p independent standard normal variables. 
Tables of such random variables exist and there are methods of machine 
generation of such variables. The technique used in this simulation is 
attributed to Box and Mueller (1958). This method generates a pair of 
random deviates from the same normal distribution starting from a pair 
of random numbers. 
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Let IL , + i be independent random variables from the same 
rectangular density on the interval (0,1). Generate variates from 
N(0,1) by: 
Z. = (-2 log IK)1* cos(2t U. + 1 ) 
I. . = (-2 log U.) * sin(2ir U. J 
J+L 3 J + 1 
Hence by repetition of the above procedure the Z vector is obtained. 
Finally, the observation vector must be generated. Once the 
C.'s and Z. fs have been determined, the entries of the observation 
13 1 ' 
are: 
X. = T c. .Z. + y. 1 j t i 1 J J 1 
or 
X = C Z + y 
Data Analysis 
All of the multivariate techniques presented in this methodology 
are based on the assumption of a multivariate normal distribution for 
each population that has been sampled. Three classes of distributions 
that are derivative from a parent multivariate normal distribution are: 
(1) marginal distributions, (2) conditional distributions, (3) com­
ponent distributions. 
A marginal distribution is the univariate distribution for any 
single element of a vector variable. If the vector variable is 
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multivariate normal in distribution, then every one of its marginal 
distributions is normal. However, even if all the marginals are normal, 
it is not necessarily true that the vector variable is multivariate 
normal. 
A conditional distribution is the predicted distribution for a 
particular marginal element given the known distribution of the re­
mainder of the vector variable. An important theorem is that if a 
vector variable is multivariate normal in distribution, then every 
conditional distribution defined on it is normal. 
A component distribution is the distribution of any arbitrary 
linear function of a vector variable. If a vector variable is multi­
variate normal in distribution, then every component defined on it is 
normal. Since conditional distributions are special components of a 
vector variable, the normality of all conditional distributions is a 
special application of this more general theorem. Likewise, since each 
marginal of a vector variable is simply that special component defined 
by setting a unit weight for the assigned element and zero weights for 
all other elements, the normality of all marginals is a special case 
of this general theorem. This general theorem is very important be­
cause it is reversible. Thus any vector variable for which every possi­
ble linear component is normal is a vector variable that is multivariate 
normal in distribution. 
The problem is how to inspect all of the component distributions 
for normality. Cooley and Lohnes suggest that the only test needed is 
on the marginals [14]. The marginal distributions should be examined 
and if necessary be transformed to fit normality. Even though the 
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marginals do not themselves guarantee a multivariate normal distribu­
tion, there is no useful test of multivariate normality. In the 
methodology of this thesis, the requirement for marginal normality is 
the only check for multivariate normality. If all of the marginals 
are distributed normally, the vector variable is assumed to have a 
multivariate normal distribution. 
The test used is the Kolmogorov-Smirnov (K-S) test. The K-S 
test allows the evaluation of the hypothesis that a sample of data was 
drawn from a specified continuous distribution. The test is nonpara-
metric and exact for all sample sizes in contrast to the asymptotic 
nature of the chi-square test. Since the distribution under the alter­
native hypothesis is usually not known, it is not possible to determine 
the power of the test exactly. Massey (1951) and Kac (1955) compared 
the power of the K-S test with the power of the chi-square. The K-S 
test was found to be more powerful in the case of testing for normality 
2 — 2 with U and a estimated by X and S . Let X.,...,X be n observations 
which are ordered from smallest to largest with sample cumulative 
distribution function 
n 
0 x < x 1 
A 
F(x) j/n X . < X < X . 
3 - 3 
3 = I,---, n-1 
1 x > x n 
The test statistic is 
D(x) = max |F(x) - F Q ( X ) x 
which can be shown to have a distribution that does not depend on F (x). 
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Critical values D for significance level a and sample size n can be a 
found in tables by Lilliefors (1967). The null hypothesis is rejected 
if D < D(x). 
In the case when the parameters are estimated from the sample, 
the D values for the K-S test are not exact. Modified critical values 
for the test statistic have been given by Lilliefors for testing normal 
distributions with maximum likelihood estimators for the unknown param­
eters. Use of the K-S test without adjustment for parameter substitu­




DEMONSTRATION OF THE METHODOLOGY 
Introduction 
In this chapter the methodology developed in Chapter II will be 
demonstrated. The example used in this demonstration is the actual 
Operation Test I of the Squad Automatic Weapon System (SAW). This test 
consisted of observing three SAW candidate weapons in the hands of user/ 
troops during the conduct of Operational Test I. The test was conducted 
during the period 6 May 1974 to 5 August 1974 at Fort Benning, Georgia. 
Due to the classification of some data and of the candidate weapons, 
some characteristics will not be used in this evaluation and the candi­
dates will be referred to as Candidate A, Candidate B, and Candidate C. 
The test itself is divided into four major subdivisions: (1) 
Training Subtest, (2) Quick Fire Subtest, (3) Day Defense Subtest, (4) 
Attack Subtest. The training subtests are divided into two phases. 
The first phase was the selection of test soldiers for the remainder 
of the tests. Forty-eight infantry soldiers possessing desirable 
characteristics participated in initial training and qualification with 
the M60 machine gun. The evaluation of the M60 machine gun training 
and qualification results led to selection of 24 soldiers to continue 
the test. The second phase of the training subtest evaluated the type, 
duration, and adequacy of instructions given by the test control per­
sonnel to the test soldiers on each candidate system. 
The Quick-Fire Subtest provided accuracy and operational 
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effectiveness data on each candidate weapon system in a daylight quick-
fire environment. Test soldiers traversed the quick-fire course three 
times, firing a different weapon system each time. All firing was in 
the automatic mode from the shoulder using the pointing technique. 
The Day Defense Subtest provided accuracy and operational effec­
tiveness data on each candidate weapon system in the daylight defensive 
role. The test soldiers fired with each weapon system at timed targets 
of differing ranges. All test soldiers fired this subtest from the fox­
hole supported position with the hasty mount. During the overall se­
quence of engagement of the targets, the firer would expend a magazine 
of ammunition necessitating a timed magazine change. After the firing 
sequence, each firer was required to change the weapon's barrel in a 
timed exercise while in the foxhole supported position. 
The Attack Subtest provided accuracy and operational effective­
ness data on each candidate weapon system in the daylight offensive role. 
Each soldier traversed the course twice with each weapon system (once 
with a 100-round magazine and once with a 200-round magazine). Each 
firer traversed the first half of the course in the shoulder fire posi­
tion and the second half in the hip or sling-supported underarm assault 
fire position. After completion of the course, the test soldier was 
timed in a magazine change and a barrel change while in the standing 
position. 
The objective of the Operational Test is to evaluate the opera­
tional issues for each candidate weapon and to enable OTEA to make a 
statement as to preference with respect to these issues. One opera­
tional issue is the operational effectiveness of each weapon. The 
46 
methodology presented in Chapter II will be used to assess the risk in 
making a preference statement relevant to operational effectiveness for 
a candidate over another candidate. 
The test results contained data on 19 variables that were used 
in evaluating operational effectiveness (Table 3-1). Each of the 24 
test soldiers received a score on each variable for each candidate 
weapon. Thus the score on the 19 variables for a soldier on each candi­
date can be combined into an observation vector for that candidate 
weapon system. Hence, each candidate weapon system is considered a 
population and the score vector from each soldier on the weapon can be 
considered a sample observation from the population. Therefore, the 
problem is initially structured such that there are three populations 
with 24 observations on each population and each observation consists 
of 19 variables. 
Data Analysis 
The first part of the empirical computer simulation technique 
is the validation of the assumptions of multivariate normality. As 
discussed in the data analysis portion of Chapter II, the marginals of 
the weapons distribution were evaluated using the Kolmogorov-Smirnov 
Test and Lilliefors critical values for the K-S normality test. The 
results, given by Table 3-2, show the marginal distributions on 18 
variables is normal when the data is in original form or transformed 
by the square root or natural logarithm. The non-normal marginal is 
associated with X ^ , the percent of targets engaged. 
Variable X^g is a percentage, and it is well known that per­
centage numbers between zero and one can often be transformed to 
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Table 3-1. Operational Effectiveness Variables—SAW 
Variable Description 
Training Subtest 
X(l) Basic Firing Qualification Scores 
X(2) Transition Firing Scores 
X(3) Time for Disassembly (Sec.) 
X(4) Time for Assembly 
Quick Fire Subtest 
X(5) Avg. Time to First Round (Sec.) - 20 meter target 
X(6) tt " 11 " 11 11 - 40 meter target 
X(7) tt " " " " " - 60 meter target 
X(8) tt " " " " " - 80 meter target 
X(9) tt 11 11 11 • 11 11 moving target 
Day Defense Subtest 
X(10) Avg. Time to First Hit (Sec.) 
X(ll) Time to Change Magazine (Sec.) 
Attack Subtest 
X(12) Time to First Round - Sling Position - 100 round mag. 
X(13) M M " M " " - 200 round mag. 
X(14) " " " " " " - 100 round mag. 
X(15) " " " " " M - 200 round mag. 
X(16) Magazine Change Time 200 round/100 round 
X(17) " " " 100 round/200 round 
X(18) Barrel Change Time (Sec.) 
X(19) Percent Targets Engaged - Day Defense 
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Table 3-2. Continued 
Variables Candidates 
u r n 
Transformations 
None J log 
"C" .2096 .1771 .1364 
1812 .1511 .1152 
Transform 
Used 
"A" .2242 .1743 .1227 
X 1 2 "B" .1576 .1200 .1053 log 
"A" .3067 .2351 .1517 
X., "B" .2491 .1721 .1546 log 
1 6 "C" .2096 .1771 .1361 
"A" .2775 .1874 .0982 
X "B" .0971 .0855 .1839 log 
1 4 "C" .2148 .1610 .1295 
"A" .2574 .1957 .1256 
X 1 5 "B" .1928 .1609 .1189 log 
"A" .2682 .2268 .1747 
X "B" .1725 .1442 .1477 log 
l b "C" .2614 .2126 .1555 
"A" .1718 .1168 .1025 
X "B" .1604 .1280 .1218 log 
1 "C" .3287 .2397 .1588 
"A" .2887 .2039 .1291 
X "B" .1113 .0952 .0800 log 
1 8 "C" .1948 .1449 .0958 
"A" .2354 .2343 .2477 .2749* 
"B" .2883 .2851 .2816 .3066 
"C" .1517 .1550 .1556 .2020 
*Arc sin 
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normality through the Arcsin transformation. Thus this variable was 
transformed under the Arcsin and tested. Normality was again rejected. 
An analysis of the data showed that with one candidate weapon, 13 out of 
24 test soldiers engaged 100 percent of the targets while with another 
candidate 12 soldiers engaged 100 percent of the targets. Thus, not 
only is the data truncated, but over half of the observations are on 
the end point. This led to exclusion of this variable from the obser­
vation vector. 
Therefore, the observation space was collapsed to 18 variables. 
The assumption of multivariate normality was justified because of the 
normality of the marginal distribution of each of the remaining vari­
ables . 
In order to determine the risk involved with a preference state­
ment, each pair of candidates was assembled and tested. In the linear 
discrimination procedure, the assumption of homoscedasity (equality of 
covariance matrices) must be used. The 24 observations on each candi­
date were used to determine the sample means and the pooled-within 





X. . = J x 
k=l 
j = 1,..., 18 
and 
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i = 1,...,18 
j = 1,2,..., 18 
There are many computer programs available to perform the compu­
tations for the estimated sample means and pooled-within sample co-
variances. The observations were entered into the Biomedical Computer 
Program BMD07M. The means of each sample and the pooled correlation 
matrices are shown in Appendix I. 
The assumption of equal dispersion could have been made with 
reference to all three populations at one time. This would have necessi­
tated the calculation of only one pooled-within sample covariance matrix. 
This was not done because each candidate is being compared with one 
other candidate. The single pooled covariance matrix would dilute the 
quality of the estimation which would lead to a loss in discriminating 
power of the empirical computer simulation technique. 
The next step in the methodology is to find the optimal linear 
discriminant function, generate sample observations, classify the 
generated observations, and compute the probability of misclassifi­
cation. In Appendix II, there is an interactive Fortran Computer 
Program called MISSCLASS. This program, with the means of the two 
samples and the pooled-within population covariance matrix: 
1. Calculates the weighting coefficients for the linear 




2. Generates ten thousand observations from each population. 
3. Classifies all generated observations. 
4. Optimizes the cutting point by minimizing the expected total 
cost of misclassification. 
5. Determines the optimal probabilities of misclassification. 
In this problem the prior probabilities of observations coming 
from specific populations were considered equal. The prior probabili­
ties in the context of this specific example are meaningless. 
The costs of misclassification were also assumed to be equal. 
The costs in this problem can be viewed as the driving force in the 
optimization phase. A value of 1000 was entered into the MISSCLASS 
Program for each cost. A cost of this magnitude and a search interval 
of one, causes the program to search until it is within one dollar 
of the minimum expected cost. Therefore, 
q : = q 2 = .5 
C(l|2) = C(2|l) = 1000 
The results of the runs of all three combinations of candidates are 
shown in Table 3-3. As can be determined by examining the proba­
bilities of misclassification, all three candidate weapons show very 
different operational effectiveness characteristics. Candidates A and 
C seem to resemble each other the most, but a probability of mis­
classification of approximately .02 cannot be interpreted as showing 
great similarity. The seeds used in the random number generator can 
cause small perturbations in the results, although the size of the 
generated sample should smooth this out. Another source of error is 
Table 3-3. Results of Empirical Computer Simulation Technique 
"A" vs "B" 
Linear Discrimination 
Probability of misclassifying an observation from "A" = .0098 
f t I T I T I I T T T T M g l T _ .Q068 
Computer time = 119826 MLSEC 
Nonlinear Discrimination (Equal Dispersion) 
Probability of misclassifying an observation from "A" = .0096 
M T l T T T T T T I T "3" = 0079 
Computer time = 257560 MLSEC 
Nonlinear Discrimination (Nonequal Dispersion) 
Probability of misclassifying an observation from "A" = .0011 
T T T T T l T T T T T l T T g l l = . Q003 
"A" vs "C" 
Linear Discrimination 
Probability of misclassifying an observation from "A" = .0233 
I I I T T T T T T T T T = 0187 
Computer time = 122674 MLSEC 
Nonlinear Discrimination (Equal Dispersion) 
Probability of misclassifying an observation from "A" = .0232 
I I T l T T I T T T I I "C" = 0193 
Computer time = 258831 MLSEC 
Nonlinear Discrimination (Nonequal Dispersion) 
Probability of misclassifying an observation from "A" = .0005 
I I I I T T I T T l I I "C" = 0004 
"B" vs "C" 
Linear Discrimination 
Probability of misclassifying an observation from "B" = .0009 
I f I I T l T T T T T T I f £ 1 1 = .Q003 
Computer time = 125792 MLSEC 
Nonlinear Discrimination (Equal Dispersion) 
Probability of misclassifying an observation from "B" = .0009 
I I I T I I I I 1 1 T l m C " = .0003 
Computer time = 261157 MLSEC 
Nonlinear Discrimination (Nonequal Dispersion) 
Probability of misclassifying an observation from "B" = .0000 
I I I I I I I T T T T l M C I I _ .0006 
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in the matrix inversion routine which is subject to roundoff errors. 
In the test of Candidate "A" against Candidate "C" it is noteworthy to 
remember that 233 generated observations out of 10,000 from "A" were 
classified into "C". This is opposed to the test between "B" and "C" 
where only three generated observations out of 10,000 from "C" were 
classified into "B". 
The interpretation of the overall results of the linear dis­
crimination should be that a preference statement regarding "B" and "C" 
has very little risk of being reversed while a preference statement 
regarding "A" and "C" has a great deal more risk of being reversed 
though this risk is still not very large. 
Another important area of information is the weighting coefficients 
for the linear discriminant function. Table 3-4 shows the standardized 
discriminant weights for the three comparisons and Table 3-5 shows 
these coefficients ranked in order of magnitude. 
In the "A" versus "B" competition, variables X(16) and X(17) 
have relatively great standardized discriminant weights. These vari­
ables are associated with the magazine change times in the Attack Sub-
test--X(16) is the change time from a 200-round magazine to a 100-
round magazine, while X(17) is the time in the opposite sequence. These 
standardized discriminate weights mean that there is a lot of difference 
between the two weapons with respect to a soldier's ability to change 
magazines in the upright attack position. 
In comparing the same weapons system, there are six standardized 
weights that have an absolute value less than one. This is interpreted 
as meaning that there is relatively little difference between these 
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Table 3-4. Standardized Weighting Coefficients for Discrimination 
Test 
Coefficient • •— — 
"A" vs "B" "A" vs "C" "B" vs "C" 
A(l) -2.36 2.40 2.83 
A(2) 2.23 1.60 .58 
A(3) .29 2.30 - .08 
A(4) 2.57 1.66 - .81 
A(5) -2.05 -2.28 -2.85 
A(6) .64 - .02 .60 
A(7) 1.80 - .98 -2.13 
A(8) -2.09 1.53 -1.49 
A(9) 1.35 - .21 -2.84 
A (10) .67 2.42 1.47 
A(ll) .21 4.24 5.66 
A(12) -1.17 -1.21 1.41 
A(13) .80 .92 -1.43 
A(14) -1.79 .48 -1.47 
A(15) .25 1.94 2.22 
A(16) -2.93 1.90 7.53 
A(17) -3.64 - .20 .87 
A(18) -1.26 2.58 1.77 
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Table 3-5. Discrimination Coefficients Ranked in Order 
of Magnitude 
A" vs "B" "A" vs "C" "B" vs "C" 
A(17) A(ll) A(16) 
A(16) A(18) A(ll) 
A ( 4 ) A(10) A(5) 
A(l) A(l) A(9) 
A(2) A(3) A(l) 
A ( 8 ) A(5) A(15) 
A(5) A(15) A(7) 
A(7) A(16) A (18) 
A(14) A(4) A(8) 
A (9) A(2) A (10) 
A(18) A(8) A(14) 
A(12) A(12) A(13) 
A(13) A(7) A(12) 
A(10) A(13) A(17) 
A(6) A(14) A(4) 
A(3) A (9) A (6) 
A(15) A(17) A(2) 
A(ll) A(6) A(3) 
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weapons on the six operational effectiveness characteristics. An 
interesting point is revealed during examination of variables X(12), 
X(13), X(14), and X(15). Variables X(13) and X(15) have absolute 
standardized weights less than 1.0, whereas X(12) and X(14) have abso­
lute standardized weights greater than one. This may signify that the 
two weapons are operationally more similar with the 200-round magazine, 
X(13) and X(15), than they are with the 100-round magazine, X(12) and 
X(14), in the supported firing position during the Day Defense. 
In the comparison of candidate "A" and "C", the standardized 
weight given to variable X(ll), time to change magazine in Day De­
fense, is much greater in absolute value than any other weight. Thus 
the operational characteristic of magazine change time in this position 
seems to be very different between the two weapons. 
The signs of the standardized discriminant coefficients also can 
be used to make inferences about the competing systems. As an example, 
a negative sign will infer that the mean of the first population is less 
than the mean of the second population on this variable. The benefit 
of this sign inference to a candidate is not standard, because on some 
variables low means are desired while on others high means are desired. 
Three variables in the Quickfire subtest show little discrimi­
nating ability. Variables X(6), X(7), and X(9) have absolute 
standardized weights of less than 1.0. This tends to infer that in the 
time to first round characteristic of a surprise target situation, both 
candidates are quite similar. 
In the comparison of candidate "B" and "C", two variables are 
weighted very heavy in the discrimination, X(ll) and X(16). Both of 
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these variables are concerned with magazine change times. Therefore, 
the inference may be made that there is a great difference between the 
two weapons in the soldier's ability to change magazines. 
In the Quickfire Subtest three of five measured variables (X(5), 
X(7), X(9)) have magnitudes greater than 2.0 with only one variable, 
X(6), being less than 1.0. The inference to be made is that these two 
weapons differ substantially in the ability of the firer to discharge 
the first round after target recognition in a surprise type environment. 
The only positively signed variable in this group is X(6), which is very 
close to 0.0 in weight. This same inference cannot be made regarding 
the time to first round characteristic in the Attack Subtest. Although 
the magnitudes of the weights are all greater than 1.0, the sign changes 
do not allow for general inferences. 
The same comparisons were carried out using the nonlinear dis­
crimination programs F CLASS. Under the assumption of common dispersion 
matrices, this type of discrimination is equivalent to linear discrimi­
nation. As can be seen in Table 3-3, the probabilities of misclassifi­
cation are almost identical for the two types of discrimination. What 
little difference there is can be attributed to roundoff errors in the 
computer. The interesting fact is that the nonlinear discrimination 
process takes significantly more time to accomplish than the linear 
discrimination. This is caused by the number of matrix multiplications 
needed to classify one observation in nonlinear discrimination. In 
order to determine the density value of an observation with respect to 
a single population entails two matrix multiplications. Thus four 
matrix multiplications must be accomplished before an observation can 
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be classified. Since 20,000 observations must be classified, 80,000 
matrix multiplications must be done. The result is that linear dis­
crimination is much more efficient and should be used when equal dis­
persion matrices can be assumed. 
The Squad Automatic Weapon data was also used in a nonlinear 
discrimination with the assumption of equal dispersion relaxed. The 
results are shown in Table 3-3. Even though the probabilities decreased 
in every instance, any statement made regarding inequality of disper­
sion would be subject to much misgiving. This is because the values of 
the probabilities were very small before the assumption was relaxed. 
In examining the results though, the decrease in the "A" versus "C" 
comparison was much more substantial than the rest. With equal dis­
persion assumed, candidates "A" and "C" were most similar. With the 
assumption relaxed "A" and "C" are no more similar than the other candi­
dates. Thus a case may be made for not assuming equal dispersion for 
"A" and "C". 
The result of the example problem is that the Squad Automatic 
Weapon candidates are all different in operational characteristics. The 
risk in making a preference statement with respect to operational charac­
teristics of one candidate over the other would be small. Variables X(6) 
was never assigned a heavy weighting coefficient and could thus be 
assumed to be equivalent in all candidates. On the other hand, X(ll) 
was assigned a heavy weight in two tests, but not in the third. This 
infers that the magazine change times in the day defense were different 
in the "A" and "C" test and the "B" and "C" test but not in the "A" 
and "B" test. Therefore, the magazine change time must be very similar 
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in candidates "A" and "B" but different in candidate "C". 
One other interesting fact appears in the results. The Bio­
medical Computer Program BMD07M used to determine the pooled-within 
population covariance matrix also discriminates and reclassifies all of 
the original observations, a resubstitution method. The probabilities 
of misclassification from BMD07M are shown in Table 3-6. As can be 
seen the resubstitution method was overly optimistic on four of the 
six probabilities, equal on one probability, and was greater than the 
empirical computer simulation technique on only one probability of mis­
classification. 
Table 3-6. Results from BMD07M Classifications 
"A" vs "B" 
Probability of misclassifying an observation from "A" = .000 
tt tt ti it tt tt "B" = .000 
"A" vs "C" 
Probability of misclassifying an observation from "A" = .0417 
tt tt tt tt tt tt "C" = .0000 
"B" vs "C" 
Probability of misclassifying an observation from ttBtt = .0000 
tt tt tt tt it tt "C" = .0000 
Comparison of Methods 
At the present time, the methodology used to evaluate the SAW 
test data consisted of a series of Duncan's Multiple Range tests for 
each variable. From these tests, the candidates were compared variable 
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by variable with significant differences noted. 
In many cases the proposed multivariate methodology gave the same 
results as achieved by the multiple range tests. According to the range 
test approach, soldier transition firing scores (X2) with candidates 
"B" and "C" were significantly higher than the scores with "A". This 
finding is reinforced by the linear discriminant approach through the 
analysis of the standardized weighting coefficients. In the "A" versus 
"B" and the "A" versus "C" discriminations, the weighting coefficients 
($2) are greater in magnitude than 1.6; whereas, in the "B" versus "C" 
discrimination 3 2 ^ s equal to .58. Therefore the conclusion reached is 
that "B" and "C" differ much more from "A" than they do from each other. 
The time to change magazines in the day defense (X^^) is another 
variable that was deemed significantly different for the candidates by 
the range tests. The mean times with candidates "B" and "A" were de­
clared significantly less than with "C". Again the standardized weight­
ing coefficients confirm this finding. The weights for X ^ in "A" versus 
"C" and "B" versus "C" are greater than 4.24 while 3 ^ for "A" versus 
"B" is only . 21 . Hence the finding under the proposed methodology is 
that candidates "A" and "B" are very similar with respect to X ^ but 
show great difference to "C" on this variable. 
Another variable of agreement is X ^ . The present methodology 
found that the magazine change with "B" took significantly less time 
than with "A" and "A" significantly less than "C". The interpretation 
of the weighting coefficients concurs with this conclusion. All three 
candidates are shown to be very different by the magnitude of 3-^ in 
all three linear discriminant functions. 
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One area where the two methodologies differ is the significance 
of the time to first hit (X 1 Q) in the Day Defense Subtest. The multiple 
range tests conclude that there was no significant difference between 
the three candidates. An examination of the 3-^Q weights revealed that 
the weights were much greater in the "A" versus M C M and "B" versus "C" 
tests than the 3 ^ Q in the "A" versus "B" test. Hence the time to first 
hit in the Day Defense is much more important in discriminating between 
"A" or "B" and "C" than it is in discriminating between "A" and "B". 
Another area where the multivariate methodology inference seems 
to disagree with the multiple range tests methodology is the time to 
first round in the Quickfire Subtest. The range test found no signifi­
cant difference between the three candidates on variables X^, X^, X^, 
Xg, and Xg. The proposed procedure never assigned a heavy weight to X^ 
but did assign moderate values to 3^> 3y , 3g> and 3g . Especially im­
portant to discrimination are variables X^ and Xg which are assigned 
standardized weights greater than 2.05 and 1.49 respectively. On the 
time to fire first round on moving target (X^), "A" and "C" show great 
similarity while neither shows much similarity with candidate M B M . 
The variable X^ also deserves an examination due to its uni­
formly high absolute weights in all comparisons. The Duncan's Multiple 
range test did not declare a significant difference between the candi­
dates on this variable. This is somewhat contrary to the discriminant 
weights, which identifies this variable as one of the major areas of 
differences between the candidates. 
Thus, the proposed multivariate methodology does identify the 
same areas of difference that the multiple range test procedure. The 
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proposed methodology also identifies areas that are important in identi­
fying differences even though not significant under the Duncan's Multi­
ple Range tests. Therefore, a major advantage of the proposed method­
ology is that it provides at least the same information with con­
siderably less calculations. 
Another advantage of the new procedure is that there is a final 
aggregate measure with which to compare the candidates, the probability 
of misclassification. The present system does not give a comparison of 
an entire system with another. Thus the significant differences must 
be combined in some subjective manner to compare systems. The proposed 
methodology gives the needed quantitative aggregate measure on which a 
similarity statement can be made. 
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CHAPTER IV 
CONCLUSIONS AND RECOMMENDATIONS 
Conclusions 
The definition of "risk" is unclear and changes as the type of 
problem referenced changes. In the class of problems where candidate 
prototype pieces of equipment are tested resulting in preference state­
ments, risk can be defined as the probability of making an incorrect 
preference statement. In order to quantitatively determine the value 
of the risk inherent in the preference statement, the probability of 
misclassification can be used as an estimator. 
This procedure and definition of risk can also be used with 
problems dealing with improved equipment opposed to base-line equipment. 
The variables needed to evaluate the operational issue can be measured 
on both the base-line and improved equipment. The expected cost of 
misclassification can be estimated, thus estimating the risk involved 
in accepting or not accepting the new equipment. 
The probability of misclassification can be used in other more 
subtle areas of operational testing. The selection of test soldiers is 
a very fertile field for this procedure. Multivariate techniques have 
been used for years in personnel selection and can be applied to the 
selection of operational test personnel. The probability of mis­
classification can be used as a measure of risk in selecting the desired 
personnel for the test. 
Another conclusion of this work is that the empirical computer 
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simulation technique is a viable method of estimating the probability 
of misclassification. This technique obtains the best population 
parameter estimates given a sample, formulates the best discriminating 
function, and estimates the probability of misclassification of the 
discriminant function empirically. The empirical computer simulation 
technique takes advantage of the high speed of modern computing machines 
and the art of simulation in order to efficiently estimate the proba­
bility of misclassification. 
Recommendations 
The robustness of the methodology presented in this paper should 
be examined. The effects of noncompliance to the methodology assump­
tions of the processes should be evaluated. If needed, other discrimi­
nating functions and observation-generating procedures could be intro­
duced to allow the analysis of other than multivariate normal popu­
lations . 
Another area of future study is the effect of small sample sizes 
on the empirical computer simulation technique. The sample estimates 
of the population means and covariance matrices improve as the size of 
the sample increases, but with small samples, the estimates are subject 
to question. 
Finally the application of this procedure to an enlarged data 
base composed of successful and nonsuccessful populations should be 
examined. It is conceivable that values of certain parameters and the 
relationship between these parameters could be used to define successful 
and nonsuccessful populations. Whether these parameters, values, and 
relationships are determined through subjective expert opinion or 
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historical data of like pieces of equipment, the two critical popu­
lations could be defined. A new piece of equipment could be evalu­
ated and classified into one of the two populations. Associated with 
this classification would be a probability of misclassification, thus 
defining the risk involved with accepting the new equipment. 
APPENDIX I 
CORRELATION MATRICES FROM SQUAD AUTOMATIC 
WEAPONS TEST 
C a n d i d a t e " A " 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
1 . 0 0 0 
. 1 0 7 1, 
. 1 0 3 - , 
. 1 6 2 - , 
. 1 6 5 
. 5 1 7 -
. 039 
. 0 8 5 
. 1 2 0 
. 0 2 2 -
- . 1 3 9 
.501 
13 - . 2 5 7 -
14 .204 -
15 - . 1 3 0 -
16 - . 1 7 1 
17 - . 5 6 9 
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. 8 1 8 1 .000 
.219 .119 1 .000 
. 0 7 0 -.024 - . 0 2 9 1 .000 
.001 - . 1 5 7 . 199 .119 1 .000 
. 0 3 8 - .171 . 1 2 7 - . 0 2 8 .525 1.000 
. 2 4 4 -.465 .055 .099 .396 .555 1 .000 
. 3 4 9 -. 4 0 3 - . 2 0 1 . 1 2 3 -. 259 .105 . 2 2 9 1 . 0 0 0 
. 3 4 3 -. 372 . 1 7 3 - . 0 5 0 -. 3 1 8 - . 3 2 6 . 185 .334 1 .000 
. 5 1 8 . 3 1 3 - . 2 0 5 . 198 -. 033 - . 0 4 7 - . 0 3 0 - . 0 6 2 - . 2 2 4 1 .000 
.139 .205 .044 - . 2 3 1 -. 172 - . 1 8 2 - . 4 8 5 - . 2 2 8 - . 1 4 1 - . 0 3 1 1 .000 
. 0 7 3 -. 104 - . 3 9 7 . 2 3 0 -. 229 - . 3 4 6 - . 2 1 5 . 0 3 8 - . 1 9 5 . 422 . 2 9 3 1 .000 
. 431 . 3 8 0 . 0 1 0 - . 0 4 2 .292 .142 - . 2 3 1 - . 5 2 0 - . 5 4 5 .134 . 135 - . 0 2 5 1 .000 
. 2 2 6 -. 2 1 7 . 019 - . 1 4 1 . 4 5 0 - . 0 6 0 . 1 2 2 - . 1 7 7 . 1 4 7 - . 1 3 4 - . 1 0 8 . 0 2 9 .205 
. 0 2 0 -. 0 3 7 - . 2 6 2 - . 2 7 9 - .045 - . 2 0 4 - . 1 1 8 - . 1 7 1 . 1 2 4 - . 2 7 1 - . 0 5 7 - . 1 4 5 . 2 1 9 
. 142 .184 .040 - . 1 4 0 . 0 6 7 - . 0 1 3 . 1 3 3 . 0 1 7 . 0 2 8 - . 2 7 6 - . 1 8 3 - . 2 6 2 - . 1 9 9 
Candidate " B " 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
1 1.000 
2 .198 1.000 
3 -.081 -.452 1.000 
4 . .016 -.106 .510 1.000 
5 .038 .225 .071 .159 1.000 
6 .264 -.349 .181 .046 .252 1.000 
7 .081 -.107 -.098 .204 .523 .639 1.000 
8 .281 .275 -.084 -.191 -.075 .083 -.064 1.000 
9 .407 .161 -.099 -.368 .086 .050 -.208 .258 1.000 
10 .582 .416 -.027 .046 -.251 -.126 -.189 .504 .132 1.000 
11 -.275 -.265 -.161 -.501 .001 .107 .117 .064 .431 -.468 1.000 
12 .286 -.064 -.279 -.129 -.431 .096 .111 .029 -.090 .229 -.088 1.000 
13 -.036 -.120 .116 -.109 -.042 .167 -.241 .015 .231 .030 .066 .200 1.000 
14 .054 .305 .107 .148 -.123 -.068 -.338 -.235 -.008 .144 -.405 .025 .498 1.000 
15 .196 .501 -.146 .223 -.012 -.270 -.236 .051 .198 .264 -.278 -.031 .274 .649 1.000 
16 -.125 .006 .292 .090 .165 -.159 -.328 -.089 .264 -.202 -.106 -.275 .217 .129 -.145 1.000 
17 -.312 -.516 -.083 -.005 -.401 -.119 -.006 -.283 -.285 -.190 .104 .325 -.047 - .273 -.133 -.268 1.000 
18 .043 .049 .198 .242 .127 -.262 - .033 -.135 .030 -.105 -.082 -.186 -.119 -.063 -.025 .499 -.218 1.000 
Candidate "C" 
1 2 3 4 5 6 7 8 9 1 0 1 1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 
1 1 . 0 0 0 
2 - . 1 8 7 1 . 0 0 0 
3 - . 0 8 0 - . 2 7 5 1 . 0 0 0 
4 - . 2 0 1 - . 1 6 2 . 5 6 5 1 . 0 0 0 
5 . 0 6 0 . 2 5 8 . 1 4 3 - . 0 7 6 1 . 0 0 0 
6 . 2 2 1 . 1 8 5 . 0 3 8 - . 0 4 8 . 2 9 2 1 . 0 0 0 
7 - . 1 5 5 - . 1 6 4 . 4 0 3 . 3 5 9 . 0 8 6 . 2 2 1 
8 - . 3 6 4 . 0 2 9 - . 0 1 7 . 0 4 4 . 2 4 1 . 3 8 3 
9 . 3 4 3 . 0 4 8 - . 2 0 2 - . 0 4 4 - . 2 2 7 - . 0 5 1 
1 0 - . 2 9 0 - . 0 2 7 . 3 4 7 . 2 2 1 . 2 1 2 . 0 5 5 
1 1 . 0 1 6 . 0 0 5 - . 3 6 1 - . 2 0 6 . 0 8 2 - . 2 5 9 
1 2 . 0 9 0 - . 2 2 4 . 3 1 9 . 3 2 7 - . 1 9 6 . 1 0 6 
1 3 - . 1 2 6 - . 0 7 0 . 0 8 9 . 1 0 8 - . 0 4 8 . 3 3 5 
1 4 - . 0 8 9 - . 0 9 3 - . 1 8 8 - . 1 9 2 . 1 9 9 . 1 3 8 
1 5 - . 0 7 3 . 0 6 1 - . 0 0 1 - . 1 6 5 . 0 0 0 . 4 5 9 
1 6 - . 3 6 4 . 0 6 8 . 5 2 7 . 3 6 9 . 4 3 5 . 2 0 2 
1 7 . 2 6 3 - . 1 5 4 - . 0 9 6 - . 1 7 9 . 2 1 3 . 2 8 1 
1 8 . 2 1 1 . 1 1 7 - . 0 4 3 . 0 2 2 . 1 9 9 . 0 8 4 
1 . 0 0 0 
. 3 7 6 1 . 0 0 0 
- . 4 7 7 - . 0 2 0 1 . 0 0 0 
. 1 8 2 - . 0 0 6 - . 3 0 2 1 . 0 0 0 
- . 0 4 8 . 0 3 2 . 0 9 4 - . 4 2 7 1 . 0 0 0 
. 0 7 3 - . 2 5 3 . 1 1 0 . 3 3 7 - . 2 6 9 1 . 0 0 0 
- . 0 8 0 - . 0 0 9 - . 4 0 6 - . 0 8 2 - . 2 6 6 - . 0 2 8 
. 0 1 5 . 1 2 0 - . 2 4 7 - . 1 6 1 . 1 8 3 . 1 6 6 
. 0 4 2 . 0 1 3 - . 2 2 6 . 0 7 6 - . 3 0 9 . 2 3 3 
. 3 5 0 . 3 3 5 - . 2 1 5 . 3 4 4 - . 2 9 6 - . 1 1 4 
- . 0 2 8 . 1 8 3 - . 1 3 5 - . 2 8 6 . 1 4 1 - . 1 0 1 
. 0 5 2 . 0 0 1 . 2 1 7 - . 2 6 8 - . 0 9 8 - . 0 1 7 
1 . 0 0 0 
. 0 7 5 1 . 0 0 0 
. 3 8 1 . 5 0 0 1 . 0 0 0 
. 0 3 2 . 0 5 7 - . 0 8 8 1 . 0 0 0 
. 4 5 9 . 4 1 8 . 3 1 2 . 0 0 3 1 . 0 0 0 
. 0 6 7 - . 0 6 7 . 0 8 4 - . 0 4 3 . 1 6 2 1 . 0 0 0 
C a n d i d a t e s " A " a n d " B 1 1 P o o l e d 













1 . 0 0 0 
. 1 5 2 1. 
- . 0 0 9 - , 
. 091 - . 
. 1 0 4 , 
. 4 0 8 - . 
. 0 5 0 
.181 , 
. 2 3 7 , 
. 3 1 9 
11 - . 2 0 7 
12 . 399 
13 - . 1 3 9 
. 1 0 8 
- . 0 2 3 
16 - . 1 5 3 
17 - . 4 7 3 


















. 0 0 0 
. 5 9 8 1. 
. 1 1 9 . 
. 0 7 6 . 
. 0 3 7 - . 
. 0 6 7 - . 
. 1 4 7 - , 
. 1 2 0 - , 
. 2 1 5 - , 
. 0 0 7 . 
.121 . 
. 0 6 3 , 
. 124 . 
. 0 4 6 
. 0 4 4 - . 
. 0 5 0 . 
000 
140 1 .000 
009 . 1 0 4 
032 . 2 8 9 
182 . 0 1 8 
416 .069 
137 - . 2 2 9 
444 . 075 
085 - . 3 2 1 
026 - . 0 0 5 
055 - . 2 1 5 
307 . 002 
089 . 0 7 7 
024 - . 3 0 0 
008 . 0 7 8 
1 .000 
. 2 6 3 1 .000 
. 0 2 6 .295 1 . 0 0 0 
. 079 .223 .411 1 . 0 0 0 
- . 0 1 1 - . 2 0 5 . 3 4 4 .172 1 .000 
.030 - . 1 4 0 - . 1 0 0 . 299 - . 1 6 9 1 .000 
.151 .014 - . 0 0 7 - . 0 5 6 . 1 0 5 - . 1 4 8 1 .000 
- . 0 2 5 - . 1 7 9 - . 0 6 7 - . 1 2 7 - . 0 6 5 - . 0 1 5 . 0 9 7 1 .000 
.050 - . 2 3 2 - . 2 6 8 - . 0 9 0 .111 - . 3 3 3 . 1 6 6 . 4 2 8 1 .000 
- . 1 1 2 .180 .101 - . 1 0 0 - . 1 6 7 - . 4 0 5 .072 . 1 7 7 . 2 5 9 1 .000 
- . 1 4 6 .260 - . 0 6 9 .170 - . 1 7 7 . 032 - . 1 8 6 .036 . 0 7 3 . 112 1 .000 
- . 2 2 2 - . 0 3 7 - . 2 2 2 - . 1 6 8 - . 1 6 3 . 1 0 8 - . 0 5 4 - . 0 4 9 - . 1 7 9 . 1 3 6 . 132 1 .000 
- . 2 1 8 .039 - . 0 6 8 .094 - . 0 4 4 - . 0 2 5 - . 2 3 5 - . 1 4 7 - . 1 3 8 - . 1 4 6 . 0 9 6 . 0 4 2 1 .000 
C a n d i d a t e s " A " a n d " C " P c x > l e d 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
1 1 .000 
2 - . 0 3 8 1 .000 
3 - . 0 1 5 - . 2 0 6 1 .000 
4 . 0 1 7 - . 2 1 5 . 612 1 . 0 0 0 
5 . 1 0 6 .195 . 1 6 7 .036 1 . 0 0 0 
6 . 3 6 8 - . 1 5 7 - . 0 0 6 - . 0 3 1 .136 1 .000 
7 - . 0 3 9 . 1 6 3 . 1 8 3 - . 0 1 7 . 1 4 4 .154 1 .000 
8 - . 0 8 6 . 0 1 7 - . 0 2 4 - . 1 1 6 . 1 6 3 .111 .484 1 . 0 0 0 
9 . 2 3 3 . 0 9 7 - . 2 1 1 - . 3 0 4 - . 0 9 4 . 0 2 9 . 0 6 7 . 3 4 0 1 .000 
10 - . 1 4 7 - . 1 4 7 . 0 9 3 - . 1 5 4 . 0 3 0 . 0 9 0 - . 0 8 0 . 0 6 0 - . 0 3 9 1 .000 
11 - . 0 4 4 .045 - . 3 5 5 - . 2 7 0 . 1 1 6 - . 1 6 3 - . 1 7 6 - . 1 4 8 .130 - . 1 2 4 1 .000 
12 . 2 8 6 - . 0 6 4 . 3 8 3 . 3 0 9 - . 1 9 9 .154 . 0 0 7 - . 1 1 9 . 0 3 8 .144 - . 2 4 7 1 .000 
13 - . 1 9 6 - . 0 5 3 .101 .180 . 0 0 6 - . 0 3 5 - . 1 4 7 - . 1 3 8 - . 4 4 4 - . 1 6 5 - . 1 8 0 - . 0 2 9 1 .000 
14 . 0 6 2 - . 0 9 3 - . 1 3 3 - . 1 3 5 - . 0 9 7 . 1 9 0 - . 1 4 3 - . 1 8 9 - . 2 2 9 - . 0 5 6 .011 .304 . 2 1 7 1 .000 
15 - . 1 0 2 - . 0 5 7 . 1 8 7 . 2 2 7 . 0 0 6 . 1 4 3 . 2 1 9 . 1 0 6 - . 2 2 6 - . 2 6 7 - . 4 0 0 .170 . 2 0 3 .161 1 . 0 0 0 
16 - . 2 7 3 . 1 7 8 . 2 3 9 .004 . 2 4 6 .024 .400 . 0 8 4 - . 0 4 4 . 0 9 4 - . 1 1 4 - . 1 2 4 - . 0 5 4 .041 . 0 8 6 1 . 0 0 0 
17 .031 - . 0 9 3 - . 0 8 0 - . 0 9 7 . 0 8 5 . 0 9 4 - . 0 2 8 . 0 1 7 - . 1 1 9 - . 2 3 8 . 1 3 4 - . 1 4 0 .194 . 2 0 6 . 2 2 9 . 0 7 7 1 .000 
18 . 0 1 8 . 1 9 6 - . 0 8 0 - . 1 0 8 .122 - . 0 6 6 .061 - . 0 0 8 . 172 - . 1 2 4 - . 0 4 3 - . 1 5 2 - . 0 9 4 - . 1 7 7 - . 0 9 2 - . 0 7 5 . 1 4 5 1 . 0 0 0 
C a n d i d a t e s " B " a n d " C " P o o l e d 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
1 1 . 0 0 0 
2 . 0 1 6 1 . 0 0 0 
3 - . 0 8 0 - . 3 7 9 1 . 0 0 0 
4 - . 0 6 8 - . 1 2 1 . 5 1 4 1 .000 
5 . 051 .234 . 1 0 7 . 0 6 4 1 .000 
6 . 2 3 8 - . 1 1 6 . 1 1 0 . 0 1 0 .274 1 .000 
7 - . 0 6 4 - . 1 2 9 .171 . 2 4 8 .264 .396 1 .000 
8 . 0 2 3 . 2 0 6 - . 0 6 0 - . 1 3 8 .039 . 1 8 0 .103 1 .000 
9 . 3 6 8 .105 - . 1 5 2 - . 2 2 0 - . 0 9 4 - . 0 0 7 - .372 . 1 3 8 1 .000 
10 . 1 4 5 . 2 5 6 . 1 3 0 . 0 9 8 - . 0 3 4 - . 0 4 3 - .002 . 3 4 9 - . 0 7 8 
11 - . 1 0 3 - . 1 3 9 - . 2 6 3 - . 3 6 2 . 0 4 7 - . 0 9 4 .018 . 0 4 8 .234 
12 . 1 7 6 - . 1 2 9 . 0 0 7 . 0 3 3 - . 3 0 7 .101 .089 - . 0 6 5 . 019 
13 - . 0 6 2 - . 1 0 6 . 1 0 3 - . 0 6 4 - . 0 4 1 . 2 0 7 - .161 .011 .000 
14 - . 0 0 1 . 1 9 8 . 0 1 4 . 0 7 4 - . 0 0 8 .002 - .181 - . 1 6 1 - . 0 8 9 
15 . 0 3 5 . 2 8 9 - . 0 6 9 . 0 6 3 - . 0 0 5 . 1 3 7 - .068 . 0 3 3 - . 0 5 3 
16 - . 2 8 1 . 0 3 6 . 4 1 7 . 1 9 4 . 3 3 3 . 0 6 5 .124 . 0 8 9 - . 0 4 9 
17 . 1 5 5 - . 1 8 4 - . 0 7 8 - . 0 8 6 . 0 9 3 . 1 8 0 - .022 . 025 - . 1 4 3 
18 . 1 4 3 . 0 7 8 .071 . 1 4 4 . 1 6 8 - . 0 6 9 .019 - . 0 7 6 . 1 4 0 
1 . 0 0 0 
- . 4 4 0 1 .000 
. 2 7 4 - . 1 8 4 1 .000 
. 0 0 0 - . 0 4 6 . 1 2 0 1 .000 
. 0 5 7 - . 1 7 6 . 0 6 8 . 4 1 9 1 .000 
. 1 6 9 - . 2 9 5 . 112 . 2 8 3 . 545 1 .000 
. 0 9 3 - . 2 2 6 - . 1 7 3 . 1 1 7 . 0 8 3 - . 1 0 7 1 . 0 0 0 
- . 2 0 6 . 1 1 9 - . 0 1 6 . 1 7 9 . 1 2 4 . 2 1 3 - . 0 3 1 1 . 0 0 0 
- . 1 8 0 - . 0 9 1 - . 0 9 4 - . 0 4 8 - . 0 5 9 . 0 3 9 . 1 4 6 . 0 8 8 1 . 0 0 0 
APPENDIX II 
COMPUTER PROGRAMS FOR EMPIRICAL COMPUTER 
SIMULATION TECHNIQUE 
A. MISSCLASS: Linear Discrimination 
B. F CLASS: Nonlinear Discrimination 
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1 2 o 1 0 P S . F R O M P O P . 1 • > 
1 2 7 R t A D J 5 » b O » E N D = 9 9 9 ) C O S T l l ) 
1 2 b W H I T E < 6 » 1 P 9 > 
1 2 S 1 0 9 F O R M A T ( / 1 2 X » ' E N T E R T H E E S T I M A T E D C ^ S T O F M I S C L A S S I F Y I N G A N 
1 3 u 1 0 P S . F R O M P O P . 2 ' ) 
1 3 1 R t A D < 5 » 6 0 t E N D = 9 9 9 ) C O S T < 2 ) 
1 3 * w R I T E ( b » 7 5 > 
1 3 o R c A D ( 5 » 6 0 » E N n = 9 9 9 ) P H I ) 
1 3 H W R I T E ( b » 7 7 ) 
1 3 b R t A D ( 5 » 6 0 t E N n = 9 9 9 ) P I ( 2 ) 
1 3 o C 
1 3 7 C 
1 3 o r* P R I N T I N P U T F O R A C C U R A C Y C H E C K . 
1 3 * C 
l < t u W P I I E ( 6 » « » 9 ) 
1 « » 1 W R I T E < 6 » 5 2 ) 
1 « » « . W R I T E < 6 » 5 7 ) ( X B A R ( J ) » J = 1 » N L ) 
l « * o W R I T E C 6 » 5 3 > 
l « m W R I T E ( 6 » b 7 » ( Y R A R ( J ) » J = 1 » N L > 
1«»D W R I T E ( 6 » 5 0 ) 
l i b D O 1 1 0 K = 1 » N L 
1 « » 7 W R I T E < 6 » 5 7 ) ( S I G M A ( K . J ) » J = 1 » N L ) 
l « » b 1 1 0 C O N T I N U E 
1 « * < » W R I T E « b . 8 0 ) C O S T ( l ) 
1 5 u W R I T E ( b » 8 1 ) C 0 S T ( 2 ) 
1 5 1 W R I T E < 6 » 8 2 > P l ( l ) 
1 5 * : W R I T E < 6 » 8 3 ) P I ( 2 ) 
1 5 j C 
1 5 h * C A L C U L A T E D I S C R I M I N A T E F U N C T I O N C O E F F I C I E N T S ( A 7 S ) 
1 5 d C 
1 5 o C 
1 5 7 * C O M P U T E M E A N D I F F E R E N C E V E C T O R 
1 5 b C 
v 
1 5 * D O 1 1 0 0 L = 1 » N L 
1 6 u D I D = Y B A R < L ) - X B A R I L ) 
1 6 1 lino C O N T I N U E 
1 6 * o * S O L V E S I M U L T A N E O U S E Q U A T I O N S F O R C O E ^ . 
1 6 o N C = N L • 1 
1 6 h V I I ) = H. 
1 6 b 0 0 1 2 1 0 K = 1 » N L 
1 6 b 0 0 1 2 0 0 J = l r N L 
1 6 7 C O P Y ( K » J ) = S I G M A ( K » J ) 
1 6 o 1 2 0 0 C O N T I N U E 
1 6 9 C O P Y < K , N C ) s D ( K ) 
1 7 0 1 2 1 0 C O N T I N U E 
1 7 1 C A L L . G J R ( C O P Y » M » 3 0 . N L » N C » * 9 0 0 , J D » V ) 
1 7 * W R i T E ( 6 * 1 2 3 0 ) 
1 7 J i ? 3 n F O R M A T ! / / , 2 X , • * * * D I S C R I M I N A N T F U N C T I O N C O E F . ' r l O X r * S T A N D A K D 
1 7 h 1 I Z E U W E I G H T S * * * t ) 
1 7 t > D O 1 2 5 0 M = 1 » N L 
1 7 o S T A N = C O P Y ( M » N C ) * S O R T ( S I G M A ( M f M ) ) 
1 7 7 W R I T E ( 6 . 1 2 4 0 ) M , C O P Y < M , N C > » S T A N 
1 7 o 1 2 4 0 F O R M A T i / t 5 X t • * * A < ' t I 2 » ' > = ' t F 1 0 . 5 » 2 0 X » » S T A N O A R 0 I Z E O = » » F 
1 7 * 1 1 0 . b ) 
1 8 u 1 ? 5 0 C O N T I N U E 
1 8 1 C 
1 8 * C 
1 8 a * C O M P U T E M E A N C L A S S I F I C A T I O N S T A T I S T I C ( Z B A R ) F O R E A C H P O P U L A T ] 
1 8 m C 
1 8 b Z P A K X = 0 . 0 
1 8 o D O 2 1 0 0 L = 1 ' N L 
1 8 7 Z B A K = C O P Y ( L ' M C ) * X B A R ( L ) 
1 8 o Z B A K X = Z B A R X • Z B A R 
1 8 V 2 1 0 0 C O N T I N U E 
1 9 u Z B A K Y = 0 . 0 
1 9 1 0 0 * 2 0 0 K = 1 » N L 
1 9 * Z B A K = C O P Y ( K . M C ) * Y B A R < K ) 
1 9 o Z B A K Y = Z B A R Y • Z B A R 
1 9 4 2 2 O 0 C O N T I N U E 
1 9 b C 
1 9 o C 
1 9 7 « D E T E R M I N E T H E O P T I M A L C L A S S I F I C A T I O N Z < Z C U T ) 
1 9 o c** 
1 9 * c 
2 0 u C A L L C U T O F F C Z B A R X . Z B A R Y . Z C U T . Z O P T C T . L F P S C K ) 
2 0 1 W R I T E « b » 2 9 0 0 ) Z C U T 
2 0 * 2 9 0 0 F O R M A T ( / / » 5 X » » Z C U T s S F l O . 5 ) 
2 0 J C 
2 0 h C 
2 0 b c****> • G E N E R A T E O B S E R V A T I O N S F R O M M U L T I V A R I A T E N O R M A L P O P U L A T I O N S 
2 0 o c** 
2 0 7 c 
2 0 o C A L L C M A T 1 
2 0 * c«* G E N E R A T E O B S . 
2 1 u c 
2 1 1 N K - 1 0 0 0 0 
2 1 * D O # 9 0 0 1 = 1 » 2 
2 1 J 4 1 0 0 D O 4 3 0 0 K = 1 » N K 
2 l H C A L L X V E C 1 ( R N O R M l » U N I F ) 
2 1 b D O 4 2 0 0 L = 1 » N L 
2 1 o Z ( I r K ) = Z < I , K ) + X V E C ( L ) * C O P Y ( L r N C ) 
2 1 7 4 2 0 0 C O N T I N U E 
2 1 o 4 3 0 0 C O N T I N U E 
2 1 * C 
2 2 u C 
2 2 1 F I N D T H E Z R A R F O R T H E G E N E R A T E D O B S E R V A T I O N S 
2 2 * O * 
2 2 o C 
2 2 4 D O 4 6 0 0 M = 1 » N K 
2 2 b Z S A M P ( I ) s Z S A M P ( I ) * I t I r M ) 
2 2 o # 6 0 0 C O N T I N U E 
2 2 7 Z S A M 8 R ( I ) = Z S A M P ( I ) / N K 
2 2 o C 
2 2 * W R I T E l 6 t H 6 1 0 > I » Z S A M B R < I > 
2 3 u F O R M A T ( / / » 2 X » • * * * * * Z B A R S A M P L E P O P . w ' » I 2 » ' = ' » F 1 0 . 5 ) 
2 3 l H Q O O C O N T I N U E 
2 3 * C 
2 3 o C * * * * « C L A S S I F Y E A C H 6 E N E R A T E 0 O B S E R V A T I O N I N T O A P O P U L A T I O N 
2 3 h C * * 
2 3 b C 
2 3 o A L P H A = 3 . 
2 3 7 B E T A = - . 5 
2 3 o D E L = . 1 
2 3 * E P S = 1 . 
2 « » u K O U N T = 1 
2 H i 5 0 0 0 C O N T I N U E 
2 « » * I r - ( Z O A R X . L E . Z B A R Y ) 6 0 T O 5 0 5 0 
2 « » j L S I D E = 2 
2 « » H K P S I D E = 1 
2 U a 6 0 T O 5 1 0 0 
2 H o 5 0 5 0 L S I D E = 1 
2 1 7 K P S I D E r 2 
2 < » o 5 1 0 0 P O 5 2 0 0 M r i , N K 
2 « » * I F U ( L S l D E t M ) . G T . Z C U T ) G O T O 5 2 0 0 
2 5 0 C L A S S ( L S I D E ) = C L A S S ( L S X D E ) • 1 . 
2 5 1 5 2 0 0 C O N T I N U E 
2 5 * P R M i . C H L S I D E ) = < N K - C L A S S l L S I D E ) ) / N K 
2 5 j 5 5 0 0 D O 5 6 0 0 M = 1 t N K 
2 5 * I F C Z ( K R S I D E » M ) . L T . Z C U T ) G O T O 5 f , 0 0 
2 5 b C L A S S ( K R S I D E ) = C L A S S ( K R S I D E ) • 1 . 
2 5 o 5 6 0 0 C O N T I N U E 
2 5 7 P R M S C L ( K R S i n E ) = ( N K - C L A S S ( K R S I D E ) ) / N K 
2 5 o 5 9 0 0 C O N T I N U E 
2 5 y C 
2 6 u C * * F I N u O P T I M A L Z C U T B Y E X A M I N I N G T H E E X P F C T E D C O S T ' S O F E R R O R S 
2 6 i C 
2 6 * : I F ( L E P S C K . G E . 2 ) G O T O 7 0 0 0 
2 6 J C A L L O P T Z ( Z C U T » L E P S C K » Z 0 P T C T ) 
2 6 * C c A S S c l ) = 0 . 
* 6 d C L A S S C 2 ) = 0 . 
2 6 o K O U N T = K O U ^ ' T • 1 
2 6 7 I F c K O U N T . G T . K N T ) G O T O 6 0 0 0 
2 6 o 0 0 T O 5 0 0 0 
2 6 * 6 0 0 0 W R I T E < 6 » 6 0 1 0 ) 
2 7 0 6 0 1 0 F O R M A T {//,2XT•%%%%X%%% K O U N T E X C E E D E O X X K X X X X ' ) 
2 7 1 7 0 0 0 C O N T I N U E 
2 7 * C 
2 7 o C * * 
2 7 * C * * * * « P R I N T O U T P U T 
2 7 o C * * 
2 7 o C 
2 7 / 9 0 0 0 C O N T I N U E 
2 7 o W R I T E ( 6 i 9 1 0 0 ) 
2 7 * 9 1 0 0 F O K M A T I / / » 5 X » • * * * * * * * * * * O U T P U T * * • * * * • * * * • ) 
2 8 u W R I T E C 6 » 9 2 0 0 ) P R M S C L ( 1 ) 
2 8 1 9 2 0 0 F O R M A T { / / » 5 X » ' P R O B A B I L I T Y O F M I S C L A S S T F Y I N G A N O B S . F R O M P O P . l = ' 
2 8 * 1 » F 7 . 5 > 
2 B o W R I T E I 6 » 9 3 0 0 ) P R M S C L ( 2 ) 
2 8 « . 9 3 0 0 F O R M A T | / / » 5 X # ' P R O B A B I L I T Y O F M I S C L A S S T F Y I N G A N O B S . F R O M P O P . 2 = ' * ° 
2 8 o 1 » F 7 . 5 > 
2 8 o 9 4 0 0 C O N T I N U E 
2 8 7 W R I T E ( b » 9 0 6 ) 
2 8 b < » 0 6 F 0 R M A T ( / / » 2 X , 7 0 ( ) ) 
2 8 * 9 0 7 * R I T E I 6 » 9 1 0 ) 
2 9 u 9 1 0 F 0 R M A T ( / » 2 X , » 0 0 Y O U H A V E A C A N O I O A T E V E C T O R T O B E C L A S S I F I E D * ) 
2 9 i R E A D ( 5 » 9 1 5 ) I X 
2 9 c 9 1 5 F O R M A T ( A 6 ) 
2 9 j I F U X . N E . T R E S ) G O T O 9 9 9 
2 9 m W R I T E ( b » 9 2 0 ) 
2 9 b 9 ? 0 F O R M A T ( / » 2 X , » E N T E R C A N D I D A T E V F C T O R * ) 
2 9 o R E A D ( 5 » b n , E M D = 9 9 9 ) ( C A N V E C < J ) » J = l » M L ) 
2 9 7 C A L L C L S F Y ( Z O P T C T . K R S I L ) E » L S l D E ) 
2 9 o W R I T E ( b » 9 3 0 ) 
2 9 * 9 3 0 F 0 R M A T ( / » 2 X , * * % % C A N D I D A T E V E C T O R « * * • ) 
3 0 u W R I T E ( b » 5 7 ) ( C A N V E C ( J ) » J = 1 » N L > 
3 0 1 W R I T E ( b » 9 4 0 ) K P O P 
3 0 c 9 « * 0 F O R M A T ( / , 2 X » C A N D I D A T E I S C L A S S I F I E D I N T O P O P U L A T I O N • 
3 0 J 1 » I * i » ' * S * » ) 
3 0 4 G O T O 9 0 7 
3 0 a 9 0 0 W R I T E C b » 9 0 5 ) 
3 0 o 9 0 5 F O R M A T ( / / » 2 X » ' E R R O R I N G J R * * * * * * * * * * * M 
3 0 7 ° 9 9 C O N T I N U E 
3 0 b E N D 
0 0 
O 
1 SURROUTINE CUTOFF(ZbARX»ZBARY»2CUT»Z0PTCT»LEPSCK) 
* COMMON /SEVEN/COST(2)»PI(2)»PMSCLS(2) 
•> ZCUT = (ZBARX+ZBARY)/2. 
h C 
b C*** INITIALIZE VARIABLES FOR ZCUT OPTIMUM SEARCH 
o C 
7 PMSCLS(l) = 1 . 
o P M S C L S C 2 ) = 1 . 
* ZOPTCT = ZCUT 
l w LEPSCK = 0 
1 1 RETURN 




S U B R O U T I N E O P T Z < Z C U T , L E P S C K , Z O P T C T ) 
C O M M O N / S E V E N / C O S T ( 2 ) i P I ( 2 ) i P M S C L S < 2 ) 
C O M M O N / E I G H T / P R M S C L ( 2 ) t A L P H A # P E T A # E P S » D E L 
* • C A L C U L A T E E X P E C T E O C O S T O F M I S C L A S S I F I C A T I O N 
X N W C S T = C O S T ( l ) * P H l ) * P R M S C L ( U + C O S T ( 2 ) * P I ( 2 ) * P R M S C L ( 2 ) 
O L O C S T = C O S T ( l ) * P I ( l ) * P M S C L S < n + C O S T ( 2 ) * P I ( 2 ) * P M S C L S ( 2 ) 
I F t A R S ( X N W C S T - O L O C S T ) . L T . E P S ) G O T O 5 0 0 
1 F < X N W C S T . G T . O L O C S T ) G O T O 3 0 0 
U L D C S T = X N W C S T 
W M S C L S C 1 ) = P R M S C H 1 ) 
P M S C L S ( 2 ) = P R M S C H 2 ) 
Z O P T C T = Z C U T 
U E L = A L P H A * D E L 
Z C U T = Z O P T C T + O E L 
t » 0 T O 9 0 0 
U E L = D E T A * D E L 
^ C U T = Z O P T C T + O E L 
0 0 T O 9 0 0 
Z C U T = « Z O P T C T • Z C U T J / 2 . 
L E P S C K = L E P S C K • 1 
C O N T I N U E 
R E T U R N 
E N D 
S U B R O U T I N E XVEC1lRNORMl»UNIF> 
COMMON /ONE/XBAP < 30) # YBAR(30)#I 
C O M M O N /THREE/C^AT(30t30) 
COMMON /FOUR/XVECOO) #BUF(30) #ZVEC<30) 
COMMON /FIVE/N 
DO 27 L=1»N»2 




DO 121 K=1»N 
S U M = 0 . 0 
DO 111 J=1»N 
SUM=SUM+CMATIK # J ) * Z V E CIJ> 111 CONTINUE 
BUFtK)=SUM 
121 CONTINUE 
IF (I.NE.l) 60 TO 150 
DO 131 K=1#N 
XVEC(K > =BUF(K)+XBAR(K) 
131 CONTINUE 
GO TO 9 0 0 
150 DO 160 K=1»N 





1 S U B R O U T I N E C L S F Y < Z O P T C T » K R S l D E # L S i r » E > C O 
< . C O M M O N / N I N E / C A N V E C ( 3 0 > # K P O P # C O P Y < 3 0 # 3 1 ) W 
o C O M M O N / F I V E / M L G 
<• NC = N L + 1 3> 
x> Z C A N = 0 . 0 C O 
t> D O 8 0 J = 1 # N L ^ 
7 Z C A N = C O P Y ( J t N C ) * C A N V E C ( J > • Z C A N O 
b 8 0 C O N T I N U E tr 
9 I F ( Z C A N . G E . Z O P T C T ) K P O P = K R S I n F . 
l u I F J Z C A N . L T . Z O P T C T ) K P O P = L S I D E • < 
1 1 R E T U R N 
1 * E N D 
C O 
1 S U B K O U T I N E C M A T l 
* C O M M O N / F I V E / N 
o C O M M O N / T H R E E / C M A T ( 3 0 . 3 0 ) 
«• C O M M O N / T W O / S I G « « A ( 3 0 # 3 0 ) 
b D O 1 1 0 J = l r N 
o 1 F ( J . G E . 2 ) G O T O 9 1 
7 D O d l I = 1 » N 
o C M A r ( I r 1 1 = S I G M A ( I » 1 J / S O R T ( S I G M A C 1 » 1 ) > 
<* 8 1 C O N T I N U E 
l u G O T O 1 1 0 
1 1 9 1 D O 1 0 5 I = 1 # N 3 
1 * I F ( J . G E . I * 1 ) 6 0 T O 1 0 t ^ 
I J I F ( J . N E . I ) G O T O 9 5 C O 
I H S U B 1 = 0 . 0 Q 
l o L = I - 1 C 
l o 0 0 9 3 K = 1 , L C O 
1 7 S U B 1 = S U B 1 + C M A T ( T , K > * * 2 C O 
l o 9 3 C O N T I N U E ' 
1 * C M A 1 ( I » J ) = S Q R T ( S I G M A ( I » J ) - S U B 1 ) M 
2 0 G O T O 1 0 5 > 
2 1 9 5 S U B « i = 0 . 0 H 
2 * L = J - 1 
2 o D O 9 7 K = 1 » L 
2 * S U B 2 = S U B 2 + C M A T ( I , K ) * C M A T ( J » K ) 
2 o 9 7 C O N T I N U E 
2 o C M A l ( I » J ) = < S I G M A ( I » U J - S U B 2 ) / C M A T ( J » J ) 
2 7 G O T O 1 0 5 
2 o 1 0 « » C M A T ( I » J ) = 0 . 0 
2 * 1 0 * > C O N T I N U E 
3 u 1 1 0 C O N T I N U E 
3 1 R E T U R N 
3 * E N D 
0 0 
t n 
T I - U N £ F I O N R N O R M i ( U N I F # R N O R M 2 , U , b I G 2 1 
2 T P 1 = 6 . 2 8 3 1 8 5 2 ) Z 3 
" 3 A = U N I F ( X ) § 
j B = U N I F ( X ) n 
5 R N O R M l = U * S Q R T ( - 2 . 0 * S l G 2 * A l - O G t A ) ) « C O s ( T P l * B ) £j 
6 R N O R M 2 = U * S Q R T ( - 2 . Q » s l G 2 » A l Q G * A ) ) • S l N ( T P l » B > O 
"7 RETURN ^ 
8 E N O ^ 
O O 
O n 
1 HINCriON- U N I F ( A ) 
2 DATA IY/96581/ 
3 IY=IY*3125 
4 I F ( I Y ) 5»6»6 
5 5 IY=IY+1+3h359738367 
6 6 YFLrlY 
7 UNIF=YFL*2.0**(-35J 
a R E T u R N 
9. LNL5 
1 C F C L A S S I S A N E M P I R I C A L S I M U L A T I O N T E C H N I Q U E C O M P U T E R P R O G R A M 
2 C U S I M G N O N - L I N E A R D I S C R I M I N A T I O N 
3 C 
4 C 
5 c « * * * * * * * * * * * * * * V A R I A B L E L I S T * * * * * * * * * * * * * * * * * * * * * * * * * * 
6 C 
7 C A L P H A _ - A C C r . L E R A T l O N C Q N S T A N T U i > E D I N S E A R C H R O U T I N E 
S C a c T A - _ D E C C L L E R A T l O N C O N S T A N < U S E D I N S E A R C H R O U T I N E 
9 C B U F — A R K A Y U S E D jO G E r j E H A T E O B S E R V A T I O N S ( G E N , O B S . W I T H M E A N 0 ^ 
1 0 C C A N V t c — - C A N D l O A T r V E C T O R T O B E C L A S S I F I E D 
1 1 C L L A S S ( I ) — N U M B E R O F G E N E R A T E D O B S E R V A T I O N F R O M P O P . I C L A S S I F I E D 
1 2 C I N T O P O P U L A T I O N 1 • - • -
1 3 C C M A T - - A R R A Y U S E D I N O B S E R V A T I O N G E N E K A T I O N - - C » C = S I G M A 
1 4 C C O P Y - - A r l R A Y U S E D B Y M A T H S T A l T O I N V E N T C O y A R l A N C E M A T R I C E S 
1 5 C U — V t c T O R O F M E A N D I F F E R E N C E S B E T W E E N T H E T * 0 P O P U L A T I O N S 
1 6 C U t L — S T E P L E N G T H F O R S ^ C H 
1 7 C t H S — I N T E R V A L I N W H l C n T H E O P T I M U M C O S T I s F R O M S E A R C H O P T I M U M 
1 6 C F — A R R A Y F O R S T O R A G E o F P O p U L A l I O N D E N S I T Y F O R O B S E R V A T I O N S 
1 9 C F ( i » J , K ) = I T H P O P U L A T I O N D t ^ S I y Y 
2 0 C J T H O B S E R V A T I O N G £ N £ R A T t U » - R O M P O p . K 
2 1 C I N O t X . - P O P O L A T I O N I D E N T I F I E R 
2 2 C J U — A R K A Y N E E D E D F O R M A T H P A ^ - K C A L L S 
2 3 C K N T - - M A X N U M B E R o F I T E R A T I O N S 1 0 B E U S E D I N S E A R C H 
2 4 C K K J P - . P O P U L A T I O N I N W H I C H C A N D I D A T E V E C T O R I S C L A S S F l E D ^ 
2 5 C L t P S C K — F L A G T O D E N O T E E N D O K S E A R C H ^ 
2 6 c N K — N U M B E R O F O B S E R V A T I O N S G E N E R A T E D F R O M E A C H P O P U L A T I O N - s E y A T 1 0 0 0 0 
2 7 C N L — N ( j 4 3 E K O F V A R I A T E S C O M P O S I N G A N O B S E R V A T I O N > 
2 8 C N S T A r < T — N U M B E R O F S T A R T S F 0 « R A N D O M N U ' ^ E R G E N E R A T O R r o 
2 9 C O L J C S j — O P T I M A L E X P E C r E D C O S T O F M I S C L A S S I F I C A T I O N 
3 0 C P I ( I ) - - P R I O R P R O B A d l L l T Y T H A T A N 0 3 S L R V A T I 0 N C O M E S F R O M P O P . I ^ 
3 1 c P M S C L S — N O W - O P T I M A L P ; * O B A B I L I T T O F ' ^ C L A S S I F I C A T I O N U S E D I N S E A R C H £ 
3 2 C P H M S C L S I I ) — O P T I M A L P R O B A B H - I T T O F M l S C L A s S l F y i N G A N O B S E R V A T I O N F R O M P O P . I Z 
3 3 C P K O D - - A R R A Y U S E D T O S f O R E I N T E R I M M A T R I X P R O D U C T S W H E N C A L C U L A T I N G 
3 4 C U E N S i T Y E X p O N E N j 
3 5 C * — I D E N T I F I E R S U S E D F o * M A T H P A L K C A L L S ( « E F , M A T H P A C K G J R ) 
3 6 C X B A R - - M E A N V E C T O R F O R P 0 P . 1 
3 7 C X S I G I M — I N V E R S E O F P O p . l C O V A R I A N C E M A T R I X 
3 d C X b l i i M A — C O V A R I A N C E M A j R I X F O r t P O P l 
3 9 C X V E C - _ G E i J E n A T E 3 0 3 S t R v A T l O N V E C T O R 
4 0 C Y d A K - _ f 1 E A N V E C T O R F O R P O P . 2 
4 1 C r S l G l r j — I N V E R S E O F P 0 p . 2 C O V A R I A N C E " A T R l x 
4 2 C Y b l G M A — C O V A R I A N C E M A T R I X F < J K ^ O P . 2 
4 3 C 2 t T A - _ C 0 N S T A N T U S E D T o C L A S S I F T O B S E R V A T I O N S 
4 4 C Z V t C - _ A R R A Y U S E D T O G E N E R A T E O B S E R V A T I O N S 
4 5 ( V E C T O R O F U N I F O R M D E V I A l E S O N I N T E R V A L 0 . » 1 . > 
4 6 C 
4 7 C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
4 8 C 
4 9 C 
5 0 C * * * * * * * * * * * * S U B R O U T I N E L I S T * * * * * * * * * * * * * * * * * * * * * 
5 1 C 
5 2 C C L A S S I F Y — C L A S S I F I E S C A N D I D A T E V E C T O R S -- CLSFY 
5 3 C L M A I - - C O M P U T E S C M A T M A T S I X T M T T 
5 4 C I N I T I A L I Z E — A S S I G N S V A L U E S T O A L P H A » U E T A » D E L » E P S t Z E T A t L E P S C K t O L D C S T ~ ~ 1 I N i i O O 
5 5 C N A 1 N - _ R E A L ) S I N P U T ' P R I ^ T S O U ' P U T , C A L C U L A T E S P R O B A B I L I T Y O F M I S C L A S S I F I C A T I O N ° o 
5 6 C O P T I M I Z E — O P T I M I Z E S P R 0 3 , 0 » - M I S C L A S S I F I C A T I O N S U C H T H A T E X P E C T E D C O S T S 
5 7 C A R E M I N I M I Z E D 
5 8 C X V E C - - G E N E K A T E S O B S E R V A T I O N V E C T O R S 
5 9 C 
6 0 Q******************************* ********************************** 
6 1 D I M E N S I O N D ( 3 0 ) » J D ( 3 0 ) » V ( 2 > 
6 2 l » P K o D ( 3 0 » 3 0 > , F { 2 r 1 0 o O O , 2 ) » C L « S S ( 2 > 
6 3 C O M M O N / O N E / X B A R ( 3 O ) , T d A K ( 3 0 ) , I N D E X 
6 4 C O M M O N / T W O / X S I S " A ( 3 0 ' 3 0 ' , Y S I S « A { 3 0 , 3 0 ) 
6 5 C O M M O N / T H n ^ E / C M A T ( 3 0 ' 3 0 ) 
6 6 C O M M O N / F 0 U R / X V E C ( 3 0 ) ' O U l - ( 3 0 ) » ^ V E C < 3 0 ) 
6 7 C O M M O N / F I V E / N L 
6 8 C O M M O N / S E V E N / C O S T < 2 ) » P U 2 » » P M S C L S ( 2 > , P R M S C L ( 2 ) 
6 9 C O M M O N / E I G H T / A L P H A » Q E T A ' E P ! » . O L D C S T , O L D * . L E P S C K . Z E T A . D E L 
7 0 C O M M O N / N I N E / CANvEC( 3 « > » K P O P , C O P Y ( 3 0 , 3 1 ) 
7 1 C O M M O N / S l x / X S I G I N ( 3 0 ' 3 0 ) , Y S I G 1 N ( 3 0 , 3 0 ) 
7 2 D A T A / I R E S / 6 H Y E S / 
7 3 E X T E R N A L U N I F , R N O R M I , G J R , M X M L T 
7 4 4 7 F O R M A T ( / » 2 X , • I S C O V , M A T R I X F O R P O P . » 1 THE S A M E F O R P O P . 8 2 ? ' ) 
7 5 4 8 F O R ' 4 A T ( / / , 5 X » ' * * C O V A R I A N C E M A T R I X F O R P 0 P . W 2 * * » ) 
7 6 4 9 F O R M A T l / / , 5 X » • * * * * » I N P U T * * * * • ' ) 
7 7 50 F O R M A T l / / , 5 X , » * * C O V A R I A N C t M A T R I X F O R pOpttl * * ' ) 
7 8 5 1 F O K M A T ( / / , 5 X » » * * C M A T R I X * * » ) 
7 9 5 2 F O R M A T ( / / , 5 X » ' « * M E A N V I C T O R FOR P O P U L A T I O N 1 * # • ) 
8 0 53 F O R M A T < / / , 5 X » ' * * M ^ A N V I C T O R F O R P O P U L A T I O N 2 * # ' ) 
8 1 5 7 F O R M A T I / , 2 X , 8 { I X • F a . 4 ) ) 
8 2 6 0 F O R M A T ( ) 
8 3 7 5 F O R M A T ( / » 2 x » ' E N T E R THt P R I O R P R O B A B I L I T Y T H A T A N O B S . C O M E S F R 
8 * 1 0 M P O P , l i ) 
8 5 7 7 F 0 R M A T ( / , 2 X , » E N T E R P R I O R P R O B A B I L I T Y T H A T A N O B S . C O M E S F R O M P O 
8 6 I P , 2 ' ) 
8 7 8 0 F 0 R M A T ( / , 2 X , • ** CoST OF M I S » C L A 5 S » F Y l N G A N O B S . F R O M P O P , 1 = ' r 
8 8 1 F 1 0 . 5 ) 
8 9 8 1 F O R M A T ! / . 2 X r » » » C O S T O F M I S C L A S S I F Y I N G A N O a S . F R O M P O P , 2 = ' T 
9 0 1 F 1 0 . 5 ) 
9 1 8 2 F O p M A T < / , 2 X , » « * P R I O R P H O B . A N 0 » S . B E L O N G S T O P O P , 1 : i , 
9 2 1 F 1 0 . 5 ) 
9 3 8 3 F O R M A T ( / » 2 X , » * * P R I O R P K O B . A N 0 » S . B E L O N G S T O P O P , 2 s » , 
9 4 1 F 1 0 . 5 ) 
9 5 C * * * * * R E A D I N P U T 
9 6 C * * 
9 7 C * * 
9 3 W R I T E ( 6 , 9 0 ) 
9 9 9 0 F O R M A T ( / > 2 X » ' E N T E R N U M B E R O F S T A R T S F O R U N I F » ) 
1 0 0 R E A D ( 5 , 6 0 » E N a = < 3 9 9 ) N S T A R T 
1 0 1 0 0 9 5 K N = 1 » N S T A R T 
1 0 2 X = U M I F ( A ) 
1 0 3 9 5 C O N T I N U E 
1 0 4 W R I T t . ( 6 » 9 7 ) 
1 0 5 9 7 F O R M M T i / p a x r ' E N T E R M A X N U M B E R « F I T E R A T I O N S F O R S E A R C H ' ) 
1 0 6 R E A D ( 5 » 6 0 , E N D = 9 9 9 ) K N T 
1 0 7 W R I T E ( 6 , 1 0 1 ) 
1 0 8 1 0 1 F O R M A T ( / , 2 X , ' E N T E R D I M E N S I O N O F P O P U L A T I O N S ' ) 
1 0 9 R E A D ( 5 » 6 0 » E N 3 = 9 9 9 ) N L 
1 1 0 W R I T E ( 6 » 1 0 3 ) 
H I 1 0 3 F O R M A T ( / f 2 X » ' E N T E R T H E t S p M A T E D M E A N V E C T O R F Q R P O P U L A T I O N 
1 1 2 R E A D ( 5 » 6 0 f E N D = 9 9 9 ) ( X B A R N H J = l f N > ? 
1 1 3 W R I T E ( 6 » 1 Q 5 ) 
1 1 4 1 0 5 FORMAT ( / » 2 X » i E N T E R THE tSTlMATED MEAN VECTOR FOR POPULATION 1*2*) 
1 1 5 K E A Q ( 5 » 6 0 , E N 0 = g 9 9 ) ( Y B A R ( J ) » ^ = 1 » N L > 
1 1 6 W R l T t ( 6 » 1 0 6 ) 
1 1 7 1 0 b F0,7MAT(/ .2X»'ENTER THt E^TlMATtQ WlTHlN POPH1 COVARIANCE MATRI 
1 1 8 I X ' ) 
1 1 9 R E A D ( 5 » 6 0 » E N D = 9 9 9 ) ( ( X S 1 S M A ( K , J ) , J = 1 , N L ) » K = 1 » N L ) 
1 2 0 - - *RITE ( 6 » H 7 ) 
1 2 1 R E A D ( 5 » 9 1 5 ) I A N S 
1 2 2 IFCIANS . E Q . IRES) 60 TO 110 
1 2 3 HRlTE ( 6 » 1 0 7 ) 
1 2 4 1 0 7 FORMAT l / , 2 X t ' E N T E R THE ESTIMATED WITHIN P O P . * 2 COVARIANCE MATRIX 
1 2 5 1»> 
1 2 6 K E A Q ( 5 » 6 0 » E N D r 9 9 9 ) ( < Y S 1 & M A < K » J ) » J r l » N L > , K = 1 , N L ) . 
1 2 7 GO TO H 7 
1 2 8 1 1 0 0 0 1 1 2 K = 1 , N L 
1 2 9 0 0 1 1 1 J = 1 , N L 
1 3 0 Y S I G M A ( K . J ) = X s I 6 M A ( K » J ) 
1 3 1 1 1 1 CONTINUE 
1 3 2 1 1 2 CONTINUE 
1 3 3 1 1 7 W R I T E ( 6 » H 8 ) 
1 3 4 1 1 8 F 0 R M A j ( / » 2 x » ' E N T E R THE ESTIMATED COST OF MISCLASSIFYING AN 
1 3 5 l O d S , FROM POP, 1 ' ) 
1 3 6 READ l b , 6 0 » E N O = 9 9 9 ) C O S T l U 
1 3 7 WRITE < 6 , 1 1 9 ) 
1 3 8 1 1 9 F O R M A T ( / » 2 X » ' E N T E R THt ESTIMATED COST OF MISCLASSIFYING AN 
1 3 9 1 0 B S , FROM pop, 2 ' ) 
1 4 0 «EAD tb»60»END=999> C 0 S T ( 2 ) 
1 4 1 WRITE ( 6 i 7 5 ) 
1 4 2 K E A O 1 5 , 6 0 » E N O = 9 9 9 ) P U D 
1 4 3 W R I T E ( 6 , 7 7 ) 
1 4 4 READ 1 5 » 6 0 , E N O = 9 9 9 > P K 2 ) 
1 4 5 C 
1 4 6 C 
1 4 7 C * * * » * PRINT INPUT FOR ACCURACY CHECK 
1 4 8 C 
1 4 9 WRITE ( 6 » 4 9 ) 
1 5 0 * K 1 T E ( b » 5 2 ) 
1 5 1 WRITE ( 6 , 5 7 ) ( x B A R ( J ) r J = l » N L > 
1 5 2 WRITE ( 6 » 5 3 ) 
1 5 3 WHITE ( 6 , 5 7 ) (yBAR ( J ) , J = 1 » N L ) 
1 5 4 WRITE ( 6 , 5 0 ) 
1 5 5 D O 1 2 0 K = 1 , N L 
1 5 6 WRITE ( b » 5 7 ) ( X S I 6 M A ( K » J » » J = 1 » N L > 
1 5 7 1 2 0 CONTINUE 
1 5 8 W R I T c ( 6 # 4 8 ) 
1 5 9 0 0 1 2 1 « = l , N L 
1 6 0 W R I T E ( 6 , 5 7 ) (YSlGMA<K»J)»J= l»NL) 
1 6 1 1 2 1 CONTINUE 
1 6 2 1 2 2 CONTINUE 
1 6 3 W r t I T E ( 6 , 8 0 ) C O S T U ) 
1 6 4 W R I T t ( 6 t 8 1 ) C 0 S T < 2 ) 
1 6 5 W R I T E ( 6 « 8 2 ) P I < 1 > 
1 6 6 WRirE (6 ,83 ) P l ( 2 > 
1 6 7 C o 
1 6 8 Cm**** CALL GJR T O GET DETERMINANTS FOR XSlGMA AND YSIGMA • w 
1 6 9 C 
1 7 0 DO 1 1 0 0 K=l»NL 
171 DO 1 0 9 0 J=1»NL 
172 X S I G i u ( K » J ) = XslGMA(K.J) 
1 7 3 COPrlK,j)=xsIGMA<K,j) 
174 1 0 9 0 CONTINUE 
1 7 5 1100 CONTINUE 
176 VU>=2. 
177 CALL 3JR(CoPY»3o»30 'NL»NL.$900»JD»V) 
1 7 8 DETX = EXP<V(2>> 
1 7 9 DETX = SIGN(QETX,V(1)) 
180 DO 1 1 5 0 K=1»NL 
181 DO 11X0 J - l . N L 
182 Y S I b l N ( K . j ) = YSIGMAIK.J) 
1 8 3 C o P Y ( K . J ) 5 ySIGMA(K.J ) 
184 1 1 4 0 CONTINUE 
1 8 5 1 1 5 0 CONTINUE 
1 8 6 V( l> = 2 . 
187 CALL GJR(CoPY»3o»30 'NL»NL.*9nO»JD.V) 
1 8 8 V ( l ) = 2 . 
189 - - - - DETY = EXP(V(2>> 
190 DETY = SIGN<DETy»V(l)) 
1 9 1 C 
192 C«+****** CALL SJR TO 6 E T SIGMA INVERSE 
1 9 3 v m = 1. 
194 CALL GJR(XSl6lN,30,30'NL»NL,$90o»JO,V) 
1 9 5 _ _ . V ( l ) = I. 
1 9 6 CALL GJR(YsIGlN ,30 ,30 'NL'NL,$9U0»JD,V) 
197 C 
198 C 
1 9 9 C** I N I T I A L I Z E VARIABLES FOR OPT SEARCH 
200 c 
201 CALL I N I T 
202 c 
2 0 3 C*»***»*ttENERATE OBSERVATIONS 
2 0 4 DO 4 0 0 0 I N D E X = I»2 
2 0 5 CALL CMATlfINDEx) 
2 0 6 IF < I N D E X . E Q . l ) J0EX=2 
2 0 7 I F ( INDEX.EQ.2) JDEX=1 
2 0 8 NK = 1 0 0 0 0 
2 0 9 DO 4 0 0 0 K =1,NK 
210 CALL XVECi (RNoRMl»UNIF» 
211 DO 3 0 0 0 L - l . N L 
212 0 ( L ) = XVEC(L) -X8ARIL) 
2 1 3 3000 CONTINUE 
2 1 4 CALL MXMLT(D»XSlGIN»PKOD'1 'NL»NL»1 '30) 
2 1 5 CALL MXMLT(PR0D,D»CHI»1»NL»l,l»30) 
2 1 6 F(1»K,INDEX) = ( D E T X * * ( - . 5 ) ) * E X p ( - C H l / 2 . ) 
2 1 7 DO 3 5 0 0 H=1,NL 
D(M) z XVEc<M) - Y 8 A R ( M ) 2 1 3 
2 1 9 3 5 0 0 CONTINUE 
220 CALL MXMLT(D»YSI5IN»P«OD»1,NL»NL.1»30) 
221 CALL M X M L T J p R O D r D . C H l » l » N L . l » i , 3 o ) 
222 F(2»K,INDEx> = (0ETY**(-.5))*EXp{-CHl/2.) 
2 2 3 4000 CONTINUE 
2 2 4 c 
2 2 5 • c*** CLASSIFY THE 6ENERATEQ OBSERVATION VIA F-STAT 
2 2 6 c 
2 2 7 4 1 0 0 DO 5 0 0 0 INDEX=1,2 
2 2 8 I F (INDEX . E O . U JDEX=«" 
2 2 9 IF ( INDEX . £ Q . 2) JDEX=1 
2 3 0 CLASb(INOEx) = 0« 
2 3 1 I F ( I ; , C C X . E Q . 2 ) GO TO 4 6 0 0 
2 3 2 L)0 4bOO K = l » N K 
2 3 3 I F ( F ( 1 N D E X » K » I N D E X ) . L T . »ZETA**" ( J D E X ' K ' I N D E X ) ) ) GO TO #5()0 
2 3 4 CLASS( INDEX) = CL .ASS<I N t>E*> • 1« . . . . . . . 
2 3 5 4 5 0 0 CONTINUE 
2 3 6 3 0 TO 4 9 0 0 
2 3 7 4 6 0 0 DO 4 7 0 0 K=l»NK 
2 3 3 I F ( ( Z E T A * F ( 2 » K » 2 > > . L T « F ( i » K » 2 ) 1 6 0 TO 4 7 0 0 
? 3 9 CLASS(2> = C L A S S ( 2 ) + 1 . 
2 4 0 4 7 0 0 CONTINUE 
2 4 1 4 9 0 « CONTINUE 
£ 4 2 PKMSCU INDEX) = ( N K - C - A S ^ ( INDEX) ) / N « 
2 4 3 5 0 0 0 CONTINUE 
2 4 4 C 
£ 4 5 C*** O P T . ZETA 
2 4 6 C 
2 4 7 CALL O P T V A L 
2 4 8 I F (LEPSCK.GT.2 ) GO TO 9 0 0 0 
2 4 9 KOUNT = KOuNT + 1 
2 5 0 I F ( KOUNT , G T . K.NT) GO TU 7 5 0 0 
2 5 1 GO TO 4 1 0 0 
2 5 2 7 0 0 0 CONTINUE 
2 5 3 7 5 0 0 W R I T E ( 6 » 7 5 l O ) 
2 5 4 7 5 1 0 F O R M A T ( / / , 2 X » * K * « X « X KNT EXCEEDED %%%%%%') 
2 5 5 C 
2 5 6 C*« 
2 5 7 C * * * » * PRINT OUTpUT 
2 5 8 C** 
2 5 9 C 
2 6 0 9 0 0 0 CONTINUE 
2 6 1 WRITE (6t9100) 
2 6 2 9 1 0 0 FORMAT t / / » 5 X , • • * * » * • * * * * OUTPUT * * * « * * * * * • • ) 
£ 6 3 rlRlTE ( 6 » 9 2 0 0 ) PRMSCL (1) 
2 6 4 9 2 0 0 FORMAT < / / , 5 X r ' P R O B A B I L I T Y 0* MISCLASSIFYING AN OBS. FKOM P O p . l =• 
? 6 5 1 » F 7 , 5 ) 
2 6 6 WKiTt ( 6,9300) PRMScL (2) 
2 6 7 9 3 0 0 FORMAT t / / , 5 X » ' P R O B A B I L I T Y 0^ MISCLASSIFYING AM OBS. FROM P 0 p . 2 =• 
2 6 8 1 » F 7 . 5 ) 
2 6 9 9 4 0 0 CONTINUE 
2 7 0 9 0 7 WNITE(6,910) 
2 7 1 9 1 0 F0RMAT(/ .2X»'00 YOU HAVE A CANDIDATE VECTOR TO BE C L A S S I F I E D ' ) 
2 7 2 R E A Q ( 5 , 9 i 5 ) I X 
2 7 3 9 1 5 FORMAT(AS) 
£ 7 4 I F ( 1 X . N E . IRES) GO T° 9 * 9 
2 7 5 tfRlTE(6,92o> 
2 7 6 9 2 0 F 0 R M A T ( / , 2 X , » E N y E R CANDIUATE VICTOR•> 
2 7 7 R E A D ( 5 , 6 0 » E N D=999) I C ^ N V t C C J ) # J = 1 » N L > 
2 7 8 CALL CLSFY(DETX»oETY 'ZETA) 
2 7 9 W R I T E ( 6 » 9 3 0 > 
2B0 9 3 0 F 0 R M A T ( / , 2 X ' ' * * * CANDIOATE VICTOR $ $ $ « ) 
2 8 1 W * I T E ( 6 » 5 7 ) ( C A N V E C < J ' ' J = 1 » N L ) 
2 8 2 - i» R I T E ( 6 r 9 4 o ) KPOP 
2 8 3 9 4 0 F 0 R N A T ( / , 2 X » ' * * $ CANDIDATE I S CLASSIFIED INTO POPULATION ' M 
2 8 4 1 f l 2 » ' * $ $ ' ) 
2 6 5 GO TO 9 0 7 
2 8 6 9 0 0 WRITE < 6 , 9 0 5 > 
I I I
 9il5« FORMAT ( / / , 2 X . ' E R R O R IN tiJR...****.***', 
2B8 9 9 9 C0 N TINUE 
2 8 9 ENU 
04 
1 SU9KUUTINE I N I T 
2 COMMON / S E V E N / C O S T ( 2 ) » P I < 2 > » P M S C L S < 2>•PRMSCL(2) 
3 COMMON / E I G H T / A L P H A > B E T A » E P S , O L D C S T , O L D Z , L E P S C K » Z E T A , D E L 
H ALPHA = 3 . 
5 BETA = - . 5 
6 DEL = . 1 
l LPS - 1 , 
A ZETA = 1 . 
9 LEPSCK = 0 
10 OLDZ = 1 . 
L I OLDCST = C 0 S T ( 1 ) * P I ( 1 ) • t 0 S T ( 2 U P H 2 > 
12 RETURN 
1 3 tND 
~ 1 SUBROUTINE X V E c K R N 0 K M 1 » U N I F J 
__2 COMMON / O n E / X D a R ( 3 0 ) »YBARV30> »INDEX 
3 COMMON /THREE/cMAT(30»3Q) 
_ 4 COMMON /FQUR/xvEC(3q) >BUF<30) »ZVEC(30) 
5 COM MOrj / H V E / N 
6 UP 2 7 L=1>N»2 
~"7 « i V t c ( L ) = H ^ 6 R M l ( l M F , R N 0 R M * » 0 . 0 » l , 0 ' 
_ 8 Ll=L+l 
9 Z V E C ( L D = R N 0 R M 2 
^ 0 27 CONTINUE 
11 UO 121 K = 1 , N 
12 SUMrO.O -n 
T 3 uu i n J = I , N — : n 
14 S U M = S U M » C M A T ( K . J ) » Z y E C ( J ) T 
15 Til C W T I W E & 
16 BUF(K)=SUM CO 
17 121 CONTINUE ~ * 
IB IF UNOfc - x.NE . l ) 60 TO 150 _ _ ^ 
7 9 DO 131 K = i , N m 
20 XVEC U ) = p U F < K ) + X B A R ( K ) n 
21 131 CONTINUE 
22 60 TO 9QQ 
23 150 00 160 K = 1 » N 
2 4 XVEC(K) = B U F ( K ) • YBARt*> 
~S5 TSO CUnTINUL 
26 900 CONTINUE 




1 SUBROUTINE C MA T 1 ( I N D E X ) 
2 COMMON /FIVE/NL 
3 COMMON /IHREE/CMAT(30»30) 
4 COMMON /Ti«O/XSlGMA(30»30) 'YS1GMA(30 ,30» 
5 DIMENSION S l O M A ( 3 0 » 3 0 ' 
6 IF UNDEX.EO.2) GO TO 60 
7 JO bG K=l»Nl-
8 DO 4 8 J = 1 , N « -
9 SIGMA(K»J) = XSlGMACK'J) 
10 4 8 CONTINUE 
1 1 50 CONTINUE 
1 2 GO TO 8 0 
1 3 66 00 JO K = I » N L 
14 DO 6 b J=1,NL 
I S SIGMA(KIJ) = YSlGMA^K'J) 
1 6 6 8 CONTINUE 
1 7 70 CONTINUE 
1 8 80 DO HQ J=1,NL 
1 9 l M j . G E . Z ) 60 TO 9 1 
2 0 00 8 1 I=1»NL 
2 1 C M A T ( I , l ) = S l G M A ( I . l ) / S Q R T l 5 I G M A < i , l ) ) 
2 2 8 1 CONTINUE 
2 3 bO TO 110 
2 4 9 1 00 1 0 5 1=1,NL 
2 5 If- IJ.GE.IU> Go TO 104 
2 6 IF(j.NE.l) GO TO 95 
2 7 b U B i = 0 , 0 , 
2 8 L=I -1 
2 9 UO 9 3 K=1»L 
30 SUBi=SUBl*.CMAT( I »K) # * 2 
3 1 9 3 CONTINUE 
3 2 CMAT(I,J)=SQRT{SIGMA(I,J)-SU«1) 
3 3 bO TO 1 0 b 
3 4 9 5 SU»2=0,0 
3 5 L = J - 1 
3 6 DO 9 7 K=1,L 
3 7 bUB2=i»UB2>CMAT (X»K > #CMAT (J»K J 3 8 9 7 CONTINUE 
3 9 C M A T { l . J ) = (SlGMAa»J)-SUBi!)AMAT(J»J> to GO TO 1 0 5 
H i 104 CMATUr J ) = 0 . 0 
1 2 1 0 5 CONTINUE 
4 3 1 1 0 CONTINUC 
4 4 RETURN 
4 5 ENU 
~~I SUBROUTINE CLSFy(DETX'UEfY»ZETA) 
2 COMMON _ / O N £ / X B A R ( 3 ( j )* TbAK ( 3 0 ) » 1 N D £ X 
3 C O M M O N / S I X / X S I G I N ( 3 0 » 3 0 > » Y S I G 1 N ( 3 0 . 3 o ) 
4 COMMON_/NI N E / C A N V E C < 3 0 ) > ^ P 0 P , C O p Y ( 3 Q . 3 l ) 
5 COMMON / F I v ' E / N L 
6 DIMENSION D ( 3 0 ) , P R O D ( ^ 0 » ^ 0 ) 
7 DO oOO L=1^NL 
8 OtL)sCANyEC(L) - XBAR(L_) 
9 3 0 0 CONTINUE 
10 CALL M X M L T ( D » X S l G I N » P H Q D » l >NL » N L » l » 3 0 ) 
11 C A L L M X M L t ( P R O D , O V C H I » 1 » N L » 1 , 1 » 3 0 ) 
12 X C L S = ( D E T X * * t - . 5 ) > * E X P ( - C H I / 2 . ) 
13" 0 0 4 0 0 M=1»NL 
14 0 ( M ) r CANVEC(M) - Y b A R ( M ) 
1 5 40U C O N T I N U E 
1 6 CALL^ MXMLT(D_f_YSlGlN,PROD. 1 , N L , N t , 1 , 3 0 ) 
17 C A L L "RxMCTTpROD. D * C H T , ~ T > N L , I , i , 3Q. > 
1 8 Y C L S = ( D E T Y * » < " . 5 ) ) * E X P ( - C H I / 2 » ) 
1 9 I K X C L S , L T . ( Z E T A * Y C L S ) ) GO TO 8 0 0 
20 K P O P = 1 
2 1 GO TO 9 5 0 
2 2 8 0 0 KPOP - 2 
2 3 9 3 0 CONTINUE ; 






F U N C I I O N U N I F ( a ) 
U A T A I Y / 9 6 5 8 1 / 
3 
4 
I T = I Y * 3 1 2 5 





I Y = I Y U + 3 h 3 5 9 7 3 8 3 6 7 
Y F L = I Y 
7 
a 
U N 1 F ± t T L * 2 . 0 * . < - 3 5 > 
KETuRN 
9 & N U 
oo 
1 r-UNcriON RM0RMi(UNlF»RN0RM2,U,blG2' 
Z T P 1 = 6 . 2 8 3 1 8 5 2 
3 A=UNIF(X) 
if b=UNlF(X) 
5 R N O R M 1 = U + S G R T ( - 2 . 0*SN»2*AU)G IA) ) * C O s ( T P l * B ) 




SQUAD AUTOMATIC WEAPONS OPERATIONAL 
TEST DATA 
101 
Training Subtest Variable 
Basic Firing Qualification Scores 
Test Test Candidates 
Participant ^ ^ 
1 76 52 80 
2 83 67 77 
3 85 31 86 
4 85 75 86 
5 91 48 80 
6 70 57 93 
7 72 51 84 oo 84 67 83 
9 49 73 71 
10 62 75 66 
11 56 63 78 
12 46 70 62 
13 55 63 71 
14 52 71 66 
15 36 75 57 
16 65 71 82 
17 74 62 81 
18 85 83 18 
19 73 89 63 
20 65 68 39 
21 81 82 64 
22 56 58 67 
23 55 80 77 
24 65 76 74 
102 
Training Subtest Variable X. 
Transition Firing Scores 
Test Test Candidates 
Participant . R 
1 10 0 30 
2 10 0 30 
3 20 60 20 
4 30 0 10 
5 40 10 30 
6 10 0 20 
7 10 30 10 
CO
 30 20 30 
9 0 40 10 
10 30 50 20 
11 20 20 40 
12 40 20 50 
13 30 60 40 
14 0 60 40 
15 30 20 20 
16 30 50 50 
17 10 40 0 
18 0 40 30 
19 30 50 30 
20 0 70 20 
21 10 50 50 
22 10 30 40 
23 0 40 30 
24 10 30 0 
1 0 3 
Training Subtest Variable 
Time for Disassembly-
Test Test Candidates 
Participant g 
1 3 3 84 55 
2 80 4 0 4 5 
3 34 21 52 
4 3 8 75 90 
5 51 4 5 5 8 
6 70 1 3 0 60 
7 55 9 0 101 
8 55 81 65 
9 49 75 70 
10 35 32 5 3 
11 54 122 75 
12 50 70 65 
1 3 4 4 31 66 
14 55 3 3 1 0 5 
15 32 4 1 55 
16 32 27 62 
17 91 62 127 
1 8 39 9 3 5 7 
19 35 4 7 75 
20 54 70 1 2 0 
21 30 5 3 80 
22 65 77 150 
2 3 30 39 82 
24 42 54 9 0 
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Training Subtest Variable X 4 
Time for Assembly 
„ ^ Test Candidates lest 
Participant A B 
1 107 162 110 
2 145 136 115 
3 60 189 172 
4 87 329 120 
5 71 115 90 
6 210 339 124 
7 140 125 91 
8 128 157 105 
9 65 245 125 
10 50 76 105 
11 79 410 105 
12 105 125 135 
13 85 110 100 
14 105 304 120 
15 44 141 130 
16 56 175 131 
17 195 122 164 
18 82 235 137 
19 55 166 135 
20 115 304 155 
21 50 153 96 
22 140 439 301 
23 79 212 120 
24 85 187 150 
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Quickfire Subtest Variable 
Average Time to 1st Round - 20 m. 
. Test Candidates Test 
Participant A B C 
1 2.20 1.75 2.29 
2 2.42 2.74 2.51 
3 2.19 2.45 2.00 
4 2.55 2.18 2.79 
5 2.39 1.85 2.54 
6 2.78 2.72 2.52 
7 2.06 3.22 1.81 
8 2.28 2.57 2.55 
9 2.41 2.86 2.25 
10 2.23 2.53 2.58 
11 2.35 2.45 2.47 
12 1.95 2.04 2.05 
13 2.77 2.72 2.24 
14 2.61 2.76 2.98 
15 1.91 2.39 2.71 
16 2.58 2.43 2.93 
17 2.11 2.43 2.15 
18 2.08 2.53 1.91 
19 2.38 2.83 1.60 
20 2.33 3.13 2.78 
21 2.68 1.96 3.37 
22 2.69 2.99 2.67 
23 2.36 2.47 2.44 
24 2.30 2.41 2.38 
1 0 6 
Quickfire Subtest Variable 
Average Time to 1st Round - 4 0 m. 
rr . Test Candidates Test 
Participant A B C 
1 2 . 3 4 2 . 1 3 2 . 1 9 
2 2 . 7 9 2 . 8 3 1 . 8 2 
3 2 . 6 2 1 . 9 1 2 . 3 3 
4 2 . 8 1 4 . 3 5 3 . 0 1 
tn
 
3 . 0 1 2 . 9 3 2 . 3 1 
6 2 . 4 2 2 . 6 5 1 . 5 7 
7 2 . 1 8 3 . 1 1 2 . 1 6 
8 2 . 4 7 2 . 7 6 2 . 6 0 
9 2 . 6 3 2 . 4 6 2 . 4 9 
1 0 2 . 4 6 3 . 4 4 2 . 1 9 
1 1 2 . 0 5 3 . 0 0 3 . 8 4 
1 2 1 . 6 9 1 . 9 0 2 . 1 4 
1 3 2 . 2 2 2 . 4 8 2 . 3 6 
1 4 2 . 5 4 2 . 2 7 2 . 3 0 
1 5 2 . 0 0 2 . 5 3 2 . 3 3 
1 6 1 . 9 0 2 . 2 2 3 . 8 8 
1 7 2 . 0 2 2 . 2 7 1 . 9 3 
1 8 5 . 6 7 2 . 6 2 1 . 9 0 
1 9 1 . 9 7 3 . 0 5 1 . 8 2 
2 0 2 . 5 9 1 . 8 3 2 . 2 1 
2 1 2 . 3 6 2 . 7 4 1 . 9 3 
2 2 1 . 9 5 3 . 0 1 2 . 4 5 
2 3 2 . 4 5 2 . 6 5 2 . 3 5 
2 4 2 . 4 0 2 . 6 0 2 . 3 0 
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Quickfire Subtest Variable 
Average Time to 1st Round - 60 m. 
„ ^ Test Candidates lest 
Participant A B C 
1 2.22 2.18 2.20 
2 2.58 3.28 1.65 
3 2.05 2.20 2.39 
4 2.94 3.44 2.41 
5 4.26 2.57 2.11 
6 2.08 2.25 2.54 
7 1.64 2.87 2.11 
8 2.22 2.54 2.30 
9 2.65 2.71 2.10 
10 2.13 2.72 1.81 
11 2.01 2.40 2.25 
12 2.18 1.70 1.98 
13 4.76 5.17 2.20 
14 3.33 2.54 2.77 
15 2.56 2.34 2.60 
16 2.05 2.85 2.58 
17 2.22 2.74 2.35 
18 1.85 2.47 2.06 
19 1.78 2.84 2.05 
20 1.01 2.22 4.80 
21 1.71 2.23 1.33 
22 1.00 4.09 2.41 
23 2.39 2.74 2.31 
24 2.30 2.65 2.22 
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Quickfire Subtest Variable Xg 
Average Time to 1st Round - 80 m. 
„ „. Test Candidates Test 
Participant A B C 
1 2.13 1.70 2.01 
2 2.51 3.08 1.80 
3 2.15 2.31 2.46 
4 2.34 1.89 2.82 
5 3.00 2.13 3.36 
6 2.35 1.84 2.11 
7 2.58 1.84 1.74 
OO
 2.34 4.10 2.35 
to 2.41 1.87 2.38 
10 2.40 2.74 2.24 
11 2.85 3.77 2.82 
12 1.87 1.85 2.37 
13 3.28 3.30 2.28 
14 3.60 1.96 2.45 
15 2.12 2.31 2.93 
16 2.53 2.39 2.55 
17 2.78 3.16 2.38 
18 1.62 2.33 3.04 
19 2.88 3.07 1.99 
20 2.71 2.88 2.87 
21 3.15 4.23 2.21 
22 0.10 1.86 2.31 
23 2.55 2.54 2.43 
24 2.50 2.49 2.38 
1 0 9 
Quickfire Subtest Variable 
Average Time to 1st Round - Moving Target 
„ . Test Candidates Test 
Participant A B C 
1 2 . 2 3 1 . 8 1 2 . 6 8 
2 5 . 6 0 3 . 4 4 3 . 6 1 
to 
3 . 6 5 1 . 9 0 3 . 6 1 
4 2 . 3 4 2 . 0 9 2 . 0 2 
5 4 . 0 8 2 . 9 7 6 . 2 4 
6 3 . 2 6 2 . 8 2 3 . 7 4 
7 2 . 6 3 3 . 5 8 3 . 2 9 
8 3 . 0 3 3 . 3 3 2 . 9 2 
9 3 . 2 2 3 . 4 4 3 . 2 4 
1 0 3 . 1 6 3 . 7 1 4 . 5 7 
1 1 2 . 4 9 3 . 6 0 4 . 1 2 
1 2 2 . 5 0 2 . 8 6 2 . 5 0 
1 3 3 . 6 9 2 . 9 9 3 . 0 0 
1 4 3 . 5 0 2 . 9 0 2 . 4 3 
1 5 5 . 0 3 3 . 5 3 3 . 2 2 
1 6 4 . 5 2 4 . 9 7 2 . 9 2 
1 7 2 . 1 5 2 . 5 5 3 . 3 2 
1 8 2 . 8 8 4 . 3 0 2 . 6 3 
1 9 3 . 5 3 3 . 1 8 4 . 7 2 
2 0 2 . 5 7 2 . 2 2 0 . 0 0 
2 1 5 . 7 4 3 . 1 3 2 . 7 4 
2 2 0 . 0 0 0 . 0 0 4 . 6 8 
2 3 3 . 4 1 3 . 1 1 3 . 2 8 
2 4 3 . 4 0 3 . 1 0 3 . 2 5 
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Day Defense Subtest Variable X 
Time to First Hit 
„ ^ Test Candidates Test 
Participant A B C 
1 8.5 9.6 10.1 
2 9.9 4.2 12.2 
3 17.3 4.7 10.0 
4 10.9 7.4 10.0 
5 8.0 8.3 5.0 
6 3.0 7.6 12.6 
7 8.4 5.0 10.2 
CO
 13.5 17.5 18.4 
9 8.7 6.9 10.5 
10 14.9 10.2 11.2 
11 8.8 14.7 17.3 
12 3.0 15.4 7.3 
13 12.2 10.2 7.1 
14 12.9 14.7 16.3 
15 17.0 16.7 11.6 
16 13.6 16.6 20.1 
17 15.7 19.5 19.6 
18 13.8 20.8 18.5 
19 12.0 16.0 19.8 
20 18.2 14.5 20.1 
21 18.7 29.9 20.0 
22 12.0 16.0 14.0 
23 20.0 17.4 18.5 
24 11.0 16.6 17.0 
Ill 
Day Defense Subtest Variable X 
Time to Change Magazines 
„ . Test Candidates Test 
Participant A B C 
1 1 5 2 6 4 0 
2 2 3 4 7 3 5 to 1 9 1 8 4 2 
4 2 4 11 31 
5 2 2 2 0 6 0 
6 1 5 1 3 4 7 
7 1 5 2 5 2 7 
8 1 8 1 3 4 5 
9 1 5 2 0 1 7 
10 2 4 3 7 71 
11 11 1 9 11 
1 2 1 6 9 4 5 
1 3 1 8 2 1 7 9 
1 4 15 5 2 2 
1 5 4 1 1 0 6 2 
16 2 1 3 4 3 6 
1 7 4 1 5 3 5 
1 8 1 5 1 2 2 5 
1 9 2 0 5 3 2 
2 0 3 7 7 4 1 
2 1 3 3 1 2 4 1 
2 2 41 5 2 4 
2 3 1 8 11 1 2 
2 4 1 8 1 2 4 0 
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Day Defense Subtest Variable X 
Time to Change Magazines 
„ . Test Candidates Test 
Participant A B C 
1 15 26 40 
2 23 47 35 
3 19 18 42 
4 24 11 31 
5 22 20 60 
6 15 13 47 
7 15 25 27 
8 18 13 45 
9 15 20 17 
10 24 37 71 
11 11 19 11 
12 16 9 45 
13 18 21 79 
14 15 5 22 
15 41 10 62 
16 21 34 36 
17 4 15 35 
18 15 12 25 
19 20 5 32 
20 37 7 41 
21 33 12 41 
22 41 5 24 
23 18 11 12 
24 18 12 40 
1 1 3 
Attack Subtest Variable 
Time to 1st Round - Sling/100 Rd. Mag. 
~ ^ Test Candidates Test 
Participant A B C 
1 4 . 6 4 6 . 5 3 1 2 . 0 5 
2 9 . 0 7 3 . 9 0 2 . 9 1 
to 
3 . 5 2 3 . 3 6 3 . 7 2 
4 2 . 6 5 9 . 2 4 4 . 8 0 
5 1 5 . 2 7 5 . 6 3 2 . 5 2 
6 3 . 5 6 1 . 0 1 4 . 0 6 
7 4 . 8 7 1 . 7 9 4 . 1 6 
OO
 
9 . 1 7 3 . 3 9 8 . 3 9 
9 3 . 8 9 4 . 8 8 8 . 3 7 
1 0 6 . 7 8 3 . 1 9 4 . 6 5 
1 1 3 . 7 9 3 . 9 0 6 . 2 4 
1 2 4 . 8 0 5 . 7 8 2 . 6 0 
1 3 2 . 3 5 3 . 6 1 3 . 9 9 
1 4 2 . 8 3 3 . 0 7 7 . 6 0 
1 5 2 . 6 9 5 . 3 4 4 . 9 0 
1 6 3 . 0 0 4 . 6 3 5 . 6 7 
1 7 1 4 . 4 7 5 . 4 5 1 0 . 9 8 
1 8 5 . 9 2 4 . 1 0 4 . 5 7 
1 9 3 . 8 3 6 . 0 2 1 4 . 2 7 
2 0 4 . 4 4 2 . 8 2 3 . 1 5 
2 1 5 . 3 9 4 . 6 9 3 . 3 7 
2 2 5 . 1 7 4 . 1 6 1 0 . 1 8 
2 3 3 . 5 0 2 . 7 0 3 . 1 5 
2 4 7 . 0 3 1 2 . 4 6 6 . 2 9 
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Attack Subtest Variable 
Time to 1st Round - Sling/200 Rd. Mag. 
rp . Test Candidates Test 
Participant A B 
1 1.75 7.59 2.16 
2 .73 1.26 69.00 
3 4.20 5.23 86.00 
4 2.13 3.94 11.46 
5 61.23 4.96 1.56 
6 4.52 3.88 2.27 
7 33.71 2.95 4.62 
8 6.74 7.11 4.10 
9 10.86 5.51 9.67 
10 4.41 7.95 3.62 
11 3.47 32.97 4.45 
12 8.26 10.33 7.36 
13 5.36 4.96 4.40 
14 5.25 9.86 3.01 
15 2.43 8.10 3.45 
16 2.91 3.46 4.15 
17 4.62 4.17 3.11 
18 3.28 3.91 4.80 
19 3.59 4.17 3.19 
20 3.43 0.19 3.78 
21 2.92 3.21 4.09 
22 12.05 2.00 4.18 
23 3.14 2.84 2.98 
24 2.68 5.60 3.58 
115 
Attack Subtest Variance 
Time to 1st Round - Shoulder/100 Rd. Mag. 
r p . Test Candidates Test 
Participant A B C 
1 6.68 8.08 28.10 
2 5.25 0.07 10.13 
3 12.13 10.19 4.46 
4 4.86 17.28 14.47 
5 70.68 4.09 7.77 
6 1.90 7.66 2.20 
7 8.75 4.94 5.23 
8 13.86 6.19 10.63 
9 19.02 12.38 7.83 
10 5.92 10.91 7.13 
11 4.59 12.03 4.05 
12 21.12 21.90 3.51 
13 3.04 10.48 4.49 
14 3.52 16.43 4.47 
15 3.93 5.52 11.59 
16 4.42 9.00 5.47 
17 12.09 5.57 4.88 
18 25.49 6.75 6.71 
19 11.72 8.66 4.19 
20 4.66 3.21 9.08 
21 9.68 3.96 8.46 
22 9.58 3.63 4.77 
23 7.29 11.28 3.49 
24 9.09 3.63 5.35 
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Attack Subtest Variable X^ 5 
Time to 1st Round - Shoulder/200 Rd. Mag. 
„ ^ Test Candidates Test 
Participant A B C 
1 14.02 8.28 18.01 
2 4.43 1.91 6.99 
3 6.33 7.70 3.87 
4 7.86 5.53 21.40 
.5 9.08 4.06 3.49 
6 49.68 4.93 2.27 
7 4.31 5.60 9.79 
8 5.14 5.40 3.90 
9 34.10 8.64 9.40 
10 7.42 5.76 7.42 
11 14.06 15.13 22.43 
12 15.69 6.13 5.40 
13 3.62 9.47 4.46 
14 15.85 13.88 3.78 
15 5.04 10.50 9.62 
16 0.89 17.20 9.26 
17 27.37 5.77 4.24 
18 3.26 4.97 5.51 
19 3.86 12.98 12.80 
20 3.41 8.91 10.90 
21 3.22 6.45 6.93 
22 2.84 4.90 5.10 
23 3.99 12.58 5.74 
24 6.72 4.60 4.25 
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Attack Subtest Variable 
Magazine Change Times - 200+100 Rd. 
™ . Test Candidates Test 
Participant A B C 
1 57 4 22 
2 20 7 42 to 55 9 25 
4 22 5 46 
5 52 11 44 
6 18 12 21 
7 9 7 33 
00
 20 13 66 
9 31 10 31 
10 18 7 39 
11 12 9 43 
12 76 13 24 
13 35 5 31 
14 31 10 66 
15 38 5 37 
16 10 6 35 
17 13 6 25 
18 12 11 65 
19 12 8 18 
20 17 8 126 
21 20 4 43 
22 21 5 164 
23 21 5 99 
24 16 7 72 
118 
Attack Subtest Variable X 1 7 
Magazine Change Time - 100*200 Rd. 
„ ^ Test Candidates Test 
Participant A B 
1 10 12 33 
CM
 16 8 48 to 22 6 38 
4 25 7 45 
5 13 8 39 
6 27 7 34 
7 7 5 27 
8 19 4 145 
9 34 3 22 
10 16 4 170 
11 33 5 33 
12 50 6 25 
13 13 4 43 
14 27 6 18 
15 36 7 38 
16 26 8 24 
17 11 6 26 
18 32 3 27 
19 9 6 12 
20 24 6 20 
21 8 5 23 
22 26 6 22 
23 26 4 22 
24 70 9 17 
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Attack Subtest Variable X 
Barrel Change Time 
„ _ Test Candidates Test 
Participant A B C 
1 13 13 38 
2 12 26 31 
3 10 8 57 
4 41 11 50 
5 23 27 40 
6 30 20 121 
7 15 13 61 
CO
 14 21 42 
9 11 33 94 
10 12 16 99 
11 30 26 75 
12 23 36 35 
13 12 24 22 
14 20 8 50 
15 61 12 104 
16 116 18 32 
17 28 17 28 
18 20 23 26 
19 26 12 26 
20 13 38 35 
21 16 8 41 
22 17 26 82 
23 27 17 46 
24 12 14 14 
120 
Day Defense Subtest Variable X 
% Targets Engaged 
rr . Test Candidates Test 
Participant A B C 
1 87.5 62.5 62.5 
2 62.5 62.5 7.50 
3 75.0 75.0 62.5 
4 100.0 87.5 62.5 
5 75.0 75.0 37.5 
6 37.5 75.0 62.5 
7 87.5 62.5 75.0 
8 100.0 87.5 100.0 
9 62.5 62.5 87.5 
10 100.0 87.5 75.0 
11 75.0 100.0 75.0 
12 62.5 100.0 62.5 
13 100.0 75.0 50.0 
14 87.5 100.0 87.5 
15 100.0 100.0 50.0 
16 87.5 100.0 75.0 
17 100.0 100.0 100.0 
18 100.0 100.0 100.0 
19 100.0 100.0 87.5 
20 100.0 100.0 87.5 
21 100.0 100.0 87.5 
22 100.0 100.0 100.0 
23 87.5 100.0 87.5 
24 100.0 100.0 87.5 
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