Abstract. On bounded domains Ω ⊂ R d , d ≥ 2, reaching far beyond the scope of Lipschitz domains, we consider an elliptic system of order 2m in divergence form with complex L ∞ -coefficients complemented with homogeneous mixed Dirichlet/Neumann boundary conditions. We prove that the L p -realization of the corresponding operator A is R-sectorial of angle ω ∈ [0, π 2 ), where in the case 2m
Introduction
The main object under consideration is an elliptic operator A in divergence form of order 2m formally given by αβ are supposed to be essentially bounded and complex valued; ellipticity is enforced by a Gårding type inequality. Each component of u is supposed to satisfy mixed Dirichlet/Neumann boundary conditions on possibly different portions of the boundary. That is to say, on given closed subsets D i ⊂ ∂Ω all derivatives of order less than m − 1 of the ith component of u ∈ D(A) are assumed to vanish and on its complement relative to ∂Ω the ith component is assumed to satisfy homogeneous Neumann boundary conditions arising naturally by the definition of the operator. If all D i coincide a detailed introduction to higherorder elliptic operators and a discussion of these Neumann boundary conditions is included in Brewster, D. Mitrea, I. Mitrea, and M. Mitrea [5, Sec. 7] .
The given boundary conditions have an impact on the admissible geometric constellation of ∂Ω, namely every point in ∂Ω \ [∩ N i=1 D i ] is assumed to possess a bi-Lipschitzian coordinate chart. We record that the intersection of the sets D i is free from further assumptions and emphasize that the results of this article include the pure Dirichlet and Neumann cases, so that in the first case it suffices to assume the sole openness of Ω and in the second case that Ω is a Lipschitz domain. As usual, we interpret A in a weak sense as a sectorial operator on L 2 (Ω; C N ), i.e., its spectrum is contained in the closure of a sector S ω := {z ∈ C \ {0} : |arg(z)| < ω} for some ω ∈ (0, π 2 ) and {λ(λ + A) −1 } λ∈S π−θ is bounded for all θ ∈ (ω, π). The easiest way to introduce R-sectoriality for operators on L p -spaces may be the following. A linear operator B on L p is R-sectorial of angle ω if B is sectorial of angle ω and if for all θ ∈ (ω, π) there exists a constant C > 0 such that for every n 0 ∈ N, all (λ n ) n0 n=1 ⊂ S π−θ , and all |λ n (λ n + B)
L p holds true. It follows that on L 2 the notions of sectoriality and R-sectoriality coincide. Therefore, it is the task of this article to extrapolate R-sectoriality of A from L 2 (Ω; C N ) to L p (Ω; C N ) within the desired range of p's. Due to the ℓ 2 -norm appearing in the square function estimate, this extrapolation requires a Banach space valued version of the L p -extrapolation theorem of Shen [24, Thm. 3.3] . Additionally, to meet the generality of the underlying domain, we present a proof of Shen's theorem in the Banach space valued setting and on general Lebesgue-measurable sets. Notice that in the smooth setting, R-sectoriality of higher-order elliptic operators is treated in the monograph of Denk, Hieber, and Prüss [6] .
The bridge between R-sectorial operators and PDEs is built by the theorem of Weis [26, Thm. 4.2] , which proves that R-sectorial operators of angle less than π/2 admit maximal parabolic L q -regularity. The latter notion is eminent in the treatment of nonlinear parabolic problems and was used in numerous occasions, see, e.g., Prüss [21] , Denk, Saal, and Seiler [7] , or HallerDintelmann and Rehberg [15] .
Recently, R-sectoriality of second-order elliptic equations with real coefficients subject to mixed boundary conditions was established by Auscher, Badr, Haller-Dintelmann, and Rehberg in [3] . However, the authors deduce the R-sectoriality directly via Gaussian estimates of the corresponding semigroup, so that this line of action does not work for systems of equations. A natural substitute of the Gaussian estimates for systems are off-diagonal estimates. Such an approach to the R-sectoriality of second order systems is presented by Egert in [8] . This article presents a very short and direct proof of R-sectoriality for higher-order elliptic systems with completely different techniques. Here, the only property of the PDE that is used is the L 2 -resolvent estimate and Caccioppoli's inequality for the resolvent equation. We emphasize that this inequality is verified in the second-order case in merely half a page, see, e.g., Shen [25, Lem. 2.1] .
This article is organized as follows. In Section 2 we give a precise formulation of all considered objects and notions, whereupon we will be able to state the main result in Section 3. The proof of the main result will occupy the rest of this article. In Section 2 we also observe that R-sectoriality on L p -spaces is nothing else than the uniform boundedness of a certain family of operators on the
). The L p -extrapolation theorem of Shen will be generalized in Section 4.
Finally, in Section 5 we are concerned with the proof of the vector valued version of the weak reverse Hölder estimates, which are required for the L p -extrapolation theorem. This is achieved by locally proving a C n0 -valued Sobolev embedding with involved constant C independent of n 0 . The proof will be concluded by establishing Caccioppoli's inequality for functions u that locally solve λu + Au = 0. This argument heavily bases on Barton's prove of Caccioppoli's inequality in the higher-order case with no lower-order derivatives on the right-hand side except of the zeroth order term, see [4] .
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Notation, assumptions and preliminary considerations
Throughout this article the space dimension d ≥ 2 is fixed. An open and connected subset of R d will be called a domain. A ball with center x and radius r is denoted by B(x, r), whereas a cube centered at x, with diameter 2r, and faces parallel to the coordinate axes is denoted by Q(x, r). For a positive constant α denote the dilated balls with same center by αB. Integration will always be with respect to the Lebesgue measure and the Lebesgue measure of a measurable set A will be denoted by |A|. If 0 < |A| < ∞ and f ∈ L 1 (A), denote the average of f on A by (f ) A := |A| −1´A f dx. For multiindices we employ the common notation. Banach spaces will always be over the complex field. The set of bounded linear operators on a Banach space X is denoted by L(X). The domain of a linear operator B is denoted by D(B) and its spectrum by σ(B). For ω ∈ [0, π) define the sector S ω as {z ∈ C \ {0} : |arg(z)| < ω} if ω > 0 and S ω := (0, ∞) if ω = 0. Mostly, we will make use of a generic constant C > 0.
2.1. The geometric setup. In this article we will assume that Ω is a bounded domain 'admissible' for mixed boundary conditions, which is defined precisely in the following assumption. x being bounded by M and fulfilling the mapping properties
(1) For y ∈ ∂Ω ∩ U x with |x − y| ≤ 1/(2M ) and 0 < r ≤ 1/4 it is easy to see that Q(Φ x (y), r) ⊂ (−1, 1) d holds. Denote the bi-Lipschitzian counterpart of this cube by U y,r := Φ −1
x ((Q(Φ x (y), r))) and denote its portion in Ω by U + y,r := U y,r ∩ Ω. Note that the bi-Lipschitz property of Φ x implies that for 0 < s < t ≤ 1
holds. (2) With y and r as in (1), the bi-Lipschitzianity of Φ x implies
For further reference, we record the following proposition dealing with local extensions at the Lipschitz boundary of Ω. The proof of this proposition is an easy reflection argument and is omitted. Proposition 2.3. Let Ω be a domain subject to Assumption 2.1. Let x ∈ ∂Ω \ D, and y and r be as in Remark 2.2 (1). Then there exists a bounded extension operator E y,r : 2.2. The spaces. In this section we will give a brief introduction to the spaces we will be working with. For a Lebesgue-measurable set Ξ ⊂ R d and 1 ≤ p ≤ ∞, L p (Ξ; C N ) are the usual C N -valued Lebesgue spaces. If X is a Banach space, denote the Bochner-Lebesgue spaces by L p (Ξ; X). As we deal with mixed boundary conditions, we need Sobolev spaces that are adapted to these boundary conditions. For this purpose let Ω ⊂ R 
The set D is usually referred to as the Dirichlet part, because on this portion of the boundary functions and their derivatives up to order m − 1 are forced to vanish. A C N -valued counterpart of this definition should reflect that it is natural to have different Dirichlet parts in different components of the C N -valued function. Thus, for
with the usual product norm are systematically studied in [5, Sec. 4] and if m = 1 in [14] .
If Ω and D are subject to Assumption 2.1, notice that for each x ∈ ∂Ω \ D the sets U x ∩ Ω are (ε, δ)-domains in the sense of Jones [16] . This follows as the (ε, δ)-property is preserved under bi-Lipschitz homeomorphisms and since (−1, 1) 
Moreover, in the present situation the operator norms depend only on d, p, M , and m. Using this, we can prove the following proposition. Proposition 2.5. Let Ω and D be subject to Assumption 2.1. Then, for each m ∈ N and all p ∈ (1, ∞) there exists a constant C > 0 depending only on d, p, M , and m such that
We perform an induction on m. Note that there is nothing to do in the case m = 1 so that we can directly perform the induction step. Thus, assume the validity of the statement above for a fixed number m ∈ N. Then there exists a constant K ≥ 1 such that
Next, use the Gagliardo-Nirenberg inequality [20, p. 125 ] to deduce
.
Using the boundedness properties of E discussed in the paragraph prior to the proposition shows
Finally, the induction hypothesis delivers
Absorbing the second summand on the right-hand side to the left-hand side concludes the induction step.
2.3. The operator. Let N ∈ N denote the number of equations of the elliptic system, which itself is supposed to be of order 2m with m ∈ N. Fix Ω ⊂ R d and closed sets D 1 , . . . , D N ⊂ ∂Ω and define
Suppose that Ω and D fulfill Assumption 2.1. For the coefficients µ ij αβ we make the following assumption. 
is elliptic in the sense that for some κ > 0 it satisfies the Gårding inequality
Remark 2.7. Under Assumption 2.6 the sesquilinear form a is sectorial of an angle ω ∈ [0, π 2 ), i.e., the numerical range
Since a is densely defined, sectorial, and closed (this follows by ellipticity of a and Proposition 2.5), it is known from classical form theory [18 
where (·, ·) L 2 denotes the L 2 inner product. Here, we say that a closed linear operator B :
We record the following lemma, which connects B p ′ and (B * ) p for 1/p + 1/p ′ = 1.
By the boundedness of Ξ, we find f ∈ L 2 (Ξ; C N ), and by the density of 
is sectorial of angle ω and if additionally for all θ ∈ (ω, π] there exists a constant C > 0 such that for all 
A closer look on the square function estimate reveals that (2.1) is nothing else than the uniform boundedness estimate of the operators
where T λ := λ(λ + B) −1 and ℓ 2 (C N ) denotes the Banach space of square summable C N -valued sequences. Thus, the following proposition is evident.
is R-sectorial of angle ω if and only if σ(B) ⊂ S ω and if for every θ ∈ (ω, π] the family
The main result
We are now in the position to state our main result. Again ω ∈ [0, 
, the L p -realization of A is closed and densely defined. Moreover, A p is sectorial of angle θ and for every θ ′ ∈ (θ, π] the family {λ(λ
Remark 3.2. To prove this theorem, we can reduce matters to the case p > 2. Indeed, note that Assumption 2.6 on the coefficients is stable under the operation µ ij αβ → µ ji βα so that if the theorem is proven under this assumption for the L p -realization of A and p > 2, it then is also proven for the L p -realization of A * . For the situation of p < 2 one can argue by duality using Observation 2.10 and Lemma 2.8.
). Thus, with Remark 3.2 in mind, it is desirable to provide a tool to extrapolate bounded operators on
This is what we do in the following section.
The following theorem generalizes the L p -extrapolation theorem of Shen [24, Thm. 3.3] in two directions. The first is that the extrapolation theorem remains valid in the Banach space valued setting, which is, in view of Proposition 2.11, important for R-boundedness. The second is, that it proves the extrapolation theorem far beyond the scope of bounded Lipschitz domains as it was established in [24] ; here, the requirement is the sole measurability of the underlying domain. 
Suppose that there exist constants p > 2, R 0 > 0, α 2 > α 1 > 1, and C > 0, where R 0 = ∞ if diam(Ω) = ∞, such that the following holds. For all B = B(x 0 , r) with 0 < r < R 0 , which are either centered on ∂Ω, i.e., x 0 ∈ ∂Ω, or satisfy α 2 B ⊂ Ω, and all compactly supported f ∈ L ∞ (Ω; X) with f = 0 on Ω ∩ α 2 B the estimate
holds. Here the supremum runs over all balls B ′ containing B. In the case, where Ω is not the whole space, one can reduce matters to the whole space case by considering the operator
where R Ω restricts functions from R d to Ω and E 0 extends functions from Ω to
, then the same is valid for T as well (with R d replaced by Ω). This is true as T can be written as
Consequently, we are left with proving the boundedness of T R d . Comparing the assumptions of the cases Ω = R d and Ω = R d in Theorem 4.1 we see that T verifies (4.1) only for balls that are either centered on the boundary or lie completely inside Ω (with some safety distance). However, one has to verify (4.1) for T R d for all balls in R d . This bridge is built by the following two lemmas. The purpose of the first lemma is to show that (4.1) is even valid for all balls that have a nontrivial intersection with Ω but whose radius is still restricted by the number R 0 of Theorem 4.1. The purpose of the second lemma is to show that one can replace the number R 0 by an arbitrary other number
holds for all balls B with α 2 B ⊂ B(x 0 , α 2 r) and which are either centered on ∂Ω or satisfy α 2 B ⊂ Ω, then, for each α ∈ (1, α 2 ) there exists a constant C ′ such that
, where C ′ depends on d, α, α 1 , α 2 , p, and C. Furthermore, for ♯(F ) being the number of points in F , we have
Define β := (2 + c)/(5c) and note that β ≥ 1. Using this together with B(y, 5cα 1 r) ⊂ B(x 0 , αr) delivers ≤ β dp
Finally, the choice of β ensures B(x 0 , r) ⊂ B(y, 5cβr) for all y ∈ F . Thus, the supremum becomes larger if we replace βB ′ by arbitrary balls that contain B(x 0 , r). This implies
and concludes the proof.
, α > 1, and p > 2. If there exists a constant C > 0 such that for all x 0 ∈ R d and 0 < r < R 0 the inequality
holds. Then there exists a constant C ′ depending on C, α, R 0 , R ′ 0 , and d such that the same inequality holds for all 0 < r < R ′ 0 with C replaced by C ′ .
Proof.
, and B := B(x 0 , r). Define
It is clear that {B(y, βr)} y∈B covers B. The covering lemma of Vitali yields an at most countable subset F ⊂ B such that the balls {B(y, βr)} y∈F are pairwise disjoint and such that B ⊂ y∈F B(y, 5βr).
Furthermore, since α > 1 we find β ≤ α − 1 and conclude that B(y, βr) ⊂ αB for each y ∈ F . Consequently,
and thus ♯(F ) ≤ (α/β) d . Now, using the covering property of {B(y, 5βr)} y∈F in the first and 5βr < R 0 in the second inequality yields
Next, 5αβ ≤ α − 1 and B(y, (α − 1)r) ⊂ αB imply that the first integral on the right-hand side is controlled by
For the supremum, we first use that 5β ≤ 2 and then, that the arising averages are taken solely on balls that contain B(y, 2r). Since B ⊂ B(y, 2r) for every y ∈ F , the supremum will be larger if it runs over all balls that contain B. Indeed,
We conclude the proof by recalling the bound on ♯(F ). Estimates of type (4.1) and without the second term on the right-hand side are called weak reverse Hölder estimates.
) is a uniformly bounded operator family, we see that if we can verify the assumptions of Theorem 4.1 with uniform constants for every operator in T , the restriction of each operator to
, yielding a uniformly bounded family of operators.
Vector valued weak reverse Hölder estimates
We begin by proving Caccioppoli's inequality for higher-order elliptic systems subject to mixed boundary conditions. The proof is essentially the one of Barton [4, Sec. 3] , with the modification that we not just consider balls, but also the sets U + y,r defined in Remark 2.2 and solutions which locally satisfy
Barton considered only the case λ = 0. As we are now concerned with the proof of Theorem 3.1, we will assume that Ω and D are subject to Assumption 2.1. We will also use λ as a resolvent parameter, so λ ∈ S π−θ , where θ ∈ (ω, π] and ω is such that A is sectorial of angle ω on L 2 (Ω; C N ). Recall that M is the bound for the bi-Lipschitz constants of the homeomorphisms Φ x , see Assumption 2.1. Finally, we agree upon writing Proof. Take a cutoff function ϕ ∈ C ∞ c (R d ) which in cases (1) and (3) is identically one on B(x 0 , sr) and zero on B(x 0 , tr) c and which satisfies
In case (2), take ϕ to be one on U x0,sr and zero on U c x0,tr with estimates Moreover, Leibniz' rule yields numbers c αβ ∈ N with c α0 = c αα = 1 such that
Note that the integration in the first integral on the right-hand side is performed only on [B tr \ B sr ] ∩ Ω since ϕ m is constant on both B sr and B c tr . Next, employing Leipniz' formula one can show that there exist smooth functions ζ αβ such that
|δ|−|α| , where C d,M,m solely depends on d, M , and m. Using (5.1), we derive
Rewriting ∂ β u j ϕ m by using Leibniz' rule reveals
Note that the last term on the right-hand side can be identified with a(ϕ m u, ϕ m u). Summarizing, we find a constant C > 0 depending only on d, N , m, M , and Λ such that
Using the sectoriality of a, see Remark 2.7, as well as λ ∈ S π−θ and π − θ + ω < π, we conclude that there exists a constant C θ,ω depending only on θ and ω such that
holds. By Gårding's inequality, we derive
Next, use Young's inequality to estimate
Choose ε, such that
L 2 (Btr ∩Ω) /2 from the right-hand side onto the left-hand side of the whole inequality. Using that and ϕ = 1 on B sr concludes the proof.
The preceding lemma shows that one can locally control |λ| 1/2 u and ∇ m u in L 2 by the L 2 -norms of all derivatives of order strictly less than m. However, it is desirable to control them solely by u in the L 2 -norm. To prove that, we adapt the proof of Barton [4, Thm. 18] to mixed boundary conditions. For this purpose, we prove the following lemma, which is a generalization of Giaquinta and Martinazzi [11, Lem. 8.18] and is implicitly contained in the proof of Barton.
Lemma 5.2. Let 0 ≤ s 0 < t 0 < ∞ and k ∈ N. Assume that φ : [s 0 , t 0 ] → R is a nonnegative bounded function. Suppose that there exist constants A 1 , . . . , A k > 0, α 1 , . . . , α k > 0, and 0 ≤ ε < 1 such that for all s 0 ≤ s < t ≤ t 0 we have
Then there exists a constant C > 0 depending only on max k i=1 {α i } and ε, such that for all s 0 ≤ s < t ≤ t 0 we have
Proof. Let 0 < τ < 1 to be determined and define
Notice that
Deduce inductively
Rearranging the sums on the right-hand side and using that
Choose τ such that ετ − maxi{αi} < 1 and let n → ∞ to conclude
Now, we are ready to conclude the proof of Caccioppoli's inequality with the sole L 2 -norm of u on the right-hand side. For the reduction of the differentiability on the right-hand side of the inequality in Lemma 5.1, recall that by Gagliardo-Nirenberg's inequality, one can estimate
, for some θ ∈ (0, 1). The term involving ∇ m u L 2 in the norm of u W m,2 can then be controlled by means of the first part of Caccioppoli's inequality, so that only terms of differentiability strictly less than m occur on the right-hand side. Using Young's inequality, we can produce an ε in front of the L 2 -norm of ∇ m−1 u on the right-hand side. This leads to the situation of Lemma 5.2. Due to the implicit dependence of the constants in the Gagliardo-Nirenberg inequality, we have to restrict the size of the parameter s to be away from zero. 
holds.
Proof. We will prove the following claim by induction on k. Note that the initial step of this induction, i.e., k = m, is Lemma 5.1 and that we will successively reduce the value of k. Claim: There exists a constant C > 0 depending at most on d, m, κ, N , M , θ, ω, and Λ, such that for all 1/2 ≤ s < t ≤ 1
First of all, we establish Gagliardo-Nirenberg's inequalities on the sets B αr ∩ Ω with α ∈ [1/2, 1].
As the constant of this inequality may depend on the size of the underlying sets, we rescale the whole situation.
Rescale the function u as u αr :
and recall the cases presented in Lemma 5.1. Having a closer look onto 1 αr (B αr ∩ Ω), we see that in the first case this is just the ball B ([αr] −1 x 0 , 1), which is a Sobolev extension domain of arbitrary order. In the third case, the set
αr Ω. The radius r is chosen such that B(x 0 , r) only hits Dirichlet boundary so that u αr can be identified with its extension by zero to B ([αr] −1 x 0 , 1).
As above B([αr]
−1 x 0 , 1) is a Sobolev extension domain of all orders. Case (2) is more interesting. Here, we have for some
where Φ −1
x,αr is given by
x,αr is a bi-Lipschitz homeomorphism, with biLipschitz constant bounded by M and that the bisected cube Q( 
By linear transformation, we find
Next, let 1/2 ≤ s < τ ≤ t ≤ 1 and apply (5.2) on B sr ∩ Ω as well as the induction hypothesis to the term involving ∇ k+1 u, so that
For some δ > 0, use Young's inequality ab ≤ ϑδ
Next, choose δ subject to the condition Cδ s
Note that δ ≤ 1/(2C), since s ≥ 1/2 and τ − s ≤ 1. Thus,
and, by means of the choice ϑ = 1 k+1 ,
Returning to the estimate of ∇ k u, estimate each s from below by τ − s and use for all terms on the right-hand side of differentiability strictly less than k, that B sr ∩ Ω and B τ r ∩ Ω are contained in B tr ∩ Ω. Put everything together to deduce
Now, we can appeal to Lemma 5.2 by means of the following definitions. Let s 0 := 1/2, t 0 := t, α l := 2(k − (l − 1)),
. It follows that there exists a constant C > 0 (different from the one above but independent of s, τ , r, and t) such that for all
In particular, this holds true for τ = t, so that we conclude the induction step.
The following lemma is a vector-valued and local version of the Sobolev embedding theorem, mentioned in the introduction.
, then there exists a constant C > 0 depending only on p, q, d, N , and M such that We present the most difficult case where dist(x 0 , ∂Ω \ D) ≤ 1/(2M ) and point out changes in the proof for the other cases afterwards. Note that as U
is the bi-Lipschitz image of a set with measure comparable to r d , it holds
with C depending only on d and M . By Remark 2.2 (2), we conclude that |B(x 0 , r) ∩ Ω| ≥ Cr d holds true. Use the triangle inequality to conclude 
where B depends only on d, p, and q. Note that Proposition 2.3 gives
where C > 0 depends only on d and M . By Remark 2.2 (2), we conclude the proof for x 0 ∈ ∂Ω with dist(x 0 , ∂Ω \ D) ≤ 1/(2M ). If B(x 0 , r) ⊂ Ω, we do exactly the same without the extension operator. If x 0 ∈ ∂Ω with dist(x 0 , ∂Ω \ D) > 1/(2M ), we proceed as above with the one exception that in the first inequality below (5.3), we introduce (Eu n ) B(x0,r) instead of (Eu n ) B(x0,r)∩Ω . This has the effect of avoiding the need of an estimate of the form |B(x 0 , r) ∩ Ω| ≥ Cr d , which is not available under the given geometric setup. .
In order to employ Caccioppoli's inequality in the case dist(x 0 , ∂Ω \ D) ≤ 1/(2M ), apply Remark 2.2 (2), which in the current situation reads as [|λ n ||u n |] 
