Abstract. In this study we aim to define a mapping function that relates the general index value among a set of shares to the prices of individual shares. In more general terms this is problem of defining the relationship between multivariate data distributions and a specific source of variation within these distributions where the source of variation in question represents a quantity of interest related to a particular problem domain. In this respect we aim to learn a complex mapping function that can be used for mapping different values of the quantity of interest to typical novel samples of the distribution. In our investigation we compare the performance of standard neural network based methods like Multilayer Perceptrons (MLPs) and Radial Basis Functions (RBFs) as well as Mixture Density Networks (MDNs) and a latent variable method, the General Topographic Mapping (GTM). As a reference benchmark of the prediction accuracy we consider a simple method based on the average values over certain intervals of the quantity of interest that we are trying to isolate (the so called Sample Average (SA) method). According to the results, MLPs and RBFs outperform MDNs and the GTM for this one-to-many mapping problem.
Introduction
In many problems involving the analysis of multivariate data distributions, it is desirable to isolate specific sources of variation within the distribution, where the sources of variation in question represent a quantity of interest related to the specific problem domain. The isolation of different types of variation within a training set enables the generation of synthetic samples of the distribution given the numerical value of a single type of variation (or data dimension). Usually multiple parameters are required to specify a complete sample in a distribution, thus the process of generating a sample given the value of a simple parameter takes the form of one-tomany mapping. In general one-to-many mapping problems are ill-conditioned, requiring the use of dedicated techniques that use prior knowledge in attempting to formulate an optimized mapping function. With our work we aim to investigate the use of different methods for defining a mapping associating a specific source of variation within a distribution and a given representation of this data distribution.
As part of our performance evaluation framework we assess the performance of a number of one-to-many mapping methods in a case study related to the definition of the relationship between the index value of twenty stocks included in the FTSE 100 UK (www.ftse.com/Indices/UK_Indices/index.jsp) and the daily individual stock prices over a three year time period. We implement and test methods that learn the relationship between the daily general index value and the corresponding individual daily stock prices of twenty of the FTSE 100 UK stocks with largest volume that have available data for at least three consecutive years. Once the mapping is learned we attempt to predict the daily stock prices of each share given the value of the general index. This application can be very useful for predicting the prices of individual share prices based on a given value of the daily index.
As part of our experimental evaluation process we investigate the following neural network-based methods: Multilayer Perceptron (MLP) [1] , Radial Basis Functions [2] , Mixture Density Networks (MDN) [3, 4] and the non-linear latent variable method Generative Topographic Mapping (GTM) [5] . As a reference benchmark of the prediction accuracy we consider the values of the predicted variables that correspond to the average values over certain intervals of the quantity of interest that we are trying to isolate (the so called Sample Average (SA) method).
The rest of the paper is organised as follows: in section 2 we present an overview of the relevant literature; in section 3 we describe the case study under investigation, the experiments and give visual and quantitative results and in section 4 we present our conclusions.
Literature Review
There exist well-established neural network methods for solving the mapping approximation problem such as the Multilayer Perceptron (MLP) [1] and Radial Basis Functions (RBF) [2] . The aim of the training in these methods is to minimize a sumof-square error function so that the outputs produced by the trained networks approximate the average of the target data, conditioned on the input vector [3] . It is reported in [4] and [6] , that these conditional averages may not provide complete description of the target variables especially for problems in which the mapping to be learned is multi-valued and the aim is to model the conditional probability distributions of the target variables [4] . In our case despite the fact that we have a multi-valued mapping we aim to model the conditional averages of the target data, conditioned on the input that represents a source of variation within this distribution. The idea is that when we change the value of the parameter representing the source of variation in the allowed range, the mapping that is defined will give typical representation of the target parameters exhibiting the isolated source of variation.
Bishop [3, 4] introduces a new class of neural network models called Mixture Density Networks (MDN), which combine a conventional neural network with a mixture density model. The mixture density networks can represent in theory an arbitrary conditional probability distribution, which provides a complete description of target data conditioned on the input vector and may be used to predict the outputs corresponding to new input vectors. Practical applications of feed forward MLP and MDN to the acoustic-to-articulatory mapping inversion problem are considered in [6] . In this paper, it is reported that the performance of the feed-forward MLP is comparable with results of other inversion methods, but that it is limited to modelling points approximating a unimodal Gaussian. In addition, according to [6] , the MLP does not give an indication of the variance of the distribution of the target points around the conditional average. In the problems considered in [4] and [6] , the modality of the distribution of the target data is known in advance and this is used in selecting the number of the mixture components of the MDN.
Other methods that deal with the problem of mapping inversion and in particular mapping of a space with a smaller dimension to a target space with a higher dimension are based on latent variable models [7] . Latent variables refer to variables that are not directly observed or measured but can be inferred using a mathematical model and the available data from observations. Latent variables are also known as hidden variables or model parameters. The goal of a latent variable model is to find a representation for the distribution of the data in the higher dimensional data space in terms of a number of latent variables forming a smaller dimensional latent variable space. An example of a latent variable model is the well-known factor analysis, which is based on a linear transformation between the latent space and the data space [3] . The Generative Topographic Mapping (GTM) [5] is a non-linear latent variable method using a feed-forward neural network for the mapping of the points in the latent space into the corresponding points in the data space and the parameters of the model are determined using the Expectation-Maximization (EM) algorithm [8] . The practical implementation of the GTM has two potential problems: the dimension of the latent space has to be fixed in advance and the computational cost grows exponentially with the dimension of the latent space [9] .
Density networks [10] are probabilistic models similar to the GTM. The relationship between the latent inputs and the observable data is implemented using a multilayer perceptron and trained by Monte Carlo methods. The density networks have been applied to the problem of modelling a protein family [10] . The biggest disadvantage of the density networks is the use of the computer-intensive sampling Monte Carlo methods, which do no not scale well when the dimensionality is increased.
Even though the problem we consider in this paper bear similarities with the problem of sensitivity analysis with respect to neural networks, there are also distinct differences. In sensitivity analysis the significance of a single input feature to the output of a trained neural network is studied by applying that input, while keeping the rest of the inputs fixed and observing how sensitive the output is to that input feature (see for example [11] and references therein). In the problem investigated in this paper, we do not have a trained neural network, but the index based on the values of 20 stocks. Based on our knowledge of the application, i.e., the index, we isolate a specific source of variation and carry out an one-to-many mapping between that isolated source and the model (which is a multivariate data distribution). More specifically, the model refers to all the 20 stock values. This allows us to analyse the variation of the isolated source within the model.
Experiments and Results
For the experiments related to stock price prediction described in this paper we have used the historical daily prices available at uk.finance.yahoo. stocks have been calculated using the method described in [12] with a starting index point set to 1000.
Experimental methodology
We first train neural network models using the MLP with the scaled conjugate gradient algorithm [13] , the RBF and MDN methods. The inputs for the neural network model are the numerical values of the daily general index value and the output corresponds to the prices of the 20 stocks. In the MLP model, the network has one input node, one hidden layer with hyperbolic tangent (tanh) activation function and an output layer with linear activation function, since the problem we consider is a regression problem. In the case of RBF similarly to the MLP, the input layer has one node, the output layer has linear outputs and the hidden layer consists of nodes (centres) with Gaussian basis functions. The Gaussian basis function centres and their widths are optimised by treating the basis functions as a mixture model and using the Expectation-Maximisation (EM) algorithm for finding these parameters. The number of hidden nodes in the MLP and RBF networks and the learning rate in the MLP network are set empirically. We also set empirically the number of hidden nodes and kernel functions (mixture components) in the MDN model. Theoretically by choosing a mixture model with a sufficient number of kernel functions and a neural network with a sufficient number of hidden units, the MDN can approximate as closely as desired any conditional density. In the case of discrete multi-valued mappings the number of kernel functions should be at least equal to the maximum number of branches of the mapping. We performed experiments using up to 5 kernel functions.
The SA method is applied by calculating the average vectors of the 20 stock prices corresponding to the index value in fifty equal subintervals between 715.1 and 1044.8, which are the minimum and the maximum value of the general index.
We have also carried out an experiment for isolating one latent variable using the GTM. The GTM models consist of an RBF non-linear mapping of the latent space density to a mixture of Gaussians in the data space of parameters (20 stock prices). The models are trained using EM algorithm. After training we use the RBF mapping to obtain the parameters corresponding to several values of the latent variable. We show the variation of the latent variable reflected on the stock prices. Table 1 represents the quantitative results for each method used, expressed as the mean error between actual and predicted stock prices over the considered period of time. Figure 1 illustrates the graphical results for the actual and the model output prices of one of the stocks -ITV obtained with the SA, MLP, RBF, MDN and GTM methods. These graphical results show the variation of the index value reflected on the prices of the this stock.
Results
The graphical and quantitative results corresponding to the SA, MLP and RBF models are comparable. The results obtained with the MDN method did not produce better representation of the data which again can be explained with the large dimensionality of the problem. In the case of the GTM method, although the quantitative results are worse than those obtained with the other methods, the graphical results show that the general trend of the actual prices is captured, demonstrating therefore the potential of the GTM method for modeling the distribution of the stock prices in terms of one latent variable. The mean error = ( i=1,nabs(yi -ai))/n, where yi is the predicted and ai is the actual price of the shares, n is the total number days over which the share prices are predicted. 
Conclusions
In this paper we investigate the use of a number of different techniques in the task of finding the mapping between a specific source of variation within a multivariate data distribution and the multivariate data distribution itself. The source of variation represents a quantity of interest related to a given problem domain. More specifically, we aim to define a mapping function relating the general index value among a set of shares to the prices of individual shares. We look for such mapping which gives a typical representation of the data distribution that exhibits the variation of the specific quantity. In this mapping, the target space has a higher dimension than the input space and for one input value the target output value is not unique. This leads to finding one-to-many multi-valued mapping. More specifically, we investigate several wellknown methods used for solving such problems including MLP, RBF, MDN and GTM.
The results of our experiments demonstrate the potential of using neural networks trained with the MLP and RBF methods for isolating sources of variation and generating typical representations of the corresponding data distributions in the considered case study. With the neural network approach we do not make any assumptions about the mapping function; the neural networks are learning the complex mapping between the desired attributes and the parameters related the specific applications. The quantitative results obtained with the MLP and RBF are similar. The best result is achieved with the MLP method. The graphical results obtained with these methods are also similar. The MLP and RBF methods give the conditional averages of the target data conditioned on the input vectors and as expected they do not give a complete description of the target data reported in [4, 6] . For this problem we are addressing it is sufficient to define a mapping that generates typical samples of the data distribution (and not its entire variance) given specific values of the desired source of variation. This makes our results with the MLP and RBF (which are relatively simple methods, compared to MDN and GTM) not only acceptable but quite good for the type of inversion problems we are addressing, compared to the MLP results for the acoustic-to-articulatory inversion mapping reported in [14] , [6] . For this one-to-many problem considered and also the problem of reconstructing the same spectrum from different spectral line parameters [4] , the entire variance of the distribution is required. It has to be noted also that for the oneto-many problems considered in our paper the training algorithm for the MLP does not have to be modified as suggested by Brouwer [15] , resulting in increased complexity. To the best of our knowledge RBFs have not previously been specifically used for one-to-many problems.
The MDN [3, 4] can give a complete description of the target data conditioned on the input vector provided that the number of mixture components is at least equal to the maximum number of branches of the mapping. The experiments carried out in the considered case study demonstrate that in problems for which the modality of the distribution of the target data is very large and not known, the application of the MDN leads to a large number of mixture components and outputs. Therefore it does not provide the desired type of mapping, which explains the poor results obtained with the MDN method. In particular, these results do not show the desired variation of the quantity of interest in the stock prices case study, they do not show complete representation of the target data space.
The GTM [5] is used to map points in the latent variable interval to points in the target data space and our results with this method actually show this mapping of one latent variable to the corresponding data spaces. It has to be noted though, that in order to isolate a specific source of variation, we need to find all latent variables which leads to a problem that is not computationally feasible [9] . In the stock price case study the isolated latent variable might be a different source of variation and not necessarily the desired index value.
The framework presented in the paper can be potentially useful in various applications involving multivariate distributions. With regards to the stock prices application, it is well established that trends of the general index can be easily predicted, unlike price fluctuations at share level. Therefore the ability to infer individual stock prices based on the general index value can be an invaluable tool for efficient portfolio management and prediction of the behaviour of individual shares.
