Abstract-The parameters of the beam spot produced by the LHC in the ATLAS interaction region are computed online using the ATLAS High Level Trigger (HLT) system. The high rate of triggered events is exploited to make precise measurements of the position, size and orientation of the luminous region in near real-time, as these parameters change significantly even during a single data-taking run. We present the challenges, 
detector resolution effects, measured in situ from the separation of vertices whose tracks have been split into two collections. 
I. INTRODU CTION
A TLA S [1] is a general purpose detector built for collect ing collission data at the Large Hadron Collider (LHC) at CERN [2] . It covers a diversified physics program ranging from discovery physics to precision measurements of the Standard Model parameters and understanding the mechanism of electroweak symmetry breaking. At the design luminosity of 10 34 cm-2 S- l with a center of mass energy of 14 TeV it will produce proton-proton collisions at a bunch crossing rate of 40 MHz. At the time of this writing, the LHC is operating at a reduced center of mass energy of 8 TeV and record luminosities of up to 6.7 X 10 33 cm-2 S- l with an average of more than 30 overlapping interactions per bunch crossing at peak luminosity. The interaction rate must be reduced online by six orders of magnitude in order to extract the physics processes of interest and obtain a final event rate of a few 100 Hz that is manageable in terms of storage space and offline processing, thereby requmng parallel processing on large compute farms. Many criteria employed in the event selection are sensitive to the changes in the transverse and (to lesser extend) longitudinal position and width of the LHC beams also referred to as the "beam spot". To maintain a high event selection performance it is therefore mandatory to update these criteria during data-taking and adjust them to match the current LHC beam conditions. In this note we describe an automatic and almost real-time beam spot feedback system for the ATLA S High-Level Trigger (HLT) and report on the operational experiences with this system during the last two years of data-taking.
II. THE ATLA S DE TEC TOR AND TRIGGER SY STEM
While ATLA S is comprised of several sub-detectors we will only focus here on the two silicon detectors: the Pixel detector and the surrounding Semi-Conductor Tracker (SCT). The Pixel detector consists of over 80 million pixel channels distributed over three barrel layers and three endcap disks on each side providing a hit resolution of CJ r¢ � 10 J.Lill in the plane transverse to the beam axis, and CJ z � 115 J.Lill in the direction of the beams. I The SCT adds four double layers of silicon micro-strips in the barrel and nine endcap disks on each side with a resolution of CJ r¢ � 17 J.Lm and CJ z � 580 J.Lill. Both detectors are used in the HLT for track finding and fitting, with the final vertex resolution being dominated by the Pixel detector. The acceptance range in pseudo-rapidity is 1 1 7 1 < 2 . 5 or a little closer than 10 degrees from the beam axis. Both detectors are immersed in a 2 T solenoidal magnetic field.
The ATLA S trigger system [3] performs the event selection in three stages. The Level-I trigger (LI) uses algorithms implemented on custom hardware boards that process only a subset of the event data coming from the trigger chambers of the muon spectrometer and the calorimeter with coarse granularity. The Central Trigger Processor (CTP, [4] ) combines the trigger information from the different LI subsystems and calculates the final Ll accept decision. The Ll trigger output rate is designed to be approximately 75 kHz, but upgrade able to 100 kHz with a fixed latency of 2.5 J.Ls. For accepted events small localized Regions of Interest (RoI) in pseudo rapidity 1 7 and azimuthal angle ¢ centered around the high PT objects are identified. Each RoI contains the type (electromagnetic, tau, jet or muon) and thresholds passed of the associated high PT candidate object. The RoI information is assembled into partial event fragments by the RoI Builder and passed on to the second level trigger.
After the initial Ll selection, the event data from the various sub-detectors is transferred to memory buffers and waits for a decision to determine if it is assembled into a complete event for the final selection or discarded. This decision is taken in the Level-2 (L2) trigger that analyzes the data using fast algorithms performing the reconstruction of the physics candidates. The L2 trigger is the first stage in the data-acquisition system where one can access the data from the silicon detectors. The average L2 output rate is about 5 kHz with a typical event processing time of 60 ms. The data, after being accepted by L2, are assembled into the full event and delivered to the Event Filter (EF) where algorithms very similar to offline reconstruction make use of the fully detailed detector description and event data. The use of more sophisticated algorithms increases the time to process an event to about one second at current peak luminosities and provides additional rejection power. Together L2 and EF form the High Level Trigger (HLT) that runs on a massively parallel PC farm of currently about 17,000 CPU cores built from Intel dual-socket quad-core "Harpertown" and six-core "Westmere" processors. Each application is configured at the start of the data-taking run via the trigger configuration [5] and conditions database [6] both of which are hosted in an Oracle database server.
In addition to the global Ll accept, the CTP also assigns unique event identifiers to the accepted events. One such identifier is the luminosity block (LB) number that is currently incremented in 60 second intervals during data-taking and represents a period of data-taking with stable luminosity, detector and trigger conditions. If needed, a new LB can be started on demand in case changes to data-taking conditions are performed (e.g. trigger configuration, recovery of detector modules, etc.). The luminosity block number is stored in the CTP data fragment, which in turn is transmitted to the L2 processors via the RoI Builder and to the EF processors via the regular readout path, respectively.
III. BEA M SPOT MEASUREMENT
From the distribution of reconstructed primary vertices the position and size of the beam spot is measured by the beam spot algorithm. To profit from the large statistics (of later rejected) events this algorithm runs at L2. This has important implications for both the CPU time and data request limitations of the beam spot algorithm. In order to reconstruct the primary vertices of an event the entire data from the Pixel and SCT de tectors need to be read out. At current luminosities and pileup conditions this represents about 10% of the total event data and can be achieved at rates up to 15 kHz. This is exploited for special data-taking periods (e.g. LHC Van-der-Meer scans [7] ) that serve as a basis for the luminosity calibration. For regular physics data-taking the beam spot algorithm of course needs to share these resources with the physics triggers and runs at a rate of about 1 kHz, which is sufficient to obtain accurate per-punch beam spot measurements.
Once the primary vertices are reconstructed, projections of the three-dimensional spatial distributions are histogrammed and published every minute by each L2 application. These histograms are then summed ("gathered") across the L2 farm, first at the rack level then at the farm level, and republished into the ATLA S online monitoring system [8] .
This large statistics in the aggregated histograms allows a very precise determinations of all luminous region parame ters. These parameters are extracted via fits to the primary vertex distributions performed in a separate application, the BeamSpotTool. However, in order to measure the luminous size from the observed vertex distributions one has to correct for the intrinsic resolution of the vertex reconstruction. But even with such a first-order correction applied actual luminous widths remain significantly smaller than the observed (or "estimated") ones, i.e. in the transverse x-y-plane where the typical per-vertex uncertainty is of the same order as the size of the beams. This effect is most pronounced at the beginning of the data-taking run during the bootstrapping phase when the resolution correct is still low on statistics. The details of the online resolution correction and the beam spot algorithm implementation can be found elsewhere [9] , [10] .
In order to have a semi-instantaneous measurement of the beam spot as well as a robust measurement to be used in the HLT applications two different averaging intervals are being used. The first extracts the beam spot parameters from the aggregated histograms of five luminosity blocks. These parameters are stored in the conditions database for monitoring purposes and also transmitted to the CERN LHC Control Cen ter where they are visible for instance on this web page [11] . For the purpose of the HLT, where stable and robust estimates are needed, the beam spot parameters are extracted from the sum of the primary vertex histograms across a sliding window of ten luminosity blocks. This latter result is used for the beam spot update in the HLT as described in the following sections.
IV. BEA M SPOT REDIS TRIBU TION
The trigger algorithms that are most sensitive to changes in the luminous region measurement are the b-jet triggers. The b-tagging algorithm employed in these triggers is designed to select events with long-lived b quarks that typically decay at a significant distance away from the primary proton-proton interaction vertex, i.e. a significant distance from the beam spot centroid position. In order to measure the significance of the decay length a precise knowledge of the primary vertex distribution is needed. Hence, any changes or drifts in the luminous region must be fed back to the HLT processors such that the b-jet triggers can maintain a high efficiency and purity for selecting real b decays amongst the overwhelming rate of light quark and gluon jets originating from the primary vertex itself (for details of this effect, see section 6.7 of [3] ). Since the selection efficiency depends so strongly on the knowledge of the correct beam spot, the b-jet triggers are disabled until the first beam spot measurement has been propagated to the HLT nodes. In the following sections we describe the individual components of the beam spot feedback system.
A. Conditions Database
The ATLA S conditions database [6] stores time varying configuration and calibration data for the reconstruction of detector data. It is used for online reconstruction in the HLT as well as offline reconstruction. Conditions data are organized in folders and each data object has an interval of validity (lOV) assigned to it. The IOV is either a time-interval or a runlLB range. For HLT purposes IOVs are typically open-ended, i.e. the conditions data are valid until an update is performed. In the HLT processes a dedicated software component (the IOVDbSvc) provides the interface to the conditions database and ensures that always the appropriate conditions data are available for the currently processed event. The IOVDbSvc also provides an application-level caching mechanism to avoid duplicate database accesses for already loaded conditions data.
B. Database Proxies
The online conditions database is accessed by several thou sand HLT applications at approximately the same time. This is true both for the initial configuration of the system as well as for the beam spot updates, which have to happen on sharp time-boundaries to ensure a consistent configuration of the farm. What makes this possible is a specifically designed database infrastructure that is comprised of a special server, called the CORAL (Common Relational Abstraction Layer) Server, and a set of caching and multiplexing proxies [12] . The proxies are arranged in a hierarchical structure that mirrors the segmentation of the hardware into nodes and racks. With the help of the CORAL proxies, the HLT clients can retrieve a new set of beam spot parameters from the conditions database in an average time of just a few milliseconds -fast enough not to exceed the maximum allowed and even fit within the average event processing time of around 60 ms in L2 and negligible in the Event Filter. Figure 1 shows the time required by the L2 applications to load an updated beam spot parameters from the conditions database. The time is measured locally on each application between the reception of the update notification and the successful retrieval of the beam spot parameters from the conditions database via the proxy hierarchy.
C. Update Criteria
A new set of beam spot parameters is repeatedly extracted from the primary vertex histograms as described in section III. But only if the new parameters differ significantly from the ones currently in use by the HLT (nominal parameters) the beam spot update initiated. This is done if one of the following four criteria is met:
(a) a change in the position by 10% or more of the corre sponding width with a two sigma significance; (b) a change in either of the widths by 10% or more with a two sigma significance; (c) a reduction in any of the measurement uncertainties by 50% or more; (d) a valid beam spot has been measured and the currently used beam spot is marked as invalid.
A beam spot is defined as valid if the fits to the vertex distributions converge. At the beginning of an LHC fill the last valid beam spot from the previous fill is being copied but marked as invalid. This allows algorithms that only depend on an approximate knowledge of the beam spot to function correctly and algorithms depending strongly on the correct beam spot parameters to skip processing these events until a valid beam spot has been measured. Figure 2 shows these update criteria at work during one of the LHC fills. The three plots show the x, y and z position of the luminous region versus the luminosity block number. The black dots are the result of the live monitoring of the beam spot position. The red squares show the beam spot position in use by the HLT applications. The green band represents the update criteria relevant for the variable shown, i.e. if the position changes by 10% or more of the corresponding estimated width. It can clearly be seen that once the current beam spot position leaves the "allowed" band, a beam spot update is being triggered. Note however that some of the beam spot updates in these plots are due to changes in other variables and their respective update criteria. The dip in the y-position at the beginning of the fill is currently under investigation and is possibly related to thermal effects in the inner detector itself. Figure 3 shows the equivalent for the estimated luminous width. It is worth noting that due to the first-order online resolution correction the actual width of the luminous region is smaller than the one shown here. The initial decrease of the luminous width in the transverse x-y plane is due to the bootstrapping procedure of the resolution correction. The sub sequent increase of the width is caused by the increase in beam emittance during the fill. The first effect is not seen in the longitudinal direction because of the much larger beam size compared to the resolution correction.
D. Update Notification
Once a new beam spot is available in the conditions database the HLT processors need to be notified in order for them to load the updated parameters. The notification mechanism If the position changes by more than 10% of the estimated luminous width; or the estimated luminous width changes by more than 10%; or the errors on these quantities decrease by more than 50% a beam spot update on the HLT farm is performed (red squares). The update is performed with a delay of about two luminosity blocks with respect to the current measurement. The green band indicates one of the update criteria, i.e. if the position changes by more than 10% of the estimated luminous width. The dip in the y-position at the beginning of the fill is currently under investigation and is possibly related to thermal effects.
needs to be reliable, reproducible and ensure an absolute synchronization across the entire HLT farm. The following requirements have to be fulfilled by the notification mecha nism:
(a) All events of a given luminosity block need to be pro cessed with the same beam spot parameters. (b) Individual HLT applications might never see an event from the luminosity block N at which the beam spot update was initiated. It has to be ensured that the beam spot update is performed for all events with LB ?: N. This is similar to (b) and requires that applications perform a beam spot retrieval even if the original notification has been missed. (e) The beam spot update needs to be synchronized with the continuous increase of the luminosity block number to ensure that the update is only requested for future luminosity blocks and not for luminosity blocks of events that are already buffered somewhere in the system.
Considering the above, the most appropriate update mecha nism is to embed the notification into the event data itself via the CTP fragment. The CTP fragment was chosen because it is guaranteed to be present in every event processed by L2 Time-evolution of the estimated luminous width in x (top), y (middle) and z (bottom) by measuring the width of the vertex distribution in the High Level Trigger (HLT) and applying a first-order resolution correction. The black dots are the current estimated luminous width measured in five minute intervals. If the position changes by more than 10% of the estimated luminous width; or the estimated luminous width changes by more than 10%; or the errors on these quantities change by more than 50% a beam spot update on the HLT farm is performed (red squares). The update is performed with a delay of about two luminosity blocks with respect to the current measurement The green band indicates one of the update criteria, i.e. if the estimated luminous width changes by more than 10% of the nominal estimated luminous width. The initial decrease of the luminous width is due to the bootstrapping procedure of the resolution correction. The sub-sequent increase of the width is caused by the increase in beam emittance during the fill. and the fact that the CTP itself also controls the periodic increase of the luminosity block number. A simple format for the update notification was chosen, consisting of a list of luminosity block and folder index tuples: [(LB, ID), ... J, where LB is the (16 bit) luminosity block number of the beam spot update and ID is a (16 bit) conditions folder index used to identify which conditions data should be re-loaded by the HLT application. The latter makes this mechanism extensible to other conditions data and is an improvement over what has been previously shown in [13] . It is worth noting that only one tuple per folder index, corresponding to the last update, is kept in the event data. 2 
E. Beam Spot Update
In summary, a beam spot update on the HLT farm proceeds in the following steps: 1) Vertex distributions are accumulated, published, gathered and the luminous region parameters are extracted via fits. 2) If a significant change is observed, the BeamSpotTool notifies the CTP that a beam spot update is requested. 3) The CTP initiates the writing of the new parameters to the conditions database with an interval of validity starting from LB N + 2, N being the current luminosity block, and valid to infinity (N +2 is chosen to avoid any possible race conditions). 4) If the new beam spot was stored successfully in the conditions database the notification field in the CTP fragment is updated with the beam spot folder index and LB = N +2 .
5)
On receiving an event, the HLT applications check the CTP fragment and if an update notification is detected for the current luminosity block initiate a reload of the beam spot folder from the conditions database.
It is crucial that steps 3) and 4) are carried out in one transaction to ensure that for each update in the conditions database the notification flags are set properly. In addition, requests for luminosity block increases have to be vetoed during this time to ensure that no events with an LB = N + 2 arrive at the HLT processors before the update notification has been set correctly. In case the writing to the database fails in step 3), the CTP rejects the request for a beam spot update and an error is being reported.
V. OPERATIONAL EXPERIENCES
The automatic beam spot update mechanism is successfully running in the ATLA S HLT since the beginning of 2011 after a period of commissioning where the beam spot updates where initiated manually. In the following we have collected some operational statistics from the 2011 and 2012 proton-proton running (the beam spot infrastructure was also running during heavy ion collisions but due to the extremely busy events the update characteristics are entirely different and hence excluded in the following figures). Figure 4 shows the number of luminosity blocks between the start of physics data-taking and the time when the first valid beam spot is made available on the HLT farm. As can be seen from the distribution this usually occurs after five luminosity blocks or equivalently five minutes of data-taking. As a reminder, the b-tagging algorithms require a valid beam spot and do not process any events before the first beam spot update. It is therefore crucial that the first valid beam spot is made available as soon as possible to the HLT farm. The tails in the distribution are due to runs with general data-taking problems when not enough statistics could be collected in the first luminosity blocks. It is also interesting to see how many beam spot updates are performed for a regular data-taking run. Figure 5 shows that on average about 5-6 beam spot updates are executed during the course of a run. On the other side, as presented in Fig. 6 most of these updates occur towards the beginning of the fill for several reasons: the luminous region itself is still changing while the LHC is adjusting the orbit in the interaction region to achieve maximum luminosity; the observed luminous width is changing while the boot-strapping procedure for the resolution correction is converging; and there might be purely instrumental effects that cause an adiabatic change of the beam spot at the beginning of the fill as described earlier.
VI. CONCLUSIONS
The ATLA S High Level Trigger is ideally suited for the re construction of the luminous region in the ATLA S interaction point. Running the beam spot algorithm in L2 gives access to a huge sample of events that are mostly rejected further downstream in the trigger system and makes this measurement precise but also challenging. The beam spot parameters are used in the online monitoring of the luminous region by both ATLA S and the LHC as well as in the trigger algorithms themselves. The latter required the development of a complex and almost real-time automatic feedback system that allows to distribute the current beam spot parameters to thousands of HLT applications at the same time and without affecting data taking. The implementation shown here has proved to be very reliable and can readily be used for other conditions updates.
