Abstract
Introduction
Large-scale distributed systems such as cloud computing systems and stream-processing systems allow multiple applications to be deployed over different sets of hosts. These systems pose interesting challenges for monitoring the functioning of both systems and applications running on them. We refer to the task of continuously monitoring the state of applications deployed on such systems as application state monitoring, which is essential for the observation, analysis and control of these systems and the long running applications they host.
Application state monitoring requires continuously monitoring and collecting performance attribute values, such as CPU-usage, memory-usage, data rate, packet size distribution, and any number of custom attributes at the application level. In many cases, it is useful to collect detailed performance attributes at a controlled collection frequency. For instance, fine-grained performance characterization information is required to construct various system models and to test hypotheses on system behavior. Similarly, the datarate and buffer occupancy in each element of a distributed application may be required for diagnosis purposes when there is a perceived bottleneck. As the scale of the system, application and monitoring tasks increases, the cost of state monitoring and attribute collection can become prohibitive. A large body of research addresses the design of distributed monitoring systems and has mainly focused on executing single monitoring tasks efficiently (TAG [1] , SDIMS [2] , PIER [3] , approximate quantiles [4] , [5] , join aggregations [6] , REED [7] , operator placement [8] ). These approaches use either static monitoring trees [9] , [8] , where a pre-constructed tree is used for all monitoring tasks across all applications, or construct trees for individual monitoring tasks independently [3] .
We argue that these approaches suffer from two major drawbacks. Firstly, performing multiple application state monitoring tasks using either a pre-constructed single monitoring tree or constructing one state monitoring tree for each application may result in sub-optimal monitoring plan. For example, if two tasks are performed over the same set of nodes, using one monitoring tree for monitoring data transmission is more efficient than using two, as nodes can merge updates for both tasks and reduces per-message processing overhead. While finding an optimal monitoring network becomes much more complicated as the system scale, the monitoring scale, and the duration of monitoring increase, it is critical for the monitoring scalability.
Secondly, these approaches fail to consider node level resource constraints in the construction of state monitoring trees, and thus, suffer from node overload and consequently serious monitoring data loss. This problem gets worse in application state monitoring, as the collecting of individual attribute values from different nodes in large scale dis-tributed systems demands considerable resources and nodes may dedicate most of their capacities for application hosting. Without considering resource constraints in state monitoring planning, these approaches may cause certain nodes to be assigned with excessive monitoring workload, leading undesirable performance degradation. Thus, we envision that application state monitoring in large scale distributed systems should be scalable, efficient, and resource-aware.
In this paper, we argue that a careful planning of multiple application state monitoring tasks by jointly considering multi-task optimization and resource-constrained monitoring tree construction can provide significant gains in performance and scalability. We present REMO, a resource-aware application state monitoring system, which produces a forest of optimized monitoring trees through iterations of two procedures. One procedure explores opportunities for sharing per-message processing overhead based on performance estimation. The other procedure refines the monitoring plan produced in the previous procedure by building monitoring trees with a resource sensitive tree construction algorithm.
We undertake an experimental study of our system and present results including those gathered by deploying REMO on a BlueGene/P rack (using 256 nodes booted into Linux) running IBMs large-scale distributed streaming systemSystem S. The results show that our resource-aware approach for application state monitoring consistently outperforms the current best known schemes for multiple application state monitoring. For instance, in our experiments with a real application that spanned up to 200 nodes and about as many monitoring tasks, using REMO to collect attributes resulted in a 35%-45% reduction in the percentage error of the attributes that were collected.
This Figure 1 illustrates the architecture of our REMO system. The task manager takes state monitoring tasks and removes duplication among application state monitoring tasks. These de-duplicated tasks are then feed to the management core, Definition 1: A monitoring task t = (A t , N t ) is a pair of sets, where A t ⊆ i∈Nt A i is a set of attributes and N t ⊆ N is a set of nodes. In addition, t can also be represented as a list of node-attribute pairs (i, j), where i ∈ N t , j ∈ A t .
System Overview
As such systems run multiple applications simultaneously and may monitor many facets of an application, more often than not, different monitoring tasks may share duplicated monitored attributes. For instance, monitoring tasks t 1 = ({cpu utilization}, {a, b}) and t 2 = ({cpu utilization}, {b, c}) have duplicated monitored attribute cpu utilization on node b. With such duplication, node b has to send cpu utilization information twice for each update, which is clearly unnecessary. Therefore, given a set of monitoring tasks, the task manager transforms this set of tasks into a list of node-attribute pairs and eliminates all duplicated nodeattribute pairs. For instance, t 1 and t 2 are equivalent to the list {a-cpu utilization, b-cpu utilization} and {b-cpu utilization, c-cpu utilization} respectively. In this case, node-attribute pair {b-cpu utilization} is duplicated, and thus, is eliminated from the output of the task manager.
Given a list of node-attribute pairs, the monitoring planner organizes associated nodes into a forest of monitoring trees, each of which collects values for a set of attributes. One monitoring node may connect to multiple trees (as shown in Figure 1 and 3(c) For simplicity, we assume all attributes are of the same size a and it is straightforward to extend our work to support attributes with different sizes. Each node i, the central node or a monitoring node, has a capacity b i (also referred to as the resource constraint of node i) for receiving and transmitting monitoring data. In addition, each message transmitted in the system is associated with a per-message overhead C, and, correspondingly, the cost of transmitting a message with x values is C + ax.
In our setting, we characterize the per-message overhead as processing overhead. Figure 2 shows how significant the per-message processing overhead is. The measurements were performed on a BlueGene/P node which has a 4-core 850MHz PowerPC processor. The figure shows an example monitoring task where nodes are configured in a star network where each node periodically transmits a single fixed small message to a root node. The CPU utilization of the root node grows roughly linearly from around 6% for 16 nodes (the root receives 16 messages periodically) to around 68% for 256 nodes (the root receives 256 messages periodically). Note that this increased overhead is due to the increased number of messages at the root node and not due to the increase in the total size of messages. The cost incurred to receive a single small message of size a is around 0.2% while the cost incurred to receive a single message of size 256a is still around 1.4% (see Figure 2) . In other scenarios, the per-message overhead could be transmission or protocol overhead. For instance, a typical monitoring message delivered via TCP/IP protocol has a message header of at least 78 bytes not including application-specific headers, while an integer monitoring data is just 4 bytes.
Challenges in Monitoring Planning
From the users' perspective, monitoring results should be as accurate as possible, suggesting that the underlying monitoring network should maximize the number of nodeattribute pairs received at the central node. In addition, such a monitoring network should not cause the excessive use of resource at any node. Accordingly, we define the monitoring planning problem (MP) as follows:
Problem Statement 1: Given a set of node-attribute pairs for monitoring
, and resource constraint b i for each associated node, find a parent f (i, j), ∀i, j, where j ∈ A i such that node i forwards attribute j to node f (i, j) that maximizes the total number of node-attribute pairs received at the central node and the resource demand of node i,
NP-completeness. When restricting all nodes to only monitor the same attribute j, we obtain a special case of the monitoring planning problem where each node has at most one attribute to monitor. As shown by [10] , this special case is a NP-complete problem. Consequently, the MP is a NP-Complete problem, since each instance of MP can be restricted to this special case. Therefore, in REMO, we primarily focus on efficient approaches that can deliver reasonably good monitoring plans.
We now use some intuitive examples to illustrate the challenges and key questions that need to be addressed in designing a resource-aware monitoring planner. Consider examples in Figure 3 , where we have 6 monitoring nodes in the system and each monitors a set of attributes indicated by alphabets on nodes. Example (a) shows a widely used topology in which every nodes send their updates directly to the central node. This topology, however, has poor scalability, because it requires the central node to have a large amount of resources to account for per-message overhead. Example (b) organizes all nodes in a single tree which delivers updates for all attributes. While this topology reduces the resource consumption at the central node, the root node has to relay all node-attribute pairs, and again faces scalability issues due to limited resources. These two examples suggest that achieving certain degree of load balancing is critical.
Unfortunately, load balance alone does not lead to a good monitoring plan. In example (c), to balance the traffic among nodes, the central node uses three trees, each of which delivers only one attribute, and thus achieves a more balanced workload among nodes compared with example (b). However, since each node monitors at least two attributes, nodes have to send out multiple update messages instead of one as in example (a). Due to per-message overhead, this plan leads to higher resource consumption at almost every node. As a result, certain nodes may fail to deliver all updates and less resources are left for additional tasks.
The above examples reveal two fundamental aspects of the monitoring planning problem:
• How to determine the number of monitoring trees and the set of attributes on each? This is a non-trivial problem. Example (d) shows a topology which uses one tree to deliver attribute a,b and another tree to deliver attribute c. It introduces less per-message overhead compared with example (c) and is a more load-balanced solution compared with example (b).
• How to determine the topology of each monitoring tree under node level resource constraints? Constructing monitoring trees subject to resource constraints at nodes is also a non-trivial problem and the choice of topology can significantly impact the resource usage on the participating nodes. Example (e) shows three different trees. The star topology (upper left), while introduces the least relaying cost, causes significant per-message overhead at its root. The chain topology (upper right), on the contrary, distributes the per-message overhead among all nodes, but causes the most relaying cost. A "mixed" tree (bottom) might achieve a good trade-off between relaying cost and per-message overhead, but it is difficult to determine its optimal topology.
The REMO Approach
The REMO approach promotes the resource aware multitask optimization framework, consisting of a two phase iterative process and a suite of multi-task optimization techniques. At a high level, REMO operates as a guided local search approach, which starts with an initial monitoring network composed of multiple independently constructed monitoring trees, and iteratively optimizes the monitoring network until no further improvements are possible. When exploring various optimization directions, REMO employs cost estimation to guides subsequent improvement so that the search space can be restricted to a small size. This guiding feature is essential for the scalability of REMO.
Concretely, during each iteration, REMO first runs a partition augmentation procedure which generates a list of most promising candidate augmentations for improving the current distribution of monitoring workload among monitoring trees. While the total number of candidate augmentations is very large, this procedure can trim down the size of the candidate list by selecting the most promising ones through cost estimation. Given the generated candidate augmentation list, the resource-aware evaluation procedure further refines candidate augmentations by building monitoring trees accordingly with resource-aware tree construction algorithm.
Partition Augmentation
The partition augmentation procedure is designed to produce the attribute partitions that can potentially reduce permessage processing cost through a guided iterative process. These attribute partitions determine the number of monitoring trees in the forest and the set of attributes each tree delivers. To better understand the design principles of our approach, we first briefly describe two simple but essentially the-state-of-the-art schemes in multi-task monitoring.
Recall that among example schemes in Figure 3 , one scheme (example (c)) delivers each attribute in a separate tree, and the other scheme (example (b)) uses a single tree to deliver updates for all attributes. We refer to these two schemes as the Singleton-set partition scheme (SP) and the One-set partition (OP) scheme respectively. We use the term "partition" because these schemes partition the set of monitored attributes into a number of non-overlapping subsets and assign each subsets to a monitoring tree.
Singleton-Set Partition (SP). Specifically, given a set of attributes A for collecting, singleton-set partition scheme divides A into |A| subsets, each of which contains a distinct attribute in A. Thus, if a node monitors m attributes, it is associated with m trees. This scheme is widely used in previous work, e.g. PIER [3] , which constructs a routing tree for each attribute collection. While this scheme provides the most balanced load among trees, it is not efficient as nodes pays high cost in per-message overhead.
One-Set Partition (OP). The one-set partition scheme uses the set A as the only partitioned set. This scheme is also used in a number of previous work [9] , [8] . Using OP, each node can send just one message which includes all the attribute values, and thus, saves per-message overhead. Nevertheless, since the size of each message is larger compared with messages associated with SP, the corresponding collecting tree can not grow very large.
Exploring Partition Augmentations
REMO seeks a middle ground between these extreme solutions -one where nodes pay lower per-message over compared to SP while being more load-balanced and consequently more scalable than OP. Our partition augmentation scheme explores possible augmentations to a given attribute partition P by searching for all partitions that are close to P in the sense that the resulting partition can be created by modifying P with certain predefined operations.
We first define two basic operations for modifying attribute set partitions. Given two attribute sets A Definition 2: For an attribute set partition P , we say partition P is a neighboring solution of P if and only if either ∃A
Guided Partition Augmentation. Exploring and evaluate all neighboring augmentations of a given partition is practically infeasible, since the evaluation involves constructing resource-constrained monitoring trees. To mitigate this problem, we use a guided partition augmentation scheme which greatly reduces searching space. The basic idea is to rank candidate partitions according to the estimated cost reduction that would result from using the new partition, as a partition that provides a large cost reduction will likely free up more capacity for aggregating attribute value pairs. Following this, we evaluate neighboring partitions in the decreased order of their estimated capacity-reduction so that we can find a good augmentation without evaluating all candidates.
To estimate the gain of a candidate augmentation, we first need to understand how the resource consumption would change after applying an augmentation m. Change in the total resource consumption resulting from an augmentation m can be contributed by the change in the relay cost and that in the per-message overhead cost, as m may change the number of trees and the structure of trees. Let g(m) be the overall reduction in resource consumption of an augmentation m, Δc p (m) be the estimated difference in overhead cost due to m and Δc r (m) be the estimated difference in relay cost due to m. We have g(m) = Δc p (m) + Δc r (m).
We estimate g(m) assuming that following an augmentation, the tree construction procedure is able to assign all the attribute-value pairs that were in the affected partitions using a star topology. Assuming a topology is necessary to be able to estimate Δc r (m). Recall that C is the per-message overhead and a is the cost of a message of unit size. Also let N Ai denote the number of nodes associated with attribute set A i . We then have:
Intuitively, when we merge two attribute sets, the permessage overhead reduces as nodes associated with both sets send fewer messages for an update. However, the corresponding relaying cost may increase as the merged tree may be higher than the previous two trees, which makes messages travel more hops to reach the root. On the contrary, when we split an attribute set, the per-message overhead increases and the relaying cost decreases. The above equations capture these two changes and make the estimation possible. This guided local-search heuristic is essential to ensure the practicality of our scheme.
Resource-aware Evaluation
To evaluate the objective function for a given candidate partition augmentation m, the resource-aware evaluation examines m by constructing trees for nodes affected by m and measures the the number of node-attribute pairs that can be collected using these trees. This procedure primarily involves two tasks. One is constructing a tree for a given set of nodes without exceeding resource constraints at any node. The other is for a node connected to multiple trees to allocate its resources to different trees.
Tree Construction
The tree construction procedure constructs a collection tree for a given set of nodes D such that no node exceeds its resource constraints while trying to include as many nodes as possible into the constructed tree. Formally, we define the tree construction problem as follows:
Problem Statement 2: Given a set of n nodes, each has x i attributes to monitor, and resource constraint b i , find a parent p(i), ∀i, so that the number of nodes in the constructed tree is maximized subject to the following constraints where u i is the resource consumed at node i for sending update messages to its parent: 1) For any node i in the tree, p(j)=i u j + u i ≤ b i 2) Let y i be the number of all attribute values transmitted by node i. We have
The first constraint requires that the resource spent on node i for sending and receiving updates should not exceed its resource constraint b i 1 . The second constraint requires a node to deliver its local monitored values as well as values received from its children. The last constraint states that the cost of processing an outgoing message is the combination of per-message overhead and value processing cost. The tree construction problem, however, is also NP-Complete [10] and we present heuristics for the tree-construction problem.
We first discuss two simple tree construction heuristics: Star. This scheme forms "star"-like trees by giving priority to increasing the breadth of the tree. Specifically, it adds nodes into the constructed tree in the order of decreased available capacity, and attaches a new node to 1 . In our setting, processing an outgoing message consumes the same amount of resource as processing the same message as an incoming one the node with the lowest height and sufficient available capacity, until no such nodes exist. STAR creates bushy trees and consequently pays low relay cost. However, due to large node degrees, the root suffers from high per-message overhead, and thus, the tree can not grow very large.
Chain. This scheme gives priority to increasing the height of the tree, and constructs "chain"-like trees. CHAIN adds nodes to the tree in the same way as STAR does except that it tries to attach nodes to the node with the highest height and sufficient available capacity. CHAIN creates long trees that achieve good load balance, but due to the number of hops each message has to travel to reach the root, most nodes pay a high relay cost.
STAR and CHAIN reveal two conflicting factors in tree construction -efficiency and scalability. Minimizing tree height achieves efficiency, i.e. minimum relay cost, but causes poor scalability, i.e. small tree size. On the other hand, maximizing tree height achieves good scalability, but degrades efficiency. The adaptive tree construction scheme seeks a middle-ground between the STAR and CHAIN procedures. It tries to minimize the total resource consumption, and can trade off per-message overhead for relay cost, and vice versa, if it accommodates more nodes by doing so.
The adaptive tree construction scheme frequently uses the following two concepts: Given a set of nodes N for tree construction and the corresponding tree T which contains a nodes set N ⊂ N , we say T is saturated if no more nodes d ∈ (N − N ) can be added to T without causing violation of resource constraint for at least one node in T . We refer to nodes whose resource constraint would be violated if d ∈ (N − N ) is added to T as congested nodes.
The adaptive tree construction scheme iteratively invokes two procedures, the construction procedure and the adjusting procedure. The construction procedure runs the STAR scheme which attaches new nodes to low level existing tree nodes. STAR causes the capacity consumption at low level nodes to be much heavier than that at other nodes. Thus, as low level tree nodes become congested (a saturated tree), the construction procedure terminates and returns all congested nodes. The scheme then invokes the adjusting procedure, which tries to relieve the workload of low level nodes by reducing the degree of these nodes and increasing the height of the tree(similar to CHAIN). As a result, the adjusting procedure reduces congested nodes and makes a saturated tree unsaturated. The scheme then repeats the constructingadjusting iteration until no more nodes can be added to the tree. For details of the adjusting procedure and resource allocation for nodes participated in multiple trees, we refer interested readers to our technical report [11] .
Experimental Evaluation
We undertake an experimental study of REMO and present results including those gathered by deploying REMO on a BlueGene/P rack running IBM's large-scale distributed streaming system -System S. We first characterize our partition augmentation and tree construction schemes using synthetic data, and then validate the performance of our system through real system experiments. Synthetic Dataset Experiments. We assign a random subset of attributes to each node in the system. We generate monitoring tasks by randomly selecting |A t | attributes and |N t | nodes with uniform distribution, for a given size of attribute set A and node set N . We also classify monitoring tasks into two categories -1) small-scale ones for a small set of attributes from a small set of nodes, and 2) large-scale ones that either involves many nodes or many attributes.
Real System Experiments. By deploying REMO in System S, a large-scale distributed stream processing middleware, we show that the error in attribute value observations (due to either stale or dropped attribute values caused by insufficient node resources) introduced by REMO is small.
Result Analysis
We present a small subset of our experimental results to highlight the following observations amongst others:
• REMO can collect a larger fraction of node-attribute pairs to server tasks presented to the system compared to simple heuristics (which are essentially the state-ofthe-art). REMO adapts to task and system characteristics, and outperforms each of these simple heuristics.
• In a real application scenario, REMO also significantly reduces percentage error in the observed values of the node-attribute pairs required by monitoring tasks when compared to simple heuristics. Varying the scale and number of monitoring tasks. Figure 4 compares the performance of different attribute set partition schemes under different workload characteristics. In Figure 4 (a), where we increase the number of at- tributes |A t | in monitoring tasks, our partition augmentation scheme(REMO) performs consistently better than singletonset(SINGLETON-SET) and one-set(ONE-SET) schemes. In addition, ONE-SET outperforms SINGLETON-SET when |A t | is relatively small. As each node sends only one message which includes all its own attributes and those received from its children, ONE-SET causes the minimum per-message overhead. However, when |A t | increases, the capacity demand of low level nodes, i.e. nodes close to the root, increases significantly, which limits the size of the tree and causes poor performance. In Figure 4 (b), where we set |A t | = 100 and increase |N t | to create extremely heavy workloads, REMO gradually converges to SINGLETON-SET, as SINGLETON-SET provides the best load balance which results in the best performance in this case. We observe similar results in Figure 4 (c) and 4(d), where we increase the total number of small-scale and large-scale monitoring tasks respectively. Varying nodes in the system. Figure 5 shows the performance of different attribute set partition schemes under different system characteristics. In Figure 5 (a) and 5(b), where we increase the number of nodes in the system given small and large scale monitoring tasks respectively, we can see SINGLETON-SET is better for large-scale tasks while ONE-SET is better for small-scale tasks, and REMO performs much better than them in both cases, around 90% extra collected node-attribute pairs.
Varying per-message processing overhead. To study the impact of per-message overhead, we vary the C/a ratio under both small and large scale monitoring tasks in Figure 5 (c) and 5(d). As expected, increased per-message overhead hits the SINGLETON-SET scheme hard since it constructs a large number of trees and, consequently, incurs the largest overhead cost while the performance of the ONE-SET scheme which constructs just a single tree degrades more gracefully. However, having a single tree is not the best solution as shown by REMO which outperforms both schemes as C/a increases. Comparison of tree-construction schemes. In Figure  6 , we study the performance of different tree construction schemes under different workloads and system characteristics. Our comparison also includes a new scheme, namely MAX AVB, a heuristic scheme used in TMON [10] which attaches new nodes to the existing node with the most available capacity. While we vary different workloads and system characteristics in the four figures, our adaptive tree construction scheme(ADAPTIVE) always performs the best. Among all the other tree construction schemes, STAR performs well when workload is heavy, as suggested by Figure 6 (a) and 6(b). This is because STAR builds trees with minimum height, and thus, avoids paying considerable cost for relaying given heavy workloads. CHAIN performs the worst in almost all cases. While CHAIN provides good load balance by distributing per-message overhead in CHAIN-like trees, nodes have to pay high cost for relaying, especially when workloads are heavy. MAX AVB scheme outperforms both STAR and CHAIN given small workload, as it avoids over stretching a tree in breadth or height by growing trees from nodes with the most available capacity. However, its performance quickly degrades with increasing workload due to relaying cost. Real-world performance. To evaluate the performance of REMO in a real world application. we measure the average percentage error of received attribute values for synthetically generated tasks. Specifically, we measure average percentage error between the snapshot of values observed by our scheme and compare it to the snapshot of "actual" values (that can be obtained by combining local log files at the end of the experiment). This experiment consisted of over 200 processes deployed across 200 System S nodes, with 30-50 attributes to be monitored on each node, on a BlueGene/P cluster. Figures 7(a) compares the achieved percentage error between different partition schemes given increasing nodes. The figure shows that our partition augmentation scheme in REMO outperforms the other partition schemes. The percentage error achieved by REMO is around 30%-50% less than that achieved by SINGLETON-SET and ONE-SET. Interestingly, the percentage error achieved by REMO clearly reduces when the number of nodes in the system increases. The reason is that as nodes increases, monitoring tasks are more sparsely distributed among nodes. Thus, each message is relatively smaller and each node can have more children, which reduces the percentage error caused by latency. REMO gains significant error reduction compared with other tree construction schemes in Figure 7 (b).
Related Work
Much early work on distributed query systems mainly focuses on executing single queries efficiently. As our work study multiple queries, we omit discussing these work. In addition, research on processing multiple queries on a centralized data stream [12] , [13] , [14] , [15] is not directly related with our work either, as we study distributed streaming where inter-node communication is of concern.
A large body of work studies query optimization and processing for distributed databases (see [16] for a survey). Our problem is fundamentally different as nodes in our problem are capacity constrained. There are also much work on multiquery optimization for continuous aggregation queries over physically distributed data streams [15] , [17] , [18] , [19] , [20] , [21] , [12] , [13] , [14] . These schemes assume routing trees are provided as part of the input, which may not be true for certain scenarios. REMO is able to choose optimal routing trees from many possible ones based on multi-task optimization and resource constraints.
Recently, several work [22] , [3] studies efficient data collection mechanisms. However, these work does not consider node level resource limitation and per-message overhead as we did, which may limit its applicability
Conclusion
We have presented REMO, a resource-aware multi-task optimization framework for scaling application state monitoring in large scale distributed systems. Our approach optimizes monitoring by balancing communication efficiency and scalability of the monitoring network. The unique contribution of REMO is the techniques for generating monitoring forests that optimize multiple tasks and, at the same time, balances node level resource consumption. We evaluate REMO through extensive experiments including deploying REMO in a real-world stream processing application hosted on BlueGene/P. The results show that REMO significantly and consistently outperforms existing approaches. As part of our future work, we plan on implementing extensions such as in-network aggregation and alternate routing.
