Black-box identification of MIMO transfer functions: asymptotic properties of prediction error models / by
For the disturbance, the most common approach is to assume that vet) is the output vector of a stable filter driven by a white noise vector vet) = H(q)e(t) 
The problem of identification is to estimate an approximatE! estimation model of the system model above from observed input-output data. We denote the data sequence by ZN
where N is called sample number of the data sequence.
If we have parametrized the model in some way:
where e is a (dx 1) parameter vector, a commmon way for est,imation is to compute the one-step ahead prediction according to (1.9) y(tI8) and then to determine the errors; that is determine In section 2 the Kronecker matrix product and some of its basic properties will be presented. This will prove useful in the derivation of the result. In section 3 the Box-Jenkins model will be introduced and the shift property of the polynomial-type models will be emphasized. The main result is in section 4. In section 5 an application of the theory is proposed. Section 6 gives conclusions.
KRONECKER PRODUCTS
The results here have been adapted from BREWER (1978) and Yuan and Ljung Given A(dim m x n), F(dim s x t) and B(dim p x r), it can be shown that (2.8) and it can also be shown that provided that A is a square and invertible matrix.
BLACK BOX MODELS AND SHIFT PROPERTY
In order to show the idea in a concrete way, we will take a special model Now we shall show the shift property of model (3.'), which is a polynomial-type model.
where g, ,(q,9) and h i ,(q,9) are the entries of rational matrices G(q,9)
) and H(q,9) respectively.
It is easy to verify that
where Z(q,9) = ae-T (q,9).q 1 oTT
Here ae--(q,9) is a s x p(p+m) matrix.
( 3.7) holds because g" and h, ,
are rational functions of q-l and 9 is specially decomposed as in (3.4).
The reader can verify (3.7) by taking a 5150 ARMA example. Equation (3.7) is the so-called "shift property" of model set (3.1) and (3.2), which is one of the keys for deriving our result.
At the end of this section, a gradient of the prediction is introduced
which will be important for the asymptotic distribution. We will give an expression of the gradient which is convenient for our purpose.
.p(t,9) (d x p) (3.8)
From (1.10) we get H(q,9)y(tI9) = H(q,9)y(t) -yet) + G(q,9)u(t) (3.9) According to the relation (2.6) we have
Using (2.8) we obtain the relation
It can be shown that (using the properties of the Kronecker product)
Substituting (3.13) into (3.12) leads to AT
where [
U(t) ] E(t,e) and E(t,e) = y(t) -y(tle)
It is also easy to show that (3.15)
Then (3.14) becomes (3.16)
ASYMPTOTIC PROPERTIES OF THE MODEL
In this section the main result of the paper will be developed. First some formal assumptions will be given. Then several lemmas will be prov-
ed.
Finally, we will end up with Theorem 4.1 which gives the expression of the covariance matrix of the transfer function estimates.
To estimate a transfer function matrix is basically a non-parametric problem. Since the system is viewed as a black box, the internal para-metrization via e is merely a vehicle to arrive at this estimate. Then, it is natural to let the model order n depend on the number of observed data n n(N) (4.1) in order to get the best transfer function estimates. Typically, we allow n(N) tends to infinity when N tends to infinity:
When the model order n increases, the model may lose "parameter identifiability", but it will retain "system identifiability" under weak condi- Here n emphasises that the minimum is carried out over n-th order models.
Now define the estimate 6 N (n,6) by
Here 0 is a regularization parameter, helping us to select a unique minimizing element in (4.4) in cases where 6 = 0 leads to non-unique minima.
The procedure here is a technical way of dealing with the unique esti-
by a sequence of unique parameter estimates {el/(m,o») rath"r than by the possibly non-unique (but realizable) estimate eN.
Further assumptions
Assume that the true system can be described by
where {eCt)} is a white noise vector with covariance matrix R and bounded fourth moments. Moreover, Go and Ho are stable filters. The output noise spectrum is then which implies that T*(e iw ) tends to T (e iw ) as n tends. to infinity, i.e. In the same way that Z(q,e) defined in (3.7), we denote Z (q) as We shall consider each of the factors of the right-hand side of (4.33) in the following lemmas.
For the proof of the following lemma, we introduce The proof is given in Appendix 1. The proof is given in Appendix 2.
Combining these two lemmas we obtain the following result: Now it is time to state the main result. 
UPPER BOUND OF IDENTIFICATION ERRORS
We know that every model is subject to errors. In the field of system We can compute UB(w) by (5.3), using this quantity can be used for robust system. where ~'(t,9) is the d x dp second derivative matrix of y(tI9).
Combining (Al.2), (4.32) and (4.34) gives n -T VN'(~N,6) + 61 + E~(t,9*(n»~ (t,9*(n» + E~' (t,9*(n» (ld@r(t,9*(n») using the fact that e(t) and ~'(t,9) are independent.
The reason why ~(t,9) and ~'(t,9) are independent of e(t) is due to the fact that the "prediction error" criterion is used: y(tle) is dependent only on the previous y and u, i.e. y(tle) is only dependent on the previous e, and e(t) is an independent variable, therefore y(tl9) and e(t) are independent, so that ~(t,9), ~'(t,9) are also independent of e( t) • It remains to be shown that the operator norm of the last term of (Al.3) tends to zero as n tends to infinity. We note that E~'(t,9*(n»r(t,9*(n» is a symmetric matrix and for the (k,j) element of In view of the definitions (4.21) and (A1.5) we obtain (4.36). and the lemma is proved.
