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1. INTRODUCTION 
In this paper, we introduce a novel method for pricing derivatives in fractional markets. 
All existing fractional market models1 assume that the riskless asset has the same dynamics as in 
the classical option pricing models developed by Black and Scholes (1973) and Merton (1973), 
hereafter referred to as the BSM model. But that assumption leads to the existence of arbitrage 
trading strategies (see Rogers (1997) and Shiryayev (1998)). Applying Wick integration, Hu and 
Øksendal (2003) show that a fractional Brownian motion (FBM) market has no arbitrage 
opportunities. However, Wick integration has no economic intuition (see, for example, Björk and 
Hult (2005)) and the corresponding replicating strategies are very restrictive.2  
We propose a different approach in this paper. We first postulate that in arbitrage-free 
complete fractional markets, exhibiting long-range dependence (LRD), the riskless asset, if 
publicly traded,3 should be a perpetual derivative of the risky assets. Second, we generalize FBM 
by using  Hermite processes which are also inherently clairvoyant and admit arbitrage 
                                                          
1 See, for example, Sottinen (2001), Bender, Sottinen, and Valkeila (2007), Mishura (2008), and 
Rostek (2009). 
2 In the FBM-market setup of Elliot and Van der Hoek (2003), the simple buy-and-hold strategy 
is not self-financing (which is indeed discouraging). 
3 In this paper, we do not question the existence of a riskless asset. This has been subject of 
considerable debate recently with Fisher (2013) arguing: “The idea of risk-free sovereign bonds 
is best thought of as an oxymoron or as an anomaly of recent history. It is not a useful, necessary 
or an enduring feature of the financial landscape.” 
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opportunities. However, instead of using the approach of Cheredito (2003) and ruling out arbitrage 
opportunities by limiting the set of admissible strategies to only those that do not trade in arbitrarily 
small time intervals, we suggest the introduction of a strategy-specific arbitrage tax without 
imposing a severe restriction on the set of admissible strategies.  As a result, Hermite markets 
become free of arbitrage opportunities when financing strategies are restricted to Markov 
strategies4 with a positive, strategy-specific arbitrage tax —regardless of how small the tax is. We 
investigate the effect of such taxes in the context of the classical case of BSM diffusion markets 
and show that, as far as pricing is concerned, if the market is arbitrage free, the introduction of an 
arbitrage tax  in hedging a derivative is equivalent to an increase of the underlying risky asset’s 
volatility. We also provide an example of a BSM market with arbitrage opportunities which, after 
the introduction of an arbitrage tax  becomes arbitrage free—again, regardless of how small the 
tax is. 
  The paper is organized as follows. In Section 2 we study pure Hermite markets, 
demonstrating that under the new arbitrage tax the markets become arbitrage free. Our choice for 
using Hermite markets to model a general fractional market is motivated by the flexibility5 of 
Hermite motion as a self-similar process with stationary increments having Gaussian or heavy-
tailed distributions; FBM is a special case of Hermite motion. In Section 3 we extend our 
                                                          
4 A self-financing strategy is a Markov strategy if it is a smooth function of the price processes 
defining the dynamics of the market securities. 
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framework to mixed Hermite markets, that is, markets with two independent drivers: a Brownian 
motion and a Hermite motion. Concluding remarks are given in Section 4.  In Appendix A1, we 
summarize all basic facts on Hermite motions. Essential proofs are presented in Appendix A2. 
Proofs involving standard no-arbitrage derivative valuation arguments6 are omitted. 
 
2. THE PURE HERMITE MARKET MODEL 
We suggest Hermite motion as a building block of the stochastic driver of a price process 
for two reasons. Firstly, it is a self-similar process which contains FBM as a special case and can 
account for the long-range dependence phenomenon exhibited by real-world by financial markets. 
Secondly, apart from the special case of FBM, Hermite motion is not a Gaussian process and can 
accommodate fat-tail phenomena present in real-world financial markets.  
To set up our framework, we start with the definition of our market model and then develop the 
notion of arbitrage tax which leads to an arbitrage-free market.Let ℋ(𝐻,𝓀(𝑖))(𝑡), 𝑡 ≥ 0, 𝓀(𝑖) ∈
ℕ, 𝐻 ∈ (
1
2
, 1) , 𝑖 = 1, … , 𝐼, be 𝐼 Hermite motions given by 
(2.1)   ℋ(𝐻,𝓀(𝑖))(𝑡) = 𝐶(𝐻,𝓀(𝑖)) ∫ 𝐾𝑡
(𝐻,𝓀(𝑖))
(𝑣(1), … , 𝑣(𝓀(𝑖)))
 
𝒟𝓀
𝑑𝐵(𝑖)(𝑣(1)) … 𝑑𝐵(𝑖)(𝑣(𝓀(𝑖))), 𝑡 ≥ 0, 
and generated by independent two-sided Brownian motions (BMs), 𝐵(𝑖)(𝑣), 𝑣 ∈ 𝑅, defined on 
(Ω, ℱ, {ℱ𝑡}𝑡≥0, ℙ), where 
                                                          
6 See, for example, Duffie (2001, Chapter 6). 
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𝐾𝑡
(𝐻,𝓀(𝑖))(𝕧) ≔ ∫ [∏(𝑠 − 𝑣(𝑗))
+
𝐻−1
𝓀(𝑖)
−
1
2
𝓀(𝑖)
𝑗=1
]
𝑡
0
𝑑𝑠 
and 𝐶(𝐻,𝓀(𝑖)) is a normalizing constant. See Appendix A.1 for additional details and properties of 
Hermite motion.  
Let   𝕒 = (𝑎(1), … , 𝑎(𝐼)) ∈ (0, ∞)𝐼 , ∑ 𝑎(𝑖)
2𝐼
𝑖=1 = 1, and set 
(2.2)                    ℋ(𝑡) ≔ ℋ(𝕒)(𝑡): = ∑ 𝑎(𝑖)ℋ(𝐻,𝓀(𝑖))(𝑡)𝐼𝑖=1 , 𝑡 ≥ 0. 
Note that process  ℋ(𝑡), 𝑡 ≥ 0, referred to as a mixed Hermite process, will play the role of market 
driver in all fractal market models used throughout this paper.  
2.1 Arbitrage in the Pure Hermite Market 
Designating the risky asset in the pure Hermite market by 𝕊(𝑃𝐻), we assume that 
𝕊(𝑃𝐻)dynamics follows the geometric mixed Hermite process 
(2.3)     𝑆(𝑃𝐻)(𝑡) = 𝑆(𝑃𝐻)(0) exp{𝜇(𝑡) + 𝜎(𝑡)ℋ(𝑡)} , 𝑡 ≥ 0, 𝑆(𝑃𝐻)(0) > 0, 
where 𝜎(𝑡) > 0, 𝑡 ≥ 0,  𝜇 ∈ 𝐶(1)[[0, ∞)], 7  𝜎 ∈ 𝐶(1)[[0, ∞)]. Throughout the literature,8 it has 
been assumed that the riskless asset (bond), typically denoted as ℳ, has price dynamics 
                                                          
7 That is, 𝜇: [0, ∞) → 𝑅, has a continuous first derivative. 
8 See the surveys by Mishura  (2008), Biagini et al. (2008), and Rostek (2009). As we shall see 
from Propositions 1 and 2, the market model with primary assets   𝕊(𝑃𝐻) and ℳ has an economic 
meaning only if arbitrage taxes are included in the hedging portfolios. 
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(2.4)            𝛽(𝑡) = 𝛽(0)𝑒𝑟𝑡, 𝑡 ≥ 0, 𝑟 ∈ 𝑅, 𝛽(0) > 0, 𝑟 ∈ 𝑅. 
While in the BSM-market, (2.4) is the correct choice for the dynamics of the riskless asset 
ℳ,9 in fractal markets this is not always the case.10  To demonstrate that, in general,  ℳ should 
not be used11 as the traded security paired with risky asset 𝕊(𝑃𝐻), let us replicate the approach for 
a market with two risky securities formulated by Black (1972),12 and determine the dynamics of 
                                                          
9 See the seminal work by Black (1972); Rachev and Fabozzi (2016) provide a review of the 
topic. 
10 Market models with primary assets  𝕊(𝑃𝐻) and ℳ have been proposed in the literature and 
wrongly claimed to be option pricing models; see Necula (2002), Sottinen andValkeila, (2003), 
Mishura (2008, Section 5.2), Xiao et al. (2010), and Shokrollahi and Kılıçman (2016), where the 
European option pricing formula in the market (𝕊(𝑃𝐻), ℳ) is the particular FBM  ℋ(𝑡) =
𝐵(𝐻)(𝑡), 𝜇(𝑡) = 𝑎𝑡 −
1
2
𝜎2𝑡2𝐻 , 𝑡 ≥ 0, 𝑎 ∈ 𝑅, 𝜎(𝑡) = 𝜎 > 0. As we shall show in Proposition 1, all 
those models are misleading because they are not arbitrage-free within the class of Markov 
trading strategies (introduced in Mishura (2008)). Non-Markov trading strategies for fractal 
markets with 𝕊(𝑃𝐻) as the risky asset do not have an economic meaning. See, for example, 
Mishura (2008) and Rostek (2009) for further discussions on this issue. 
11This is under the assumption that the model is frictionless, i.e., no arbitrage taxes are included. 
See Proposition 1. 
12 Black’s approach is more general, considering 𝑁 + 1  securities with prices following 
geometric Brownian motions (GBMs) with 𝑁- independent BMs. We adopt Black’s approach, 
using two securities to better illustrate the results. The extension to 𝑁 + 1  securities with 𝑁- 
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the riskless asset (designated as  ℳ (ℋ)). Consider the risky assets 𝕊(𝑖), 𝑖 = 1, … , 𝑁, with price 
processes 
(2.5)       𝑆(𝑃𝐻,𝑖)(𝑡) = 𝑆(𝑃𝐻,𝑖)(0) exp{𝜇(𝑖)(𝑡) + 𝜎(𝑖)(𝑡)ℋ(𝑡)} , 𝑡 ≥ 0,  
𝑆(𝑃𝐻,𝑖)(0) = 𝑥(𝑖,0) > 0, 𝑖 = 1, … , 𝑁, where 𝜇(𝑖), 𝜎(𝑖) ∈ 𝐶(1)[[0, ∞)], 𝑖 = 1, … , 𝑁, and define 
𝒮(𝑃𝐻)(𝑡): = (𝑆(𝑃𝐻,1)(𝑡), … , 𝑆(𝑃𝐻,𝑁)(𝑡)) , 𝑡 ≥ 0. 
Given the market 𝔖𝐻 ≔ (𝕊𝐻
(1), … , 𝕊𝐻
(𝑁)) , consider the class of all Markov self-financing 
strategies, 𝑎 (𝒮(𝑃𝐻)(𝑡)) ≔ (𝑎(1) (𝒮(𝑃𝐻)(𝑡)) , … , 𝑎(𝑁) (𝒮(𝑃𝐻)(𝑡))) , t ≥ 0, that is, the 
corresponding self-financing portfolios   P(M)(t) = 𝒫 (𝒮(𝑃𝐻)(𝑡)) , t ≥ 0,  have the 
representation:13 
                                                          
independent BMs as market drivers can be studied in a similar fashion as in Rachev and Fabozzi 
(2016). 
13 Note that ∫ 𝑎(𝑖) (𝒮(𝑃𝐻)(𝑡)) 𝑑(𝑆)𝑆(𝑃𝐻,𝑖)(𝑡)
𝑡
0
 is understood as a pathwise integral, that is, as a 
limit of a sequence of gain processes of buy-and-hold-strategies,  
∫ 𝑎(𝑖) (𝒮(𝑃𝐻)(𝑡)) 𝑑(𝑆)𝑆(𝑃𝐻,𝑖)(𝑡)
𝑡
0
=
𝑙𝑖𝑚
𝑛↑∞ (𝑡(𝑘)=
𝑘
𝑛
𝑡,𝑘=0,…,𝑛)
∑ 𝑎(𝑖) (𝒮(𝑃𝐻)(𝑡(𝑘))) (𝒮(𝑃𝐻)(𝑡(𝑘+1)) − 𝒮(𝑃𝐻)(𝑡(𝑘))) .𝑛−1𝑘=0  
This is the main advantage of choosing pathwise integration versus the alternative fractal 
integrations, such as Wick integration. See, for example, Mishura (2008, pp. 323-324) and 
Rostek (2009, pp. 65-66). 
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  (2.6)               𝒫 (𝒮(𝑃𝐻)(𝑡)) = ∑ 𝑎(𝑖) (𝒮(𝑃𝐻)(𝑡)) 𝑆(𝑃𝐻,𝑖)(𝑡)𝑁𝑖=1    
                                                     =  𝒫 (𝒮(𝑃𝐻)(0)) + ∑ ∫ 𝑎(𝑖) (𝒮(𝑃𝐻)(𝑠)) 𝑑(𝑆)𝑆(𝑃𝐻,𝑖)(𝑠)
𝑡
0
𝑁
𝑗=1
 . 
In (2.6), the functions 𝑎(𝑗)(𝕩), j = 1, … , N, and  
(2.7)               𝒫(𝕩) = ∑ 𝑥(𝑖)𝑁𝑖=1 𝑎
(𝑖)(𝕩), 𝕩 = (𝑥 (1), … , 𝑥(𝑁)) ∈ 𝑅+
𝑁 ≔ (0, ∞)𝑁 
 have continuous first-order derivatives.14  In the next proposition, without loss of generality, we 
assume that 𝑆(𝑃𝐻,𝑖)(0) = 1, 𝑖 = 1, … , 𝑁. 
PROPOSITION 1: Within the class of Markov self-financing strategies, the corresponding 
portfolios, satisfying (2.6) and (2.7), will also satisfy the partial differential equation (PDE) 
 (2.8)                                   ∑
𝜕𝒫(𝕩)
𝜕𝑥(𝑗)
𝑁
𝑗=1 − 𝒫(𝕩) = 0, 𝕩 ∈ 𝑅+
𝑁 . 
In particular, for every 𝑐 = (𝑐(𝑖,𝑗) > 0, 𝑖, 𝑗 = 1, … , 𝑁), 𝒫(𝑐)(𝕩) = ∑ ∑ 𝑐(𝑖,𝑗) (√𝑥(𝑖) −𝑁𝑗=1
𝑁
𝑖=1
√𝑥(𝑗))
2
 satisfies (2.8), and 𝒫(𝑐) (𝒮(𝑃𝐻)(𝑡)) , 𝑡 ≥ 0,  is an arbitrage portfolio. 
Proof of Proposition 1: See Appendix A2.1 
                                                          
14  In short, 𝑎(𝑗), 𝒫 ∈ C(𝐼)[𝑅+
𝑁], 𝐼 = (1, … ,1) ∈ 𝑅+
𝑁 . 
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Proposition 1 provides many examples of arbitrage Markov self-financing strategies, such 
as 𝒫(𝑐)(𝕩) = (∑ 𝑎(𝑖)𝑁𝑖=1 √𝑥
(𝑖))
2
, 𝑎(𝑖) ∈ 𝑅, ∑ 𝑎(𝑖)𝑁𝑖=1 = 0. Shiryayev (1998)
15 introduced a similar 
example of an arbitrage strategy for the special case of  𝑁 = 2, 𝜎(1) = 0, 𝜎(2)(𝑡) = 𝜎(2) >
0,  𝜇(𝑖)(𝑡) = 𝑟, 𝑟 = 1,2, and ℋ(𝑡) = 𝐵𝐻(𝑡), 𝑡 ≥ 0. 
Note that, according to Proposition 1, every perpetual derivative  𝔊(𝜌), 𝜌 = (𝜌(1), … 𝜌(𝑁)) ∈ 𝑅𝑁 , 
with price process 𝒢(ρ) (𝒮(𝑃𝐻)(𝑡)) = ∏ 𝑆(𝑃𝐻,𝑗)(𝑡)𝜌(𝑗)𝑁𝑗=1 , 𝑡 ≥ 0, can be replicated by a Markov 
strategy, if and only if  ∑ 𝜌(𝑗)𝑁𝑗=1 = 1. Thus, the riskless security 𝔐
(𝑟) with price dynamics 
𝔪(𝑡) = 𝑒ℜ(𝑡), 𝑡 ≥ 0, with riskless rate  𝑟(𝑡) =
𝜕ℜ(𝑡)
𝜕𝑡
, 𝑡 ≥ 0, exists, if  ℜ(𝑡), 𝑡 ≥ 0 has the 
representation  ℜ(𝑡) = ∑ ?̌?(𝑗)𝑁𝑗=1 𝜇
(𝑖)(𝑡), 𝑡 ≥ 0, where ?̌?(𝑗) ∈ 𝑅, 𝑗 = 1, … , 𝑁, ∑ ?̌?(𝑗)𝑁𝑗=1 = 1, and 
∑ ?̌?(𝑗)𝑁𝑗=1 𝜎
(𝑖)(𝑡) = 0.  As a result, we have created a synthetic riskless asset 𝔐(𝑟), as a perpetual 
derivative in the market 𝔖𝐻 ≔ (𝕊𝐻
(1), … , 𝕊𝐻
(𝑁)).  
Unfortunately, the extended market (𝔐(𝑟), 𝔖𝐻)  is not arbitrage free as Proposition 1 claims. 
Nevertheless, our methodology of seeking the appropriate dynamics of the riskless asset within 
                                                          
15 Consider a pure Hermite market with zero interest rate:  𝑆(𝑡) = 𝑒ℋ(𝑡), 𝛽(𝑡) = 1, 𝑡 ≥ 0.   Form 
a strategy, 𝑎(𝑡) = 2𝑆(𝑡) − 2, 𝑏(𝑡) = 1 − 𝑆(𝑡)2, generating a self-financing portfolio  
𝑃(𝐻,𝓀)(𝑡) ≔ 𝑎(𝑡)𝑆(𝑡) +  𝑏(𝑡)𝛽(𝑡) = (𝑆(𝑡) − 1)2. Clearly,  𝑃(𝐻,𝓀)(0) = 0, while 𝑃(𝐻,𝓀)(𝑡) >
0, ℙ-a.s. Shiryayev (1998) provided this example for the case of FBM, 𝐵𝐻 = ℋ(𝐻,1). Note that 
𝑎(𝑡), 𝑏(𝑡), 𝑡 ≥ 0, are smooth functions of the stock price 𝑆(𝑡) only; that is, they are Markov self-
financing strategies. See also Mishura (2008, p. 304) and Rostek (2009, p. 58). 
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the market of risky assets will only be explored when seeking Hermite markets with no arbitrage 
opportunities. 
2.2 No-Arbitrage in the Pure Hermite Market with Arbitrage Taxes 
 Does the fact that the market model 𝔖𝐻 ≔ (𝕊𝐻
(1), … , 𝕊𝐻
(𝑁)) exhibits arbitrage opportunities 
mean we should abandon its use? If all market participants are using (2.3) and (2.4) as the market 
model, what will be the “fair price” of a perpetual derivative?  It turns out that the introduction of 
strategy-specific arbitrage taxes in the market model  𝔖𝐻 ≔ (𝕊𝐻
(1), … , 𝕊𝐻
(𝑁))—no matter how 
small—will offset fractal market price predictive/clairvoyant features. Indeed, we have shown that 
there exist arbitrage Markov strategies in a Hermite market, and thus the trading strategies should 
be subject to some cost attributable to regulatory restrictions, market frictions, moral hazard 
penalty, and the like. 
In fact, the suggested arbitrage tax can be related to the idea of imposing hedging 
transaction costs when the stock price is a geometric fractional Brownian motion, as was 
investigated by Guasoni, Rásonyi, and Schachermayer (2008), Rostek (2009), Wang (2010), and 
Gu, Liang, and Zhang (2012). In the discrete binary setting, transaction costs are imposed by 
trading on selected nodes of the fractional binary trees, see Rostek (2009). In continuous time, the 
transaction costs are proportional to the value of the transactions in the underlying stock; see, for 
example, Biagini et al. (2008) and Nteumagné, Pindza, and Maré  (2014). Our approach is different 
in that we assume that the arbitrage tax is determined by the rate of transaction volume acceleration 
of the hedging portfolio which we refer to as the velocity of hedging. 
11 
 
In view of this discussion, let us suppose that a Markov trading strategy in a Hermite market 
comes at a cost due to a strategy-specific arbitrage tax. We require that the portfolio dynamics 
(2.9)         𝒫(C) (𝒮(𝑃𝐻)(𝑡)) = ∑ 𝑎(𝐶,𝑗) (𝒮(𝑃𝐻)(𝑡))𝑁𝑗=1 𝑆
(𝑃𝐻,𝑗)(𝑡) 
involve Markov strategies (𝑎(𝐶,1) (𝒮(𝑃𝐻)(𝑠)) , … , 𝑎(𝐶,𝑁) (𝒮(𝑃𝐻)(𝑠))) with embedded running cost 
functional 
(2.10)          𝒫(C) (𝒮(𝑃𝐻)(𝑡)) − 𝒫(C) (𝒮(𝑃𝐻)(0)) = 
= ∑ ∫ 𝑎(𝐶,𝑗) (𝒮(𝑃𝐻)(𝑠)) 𝑑(𝑆)𝑆(𝑃𝐻,𝑗)(𝑠)
𝑡
0
𝑁
𝑗=1
− 𝐶 (𝒮(𝑃𝐻)(𝑡)) , 𝑡 ≥ 0, 
where 𝐶 (𝒮(𝑃𝐻)(𝑡)) , 𝑡 ≥ 0 is the running cost function.  
An immediate issue is the representation of 𝐶 (𝒮(𝑃𝐻)(𝑡)). Clearly, 𝐶 (𝒮(𝑃𝐻)(𝑡)) should 
depend on the dynamics of 𝒫 (𝒮(𝑃𝐻)(𝑡)) ; and we demonstrate that it is natural to have it depend 
on the velocity of 𝒫 (𝒮(𝑃𝐻)(𝑡)) , 𝑡 ≥ 0.  In view of that, we set  
(2.11)    𝐶 (𝒮(𝑃𝐻)(𝑡)) =
1
2
∑ ∫ 𝑐(𝑗)
2 ∂2𝒫
(C)(𝒮(𝑃𝐻)(𝑠))
∂𝑥(𝑗)
2 𝑆
(𝑃𝐻,𝑗)(𝑠)𝑑(𝑆)𝑆(𝑃𝐻,𝑗)(𝑠)
𝑡
0
𝑁
𝑗=1 , 𝑡 ≥ 0, 
for some  𝑐(𝑗) > 0. 16 The integrand involves the second derivative of the portfolio value with 
respect to the corresponding state variable. This implies that portfolios linear in the state variables 
(buy-and-hold portfolios) have a zero arbitrage tax. A positive arbitrage tax appears only if the 
                                                          
16 We call 𝑐(𝑗) > 0 the tax-intensity of asset 𝕊𝐻
(𝑗).  
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quantities held of each risky asset depend on the price of the corresponding asset. In the following, 
we provide a simple example which allows us to compute the arbitrage tax explicitly. The strategy 
consists of a risky asset and a bond which we assume has a constant price of one. This setting is 
similar to that in Section 5 of Föllmer and Schied (2013).  
Consider the following self-financing strategy: 𝑉𝑡 = 𝑓′(𝑆(𝑡))𝑆(𝑡) + 𝜂𝑡 invested in 𝑆(𝑡) 
and a bond with a constant price of one in which the function f is sufficiently smooth. The strategy 
is self-financing, 
𝑉𝑡 = 𝑉0 + ∫ 𝑓′(𝑆(𝑠))𝑑𝑆(𝑠)
𝑡
0
= 𝑉0 + 𝑓(𝑆(𝑡)), 
where the integral is path-wise and we assume the quadratic variation of 𝑆(𝑡) vanishes, a property 
that holds for Hermite motions. The investment in the bond equals 𝜂𝑡 = 𝑓(𝑆(𝑡)) − 𝑓′(𝑆(𝑡))𝑆(𝑡). 
We further assume 𝑉0 = 0 and that the above is an arbitrage strategy as per the definition in 
Cheridito (2003); that is, 𝑓(𝑆(𝑡)) is [0, ∞]-valued and 𝑃{𝑓(𝑆(𝑡)) > 0} > 0.  
Next, we calculate the arbitrage tax for this strategy. The portfolio 𝒫(𝕩) = 𝒫(𝑥, 𝑦) in equation 
(2.7) equals 
𝒫(𝑥, 𝑦) = 𝑓′(𝑥)𝑥 + (𝑓(𝑥) − 𝑓′(𝑥)𝑥)𝑦 
and the corresponding second-order derivatives are 
∂2𝒫(𝑥, 𝑦)
∂𝑥2
= 𝑥𝑓′′′(𝑥) + 2𝑓′′(𝑥) − (𝑓′′(𝑥) + 𝑥𝑓′′′(𝑥))𝑦 
∂2𝒫(𝑥, 𝑦)
∂𝑦2
= 0. 
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Then, the second derivative in the expression for the arbitrage tax in (2.11) is 𝑓′′(𝑆(𝑠)). 
The cost function can be expressed explicitly by, 
𝐶𝑡 =
𝑐2
2
∫
∂2𝒫(𝑆(𝑠), 1)
∂𝑥2
𝑆(𝑠)𝑑𝑆(𝑠)
𝑡
0
 
=
𝑐2
2
∫ 𝑓′′(𝑆(𝑠))𝑆(𝑠)𝑑𝑆(𝑠)
𝑡
0
 
=
𝑐2
2
(𝑓′(𝑆(𝑡))𝑆(𝑡) − 𝑓(𝑆(𝑡)) − 𝑓′(𝑆(0))𝑆(0)), 
after noticing that 𝑓′(𝑥)𝑥 − 𝑓(𝑥) is the primitive function of 𝑥𝑓′′(𝑥) and that 𝑓(𝑆(0)) = 0 by 
construction. As a result, the portfolio value process net of tax is 𝑉𝑡 − 𝐶𝑡 = 𝑓(𝑆(𝑡)) −
𝑐2
2
(𝑓′(𝑆(𝑡))𝑆(𝑡) − 𝑓(𝑆(𝑡)) − 𝑓′(𝑆(0))𝑆(0)), 
which is no longer guaranteed to be positive with probability one. The instantaneous tax controls 
the probability that the value process net of tax is positive,  
𝑃{𝑉𝑡 − 𝐶𝑡 > 0} = 𝑃 {𝑓(𝑆(𝑡)) >
𝑐2
2
(𝑓′(𝑆(𝑡))𝑆(𝑡) − 𝑓(𝑆(𝑡)) − 𝑓′(𝑆(0))𝑆(0))} 
As a consequence, the portfolio value net of tax is no longer a free lunch with vanishing risks as 
defined in Ceridito (2003).  
 The example in Section 5 in Föllmer and Schied (2013) becomes a special case with 
𝑓(𝑥) = (𝑥 − 𝑆(0)).2 The above probability then becomes 𝑃 {(𝑆(𝑡) − 𝑆(0))
2
>
𝑐2
2
(𝑆2(𝑡) −
𝑆2(0))} = 𝑃 {𝑆(𝑡) >
1+
𝑐2
2
1−
𝑐2
2
𝑆(0)|𝑆(𝑡) > 𝑆(0)} 𝑃{𝑆(𝑡) > 𝑆(0)} + 𝑃{𝑆(𝑡) < 𝑆(0)}. 
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PROPOSITION 2: Suppose the 𝔖𝐻 ≔ (𝕊𝐻
(1), … , 𝕊𝐻
(𝑁)) is a market consisting only of risky 
securities with price processes 
(2.12)     𝑆(𝑃𝐻,𝑗)(𝑡) = exp{𝜇(𝑗)𝑡 + 𝜎(𝑗)ℋ(𝑡)} , 𝑡 ≥ 0, 𝜇(𝑗) ∈ 𝑅, 𝜎(𝑗) > 0, 𝑗 = 1, . . , 𝑁. 
Within the class of Markov strategies with the cost constraints given by (2.10) and (2.11), the 
corresponding portfolios 𝒫(𝐶) (𝒮(𝑃𝐻)(𝑡)) , 𝑡 ≥ 0, defined by (2.9), satisfy  
 (2.13)                ∑
𝜕𝒫(𝐶)(𝕩)
𝜕𝑥(𝑗)
𝑥(𝑗)𝑁𝑗=1 − 𝒫
(𝐶)(𝕩) + ∑
1
2
𝑐(𝑗)
2 𝜕2𝒫(𝐶)(𝕩)
𝜕𝑥(𝑗)
2 𝑥
(𝑗)2 = 0𝑁𝑗=1   , 𝕩 ∈ 𝑅+
𝑁 . 
Suppose that  𝜎(𝑗) > 0, 𝑗 = 1, . . , 𝑁 satisfy ∑ 𝜎(𝑖)𝜙(𝑗)𝑁𝑗=1 = 0 for some 𝜙
(𝑗) ∈ 𝑅, such that  
∑ 𝜙(𝑗)𝑁𝑗=1 − 1 + ∑
1
2
𝑐(𝑗)
2
𝜙(𝑗)(𝜙(𝑗) − 1)𝑁𝑗=1 = 0. Then, 𝔖𝐻 ≔ (𝕊𝐻
(1), … , 𝕊𝐻
(𝑁)) determines a 
riskless asset ℳ with price dynamics 
 (2.14)                                          𝛽(𝑡) = 𝑒𝑟𝑡, 𝑡 ≥ 0, 
with riskless rate 𝑟 = ∑ 𝜇(𝑗)𝜙(𝑗)𝑁𝑗=1 . Consider the extended market 
𝔐(𝐻) = (𝕊𝐻
(0,), 𝕊𝐻
(1), … , 𝕊𝐻
(𝑁)), 𝕊𝐻
(0) = ℳ and assume that (2.9), (2.10), and (2.11) hold. Then  
𝔐(𝐻) is free of arbitrage within the class of Markov strategies with costs given by (2.9), (2.10), 
and (2.11). 
Proof of Proposition 2: See Appendix A2.2. 
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           To illustrate the nature of the arbitrage tax we shall apply it to the classic BSM model. Let  
𝔖 ≔ (𝕊 
(1), 𝕊 
(2)) be a market of two risky securities with price processes 𝒮(𝑡) =
(𝑆(1)(𝑡), 𝑆(𝑁)(𝑡)) with 
(2.15)  𝑆(𝑗)(𝑡) = exp {(𝜇(𝑗) −
1
2
𝜎(𝑗)
2
) 𝑡 + 𝜎(𝑗)𝑊(𝑡)} , 𝑡 ≥ 0, 𝜇(𝑗) ∈ 𝑅, 𝜎(1) > 𝜎(2) > 0, 𝑗 = 1,2, 
where 𝑊(𝑡), 𝑡 ≥ 0, is a standard BM, generating the stochastic basis  (Ω, ℱ, {ℱ𝑡}𝑡≥0, ℙ).  Consider 
a perpetual derivative, designated as 𝔇, with a price process 𝒢(𝑡) = 𝑔(𝒮(𝑡)), 𝑡 ≥ 0, where 𝑔 ∈
𝐶2[𝑅+
𝑁]17. Assume that trader ℶ holds a short position in the 𝔇-contract. Furthermore, ℶ’s 
replicating portfolio 𝒫(𝒮(𝑡)) = 𝑔(𝒮(𝑡)), t ≥ 0, 
(2.16)             𝒫(𝒮(𝑡)) = ∑ 𝑎(𝑗)(𝒮(𝑡))2𝑗=1 𝑆
(𝑗)(𝑡), 𝑡 ≥ 0, 
involves an arbitrage tax given by 
(2.17)          𝒫(t)(𝒮(𝑡)) − 𝒫(t)(𝒮(0)) = ∑ ∫ 𝑎(𝑗)(𝒮(𝑠))𝑑𝑆(𝑗)(𝑠)
𝑡
0
2
𝑗=1 − ?̂?(𝒮(𝑡)), 𝑡 ≥ 0, 
where 
(2.18)        ?̂?(𝒮(𝑡)) =
1
2
∑ ∫ ?̂?(𝑗)
2 ∂2𝒫(𝒮(𝑠))
∂x(𝑗)
2 𝑆
(𝑗)(𝑠)𝑑𝑆(𝑗)(𝑠), 𝑡 ≥ 0, ?̂?(𝑗) > 0, 𝑗 = 1,2
𝑡
0
2
𝑗=1 . 
Then, straightforward hedging arguments18 lead to the following PDE  for 𝑔(𝕩), 𝕩 ∈ 𝑅+
2 : 
(2.19)          𝑟
𝜕𝑔(𝕩)
𝜕𝑥(1)
𝑥(1) + 𝑟
𝜕𝑔(𝕩)
𝜕𝑥(2)
𝑥(2) − 𝑟𝑔(𝕩) +
1
2
∂2𝑔(𝕩)
∂x(1)
2 𝑥
(1)2 (𝜎(1)
2
+ 𝑟?̂?(1)
2
) + 
                                                          
17 That is, 𝑔(𝕩), 𝕩 ∈ 𝑅+
2 = (0, ∞)2 has continuous derivatives of second order. 
18 See, for example, Duffie (2001, Chapter 6). 
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1
2
∂2𝑔(𝕩)
∂x(2)
2 𝑥
(2)2 (𝜎(2)
2
+ 𝑟?̂?(2)
2
) = 0, 
where  
(2.20)             𝑟 ≔
𝜇(2)𝜎(1)−𝜇(1) 𝜎(2)
𝜎(1)−𝜎(2)
.   
PDE (2.19) is the classical BSM-PDE for a derivative in the market with two risky assets 
and no riskless asset, where the instantaneous variances of the asset returns are increased by the 
tax intensities  𝑟?̂?(𝑗)
2
, 𝑗 = 1,2. In particular, if 𝔇(𝑎,𝑏)  is a security with price process 
𝑔(𝑎,𝑏)(𝒮(𝑡)) = 𝑆(1)
𝑎
𝑆(2)
𝑏
, 𝑎, 𝑏 ∈ 𝑅, then 𝑔(𝑎,𝑏)(𝕩), 𝕩 ∈ 𝑅+
2 , satisfies (2.19) if and only,  
𝑟𝑎 + 𝑟𝑏 − 𝑟 +
1
2
𝑎(𝑎 − 1) (𝜎(1)
2
+ 𝑟𝑐(1)
2
) +
1
2
𝑏(𝑏 − 1) (𝜎(2)
2
+ 𝑟𝑐(2)
2
) = 0. 
Next, given a market with riskless asset ℳ = 𝕊 
(1) and risky asset 𝕊 
 = 𝕊 
(2),  with price 
process 
(2.21)               S(𝑡) = exp {(𝜇 −
1
2
𝜎2) 𝑡 + 𝜎  𝑊(𝑡)} , 𝑡 ≥ 0, 𝜇 ∈ 𝑅, 𝜎 > 0, 
let us assume that the cost-intensity for the riskless asset ℳ is zero, while the cost-intensity for 
the risky asset, 𝕊, 
  is ?̂? > 0. Consider a perpetual derivative 𝔇(ℳ,𝕊 
 ) with price process 𝔥 (𝑡) =
𝒽(𝑡, S(𝑡)), 𝑡 ≥ 019. Then 𝒽(t, x), 𝑡 ≥ 0, 𝑥 > 0, satisfies the PDE   
                                                          
19 𝒽(t, x), 𝑡 ≥ 0, 𝑥 > 0 has continuous 
𝜕𝒽(t,x),
𝜕𝑡
 and 
𝜕2𝒽(t,x)
𝜕𝑥2
, denoted by 𝒽 ∈ 𝐶(1,2)[[0, ∞) ×
(0, ∞)]. 
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(2.22)                 
𝜕𝒽(𝑡,x)
𝜕𝑡
+ 𝑟
𝜕𝒽(𝑡,x)
𝜕𝑥
𝑥 − 𝑟𝒽(𝑡, x) +
1
2
∂2𝒽(𝑡,x)
∂x2
𝑥2(𝜎2 + 𝑟?̂?2) = 0. 
As expected, the introduction of cost in the hedging portfolio increases the volatility in the BSM-
equation. 
The next example shows that in a diffusion market with arbitrage opportunities the 
introduction of arbitrage taxes will eliminate any such opportunities. Consider a diffusion market 
with two risky assets: 
  (𝑖) 𝒱 with price process: 𝑉(𝑡) = 𝑒(𝑚−
1
2
𝑣2)𝑡+𝜎𝑊(𝑡), 𝑡 ≥ 0, 𝑚 ∈ 𝑅, 𝜎 > 0; 
(𝑖𝑖) 𝒮 with price process:  𝑆(𝑡) = 𝑒(𝜇−
1
2
𝜎2)𝑡+𝜎𝑊(𝑡), 𝑡 ≥ 0, 𝜇 ≠ 𝑚. 
Let 𝒢 t be a perpetual derivative 𝒢 with price process 𝑔(𝑆(𝑡), 𝑉(𝑡)), 𝑡 ≥ 0, 𝑔 ∈ 𝐶(2,2)[(0, ∞)2]. 
Then, standard replication arguments lead to the following PDFs for 𝑔(𝑥, 𝑦), 𝑥 > 0, 𝑦 > 0, 
(2.23)                                𝑔(𝑥, 𝑦) =
𝜕𝑔(𝑥,𝑦)
𝜕𝑥
𝑥 +
𝜕𝑔(𝑥,𝑦)
𝜕𝑦
𝑦, 
(2.24)                    
𝜕2𝑔(𝑥,𝑦)
𝜕𝑥2
𝑥2 + 2
𝜕2𝑔(𝑥,𝑦)
𝜕𝑥𝜕𝑦
𝑥𝑦 +
1
2
𝜕2𝑔(𝑥,𝑦)
𝜕𝑦2
𝑦2 = 0. 
Consider 𝒢(𝑎,𝑏), 𝑎 ∈ 𝑅, 𝑏 ∈ 𝑅, with price process 𝑔(𝑎,𝑏)(𝑆(𝑡), 𝑉(𝑡)) = 𝑆(𝑡)𝑎𝑉(𝑡)𝑏 . Then 
𝑔(𝑎,𝑏)(𝑥, 𝑦), 𝑥 > 0, 𝑦 > 0, satisfies (2.23) and (2.24) if and only if 𝑏 = 1 − 𝑎. Furthermore, 
𝒢(𝑎,1−𝑎) with price process 𝑔(𝑎,1−𝑎)(𝑆(𝑡), 𝑉(𝑡)) = 𝑆(𝑡)𝑎𝑉(𝑡)1−𝑎, is a perpetual derivative 
generated by a self-financing strategy  
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𝑎(𝑡) =
𝜕𝑔(𝑆(𝑡), 𝑉(𝑡))
𝜕𝑥
𝑆(𝑡) = 𝑎𝑆(𝑡)𝑎𝑉(𝑡)1−𝑎,
𝑏(𝑡) =
𝜕𝑔(𝑆(𝑡), 𝑉(𝑡))
𝜕𝑦
𝑉(𝑡) = 𝑏𝑆(𝑡)𝑎𝑉(𝑡)1−𝑎. 
Consider then the following self-financing portfolio: 
𝑔(𝑎𝑟𝑏)(𝑆(𝑡), 𝑉(𝑡)): = 𝑔(1,0)(𝑆(𝑡), 𝑉(𝑡)) − 2𝑔(
1
2,
1
2)(𝑆(𝑡), 𝑉(𝑡)) + 𝑔(1,1)(𝑆(𝑡), 𝑉(𝑡)) 
= 𝑆(𝑡) − 2√𝑆(𝑡)𝑉(𝑡) + 𝑉(𝑡) = (√𝑆(𝑡) − √𝑉(𝑡))
2
. 
Thus, 𝑔(𝑎𝑟𝑏)(𝑆(0), 𝑉(0)) = 0, while 𝑔(𝑎𝑟𝑏)(𝑆(0), 𝑉(0)) = (√𝑆(𝑡) − √𝑉(𝑡))
2
 ℙ-a.s. 
 Consider now the same market (𝒱, 𝒮), but assume that hedging can be performed with the 
class of Markov strategies with arbitrage taxes. Then, for the perpetual derivative  𝒢 with price 
process 𝑔(𝑆(𝑡), 𝑉(𝑡)), 𝑡 ≥ 0, let (𝑎(𝑡), 𝑏(𝑡)), 𝑡 ≥ 0, be a Markov strategy with arbitrage taxes, 
that is, 𝑔(𝑆(𝑡), 𝑉(𝑡)) = 𝑎(𝑡)𝑆(𝑡) + 𝑏(𝑡)𝑉(𝑡) and 
𝑑𝑔(𝑆(𝑡), 𝑉(𝑡)) = {𝑎(𝑡) −
1
2
𝑐(𝑆)
2 𝜕2𝑔(𝑡, 𝑆(𝑡), 𝑉(𝑡))
𝜕𝑥2
𝑆(𝑡)} 𝑑𝑆(𝑡) + 
+ { 𝑏(𝑡) −
1
2
𝑐(𝑉)
2 𝜕2𝑔(𝑡, 𝑆(𝑡), 𝑉(𝑡))
𝜕𝑦2
𝑉(𝑡)} 𝑑𝑉(𝑡), 
for some tax-intensities 𝑐(𝑆) > 0 and 𝑐(𝑉) > 0. Then, 𝑔(𝑥, 𝑦), 𝑥 ≥ 0, 𝑦 ≥ 0, satisfies the PDE 
0 =
𝜕𝑔(𝑥, 𝑦)
𝜕𝑥
𝑥 +
𝜕𝑔(𝑥, 𝑦)
𝜕𝑦
𝑦 − 𝑔(𝑥, 𝑦) +
1
2
𝑐(𝑆)
2 𝜕2𝑔(𝑥, 𝑦)
𝜕𝑥2
𝑥2 +
1
2
𝑐(𝑉)
2 𝜕2𝑔(𝑥, 𝑦)
𝜕𝑦2
𝑦2. 
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The boundary condition 𝑔(1,1) = 0 implies 𝑔(𝑥, 𝑦) = 0. Thus, (𝒱, 𝒮) is free of arbitrage 
opportunities in the class of Markov strategies with arbitrage taxes. 
3. MIXED HERMITE MARKET MODEL WITH FRACTIONAL STOCHASTIC DRIFT 
We now introduce the dynamics of the risky asset in a mixed Hermite market.20 The 
dynamics of the risky asset should have the following five characteristics: 
(𝑖)  Various fractional market models suggested in the literature should be encompassed as special 
cases.21 
(𝑖𝑖) The model should lead to a market with no arbitrage opportunities (at least after the 
introduction of a strategy-specific arbitrage tax).22 
                                                          
20 See for example, Cheridito (2001, 2003), Mishura (2008), and Kozachenko, Melnikov and 
Mishura (2014). 
21 See Mishura and Valkeida (2002), Mishura (2008), Bender, Sottinen and Valkeida (2011), 
Biagini et al. (2008), Kuznezov (1999), Cheridito (2001, 2003), Zähle (1998, 2002), and Rostek 
(2009). 
22 Similar to the proof of Propositions 1 and 2, see also Mishura (2008, Section 5.1.4), one can 
show that the mixed Hermit market with (i) riskless bond ℳ  with price processes (2.14), and (ii) 
risky asset  𝒱 with price process 𝑉(𝑡) = exp{𝜇𝑡 + 𝜎𝑊(𝑡) + 𝜎(𝐻)ℋ(𝑡)} , 𝑡 ≥ 0, 𝜇 ∈ 𝑅, 𝜎 >
0,  𝜎(𝐻) > 0, is free of arbitrage opportunities within the class of Markov strategies. In this paper, 
we are interested in the more general framework by considering the market (ℳ, ℤ(𝑏), ℍ(𝜌)). 
There are two reasons for omitting Hermite markets with no arbitrage opportunities. The first is 
 
20 
 
(𝑖𝑖𝑖) The return processes should have a flexible distributional tail behavior: from Gaussian (thin-
tailed) to heavy tailed non-Gaussian distributions. 
(𝑖𝑣) The mean return process should grow linearly in time in order to be comparable to the 
dynamics of the riskless bond. 
(𝑣) The model should be sufficiently flexible to provide close fits to real asset data while still 
being parsimonious. 
We denote the risky asset in the Hermite market by 𝕊(𝐻) and assume that the 𝕊(𝐻)-dynamics 
follow a mixed geometric Hermite process given by 
(3.1)     𝑆(𝐻)(𝑡) = 𝑆(𝐻)(0) exp{𝜇𝑡 + 𝜎𝑊(𝑡) + 𝜎2(𝑡1−2𝐻ℋ(𝑡)2 − 𝑡) + 𝜎(𝐻)ℋ(𝑡)} , 𝑡 ≥ 0, 
𝑆(𝐻)(0) = 𝑥(𝐻)(0) > 0, 𝜇 ∈ 𝑅, 𝑤 > 0, 𝜎(𝐻) > 0, and 𝑊(𝑡), 𝑡 ≥ 0, being a standard BM 
independent of the processes  ℋ(𝑡), 𝑡 ≥ 0,  defined by (2.2). This significantly generalizes the 
existing market models with LRD.23 
Itô’s formula and pathwise integration formula (A1.14), it follows that  
                                                          
that the introduction of an arbitrage tax transforms both fractal and diffusion markets with 
arbitrage opportunities into arbitrage-free markets. The second is that regardless of how small the 
tax is, its introduction transforms Hermite markets with arbitrage opportunities into arbitrage-
free markets.  
23 See, for example, Mishura (2008), Biagini et al. (2008), Rostek (2009), and Torres and Tudor 
(2009). 
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(3.2)        
𝑑𝑆(𝐻)(𝑡)
𝑆(𝐻)(𝑡)
= (𝜇 −
1
2
𝜎2 + 𝜎2(1 − 2𝐻)𝑡−2𝐻ℋ(𝑡)2) 𝑑𝑡 + 𝜎𝑑𝑊(𝑡) + 
+(𝜎2𝑡1−2𝐻2ℋ(𝑡) + 𝜎(𝐻))𝑑(𝑆)ℋ(𝑡). 
In (3.1) and (3.2), 
𝑫(𝟏):  𝜇 ∈ 𝑅, is 𝕊(𝐻)- instantaneous mean return;24 
𝑫(𝟐):  𝜎 > 0 is 𝕊(𝐻)- diffusion volatility;25 
𝑫(𝟑): 𝜎2(𝑡1−2𝐻ℋ(𝑡)2 − 𝑡) 𝑡 ≥ 0,  is 𝕊(𝐻)- fractional stochastic drift;26 
                                                          
24 This term is needed, as we would like to have a riskless asset (a bond), denoted by ℳ, with 
price dynamics 𝛽(𝑡) = 𝛽(0)𝑒𝑟𝑡𝑡 ≥ 0, 𝑟 ∈ 𝑅. 
25 If 𝜎 = 0, a simple arbitrage strategy is as follows. Consider a “pure” Hermite market with zero 
interest rate:  𝑆(𝑡) = 𝑒ℋ
(𝐻,𝓀)(𝑡), 𝛽(𝑡) = 1, 𝑡 ≥ 0.  Form a strategy, 𝑎(𝑡) = 2𝑆(𝑡) − 2, 𝑏(𝑡) = 1 −
𝑆(𝑡)2, generating a self-financing portfolio  𝑃(𝐻,𝓀)(𝑡) ≔ 𝑎(𝑡)𝑆(𝑡) +  𝑏(𝑡)𝛽(𝑡) = (𝑆(𝑡) − 1)2. 
Clearly, 𝑃(𝐻,𝓀)(0) = 0, while 𝑃(𝐻,𝓀)(𝑡) > 0, ℙ-a.s. Shiryayev (1998) provided this example for 
the case of a FBM, 𝐵𝐻 = ℋ(𝐻,1). Note that 𝑎(𝑡), 𝑏(𝑡), 𝑡 ≥ 0, are smooth functions of the stock 
price 𝑆(𝑡) only, that is, they are Markov self-financing strategies. 
26 Because, (𝑖)𝔼ℋ(𝑡) =  ∑ 𝛼(𝑖)𝔼ℋ(𝐻,𝓀(𝑖))(𝑡)𝐼𝑖=1 = 0, 𝔼ℋ(𝑡)
2 =  ∑ 𝛼(𝑖)
2
ℋ(𝐻,𝓀(𝑖))(𝑡)𝐼𝑖=1  =
𝑡2𝐻 , 𝐻 ∈ (
1
2
 , 1), and (𝑖𝑖)  ℋ(𝐻,𝓀)(𝑡)2, 𝓀 ∈ ℕ, has heavy-tailed marginal distributions when 𝓀 
increases, see 𝓗𝑩𝑷(𝟗) (in Appendix A1), then the term 𝜎2(𝑡1−2𝐻ℋ(𝑡)2 − 𝑡), 𝑡 ≥ 0, adds 
flexibility to the price dynamics when fitted in the real data. 
 
22 
 
𝑫(𝟒): 𝜎(𝐻) > 0 is 𝕊(𝐻)- fractional volatility. 
As riskless asset we choose ℳ with price dynamics 𝛽(𝑡) = 𝛽(0)𝑒𝑟𝑡, 𝑡 ≥ 0, 𝑟 ∈ 𝑅, 𝛽(0) >
0. Let ℤ(𝑏), 𝑏 > 0, be a risky asset with price dynamics 𝑍(𝑡), 𝑡 ≥ 0 following a GBM with zero 
drift 
(3.3)                        𝑍(𝑏)(𝑡) = 𝑒−
1
2
𝑏2𝑡+𝑏𝑊(𝑡), 𝑡 ≥ 0. 
Let ℍ(𝜌), 𝜌 > 0, be a risky asset with mixed geometric Hermite process 
(3.4)                     𝑌(𝜌)(𝑡) = exp{𝑊(𝑡) + (𝑡1−2𝐻ℋ(𝑡)2 − 𝑡) + 𝜌ℋ(𝑡)} , 𝑡 ≥ 0. 
We refer to ℳ, ℤ(𝑏),  and  ℍ(𝜌) as basic assets in mixed Hermite markets.27  We shall show that 
the market (ℳ, ℤ(𝑏), ℍ(𝜌)) admits arbitrage opportunities but is free of such opportunities when 
an arbitrage tax is included. 
We shall consider only self-financing strategies (SFSs) (𝑏𝑡, 𝑧𝑡, 𝑦𝑡, ), 𝑡 ≥ 0, which are SFSs 
of Markov-type, that is, generating self-financing portfolios of Markov-type 
(3.5)  𝑃(𝑀)(𝑡) = 𝑃(𝑀)(0) + ∫ 𝔟𝑠𝑑𝛽(𝑠)
𝑡
0
+  ∫ 𝔷𝑠𝑑𝑍
(𝑏)(𝑠)
𝑡
0
+ ∫ 𝔶𝑠𝑑
(𝑆)𝑌(𝜌)(𝑠)
𝑡
0
, 𝑡 ≥ 0, 
where  
                                                          
27 In all studies of fractal markets, the goal is to extend a given diffusion market model which is 
arbitrage-free to a fractal market which under certain conditions can be arbitrage-free. The 
market (ℳ, ℤ(𝑏), ℍ(𝜌)) is an exception: if we set in (3.4) 𝐻 =
1
2
, 𝑏 ≠ 2, and replace ℋ(𝑡), 𝑡 ≥ 0, 
with a BM 𝐵(𝑡), 𝑡 ≥ 0 independent of 𝑊(𝑡), 𝑡 ≥ 0, the market (ℳ, ℤ(𝑏), ℍ(𝜌)) will have  
arbitrage  opportunities. 
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(𝑖)           𝑃(𝑀)(𝑡) = 𝒫(𝑀) (𝑡, 𝑍(𝑏)(𝑡), 𝑌(𝜌)(𝑡)) , 𝔟𝑡 = 𝔟 (𝑡, 𝑍
(𝑏)(𝑡), 𝑌(𝜌)(𝑡)) ;  
 (𝑖𝑖)         𝔷𝑡 = 𝔷 (𝑡, 𝑍
(𝑏)(𝑡), 𝑌(𝜌)(𝑡)) , 𝔶𝑡 = 𝔥 (𝑡, 𝑍
(𝑏)(𝑡), 𝑌(𝜌)(𝑡)) , 𝒫(𝑀)(𝑡, 𝑧, 𝑦); 
(𝑖𝑖𝑖)        𝑃(𝑀)(𝑡, 𝑥, 𝑦, ), 𝔟(𝑡, 𝑧, 𝑦), 𝔷(𝑡, 𝑥, 𝑦), 𝔥(𝑡, 𝑧, 𝑦), 𝑡 ≥ 0, 𝑥 > 0, 𝑦 > 0  
have continuous derivatives of first order with respect to 𝑡 ≥ 0, and of second order with respect 
to 𝑥 > 0, 𝑦 > 0. 
PROPOSITION 3. Within the class of Markov self-financing strategies, the corresponding 
portfolios satisfying (3.5) will also satisfy the PDE 
 (3.6)                  
𝜕𝒫(𝑀)(𝑡,𝑥,𝑦)
𝜕𝑡
+  𝑟𝑥
𝜕𝒫(𝑀)(𝑡,𝑥,𝑦)
𝜕𝑥
+ 𝑟𝑦
𝜕𝒫(𝑀)(𝑡,𝑥,𝑦)
𝜕𝑦
  − 𝑟𝒫(𝑀)(𝑡, 𝑥, 𝑦) = 0. 
As a consequence, the market (ℳ, ℤ(𝑏), ℍ(𝜌)) admits arbitrage opportunities. 
Proof: Similar to that of Proposition 1 and omitted. 
Next, let us suppose that the trading Markov strategy in a Hermite market comes at a cost. 
Therefore, we require the following portfolio dynamics: 
(3.7)         𝑃(𝑀)(𝑡) = 𝒫(𝑀) (𝑡, 𝑍(𝑏)(𝑡), 𝑌(𝜌)(𝑡)) = 𝔟𝑡𝛽(𝑡) + 𝔷𝑡𝑍
(𝑏)(𝑡) + 𝔶𝑡𝑌
(𝜌)(𝑡) 
with embedded running cost 
(3.8)          𝑃(𝑀)(𝑡) − 𝑃(𝑀)(0) = ∫ 𝔟𝑠𝑑𝛽(𝑠)
𝑡
0
+ 
+ ∫ (𝔷𝑡 −
1
2
𝑐(𝑍)
2 ∂
2𝒫(𝑀) (𝑡, 𝑍(𝑏)(𝑡), 𝑌(𝜌)(𝑡))
∂𝑥2
𝑍(𝑏)(𝑡)) 𝑑(𝑆)𝑍(𝑏)(𝑡) +
𝑡
0
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+ ∫ (𝔶𝑡 −
1
2
𝑐(𝑌)
2 ∂
2𝒫(𝑀) (𝑡, 𝑍(𝑏)(𝑡), 𝑌(𝜌)(𝑡))
∂𝑦2
𝑌(𝜌)(𝑡)) 𝑑(𝑆)𝑌(𝜌)(𝑡)
𝑡
0
 
for some  𝑐(𝑍) > 0, 𝑐(𝑌) > 0. 
PROPOSITION 4.  (ℳ, ℤ(𝑏), ℍ(𝜌))  is free of arbitrage within the class of Markov strategies with 
cost given by (3.7) and (3.8)  
Proof: Similar to that of Proposition 2 and omitted. 
5. CONCLUSIONS 
In this paper, we argue that the following two principles should be followed when studying 
fractal markets, such as the general class of Hermite markets. First, in Hermite markets, the riskless 
asset dynamics should not be imposed, but derived as the price process of a perpetual derivative 
of the risky assets constituting the Hermite market. Second, Hermite markets are inherently 
clairvoyant and therefore an arbitrage tax can be imposed on the trading strategies. We introduce 
a specially designed arbitrage tax, proportional to the velocity of the hedging portfolio, such that 
regardless of how small it is, the Hermite market becomes free of arbitrage opportunities. We also 
show that, even in the classical case of diffusion markets with arbitrage opportunities, the 
introduction of this new tax can make such diffusion markets arbitrage free. 
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Hermite motion (HM),28  ℋ(𝐻,𝓀)(𝑡), 𝑡 ≥ 0, 𝓀 ∈ ℕ, 𝐻 ∈ (
1
2
, 1) is defined by 
(A1.1)      ℋ(𝐻,𝓀)(𝑡) = 𝐶(𝐻,𝓀) ∫ 𝐾𝑡
(𝐻,𝓀)
(𝑣(1), … , 𝑣(𝓀))
 
𝒟𝓀
𝑑𝐵(𝑣(1)) … 𝑑𝐵(𝑣(𝓀)), 𝑡 ≥ 0, 29  
where  
(𝑯𝑴𝒊)  𝒟𝓀 ≔ {𝕧 = (𝑣(1), … , 𝑣(𝓀)) ∈ 𝑅𝓀: 𝑣(𝑖) ≠ 𝑣(𝑗), 𝑖, 𝑗 = 1, … , 𝓀, 𝑖 ≠ 𝑗};  
(𝑯𝑴𝒊𝒊) For a given 𝑡 ≥ 0,  the kernel 𝐾𝑡
(𝐻,𝓀)(𝕧), 𝑡 ≥ 0, 𝕧 = (𝑣(1), … , 𝑣(𝓀)) ∈ 𝑅𝓀, is defined by30 
(A1.2)                                             𝐾𝑡
(𝐻,𝓀)(𝕧) ≔ ∫ [∏ (𝑠 − 𝑣(𝑗))
+
𝐻−1
𝓀
−
1
2𝓀
𝑗=1 ]
𝑡
0
𝑑𝑠 
                                                          
28 See Taqqu (1979), Dobrushin (1979), Dobrushin and Major (1979), Dehling and Taqqu 
(1989), Lacey (1991), Embrechts and Maejima (2002), Lavancier (2006), Maejima and Tudor 
(2007), Chronopoulou (2008), Tudor (2008), Torres and Tudor (2009), Pipiras and Taqqu 
(2010), Chronopoulou, Tudor and Viens (2011), Tudor (2013), Marty (2013), Bai and Taqqu 
(2014), Sun and Cheng (2014), Clausel et al. (2014), and Fauth and Tudor (2016). 
29 The integral is understood as a multiple Wiener-Itô integral, see, for example, Dobrushin 
(1979), Nualart (2006), and Clausel et al. (2014).   
30𝑎+
𝑏 : = {
𝑎𝑏 , 𝑖𝑓 𝑎 ≥ 0
0, 𝑖𝑓 𝑎 < 0
 , 𝑏 ∈ 𝑅. For every given 𝑡 ≥ 0, the kernel 𝐾𝑡
(𝐻,𝓀)(𝕧), is symmetric and has 
a finite ℒ2(𝑅
𝓀)-norm: ‖𝐾𝑡
(𝐻,𝓀)
‖
ℒ2(𝑅
𝓀)
= √∫ (𝐾𝑡
(𝐻,𝓀)(𝕧))
2 
𝑅𝓀
𝑑𝕧 < ∞ . Thus, ℋ(𝐻,𝓀)(𝑡), 𝑡 ≥ 0 is 
well-defined process. 
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(𝑯𝑴𝒊𝒊𝒊) 𝐻 ∈ (
1
2
, 1) is the Hurst index (index of self-similarity);31 
 (𝑯𝑴𝒊𝒗) 𝐶(𝐻,𝓀) > 0 is a normalizing constant such that 𝔼 (ℋ(𝐻,𝓀)(1))
2
= 1. 32 
(𝑯𝑴𝒗)  𝐵(𝑣), 𝑣 ∈ 𝑅 is a two-sided BM33 defined on (Ω, ℱ, {ℱ𝑡}𝑡≥0, ℙ). 
An alternative representation,34 ℋ(𝐻,𝓀)(𝑡), 𝑡 ≥ 0, is given by 
(A1.3)           ℋ(𝐻,𝓀)(𝑡) = 𝑐(𝐻,𝓀) ∫
𝑒
𝑖𝑡 ∑ 𝑢(𝑗)𝓀𝑗=1 −1 
𝑖[∑ 𝑢(𝑗)𝓀𝑗=1 ]|∏ 𝑢
(𝑗)𝓀
𝑗=1 |
2𝐻−2+𝓀
2𝓀
𝐵(ℂ)(𝑑𝑢(1)) …
 
𝑅𝓀
𝐵(ℂ)(𝑑𝑢(𝓀)), 
where 𝑐(𝐻,𝓀) is a normalizing constant, so that 𝔼 (ℋ(𝐻,𝓀)(1))
2
= 1, and 𝐵(ℂ)(𝑑𝑢) is a complex 
random measure generated by a standard Brownian motion. 
                                                          
31 See, Samorodnitsky (2016) for an extensive study of LRD processes. 
32𝐶(𝐻,𝓀) = (√𝓀! ‖𝐾1
(𝐻,𝓀)(𝕧)‖
ℒ2(𝑅
𝓀)
)
−1
,  𝐶(𝐻,1) = √
2𝐻Γ(
3
2
−𝐻)
Γ(
1
2
+𝐻)Γ(2−2𝐻)
 and  𝐶(𝐻,2) =
Γ(1+
𝐻
2
)√
𝐻
2
(2𝐻−1)
Γ(
𝐻
2
)Γ(1−𝐻)
, see Clausel et al. (2014). 
33 The two-sided Brownian motion 𝐵(𝑣), 𝑣 ∈ 𝑅 is defined as follows:  
𝐵(𝑣) = {
𝐵(1)(𝑣), 𝑓𝑜𝑟 𝑣 ≥ 0
𝐵(2)(−𝑣), 𝑓𝑜𝑟 𝑣 < 0,
  
where 𝐵(1)(𝑡), 𝑡 ≥ 0 and 𝐵(2)(𝑡), 𝑡 ≥ 0 are two independent standard BMs. 
34 See Taqqu (1979). 
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  The existence of the HM follows from the non-central invariance principle35 
(A1.4)                     
1
𝐻
∑ 𝕘(𝓀)(𝜉(𝑗))
⌊𝑛𝑡⌋
𝑗=1 →
(𝑤𝑒𝑎𝑘𝑙𝑦) (ℋ(𝐻,𝓀)(𝑡))
0≤𝑡≤𝑇
, 
where (𝑖)  𝜉(𝑗), 𝑗 = 0, ± 1, ±2 …, is a stationary Gaussian sequence, with 𝔼𝜉(𝑗) = 0, 𝔼(𝜉(𝑗))
2
=
1 and covariance function 𝜌(𝜉)(𝑛) = 𝔼[𝜉(0)𝜉(𝑛)] having power decay for some slowly varying 
function36 𝐿(𝑛), 𝑛 = 1,2, …, 
(A1.5)                                       lim𝑛↑∞
𝜌(𝜉)(𝑛)
𝐿(𝑛)𝑛
2𝐻−2
𝓀
< ∞; 
(𝑖𝑖) 𝕘(𝓀): 𝑅 → 𝑅, where 𝔼𝕘(𝓀)(𝜉(0)) = 0, 𝔼 (𝕘(𝓀)(𝜉(0)))
2
< ∞, and 𝕘(𝓀) has Hermite rank 𝓀. 37  
The basic properties of the HM,  ℋ(𝐻,𝓀) = {ℋ(𝐻,𝓀)(𝑡), 𝑡 ≥ 0}, are: 
                                                          
35 See Dobrushin and Major (1979), Taqqu (1979), and Torres and Tudor (2009). 
36 See Seneta (1976). 
37 Let 𝑔(𝑚)(𝑥) = (−1)𝑚𝑒
𝑥2
2
𝑑
𝑑𝑥
𝑒−
𝑥2
2 , 𝑥 ∈ 𝑅,  be a Hermite polynomial of order  𝑚 = 0,1, … The 
function   𝕘(𝓀): 𝑅 → 𝑅 has Hermite rank 𝓀, if 𝕘(𝓀) has the following representation: 
 𝕘(𝓀)(𝑥) = ∑ 𝑐(𝑚)
𝑚≥0
𝑔(𝑚)(𝑥), 𝑐(𝑚) ≔
1
𝑚!
𝔼 {𝕘(𝓀) (𝜉(0)𝑔(𝑚)(𝜉(0)))}, 
with 𝓀 = min{𝑚: 𝑐(𝑚) ≠ 0}, see Torres and Tudor (2009). 
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𝓗𝑩𝑷(𝟏):   ℋ(𝐻,1)(𝑡) = 𝐵𝐻(𝑡), 𝑡 ≥ 0, is a FBM and, thus, a Gaussian process. For every 𝓀 ≥ 2, 
ℋ(𝐻,𝓀)38  is a non-Gaussian process. For all 𝓀 ∈ ℕ,  ℋ(𝐻,𝓀) is neither a semimartingale nor a 
Markov process. 
𝓗𝑩𝑷(𝟐):  For all 𝓀 ∈ ℕ, 𝐻 ∈ (
1
2
, 1), ℋ(𝐻,𝓀) trajectories are nowhere differentiable. However, for 
every 0 < 𝛼 < 𝐻, ℋ(𝐻,𝓀) trajectories are 𝛼-Hölder continuous (𝛼-Lipchitz continuous), that is, 
for some 𝐶(𝐻, 𝓀) > 0: 
(A1.6)  |ℋ(𝐻,𝓀)(𝑡) − ℋ(𝐻,𝓀)(𝑠)| ≤ 𝐶(𝐻, 𝓀)|𝑡 − 𝑠|𝛼, for all  𝑡 ≥ 0, 𝑠 ≥ 0. 
𝓗𝑩𝑷(𝟑): The trajectories of ℋ(𝐻,𝓀) are of bounded 𝛷- variation,39 where 
 Φ(u) =
u1/H
[log(log(
1
u
))]
,
𝓀
2𝐻
, 𝑢 > 0. 40 
𝓗𝑩𝑷(𝟒):  Let 𝑉(𝑁)(ℋ(𝐻,𝓀)) be the centered quadratic variation of ℋ(𝐻,𝓀), i.e., 
                                                          
38 ℋ(𝐻,2) is known as the Rosenblatt process, see Taqqu (2011). 
39 The Φ- variation of a function 𝑓: [0,1] → 𝑅 is defined by  
𝑉(Φ)(𝑓) ≔ 𝑙𝑖𝑚𝑠𝑢𝑝{𝒫(𝑛),𝑑( 𝒫(𝑛))→0,𝑛↑∞} ∑ Φ(|𝑓(𝑡
(𝑘)) − 𝑓(𝑡(𝑘−1))|)𝑘=1,…,𝑛,(𝑡(0),𝑡(1),…,𝑡(𝑛))∈𝒫(𝑛) , 
where 𝒫(𝑛) ≔ {(𝑡(0), 𝑡(1), … , 𝑡(𝑛)): 0 = 𝑡(0) < 𝑡(1) < ⋯ < 𝑡(𝑛) = 1}  𝑎𝑛𝑑  𝑑( 𝒫(𝑛)) ≔
𝑚𝑎𝑥𝑘=1,…,𝑛|𝑡
(𝑘) − 𝑡(𝑘−1)|. 
40 See Basse-O'Connor and Weber (2016). 
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(A1.7)              𝑉(𝑁)(ℋ(𝐻,𝓀)) = ∑ {
(ℋ(𝐻,𝓀)(𝑡(𝑛+1)) − ℋ(𝐻,𝓀)(𝑡(𝑛)))
2
−
−𝔼 [(ℋ(𝐻,𝓀)(𝑡(𝑛+1)) − ℋ(𝐻,𝓀)(𝑡(𝑛)))
2
]
}𝑁𝑛=0 , 
where 𝑡(𝑛) − 𝑡(𝑛−1) = 𝛾(𝑁) > 0, 𝑡(0) = 0; and let 
(A1.8)                 𝛿(𝑁)(ℋ(𝐻,𝓀)) ≔ √𝔼 [(𝑉(𝑁)(ℋ(𝐻,𝓀)))
2
]. 
Then,41  
(𝐈) if 𝓀 = 1  and   
1
2
< 𝐻 ≤
3
4
, then the limit   𝑙𝑖𝑚𝑁↑∞   
𝛿(𝑁)(ℋ(𝐻,𝓀))
(𝛾(𝑁))
2𝐻
√𝑁
< ∞ exists and is finite, and 
(A1.9)      
𝑉(𝑁)(ℋ(𝐻,𝓀))
𝛿(𝑁)(ℋ(𝐻,𝓀))
⟹𝑑𝑖𝑠𝑡𝑟 𝓝(0, 1);  
(𝐈𝐈) if 𝓀 = 1  and  
3
4
< 𝐻 < 1, then the limit   𝑙𝑖𝑚𝑁↑∞   
𝛿(𝑁)(ℋ(𝐻,𝓀))
(𝛾(𝑁))
2𝐻
𝑁2𝐻−1𝑙𝑜𝑔𝑁
< ∞ exists and is finite, 
and 
(A1.10)     
𝑉(𝑁)(ℋ(𝐻,𝓀))
𝛿(𝑁)(ℋ(𝐻,𝓀))
⟹𝑑𝑖𝑠𝑡𝑟 (𝓡(𝐻)(0, 1))
1−
2(1−𝐻)
𝓀
; 
(𝐈𝐈) if 𝓀 > 1, 𝐻 ∈ (
1
2
, 1), then the limit 𝑙𝑖𝑚𝑁↑∞   
𝛿(𝑁)(ℋ(𝐻,𝓀))
(𝛾(𝑁))
2𝐻
𝑁
(1−
2(1−𝐻)
𝓀
)
< ∞ exists and is finite, and 
(A1.10) holds. 
                                                          
41 See Clausel et al. (2016). In what follows: (i)  ⟹𝑑𝑖𝑠𝑡𝑟 𝓝(0, 1) is a standard normal random 
variable; and (ii)  ℛ(0, 1) is a standard Rosenblatt variable, that is, 𝓡(𝐻)(0, 1) has the same 
distribution as ℋ(𝐻,2)(1). 
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𝓗𝑩𝑷(𝟓):   ℋ(𝐻,𝓀) has stationary increments, zero mean, variance 𝔼 [(ℋ(𝐻,𝓀)(𝑡))
2
] = 𝑡2𝐻 , and 
the covariance function 𝜌(𝐻,𝓀) is given by 
(A1.11)      𝜌(𝐻,𝓀)(𝑡, 𝑠) = 𝔼 (ℋ(𝐻,𝓀)(𝑡)ℋ(𝐻,𝓀)(𝑠)) =
1
2
(𝑡2𝐻 + 𝑠2𝐻 − |𝑡 − 𝑠|2𝐻}), 𝑠 ≥ 0, 𝑡 ≥ 0; 
 𝓗𝑩𝑷(𝟔)(𝑳𝒐𝒏𝒈 − 𝒓𝒂𝒏𝒈𝒆 𝒅𝒆𝒑𝒆𝒏𝒅𝒆𝒏𝒄𝒆 (𝑳𝑹𝑫)):  Let ∆(𝐻,𝓀)(𝑛) ≔ ℋ(𝐻,𝓀)(𝑛 + 1) −
ℋ(𝐻,𝓀)(𝑛), 𝑛 = 0,1, …, be the sequence of unit increments of ℋ(𝐻,𝓀). Then, 
𝑙𝑖𝑚𝑛↑∞𝑛
2−2𝐻𝔼 (∆(𝐻,𝓀)(𝑛)∆(𝐻,𝓀)(0)) = 𝐻(2𝐻 − 1), and, in particular, 
(A1.12)    ∑ 𝔼 (∆(𝐻,𝓀)(𝑛)∆(𝐻,𝓀)(0))∞𝑛=1 = ∞. 
𝓗𝑩𝑷(𝟕):  ℋ(𝐻,𝓀)  is a self-similar process with Hurst index 𝐻, 
(A1.13)     ℋ(𝐻,𝓀)(𝑐𝑡) ≜ 𝑐𝐻ℋ(𝐻,𝓀)(𝑡), 𝑡 ≥ 0, 𝑐 > 0. 
The smoothness of  ℋ(𝐻,𝓀)′𝑠 trajectories allows us to define stochastic integrals with respect to 
ℋ(𝐻,𝓀) in a pathwise sense.42 Stochastic calculus with HM is based on the fractional Stratonovich 
integral : For a continuous function, 𝑓: [0, 𝑇] → 𝑅, the Stratonovich integral is denoted by  
∫ 𝑓(𝑠)
𝑇
0
𝑑(𝑆)ℋ(𝐻,𝓀)(𝑡)  and defined as a limit of the Riemann sums43 
                                                          
42 See, for example, Russo and Vallois (1993) and Neuenkirch and Nourdin (2007). 
43 This is because 𝐻 ∈ (
1
2
, 1), the integral    ∫ 𝑓(𝑠)𝑑(𝑆)
𝑇
0
ℋ(𝐻,𝓀)(𝑠) = 
= 𝑙𝑖𝑚𝑛↑∞ ∑ 𝑓 ((1 − 𝛿)𝑡
(𝑘) + 𝛿𝑡(𝑘+1)) (ℋ(𝐻,𝓀)(𝑡(𝑘+1)) − ℋ(𝐻,𝓀)(𝑡(𝑘)))𝑛−1
𝑘=0,𝑡(𝑘)=
𝑘
𝑛
𝑇,𝑘=0,…,𝑛
  
has the same value for all 𝛿 ∈ [0,1]; see Duncan (2000). 
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  (A1.14)    ∫ 𝑓(𝑠)
𝑇
0
𝑑(𝑆)ℋ(𝐻,𝓀) = 
= 𝑙𝑖𝑚
𝑛↑∞ (𝑡(𝑘)=
𝑘
𝑛
𝑇,𝑘=0,…,𝑛)
∑ 𝑓(𝑡(𝑘))(ℋ(𝐻,𝓀)(𝑡(𝑘+1)) − ℋ(𝐻,𝓀)(𝑡(𝑘))).𝑛−1𝑘=0           
This implies the following chain-rule: given a sufficiently smooth function 𝐺(𝑥, 𝑡), 𝑥 ∈ 𝑅, 𝑡 ≥ 0, 
(A1.15)                        𝐺( ℋ(𝐻,𝓀)(𝑡 + 𝑠), 𝑡 + 𝑠) = 𝐺( ℋ(𝐻,𝓀)(𝑡), 𝑡) + 
∫
𝜕𝐺(ℋ(𝐻,𝓀)(𝑢), 𝑢)
𝜕𝑥
𝑡+𝑠
𝑡
𝑑(𝑆)ℋ(𝐻,𝓀)(𝑡) + ∫
𝜕𝐺(ℋ(𝐻,𝓀)(𝑢), 𝑢)
𝜕𝑢
𝑡+𝑠
𝑡
𝑑𝑢, 
or, in differential terms,44 
   𝑑𝐺( ℋ(𝐻,𝓀)(𝑡), 𝑡) =
𝜕𝐺(ℋ(𝐻,𝓀)(𝑡),𝑡)
𝜕𝑥
𝑑(𝑆)ℋ(𝐻,𝓀)(𝑡) +
𝜕𝐺(ℋ(𝐻,𝓀)(𝑡),𝑡)
𝜕𝑡
𝑑𝑡.         
𝓗𝑩𝑷(𝟖) (𝑭𝒊𝒏𝒊𝒕𝒆 𝒕𝒊𝒎𝒆 𝒊𝒏𝒕𝒆𝒓𝒗𝒂𝒍 𝒓𝒆𝒑𝒓𝒆𝒔𝒆𝒏𝒕𝒂𝒕𝒊𝒐𝒏):    The next representation is heuristic, as 
the trajectories of the Fractional Brownian Motion (FBM), 𝐵(𝐻)(𝑡) = ℋ(𝐻,1)(𝑡), 𝑡 ≥ 0, are not 
differentiable, but can be made precise using generalized functions: 
 (A1.16)     ℋ(𝐻,𝓀)(𝑡) = 𝐶(𝐻,𝓀) ∫ ∫ [∏ (𝑠 − 𝑣(𝑗))
+
𝐻(𝓀)−
3
2𝓀
𝑗=1 ]
𝑡
0
𝑑𝑠
 
𝒟𝓀
𝑑𝐵(𝑣(1)) … 𝑑𝐵(𝑣(𝓀)) 
= 𝐶(𝐻,𝓀) ∫ ?̇?(𝐻
(𝓀))(𝑠)𝓀
𝑡
0
𝑑𝑠, 
                                                          
44 In the literature, two alternative notations are used instead of … 𝑑(𝑆)ℋ(𝐻,𝓀)(𝑡):  
 (𝑖)   … . 𝛿𝑑ℋ(𝐻,𝓀)(𝑡) ; (𝑖𝑖)  (𝑆)              …. 𝑑ℋ(𝐻,𝓀)(𝑡); (𝑖𝑖𝑖) … 𝑑−ℋ(𝐻,𝓀)(𝑡). 
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where 𝐻(𝓀) =
𝐻−1
𝓀
+ 145. The derivative ?̇?(𝐻
(𝓀))(𝑡) =
𝜕
𝜕𝑠
𝐵(𝐻
(𝓀))(𝑡), 𝑡 ≥ 0, is known as fractional 
white noise. Thus, we can define the Hermite white noise  ℋ̇(𝐻,𝓀)(𝑡), ℋ(𝐻,𝓀)(𝑡) =
∫ ℋ̇(𝐻,𝓀)(𝑠)
𝑡
0
𝑑𝑠, as follows: 
(A1.17)                                     ℋ̇(𝐻,𝓀)(𝑡) = ?̇?(𝐻
(𝓀))(𝑡)𝓀, 𝑡 ≥ 0. 
𝓗𝑩𝑷(𝟗)(𝑫𝒊𝒔𝒕𝒓𝒊𝒃𝒖𝒕𝒊𝒐𝒏𝒂𝒍 𝒕𝒂𝒊𝒍𝒔 𝒐𝒇 𝑯𝒆𝒓𝒎𝒊𝒕𝒆 𝑷𝒓𝒐𝒄𝒆𝒔𝒔 𝒖𝒏𝒊𝒕 𝒊𝒏𝒄𝒓𝒆𝒎𝒆𝒏𝒕): 46 
(𝒊) There exist positive constants 𝑎(𝐻, 𝓀)  and 𝑏(𝐻, 𝓀) such that for every  𝑢 > 0,  
exp (−𝑎(𝐻, 𝓀) 𝑢
2
𝑘) ≤ ℙ(|ℋ(𝐻,𝓀)(1)| ≥ 𝑢) ≤ exp (−𝑏(𝐻, 𝓀) 𝑢
2
𝑘) 47 ; 
(𝒊𝒊) There exist positive constants 𝑐(𝐻, 𝓀)  and 𝑑(𝐻, 𝓀) such that for every  𝑛 ∈ ℕ , 
𝑐(𝐻, 𝓀)𝑛𝑛Γ(
𝑘𝑛
2
); ≤ 𝔼(|ℋ(𝐻,𝓀)(1)|
𝑛
) ≤ 𝑑(𝐻, 𝓀)𝑛𝑛Γ(
𝑘𝑛
2
)48; 
𝓗𝑩𝑷(𝟏𝟎) (𝑷𝒆𝒓𝒔𝒊𝒔𝒕𝒆𝒏𝒄𝒆 𝒐𝒇 𝑯𝒆𝒓𝒎𝒊𝒕𝒆 𝑷𝒓𝒐𝒄𝒆𝒔𝒔𝒆𝒔): 49    For all 𝓀 ∈ ℕ and sufficiently large 
𝑇 > 0, there exists constant 𝕔(𝐻,𝓀) > 0, 
                                                          
45  See Molchan (1969), Molchan and Golosov (1969), Taqqu (2011), and Tsoi (2011) for the 
two cases when 𝓀 = 1 and2.  
46 See Chen, Xu and Zhu (2015). 
47 Note that when 𝓀 increases, the tails of distribution of the unit increment becomes heavier. 
48  By the Stirling’s formula lim𝑢↑∞
𝛤(𝑢+1)
√2𝜋𝑢 (
𝑢
𝑒
)
𝑢 = 1. 
49 See Aurzada and Mönch (2016). 
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                           ℙ(𝑠𝑢𝑝𝑡∈[0,𝑇]ℋ
(𝐻,𝓀)(𝑡) ≤ 1) ≥  
1
𝑇1−𝐻(𝑙𝑜𝑔𝑇)𝕔
(𝐻,𝓀). 
For 𝓀 = 1,2 a sharper bound holds: 
                         ℙ(𝑠𝑢𝑝𝑡∈[0,𝑇]ℋ
(𝐻,𝓀)(𝑡) ≤ 1)~𝑇𝐻−1+𝑜(1), as 𝑇 ↑ ∞. 
𝓗𝑩𝑷(𝟏𝟏) (𝑯𝒆𝒓𝒎𝒊𝒕𝒆 𝑶𝒓𝒏𝒔𝒕𝒆𝒊𝒏 − 𝑼𝒉𝒍𝒆𝒏𝒃𝒆𝒄𝒌 𝑷𝒓𝒐𝒄𝒆𝒔𝒔)50 The process 𝒪𝒰(𝐻,𝓀)(𝑡), 𝑡 ≥ 0, 
𝒪𝒰(𝐻,𝓀)(𝑡) = 𝜎 ∫ 𝑒−𝜆(𝑡−𝑢)𝑑(𝑆)ℋ(𝐻,𝓀)(𝑢)
𝑡
−∞
 , 𝑡 ≥ 0, 
with initial condition 𝒪𝒰(𝐻,𝓀)(0) =  𝜎 ∫ 𝑒−𝜆(𝑡−𝑢)𝑑(𝑆)
0
−∞
ℋ(𝐻,𝓀)(𝑢) is called Hermite Ornstein-
Uhlenbeck (HOU) process. For all 𝓀 ∈ ℕ  ,  𝒪𝒰(𝐻,𝓀) is a centered Gaussian process with 
covariance function 
𝔼𝒪𝒰(𝐻,𝓀)(𝑡)𝒪𝒰(𝐻,𝓀)(𝑠) = 𝜎2 ∫ ∫ 𝑒−𝜆(𝑡−𝑢)𝑒−𝜆(𝑠−𝑣)|𝑢 − 𝑣|2𝐻−2𝑑𝑣
𝑠
−∞
𝑡
−∞
𝑑𝑢. 
The HOU exhibits LRD. More precisely, as 𝑠 ↑ ∞, 
𝔼𝒪𝒰(𝐻,𝓀)(𝑡)𝒪𝒰(𝐻,𝓀)(𝑡 + 𝑠)~
1
2
(
𝜎
𝜆
)
2
2𝐻(2𝐻 − 1){𝑠2𝐻−2 − 𝑒−𝜆𝑡(𝑡 + 𝑠)2𝐻−2} + 𝑂(𝑠2𝐻−4).  
APPENDIX 2. PROOFS OF PROPOSITIONS  
Appendix 2.1: Proof of Proposition 1 
Consider a Markov self-financing strategy 𝒫 (𝒮(𝑃𝐻)(𝑡)) = ∑ 𝑎(𝑖) (𝒮(𝑃𝐻)(𝑡)) 𝑆(𝑃𝐻,𝑖)(𝑡)𝑁𝑖=1 , 𝑡 ≥
0,  and 
                                                          
50 See Maejima and Tudor (2007). 
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                         𝒫 (𝒮(𝑃𝐻)(𝑡)) − 𝒫 (𝒮(𝑃𝐻)(0)) = ∑ ∫ 𝑑(𝑆)𝑎(𝑖) (𝒮(𝑃𝐻)(𝑠)) 𝑆(𝑃𝐻,𝑖)(𝑠)
𝑡
0
𝑁
𝑗=1 =  
                                = ∑ ∫ 𝑎(𝑖) (𝒮(𝑃𝐻)(𝑠)) 𝑑(𝑆)𝑆(𝑃𝐻,𝑖)(𝑠)
𝑡
0
𝑁
𝑗=1 . 
Then, for all 𝑡 ≥ 0, 
0 = ∑ ∫ 𝑆(𝑃𝐻,𝑖)(𝑠)𝑑(𝑆)𝑎(𝑖) (𝒮(𝑃𝐻)(𝑠))
𝑡
0
𝑁
𝑖=1 =  
     ∑ ∫ 𝑆(𝑃𝐻,𝑖)(𝑠) ∑
𝜕𝑎(𝑖)(𝒮(𝑃𝐻)(𝑠))
𝜕𝑥(𝑗)
𝑁
𝑗=1 𝑆
(𝑃𝐻,𝑗)(𝑠) (
𝜕𝜇(𝑗)(𝑠)
𝜕𝑠
𝑑𝑠 + ℋ(𝑠)
𝜕𝜎(𝑗)(𝑠)
𝜕𝑠
𝑑𝑠 +
𝑡
0
𝑁
𝑖=1
𝜎(𝑗)(𝑠)𝑑(𝑆)ℋ(𝑠))  
Thus, for all 𝑡 ≥ 0, 
∑ (
𝜕𝒫(𝒮(𝑃𝐻)(𝑡))
𝜕𝑥(𝑗)
− 𝑎(𝑗) (𝒮(𝑃𝐻)(𝑡))) 𝑆(𝑃𝐻,𝑗)(𝑡)
𝜕𝜇(𝑗)(𝑡)
𝜕𝑡
= 0,𝑁𝑖=1   
∑ (
𝜕𝒫(𝒮(𝑃𝐻)(𝑡))
𝜕𝑥(𝑗)
− 𝑎(𝑗) (𝒮(𝑃𝐻)(𝑡))) 𝑆(𝑃𝐻,𝑗)(𝑡)
𝜕𝜎(𝑗)(𝑡)
𝜕𝑡
= 0,𝑁𝑖=1   
and 
∑ (
𝜕𝒫(𝒮(𝑃𝐻)(𝑡))
𝜕𝑥(𝑗)
− 𝑎(𝑗) (𝒮(𝑃𝐻)(𝑡))) 𝑆(𝑃𝐻,𝑗)(𝑡)𝜎(𝑗)(𝑡) = 0.𝑁𝑖=1   
Thus, a solution of all those equations is   𝑎(𝑗) (𝒮(𝑃𝐻)(𝑡)) =
𝜕𝒫(𝒮(𝑃𝐻)(𝑡))
𝜕𝑥(𝑗)
. From, 
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𝒫 (𝒮(𝑃𝐻)(𝑡)) = ∑ 𝑎(𝑖) (𝒮(𝑃𝐻)(𝑡)) 𝑆(𝑃𝐻,𝑖)(𝑡)𝑁𝑖=1 , it follows that 𝒫 (𝒮
(𝑃𝐻)(𝑡)) =
∑
𝜕𝒫(𝒮(𝑃𝐻)(𝑡))
𝜕𝑥(𝑗)
𝑆(𝑃𝐻,𝑖)(𝑡)𝑁𝑖=1 . That is, 𝒫(𝕩(𝑡)), 𝕩(𝑡) ∈ 𝑅+
𝑁 , 𝑡 ≥ 0 satisfies the PDE51  
(A2.1)                           ∑
𝜕𝒫(𝕩(𝑡))
𝜕𝑥(𝑗)
𝑁
𝑗=1 − 𝒫(𝕩(𝑡)) = 0, 𝕩(𝑡) ∈ 𝑅+
𝑁.  
Setting 𝒫(𝕩(t)) = Q(𝕩(t)) ∏ (x(k))
γ(k)N
k=1 , γ = (γ
(1), … , γ(N)) ∈ RN, it follows that 𝒫(𝕩(t)) 
satisfies (A2.1) if and only if ∑ γ(l)Nl=1 = 1, and  
(A2.2)                              ∑
∂Q(𝕩(t))
∂x(j)
N
j=1 𝑥
(j)(t) = 0. 
Next, for all every  a = (a(1), … , a(N)) ∈ RN, ∑ a(k)Nk=1 = 0,  Q(𝕩) = ∑ a
(k)ln𝑥(k)Nk=1  
satisfies (A2.2). Thus, the function 𝒫(a,γ)(𝕩) = (∏ (𝑥(k))
γ(k)N
k=1 ) (∑ a
(l)ln𝑥(l)Nl=1 ) satisfies 
(A2.1).  Thus, all linear combinations of  𝒫(a,γ)(𝕩) will solve (A21). In particular, for every 𝑐 =
(𝑐(𝑖,𝑗) > 0, 𝑖, 𝑗 = 1, … , 𝑁), 𝒫(𝑐)(𝕩) = ∑ ∑ 𝑐(𝑖,𝑗) (√𝑥(𝑖) − √𝑥(𝑗))𝑁𝑗=1
𝑁
𝑖=1
2
 satisfies (A2.1). 
Furthermore, 𝒫(𝑐) (𝒮(𝑃𝐻)(0)) = 0 and, for all 𝑡 > 0, 𝒫(𝑐) (𝒮(𝑃𝐻)(𝑡)) =
∑ ∑ 𝑐(𝑖,𝑗) (√𝑆(𝑃𝐻,𝑖) − √𝑆(𝑃𝐻,𝑗))𝑁𝑗=1
𝑁
𝑖=1
2
> 0, ℙ-a.s.  Thus,  𝒫(𝑐) (𝒮(𝑃𝐻)(𝑡)) is an arbitrage 
portfolio.     Q.E.D. 
Appendix 2.2: Proof of Proposition 2 
                                                          
51 Going backward in our arguments shows that (A2.1) is, in fact, a necessary and sufficient 
condition for the Markov strategy to be self-financing. 
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Thus, we have the following three equations for the trading strategy 𝑎(𝐶,𝑗) (𝒮(𝑃𝐻)(𝑡)) , 𝑡 ≥ 0, 𝑗 =
1, … , 𝑁: 
(𝑖)   𝒫(C) (𝒮(𝑃𝐻)(𝑡)) = ∑ 𝑎(𝐶,𝑗) (𝒮(𝑃𝐻)(𝑠)) 𝑆(𝑃𝐻,𝑖)(𝑠)𝑁𝑗=1  ; 
(𝑖𝑖)        𝒫(C) (𝒮(𝑃𝐻)(𝑡)) − 𝒫 (𝒮(𝑃𝐻)(0)) = ∑ ∫ 𝑑(𝑆)𝑎(𝐶,𝑗) (𝒮(𝑃𝐻)(𝑠)) 𝑆(𝑃𝐻,𝑗)(𝑠)
𝑡
0
𝑁
𝑗=1 =   
= ∑ ∫ 𝑎(𝐶,𝑖) (𝒮(𝑃𝐻)(𝑠)) 𝑑(𝑆)𝑆(𝑃𝐻,𝑗)(𝑠)
𝑡
0
𝑁
𝑗=1 + ∑ ∫ 𝑆
(𝑃𝐻,𝑗)(𝑠)𝑑(𝑆)𝑎(𝑖) (𝒮(𝑃𝐻)(𝑠))
𝑡
0
𝑁
𝑗=1 ;   
and 
(𝑖𝑖𝑖)        𝒫(C) (𝒮(𝑃𝐻)(𝑡)) − 𝒫(C) (𝒮(𝑃𝐻)(0)) =  
= ∑ ∫ (𝑎(𝐶,𝑖) (𝒮(𝑃𝐻)(𝑠)) −
1
2
𝑐(𝑗)
2
(𝑠)
∂2𝒫(C) (𝒮(𝑃𝐻)(𝑠))
∂𝑥(j)
2 𝑆
(𝑃𝐻,𝑗)(𝑠)) 𝑑(𝑆)𝑆(𝑃𝐻,𝑗)(𝑠) 
𝑡
0
𝑁
𝑗=1
. 
Hence, 
        𝑑𝒫(C) (𝒮(𝑃𝐻)(𝑡)) =  
= ∑ 𝑎(𝐶,𝑖) (𝒮(𝑃𝐻)(𝑡)) −
1
2
𝑐(𝑗)
2
(𝑡)
∂2𝒫(C) (𝒮(𝑃𝐻)(𝑡))
∂𝑥(j)
2 𝑆
(𝑃𝐻,𝑗)(𝑡)𝑑(𝑆)𝑆(𝑃𝐻,𝑗)(𝑡)
𝑁
𝑗=1
. 
From,  (𝑖𝑖) and (𝑖𝑖𝑖), it follows that 
∑ {(∑
𝜕𝑎(𝐶,𝑖)(𝒮(𝑃𝐻)(𝑡))
𝜕𝑥(𝑗)
𝑆(𝑃𝐻,𝑖)(𝑡)𝑁𝑖=1 ) +
𝑁
𝑗=1
1
2
𝑐(𝑗)
2
(𝑡)
∂2𝒫(C)(𝒮(𝑃𝐻)(𝑡))
∂𝑥(j)
2 𝑆
(𝑃𝐻,𝑗)(𝑡)} 𝑆(𝑃𝐻,𝑗)(𝑡)𝜇(𝑗)(𝑡) = 0,  
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∑ {(∑
𝜕𝑎(𝐶,𝑖)(𝒮(𝑃𝐻)(𝑡))
𝜕𝑥(𝑗)
𝑆(𝑃𝐻,𝑖)(𝑡)𝑁𝑖=1 ) +
𝑁
𝑗=1
1
2
𝑐(𝑗)
2
(𝑡)
∂2𝒫(C)(𝒮(𝑃𝐻)(𝑠))
∂𝑥(j)
2 𝑆
(𝑃𝐻,𝑗)(𝑡)} 𝑆(𝑃𝐻,𝑗)(𝑡)𝜎(𝑗)(𝑡) = 0  
From (𝑖), it follows that 
  𝒫(C) (𝒮(𝑃𝐻)(𝑡)) = ∑ 𝑎(𝐶,𝑗) (𝒮(𝑃𝐻)(𝑠)) 𝑆(𝑃𝐻,𝑖)(𝑠)
𝑁
𝑗=1
 
𝑑𝒫(C) (𝒮(𝑃𝐻)(𝑡)) = ∑ 𝑎(𝐶,𝑗) (𝒮(𝑃𝐻)(𝑠)) 𝑑𝑆(𝑃𝐻,𝑖)(𝑠)
𝑁
𝑗=1
+ ∑ 𝑆(𝑃𝐻,𝑖)(𝑠)𝑑𝑎(𝐶,𝑗) (𝒮(𝑃𝐻)(𝑠))
𝑁
𝑗=1
 
as well as 
 (A2.3)         ∑ {
𝜕𝒫(C)(𝒮(𝑃𝐻)(𝑡))
𝜕𝑥(𝑗)
− 𝑎(𝐶,𝑗) (𝒮(𝑃𝐻)(𝑡)) +
+
1
2
𝑐(𝑗)
2
(𝑡)
∂2𝒫(C)(𝒮(𝑃𝐻)(𝑡))
∂𝑥(j)
2 𝑆
(𝑃𝐻,𝑗)(𝑡)
} 𝑆(𝑃𝐻,𝑗)(𝑡)𝜇(𝑗)(𝑡)𝑁𝑗=1 = 0 
and 
(A2.4)          ∑ {
𝜕𝒫(C)(𝒮(𝑃𝐻)(𝑡))
𝜕𝑥(𝑗)
− 𝑎(𝐶,𝑗) (𝒮(𝑃𝐻)(𝑡)) +
+
1
2
𝑐(𝑗)
2
(𝑠)
∂2𝒫(C)(𝒮(𝑃𝐻)(𝑠))
∂𝑥(j)
2 𝑆
(𝑃𝐻,𝑗)(𝑡)
} 𝑆(𝑃𝐻,𝑗)(𝑡)𝜎(𝑗)(𝑡)𝑁𝑗=1 = 0. 
Thus, a solution of (A2.3) and (A2.4) is given by  
𝑎(𝐶,𝑗) (𝒮(𝑃𝐻)(𝑡)) =
𝜕𝒫(C)(𝒮(𝑃𝐻)(𝑡))
𝜕𝑥(𝑗)
+
1
2
𝑐(𝑗)
2 ∂2𝒫
(C)(𝒮(𝑃𝐻)(𝑡))
∂𝑥(j)
2 𝑆
(𝑃𝐻,𝑗)(𝑡), 
which, together with (𝑖), leads to the PDE 
(A2.5)           ∑
𝜕𝒫(C)(𝕩)
𝜕𝑥(𝑗)
𝑥(𝑗)𝑁𝑗=1 − 𝒫
(S)(𝕩) + ∑
1
2
𝑐(𝑗)
2 𝜕2𝒫(C)(𝕩)
𝜕𝑥(𝑗)
2 𝑥
(𝑗)2𝑁
𝑗=1 = 0, 𝕩 ∈ 𝑅+
𝑁. 
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Then, portfolios of the type 𝒫(C)(𝕩) = ∏ (𝑥(𝑘))
𝜙(𝑘)𝑁
𝑘=1 , 𝜙
(𝑘) ∈ 𝑅 , 𝑘 = 1, … , 𝑁, satisfy (A2.5) if 
and only if 
(A2.6)                             ∑ 𝜙(𝑗)𝑁𝑗=1 − 1 + ∑
1
2
𝑐(𝑗)
2
𝜙(𝑗)(𝜙(𝑗) − 1)𝑁𝑗=1 = 0. 
Then the riskless asset ℳ has dynamics 𝛽(𝑡) = 𝑒𝑟𝑡, if ∑ 𝜎(𝑗)𝜙(𝑗)𝑁𝑗=1 = 0, and 𝑟 = ∑ 𝜇
(𝑗)𝜙(𝑗)𝑁𝑗=1 . 
Set  𝑆(𝑃𝐻,0)(𝑡) = 𝛽(𝑡), 𝑡 ≥ 0. Extend the market 𝔐(𝐻) to have the price dynamics 
(A2.7)   
𝜕𝒫(C)(𝑡,𝕩)
𝜕𝑡
+ 𝑟 ∑
𝜕𝒫(C)(𝑡,𝕩)
𝜕𝑥(𝑗)
𝑥(𝑗)𝑁𝑗=1 − 𝑟𝒫
(C)(𝑡, 𝕩) + ∑
1
2
𝑐(𝑗)
2 𝜕2𝒫(C)(𝑡,𝕩)
𝜕𝑥(𝑗)
2 𝑥
(𝑗)2𝑁
𝑗=1 = 0 
and set  𝒫(C)(𝑡, 𝑥(1), … , 𝑥(𝑁)) = Q(𝑡, 𝑥(1), … , 𝑥(𝑁))𝑒−𝑏𝑡 ∏ (𝑥(𝑘))
𝑎(𝑘)𝑁
𝑘=1 . Then, choosing 
 ∑  𝑎(𝑗)𝑁𝑗=1 = −𝑟 − 𝑐
(𝑗)2 and 𝑏 = ∑  𝑎(𝑗)𝑁𝑗=1 − 𝑟 + ∑  𝑎(𝑗)
2 1
2
𝑐(𝑗)
2
,𝑁𝑗=1  gives 
0 =
𝜕Q(𝑡,𝑥(1),…,𝑥(𝑁))
𝜕𝑡
+ ∑
1
2
𝑐(𝑗)
2 𝜕2Q(𝑡,𝑥(1),…,𝑥(𝑁))
𝜕𝑥(𝑗)
2 𝑥
(𝑘)2𝑁
𝑗=1 . Finally, a change of time, 𝑠 = 𝑇 − 𝑡, 
leading to V(𝑡, 𝑥(1), … , 𝑥(𝑁)) = Q(𝑇 − 𝑡, 𝑥(1), … , 𝑥(𝑁)), results in  
(A2.8)                      
𝜕V(𝑡,𝑥(1),…,𝑥(𝑁))
𝜕𝑡
= ∑
1
2
𝑐(𝑗)
2 𝜕2V(𝑡,𝑥(1),…,𝑥(𝑁))
𝜕𝑥(𝑗)
2 𝑥
(𝑘)2𝑁
𝑗=1  
The solution of (A2.8) is a multivariate Gaussian density.52 In particular, if 𝒫(C)(0, 𝟏) = 0, then, 
Q(0, 𝟏) = 0, and thus V(𝑇, 𝟏) = 0, leading to V(𝑡, 𝕩) = 0. That is, no arbitrage strategy is possible.     
Q.E.D. 
                                                          
52 Consider the multivariate heat equation 
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Appendix 2.3: Proof of Proposition 3 
Without loss of generality, we can assume that 𝑆𝐻(0) = 𝛽𝐻
(ℋ)(0) = 𝛽(0) = 1. Following the same 
line of arguments as in the proof of Proposition 1, we obtain the following set of equations: 
(𝑖)             𝒫(𝑥, 𝑦, 𝑡) = 𝑎(𝑥, 𝑦, 𝑠)𝑥 + 𝛽(𝑡)𝑏(𝑥, 𝑦, 𝑡) + 𝑐(𝑥, 𝑦, 𝑠)𝑦;  
(𝑖𝑖)          
𝜕𝑎(𝑥,𝑦,𝑠)
𝜕𝑥
+ 𝛽(𝑠)
𝜕𝑏(𝑥,𝑦,𝑠)
𝜕𝑥
+ 𝑦
𝜕𝑐(𝑥,𝑦,𝑠)
𝜕𝑥
= 0;  
(𝑖𝑖𝑖) − 𝑚(𝐻)𝑥2
𝜕𝑎(𝑥,𝑦,𝑠)
𝜕𝑥
− 𝛽(𝑠)𝑚(𝐻)𝑥
𝜕𝑏(𝑥,𝑦,𝑠)
𝜕𝑥
− 𝑚(𝐻)𝑥𝑦
𝜕𝑐(𝑥,𝑦,𝑠)
𝜕𝑥
+  
+𝑥𝑦𝑅
𝜕𝑎(𝑥,𝑦,𝑠)
𝜕𝑦
+ 𝛽(𝑠)𝑦𝑅
𝜕𝑏(𝑥,𝑦,𝑠)
𝜕𝑦
+ 𝑦2𝑅
𝜕𝑐(𝑥,𝑦,𝑠)
𝜕𝑦
= 0; 
(𝑖𝑣)      (𝑥
𝜕𝑎(𝑥,𝑦,𝑠)
𝜕𝑡
+ 𝛽(𝑠)
𝜕𝑏(𝑥,𝑦,𝑠)
𝜕𝑡
+ 𝑦
𝜕𝑐(𝑥,𝑦,𝑠)
𝜕𝑡
) +  
+ (
𝜕𝑎(𝑥,𝑦,𝑠)
𝜕𝑥
𝑥2 + 𝛽(𝑠)
𝜕𝑏(𝑥,𝑦,𝑠)
𝜕𝑥
𝑥 + 𝑥𝑦
𝜕𝑐(𝑥,𝑦,𝑠)
𝜕𝑥
) (𝑚 + 2𝐻𝑚(𝐻)𝑠2𝐻−1) +  
+ (𝑥𝑦
𝜕𝑎(𝑥,𝑦,𝑠)
𝜕𝑦
+ 𝛽(𝑠)𝑦
𝜕𝑏(𝑥,𝑦,𝑠)
𝜕𝑦
𝑦 + 𝑦2
𝜕𝑐(𝑥,𝑦,𝑠)
𝜕𝑦
) (𝑣 − 𝑅2𝐻𝑠2𝐻−1) = 0. 
                                                          
𝜕f(𝑡, 𝕩)
𝜕𝑡
=
1
2
∑ 𝐷𝑖,𝑗
𝜕2f(𝑡, 𝕩)
𝜕𝑥(𝑖)𝜕𝑥(𝑗)
𝑁
𝑖,𝑗=1
, 𝑡 ≥ 0, 𝕩 ∈ 𝑅+
𝑁 , 
subject to the initial conditions f(𝑡, 𝕩) = 𝛿(𝕩), where  𝐷 = [𝐷𝑖,𝑗] = 𝐷
𝑇 is constant matrix of 
diffusion constants. Then, 
f(𝑡, 𝕩) =
1
(2𝜋𝑡)
𝑁
2 √|𝑑𝑒𝑡𝐷|
exp {−
1
2𝑡
 𝕩T𝐷−1 𝕩} , 𝑡 ≥ 0, 𝕩 ∈ 𝑅+
𝑁, 
see, for example, Chirikjian (2009, Chapter 2, Section 2.6.2). 
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The solution of the system of equation satisfies the following heat equation with zero force term: 
−𝑟𝒫(𝑥, 𝑦, 𝑡) + 𝑟𝑥
𝜕𝒫(𝑥,𝑦,𝑡)
𝜕𝑥
+ 𝑟𝑦
𝜕𝒫(𝑥,𝑦,𝑡)
𝜕𝑦
+
𝜕𝒫(𝑥,𝑦,𝑡)
𝜕𝑡
= 0. 
Consider 𝒫(𝑥, 𝑦, 𝑡) = (√𝑥 + √𝑦 − 2𝑒
𝑟
2
𝑡)
2
. Then  𝒫(𝑥, 𝑦, 𝑡) determines a self-financing strategy 
and, furthermore,  ℙ(𝒫(𝑆𝐻(0), 𝛽𝐻
(ℋ)(0), 0) = 0, 𝒫(𝑆𝐻(𝑇), 𝛽𝐻
(ℋ)(𝑇), 𝑇) ≥ 0) = 1.  Q.E.D. 
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