A partial reciprocal of Dirichlet Lagrange Theorem detected by Jets by Alva, G. J. & Garcia, M. V. P.
ar
X
iv
:1
50
8.
07
42
7v
2 
 [m
ath
.C
A]
  5
 M
ar 
20
16 A partial reciprocal of Dirichlet Lagrange
Theorem detected by Jets
Alva, G. J. M. and Garcia, M. V. P.∗
Abstract
We study the stability of an equilibrium point in a conservative
Hamiltonian system in the case that equilibrium is not a minimum of
the potential energy and this fact is shown by a jet of this function.
Thanks to a modification of a result of Krasovskii, we prove that for
a large class of systems under these conditions equilibrium is unstable
and there is an asymptotic trajectory to that point.
Introduction
We study in this work the stability of an equilibrium point of a Hamilto-
nian system of n degrees of freedom, sufficient smooth, of potential energy
Π : Ω→ R, where Ω is an open neighborhood of the origin of Rn, and cinetic
energy T : Ω× Rn → R, T (q, p) = 1
2
〈B(q)p, p〉, in that for all q ∈ Ω, B(q) is
a matrix n×n, symmetric positive definite. In these conditions, if the origin
is a critical point of Π, (0, 0) is a equilibrium point of the hamiltonian field
defined in Ω× Rn of equations
XH(q, p)


q˙ = ∂H
∂p
(q, p)
p˙ = −∂H
∂q
(q, p)
(1)
As is well known, the Dirichlet-Lagrange theorem guarantees that, if the
origin is a local strict minimum point of the potential energy then (0, 0) is a
∗The first author was partially supported by CNPq-Brasil. The second author was
partially supported by FAPESP.
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stable equilibrium in the sense of Lyapunov of (1), this result does not admit
in the strict sense of the term, a reciprocal, because as shown by Painleve (see
[PP]) in the early twentieth century, if Π : R→ R is Π(q) = e−1/q2 sin(1/q), if
q 6= 0, Π(0) = 0 e T (q, p) = p2
2
, (0, 0) is a stable equilibrium of (1), although
0 is not a point of minimum of Π.
Since then the question of determining sufficient conditions on the poten-
tial energy to ensure instability of (0, 0) when this is not a point of minimum
of Π is known in the literature as “the problem of inversion of the Dirichlet-
Lagrange theorem” and has attracted the attention of mathematicians as
Lyapunov, Cetaev, La Salle, Salvadori, Kozlov, Laloy, among others (see...for
an historical overview of this problem)
Our work is connected to two basic ideas, Lyapunov proof in [L] that if
the Hessian of Π at the origin shows that this is not a point of minimum
of the potential energy then (0, 0) is an unstable equilibrium de (1), the
Lyapunov own launched the idea of generalizing this result, conjecturing
that if the Taylor polynomial of order s in 0 guarantee that this is not point
of minimum of the potential energy then (0, 0) would be unstable.
Using the language of punctual jets, introduced by A. Barone in [B],
this Lyapunov conjecture says that if the punctual jet of order s of Π at 0
shows that the potential energy Π has no minimum in this point, then the
equilibrium (0, 0) of (1) is unstable.
This conjecture was investigated by Maffei, Moauro and Negrine in two
notable works, [MN] and [MMN], they study the case where the jet showing
that the origin is not a minimum, is an homogeneous polynomial. In fact,
they prove more, the main result of these articles proves instability of the
origin when, after an eventual change of coordinates, the potential energy has
the form π(q1, . . . , qn) = ‖(q1, . . . , qr)‖2 + πs(qr+1, . . . , qs) + R(qr+1, . . . , qs),
where 0 ≤ r < s, πs is an homogeneous polynomial of degree s ≥ 2 which
does not have a minimum at the origin, and R obeys lim
q→0
R(q)
‖q‖s
= 0.
Other relevant works on this conjecture were made by Freire, Garcia and
Tal in [GT] and [FGT], in the first of these articles the conjecture is proved
in the case of systems with two degrees of freedom, the second one studies
the general case n degrees of freedom and it is shown that if the punctual jet
of order s of Π at 0, jsΠ, shows that Π have not minimum at origin and the
Hessian of Π in 0 is positive semi-definite and the dimension of its null space
is at most 2, we have the instability of the origin.
In the four aforementioned works the instability is proved showing that
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there is an asymptotic trajectory to the origin.
On the other hand, a classical result of Cetaev (see [LHR]) establishes
the instability of the origin when 〈∇Π(q), q〉 < 0, for all q in a connected
component of Π−1(−∞, 0). (If Π has this property we will say that Π satisfies
the Cetaev condition, or that Π is a Cetaev potential).
As a result, several instability results were obtained establishing condi-
tions to ensure that Π satisfies Cetaev’s condition. The reader may find in
section 3 of chapter 3 of the excellent book [LHR] several examples of this
type of result.
Our work connects these two lines, more precisely, it is assumed that
jsΠ shows that the origin is not a minimum point of potential energy and
jsΠ satisfies Cetaev’s condition. These assumptions do not guarantee that Π
obeys the condition of Cetaev, so we seek to establish additional conditions
on jsΠ to make sure this happens.
Our main results are in section 2. In Theorem 1 we present a set of con-
ditions that guarantee that if jsΠ is a Ceatev potential the same occurs to Π.
More precisely, there are essentially two conditions imposed on the potential
energy, one of them has a topological character and is simple to see that it
is natural in this context, it requires that closure of the region where jsΠ
is negative is contained within the region in which 〈∇jsΠ(q)|q〉 is negative,
the second condition requires that jℓΠ is semidefinite positive for all ℓ < s,
has a technical character that we will duscuss in final section of the article.
Moreover, in the Proposition 7 we generalize a result of Krasoviskii about
auxiliary functions and assymptotic trajectories in differential equations, and
use this Proposition to show that in a great class of Cetaev potentials, which
contains those who satisfy the conditions of Theorem 1, we have an asymp-
totic trajectory to the equilibrium. To do it, we show in Proposition 8 that,
if 〈∇Π(q)|q〉 < 0 for all q 6= 0 in the closure of a connected component of
Π−1(]−∞, 0[), there is an asymptotic trajectory to the equilibrium.
We finish this introduction with an outline of the article. In section 1
we introduce the basic notions and terminology, along with the statement of
some useful Propositions, whose proofs we do later, in section 3. The core
of this work is the section 2 where we present Theorem 1 and Proposition
8. Finally, in section 4 we discuss the aforementioned technical character
that we have in part of hypotheses in Theorem 1 and we give an example
showing that, in order to ensure that Π is a Cetaev potential based only in
informations about jsΠ, perhaps this restriction could be slightly weakened,
but not much.
3
1 Statement of the problem and basic results
1.1 Preliminary notions
We present here the definitions and notations that will be used throughout
the article.
Definition 1 Let s be a natural nonzero and Ω an open subset of Rn con-
taining the origin. It is said that f : Ω → R has punctual jet of order s at
the origin if exists a polynomial p : Rn → R of degree less than or equal to s
such that limx→0
f(x)−p(x)
|x|s
= 0. In this case we denoted p by jsf .
It is simple to see that there is at most a polynomial that satisfies these
conditions, and when jsf exists we will simply say that this is the s-jet de
f , instead of s-jet de f at the origin.
Is also easy to see that if f is of class Cs the Taylor polynomial of order s
of f at the origin is the jsf , the function f : R→ R, f(x) = e−1/x2 , if x /∈ Q
and f(x) = 0 if x ∈ Q show that the reciprocal of this statement is not true,
because for all s ∈ N, jsf ≡ 0 e f is not Cs.
If jsf is the s-jet of f and 1 ≤ k ≤ s then jkf = jk(jsf) and, if fk =
jkf − jk−1f , we see that fk is the null polynomial or is an homogeneous
polynomial of degree k, we will refer to fk as the homogeneous part of degree
k of jsf and it’s clear that jsf =
∑
k≤s
fk.
This notion was introduced by Barone-Netto in [B].
Definition 2 Suppose that f : Ω → R has s-jet. It is said that jsf shows
that f has not minimum at the origin if for every g : Ω→ R with jsg = jsf
we have that g has no minimum (even a weak minimum) at the origin.
We work with functions f : Ω
C2→ R that have s-jet and we will call the
function Rf(q) = 〈∇f(q), q〉, q ∈ Ω as the radial derivative of f .
If f has s-jet, the radial derivative of jsf will be denoted by Rsf . When
it is clear what is the function f involved we will use R(q) and Rs(q) instead
of Rf (q) and R
s
f (q).
1.2 The problem
Consider an Hamiltonian system of potential energy Π : Ω
C2→ R, where
Ω ⊂ Rn is an open neighbourhood of the origin and kinetic energy T :
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Ω × Rn C2→ R, T (q, p) = 1
2
< B(q)p|p >, where B(q) is a symmetric positive
definite matrix.
Suppose that origin is a critical point of the potential energy, Π(0) = 0
and admit that Π has s-jet at origin, so Π(q) = jsΠ(q) + o(|q|s). Moreover,
j1Π is null, then jsΠ =
s∑
ℓ=2
Πℓ.
Remember that RsΠ(q) = 〈∇jsΠ(q), q〉, consider As = (jsΠ)−1((−∞, 0)),
Cs = (R
s
Π)
−1((−∞, 0)) and denote the open ball of center 0 and radius r by
Br. Also, denote the interior of a subset U of R
n by U◦.
In this conditions (0, 0) is an equilibrium of the equations of the system,
namely equations (1).
We suppose that jsπ has the Cetaev’s condition, i.e. RsΠ(q) < 0 if
jsΠ(q) < 0, and we will investigate under what conditions this ensures that
Π also satisfies Cetaev’s condition.
In order to do it, we admit that potential energy obeys the following
conditions:
(H1) j
ℓΠ(q) ≥ 0 in some neighborhood of the origin if ℓ ≤ s− 1;
(H2) j
sΠ show that Π has not minimum at origin;
(H3) There exist ε > 0 with Bε ⊂ Ω and a connected component A∗ of As,
such that (A∗ \ {0}) ∩ Bε ⊂ C◦s ∩Bε.
It is said that Π is of class H if Π satisfies the hypotheses (H1)-(H3).
Note that by stating that jsΠ satisfies the condition of Ceatev, one is
saying that As ⊂ Cs, while (H3) establishes a stronger condition. However,
the condition As ⊂ Cs does not guarantee that Π obeys the Cetaev’s con-
dition, even when (H1) and (H2) are valid. To see this, just look at the
example π(x, y) = y2−x2+x3, it’s clear that j2π satisfies Cetaev’s condition
and obeys (H1) − (H2), but π has not Cetaev’s condition. This shows that
condition (H3) is a natural one in this context.
We will say that a potential energy Π has the strict Cetaev’s condition if
there is a connected component A of Π−1(]−∞, 0[) such that RΠ(q) < 0, for
q ∈ A \ {0} ∩ Bε, in other words, if A \ {0} ∩Bε ⊂ R−1Π (]−∞, 0[).
In the main results of this paper we will prove that if the potential energy
is of class H then it satisfies Cetaev’s strict condition (Theorem 1), and we
show that if π has the Cetaev’s strict condition, then there is an asymptotic
trajectory to the origin in equations (1) (see Proposition 8).
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1.3 Basic results
Here we state the technical results needed for demonstration of our the-
orems of instability, presented in the next section. The proofs of the propo-
sitions set out in this section without references are found in section 3.
We start by the observation that an algebraic curve γ : [0, ρ]→ Rn, with
γ(0) = 0 ∈ Ω and γ(t) 6= 0 for all t ∈ (0, ρ], is tangent at origin to a half-line.
We will denote this half-line by rγ (a reference to see this and other tecnical
facts about algebraic curves is [JM]).
A very usefull consequence of hypothesis (H3) is about the geometry of
the set As and the tangent half-lines of algebraic curves in As that starts at
origin, precisely:
Lemma 1 Suppose that Π satisfies (H3) and let be γ : [0, ρ] → Rn an al-
gebraic curve, with γ(0) = 0 and γ(t) ∈ As \ {0} if t > 0. Then jsΠ|rγ
has a strict local maximum at the origin, furthermore there is ε > 0 such
that rγ \ {0} ∩ Bε and the image of γ are contained in the same connected
component of As.
In terms of connected components this result has a very usefull form.
Corollary 1 Suppose that there are connected components A∗ of As and C∗
of Cs such that, for some ε > 0, (A∗ \ {0}) ∩ Bε ⊂ C∗ ∩ Bε. Then, if
γ : [0, ρ] → Rn is an algebraic curve, with γ(0) = 0 and γ(t) ∈ A∗ \ {0} if
t > 0, we have that rγ \ {0} ∩Bε is contained in A∗.
In view of the hypotheses H the set Zs−1 = ∩s−1ℓ=2{q ∈ Ω : Πℓ(q) = 0} \ {0}
will have a great importance to us. Since Πℓ are homogeneous polynomials,
if q ∈ Zs−1 and λ > 0 then λq ∈ Zs−1. We will call a subset of Rn with this
property of cone of vertex at origin.
We will now construct a cone with vertex 0, vitally important for our pur-
poses. As a matter of convenience in the reading, we present the properties
of this cone in three stages, covered the following three propositions.
Proposition 1 Suppose that Π satisfies the hypothesis H, then there is a
half-line r of origin 0 contained in Zs−1 such that Πs(q) < 0 for all q ∈ r.
Moreover, if ∆r is the connected component of Zs−1 which contains r, there
exists a cone Ks ⊂ Rn with vertex 0 such that
(a) (∆r \ {0}) ⊂ (Ks)◦
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(b) If q ∈ ∂Ks \{0} there exists ℓ ∈ {2, · · · , s−1} such that Πℓ(q) > 0 and
Πj(q) = 0 for j < ℓ.
(c) Πs(q) < 0 for all q ∈ Ks \ {0}
Proposition 2 Suppose that Π satisfies the hypothesis H and consider the
cone Ks given in the previous proposition, then there are constants ε > 0 and
m > 0 such that
(1) js−1Π(q) ≥ m
2
|q|s−1, for each q ∈ (∂Ks \ {0}) ∩ Bε
(2) Rs−1Π (q) ≥ (s− 1)m2 |q|s−1, for each q ∈ (∂Ks \ {0}) ∩ Bε
At last we have
Proposition 3 Suppose that Π satisfies the hypothesis H, then there is ε > 0
such that the cone Ks given in the above propositions obeys
(i) jsΠ(q) > 0 for each q ∈ (∂Ks \ {0}) ∩Bε
(ii) RsΠ(q) > 0 for each q ∈ (∂Ks \ {0}) ∩ Bε
As a consequence of proposition 1 is clear thatMs−1 := {q ∈ Zs−1 : Πs(q) < 0}
is a nonempty set.
The set Ms−1 is indeed a positive cone with vertex at the origin and, for
any algebraic curve γ : [0, ρ] −→ Ω with γ(0) = 0 and γ(t) ∈ As \ {0} if
0 < t ≤ ρ, it follows from lemma 1 that rγ ⊂ Ms−1. Because of this Ms−1
will be called the tangent cone of As.
Proposition 4 Suppose that Π satisfies the hypothesis H, and let r be a
half-line with origin 0 contained in Ms−1. If A∗ and C∗ are, respectively the
connected component of As and Cs containing r \ {0} and Ks is a cone given
by the proposition 1, then there are ε0 > 0 and M2 > 0 such that
RsΠ(q) ≤ −M2|q|s, ∀q ∈ (∂A∗ \ {0}) ∩Bε0
and
(C∗ \ {0}) ∩Bε0 ⊂ (Ks)◦ ∩Bε0 .
For convenience, from now on we will call a cone Ks that satisfies the propo-
sitions 1-4 simply cone built in the section 2
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2 Instability results
Here we show that if the potential energy satisfies the hypotheses H then
Π is a Cetaev’s potential. So Cetaev’s theorem immediately implies that H
causes the instability of (0.0) in equations (1). Actually we will prove later
that, under these conditions, there is an asymptotic trajectory to the origin.
We begin by noting that, by Euler’s theorem on homogeneous functions,
one can see that
RsΠ(q) = (s− 1)jsΠ(q)−
s−2∑
ℓ=2
jℓΠ(q) + Πs(q). (2)
Proposition 5 Suppose that Π satisfies the hypotheses H, let r be a half-
line with origin 0 contained in Ms−1, and denote A∗ and C∗, respectively, the
connected components of As and Cs containing r \ {0}. Then there exists
0 < ε < 1 and a semi-algebraic set Ws ⊂ Bε, such that 0 ∈ ∂Ws, and:
1. (A∗ \ {0}) ∩Bε ⊂W ◦s ⊂W s \ {0} ⊂ (C∗)◦ ∩ Bε
2. Πs(q) < 0 for all q ∈ W s\{0} and, moreover, there are constants α > 0
and β > 0 such that:
(a) If q ∈ ∂W \ {0}, then jsΠ(q) ≥ −αΠs(q);
(b) If q ∈ W \ {0}, then RsΠ(q) ≤ βΠs(q)
Proof Consider a cone Ks built in section 2 and 0 < ε < ε0 < 1, whith ε0
given by proposition 4.
LetQ be the polynomialQ(q) = (s−1)jsΠ(q)+1
2
[−∑s−2ℓ=2 jℓΠ(q) + Πs(q)]
and consider the semi-algebraic set W = {q ∈ Bε : Q(q) < 0}.
Note that 0 ∈ ∂W , since Q(q) < 0 for q ∈ r.
It’s clear from H that A∗ \ {0} ∩Bε ⊂W .
Moreover, by proposition 1, Πs(q) < 0, if q ∈ Ks \ {0} , then by using (2)
one can see that RsΠ(q) = Q(q) +
1
2
[−∑s−2ℓ=2 jℓΠ(q) + Πs(q)] and conclude
W ∩Ks ⊂ C∗∩Bε. Since, by proposition 4, C∗ \{0}∩Bε0 ⊂ (Ks)◦, it follows
from here that W \ {0} ⊂ C∗ ∩ Bε ⊂ (Ks)◦, which concludes the proof of 1.
So Πs(q) < 0 for all q ∈ W \{0}, then, if q ∈ ∂W \{0}, we have Q(q) = 0,
i.e. (s − 1)jsΠ(q) = −(1/2) [−∑s−2ℓ=k jℓΠ(q) + Πs(q)] ≥ −(1/2)Πs(q), which
implies 2-a for α = 1
2(s−1)
.
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On the other hand, if q ∈ W \{0}, then Qs(q) ≤ 0, getting the second in-
equality with β = 1
2
since, by (2), RsΠ(q) ≤ (1/2)
[−∑s−2ℓ=k jℓΠ(q) + Πs(q)] ≤
(1/2)Πs(q). 
Now we use the homogeneity of Πs and the above proposition to get the
crucial result of this section.
Proposition 6 Suppose Π satisfies the hypotheses H, and let W be the set
obtained in proposition 5, then there is 0 < ε1 < 1 such that:
(i) Π(q) > 0 for all q ∈ (∂W \ {0}) ∩ Bε1.
(ii) RΠ(q) < 0 for all q ∈ W \ {0}) ∩ Bε1.
Proof Let g(q) = Π(q)− jsΠ(q) and h(q) = RΠ(q)− RsΠ(q), clearly g and
h are functions o(|q|s) at origin.
Consider the cone Ks built in section 2 and take the semi-algebraic set
W and the constants 0 < ε < 1, α > 0, β > 0 obtained in proposition 5.
Then W \ {0} ⊂ (Ks)◦ ∩ Bε.
So, by proposition 1 Πs(q) < 0, for all q ∈ W ∩ Sε, which is a compact
set, so min{Πs(q) : q ∈ W ∩ Sε} = −m < 0.
By the homogeneity of Πs andW ⊂ (Ks)◦, it follows that Πs(q) ≤ −m|q|s,
for all q ∈ W .
Using that g and h are o(|q|s) at origin, it is immediate to see that there
is 0 < ε1 ≤ ε such that |g(q)| ≤ αm2 |q|s and |h(q)| ≤ βm2 |q|s for all q ∈ Bε1 .
Then, by proposition 5, if q ∈ ∂W \ {0} ∩Bε1 , we have
Π(q)
|q|s
= j
sΠ(q)+g(q)
|q|s
≥ −αΠs(q)+g(q)
|q|s
≥ αm
2
> 0
and, if q ∈ W \ {0} ∩Bε1 ,
RΠ(q)
|q|s
=
Rs
Π
(q)+h(q)
|q|s
≤ βΠs(q)+h(q)
|q|s
≤ −βm
2
< 0,
wich ends the proof. 
With this proposition, it is easy to prove that if Π satisfies H then it is a
Cetaev’s potential, as we claim before.
Theorem 1 If the potential energy of a conservative Hamiltonian system is
of class H then it has the strict Cetaev’s condition.
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Proof As before, consider Zs−1 = ∩s−1ℓ=2{q ∈ Ω : Πℓ(q) = 0} \ {0}, let r be a
ray of origin 0 contained in Zs−1 with Πs(q) < 0, for all q ∈ r.
Then there is ε > 0 such that Π(q) < 0 and RΠ(q) < 0, for all q ∈ r ∩Bε,
it’s clear that we can suppose 0 < ε < ε1, where ε1 is given in proposition 6.
Now consider W obtained in proposition 5 and denote A and C respec-
tively, the connected components of Π−1(]−∞, 0[) and R−1Π (]−∞, 0[) that
contains r ∩ Bε.
By proposition 6 it follows that π(q) > 0, for all q ∈ ∂W \ {0} ∩Bε, and
RΠ(q) < 0 for all q ∈ W \ {0} ∩Bε.
Then A ∩ Bε ⊂W ∩ Bε ⊂ C ∩ Bε. 
2.1 Asymptotic trajectories
The instability of origin for Hamiltonian systems whose potential energy
is of class H follows immediately from last result, but as we have said, one
can prove that in these conditions there is an asymptotic trajectory, and it’s
what we will do now, using a theorem inspired in a Krasovskii result.
Consider the differential equation x˙ = f(x), where ∆ ⊂ Rn is an open
neighbourhood of the origin, f : ∆ −→ Rn is a function of class C1, with
f(0) = 0.
The aforementioned Krasovskii result (see theorem 12.1 in [K]) is a par-
ticular case of next statement when V =W .
Proposition 7 Suppose that U ⊂ Rn is an open set with 0 ∈ ∂U , and let
V, W , C1 real functions defined in ∆, such that:
(i) V˙ (x) < 0, if x ∈ U \ {0}.
(ii) W (x) < 0, if x ∈ U ,
(iii) W (x) = 0, if x ∈ ∂U ,
(iv) W˙ (x) ≤ 0, if x ∈ U .
Then there exists a trajectory x(t) of x˙ = f(x) such that lim
t→∞
x(t) = 0.
Proof Take a ε > 0 such that Bε ⊂ ∆ and denote by Uε the set Bε ∩ U .
Consider a point z ∈ U◦ε .
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We’ll prove first that the solution xz of x˙ = f(x) such that xz(0) = z
leaves U◦ε through of S = Uε ∩ Sε. To see this, it’s enough to show that xz
can’t remain in Uε in the future, since by (ii), (iii) and (iv) we have that
xz(t) /∈ ∂U for all t > 0.
Suppose, by contradiction, that this is false, then by using the compact-
ness of Uε we have that xz is defined in [0,∞), and, since W (0) = 0, we see
by (iii) and (iv) that there is a δ > 0 such that δ ≤ |xz(t)| ≤ ε, for all t > 0.
Then, from (i) we see that h = V ◦ xz is a C1 function defined in [0,∞),
and there is a c > 0 such that h˙(t) < −c.
This is a contradiction with the fact of h is bounded in [0,∞) and shows
that our assertion about xz is true.
Consider a sequence xk ∈ U◦ε convergent to 0, and denote by φk the
solution of x˙ = f(x) with φk(0) = xk. Let yk be the point of S where φk
leaves U◦ε , for the first time and Tk > 0 the first positive number such that
φk(Tk) = yk.
Since xk → 0 which is an equilibrium of x˙ = f(x) we have, by the
continuous dependence of the solutions of an o.d.e. with respect to the initial
conditions, that Tk →∞ when k →∞.
We can suppose, by the compactness of S, that yk converges to a point
y ∈ S. Let φ be the solution the consider differential equation with φ(0) = y.
Again by the continuous dependence of the solutions with respect to the
initial conditions, it’s easy to see that there exists a T > 0 such that φ(t) ∈ Uε
for t ∈ [−T, 0).
Now we’ll prove that φ(t) ∈ Uε for all t < 0 for which φ is defined.
If fact, suppose, by contradiction, that this is false then there exists a
λ < 0 such that φ(λ) /∈ Uε; since Tk →∞ there is a sufficiently large k such
that Tk > 2|λ|. Then, by the continuous dependence theorem, φk must leave
Uε in a time tk such that 0 < tk < Tk. But this is a contradiction with the
choice of yk and Tk.
Therefore, since Uε is compact, we have that φ is defined in (−∞, 0] and
the alpha limit set of this solution, Λ, must be nonempty. Moreover, it’s
clear that Λ ⊂ Uε.
By (i), we have V˙ ≤ 0 in Uε therefore, by LaSalle’s Invariance Principle,
it follows that Λ ⊂ {q ∈ Uε : V˙ (q) = 0} = {0} and we are done. 
We make an imediate use of this to prove:
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Proposition 8 Let H = T +Π be a Hamiltonian function defined in Ω×Rn,
where the potential energy of class C2, Π : Ω → R, has a critical point at
0 ∈ Ω. If there are ε > 0 and a connected component C of Π−1((−∞, 0))
adherent to the origin such that 〈∇Π(q), q〉 < 0 for q ∈ (C \ {0}) ∩ Bε then
there is an asymptotic motion to 0 in equations (1).
Proof It‘s enough consider
U = {(q, p) ∈ C × Rn| 〈q, p〉 > 0, |(q, p)| < ε e H(q, p) < 0}
and functions V,W : U → R defined by V (q, p) = −〈q, p〉 and W (q, p) =
〈q, p〉H(q, p).
Then, if we remember that T is homogeneous of degree 2 in relation to the
variable p, a simple application of Euler‘s theorem for homogeneous functions
and Hamiltonian equations shows that
V˙ (q, p) = −
[
2T (q, p)−
〈∂T
∂q
(q, p), q
〉
− 〈∇Π(q), q〉
]
,
W˙ (q, p) =
[
2T (q, p)−
〈∂T
∂q
(q, p), q
〉
− 〈∇Π(q), q〉
]
H(q, p).
Observe now that we can choose ε small enough to yeld that R(q, p) =
2T (q, p)−〈∂T
∂q
(q, p), q〉 > 0 if |q| < ε and p 6= 0. In fact, this is a consequence
of R is quadratic with respect to p and R(0, p) = 2T (0, p) is positive defined.
Then we see that conditions (ii), (iii) and (iv) of proposition 7 are verified.
Now, if (q, p) ∈ U \ {0} we have q 6= 0, because if p 6= 0 then H(0, p) > 0
and of course this contradicts (0, p) ∈ U .
This shows that V˙ < 0 in U \{0} and we can apply proposition 7 in order
to obtain our thesis. 
Joining Theorem 1 and Proposition 8 results immediately that if the poten-
tial energy of the Hamiltonian system is in the class H, then there is an
asymptotic trajectory to the origin.
3 Proof of results of section 1
3.1 Proof of the Lemma 1 (and Corollary 1)
As Π satisfies (H3) there is ε > 0 such that Bε ⊂ Ω and (As \{0})∩Bε ⊂
Cs ∩Bε. Let A∗ be a connected component of As such that A∗ contains the
immage of γ.
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Let us fix some notation, take q ∈ rγ, with 0 < ‖q‖ < ε and, for ρ > 0
denote Σρ(q) the disc of dimension n−1 centered in q of radius ρ, orthogonal
to rγ. Since ‖q‖ < ε we can choose ρ small enough to guarantee Σρ(q) ⊂ Bε.
Consider the cone region ∆ = {z = σw : 0 < σ ≤ 1, w ∈ Σρ(q)}. Then
∆ ⊂ Bε and, as rγ is tangent to γ in 0+, there is a δ > 0 such that γ(t) ∈ ∆,
if 0 < t < δ. Since for t > 0, γ(t) ∈ A∗\{0}, it follows that exists p ∈ ∆∩A∗.
Let qρ the point of Σδ(q) which is in the ray of origin 0 which passes through
p.
Clearly jsΠ(p) < 0 and we claim that jsΠ(x) < 0 for all x of the segment
pqρ. In fact, suppose by contradiction that this does not occur, then there
is a point y of segment pqρ such that j
sΠ(x) < 0 for all x between p and y,
and jsΠ(y) = 0.
Of course y ∈ As, and as p lies in the interior of segment 0qρ, y 6=
0 and follows from the previous considerations that 0 ≤ d
dt
jsΠ(ty)|t=1 =
〈∇(jsΠ)(y), y〉 = RsΠ(y).
Then y 6= 0 and y ∈ As \ Cs against (H3), which shows our claim.
Therefore the segment pqqρ is contained in A∗. This shows that, if q ∈ rγ
with 0 < ‖q‖ < ε, then q ∈ A∗ \ {0}.
This shows the last affirmation of the lemma, moreover, by (H3), one sees
that RsΠ(q) < 0, for q ∈ rγ with 0 < ‖q‖ < ε. Since rγ is a ray and jsΠ(0) = 0
this implies that jsΠ(q) < 0 for these points. 
Corollary 1 needn’t an independent proof, the demonstration above does
it.
3.2 Proof of the proposition 1
By the curve selection lemma for semi-algebraic sets (see [JM]) there is
an algebraic curve γ : [0, 1] −→ Rn, with γ(0) = 0 and γ(t) ∈ As for t > 0.
Then, by lemma 1, if r is the tangent ray to γ at 0+, jsΠ|r has a strict
maximum at origin.
Therefore, by (H1), we have r ⊂ Zs−1 and Πs(q) < 0 for some q ∈ r,
since Πs is an homogeneous polynomial of degree s, this shows that r has the
desired properties.
Let ∆r be the connected component of Zs−1 that contains r. We claim
that ∆r ⊂ As. Indeed, note that if x ∈ Zs−1 and jsΠ(x) = 0, then Πℓ(x) =
0, for all ℓ ≤ s, so RsΠ(x) = 0. Since Π satisfies (H3) this implies that
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∂As \ {0} ∩ Zs−1 = ∅. Our claim follows immediately from this observation,
noting that ∆r is connected, As is open, and r \ {0} ⊂ As.
To build the cone Ks, note that Zs−1 is a cone with vertex 0, so that
∆r is also, then ∆r is the union of half-lines of origin 0 that are contained
therein. Now take r˜ a ray with origin 0 contained in ∆r and x ∈ r˜, we have
seen that jsΠ(x) = Πs(x) < 0, so we can choose δ > 0 such that, if Σδ(x) is
the closed disc of dimension n − 1 centred in x and radius δ, orthogonal to
r˜, then Πs(w) < 0 for all w ∈ Σδ(x). Moreover, because ∆r is a connected
component of cone Zs−1, we can choose δ small enough in order to ensure
that Σδ(x) ∩ Zs−1 ⊂ ∆r.
Consider the closed cone Kr˜ = {y ∈ Rn : y = λw, λ ≥ 0, w ∈ Σδ(x),
which has vertex at the origin and axis r˜, since Πs is homogeneous, it’s clear
that Πs < 0 in Kr˜ \ {0}. Now define Ks as
Ks :=
⋃
r˜⊂∆r
Kr˜
Of course Ks is a closed cone with vertex 0 and Πs(q) < 0, if q ∈ Ks \ {0},
which shows item (c).
As for every ray of origin 0, r˜ ⊂ ∆r, we have r˜ ⊂ K◦r˜ ⊂ K◦s , (a) follows.
In order to prove (b), observe that Ks ∩ Zs−1 =
⋃
r˜⊂∆r
Kr˜ ∩ Zs−1 and,
since Kr˜ ∩ Zs−1 ⊂ ∆r, result Ks ∩ Zs−1 ⊂ ∆r ⊂ (Ks)◦.
As Zs−1 = Zs−1 ∪ {0} is clear that, if q ∈ Zs−1 and q 6= 0, then q ∈ Zs−1,
which shows that ∂Ks ∩ Zs−1 = ∅. Therefore, if q ∈ ∂Ks and q 6= 0, then
q ∈ Zcs−1.
So, since Zcs−1 =
⋃s−1
ℓ=2
{
q ∈ Ω : Πℓ(q) 6= 0
}
, comes that, for q ∈ ∂Ks \{0},
there is ℓ1 = ℓ1(q) ∈ {2, ..., s− 1} such that Πℓ1(q) 6= 0.
Then, if ℓ(q) := min{ℓ1 ∈ {2, ..., s− 1} : Πℓ1(q) 6= 0}, we have (b). 
3.3 Proof of the Proposition 2
Consider the cone Ks built in the proposition 1, clearly ∂Ks is also a cone
with vertex at the origin and, if S is the sphere with center in the origin and
radius 1, ∂Ks ∩ S is compact.
For x ∈ ∂Ks \ {0} consider the function given in item (b) of proposition
1, ℓ(x) = min{ℓ ∈ N : Πℓ(x) 6= 0}, and take Fr = {x ∈ ∂Ks \ {0} : ℓ(x) = r},
of course ∂Ks \ {0} = ∪s−1r=2Fr.
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If x ∈ ∂Ks ∩ S, item (b) of proposition 1 shows that Πℓ(x) > 0, for some
ℓ ∈ {2, . . . , s − 1}, so we can choose εx > 0 such that Πℓ(q) > 0 for all
q ∈ (∂Ks ∩ S) ∩ Bεx(x). Then, put Bx = (∂Ks ∩ S) ∩ Bεx(x) and consider
mx = minq∈Bx{Πℓ(q)}, obviously mx > 0.
If K(Bx) is the cone with vertex in the origin generated by Bx, i.e.
K(Bx) = {λy : λ ≥ 0, y ∈ Bx}, then for q ∈ K(Bx) \ {0}
jℓΠ(q) = jℓ−1Π(q) + Πℓ(q) ≥ Πℓ(q) = |q|ℓΠℓ
(
q
|q|
)
≥ mx|q|ℓ.
So, if js−1ℓ Π = Πℓ+1 + ... +Πs−1, comes
js−1Π(q) = jℓΠ(q) + js−1ℓ Π(q) ≥ mx|q|ℓ + js−1ℓ Π(q), ∀q ∈ K(Bx), q 6= 0,
moreover, as jℓ(js−1ℓ Π) = 0, there is ρx > 0 such that, if 0 < |q| < ρx, then
|js−1ℓ Π(q)| ≤ mx2 |q|ℓ
Thus, if 0 < |q| < ρx and q ∈ K(Bx), we have
js−1Π(q) ≥ mx
2
|q|ℓ
The family C = {Bεx(x) : x ∈ ∂Ks ∩ S} is an open cover of ∂Ks ∩ S. By
the compactness of ∂Ks ∩ S, take {Bεx1 (x1), Bεx2 (x2), ..., Bεxr (xr)} a finite
subcover of C, since Bxi = (∂Ks ∩ S) ∩ Bεxi (xi), it’s clear that
∂Ks ∩ S ⊂ Bx1 ∪ Bx2 ∪ ... ∪Bxr .
By the above procedure, for each i ∈ {1, ..., r} there are mxi > 0, ρxi > 0
and ℓi ∈ {k, ..., s − 1} such that, if 0 < |q| < ρxi and q ∈ K(Bxi) we have
js−1Π(q) ≥ mxi
2
|q|ℓi.
Consider m := min{mx1, ..., mxr} > 0, ρ := min{ρx1, ..., ρxr} > 0 and
take q ∈ ∂Ks, q 6= 0. As ∂Ks is a cone with vertex at origin, xq = q|q| ∈
∂Ks ∩ S, hence xq ∈ Bεxiq (xiq) for some iq ∈ {1, ..., r}, consequently we have
that xq ∈ Bxiq , and so q = |q|xq ∈ K(Bxiq ).
Thus, if 0 < |q| < ρ we obtain js−1Π(q) ≥ mxiq
2
|q|ℓiq ≥ m
2
|q|ℓiq , therefore,
if 0 < ε′ < min{ρ, 1}, it follows item (1) for ε′, since
js−1Π(q) ≥ m
2
|q|ℓiq ≥ m
2
|q|s−1, ∀q ∈ (∂Ks \ {0}) ∩Bε′
To demonstrate (2), let k be the degree of the first non null jet of Π, so
2 ≤ k ≤ s− 1 and jkΠ = Πk is an homogeneous polynomial of degree k.
Note that js−1Π(q) =
∑s−2
ℓ=k Πℓ(q) + Πs−1(q), so we have
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Πs−1(q) ≥ m2 |q|s−1 −
∑s−2
ℓ=k Πℓ(q), ∀q ∈ (∂Ks \ {0}) ∩ Bε′ (†)
As jℓΠ(q) = Πℓ(q) +
∑ℓ−1
i=k Πi(q) and, by hypothesis (H1), j
ℓΠ(q) ≥ 0, if
k ≤ ℓ ≤ s− 1, it follows
Πℓ(q) ≥ −
∑ℓ−1
i=k Πi(q), ∀q ∈ Bε′ , k + 1 ≤ ℓ ≤ s− 1. (‡)
The key point of this proof is to show, by induction, that if 2 ≤ ν ≤ s − k
then for 0 < t < k
k+1
, and q ∈ (∂Ks \ {0}) ∩ Bε′,
Ps−1(tq) ≥
∑s−ν
ℓ=k(ℓt
ℓ − (s− ν + 1)ts−ν+1)Πℓ(q) + (s− 1)ts−1m2 |q|s−1 (∗)
Indeed, for ν = 2, by (†), Ps−1(tq) =
∑s−2
ℓ=k ℓt
ℓΠℓ(q) + (s − 1)ts−1Πs(q) ≥∑s−2
ℓ=k ℓt
ℓΠℓ(q) + (s− 1)ts−1(m2 |q|s−1 −
∑s−2
ℓ=k Πℓ(q)) and we have (∗).
Now suppose that (∗) worth for 2 ≤ ν < k + 1, and note that∑s−ν
ℓ=k(ℓt
ℓ− (s−ν+1)ts−ν+1)Πℓ(q) =
∑s−(ν+1)
ℓ=k (ℓt
ℓ− (s−ν+1)ts−ν+1)Πℓ(q)+
[(s− ν)ts−ν − (s− ν + 1)ts−ν+1]Πs−ν(q).
As the sequence ( p
p+1
) is increasing and 0 < t < k
k+1
, it follows that
(s − ν)ts−ν − (s − ν + 1)ts−ν+1 > 0, and the induction hypothesis together
with (‡) for Πs−ν(q) show
Ps−1(tq) ≥
s−(ν+1)∑
ℓ=k
(ℓtℓ − (s− ν + 1)ts−ν+1)Πℓ(q)
− [(s− ν)ts−ν − (s− ν + 1)ts−ν+1]
s−(ν+1)∑
ℓ=k
Πℓ(q) + (s− 1)ts−1m
2
|q|s−1
=
s−(ν+1)∑
ℓ=k
(ℓtℓ − (s− ν + 1)ts−ν+1)Πℓ(q) + (s− 1)ts−1m
2
|q|s−1
This concludes the induction proof.
So, if 0 < t < k
k+1
and q ∈ (∂Ks \ {0}) ∩ Bε′, then put ν = s − k in (∗)
and conclude Ps−1(tq) ≥ (k − (k + 1)t)Πk(tq) + (s− 1)ts−1m2 |q|s−1.
Since Πk(tq) = j
kΠ(tq) ≥ 0, if 0 < t < k
k+1
, results from last inequality
Rs−1(tq) ≥ (s− 1)m
2
|tq|s−1, ∀q ∈ (∂Ks \ {0}) ∩ Bε′, 0 < t < k
k + 1
Therefore, if ε′′ = k
k+1
ε′ < ε′ we obtain the stated in the item (2)
Rs−1(q) ≥ (s− 1)m
2
|q|s−1, ∀q ∈ (∂Ks \ {0}) ∩ Bε′′
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Then (1) and (2) are valid for ε = ε′′. 
3.4 Proof of the Proposition 3
Consider the closed cone Ks with vertex at the origin built in proposition
1, from part (c) of this proposition and homogeneity of Πs, it follows that
Πs(
q
|q|
) = |q|−sΠs(q) < 0 for all q ∈ Ks \ {0}, as the sphere of radius 1 is
compact, there are strictly positive constants M1 and M2 such that
−M1|q|s ≤ Πs(q) ≤ −M2|q|s, ∀q ∈ (Ks \ {0}).
On the other hand, from Proposition 2, there are m > 0 and 0 < ε′ < 1 such
that js−1Π(q) ≥ m
2
|q|s−1, for all q ∈ (∂Ks \ {0}) ∩ Bε′.
So, if q ∈ (∂Ks \ {0}) ∩Bε′ , results
jsΠ(q) = js−1Π(q) + Πs(q) ≥ m2 |q|s−1 −M1|q|s = |q|s−1
(
m
2
−M1|q|
)
.
This shows item (i) of this proposition in Bε1 , if ε1 = min{ε′, m2M1}.
Again by Proposition 2, we have 0 < ε′′ < 1 such that
Rs−1(q) ≥ (s− 1)m
2
|q|s−1, ∀q ∈ (∂Ks \ {0}) ∩ Bε′′
then, for q ∈ (∂Ks \ {0}) ∩ Bε′′, it follows from Rs(q) = Rs−1(q) + sΠs(q)
that
Rs(q) ≥ (s− 1)m
2
|q|s−1 − sM1|q|s = |q|s−1
[
(s− 1)m
2
− sM1|q|
]
.
Then, if ε2 = min{ε′′, (s−1)m2sM1 }, we obtain item (ii) in Bε2 .
To complete the proof take ε = min{ε1, ε2}. 
3.5 Proof of the Proposition 4
Let ∆r be the connected component ofMs−1 which contains r\{0}, follows
from Corollary 1 that ∆r is the tangent cone to A∗ \ {0} and ∆r ⊂ A∗.
So, by part (a) of Proposition 1, ∆r ⊂ (Ks)◦ and part (b) of same propo-
sition shows that ∂Ks \ {0} is not tangent to A∗ \ {0} at origin.
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Moreover, item (i) of proposition 3 implies that there is ε1 > 0 such that
jsΠ(q) > 0 for all q ∈ (∂Ks \ {0}) ∩ Bε1 , so decreasing ε1 if necessary, we
obtain (A∗ \ {0}) ∩ Bε1 ⊂ (Ks)◦ ∩ Bε1.
As item (c) of Proposition 1 states that Πs(q) < 0 for all q ∈ Ks \ {0}, it
follows that, if q ∈ (∂A∗ \ {0}) ∩Bε1 , Πs(q) < 0
By hypothesis (H3), (A∗ \ {0})∩Bε1 ⊂ C∗∩Bε1, consequently Rs(q) < 0,
for all q ∈ (∂A∗ \ {0}) ∩Bε1 .
Since Rs(q) = 〈∇jsΠ(q), q〉 = (s − 1)jsΠ(q) −∑s−2ℓ=k jℓΠ(q) + Πs(q), by
using the hypothesis (H1) we see that
Rs(q) ≤ Πs(q), ∀q ∈ (∂A∗ \ {0}) ∩Bε1 . (†)
As Ks is a positive cone with vertex in the origin, closed, it follows from
the homogeneity of Πs and compacity of the sphere with center at origin and
radius 1 that there are M1 > 0 and M2 > 0 such that, for all q ∈ Ks \ {0},
−M1|q|s ≤ Πs(q) ≤ −M2|q|s.
As we had already proved that (A∗ \ {0}) ∩ Bε1 ⊂ (Ks)◦ ∩ Bε1, (†) implies
the desired inequality.
To complete the demonstration, use the item (ii) of Proposition 3 to find
ε2 > 0 such that Ps(q) > 0 for all q ∈ (∂Ks \ {0}) ∩ Bε2.
Thus, if ε0 = min{ε1, ε2}, we obtain (C∗ \ {0}) ∩Bε0 ⊂ (Ks)◦ ∩Bε0 . 
4 Final remarks
Since the objective of this work is to find sufficient conditions to ensure
that if jsΠ is a potential of the type Cetaev then the own potential energy Π
is a potential of the type Cetaev the hypothesis (H2) and (H3) are essential,
without them visibly it is not possible to ensure this result.
Already the hypothesi (H1) has a different character, it imposes a tech-
nical restriction that at least at first glance, seems to be quite strong.
In this section we will show that some thecnical restriction need to be
made on jsΠ, in addition to (H2) and (H3), to ensure that Π it is a potential
of the type Cetaev, more precisely we will display an example that show that
(H2) and (H3) are not sufficient to ensure that Π it is a potential of the type
Cetaev, even in the case that js−1Π(q) ≥ 0 in a neighborhood of the origin
(which is a less restrictive restriction than that imposed by (H1)).
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Example 1 We consider the potential π(x, y) = f(x, y) + x14, with
f(x, y) =
8
3
y6 − 3y4x4 + 9
10
y2x8 − 1
12
x12 − y12.
Then j6π is the first nonzero jet of π and it is positive semi-definite. Also
note that j12π = f shows that π has no minimum at the origin, because
f(x, 0) = −x12
12
.
So, π obeys hypothesis (H2) for s = 12, furthermore,
j11π(x, y) =
8
3
y6 − 3y4x4 + 9
10
y2x8 = y2(
8
3
y4 − 3y2x4 + 9
10
x8)
is positive semi-definite and vanishes only on the axis {y = 0}. The j12π is
the first jet of π to shows that this potential hasn’t a minimum at origin.
However,
j8π(x, y) =
8
3
y6 − 3y4x4 = 8
3
y4
(
y − 3
2
√
2
x2
)(
y +
3
2
√
2
x2
)
has a saddle at the origin.
This shows that π does not obey (H1), moreover it points clear an inter-
esting fact, if the first nonzero jet of π is positive semi-definite, jsπ is the
first jet that shows that π has no minimum at the origin and js−1π is positive
semi-definite, we can’t conclude that jℓπ ≥ 0 if ℓ ≤ s− 1.
In order to prove that π satisfies (H3) for s = 12 consider the radial
derivative of f , Rf(x, y) = y
6−24y4x4+9y2x8−x12−12y12 and note that, if
Q(x, y) = (y−x2)(y+x2)(2y−x2)2(2y+x2)2, we have Rf(x, y) = Q(x, y)−y12,
so Rf(x, y) ≤ Q(x, y).
As Q(x, y) ≤ 0 in ∆ = {(x, y) ∈ R2| − x2 ≤ y ≤ x2}, we have that the
connected component of R−1f (]−∞, 0[) that contains the axis y = 0 contains
also ∆.
Since f(x,±x2) = f(x,±x2) = (29
60
− x12)x12, it follows that, for ε =
12
√
29
60
, in Bε the connected component of f
−1(] −∞, 0[) which contains the
axis y = 0 is contained in ∆. Therefore π satisfies (H3) for s = 12.
Then, for s = 12 we have that π verifies (H2), (H3), and j
s−1π has
a nonstrict minimum at origin. However, we claim that π isn’t a Cetaev
potential.
To see this, note that j12π = f and f(x, λx2) = h(λ)x12 − (λx2)12 ≤
h(λ)x12, where h(λ) = 8
3
λ6 − 3λ4 + 9
10
λ2 − 1
12
.
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A direct calculus shows that h(λ) < 0 in [−3
4
, 3
4
], so there is a ρ > 0 such
that f(x, λx2) ≤ −ρ2x12, if |λ| ≤ 3
4
.
Therefore, if |λ| ≤ 3
4
, π(x, λx2) = f(x, λx2)+x14 ≤ (−ρ2+x2)x12, and this
shows that π(x, y) < 0, if (x, y) ∈ {(x, y) ∈ R2 : −3
4
x2 ≤ y ≤ 3
4
x2}∩Bρ \{0}.
Since the radial derivative of π is Rπ(x, y) = Rf (x, y) + 14x
14, it’s clear
that Rπ(x,
x2
2
) = − 2
212
x24+14x14 is positive, if |x| is small enough, so π isn’t
a Cetaev potential, as we assert.
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