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Abstract
We present a geometric approach to the field theory with higher or-
der anisotropic interactions. The concepts of higher order anisotropic
space and locally anisotropic space (in brief, h–space and la–space)
are introduced as general ones for various types of higher order
extensions of Lagrange and Finsler geometry and higher dimen-
sion (Kaluza–Klein type) spaces. The spinors on h–spaces are de-
fined in the framework of the geometry of Clifford bundles provided
with compatible nonlinear and distinguished connections and met-
ric structures (d–connection and d–metric). The spinor differential
geometry of h–spaces is constructed. There are discussed some re-
lated issues connected with the geometric aspects of higher order
anisotropc interactions for gravitational, gauge, spinor, Dirac spinor
and Proca fields. Motion equations in higher order generalizations
of Finsler spaces, of the mentioned type of fields, are defined in a ge-
ometric manner by using bundles of linear and affine frames locally
adapted to the nonlinear connection structure. The nearly autopar-
allel maps are introduced as maps with deformation of connections
extending the class of geodesic and conformal transforms. We pro-
pose two variants of solution of the problem of definition of conser-
vation laws on h–spaces. A general background of the theory of field
interactions and strings in spaces with higher order anisotropy is fro-
mulated. The conditions for consistent propagation of closed strings
in higher order anisotropic background spaces are analyzed. The
connection between the conformal invariance, the vanishing of the
renormalization group beta–function of the generalized sigma–model
and field equations of higher order anisotropic gravity are studied in
detail. c© Sergiu I. Vacaru, 1996
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I. INTRODUCTION
Some of fundamental problems in physics advocate the extension to lo-
cally anisotropic and higher order anisotropic backgrounds of physical theo-
ries [73,75,9,19,13,76,134,131,132,133]. In order to construct physical models on
higher order anisotropic spaces it is necessary a corresponding generalization of
the spinor theory. Spinor variables and interactions of spinor fields on Finsler
spaces were used in a heuristic manner, for instance, in works [13,81], where the
problem of a rigorous definition of la-spinors for la-spaces was not considered.
Here we note that, in general, the nontrivial nonlinear connection and torsion
structures and possible incompatibility of metric and connections makes the so-
lution of the mentioned problem very sophisticate. The geometric definition of
la-spinors and a detailed study of the relationship between Clifford, spinor and
nonlinear and distinguished connections structures in vector bundles, generalized
Lagrange and Finsler spaces are presented in Refs. [122,123,130].
Subection II.A contains an introduction into the geometry of higher order
anisotropic spaces, the distinguishing of geometric objects by N–connection struc-
tures in such spaces is analyzed, explicit formulas for coefficients of torsions and
curvatures of N- and d–connections are presented and the field equations for grav-
itational interactions with higher order anisotropy are formulated. The distin-
guished Clifford algebras are introduced in Sec. II.B and higher order anisotropic
Clifford bundles are defined in Sec. II.C. We present a study of almost complex
structure for the case of locally anisotropic spaces modeled in the framework of
the almost Hermitian model of generalized Lagrange spaces in Sec. II.D. The d–
spinor techniques is analyzed in Sec. II.E and the differential geometry of higher
order anisotropic spinors is formulated in Sec. II.F. The Sec. II.G is devoted to
geometric aspects of the theory of field interactions with higher order anisotropy
(the d–tensor and d–spinor form of basic field equations for gravitational, gauge
and d–spinor fields are introduced).
Despite the charm and success of general relativity there are some fundamen-
tal problems still unsolved in the framework of this theory. Here we point out
the undetermined status of singularities, the problem of formulation of conserva-
tion laws in curved spaces, and the unrenormalizability of quantum field inter-
actions. To overcome these defects a number of authors (see, for example, Refs.
[111,145,95,1]) tended to reconsider and reformulate gravitational theories as a
gauge model similar to the theories of weak, electromagnetic, and strong forces.
But, in spite of theoretical arguments and the attractive appearance of different
proposed models of gauge gravity, the possibility and manner of interpretation of
gravity as a kind of gauge interaction remain unclear.
The work of Popov and Daikhin [96,97] is distinguished among other gauge
approaches to gravity. Popov and Dikhin did not advance a gauge extension,
or modification, of general relativity; they obtained an equivalent reformulation
(such as well-known tetrad or spinor variants) of the Einstein equations as Yang-
Mills equations for correspondingly induced Cartan connections [24] in the affine
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frame bundle on the pseudo-Riemannian space time. This result was used in solv-
ing some specific problems in mathematical physics, for example, for formulation
of a twistor-gauge interpretation of gravity and of nearly autoparallel conserva-
tion laws on curved spaces [115,119,121,118,105]. It has also an important con-
ceptual role. On one hand, it points to a possible unified treatment of gauge and
gravitational fields in the language of linear connections in corresponding vector
bundles. On the other, it emphasize that the types of fundamental interactions
mentioned essentially differ one from another, even if we admit for both of them
a common gauge like formalism, because if to Yang-Mills fields one associates
semisimple gauge groups, to gauge treatments of Einstein gravitational fields one
has to introduce into consideration nonsemisimple gauge groups.
Recent developments in theoretical physics suggest the idea that a more ad-
equate description of radiational, statistical, and relativistic optic effects in clas-
sical and quantum gravity requires extensions of the geometric background of
theories [143,77,9,10,11,18,54,55,56,58,99,107,108,110,142,25] by introducing into
consideration spaces with local anisotropy and formulating corresponding variants
of Lagrange and Finsler gravity and theirs extensions to higher order anisotropic
spaces [151,76,131,132,133].
The presentation in the Sec. III is organized as follows: In Sec. III.A we give
a geometrical interpretation of gauge (Yang-Mills) fields on general ha-spaces.
Sec. III.B contains a geometrical definition of anisotropic Yang-Mills equations;
the variational proof of gauge field equations is considered in connection with
the ”pure” geometrical method of introducing field equations. In Sec. III.C the
ha–gravity is reformulated as a gauge theory for nonsemisimple groups. A model
of nonlinear de Sitter gauge gravity with local anisotropy is formulated in Sec.
III.D. We study gravitational gauge instantons with trivial local anisotropy in
Sec. III.E.
Theories of field interactions on locally anisotropic curved spaces form a new
branch of modern theoretical and mathematical physics. They are used for
modelling in a self–consistent manner physical processes in locally anisotropic,
stochastic and turbulent media with beak radiational reaction and diffusion
[75,9,10,143]. The first model of locally anisotropic space was proposed by
P.Finsler [39] as a generalization of Riemannian geometry; here we also cite the
fundamental contribution made by E. Cartan [33] and mention that in mono-
graphs [100,73,12,14,19] detailed bibliographies are contained. In this work we
follow R. Miron and M. Anastasiei [74,75] conventions and base our investiga-
tions on their general model of locally anisotropic (la) gravity (in brief we shall
write la-gravity) on vector bundles, v–bundles, provided with nonlinear and dis-
tinguished connection and metric structures (we call a such type of v–bundle as
a la-space if connections and metric are compatible).
The study of models of classical and quantum field interactions on la-spaces is
in order of the day. For instance, the problem of definition of spinors on la-spaces
is already solved (see [122,137,123,130] and Sec. II) and some models of locally
anisotropic Yang–Mills and gauge like gravitational interactions are analyzed (see
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[134,129] and Sec. III and alternative approaches in [12,19,58,55]). The develop-
ment of this direction entails great difficulties because of problematical character
of the possibility and manner of definition of conservation laws on la-spaces. It
will be recalled that, for instance, conservation laws of energy–momentum type
are a consequence of existence of a global group of automorphisms of the fun-
damental Mikowski spaces (for (pseudo)Riemannian spaces the tangent space’
automorphisms and particular cases when there are symmetries generated by ex-
istence of Killing vectors are considered). No global or local automorphisms exist
on generic la-spaces and in result of this fact the formulation of la-conservation
laws is sophisticate and full of ambiguities. R. Miron and M. Anastasiei firstly
pointed out the nonzero divergence of the matter energy-momentum d–tensor, the
source in Einstein equations on la-spaces, and considered an original approach to
the geometry of time–dependent Lagrangians [8,74,75]. Nevertheless, the rigor-
ous definition of energy-momentum values for la-gravitational and matter fields
and the form of conservation laws for such values have not been considered in
present–day studies of the mentioned problem.
Sec. IV.A is devoted to the formulation of the theory of nearly autoparal-
lel maps of la–spaces. The classification of na–maps and formulation of their
invariant conditions are given in Sec. IV.B. In Sec. IV.C we define the nearly
autoparallel tensor–integral on locally anisotropic multispaces. The problem of
formulation of conservation laws on spaces with local anisotropy is studied in Sec.
IV.D. We present a definition of conservation laws for la–gravitational fields on
na–images of la–spaces in Sec. IV.E. In Sec. IV.F, we analyze the locally isotropic
limit, to the Einstein gravity and it generalizations, of the na-conservation laws.
The plan of the Sec. V is as follows. We begin, Sec. V.A, with a study of
the nonlinear σ-model and ha-string propagation by developing the d-covariant
method of ha-background field. Sec. V.B is devoted to problems of regulariza-
tion and renormalization of the locally anisotropic σ-model and a corresponding
analysis of one- and two-loop diagrams of this model. Scattering of ha-gravitons
and duality are considered in Sec. V.C.
II. SPINORS IN HIGHER ORDER ANISOTROPIC SPACES
The purpose of the section is to summarize and extend our investigations
[122,123,130,134,126] on formulation of the theory of classical and quantum field
interactions on higher order anisotropic spaces. We receive primary attention
to the development of the necessary geometric framework: to propose an ab-
stract spinor formalism and formulate the differential geometry of higher order
anisotropic spaces . The next step is the investigation of higher order anisotropic
interactions of fundamental fields on generic higher order anisotropic spaces (in
brief we shall use instead of higher order anisotropic the abbreviation ha-, for
instance, ha–spaces, ha–interactions and ha–spinors).
In order to develop the higher order anisotropic spinor theory it will be conve-
nient to extend the Penrose and Rindler abstract index formalism [83,84,85] (see
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also the Luehr and Rosenbaum index free methods [71]) proposed for spinors on
locally isotropic spaces. We note that in order to formulate the locally anisotropic
physics usually we have dimensions d > 4 for the fundamental, in general higher
order anisotropic space–time and to take into account physical effects of the non-
linear connection structure. In this case the 2-spinor calculus does not play a
preferential role.
A. Basic Geometric Objects in Ha–Spaces
We review some results and methods of the differential geometry of vector bun-
dles provided with nonlinear and distinguished connections and metric structures
[74,75,76,131,132,133]. This subsection serves the twofold purpose of establishing
of abstract index denotations and starting the geometric backgrounds which are
used in the next subsections of the section.
1. N-connections and distinguishing of geometric objects
Let E<z>= (E<z>, p,M,Gr, F<z>) be a locally trivial distinguished vector
bundle, dv-bundle, where F<z> = Rm1⊕...⊕Rmz (a real vector space of dimension
m = m1 + ... +mz , dimF = m, R denotes the real number field) is the typical
fibre, the structural group is chosen to be the group of automorphisms of Rm ,
i.e. Gr = GL (m,R) , and p : E<z> → M (defined by intermediar projections
p<z,z−1> : E
<z> → E<z−1>, p<z−1,z−2> : E<z−1> → E<z−2>, ...p : E<1> → M)
is a differentiable surjection of a differentiable manifold E (total space, dimE =
n+m) to a differentiable manifoldM (base space, dimM = n). Local coordinates
on E<z> are denoted as
u<α> =
(
xi, y<a>
)
=
(
xi
.
= ya0, ya1, ...., yaz
)
=
(..., ya(p), ...) = {ya(p)(p) } = {ya(p)},
or in brief u = u<z> = (x,y(1), ...,y(p), ...,y(z)) where boldfaced indices will be
considered as coordinate ones for which the Einstein summation rule holds (Latin
indices i, j,k, ... = a0,b0, c0, ... = 1, 2, ..., n will parametrize coordinates of geo-
metrical objects with respect to a base space M, Latin indices ap,bp, cp, ... =
1, 2, ..., m(p) will parametrize fibre coordinates of geometrical objects and Greek
indices α, β, γ, ... are considered as cumulative ones for coordinates of objects de-
fined on the total space of a v-bundle). We shall correspondingly use abstract
indices α = (i, a), β = (j, b), γ = (k, c), ... in the Penrose manner [83,84,85] in
order to mark geometical objects and theirs (base, fibre)-components or, if it
will be convenient, we shall consider boldfaced letters (in the main for point-
ing to the operator character of tensors and spinors into consideration) of type
A ≡A =
(
A(h), A(v1), ..., A(vz)
)
,b =
(
b(h), b(v1), ..., b(vz)
)
, ...,R, ω, Γ, ... for geo-
metrical objects on E and theirs splitting into horizontal (h), or base, and vertical
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(v), or fibre, components. For simplicity, we shall prefer writing out of abstract
indices instead of boldface ones if this will not give rise to ambiguities.
Coordinate transforms u<α
′> = u<α
′> (u<α>) on E<z> are written as
{u<α> =
(
xi, y<a>
)
} → {u<α′> =
(
xi
′
, y<a
′>
)
}
and written as recurrent maps
xi
′
= xi
′
(xi), rank
(
∂xi
′
∂xi
)
= n, (2.1)
y
a′1
(1) = K
a′1
a1
(xi )ya1(1), K
a′1
a1
(xi ) ∈ GL (m1,R) ,
............
y
a′p
(p) = K
a′p
ap (u(p−1))y
ap
(p), K
a′p
ap (u(p−1)) ∈ GL (mp,R) ,
.............
y
a′z
(z) = K
a′z
az
(u(z−1))y
az
(z−1), K
a′z
az
(u(z−1)) ∈ GL (mz,R)
where matrices K
a′1
a1 (x
i ), ..., K
a′p
ap (u(p−1)), ..., K
a′z
az
(u(z−1)) are functions of neces-
sary smoothness class. In brief we write transforms (2.1) in the form
xi
′
= xi
′
(xi), y<a
′> = K<a
′>
<a> y
<a>.
In general form we shall write K–matrices K<α
′>
<α> =
(
K i
′
i , K
<a′>
<a>
)
, where K i
′
i =
∂xi
′
∂xi
.
A local coordinate parametrization of E<z> naturally defines a coordinate
basis of the module of d–vector fields Ξ (E<z>) ,
∂<α> = (∂i, ∂<a>) = (∂i, ∂a1 , ..., ∂ap , ..., ∂az) = (2.2)
∂
∂u<α>
=
(
∂
∂xi
,
∂
∂y<a>
)
=
(
∂
∂xi
,
∂
∂ya1
, ...
∂
∂yap
, ...,
∂
∂yaz
)
,
and the reciprocal to (2.2) coordinate basis
d<α> = (di, d<a>) = (di, da1 , ..., dap, ..., daz) = (2.3)
du<α> = (dxi, dy<a>) = (dxi, dya1, ..., dyap, ..., dyaz),
which is uniquely defined from the equations
d<α> ◦ ∂<β> = δ<α><β> ,
where δ<α><β> is the Kronecher symbol and by ”◦” we denote the inner (scalar)
product in the tangent bundle T E<z>.
The concept of nonlinear connection, in brief, N–connection, is fundamen-
tal in the geometry of locally anisotropic and higher order anisotropic spaces
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(see a detailed study and basic references in [74,75,76]). In a dv–bundle E<z>
it is defined as a distribution {N : Eu → HuE, TuE = HuE ⊕ V (1)u E ⊕ ... ⊕
V (p)u E... ⊕ V (z)u E} on E<z> being a global decomposition, as a Whitney sum,
into horizontal,HE , and vertical, VE<p>,p = 1, 2, ..., z subbundles of the tangent
bundle T E :
T E = HE ⊕ V E<1> ⊕ ...⊕ V E<p> ⊕ ...⊕ V E<z>. (2.4)
Locally a N-connection in E<z> is given by it components N<ap><af>(u), z ≥ p >
f ≥ 0 (in brief we shall write N<ap><af>(u) ) with respect to bases (2.2) and (2.3)):
N = N
<ap>
<af>(u)δ
<af> ⊗ δ<ap>, (z ≥ p > f ≥ 0),
We note that a linear connection in a dv-bundle E<z> can be considered
as a particular case of a N-connection when N<a>i (u) = K
<a>
<b>i (x) y
<b>, where
functions K<b><a>i (x) on the base M are called the Christoffel coefficients.
To coordinate locally geometric constructions with the global splitting of
E<z> defined by a N-connection structure, we have to introduce a locally adapted
basis ( la–basis, la–frame ):
δ<α> = (δi, δ<a>) = (δi, δa1 , ..., δap , ..., δaz), (2.5)
with components parametrized as
δi = ∂i −Na1i ∂a1 − ...−Nazi ∂az ,
δa1 = ∂a1 −Na2a1 ∂a2 − ...−Naza1 ∂az ,
................
δap = ∂ap −Nap+1ap ∂ap+1 − ...−Nazap ∂az ,
...............
δaz = ∂az
and it dual la–basis
δ<α> = (δi, δ<a>) =
(
δi, δa1 , ..., δap , ..., δaz
)
, (2.6)
δxi = dxi,
δya1 = dya1 +Ma1i dx
i,
δya2 = dya2 +Ma2a1 dy
a1 +Ma2i dx
i,
.................
δyap = dyap +Mapap−1dy
p−1 +Mapap−2dy
ap−2 + ...+M
ap
i dx
i,
...................
δyaz = dyaz +Mazaz−1dy
z−1 +Mazaz−2dy
az−2 + ... +Mazi dx
i.
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The nonholonomic coefficients w = {w<α><β><γ> (u)} of locally adapted to
the N–connection structure frames are defined as
[δ<α>, δ<β>] = δ<α>δ<β> − δ<β>δ<α> = w<α><β><γ> (u) δ<α>.
The algebra of tensorial distinguished fields DT (E<z>) (d–fields, d–
tensors, d–objects) on E<z> is introduced as the tensor algebra
T = {T pr1...rp...rzqs1...sp...sz } of the dv-bundle E<z>(d) ,
pd : HE<z>⊕V1E<z>⊕...⊕VpE<z>⊕...⊕VzE<z>→ E<z>.
An element t ∈ T pr1...rzqs1...sz , d-tensor field of type
(
p r1 ... rp ... rz
q s1 ... sp ... sz
)
, can be
written in local form as
t = t
i1...ipa
(1)
1 ...a
(1)
r1
...a
(p)
1 ...a
(p)
rp ...a
(z)
1 ...a
(z)
rz
j1...jqb
(1)
1 ...b
(1)
r1
...b
(p)
1 ...b
(p)
rp ...b
(z)
1 ...b
(z)
rz
(u) δi1 ⊗ ...⊗ δip ⊗ dj1 ⊗ ...⊗ djq⊗
δ
a
(1)
1
⊗ ...⊗ δ
a
(1)
r1
⊗ δb(1)1 ...⊗ δb(1)s1 ⊗ ...⊗ δ
a
(p)
1
⊗ ...⊗ δ
a
(p)
rp
⊗ ...⊗
δb
(p)
1 ...⊗ δb(p)sp ⊗ δ
a
(z)
1
⊗ ...⊗ δ
a
(z)
rz
⊗ δb(z)1 ...⊗ δb(z)sz .
We shall respectively use denotations X(E<z>) (or X(M)), Λp (E<z>) (or
Λp (M)) and F(E<z>) (or F (M)) for the module of d-vector fields on E<z>
(or M ), the exterior algebra of p-forms on E<z> (or M) and the set of real
functions on E<z>(or M).
In general, d–objects on E<z> are introduced as geometric objects with various
group and coordinate transforms coordinated with the N–connection structure on
E<z>. For example, a d–connection D on E<z> is defined as a linear connection
D on E<z> conserving under a parallelism the global decomposition (2.4) into
horizontal and vertical subbundles of T E<z> .
A N-connection in E<z> induces a corresponding decomposition of d-tensors
into sums of horizontal and vertical parts, for example, for every d-vector X ∈
X (E<z>) and 1-form X˜ ∈ Λ1 (E<z>) we have respectively
X = hX + v1X + ... + vzX and X˜ = hX˜ + v1X˜ + ... vzX˜. (2.7)
In consequence, we can associate to every d-covariant derivation along the d-
vector (2.7), DX = X ◦D, two new operators of h- and v-covariant derivations
defined respectively as
D
(h)
X Y = DhXY
and
D
(v1)
X Y = Dv1XY , ...,D
(vz)
X Y = DvzXY ∀Y ∈X (E<z>),
for which the following conditions hold:
DXY=D
(h)
X Y +D
(v1)
X Y + ... +D
(vz)
X Y, (2.8)
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D
(h)
X f = (hX)f
and
D
(vp)
X f = (vpX)f, X, Y ∈X (E) ,f ∈ F (M) , p = 1, 2, ...z.
We define ametric structure G in the total space E<z> of dv-bundle E<z>=
(E<z>, p,M) over a connected and paracompact base M as a symmetric covari-
ant tensor field of type (0, 2), G<α><β>, being nondegenerate and of constant
signature on E<z>.
Nonlinear connection N and metric G structures on E<z> are mutually com-
patible it there are satisfied the conditions:
G
(
δaf , δap
)
= 0, or equivalently, Gafap (u)−N<b>af (u)haf<b> (u) = 0, (2.9)
where hapbp = G
(
∂ap , ∂bp
)
and Gbfap = G
(
∂bf , ∂ap
)
, 0 ≤ f < p ≤ z, which gives
N bpcf (u) = h
<a>bp (u)Gcf<a> (u) (2.10)
(the matrix hapbp is inverse to hapbp). In consequence one obtains the following
decomposition of metric :
G(X, Y )= hG(X, Y ) + v1G(X, Y ) + ...+ vzG(X, Y ), (2.11)
where the d-tensor hG(X, Y )= G(hX, hY ) is of type
(
0 0
2 0
)
and the d-tensor
vpG(X, Y ) = G(vpX, vpY ) is of type
(
0 ... 0(p) ... 0
0 ... 2 ... z
)
. With respect to la–
basis (2.6) the d–metric (2.11) is written as
G = g<α><β> (u) δ
<α>⊗ δ<β> = gij (u) di⊗dj+h<a><b> (u) δ<a>⊗ δ<b>, (2.12)
where gij = G (δi, δj) .
A metric structure of type (2.11) (equivalently, of type (2.12)) or a metric on
E<z> with components satisfying constraints (2.9), equivalently (2.10)) defines
an adapted to the given N-connection inner (d–scalar) product on the tangent
bundle T E<z>.
We shall say that a d-connection D̂X is compatible with the d-scalar product
on T E<z> (i.e. is a standard d-connection) if
D̂X (X ·Y) =
(
D̂XY
)
· Z+Y·
(
D̂XZ
)
, ∀X,Y,Z∈X (E<z>).
An arbitrary d–connection DX differs from the standard one D̂X by an operator
P̂X (u) = {X<α>P̂<γ><α><β> (u)}, called the deformation d-tensor with respect to
D̂X , which is just a d-linear transform of E<z>u , ∀u ∈ E<z>. The explicit form of
P̂X can be found by using the corresponding axiom defining linear connections
[71] (
DX − D̂X
)
fZ = f
(
DX − D̂X
)
Z,
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written with respect to la-bases (2.5) and (2.6). From the last expression we
obtain
P̂X (u) =
[
(DX − D̂X)δ<α> (u)
]
δ<α> (u) ,
therefore
DXZ = D̂XZ +P̂XZ. (2.13)
A d-connection DX is metric (or compatible with metric G) on E<z> if
DXG = 0, ∀X∈X (E<z>). (2.14)
Locally adapted components Γ<α><β><γ> of a d-connection D<α> = (δ<α> ◦D)
are defined by the equations
D<α>δ<β> = Γ
<γ>
<α><β>δ<γ>,
from which one immediately follows
Γ<γ><α><β> (u) = (D<α>δ<β>) ◦ δ<γ>. (2.15)
The operations of h- and v(p)-covariant derivations, D
(h)
k = {Lijk, L<a><b>k } and
D(vp)cp = {C ijcp, C i<b>cp, C<a>jcp , C<a><b>cp} (see (2.8)), are introduced as corresponding
h- and v(p)-parametrizations of (2.15):
Lijk = (Dkδj) ◦ di, L<a><b>k = (Dkδ<b>) ◦ δ<a> (2.16)
and
C ijcp =
(
Dcpδj
)
◦ δi, C<a><b>cp =
(
Dcpδ<b>
)
◦ δ<a> (2.17)
C i<b>cp =
(
Dcpδ<b>
)
◦ δi, C<a>jcp =
(
Dcpδj
)
◦ δ<a>.
A set of components (2.16) and (2.17), DΓ =
(
Lijk, L
<a>
<b>k, C
i
j<c>, C
<a>
<b><c>
)
, com-
pletely defines the local action of a d-connection D in E<z>. For instance, taken a
d-tensor field of type
(
1 ... 1(p) ...
1 ... 1(p) ...
)
, t = t
iap
jbpδi⊗ δap ⊗ δj ⊗ δbp, and a d-vector
X = X iδi +X
<a>δ<a> we have
DXt =D
(h)
X t+D
(v1)
X t+ ..+ .D
(vp)
X t+ ...+D
(vz)
X t =(
Xkt
iap
jbp|k
+X<c>t
iap
jbp⊥<c>
)
δi ⊗ δap ⊗ dj ⊗ δbp,
where the h–covariant derivative is written as
t
iap
jbp|k
=
δt
iap
jbp
δxk
+ Lihkt
hap
jbp + L
ap
cpkt
icp
jbp − Lhjktiaphbp − Lcpbpktiapjcp
and the v–covariant derivatives are written as
t
iap
jbp⊥<c>
=
∂t
iap
jbp
∂y<c>
+ C ih<c>t
hap
jbp
+ C
ap
dp<c>
t
idp
jbp
− Chj<c>tiaphbp − Cdpbp<c>tiapjdp.
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For a scalar function f ∈ F(E<z>) we have
D
(h)
i =
δf
δxi
=
∂f
∂xi
−N<a>i
∂f
∂y<a>
,
D(vf )af =
δf
δxaf
=
∂f
∂xaf
−Napaf
∂f
∂yap
, 1 ≤ f < p ≤ z − 1,
and D(vz)cz f =
∂f
∂ycz
.
We emphasize that the geometry of connections in a dv-bundle E<z> is
very reach. If a triple of fundamental geometric objects (Napaf (u) , Γ
<α>
<β><γ> (u) ,
G<α><β> (u)) is fixed on E<z>, a multiconnection structure (with corresponding
different rules of covariant derivation, which are, or not, mutually compatible and
with the same, or not, induced d-scalar products in T E<z>) is defined on this dv-
bundle. For instance, we enumerate some of connections and covariant derivations
which can present interest in investigation of locally anisotropic gravitational and
matter field interactions:
1. Every N-connection in E<z>, with coefficients Napaf (u) being differentiable
on y-variables, induces a structure of linear connection N˜<α><β><γ>, where
N˜
ap
bpcf
=
∂N
ap
cf
∂ybp
and N˜
ap
bpcp (u) = 0. For some
Y (u) = Y i (u) ∂i + Y
<a> (u) ∂<a>
and
B (u) = B<a> (u) ∂<a>
one writes
D
(N˜)
Y B =
[
Y cf
(
∂Bap
∂ycf
+ N˜
ap
bpiB
bp
)
+ Y bp
∂Bap
∂ybp
]
∂
∂yap
(0 ≤ f < p ≤ z).
2. The d–connection of Berwald type [23]
Γ
(B)<α>
<β><γ> =
(
Lijk,
∂N<a>k
∂y<b>
, 0, C<a><b><c>
)
, (2.18)
where
Li.jk (u) =
1
2
gir
(
δgjk
∂xk
+
δgkr
∂xj
− δgjk
∂xr
)
,
C<a>.<b><c> (u) =
1
2
h<a><d>
(
δh<b><d>
∂y<c>
+
δh<c><d>
∂y<b>
− δh<b><c>
∂y<d>
)
, (2.19)
which is hv-metric, i.e. D
(B)
k gij = 0 and D
(B)
<c>h<a><b> = 0.
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3. The canonical d–connection Γ(c) associated to a metric G of type (2.12)
Γ
(c)<α>
<β><γ> =
(
L
(c)i
jk , L
(c)<a>
<b>k , C
(c)i
j<c>, C
(c)<a>
<b><c>
)
, with coefficients
L
(c)i
jk = L
i
.jk, C
(c)<a>
<b><c> = C
<a>
.<b><c> (see (2.19)
L
(c)<a>
<b>i = N˜
<a>
<b>i+
1
2
h<a><c>
(
δh<b><c>
δxi
− N˜<d><b>ih<d><c> − N˜<d><c>ih<d><b>
)
,
C
(c)i
j<c> =
1
2
gik
∂gjk
∂y<c>
. (2.20)
This is a metric d–connection which satisfies conditions
D
(c)
k gij = 0, D
(c)
<c>gij = 0, D
(c)
k h<a><b> = 0, D
(c)
<c>h<a><b> = 0.
4. We can consider N-adapted Christoffel d–symbols
Γ˜<α><β><γ> =
1
2
G<α><τ> (δ<γ>G<τ><β> + δ<β>G<τ><γ> − δ<τ>G<β><γ>) ,
(2.21)
which have the components of d-connection
Γ˜<α><β><γ> =
(
Lijk, 0, 0, C
<a>
<b><c>
)
with Lijk and C
<a>
<b><c> as in (2.19) if G<α><β> is taken in the form (2.12).
Arbitrary linear connections on a dv–bundle E<z> can be also characterized by
theirs deformation tensors (see (2.13)) with respect, for instance, to d–connection
(2.21):
Γ
(B)<α>
<β><γ> = Γ˜
<α>
<β><γ> + P
(B)<α>
<β><γ>,Γ
(c)<α>
<β><γ> = Γ˜
<α>
<β><γ> + P
(c)<α>
<β><γ>
or, in general,
Γ<α><β><γ> = Γ˜
<α>
<β><γ> + P
<α>
<β><γ>,
where P
(B)<α>
<β><γ>, P
(c)<α>
<β><γ> and P
<α>
<β><γ> are respectively the deformation d–tensors
of d-connections (2.18), (2.20), or of a general one.
2. Torsions and curvatures of N- and d-connections
The curvature Ω of a nonlinear connection N in a dv-bundle E<z> can be
defined as the Nijenhuis tensor field Nv (X, Y ) associated to N [74,75]:
Ω = Nv = [vX,vY] + v [X,Y]− v [vX,Y]− v [X,vY] ,X,Y ∈ X (E<z>),
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where v = v1 ⊕ ...⊕ vz. In local form one has
Ω =
1
2
Ω
ap
bf cf
δbf
∧
δcf ⊗ δap , (0 ≤ f < p ≤ z),
where
Ω
ap
bf cf
=
δNapcf
∂ybf
− ∂N
ap
bf
∂ycf
+N<b>bf N˜
ap
<b>cf
−N<b>cf N˜
ap
<b>bf
. (2.22)
The torsion T of d–connection D in E<z> is defined by the equation
T (X,Y) = XY◦◦T
.
=DXY−DYX − [X,Y] . (2.23)
One holds the following h- and v(p)−–decompositions
T (X,Y) = T (hX,hY) +T (hX,vY) +T (vX,hY) +T (vX,vY) . (2.24)
We consider the projections: hT (X,Y) ,v(p)T (hX,hY) ,hT (hX,hY) , ... and
say that, for instance, hT (hX,hY) is the h(hh)-torsion of D , v(p)T (hX,hY)
is the vp(hh)-torsion of D and so on.
The torsion (2.23) is locally determined by five d-tensor fields, torsions, defined
as
T ijk = hT (δk, δj) · di, T apjk = v(p)T (δk, δj) · δap ,
P ijbp = hT
(
δbp, δj
)
· di, P apjbf = v(p)T
(
δbf , δj
)
· δap ,
S
ap
bf cf
= v(p)T
(
δcf , δbf
)
· δap.
Using formulas (2.5),(2.6),(2.22) and (2.23) we can computer in explicit form the
components of torsions (2.24) for a d–connection of type (2.16) and (2.17):
T i.jk = T
i
jk = L
i
jk − Likj, T ij<a> = C i.j<a>, T i<a>j = −C ij<a>, (2.25)
T i.j<a> = 0, T
<a>
.<b><c> = S
<a>
.<b><c> = C
<a>
<b><c> − C<a><c><b>,
T
ap
.bf cf
=
δNapcf
∂ybf
− δN
ap
bf
∂ycf
, T<a>.<b>i = P
<a>
.<b>i =
δN<a>i
∂y<b>
− L<a>.<b>j , T<a>.i<b> = −P<a>.<b>i.
The curvature R of d–connection in E<z> is defined by the equation
R (X,Y)Z = XY••R • Z = DXDYZ−DYDXZ−D[X,Y ]Z. (2.26)
One holds the next properties for the h- and v-decompositions of curvature:
v(p)R (X,Y)hZ = 0, hR (X,Y)v(p)Z = 0, v(f)R (X,Y)v(p)Z = 0,
R (X,Y)Z = hR (X,Y)hZ+ vR (X,Y)vZ,
where v = v1+ ...+vz. From (2.26) and the equation R (X,Y) = −R (Y,X) we
get that the curvature of a d-connection D in E<z> is completely determined by
the following d-tensor fields:
R.ih.jk = δ
i ·R (δk, δj) δh, R.<a><b>.jk = δ<a> ·R (δk, δj) δ<b>, (2.27)
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P .ij.k<c> = d
i ·R (δ<c>, δ<k>) δj , P .<a><b>.<k><c> = δ<a> ·R (δ<c>, δ<k>) δ<b>,
S .ij.<b><c> = d
i ·R (δ<c>, δ<b>) δj , S .<a><b>.<c><d> = δ<a> ·R (δ<d>, δ<c>) δ<b>.
By a direct computation, using (2.5),(2.6),(2.16),(2.17) and (2.27) we get :
R.ih.jk =
δLi.hj
δxh
− δL
i
.hk
δxj
+ Lm.hjL
i
mk − Lm.hkLimj + C i.h<a>R<a>.jk , (2.28)
R.<a><b>.jk =
δL<a>.<b>j
δxk
− δL
<a>
.<b>k
δxj
+ L<c>.<b>jL
<a>
.<c>k − L<c>.<b>kL<a>.<c>j + C<a>.<b><c>R<c>.jk ,
P .ij.k<a> =
δLi.jk
∂y<a>
+ C i.j<b>P
<b>
.k<a>−(
∂C i.j<a>
∂xk
+ Li.lkC
l
.j<a> − Ll.jkC i.l<a> − L<c>.<a>kC i.j<c>
)
,
P .<c><b>.k<a> =
δL<c>.<b>k
∂y<a>
+ C<c>.<b><d>P
<d>
.k<a>−(
∂C<c>.<b><a>
∂xk
+ L<c>.<d>kC
<d>
.<b><a> − L<d>.<b>kC<c>.<d><a> − L<d>.<a>kC<c>.<b><d>
)
,
S .ij.<b><c> =
δC i.j<b>
∂y<c>
− δC
i
.j<c>
∂y<b>
+ Ch.j<b>C
i
.h<c> − Ch.j<c>C ih<b>,
S .<a><b>.<c><d> =
δC<a>.<b><c>
∂y<d>
− δC
<a>
.<b><d>
∂y<c>
+ C<e>.<b><c>C
<a>
.<e><d> − C<e>.<b><d>C<a>.<e><c>.
We note that torsions (2.25) and curvatures (2.28) can be computed by par-
ticular cases of d-connections when d-connections (2.17), (2.20) or (2.22) are used
instead of (2.16) and (2.17).
The components of the Ricci d–tensor
R<α><β> = R
.<τ>
<α>.<β><τ>
with respect to locally adapted frame (2.6) are as follows:
Rij = R
.k
i.jk, Ri<a> = −2Pi<a> = −P .ki.k<a>, (2.29)
R<a>i =
1 P<a>i = P
.<b>
<a>.i<b>, R<a><b> = S
.<c>
<a>.<b><c>.
We point out that because, in general, 1P<a>i 6= 2Pi<a> the Ricci d–tensor is non
symmetric.
Having defined a d–metric of type (2.12) in E<z> we can introduce the scalar
curvature of d–connection D:
←−
R = G<α><β>R<α><β> = R + S,
where R = gijRij and S = h
<a><b>S<a><b>.
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For our further considerations it will be also useful to use an alternative way
of definition torsion (2.23) and curvature (2.26) by using the commutator
∆<α><β>
.
= ∇<α>∇<β> −∇<β>∇<α> = 2∇[<α>∇<β>]. (2.29)
For components (2.25) of d–torsion we have
∆<α><β>f = T
<γ>
.<α><β>∇<γ>f (2.30)
for every scalar function f on E<z>. Curvature can be introduced as an operator
acting on arbitrary d–vector V <δ> :
(∆<α><β> − T<γ>.<α><β>∇<γ>)V <δ> = R.<δ><γ>.<α><β>V <γ> (2.31)
(in this section we follow conventions of Miron and Anastasiei [74,75] on d–
tensors; we can obtain corresponding Penrose and Rindler abstract index for-
mulas [84,85] just for a trivial N-connection structure and by changing denota-
tions for components of torsion and curvature in this manner: T γ.αβ → T γαβ and
R.δγ.αβ → R δαβγ ).
Here we also note that torsion and curvature of a d–connection on E<z> satisfy
generalized for ha–spaces Ricci and Bianchi identities which in terms of compo-
nents (2.30) and (2.31) are written respectively as
R.<δ>[<γ>.<α><β>] +∇[<α>T<δ>.<β><γ>] + T<ν>.[<α><β>T<δ>.<γ>]<ν> = 0 (2.32)
and
∇[<α>R·<σ>|<ν>|<β><γ>] + T<δ>·[<α><β>R·<σ>|<ν>|.<γ>]<δ> = 0.
Identities (2.32) can be proved similarly as in [84] by taking into account that
indices play a distinguished character.
We can also consider a ha-generalization of the so-called conformal Weyl tensor
(see, for instance, [84]) which can be written as a d-tensor in this form:
C<γ><δ><α><β> = R
<γ><δ>
<α><β> −
4
n+m1 + ...+mz − 2R
[<γ>
[<α> δ
<δ>]
<β>]+ (2.33)
2
(n+m1 + ...mz − 1)(n+m1 + ...+mz − 2)
←−
R δ
[<γ>
[<α> δ
<δ>]
<β>].
This object is conformally invariant on ha–spaces provided with d–connection
generated by d–metric structures.
3. Field equations for ha–gravity
The Einstein equations in some models of higher order anisotropic supergrav-
ity have been considered in [133]. Here we note that the Einstein equations and
conservation laws on v–bundles provided with N-connection structures were stud-
ied in detail in [74,75,5,6,141,138,129]. In Ref. [134] we proved that the la-gravity
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can be formulated in a gauge like manner and analyzed the conditions when the
Einstein la-gravitational field equations are equivalent to a corresponding form
of Yang-Mills equations. Our aim here is to write the higher order anisotropic
gravitational field equations in a form more convenient for theirs equivalent re-
formulation in ha–spinor variables.
We define d-tensor Φ<α><β> as to satisfy conditions
−2Φ<α><β> .= R<α><β> − 1
n+m1 + ... +mz
←−
Rg<α><β>
which is the torsionless part of the Ricci tensor for locally isotropic spaces [84,85],
i.e. Φ <α><α>
.
= 0. The Einstein equations on ha–spaces
←−
G <α><β> + λg<α><β> = κE<α><β>, (2.34)
where ←−
G <α><β> = R<α><β> − 1
2
←−
R g<α><β>
is the Einstein d–tensor, λ and κ are correspondingly the cosmological and grav-
itational constants and by E<α><β> is denoted the locally anisotropic energy–
momentum d–tensor, can be rewritten in equivalent form:
Φ<α><β> = −κ
2
(E<α><β> − 1
n+m1 + ...+mz
E <τ><τ> g<α><β>). (2.35)
Because ha–spaces generally have nonzero torsions we shall add to (2.35)
(equivalently to (2.34)) a system of algebraic d–field equations with the source
S<α><β><γ> being the locally anisotropic spin density of matter (if we consider a
variant of higher order anisotropic Einstein–Cartan theory ):
T<γ><α><β> + 2δ
<γ>
[<α>T
<δ>
<β>]<δ> = κS
<γ>
<α><β>. (2.36)
From (2.32 ) and (2.36) one follows the conservation law of higher order anisot-
ropic spin matter:
∇<γ>S<γ><α><β> − T<δ><δ><γ>S<γ><α><β> = E<β><α> −E<α><β>.
Finally, we remark that all presented geometric constructions contain those
elaborated for generalized Lagrange spaces [74,75] (for which a tangent bundle
TM is considered instead of a v-bundle E<z> ) and for constructions on the so
called osculator bundles with different prolongations and extensions of Finsler
and Lagrange metrics [76]. We also note that the Lagrange (Finsler) geome-
try is characterized by a metric of type (2.12) with components parametized as
gij =
1
2
∂2L
∂yi∂yj
(
gij =
1
2
∂2Λ2
∂yi∂yj
)
and hij = gij , where L = L (x, y) (Λ = Λ (x, y)) is a
Lagrangian (Finsler metric) on TM (see details in [74,75,73,19]).
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B. Distinguished Clifford Algebras
The typical fiber of dv-bundle ξd , πd : HE⊕V1E⊕...⊕VzE → E is a d-vector
space, F = hF ⊕ v1F ⊕ ...⊕ vzF , split into horizontal hF and verticals vpF ,p =
1, ..., z subspaces, with metric G(g, h) induced by v-bundle metric (2.12). Clifford
algebras (see, for example, Refs. [61,114,85]) formulated for d-vector spaces will
be called Clifford d-algebras [122,123,137]. We shall consider the main properties
of Clifford d–algebras. The proof of theorems will be based on the technique
developed in Ref. [61] correspondingly adapted to the distinguished character of
spaces in consideration.
Let k be a number field (for our purposes k = R or k = C,R and C, are,
respectively real and complex number fields) and define F , as a d-vector space
on k provided with nondegenerate symmetric quadratic form (metric) G. Let C
be an algebra on k (not necessarily commutative) and j : F → C a homomor-
phism of underlying vector spaces such that j(u)2 = G(u) · 1 (1 is the unity
in algebra C and d-vector u ∈ F). We are interested in definition of the pair
(C, j) satisfying the next universitality conditions. For every k-algebra A and
arbitrary homomorphism ϕ : F → A of the underlying d-vector spaces, such that
(ϕ(u))2 → G (u) · 1, there is a unique homomorphism of algebras ψ : C → A
transforming the diagram 1 into a commutative one.
The algebra solving this problem will be denoted as C (F , A) [equivalently as
C (G) or C (F)] and called as Clifford d–algebra associated with pair (F , G) .
Theorem II.1 The above-presented diagram has a unique solution (C, j) up to
isomorphism.
Proof: (We adapt for d-algebras that of Ref. [61], p. 127.) For a universal
problem the uniqueness is obvious if we prove the existence of solution C (G) . To
do this we use tensor algebra L(F ) = ⊕Lprqs (F) =⊕∞i=0T i (F) , where T 0 (F) = k
and T i (F) = k and T i (F) = F ⊗ ... ⊗ F for i > 0. Let I (G) be the bilateral
ideal generated by elements of form ǫ (u) = u⊗u−G (u) ·1 where u ∈ F and 1 is
the unity element of algebra L (F) . Every element from I (G) can be written as∑
i λiǫ (ui)µi, where λi, µi ∈ L(F) and ui ∈ F . Let C (G) =L(F)/I (G) and define
j : F → C (G) as the composition of monomorphism i : F → L1(F) ⊂ L(F) and
projection p : L (F) → C (G) . In this case pair (C (G) , j) is the solution of
our problem. From the general properties of tensor algebras the homomorphism
ϕ : F → A can be extended to L(F) , i.e., the diagram 2 is commutative, where
ρ is a monomorphism of algebras. Because (ϕ (u))2 = G (u) · 1, then ρ vanishes
on ideal I (G) and in this case the necessary homomorphism τ is defined. As a
consequence of uniqueness of ρ, the homomorphism τ is unique.
Tensor d-algebra L(F) can be considered as a Z/2 graded algebra. Really,
let us introduce L(0)(F) = ∑∞i=1 T 2i (F) and L(1)(F) = ∑∞i=1 T 2i+1 (F) . Setting
I(α) (G) = I (G) ∩ L(α)(F). Define C(α) (G) as p
(
L(α)(F)
)
, where p : L (F) →
C (G) is the canonical projection. Then C (G) = C(0) (G) ⊕ C(1) (G) and in
consequence we obtain that the Clifford d-algebra is Z/2 graded.
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It is obvious that Clifford d-algebra functorially depends on pair (F , G) . If
f : F → F ′ is a homomorphism of k-vector spaces, such that G′ (f(u)) = G (u) ,
where G and G′ are, respectively, metrics on F and F ′, then f induces an homo-
morphism of d-algebras
C (f) : C (G)→ C (G′)
with identities C (ϕ · f) = C (ϕ)C (f) and C (IdF) = IdC(F).
If Aα and Bβ are Z/2–graded d–algebras, then their graded tensorial product
Aα ⊗ Bβ is defined as a d-algebra for k-vector d-space Aα ⊗ Bβ with the graded
product induced as (a⊗ b) (c⊗ d) = (−1)αβ ac ⊗ bd, where b ∈ Bα and c ∈
Aα (α, β = 0, 1) .
Now we reformulate for d–algebras the Chevalley theorem [35]:
Theorem II.2 The Clifford d-algebra
C (hF ⊕ v1F ⊕ ...⊕ vzF , g + h1 + ...+ hz)
is naturally isomorphic to C(g)⊗ C (h1)⊗ ...⊗ C (hz) .
Proof. Let n : hF → C (g) and n′(p) : v(p)F → C
(
h(p)
)
be canonical maps
and map
m : hF ⊕ v1F ...⊕ vzF → C(g)⊗ C (h1)⊗ ...⊗ C (hz)
is defined as
m(x, y(1), ..., y(z)) =
n(x)⊗ 1⊗ ...⊗ 1 + 1⊗ n′(y(1))⊗ ...⊗ 1 + 1⊗ ...⊗ 1⊗ n′(y(z)),
x ∈ hF , y(1) ∈ v(1)F , ..., y(z) ∈ v(z)F . We have(
m(x, y(1), ..., y(z))
)2
=
[
(n (x))2 +
(
n′
(
y(1)
))2
+ ...+
(
n′
(
y(z)
))2] · 1 =
[g (x) + h
(
y(1)
)
+ ... + h
(
y(z)
)
].
Taking into account the universality property of Clifford d-algebras we conclude
that m1 + ... +mz induces the homomorphism
ζ : C (hF ⊕ v1F ⊕ ...⊕ vzF , g + h1 + ...+ hz)→
C (hF , g) ⊗̂C (v1F , h1) ⊗̂...C (vzF , hz) .
We also can define a homomorphism
υ : C (hF , g) ⊗̂C
(
v1F , h(1)
)
⊗̂...⊗̂C
(
vzF , h(z)
)
→
C
(
hF ⊕ v1F ⊕ ...⊕ vzF , g + h(1) + ...+ h(z)
)
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by using formula υ
(
x⊗ y(1) ⊗ ...⊗ y(z)
)
= δ (x) δ′(1)
(
y(1)
)
...δ′(z)
(
y(z)
)
, where ho-
momorphysms δ and δ′(1), ..., δ
′
(z) are, respectively, induced by imbeddings of hF
and v1F into hF ⊕ v1F ⊕ ...⊕ vzF :
δ : C (hF , g)→ C
(
hF ⊕ v1F ⊕ ...⊕ vzF , g + h(1) + ...+ h(z)
)
,
δ′(1) : C
(
v1F , h(1)
)
→ C
(
hF ⊕ v1F ⊕ ...⊕ vzF , g + h(1) + ... + h(z)
)
,
...................................
δ′(z) : C
(
vzF , h(z)
)
→ C
(
hF ⊕ v1F ⊕ ...⊕ vzF , g + h(1) + ...+ h(z)
)
.
Superpositions of homomorphisms ζ and υ lead to identities
υζ = IdC(hF ,g)⊗̂C(v1F ,h(1))⊗̂...⊗̂C(vzF ,h(z)), (2.37)
ζυ = IdC(hF ,g)⊗̂C(v1F ,h(1))⊗̂...⊗̂C(vzF ,h(z)).
Really, d-algebra C
(
hF ⊕ v1F ⊕ ...⊕ vzF , g + h(1) + ... + h(z)
)
is generated by
elements of type m(x, y(1), ...y(z)). Calculating
υζ
(
m
(
x, y(1), ...y(z)
))
= υ(n (x)⊗ 1⊗ ...⊗ 1 + 1⊗ n′(1)
(
y(1)
)
⊗ ...⊗ 1 + ...+
1⊗ ....⊗ n′(z)
(
y(z)
)
) = δ (n (x)) δ
(
n′(1)
(
y(1)
))
...δ
(
n′(z)
(
y(z)
))
=
m (x, 0, ..., 0) +m(0, y(1), ..., 0) + ... +m(0, 0, ..., y(z)) = m
(
x, y(1), ..., y(z)
)
,
we prove the first identity in (2.37).
On the other hand, d-algebra
C (hF , g) ⊗̂C
(
v1F , h(1)
)
⊗̂...⊗̂C
(
vzF , h(z)
)
is generated by elements of type
n (x)⊗ 1⊗ ...⊗, 1 ⊗ n′(1)
(
y(1)
)
⊗ ...⊗ 1, ...1⊗ ....⊗ n′(z)
(
y(z)
)
,
we prove the second identity in (2.37).
Following from the above–mentioned properties of homomorphisms ζ and υ
we can assert that the natural isomorphism is explicitly constructed.✷
In consequence of theorem 2.2 we conclude that all operations with Clifford
d-algebras can be reduced to calculations for C (hF , g) and C
(
v(p)F , h(p)
)
which
are usual Clifford algebras of dimension 2n and, respectively, 2mp [61,17].
Of special interest is the case when k = R and F is isomorphic to vec-
tor space Rp+q,a+b provided with quadratic form −x21 − ... − x2p + x2p+q − y21 −
... − y2a + ... + y2a+b. In this case, the Clifford algebra, denoted as
(
Cp,q, Ca,b
)
,
is generated by symbols e
(x)
1 , e
(x)
2 , ..., e
(x)
p+q, e
(y)
1 , e
(y)
2 , ..., e
(y)
a+b satisfying properties
(ei)
2 = −1 (1 ≤ i ≤ p) , (ej)2 = −1 (1 ≤ j ≤ a) , (ek)2 = 1 (p+ 1 ≤ k ≤ p+ q),
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(ej)
2 = 1 (n + 1 ≤ s ≤ a + b), eiej = −ejei, i 6= j. Explicit calculations of
Cp,q and Ca,b are possible by using isomorphisms [61,85]
Cp+n,q+n ≃ Cp,q ⊗M2 (R)⊗ ...⊗M2 (R) ∼= Cp,q ⊗M2n (R) ∼= M2n (Cp,q) ,
where Ms (A) denotes the ring of quadratic matrices of order s with coefficients
in ring A. Here we write the simplest isomorphisms C1,0 ≃ C, C0,1 ≃ R⊕R, and
C2,0 = H, where by H is denoted the body of quaternions. We summarize this
calculus as (as in Ref. [17])
C0,0 = R, C1,0 = C, C0,1 = R⊕R, C2,0 = H, C0,2 =M2 (R) ,
C3,0 = H⊕H, C0,3 = M2 (R) , C4,0 = M2 (H) , C0,4 =M2 (H) ,
C5,0 =M4 (C) , C0,5 =M2 (H)⊕M2 (H) , C6,0 =M8 (R) , C0,6 =M4 (H) ,
C7,0 =M8 (R)⊕M8 (R) , C0,7 = M8 (C) , C8,0 = M16 (R) , C0,8 = M16 (R) .
One of the most important properties of real algebras C0,p (C0,a) and Cp,0 (Ca,0)
is eightfold periodicity of p(a).
Now, we emphasize that H2n-spaces admit locally a structure of Clifford
algebra on complex vector spaces. Really, by using almost Hermitian struc-
ture J βα and considering complex space Cn with nondegenarate quadratic form∑n
a=1 |za|2 , za ∈ C2 induced locally by metric (2.12) (rewritten in complex coor-
dinates za = xa + iya) we define Clifford algebra
←−
C
n
=
←−
C
1
⊗ ...⊗←−C
1︸ ︷︷ ︸
n
, where
←−
C
1
= C⊗RC = C ⊕ C or in consequence, ←−C
n
≃ Cn,0 ⊗R C ≈ C0,n ⊗R C. Ex-
plicit calculations lead to isomorphisms
←−
C
2
= C0,2 ⊗R C ≈ M2 (R) ⊗R C ≈
M2
(←−
C
n)
, C2p ≈ M2p (C) and ←−C
2p+1
≈ M2p (C) ⊕ M2p (C) , which show that
complex Clifford algebras, defined locally for H2n-spaces, have periodicity 2 on p.
Considerations presented in the proof of theorem 2.2 show that map j : F →
C (F) is monomorphic, so we can identify space F with its image in C (F , G) ,
denoted as u→ u, if u ∈ C(0) (F , G)
(
u ∈ C(1) (F , G)
)
; then u = u ( respectively,
u = −u).
Definition II.1 The set of elements u ∈ C (G)∗ , where C (G)∗ denotes the mul-
tiplicative group of invertible elements of C (F , G) satisfying uFu−1 ∈ F , is called
the twisted Clifford d-group, denoted as Γ˜ (F) .
Let ρ˜ : Γ˜ (F)→ GL (F) be the homorphism given by u→ ρu˜, where ρ˜u (w) =
uwu−1. We can verify that ker ρ˜ = R∗is a subgroup in Γ˜ (F) .
Canonical map j : F → C (F) can be interpreted as the linear map F →
C (F)0 satisfying the universal property of Clifford d-algebras. This leads to a
homomorphism of algebras, C (F)→ C (F)t , considered by an anti-involution of
C (F) and denoted as u → tu. More exactly, if u1...un ∈ F , then tu = un...u1
and tu = tu = (−1)n un...u1.
22
Definition II.2 The spinor norm of arbitrary u ∈ C (F) is defined as
S (u) = tu · u ∈ C (F) .
It is obvious that if u, u′, u′′ ∈ Γ˜ (F) , then S(u, u′) = S (u)S (u′) and
S (uu′u′′) = S (u)S (u′)S (u′′) . For u, u′ ∈ FS (u) = −G (u) and S (u, u′) =
S (u)S (u′) = S (uu′) .
Let us introduce the orthogonal group O (G) ⊂ GL (G) defined by metric
G on F and denote sets SO (G) = {u ∈ O (G) , det |u| = 1}, P in (G) = {u ∈
Γ˜ (F) , S (u) = 1} and Spin (G) = Pin (G) ∩ C0 (F) . For F ∼= Rn+m we write
Spin (nE) . By straightforward calculations (see similar considerations in Ref.
[61]) we can verify the exactness of these sequences:
1→ Z/2→ Pin (G)→ O (G)→ 1,
1→ Z/2→ Spin (G)→ SO (G)→ 0,
1→ Z/2→ Spin (nE)→ SO (nE)→ 1.
We conclude this subsection by emphasizing that the spinor norm was defined
with respect to a quadratic form induced by a metric in dv-bundle E<z>. This
approach differs from those presented in Refs. [13] and [81].
C. Higher Order Anisotropic Clifford Bundles
We shall consider two variants of generalization of spinor constructions defined
for d-vector spaces to the case of distinguished vector bundle spaces enabled with
the structure of N-connection. The first is to use the extension to the category
of vector bundles. The second is to define the Clifford fibration associated with
compatible linear d-connection and metric G on a vector bundle. We shall analyze
both variants.
1. Clifford d–module structure in dv–bundles
Because functor F → C(F) is smooth we can extend it to the category of
vector bundles of type ξ<z> = {πd : HE<z> ⊕ V1E<z> ⊕ ...⊕ VzE<z> → E<z>}.
Recall that by F we denote the typical fiber of such bundles. For ξ<z> we obtain
a bundle of algebras, denoted as C (ξ<z>) , such that C (ξ<z>)u = C (Fu) . Multi-
plication in every fibre defines a continuous map C (ξ<z>)×C (ξ<z>)→ C (ξ<z>) .
If ξ<z> is a vector bundle on number field k, the structure of the C (ξ<z>)-
module, the d-module, the d-module, on ξ<z> is given by the continuous map
C (ξ<z>)×E ξ<z> → ξ<z> with every fiber Fu provided with the structure of the
C (Fu)−module, correlated with its k-module structure, Because F ⊂ C (F) ,
we have a fiber to fiber map F ×E ξ<z> → ξ<z>, inducing on every fiber the
map Fu ×E ξ<z>(u) → ξ<z>(u) (R-linear on the first factor and k-linear on the sec-
ond one ). Inversely, every such bilinear map defines on ξ<z> the structure
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of the C (ξ<z>)-module by virtue of universal properties of Clifford d-algebras.
Equivalently, the above-mentioned bilinear map defines a morphism of v-bundles
m : ξ<z> → HOM (ξ<z>, ξ<z>) [HOM (ξ<z>, ξ<z>) denotes the bundles of ho-
momorphisms] when (m (u))2 = G (u) on every point.
Vector bundles ξ<z> provided with C (ξ<z>)-structures are objects of the cat-
egory with morphisms being morphisms of dv-bundles, which induce on every
point u ∈ ξ<z> morphisms of C (Fu)−modules. This is a Banach category con-
tained in the category of finite-dimensional d-vector spaces on filed k. We shall
not use category formalism in this work, but point to its advantages in further
formulation of new directions of K-theory (see , for example, an introduction in
Ref. [61]) concerned with la-spaces.
Let us denote by Hs (E<z>, GLnE (R)) , where nE = n +m1 + ... +mz, the
s-dimensional cohomology group of the algebraic sheaf of germs of continuous
maps of dv-bundle E<z> with group GLnE (R) the group of automorphisms of
RnE (for the language of algebraic topology see, for example, Refs. [61] and [45]).
We shall also use the group SLnE (R) = {A ⊂ GLnE (R) , detA = 1}. Here we
point out that cohomologies
Hs(M,Gr) characterize the class of a principal bundle π : P → M on M
with structural group Gr. Taking into account that we deal with bundles dis-
tinguished by an N-connection we introduce into consideration cohomologies
Hs (E<z>, GLnE (R)) as distinguished classes (d-classes) of bundles E<z> pro-
vided with a global N-connection structure.
For a real vector bundle ξ<z> on compact base E<z> we can define the orien-
tation on ξ<z> as an element αd ∈ H1 (E<z>, GLnE (R)) whose image on map
H1 (E<z>, SLnE (R))→ H1 (E<z>, GLnE (R))
is the d-class of bundle E<z>.
Definition II.3 The spinor structure on ξ<z> is defined as an element
βd ∈ H1 (E<z>, Spin (nE)) whose image in the composition
H1 (E<z>, Spin (nE))→ H1 (E<z>, SO (nE))→ H1 (E<z>, GLnE (R))
is the d-class of E<z>.
The above definition of spinor structures can be reformulated in terms of
principal bundles. Let ξ<z> be a real vector bundle of rank n+m on a compact
base E<z>. If there is a principal bundle Pd with structural group SO(nE)
[ or Spin(nE)], this bundle ξ
<z> can be provided with orientation (or spinor)
structure. The bundle Pd is associated with element αd ∈ H1 (E<z>, SO(n<z>))
[or βd ∈ H1 (E<z>, Spin (nE)) .
We remark that a real bundle is oriented if and only if its first Stiefel-Whitney
d–class vanishes,
w1 (ξd) ∈ H1 (ξ,Z/2) = 0,
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where H1 (E<z>,Z/2) is the first group of Chech cohomology with coefficients in
Z/2, Considering the second Stiefel–Whitney class w2 (ξ<z>) ∈ H2 (E<z>,Z/2)
it is well known that vector bundle ξ<z> admits the spinor structure if and
only if w2 (ξ
<z>) = 0. Finally, we emphasize that taking into account that
base space E<z> is also a v-bundle, p : E<z> → M, we have to make
explicit calculations in order to express cohomologies Hs (E<z>, GLn+m) and
Hs (E<z>, SO (n +m)) through cohomologies Hs (M,GLn) , Hs (M,SO (m1)) ,
...Hs (M,SO (mz)) , , which depends on global topological structures of spaces
M and E<z> . For general bundle and base spaces this requires a cumbersome
cohomological calculus.
2. Clifford fibration
Another way of defining the spinor structure is to use Clifford fibrations.
Consider the principal bundle with the structural group Gr being a subgroup of
orthogonal group O (G) , where G is a quadratic nondegenerate form (see(2.12))
defined on the base (also being a bundle space) space E<z>. The fibration associ-
ated to principal fibration P (E<z>, Gr) with a typical fiber having Clifford alge-
bra C (G) is, by definition, the Clifford fibration PC (E<z>, Gr) . We can always
define a metric on the Clifford fibration if every fiber is isometric to PC (E<z>, G)
(this result is proved for arbitrary quadratic forms G on pseudo-Riemannian bases
[114]). If, additionally, Gr ⊂ SO (G) a global section can be defined on PC (G) .
Let P (E<z>, Gr) be the set of principal bundles with differentiable base E<z>
and structural group Gr. If g : Gr → Gr′ is an homomorphism of Lie groups and
P (E<z>, Gr) ⊂ P (E<z>, Gr) (for simplicity in this subsection we shall denote
mentioned bundles and sets of bundles as P, P ′ and respectively, P,P ′), we can
always construct a principal bundle with the property that there is as homomor-
phism f : P ′ → P of principal bundles which can be projected to the identity map
of E<z> and corresponds to isomorphism g : Gr → Gr′. If the inverse statement
also holds, the bundle P ′ is called as the extension of P associated to g and f is
called the extension homomorphism denoted as g˜.
Now we can define distinguished spinor structures on bundle spaces (compare
with definition 2.3 ).
Definition II.4 Let P ∈ P (E<z>, O (G)) be a principal bundle. A distinguished
spinor structure of P, equivalently a ds-structure of E<z> is an extension P˜ of
P associated to homomorphism h : PinG → O (G) where O (G) is the group of
orthogonal rotations, generated by metric G, in bundle E<z>.
So, if P˜ is a spinor structure of the space E<z>, then P˜ ∈ P (E<z>, P inG) .
The definition of spinor structures on varieties was given in Ref. [36]. In Refs.
[37] and [37] it is proved that a necessary and sufficient condition for a space time
to be orientable is to admit a global field of orthonormalized frames. We mention
that spinor structures can be also defined on varieties modeled on Banach spaces
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[4]. As we have shown similar constructions are possible for the cases when space
time has the structure of a v-bundle with an N-connection.
Definition II.5 A special distinguished spinor structure, ds-structure, of princi-
pal bundle P = P (E<z>, SO (G)) is a principal bundle P˜ = P˜ (E<z>, SpinG) for
which a homomorphism of principal bundles p˜ : P˜ → P, projected on the identity
map of E<z> and corresponding to representation
R : SpinG→ SO (G) ,
is defined.
In the case when the base space variety is oriented, there is a natural bi-
jection between tangent spinor structures with a common base. For special ds–
structures we can define, as for any spinor structure, the concepts of spin tensors,
spinor connections, and spinor covariant derivations (see Sec. II.F.1 and Refs.
[123,137,130]).
D. Almost Complex Spinor Structures
Almost complex structures are an important characteristic of H2n-spaces and
of osculator bundles Osck=2k1(M), where k1 = 1, 2, ... . For simplicity in this
subsection we restrict our analysis to the case of H2n-spaces. We can rewrite the
almost Hermitian metric [74,75], H2n-metric ( see considerations for metrics and
conditions of type (2.12) and correspondingly (2.14) ), in complex form [122]:
G = Hab (z, ξ) dz
a ⊗ dzb, (2.38)
where
za = xa + iya, za = xa − iya, Hab (z, z) = gab (x, y) |x=x(z,z)y=y(z,z) ,
and define almost complex spinor structures. For given metric (2.38) on H2n-
space there is always a principal bundle PU with unitary structural group U(n)
which allows us to transform H2n-space into v-bundle ξU ≈ PU ×U(n) R2n. This
statement will be proved after we introduce complex spinor structures on oriented
real vector bundles [61].
Let us consider momentarily k = C and introduce into consideration [instead
of the group Spin(n)] the group Spinc ×Z/2 U (1) being the factor group of the
product Spin(n)× U (1) with the respect to equivalence
(y, z) ∼ (−y,−a) , y ∈ Spin(m).
This way we define the short exact sequence
1→ U (1)→ Spinc (n) Sc→ SO (n)→ 1, (2.39)
26
where ρc (y, a) = ρc (y) . If λ is oriented , real, and rank n, γ-bundle π : Eλ →
Mn, with base Mn, the complex spinor structure, spin structure, on λ is given
by the principal bundle P with structural group Spinc (m) and isomorphism
λ ≈ P ×Spinc(n) Rn (see (2.39)). For such bundles the categorial equivalence can
be defined as
ǫc : ETC (Mn)→ EλC (Mn) , (2.40)
where ǫc (Ec) = P △Spinc(n) Ec is the category of trivial complex bundles on
Mn, EλC (Mn) is the category of complex v-bundles on Mn with action of Clifford
bundle C (λ) , P△Spinc(n) and Ec is the factor space of the bundle product P×MEc
with respect to the equivalence (p, e) ∼ (pĝ−1, ĝe) , p ∈ P, e ∈ Ec, where ĝ ∈
Spinc (n) acts on E by via the imbedding Spin (n) ⊂ C0,n and the natural action
U (1) ⊂ C on complex v-bundle ξc, Ec = totξc, for bundle πc : Ec →Mn.
Now we return to the bundle ξ = E<1>. A real v-bundle (not being a spinor
bundle) admits a complex spinor structure if and only if there exist a homo-
morphism σ : U (n) → Spinc (2n) making the diagram 3 commutative. The
explicit construction of σ for arbitrary γ-bundle is given in Refs. [61] and [17].
For H2n-spaces it is obvious that a diagram similar to (2.40) can be defined for
the tangent bundle TMn, which directly points to the possibility of defining the
cSpin-structure on H2n-spaces.
Let λ be a complex, rankn, spinor bundle with
τ : Spinc (n)×Z/2 U (1)→ U (1) (2.41)
the homomorphism defined by formula τ (λ, δ) = δ2. For Ps being the principal
bundle with fiber Spinc (n) we introduce the complex linear bundle L (λc) =
PS ×Spinc(n) C defined as the factor space of PS × C on equivalence relation
(pt, z) ∼
(
p, l (t)−1 z
)
,
where t ∈ Spinc (n) . This linear bundle is associated to complex spinor structure
on λc.
If λc and λc
′
are complex spinor bundles, the Whitney sum λc⊕λc′ is naturally
provided with the structure of the complex spinor bundle. This follows from the
holomorphism
ω′ : Spinc (n)× Spinc (n′)→ Spinc (n + n′) , (2.42)
given by formula [(β, z) , (β ′, z′)] → [ω (β, β ′) , zz′] , where ω is the homomor-
phism making the diagram 4 commutative.Here, z, z′ ∈ U (1) . It is obvious that
L
(
λc ⊕ λc′
)
is isomorphic to L (λc)⊗ L
(
λc
′
)
.
We conclude this subsection by formulating our main result on complex spinor
structures for H2n-spaces:
Theorem II.3 Let λc be a complex spinor bundle of rank n and H2n-space con-
sidered as a real vector bundle λc ⊕ λc′ provided with almost complex struc-
ture Jα β; multiplication on i is given by
(
0 −δij
δij 0
)
. Then, the diagram 5 is
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commutative up to isomorphisms ǫc and ǫ˜c defined as in (2.40), H is functor
Ec → Ec ⊗ L (λc) and E0,2nC (Mn) is defined by functor EC (Mn) → E0,2nC (Mn)
given as correspondence Ec → Λ (Cn) ⊗ Ec (which is a categorial equivalence),
Λ (Cn) is the exterior algebra on Cn. W is the real bundle λc ⊕ λc′ provided with
complex structure.
Proof: We use composition of homomorphisms
µ : Spinc (2n)
π→ SO (n) r→ U (n) σ→ Spinc (2n)×Z/2 U (1) ,
commutative diagram 6 and introduce composition of homomorphisms
µ : Spinc (n)
∆→ Spinc (n)× Spinc (n) ωc→ Spinc (n) ,
where ∆ is the diagonal homomorphism and ωc is defined as in (2.42). Using
homomorphisms (2.41) and (2.42) we obtain formula µ (t) = µ (t) r (t) .
Now consider bundle P×Spinc(n)Spinc (2n) as the principal Spinc (2n)-bundle,
associated to M ⊕M being the factor space of the product P ×Spinc (2n) on the
equivalence relation (p, t, h) ∼
(
p, µ (t)−1 h
)
. In this case the categorial equiva-
lence (2.40) can be rewritten as
ǫc (Ec) = P ×Spinc(n) Spinc (2n)∆Spinc(2n)Ec
and seen as factor space of P × Spinc (2n)×M Ec on equivalence relation
(pt, h, e) ∼
(
p, µ (t)−1 h, e
)
and (p, h1, h2, e) ∼
(
p, h1, h
−1
2 e
)
(projections of elements p and e coincides on base M). Every element of ǫc (Ec)
can be represented as P∆Spinc(n)E
c, i.e., as a factor space P∆Ec on equivalence
relation (pt, e) ∼ (p, µc (t) , e) , when t ∈ Spinc (n) . The complex line bundle
L (λc) can be interpreted as the factor space of
P ×Spinc(n) C on equivalence relation (pt, δ) ∼
(
p, r (t)−1 δ
)
.
Putting (p, e)⊗ (p, δ) (p, δe) we introduce morphism
ǫc (E)× L (λc)→ ǫc (λc)
with properties (pt, e)⊗ (pt, δ)→ (pt, δe) =
(
p, µc (t)−1 δe
)
,(
p, µc (t)−1 e
)
⊗
(
p, l (t)−1 e
)
→
(
p, µc (t) r (t)−1 δe
)
pointing to the fact that
we have defined the isomorphism correctly and that it is an isomorphism on every
fiber. ✷
E. D–Spinor Techniques
The purpose of this subsection is to show how a corresponding abstract spinor
technique entailing notational and calculations advantages can be developed for
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arbitrary splits of dimensions of a d-vector space F = hF ⊕ v1F ⊕ ... ⊕ vzF ,
where dim hF = n and dim vpF = mp. For convenience we shall also present
some necessary coordinate expressions.
The problem of a rigorous definition of spinors on la-spaces (la-spinors, d-
spinors) was posed and solved [122,123,137] (see previous Secs. II.B–II.D for
generalizations on higher order anisotropic superspaces) in the framework of the
formalism of Clifford and spinor structures on v-bundles provided with compatible
nonlinear and distinguished connections and metric. We introduced d-spinors as
corresponding objects of the Clifford d-algebra C (F , G), defined for a d-vector
space F in a standard manner (see, for instance, [61]) and proved that operations
with C (F , G) can be reduced to calculations for C (hF , g) , C (v1F , h1) , ... and
C (vzF , hz) , which are usual Clifford algebras of respective dimensions 2n, 2m1, ...
and 2mz (if it is necessary we can use quadratic forms g and hp correspondingly
induced on hF and vpF by a metric G (2.12)). Considering the orthogonal
subgroup O(G) ⊂ GL(G) defined by a metric G we can define the d-spinor
norm and parametrize d-spinors by ordered pairs of elements of Clifford algebras
C (hF , g) and C (vpF , hp) , p = 1, 2, ...z. We emphasize that the splitting of a
Clifford d-algebra associated to a dv-bundle E<z> is a straightforward consequence
of the global decomposition (2.3) defining a N-connection structure in E<z>.
In this subsection we shall omit detailed proofs which in most cases are me-
chanical but rather tedious. We can apply the methods developed in [83,84,85,71]
in a straightforward manner on h- and v-subbundles in order to verify the cor-
rectness of affirmations.
1. Clifford d–algebra, d–spinors and d–twistors
In order to relate the succeeding constructions with Clifford d-algebras
[122,123] we consider a la-frame decomposition of the metric (2.12):
G<α><β> (u) = l
<α̂>
<α> (u) l
<β̂>
<β> (u)G<α̂><β̂>,
where the frame d-vectors and constant metric matrices are distinguished as
l<α̂><α> (u) =

l̂jj (u) 0 ... 0
0 lâ1a1 (u) ... 0
... ... ... ...
0 0 .. lâzaz (u)
 ,
G
<α̂><β̂>
=

ĝîj 0 ... 0
0 h
â1 b̂1
... 0
... ... ... ...
0 0 0 h
âz b̂z
 ,
ĝ
îj
and h
â1 b̂1
, ..., h
âz b̂z
are diagonal matrices with ĝ
îi
= hâ1â1 = ... = hâz b̂z = ±1.
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To generate Clifford d-algebras we start with matrix equations
σ<α̂>σ<β̂> + σ<β̂>σ<α̂> = −G<α̂><β̂>I, (2.43)
where I is the identity matrix, matrices σ<α̂> (σ-objects) act on a d-vector space
F = hF ⊕ v1F ⊕ ...⊕ vzF and theirs components are distinguished as
σ<α̂> =
(σ<α̂>)
·γ
β =

(σ̂
i
)
·k
j 0 ... 0
0 (σâ1)
·c1
b1
... 0
... ... ... ...
0 0 ... (σâz)
·cz
bz

 , (2.44)
indices β,γ,... refer to spin spaces of type S = S(h)⊕S(v1)⊕ ...⊕S(vz) and under-
lined Latin indices j,k, ... and b1, c1, ..., bz, cz... refer respectively to h-spin space
S(h) and vp-spin space S(vp), (p = 1, 2, ..., z) which are correspondingly associated
to a h- and vp-decomposition of a dv-bundle E<z>. The irreducible algebra of ma-
trices σ<α̂> of minimal dimension N ×N, where N = N(n) +N(m1) + ...+N(mz),
dimS(h)=N(n) and dimS(vp)=N(mp), has these dimensions
N(n) =
{
2(n−1)/2, n = 2k + 1
2n/2, n = 2k;
and N(mp)=
∣∣∣∣∣ 2(mp−1)/2, mp = 2kp + 12mp, mp = 2kp
∣∣∣∣∣ ,
where k = 1, 2, ..., kp = 1, 2, ....
The Clifford d-algebra is generated by sums on n + 1 elements of form
A1I +B
îσ̂
i
+ C î̂jσ̂
îj
+D î̂jk̂σ̂
îjk̂
+ ... (2.45)
and sums of mp + 1 elements of form
A2(p)I +B
âpσâp + C
âp b̂pσ
âp b̂p
+Dâpb̂p ĉpσ
âp b̂pĉp
+ ...
with antisymmetric coefficients
C î̂j = C [̂îj], C âpb̂p = C [̂apb̂p], D î̂jk̂ = D [̂îjk̂], Dâpb̂p ĉp = D [̂apb̂pĉp], ... and matrices
σ̂
îj
= σ
[̂i
σ
ĵ]
, σ
âp b̂p
= σ[̂ap σ̂bp], σ̂îjk̂ = σ[̂iσĵσk̂], ... . Really, we have 2
n+1 coefficients(
A1, C
î̂j, D î̂jk̂, ...
)
and 2mp+1 coefficients (A2(p), C
âpb̂p , Dâpb̂pĉp, ...) of the Clifford
algebra on F .
For simplicity, we shall present the necessary geometric constructions only for
h-spin spaces S(h) of dimension N(n). Considerations for a v-spin space S(v) are
similar but with proper characteristics for a dimension N(m).
In order to define the scalar (spinor) product on S(h) we introduce into con-
sideration this finite sum (because of a finite number of elements σ
[̂îj...̂k]
):
(±)E
ij
km = δ
i
kδ
j
m +
2
1!
(σ̂
i
)
.i
k(σ
î)
.j
m +
22
2!
(σ̂
îj
)
.i
k(σ
î̂j)
.j
m +
23
3!
(σ̂
îjk̂
)
.i
k(σ
î̂jk̂)
.j
m + ... (2.46)
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which can be factorized as
(±)E
ij
km = N(n)
(±)ǫkm
(±)ǫij for n = 2k (2.47)
and
(+)E
ij
km = 2N(n)ǫkmǫ
ij, (−)E
ij
km = 0 for n = 3(mod4), (2.48)
(+)E
ij
km = 0,
(−)E
ij
km = 2N(n)ǫkmǫ
ij for n = 1(mod4).
Antisymmetry of σ̂
îjk̂...
and the construction of the objects (2.45),(2.46),
(2.47) and (2.48) define the properties of ǫ-objects (±)ǫkm and ǫkm which have
an eight-fold periodicity on n (see details in [85] and, with respect to la-spaces,
[122]).
For even values of n it is possible the decomposition of every h-spin space
S(h)into irreducible h-spin spaces S(h) and S′(h) (one considers splitting of h-indices,
for instance, l= L ⊕ L′, m = M ⊕ M ′, ...; for vp-indices we shall write ap =
Ap ⊕ A′p, bp = Bp ⊕ B′p, ...) and defines new ǫ-objects
ǫlm =
1
2
(
(+)ǫlm +(−) ǫlm
)
and ǫ˜lm =
1
2
(
(+)ǫlm −(−) ǫlm
)
(2.49)
We shall omit similar formulas for ǫ-objects with lower indices.
We can verify, by using expressions (2.48) and straightforward calculations,
these parametrizations on symmetry properties of ǫ-objects (2.49)
ǫlm =
(
ǫLM = ǫML 0
0 0
)
and ǫ˜lm =
(
0 0
0 ǫ˜LM = ǫ˜ML
)
for n = 0(mod8); (2.50)
ǫlm = −1
2
(−)ǫlm = ǫml, where (+)ǫlm = 0, and
ǫ˜lm = −1
2
(−)ǫlm = ǫ˜ml for n = 1(mod8);
ǫlm =
(
0 0
ǫL
′M 0
)
and ǫ˜lm =
(
0 ǫ˜LM
′
= −ǫM ′L
0 0
)
for n = 2(mod8);
ǫlm = −1
2
(+)ǫlm = −ǫml, where (−)ǫlm = 0, and
ǫ˜lm =
1
2
(+)ǫlm = −ǫ˜ml for n = 3(mod8);
ǫlm =
(
ǫLM = −ǫML 0
0 0
)
and ǫ˜lm =
(
0 0
0 ǫ˜LM = −ǫ˜ML
)
for n = 4(mod8);
ǫlm = −1
2
(−)ǫlm = −ǫml, where (+)ǫlm = 0, and
ǫ˜lm = −1
2
(−)ǫlm = −ǫ˜ml for n = 5(mod8);
31
ǫlm =
(
0 0
ǫL
′M 0
)
and ǫ˜lm =
(
0 ǫ˜LM
′
= ǫM
′L
0 0
)
for n = 6(mod8);
ǫlm =
1
2
(−)ǫlm = ǫml, where (+)ǫlm = 0, and
ǫ˜lm = −1
2
(−)ǫlm = ǫ˜ml for n = 7(mod8).
Let denote reduced and irreducible h-spinor spaces in a form pointing to
the symmetry of spinor inner products in dependence of values n = 8k + l (k =
0, 1, 2, ...; l = 1, 2, ...7) of the dimension of the horizontal subbundle (we shall write
respectively △ and ◦ for antisymmetric and symmetric inner products of reduced
spinors and ♦ = (△, ◦) and ♦˜ = (◦,△) for corresponding parametrizations of
inner products, in brief i.p., of irreducible spinors; properties of scalar products
of spinors are defined by ǫ-objects (2.50); we shall use ✸ for a general i.p. when
the symmetry is not pointed out):
S(h) (8k) = S◦ ⊕ S′◦; (2.51)
S(h) (8k + 1) = S(−)◦ (i.p. is defined by an (−)ǫ-object);
S(h) (8k + 2) = { S✸ = (S✸,S✸), orS ′
✸
= (S′
✸˜
,S′
✸˜
);
S(h) (8k + 3) = S(+)△ (i.p. is defined by an (+)ǫ-object);
S(h) (8k + 4) = S△ ⊕ S′△;
S(h) (8k + 5) = S(−)△ (i.p. is defined by an (−)ǫ-object),
S(h) (8k + 6) = { S✸ = (S✸,S✸), orS ′
✸
= (S′
✸˜
,S′
✸˜
);
S(h) (8k + 7) = S(+)◦ (i.p. is defined by an (+)ǫ-object).
We note that by using corresponding ǫ-objects we can lower and rise indices
of reduced and irreducible spinors (for n = 2, 6(mod4) we can exclude primed
indices, or inversely, see details in [83,84,85]).
The similar v-spinor spaces are denoted by the same symbols as in (2.51)
provided with a left lower mark ”|” and parametrized with respect to the values
m = 8k′+ l (k’=0,1,...; l=1,2,...,7) of the dimension of the vertical subbundle, for
example, as
S(vp)(8k′) = S|◦ ⊕ S′|◦,S(vp) (8k + 1) = S(−)|◦ , ... (2.52)
We use ”˜”-overlined symbols,
S˜(h) (8k) = S˜◦ ⊕ S˜ ′◦, S˜(h) (8k + 1) = S˜(−)◦ , ... (2.53)
and
S˜(vp)(8k′) = S˜|◦ ⊕ S˜ ′|◦, S˜(vp) (8k′ + 1) = S˜(−)|◦ , ... (2.54)
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respectively for the dual to (2.50) and (2.51) spinor spaces.
The spinor spaces (2.50)-(2.54) are called the prime spinor spaces, in brief
p-spinors. They are considered as building blocks of distinguished, for simplicity
we consider (n,m1)–spinor spaces constructed in this manner:
S(◦◦,◦◦) = S◦ ⊕ S′◦ ⊕ S|◦ ⊕ S′|◦,S(◦◦,◦|◦) = S◦ ⊕ S′◦ ⊕ S|◦ ⊕ S˜′|◦, (2.55)
S(◦◦,|◦◦) = S◦ ⊕ S′◦ ⊕ S˜|◦ ⊕ S˜′|◦,S(◦|◦◦◦) = S◦ ⊕ S˜′◦ ⊕ S˜|◦ ⊕ S˜′|◦,
...............................................
S(△,△ ) = S(+)△ ⊕ S(+)|△ , S(△,△ ) = S(+)△ ⊕ S˜(+)|△ ,
................................
S(△|◦,♦ ) = S△ ⊕ S˜◦′ ⊕ S|♦,S(△|◦,♦ ) = S△ ⊕ S˜◦′ ⊕ S˜♦| ,
................................
Considering the operation of dualization of prime components in (2.55) we can
generate different isomorphic variants of distinguished (n,m1)-spinor spaces. If
we add anisotropic ”shalls” with m2, ..., mz, we have to extend correspondingly
spaces (2.55), for instance,
S(◦◦,◦◦(1), ...,∞(p) , ...,∞(z) ) = S◦ ⊕ S′◦ ⊕ S|(1)◦ ⊕ S′|(1)◦ ⊕ ...
⊕S|(p)◦ ⊕ S′|(p)◦ ⊕ ...⊕ S|(z)◦ ⊕ S′|(z)◦,
and so on.
We define a d-spinor space S(n,m1) as a direct sum of a horizontal and a
vertical spinor spaces of type (2.55), for instance,
S(8k,8k′) = S◦ ⊕ S′◦ ⊕ S|◦ ⊕ S′|◦,S(8k,8k′+1) = S◦ ⊕ S′◦ ⊕ S(−)|◦ , ...,
S(8k+4,8k′+5) = S△ ⊕ S′△ ⊕ S(−)|△ , ...
The scalar product on a S(n,m1) is induced by (corresponding to fixed values of n
and m1 ) ǫ-objects (2.50) considered for h- and v1-components. We present also
an example for S(n,m1+...+mz) :
S(8k+4,8k(1)+5,...,8k(p)+4,...8k(z)) =
S△ ⊕ S′△ ⊕ S(−)|(1)△ ⊕ ...⊕ S|(p)△ ⊕ S′|(p)△ ⊕ ...⊕ S|(z)◦ ⊕ S′|(z)◦.
Having introduced d-spinors for dimensions (n,m1 + ...+mz) we can write
out the generalization for ha–spaces of twistor equations [84] by using the distin-
guished σ-objects (2.44):
(σ(<α̂>)
..γ
|β|
δωβ
δu<β̂>)
=
1
n+m1 + ...+mz
G
<α̂><β̂>
(σǫ̂)
..γ
β
δωβ
δuǫ̂
, (2.56)
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where
∣∣∣β∣∣∣ denotes that we do not consider symmetrization on this index. The
general solution of (2.56) on the d-vector space F looks like as
ωβ = Ωβ + u<α̂>(σ<α̂>)
..β
ǫ Πǫ, (2.57)
where Ωβ and Πǫ are constant d-spinors. For fixed values of dimensions n and
m = m1 + ...mz we mast analyze the reduced and irreducible components of h-
and vp-parts of equations (2.56) and their solutions (2.57) in order to find the
symmetry properties of a d-twistor Zα defined as a pair of d-spinors
Zα = (ωα, π′β),
where πβ′ = π
(0)
β′ ∈ S˜(n,m1,...,mz) is a constant dual d-spinor. The problem of
definition of spinors and twistors on ha-spaces was firstly considered in [137] (see
also [115,119]) in connection with the possibility to extend the equations (2.57)
and theirs solutions (2.58), by using nearly autoparallel maps, on curved, locally
isotropic or anisotropic, spaces. We note that the definition of twistors have been
extended to higher order anisotropic spaces with trivial N– and d–connections.
2. Mutual transforms of d-tensors and d-spinors
The spinor algebra for spaces of higher dimensions can not be considered as a
real alternative to the tensor algebra as for locally isotropic spaces of dimensions
n = 3, 4 [83,84,85]. The same holds true for ha-spaces and we emphasize that it
is not quite convenient to perform a spinor calculus for dimensions n,m >> 4.
Nevertheless, the concept of spinors is important for every type of spaces, we can
deeply understand the fundamental properties of geometical objects on ha-spaces,
and we shall consider in this subsection some questions concerning transforms of
d-tensor objects into d-spinor ones.
3. Transformation of d-tensors into d-spinors
In order to pass from d-tensors to d-spinors we must use σ-objects (2.44) writ-
ten in reduced or irreduced form (in dependence of fixed values of dimensions
n and m ):
(σ<α̂>)
·γ
β , (σ
<α̂>)βγ, (σ<α̂>)βγ, ..., (σ<â>)
bc, ..., (σ̂i)jk, ..., (σ<â>)
AA′, ..., (σ î)II′, ....
(2.58)
It is obvious that contracting with corresponding σ-objects (2.58) we can intro-
duce instead of d-tensors indices the d-spinor ones, for instance,
ωβγ = (σ<α̂>)βγω<α̂>, ωAB′ = (σ
<â>)AB′ω<â>, ..., ζ
i
·j = (σ
k̂)
i
·jζk̂, ....
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For d-tensors containing groups of antisymmetric indices there is a more simple
procedure of theirs transforming into d-spinors because the objects
(σ
α̂β̂...γ̂
)δν , (σâ̂b...̂c)de, ..., (σ î̂j...̂k)II′, ... (2.59)
can be used for sets of such indices into pairs of d-spinor indices. Let us enumerate
some properties of σ-objects of type (2.59) (for simplicity we consider only h-
components having q indices î, ĵ, k̂, ... taking values from 1 to n; the properties
of vp-components can be written in a similar manner with respect to indices
âp, b̂p, ĉp... taking values from 1 to m):
(σ̂
i...̂j
)kl is
{
symmetric on k, l for n− 2q ≡ 1, 7 (mod 8);
antisymmetric on k, l for n− 2q ≡ 3, 5 (mod 8)
}
(2.60)
for odd values of n, and an object
(σ̂
i...̂j
)IJ
(
(σ̂
i...̂j
)I
′J ′
)
is
{
symmetric on I, J (I ′, J ′) for n− 2q ≡ 0 (mod 8);
antisymmetric on I, J (I ′, J ′) for n− 2q ≡ 4 (mod 8)
}
(2.61)
or
(σ̂
i...̂j
)IJ
′
= ±(σ̂
i...̂j
)J
′I{ n + 2q ≡ 6(mod8);
n + 2q ≡ 2(mod8), (2.62)
with vanishing of the rest of reduced components of the d-tensor (σ̂
i...̂j
)kl with
prime/unprime sets of indices.
4. Transformation of d-spinors into d-tensors; fundamental d-spinors
We can transform every d-spinor ξα = (ξi, ξa1 , ..., ξaz) into a corresponding
d-tensor. For simplicity, we consider this construction only for a h-component ξi
on a h-space being of dimension n. The values
ξαξβ(σ î...̂j)αβ (n is odd) (2.63)
or
ξIξJ(σ î...̂j)IJ
(
or ξI
′
ξJ
′
(σ î...̂j)I′J ′
)
(n is even) (2.64)
with a different number of indices î...ĵ, taken together, defines the h-spinor ξi to
an accuracy to the sign. We emphasize that it is necessary to choose only those h-
components of d-tensors (2.63) (or (2.64)) which are symmetric on pairs of indices
αβ (or IJ (or I ′J ′ )) and the number q of indices î...ĵ satisfies the condition (as
a respective consequence of the properties (2.60) and/or (2.61), (2.62))
n− 2q ≡ 0, 1, 7 (mod 8). (2.65)
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Of special interest is the case when
q =
1
2
(n± 1) (n is odd) (2.66)
or
q =
1
2
n (n is even) . (2.67)
If all expressions (2.63) and/or (2.64) are zero for all values of q with the exception
of one or two ones defined by the conditions (2.65), (2.66) (or (2.67)), the value
ξ î (or ξI (ξI
′
)) is called a fundamental h-spinor. Defining in a similar manner
the fundamental v-spinors we can introduce fundamental d-spinors as pairs of
fundamental h- and v-spinors. Here we remark that a h(vp)-spinor ξ
î (ξâp) (we
can also consider reduced components) is always a fundamental one for n(m) < 7,
which is a consequence of (2.67)).
Finally, in this subsection, we note that the geometry of fundamental h- and
v-spinors is similar to that of usual fundamental spinors (see Appendix to the
monograph [85]). We omit such details in this work, but emphasize that con-
structions with fundamental d-spinors, for a la-space, must be adapted to the
corresponding global splitting by N-connection of the space.
F. The Differential Geometry of D–Spinors
This subsection is devoted to the differential geometry of d–spinors in higher
order anisotropic spaces. We shall use denotations of type
v<α> = (vi, v<a>) ∈ σ<α> = (σi, σ<a>)
and
ζαp = (ζ ip , ζap) ∈ σαp = (σip, σap)
for, respectively, elements of modules of d-vector and irreduced d-spinor fields
(see details in [122]). D-tensors and d-spinor tensors (irreduced or reduced) will
be interpreted as elements of corresponding σ–modules, for instance,
q<α><β>... ∈ σ<α> <β>...., ψ
αp γp
β
p
... ∈ σ
αp γp
βp ... , ξ
IpI′p
JpK ′pN
′
p
∈ σIpI′pJpK ′pN ′p , ...
We can establish a correspondence between the la-adapted metric gαβ (2.12)
and d-spinor metric ǫαβ ( ǫ-objects (2.50) for both h- and vp-subspaces of E<z>
) of a ha-space E<z> by using the relation
g<α><β> = − 1
N(n) +N(m1) + ... +N(mz)
× (2.68)
((σ(<α>(u))
αβ(σ<β>)(u))
δγ)ǫαγǫβδ,
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where
(σ<α>(u))
νγ = l<α̂><α>(u)(σ<α̂>)
<ν><γ>, (2.69)
which is a consequence of formulas (2.43)-(2.50). In brief we can write (2.68) as
g<α><β> = ǫα1α2ǫβ1β2 (2.70)
if the σ-objects are considered as a fixed structure, whereas ǫ-objects are treated
as caring the metric ”dynamics ” , on la-space. This variant is used, for instance,
in the so-called 2-spinor geometry [84,85] and should be preferred if we have to
make explicit the algebraic symmetry properties of d-spinor objects by using met-
ric decomposition (2.70). An alternative way is to consider as fixed the algebraic
structure of ǫ-objects and to use variable components of σ-objects of type (2.69)
for developing a variational d-spinor approach to gravitational and matter field
interactions on ha-spaces ( the spinor Ashtekar variables [15] are introduced in
this manner).
We note that a d–spinor metric
ǫντ =

ǫij 0 ... 0
0 ǫa1b1 ... 0
... ... ... ...
0 0 ... ǫazbz

on the d-spinor space S = (S(h),S(v1), ...,S(vz)) can have symmetric or antisym-
metric h (vp) -components ǫij (ǫapbp) , see ǫ-objects (2.50). For simplicity, in
order to avoid cumbersome calculations connected with eight-fold periodicity on
dimensions n and mp of a ha-space E<z>, we shall develop a general d-spinor
formalism only by using irreduced spinor spaces S(h) and S(vp).
1. D-covariant derivation on ha–spaces
Let E<z> be a ha-space. We define the action on a d-spinor of a d-covariant
operator
∇<α> = (∇i,∇<a>) = (σ<α>)α1α2∇α1α2 =
(
(σi)
i1i2∇i1i2 , (σ<a>)a1a2∇a1a2
)
=(
(σi)
i1i2∇i1i2 , (σa1)a1a2∇(1)a1a2 , ..., (σap)a1a2∇(p)a1a2 , ..., (σaz)a1a2∇(z)a1a2
)
(in brief, we shall write
∇<α> = ∇α1α2 =
(
∇i1i2 , ∇(1)a1a2 , ...,∇(p)a1a2 , ...,∇(z)a1a2
)
)
as maps
∇α1α2 : σβ → σ
β
<α> = σ
β
α1α2 =(
σ
β
i = σ
β
i1i2
, σ
β
(1)a1
= σ
β
(1)α1α2
, ..., σ
β
(p)ap
= σ
β
(p)α1α2
, ..., σ
β
(z)az
= σ
β
(z)α1α2
)
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satisfying conditions
∇<α>(ξβ + ηβ) = ∇<α>ξβ +∇<α>ηβ,
and
∇<α>(fξβ) = f∇<α>ξβ + ξβ∇<α>f
for every ξβ, ηβ ∈ σβ and f being a scalar field on E<z>. It is also required that
one holds the Leibnitz rule
(∇<α>ζβ)ηβ = ∇<α>(ζβηβ)− ζβ∇<α>ηβ
and that∇<α> is a real operator, i.e. it commuters with the operation of complex
conjugation:
∇<α>ψαβγ... = ∇<α>(ψαβγ...).
Let now analyze the question on uniqueness of action on d-spinors of an op-
erator ∇<α> satisfying necessary conditions . Denoting by ∇(1)<α> and ∇<α> two
such d-covariant operators we consider the map
(∇(1)<α> −∇<α>) : σβ → σβα∞α∈. (2.71)
Because the action on a scalar f of both operators ∇(1)α and ∇α must be identical,
i.e.
∇(1)<α>f = ∇<α>f,
the action (2.71) on f = ωβξ
β must be written as
(∇(1)<α> −∇<α>)(ωβξβ) = 0.
In consequence we conclude that there is an element Θ
γ
α1α2β
∈ σ γα1α2β for which
∇(1)α1α2ξ
γ = ∇α1α2ξγ +Θ
γ
α1α2β
ξβ (2.72)
and
∇(1)α1α2ωβ = ∇α1α2ωβ −Θ
γ
α1α2β
ωγ .
The action of the operator (2.71) on a d-vector v<β> = vβ1β2 can be written by
using formula (2.72) for both indices β
1
and β
2
:
(∇(1)<α> −∇<α>)vβ1β2 = Θ β1<α>γvγβ2 +Θ β2<α>γvβ1γ =
(Θ
β
1
<α>γ
1
δ
β
2
γ
2
+Θ
β
2
<α>γ
1
δ
β
1
γ
2
)vγ1γ2 = Q<β><α><γ>v
<γ>,
where
Q<β><α><γ> = Q
β
1
β
2
α1α2 γ1
γ
2
= Θ
β
1
<α>γ
1
δ
β
2
γ
2
+Θ
β
2
<α>γ
1
δ
β
1
γ
2
. (2.73)
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The d-commutator ∇[<α>∇<β>] defines the d-torsion (see (2.23)-(2.25) and
(2.30)). So, applying operators ∇(1)[<α>∇(1)<β>] and ∇[<α>∇<β>] on f = ωβξβ we
can write
T
(1)<γ>
<α><β> − T<γ><α><β> = Q<γ><β><α> −Q<γ><α><β>
with Q<γ><α><β> from (2.73).
The action of operator ∇(1)<α> on d-spinor tensors of type χ β1β2...α1α2α3... must
be constructed by using formula (2.72) for every upper index β
1
β
2
... and formula
(2.73) for every lower index α1α2α3... .
2. Infeld–van der Waerden coefficients and d-connections
Let
δ αα =
(
δ
i
1 , δ
i
2 , ..., δ
i
N(n), δ
a
1 , δ
a
2 , ..., δ
i
N(m)
)
be a d–spinor basis. The dual to it basis is denoted as
δ αα =
(
δ
1
i , δ
2
i , ..., δ
N(n)
i , δ
1
i , δ
2
i , ..., δ
N(m)
i
)
.
A d-spinor κα ∈ σ α has components κα = καδ αα . Taking into account that
δ αα δ
β
β ∇αβ = ∇αβ,
we write out the components ∇αβ κγ as
δ αα δ
β
β δ
γ
γ ∇αβκγ = δ τǫ δ
γ
τ ∇αβκǫ + κǫ δ γǫ ∇αβδ ǫǫ =
∇αβκγ + κǫγγαβǫ, (2.74)
where the coordinate components of the d–spinor connection γ
γ
αβǫ are defined as
γ
γ
αβǫ
.
= δ
γ
τ ∇αβδ τǫ . (2.75)
We call the Infeld - van der Waerden d-symbols a set of σ-objects (σα)
αβ paramet-
rized with respect to a coordinate d-spinor basis. Defining
∇<α> = (σ<α>)αβ ∇αβ,
introducing denotations
γγ<α>τ
.
= γγαβτ (σ<α>)
αβ
and using properties (2.74) we can write relations
l<α><α> δ
β
β ∇<α>κβ = ∇<α>κβ + κδ γ
β
<α>δ (2.76)
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and
l<α><α> δ
β
β ∇<α> µβ = ∇<α> µβ − µδγδ<α>β (2.77)
for d-covariant derivations ∇ακβ and ∇α µβ.
We can consider expressions similar to (2.76) and (2.77) for values having
both types of d-spinor and d-tensor indices, for instance,
l<α><α> l
<γ>
<γ> δ
δ
δ ∇<α>θ <γ>δ = ∇<α>θ <γ>δ − θ <γ>ǫ γǫ<α>δ + θ <τ>δ Γ <γ><α><τ>
(we can prove this by a straightforward calculation).
Now we shall consider some possible relations between components of d-
connections γ
ǫ
<α>δ and Γ
<γ>
<α><τ> and derivations of (σ<α>)
αβ . According to
definitions (2.12) we can write
Γ<α><β><γ> = l
<α>
<α>∇<γ>l<α><β> =
l<α><α>∇<γ>(σ<β>)ǫτ = l<α><α>∇<γ>((σ<β>)ǫτδ ǫǫ δ ττ ) =
l<α><α>δ
α
α δ
ǫ
ǫ ∇<γ>(σ<β>)αǫ + l<α><α>(σ<β>)ǫτ (δ ττ ∇<γ>δ ǫǫ + δ ǫǫ ∇<γ>δ ττ ) =
l<α>ǫτ ∇<γ>(σ<β>)ǫτ + l<α>µν δ
µ
ǫ δ ντ (σ<β>)
ǫτ (δ ττ ∇<γ>δ ǫǫ + δ ǫǫ ∇<γ>δ ττ ),
where l<α><α> = (σǫτ )
<α> , from which it follows
(σ<α>)
µν(σαβ)
<β>Γ<α><γ><β> = (σαβ)
<β>∇<γ>(σ<α>)µν + δ νβ γ
µ
<γ>α + δ
µ
α γ
ν
<γ>β.
Connecting the last expression on β and ν and using an orthonormalized d-spinor
basis when γ
β
<γ>β = 0 (a consequence from (2.75)) we have
γ
µ
<γ>α =
1
N(n) +N(m1) + ...+N(mz)
(Γ
µβ
<γ> αβ − (σαβ)<β>∇<γ>(σ<β>)µβ),
(2.78)
where
Γ
µβ
<γ> αβ = (σ<α>)
µβ(σαβ)
βΓ<α><γ><β>. (2.79)
We also note here that, for instance, for the canonical (see (2.18) and (2.19)) and
Berwald (see (2.20)) connections, Christoffel d-symbols (see (2.21)) we can express
d-spinor connection (2.79) through corresponding locally adapted derivations of
components of metric and N-connection by introducing corresponding coefficients
instead of Γ<α><γ><β> in (2.79) and than in (2.78).
3. D–spinors of ha–space curvature and torsion
The d-tensor indices of the commutator (2.29), ∆<α><β>, can be transformed
into d-spinor ones:
✷αβ = (σ
<α><β>)αβ∆αβ = (✷ij ,✷ab) = (2.80)
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(✷ij,✷a1b1 , ...,✷apbp, ...,✷azbz),
with h- and vp-components,
✷ij = (σ
<α><β>)ij∆<α><β> and ✷ab = (σ
<α><β>)ab∆<α><β>,
being symmetric or antisymmetric in dependence of corresponding values of di-
mensions n and mp (see eight-fold parametizations (2.50) and (2.51)). Consid-
ering the actions of operator (2.80) on d-spinors πγ and µγ we introduce the
d-spinor curvature X
γ
δ αβ as to satisfy equations
✷αβ π
γ = X
γ
δ αβπ
δ (2.81)
and
✷αβ µγ = X
δ
γ αβµδ.
The gravitational d-spinor Ψαβγδ is defined by a corresponding symmetrization
of d-spinor indices:
Ψαβγδ = X(α|β|γδ). (2.82)
We note that d-spinor tensors X
γ
δ αβ and Ψαβγδ are transformed into similar
2-spinor objects on locally isotropic spaces [84,85] if we consider vanishing of the
N-connection structure and a limit to a locally isotropic space.
Putting δ
γ
γ instead of µγ in (2.81) and using (2.82) we can express respec-
tively the curvature and gravitational d-spinors as
Xγδαβ = δδτ✷αβδ
τ
γ
and
Ψγδαβ = δδτ✷(αβδ
τ
γ) .
The d-spinor torsion T
γ
1
γ
2
αβ is defined similarly as for d-tensors (see (2.30))
by using the d-spinor commutator (2.80) and equations
✷αβf = T
γ
1
γ
2
αβ∇γ1γ2f. (2.82)
The d-spinor components R
δ1δ2
γ
1
γ
2
αβ of the curvature d-tensor R
δ
γ αβ can
be computed by using relations (2.79), and (2.80) and (2.82) as to satisfy the
equations (the d-spinor analogous of equations (2.31) )
(✷αβ − T γ1γ2 αβ∇γ1γ2)V
δ1δ2 = R
δ1δ2
γ
1
γ
2
αβV
γ
1
γ
2,
here d-vector V γ1γ2 is considered as a product of d-spinors, i.e. V γ1γ2 = νγ1µγ2 .
We find
R
δ1δ2
γ
1
γ
2
αβ =
(
X
δ1
γ
1
αβ + T
τ1τ2
αβ γ
δ1
τ1τ2γ1
)
δ δ2γ
2
+
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(
X
δ2
γ
2
αβ + T
τ1τ2
αβ γ
δ2
τ1τ2γ2
)
δ δ1γ
1
. (2.83)
It is convenient to use this d-spinor expression for the curvature d-tensor
R
δ1δ2
γ
1
γ
2
α1α2β1β2
=
(
X
δ1
γ
1
α1α2β1β2
+ T
τ1τ2
α1α2β1β2
γδ1 τ1τ2γ1
)
δ δ2γ
2
+
(
X
δ2
γ
2
α1α2β1
β
2
+ T
τ1τ2
α1α2β1
β
2
γδ2 τ1τ2γ2
)
δ δ1γ
1
in order to get the d–spinor components of the Ricci d-tensor
Rγ
1
γ
2
α1α2
= R
δ1δ2
γ
1
γ
2
α1α2δ1δ2
=
X
δ1
γ
1
α1α2δ1γ2
+ T
τ1τ2
α1α2δ1γ2
γδ1 τ1τ2γ1
+X
δ2
γ
2
α1α2δ1γ2
+ T
τ1τ2
α1α2γ1δ2
γδ2 τ1τ2γ2
(2.84)
and this d-spinor decomposition of the scalar curvature:
q
←−
R = Rα1α2 α1α2 = X
α1δ1 α2
α1 δ1α2
+ T
τ1τ2α1 α2
α2δ1
γδ1 τ1τ2α1+
X
α2δ2α1
α2δ2α1
+ T
τ1τ2 α2α1
α1 δ2
γδ2 τ1τ2α2. (2.85)
Putting (2.84) and (2.85) into (2.34) and, correspondingly, (2.35) we find the
d–spinor components of the Einstein and Φ<α><β> d–tensors:
←−
G <γ><α> =
←−
G γ
1
γ
2
α1α2
= X
δ1
γ
1
α1α2δ1γ2
+ T
τ1τ2
α1α2δ1γ2
γδ1 τ1τ2γ1
+
X
δ2
γ
2
α1α2δ1γ2
+ T
τ1τ2
α1α2γ1
δ2
γδ2 τ1τ2γ2
−
1
2
εγ
1
α1
εγ
2
α2
[X
β
1
µ
1
β
2
β
1
µ
1
β
2
+ T
τ1τ2β1
β
2
β
2
µ
1
γ
µ
1
τ1τ2β1
+
X
β
2
µ
2
ν1
β
2
µ
2
ν1
+ T
τ1τ2 β2
β
1
β
1
δ2
γ
δ2
τ1τ2β2
] (2.86)
and
Φ<γ><α> = Φγ
1
γ
2
α1α2
=
1
2(n+m1 + ...+mz)
εγ
1
α1
εγ
2
α2
[X
β
1
µ
1
β
2
β
1
µ
1
β
2
+
T
τ1τ2β1
β
2
β
2
µ
1
γ
µ
1
τ1τ2β1
+X
β
2
µ
2
ν1
β
2
µ
2
ν1
+ T
τ1τ2 β2
β
1
β
1
δ2
γ
δ2
τ1τ2β2
]−
1
2
[X
δ1
γ
1
α1α2δ1γ2
+ T
τ1τ2
α1α2δ1γ2
γδ1 τ1τ2γ1
+
X
δ2
γ
2
α1α2δ1γ2
+ T
τ1τ2
α1α2γ1
δ2
γδ2 τ1τ2γ2
]. (2.87)
The components of the conformal Weyl d-spinor can be computed by putting
d-spinor values of the curvature (2.83) and Ricci (2.84) d-tensors into correspond-
ing expression for the d-tensor (2.33). We omit this calculus in this work.
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G. Field Equations on Ha-Spaces
The problem of formulation gravitational and gauge field equations on differ-
ent types of la-spaces is considered, for instance, in [75,19,13] and [134]. In this
subsection we shall introduce the basic field equations for gravitational and mat-
ter field la-interactions in a generalized form for generic higher order anisotropic
spaces.
1. Locally anisotropic scalar field interactions
Let ϕ (u) = (ϕ1 (u) , ϕ2 (u) ,˙..., ϕk (u)) be a complex k-component scalar field
of mass µ on ha-space E<z>. The d-covariant generalization of the conformally
invariant (in the massless case) scalar field equation [84,85] can be defined by using
the d’Alambert locally anisotropic operator [7,128] ✷ = D<α>D<α>, where D<α>
is a d-covariant derivation on E<z> satisfying conditions (2.14) and (2.15) and
constructed, for simplicity, by using Christoffel d–symbols (2.21) (all formulas for
field equations and conservation values can be deformed by using corresponding
deformations d–tensors P<α><β><γ> from the Cristoffel d–symbols, or the canonical
d–connection to a general d-connection into consideration):
(✷+
nE − 2
4(nE − 1)
←−
R + µ2)ϕ (u) = 0, (2.88)
where nE = n+m1 + ...+mz.We must change d-covariant derivation D<α> into
⋄D<α> = D<α> + ieA<α> and take into account the d-vector current
J
(0)
<α> (u) = i((ϕ (u)D<α>ϕ (u)−D<α>ϕ (u))ϕ (u))
if interactions between locally anisotropic electromagnetic field ( d-vector poten-
tial A<α> ), where e is the electromagnetic constant, and charged scalar field ϕ
are considered. The equations (2.88) are (locally adapted to the N-connection
structure) Euler equations for the Lagrangian
L(0) (u) =
√
|g|
[
g<α><β>δ<α>ϕ (u) δ<β>ϕ (u)−
(
µ2 +
nE − 2
4(nE − 1)
)
ϕ (u)ϕ (u)
]
,
(2.89)
where |g| = detg<α><β>.
The locally adapted variations of the action with Lagrangian (2.89) on vari-
ables ϕ (u) and ϕ (u) leads to the locally anisotropic generalization of the energy-
momentum tensor,
E
(0,can)
<α><β> (u) = δ<α>ϕ (u) δ<β>ϕ (u)+
δ<β>ϕ (u) δ<α>ϕ (u)− 1√|g|g<α><β>L(0) (u) , (2.90)
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and a similar variation on the components of a d-metric (2.12) leads to a sym-
metric metric energy-momentum d-tensor,
E
(0)
<α><β> (u) = E
(0,can)
(<α><β>) (u)− (2.91)
nE − 2
2(nE − 1)
[
R(<α><β>) +D(<α>D<β>) − g<α><β>✷
]
ϕ (u)ϕ (u) .
Here we note that we can obtain a nonsymmetric energy-momentum d-tensor if
we firstly vary on G<α><β> and than impose constraints of type (2.10) in order
to have a compatibility with the N-connection structure. We also conclude that
the existence of a N-connection in dv-bundle E<z> results in a nonequivalence of
energy-momentum d-tensors (2.90) and (2.91), nonsymmetry of the Ricci tensor
(see (2.29)), nonvanishing of the d-covariant derivation of the Einstein d-tensor
(2.34), D<α>
←−
G
<α><β>
6= 0 and, in consequence, a corresponding breaking of
conservation laws on ha-spaces when D<α>E
<α><β> 6= 0 . The problem of for-
mulation of conservation laws on la-spaces is discussed in details and two variants
of its solution (by using nearly autoparallel maps and tensor integral formalism on
locally anisotropic and higher order multispaces) are proposed in [128] (see Sec.
IV). In this subsection we shall present only straightforward generalizations of
field equations and necessary formulas for energy-momentum d-tensors of matter
fields on E<z> considering that it is naturally that the conservation laws (usually
being consequences of global, local and/or intrinsic symmetries of the fundamen-
tal space-time and of the type of field interactions) have to be broken on locally
anisotropic spaces.
2. Proca equations on ha–spaces
Let consider a d-vector field ϕ<α> (u) with mass µ
2 (locally anisotropic Proca
field ) interacting with exterior la-gravitational field. From the Lagrangian
L(1) (u) =
√
|g|
[
−1
2
f<α><β> (u) f
<α><β> (u) + µ2ϕ<α> (u)ϕ
<α> (u)
]
, (2.92)
where f<α><β> = D<α>ϕ<β> − D<β>ϕ<α>, one follows the Proca equations on
higher order anisotropic spaces
D<α>f
<α><β> (u) + µ2ϕ<β> (u) = 0. (2.93)
Equations (2.93) are a first type constraints for β = 0. Acting with D<α> on
(2.93), for µ 6= 0 we obtain second type constraints
D<α>ϕ
<α> (u) = 0. (2.94)
Putting (2.94) into (2.93) we obtain second order field equations with respect
to ϕ<α> :
✷ϕ<α> (u) +R<α><β>ϕ
<β> (u) + µ2ϕ<α> (u) = 0. (2.95)
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The energy-momentum d-tensor and d-vector current following from the (2.95)
can be written as
E
(1)
<α><β> (u) = −g<ε><τ>
(
f<β><τ>f<α><ε> + f<α><ε>f<β><τ>
)
+
µ2
(
ϕ<α>ϕ<β> + ϕ<β>ϕ<α>
)
− g<α><β>√
|g|
L(1) (u) .
and
J
(1)
<α> (u) = i
(
f<α><β> (u)ϕ
<β> (u)− ϕ<β> (u) f<α><β> (u)
)
.
For µ = 0 the d-tensor f<α><β> and the Lagrangian (2.92) are invariant with
respect to locally anisotropic gauge transforms of type
ϕ<α> (u)→ ϕ<α> (u) + δ<α>Λ (u) ,
where Λ (u) is a d-differentiable scalar function, and we obtain a locally anisot-
ropic variant of Maxwell theory.
3. Higher order anisotropic gravitons
Let a massless d-tensor field h<α><β> (u) is interpreted as a small perturbation
of the locally anisotropic background metric d-field g<α><β> (u) . Considering,
for simplicity, a torsionless background we have locally anisotropic Fierz–Pauli
equations
✷h<α><β> (u) + 2R<τ><α><β><ν> (u) h
<τ><ν> (u) = 0
and d–gauge conditions
D<α>h
<α>
<β> (u) = 0, h (u) ≡ h<α><β>(u) = 0,
where R<τ><α><β><ν> (u) is curvature d-tensor of the la-background space (these
formulae can be obtained by using a perturbation formalism with respect to
h<α><β> (u) developed in [44]; in our case we must take into account the distin-
guishing of geometrical objects and operators on ha–spaces).
4. Higher order anisotropic Dirac equations
Let denote the Dirac d–spinor field on E<z> as ψ (u) = (ψα (u)) and consider
as the generalized Lorentz transforms the group of automorphysm of the metric
G
<α̂><β̂>
(see the ha-frame decomposition of d-metric (2.12), (2.68) and (2.69)
).The d-covariant derivation of field ψ (u) is written as
−−−→∇<α>ψ =
[
δ<α> +
1
4
C
α̂β̂γ̂
(u) lα̂<α> (u)σ
β̂σγ̂
]
ψ, (2.96)
45
where coefficients C
α̂β̂γ̂
=
(
D<γ>l
<α>
α̂
)
l
β̂<α>
l<γ>
γ̂
generalize for ha-spaces the cor-
responding Ricci coefficients on Riemannian spaces [40]. Using σ-objects σ<α> (u)
(see (2.44) and (2.60)–(2.62)) we define the Dirac equations on ha–spaces:
(iσ<α> (u)
−−−→∇<α> − µ)ψ = 0,
which are the Euler equations for the Lagrangian
L(1/2) (u) =
√
|g|{[ψ+ (u)σ<α> (u)−−−→∇<α>ψ (u)−
(
−−−→∇<α>ψ+ (u))σ<α> (u)ψ (u)]− µψ+ (u)ψ (u)}, (2.97)
where ψ+ (u) is the complex conjugation and transposition of the column ψ (u) .
From (2.97) we obtain the d-metric energy-momentum d-tensor
E
(1/2)
<α><β> (u) =
i
4
[ψ+ (u)σ<α> (u)
−−−→∇<β>ψ (u) + ψ+ (u)σ<β> (u)−−−→∇<α>ψ (u)−
(
−−−→∇<α>ψ+ (u))σ<β> (u)ψ (u)− (−−−→∇<β>ψ+ (u))σ<α> (u)ψ (u)]
and the d-vector source
J
(1/2)
<α> (u) = ψ
+ (u) σ<α> (u)ψ (u) .
We emphasize that la-interactions with exterior gauge fields can be introduced
by changing the higher order anisotropic partial derivation from (2.96) in this
manner:
δα → δα + ie⋆Bα,
where e⋆ and Bα are respectively the constant d-vector potential of locally
anisotropic gauge interactions on higher order anisotropic spaces (see [134] and
the next Sec. II.G.5 ).
5. D–spinor locally anisotropic Yang–Mills fields
We consider a dv-bundle BE , πB : B → E<z>, on ha-space E<z>. Additionally
to d-tensor and d-spinor indices we shall use capital Greek letters, Φ,Υ,Ξ,Ψ, ...
for fibre (of this bundle) indices (see details in [84,85] for the case when the base
space of the v-bundle πB is a locally isotropic space-time). Let ∇<α> be, for
simplicity, a torsionless, linear connection in BE satisfying conditions:
∇<α> : ΥΘ → ΥΘ<α>
[
or ΞΘ → ΞΘ<α>
]
,
∇<α>
(
λΘ + νΘ
)
= ∇<α>λΘ +∇<α>νΘ,
∇<α> (fλΘ) = λΘ∇<α>f + f∇<α>λΘ, f ∈ ΥΘ [or ΞΘ],
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where by ΥΘ
(
ΞΘ
)
we denote the module of sections of the real (complex) v-
bundle BE provided with the abstract index Θ. The curvature of connection ∇<α>
is defined as
K Θ<α><β>Ωλ
Ω =
(
∇<α>∇<β> −∇<β>∇<α>
)
λΘ.
For Yang-Mills fields as a rule one considers that BE is enabled with a unitary
(complex) structure (complex conjugation changes mutually the upper and lower
Greek indices). It is useful to introduce instead of K Θ<α><β>Ω a Hermitian matrix
F Θ<α><β>Ω = i K
Θ
<α><β>Ω connected with components of the Yang-Mills d-vector
potential B Φ<α>Ξ according the formula:
1
2
F Φ<α><β>Ξ = ∇[<α>B Φ<β>]Ξ − iB Φ[<α>|Λ|B Λ<β>]Ξ, (2.98)
where the la-space indices commute with capital Greek indices. The gauge trans-
forms are written in the form:
B Φ<α>Θ 7→ B Φ̂<α>Θ̂ = B Φ<α>Θ s Φ̂Φ q ΘΘ̂ + is Φ̂Θ ∇<α> q ΘΘ̂ ,
F Φ<α><β>Ξ 7→ F Φ̂<α><β>Ξ̂ = F Φ<α><β>Ξs Φ̂Φ q ΞΞ̂ ,
where matrices s Φ̂Φ and q
Ξ
Ξ̂
are mutually inverse (Hermitian conjugated in the
unitary case). The Yang-Mills equations on torsionless la-spaces [134] (see details
in the next section) are written in this form:
∇<α>F Ψ<α><β>Θ = J Ψ<β> Θ , (2.99)
∇[<α>F Ξ<β><γ>]Θ = 0. (2.100)
We must introduce deformations of connection of type ∇⋆α −→ ∇α + Pα, (the
deformation d-tensor Pα is induced by the torsion in dv-bundle BE) into the
definition of the curvature of ha-gauge fields (2.98) and motion equations (2.99)
and (2.100) if interactions are modeled on a generic ha-space.
6. D–spinor Einstein–Cartan equations
Now we can write out the field equations of the Einstein-Cartan theory in the
d-spinor form. So, for the Einstein equations (2.34) we have
←−
G γ
1
γ
2
α1α2
+ λεγ
1
α1
εγ
2
α2
= κEγ
1
γ
2
α1α2
,
with
←−
G γ
1
γ
2
α1α2
from (2.86), or, by using the d-tensor (2.87),
Φγ
1
γ
2
α1α2
+ (
←−
R
4
− λ
2
)εγ
1
α1
εγ
2
α2
= −κ
2
Eγ
1
γ
2
α1α2
,
which are the d-spinor equivalent of the equations (2.35). These equations must
be completed by the algebraic equations (2.36) for the d-torsion and d-spin density
with d-tensor indices chainged into corresponding d-spinor ones.
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III. GAUGE AND GRAVITATIONAL HA–FIELDS
The aim of this section is twofold. The first objective is to present our results
[134,124,125] on formulation of geometrical approach to interactions of Yang-
Mills fields on spaces with higher order anisotropy in the framework of the theory
of linear connections in vector bundles (with semisimple structural groups) on
ha-spaces. The second objective is to extend the geometrical formalism in a
manner including theories with nonsemisimple groups which permit a unique fiber
bundle treatment for both locally anisotropic Yang-Mills field and gravitational
interactions. In general lines, we shall follow the ideas and geometric methods
proposed in Refs. [111,96,97,95,24], but we shall apply them in a form convenient
for introducing into consideration geometrical constructions [74,75] and physical
theories on ha-spaces.
There is a number of works on gauge models of interactions on Finsler
spaces and theirs extensions(see, for instance, [12,13,14,18,78,81]). One has in-
troduced different variants of generalized gauge transforms, postulated corre-
sponding Lagrangians for gravitational, gauge and matter field interactions and
formulated variational calculus (here we note the approach developed by A. Be-
jancu [20,21,19]). The main problem of such models is the dependence of the
basic equations on chosen definition of gauge ”compensation” symmetries and
on type of space and field interactions anisotropy. In order to avoid the ambi-
guities connected with particular characteristics of possible la-gauge theories we
consider a ”pure” geometric approach to gauge theories (on both locally isotropic
and anisotropic spaces) in the framework of the theory of fiber bundles provided
in general with different types of nonlinear and linear multiconnection and metric
structures. This way, based on global geometric methods, holds also good for non-
variational, in the total spaces of bundles, gauge theories (in the case of gauge
gravity based on Poincare or affine gauge groups); physical values and motion
(field) equations have adequate geometric interpretation and do not depend on
the type of local anisotropy of space-time background. It should be emphasized
here that extensions for higher order anisotropic spaces which will be presented
in this section can be realized in a straightforward manner.
A. Gauge Fields on Ha-Spaces
This subsection is devoted to formulation of the geometrical background for
gauge field theories on spaces with higher order anisotropy.
Let (P, π,Gr, E<z>) be a principal bundle E<z> (being a ha-space) with
structural group Gr and surjective map π : P → E<z>.At every point u =(
x, y(1), ..., y(z)
)
∈ E<z> there is a vicinity U ⊂ E<z>,u ∈ U , with trivializing P
diffeomorphisms f and ϕ :
fU : π
−1 (U)→ U×Gr, f (p) = (π (p) , ϕ (p)) ,
ϕU : π
−1 (U)→ Gr, ϕ(pq) = ϕ (p) q, ∀q ∈ Gr, p ∈ P.
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We remark that in the general case for two open regions
U ,V ⊂ E<z>,U ∩ V 6= ∅, fU|p 6= fV|p , even p ∈ U ∩ V.
Transition functions gUV are defined as
gUV : U ∩ V →Gr, gUV (u) = ϕU (p)
(
ϕV (p)
−1
)
, π (p) = u.
Hereafter we shall omit, for simplicity, the specification of trivializing regions
of maps and denote, for example, f ≡ fU , ϕ ≡ ϕU , s ≡ sU , if this will not give
rise to ambiguities.
Let θ be the canonical left invariant 1-form on Gr with values in algebra Lie
G of group Gr uniquely defined from the relation θ (q) = q, ∀q ∈ G, and consider
a 1-form ω on U ⊂ E<z> with values in G. Using θ and ω, we can locally define
the connection form Ω in P as a 1-form:
Ω = ϕ∗θ + Ad ϕ−1 (π∗ω) (3.1)
where ϕ∗θ and π∗ω are, respectively, forms induced on π−1 (U) and P by maps ϕ
and π and ω = s∗Ω. The adjoint action on a form λ with values in G is defined as(
Ad ϕ−1λ
)
p
=
(
Ad ϕ−1 (p)
)
λp
where λp is the value of form λ at point p ∈ P.
Introducing a basis {∆â} in G (index â enumerates the generators making up
this basis), we write the 1-form ω on E<z> as
ω = ∆âω
â (u) , ωâ (u) = ωâ<µ> (u) δu
<µ> (3.2)
where δu<µ> = (dxi, δy<a>) and the Einstein summation rule on indices â and
< µ > is used. Functions ωâ<µ> (u) from (3.2) will be called the components of
Yang-Mills fields on ha-space E<z>. Gauge transforms of ω can be geometrically
interpreted as transition relations for ωU and ωV , when u ∈ U ∩ V,
(ωU)u = (g
∗
UVθ)u + Ad gUV (u)
−1 (ωV)u . (3.3)
To relate ωâ<µ> with a covariant derivation we shall consider a vector bundle
Υ associated to P. Let ρ : Gr → GL (Rs) and ρ′ : G → End (Es) be, respec-
tively, linear representations of group Gr and Lie algebra G (in a more general
case we can consider Cs instead of Rs). Map ρ defines a left action on Gr and
associated vector bundle Υ = P × Rs/Gr, πE : E → E<z>. Introducing the
standard basis ξi = {ξ1, ξ2, ..., ξs} in Rs, we can define the right action on P×
Rs, ((p, ξ) q = (pq, ρ (q−1) ξ) , q ∈ Gr) , the map induced from P
p : Rs → π−1E (u) , (p (ξ) = (pξ)Gr, ξ ∈ Rs, π (p) = u)
and a basis of local sections ei : U → π−1E (U) , ei (u) = s (u) ξi. Every section
ς : E<z>→Υ can be written locally as ς = ς iei, ς i ∈ C∞ (U) . To every vector
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field X on E<z> and Yang-Mills field ωâ on P we associate operators of covariant
derivations:
∇Xζ = ei
[
Xζ i +B (X)ij ζ
j
]
B (X) = (ρ′X)â ω
â (X) . (3.4)
Transformation laws (3.3) and operators (3.4) are interrelated by these transition
transforms for values ei, ζ
i, and B<µ> :
eVi (u) = [ρgUV (u)]
j
i e
U
i , ζ
i
U (u) = [ρgUV (u)]
j
i ζ
i
V ,
BV<µ> (u) = [ρgUV (u)]
−1 δ<µ> [ρgUV (u)] + [ρgUV (u)]
−1BU<µ> (u) [ρgUV (u)] , (3.5)
where BU<µ> (u) = B
<µ> (δ/du<µ>) (u) .
Using (3.5), we can verify that the operator ∇UX , acting on sections of πΥ :
Υ→ E<z> according to definition (3.4), satisfies the properties
∇Uf1X+f2Y = f1∇UX + f2∇UX , ∇UX (fζ) = f∇UXζ + (Xf) ζ,
∇UXζ = ∇VXζ, u ∈ U ∩ V,f1, f2 ∈ C∞ (U) .
So, we can conclude that the Yang–Mills connection in the vector bundle
πΥ : Υ → E<z> is not a general one, but is induced from the principal bundle
π : P → E<z> with structural group Gr.
The curvature K of connection Ω from (3.1) is defined as
K = DΩ, D = Ĥ ◦ d (3.6)
where d is the operator of exterior derivation acting on G-valued forms as
d
(
∆â ⊗ χâ
)
= ∆â ⊗ dχâ and Ĥ is the horizontal projecting operator actin, for
example, on the 1-form λ as
(
Ĥλ
)
P
(Xp) = λp (HpXp) , where Hp projects on
the horizontal subspace Hp ∈ Pp [Xp ∈ Hp is equivalent to Ωp (Xp) = 0] . We can
express (3.6) locally as
K = Ad ϕ−1U (π∗KU) (3.7)
where
KU = dωU + 1
2
[ωU , ωU ] . (3.8)
The exterior product of G-valued form (3.8) is defined as[
∆â ⊗ λâ,∆b̂ ⊗ ξ b̂
]
=
[
∆â,∆b̂
]
⊗ λâ∧ ξ b̂,
where the antisymmetric tensorial product is
λâ
∧
ξ b̂ = λâξ b̂ − ξ b̂λâ.
Introducing structural coefficients f â
b̂ĉ
of G satisfying[
∆
b̂
,∆ĉ
]
= f â
b̂ĉ
∆â
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we can rewrite (3.8) in a form more convenient for local considerations:
KU = ∆â ⊗Kâ<µ><ν>δu<µ>
∧
δu<ν> (3.9)
where
Kâ<µ><ν> =
δωâ<ν>
∂u<µ>
− δω
â
<µ>
∂u<ν>
+
1
2
f â
b̂ĉ
(
ωb̂<µ>ω
ĉ
<ν> − ωb̂<ν>ωĉ<µ>
)
.
This section ends by considering the problem of reduction of the local ani-
sotropic gauge symmetries and gauge fields to isotropic ones. For local trivial
considerations we can consider that the vanishing of dependencies on y vari-
ables leads to isotropic Yang-Mills fields with the same gauge group as in the
anisotropic case, Global geometric constructions require a more rigorous topo-
logical study of possible obstacles for reduction of total spaces and structural
groups on anisotropic bases to their analogous on isotropic (for example, pseudo-
Riemannian) base spaces.
B. Yang-Mills Equations on Ha-spaces
Interior gauge (nongravitational) symmetries are associated to semisimple
structural groups. On the principal bundle (P, π,Gr, E<z>) with nondegener-
ate Killing form for semisimple group Gr we can define the generalized Lagrange
metric
hp (Xp, Yp) = Gπ(p) (dπPXP , dπPYP ) +K (ΩP (XP ) ,ΩP (XP )) , (3.10)
where dπP is the differential of map π : P → E<z>, Gπ(p) is locally generated as
the ha-metric (2.12), and K is the Killing form on G :
K
(
∆â,∆b̂
)
= f ĉ
b̂d̂
f d̂âĉ = Kâ̂b.
Using the metric G<α><β> on E<z> [hP (XP , YP ) on P ] , we can introduce
operators ∗G and δ̂G acting in the space of forms on E<z> (∗H and δ̂H acting on
forms on E<z>). Let e<µ> be orthonormalized frames on U ⊂ E<z> and e<µ> the
adjoint coframes. Locally
G =
∑
<µ>
η (< µ >) e<µ> ⊗ e<µ>,
where η<µ><µ> = η (< µ >) = ±1, < µ >= 1, 2, ..., nE, nE = 1, ..., n + m1 +
... + mz , and the Hodge operator ∗G can be defined as ∗G : Λ′ (E<z>) →
Λn+m1+...+mz (E<z>) , or, in explicit form, as
∗G
(
e<µ1>
∧
...
∧
e<µr>
)
= η (ν1) ...η (νnE−r)× (3.11)
51
sign
(
1 2 ...r r + 1 ...nE
< µ1> < µ2 > ... < µr > < ν1 > ...νnE−r
)
×
e<ν1>
∧
...
∧
e<νnE−r>.
Next, define the operator
∗−1G = η (1) ...η (nE) (−1)r(nE−r) ∗G
and introduce the scalar product on forms β1, β2, ... ⊂ Λr (E<z>) with compact
carrier:
(β1, β2) = η (1) ...η (nE)
∫
β1
∧ ∗Gβ2.
The operator δ̂G is defined as the adjoint to d associated to the scalar product
for forms, specified for r-forms as
δ̂G = (−1)r ∗−1G ◦d ◦ ∗G. (3.12)
We remark that operators ∗H and δH acting in the total space of P can be
defined similarly to (3.11) and (3.12), but by using metric (3.10). Both these
operators also act in the space of G-valued forms:
∗
(
∆â ⊗ ϕâ
)
= ∆â ⊗ (∗ϕâ),
δ̂
(
∆â ⊗ ϕâ
)
= ∆â ⊗ (δ̂ϕâ).
The form λ on P with values in G is called horizontal if Ĥλ = λ and equivariant
if R∗ (q) λ = Ad q−1ϕ, ∀g ∈ Gr,R (q) being the right shift on P. We can verify
that equivariant and horizontal forms also satisfy the conditions
λ = Ad ϕ−1U (π
∗λ) , λU = S
∗
Uλ,
(λV)U = Ad (gUV (u))
−1 (λU)u .
Now, we can define the field equations for curvature (3.7) and connection (3.1)
:
∆K = 0, (3.13)
∇K = 0, (3.14)
where ∆ = Ĥ ◦ δ̂H . Equations (3.13) are similar to the well-known Maxwell
equations and for non-Abelian gauge fields are called Yang-Mills equations. The
structural equations (3.14) are called Bianchi identities.
The field equations (3.13) do not have a physical meaning because they are
written in the total space of bundle Υ and not on the base anisotropic space-time
E<z>. But this dificulty may be obviated by projecting the mentioned equations
on the base. The 1-form ∆K is horizontal by definition and its equivariance
follows from the right invariance of metric (3.10). So, there is a unique form
(∆K)U satisfying
∆K =Ad ϕ−1U π∗(∆K)U .
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Projection of (3.13) on the base can be written as (∆K)U = 0. To calculate
(∆K)U , we use the equality [24,97]
d
(
Ad ϕ−1U λ
)
= Ad ϕ−1U dλ−
[
ϕ∗Uθ, Ad ϕ
−1
U λ
]
where λ is a form on P with values in G. For r-forms we have
δ̂
(
Ad ϕ−1U λ
)
= Ad ϕ−1U δ̂λ− (−1)r ∗H {
[
ϕ∗Uθ, ∗HAd ϕ−1U λ
]
and, as a consequence,
δ̂K = Ad ϕ−1U {δ̂Hπ∗KU + ∗−1H [π∗ωU , ∗Hπ∗KU ]}−
− ∗−1H
[
Ω, Ad ϕ−1U ∗H (π∗K)
]
. (3.15)
By using straightforward calculations in the adapted dual basis on π−1 (U) we
can verify the equalities[
Ω, Ad ϕ−1U ∗H (π∗KU)
]
= 0, ĤδH (π
∗KU) = π∗
(
δ̂GK
)
,
∗−1H [π∗ωU , ∗H (π∗KU)] = π∗{∗−1G [ωU , ∗GKU ]}. (3.16)
From (3.15) and (3.16) it follows that
(∆K)U = δ̂GKU + ∗−1G [ωU , ∗GKU ] . (3.17)
Taking into account (3.17) and (3.12), we prove that projection on E of equa-
tions (3.13) and (3.14) can be expressed respectively as
∗−1G ◦ d ◦ ∗GKU + ∗−1G [ωU , ∗GKU ] = 0. (3.18)
dKU + [ωU ,KU ] = 0.
Equations (3.18) (see (3.17)) are gauge-invariant because
(∆K)U = Ad g−1UV (∆K)V .
By using formulas (3.9)-(3.12) we can rewrite (3.18) in coordinate form
D<ν>
(
G<ν><λ>Kâ<λ><µ>
)
+ f â
b̂ĉ
G<v><λ>ω b̂<λ>Kĉ<ν><µ> = 0, (3.19)
where D<ν> is, for simplicity, a compatible with metric covariant derivation on
ha-space E<z>.
We point out that for our bundles with semisimple structural groups the Yang-
Mills equations (3.13) (and, as a consequence, their horizontal projections (3.18)
or (3.19)) can be obtained by variation of the action
I =
∫
Kâ<µ><ν>Kb̂<α><β>G<µ><α>G<ν><β>Kâ̂b× (3.20)
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|G<α><β>|1/2 dx1...dxnδy1(1)...δym1(1) ...δy1(z)...δymz(z) .
Equations for extremals of (3.20) have the form
K
r̂̂b
G<λ><α>G<κ><β>D<α>Kb̂<λ><β>−
K
â̂b
G<κ><α>G<ν><β>f â
r̂l̂
ω l̂<ν>Kb̂<α><β> = 0,
which are equivalent to ”pure” geometric equations (3.19) (or (3.18) due to non-
degeneration of the Killing form K
r̂̂b
for semisimple groups.
To take into account gauge interactions with matter fields (section of vector
bundle Υ on E ) we have to introduce a source 1–form J in equations (3.13) and
to write them as
∆K = J (3.21)
Explicit constructions of J require concrete definitions of the bundle Υ; for
example, for spinor fields an invariant formulation of the Dirac equations on la-
spaces is necessary. We omit spinor considerations in this section (see Sec. II.G),
but we shall present the definition of the source J for gravitational interactions
(by using the energy-momentum tensor of matter on la–space) in the next sub-
section.
C. Gauge Higher Order Anisotropic Gravity
A considerable body of work on the formulation of gauge gravitational models
on isotropic spaces is based on using nonsemisimple groups, for example, Poincare
and affine groups, as structural gauge groups (see critical analysis and original
results in [145,111,72,95]. The main impediment to developing such models is
caused by the degeneration of Killing forms for nonsemisimple groups, which
make it impossible to construct consistent variational gauge field theories (func-
tional (3.20) and extremal equations are degenarate in these cases). There are
at least two possibilities to get around the mentioned difficulty. The first is to
realize a minimal extension of the nonsemisimple group to a semisimple one, sim-
ilar to the extension of the Poincare group to the de Sitter group considered in
[96,97,111] (in the next subsection we shall use this operation for the definition
of locally anisotropic gravitational instantons). The second possibility is to intro-
duce into consideration the bundle of adapted affine frames on la-space E<z>, to
use an auxiliary nondegenerate bilinear form a
â̂b
instead of the degenerate Killing
form K
â̂b
and to consider a ”pure” geometric method, illustrated in the previous
subsection, of defining gauge field equations. Projecting on the base E<z>, we
shall obtain gauge gravitational field equations on ha-space having a form similar
to Yang-Mills equations.
The goal of this subsection is to prove that a specific parametrization of com-
ponents of the Cartan connection in the bundle of adapted affine frames on E<z>
establishes an equivalence between Yang-Mills equations (3.21) and Einstein equa-
tions on ha-spaces.
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1. Bundles of linear ha–frames
Let (X<α>)u = (Xi, X<a>)u = (Xi, Xa1 , ..., Xaz)u be an adapted frame (see
(3.4) at point u ∈ E<z>.We consider a local right distinguished action of matrices
A <α><α′> =

A ii′ 0 ... 0
0 B a1a′1
... 0
... ... ... ...
0 0 ... B aza′z
 ⊂ GLnE =
GL (n,R)⊕GL (m1,R)⊕ ...⊕GL (mz,R) .
Nondegenerate matrices A ii′ and B
j
j′ respectively transforms linearly Xi|u
into Xi′|u = A
i
i′ Xi|u and Xa′p|u into Xa′p|u = B
ap
a′p
Xap|u, where X<α′>|u =
A <α><α′> X<α> is also an adapted frame at the same point u ∈ E<z>. We de-
note by La (E<z>) the set of all adapted frames X<α> at all points of E<z>
and consider the surjective map π from La (E<z>) to E<z> transforming every
adapted frame Xα|u and point u into point u. Every X<α′>|u has a unique rep-
resentation as X<α′> = A
<α>
<α′> X
(0)
<α>, where X
(0)
<α> is a fixed distinguished basis
in tangent space T (E<z>) . It is obvious that π−1 (U) ,U ⊂ E<z>, is bijective to
U × GLnE (R) . We can transform La (E<z>) in a differentiable manifold taking(
u<β>, A <α><α′>
)
as a local coordinate system on π−1 (U) . Now, it is easy to ver-
ify that La(E<z>) = (La(E<z>, E<z>, GLnE(R))) is a principal bundle. We call
La(E<z>) the bundle of linear adapted frames on E<z>.
The next step is to identify the components of, for simplicity, compatible
d-connection Γ<α><β><γ> on E<z> :
ΩâU = ω
â = {ωα̂β̂<λ> .= Γ<α><β><γ>}. (3.22)
Introducing (3.22) in (3.17), we calculate the local 1-form(
∆R(Γ)
)
U
= ∆α̂α̂1 ⊗ (G<ν><λ>D<λ>R<α̂><γ̂><ν><µ>+
f<α̂><γ̂>
<β̂><δ̂><γ̂><ε̂>
G<ν><λ>ω<β̂><δ̂><λ>R<γ̂><ε̂><ν><µ>)δu<µ>, (3.23)
where
∆
α̂β̂
=

∆
î̂j
0 ... 0
0 ∆
â1 b̂1
... 0
... ... ... ...
0 0 ... ∆
âz b̂z

is the standard distinguished basis in Lie algebra of matrices GlnE (R) with(
∆
î̂k
)
jl
= δijδkl and
(
∆âpĉp
)
bpdp
= δapbpδcpdp being respectively the standard bases
in Gl (RnE) . We have denoted the curvature of connection (3.22), considered in
(3.23), as
R(Γ)U = ∆α̂α̂1 ⊗Rα̂α̂1 <ν><µ>X<ν>
∧
X<µ>,
where Rα̂α̂1 <ν><µ> = R <α><α1> <ν><µ> (see curvatures (2.28)).
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2. Bundles of affine ha–frames and Einstein equations
Besides La (E<z>) with ha-space E<z>, another bundle is naturally related, the
bundle of adapted affine frames with structural group AfnE (R) = GLnE (E<z>)
⊗RnE . Because as linear space the Lie Algebra afnE (R) is a direct sum of
GlnE (R) and RnE , we can write forms on Aa (E<z>) as Θ = (Θ1,Θ2) , where
Θ1 is the GlnE (R) component and Θ2 is the RnE component of the form Θ. Con-
nection (3.22), Ω in La (E<z>) , induces the Cartan connection Ω in Aa (E<z>) ;
see the isotropic case in [96,97,24]. This is the unique connection on Aa (E<z>)
represented as i∗Ω = (Ω, χ) , where χ is the shifting form and i : Aa→ La is the
trivial reduction of bundles. If s
(a)
U is a local adapted frame in La (E<z>) , then
s
(0)
U = i ◦ sU is a local section in Aa (E<z>) and(
ΩU
)
= sUΩ = (ΩU , χU) , (3.24)(
RU
)
= sUR =
(
R(Γ)U , TU
)
,
where χ = eα̂ ⊗ χα̂ <µ>X<µ>, G<α><β> = χα̂ <α>χβ̂ <β>ηα̂β̂ (ηα̂β̂ is diagonal
with ηα̂α̂ = ±1) is a frame decomposition of metric (2.12) on E<z>, eα̂ is the
standard distinguished basis on RnE , and the projection of torsion , TU , on base
E<z> is defined as
TU = dχU + ΩU
∧
χU + χU
∧
ΩU = (3.25)
eα̂ ⊗
∑
<µ><<ν>
T α̂ <µ><ν>X
<µ>
∧
X<ν>.
For a fixed local adapted basis on U ⊂ E<z> we can identify components
T â <µ><ν> of torsion (3.25) with components of torsion (2.25) on E<z>, i.e.
T α̂ <µ><ν> = T
<α>
<µ><ν>. By straightforward calculation we obtain
(∆R)U = [(∆R(Γ))U , (Rτ)U + (Ri)U ], (3.26)
where
(Rτ)U = δ̂GTU + ∗−1G [ΩU , ∗GTU ] , (Ri)U = ∗−1G
[
χU , ∗GR(Γ)U
]
.
Form (Ri)U from (3.26) is locally constructed by using components of the Ricci
tensor (see (2.29)) as follows from decomposition on the local adapted basis
X<µ> = δu<µ> :
(Ri)U = eα̂ ⊗ (−1)nE+1R<λ><ν>Gα̂<λ>δu<µ>
We remark that for isotropic torsionless pseudo-Riemannian spaces the re-
quirement that
(
∆R
)
U
= 0, i.e., imposing the connection (3.22) to satisfy Yang-
Mills equations (3.13) (equivalently (3.18) or (3.19) we obtain [96,97,1] the equiv-
alence of the mentioned gauge gravitational equations with the vacuum Einstein
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equations Rij = 0. In the case of ha–spaces with arbitrary given torsion, even
considering vacuum gravitational fields, we have to introduce a source for gauge
gravitational equations in order to compensate for the contribution of torsion and
to obtain equivalence with the Einstein equations.
Considerations presented in Secs. III.C.1 and III.C.2 constitute the proof of
the following result
Theorem III.1 The Einstein equations (2.34) for la-gravity are equivalent to
Yang-Mills equations (
∆R
)
= J (3.27)
for the induced Cartan connection Ω (see (3.22), (3.24)) in the bundle of local
adapted affine frames Aa (E) with source J U constructed locally by using the same
formulas (3.26) (for
(
∆R
)
), where R<α><β> is changed by the matter source
E˜<α><β> − 12G<α><β>E˜, where E˜<α><β> = kE<α><β> − λG<α><β>.
We note that this theorem is an extension for higher order anisotropic spaces of
the Popov and Dikhin results [97] with respect to a possible gauge like treatment
of the Einstein gravity. Similar theorems have been proved for locally anisotropic
gauge gravity [124,125,134] and in the framework of some variants of locally (and
higher order) anisotropic supergravity [126,133].
D. Nonlinear De Sitter Gauge Ha–Gravity
The equivalent reexpression of the Einstein theory as a gauge like theory im-
plies, for both locally isotropic and anisotropic space-times, the nonsemisimplicity
of the gauge group, which leads to a nonvariational theory in the total space of the
bundle of locally adapted affine frames. A variational gauge gravitational theory
can be formulated by using a minimal extension of the affine structural group
AfnE (R) to the de Sitter gauge group SnE = SO (nE) acting on distinguishedRnE+1 space.
1. Nonlinear gauge theories of de Sitter group
Let us consider the de Sitter space ΣnE as a hypersurface given by the equa-
tions ηABu
AuB = −l2 in the (n+m)-dimensional spaces enabled with diagonal
metric ηAB, ηAA = ±1 (in this subsection A,B,C, ... = 1, 2, ..., nE + 1), (nE =
n+m1 + ...+mz), where {uA} are global Cartesian coordinates in RnE+1; l > 0
is the curvature of de Sitter space. The de Sitter group S(η) = SO(η) (nE + 1)
is defined as the isometry group of ΣnE -space with nE
2
(nE + 1) generators of Lie
algebra so(η) (nE + 1) satisfying the commutation relations
[M<AB,MCD] = ηACMBD − ηBCMAD − ηADMBC + ηBDMAC . (3.28)
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Decomposing indices A,B, ... as A = (α̂, nE + 1) , B =
(
β̂, nE + 1
)
,
..., the metric ηAB as ηAB =
(
η
α̂β̂
, η(nE+1)(nE+1)
)
, and operators MAB as Mα̂β̂ =
F
α̂β̂
and Pα̂ = l
−1MnE+1,α̂, we can write (3.28) as[
F
α̂β̂
,F
γ̂δ̂
]
= ηα̂γ̂Fβ̂δ̂ − ηβ̂γ̂Fα̂δ̂ + ηβ̂δ̂Fα̂γ̂ − ηα̂δ̂Fβ̂γ̂,[
Pα̂, Pβ̂
]
= −l−2F
α̂β̂
,
[
Pα̂,Fβ̂γ̂
]
= η
α̂β̂
Pγ̂ − ηα̂γ̂Pβ̂,
where we have indicated the possibility to decompose so(η) (nE + 1) into a direct
sum, so(η) (nE + 1) = so(η)(nE) ⊕ VnE , where VnE is the vector space stretched
on vectors Pα̂. We remark that Σ
nE = S(η)/L(η), where L(η) = SO(η) (nE) . For
ηAB = diag (1,−1,−1,−1) and S10 = SO (1, 4) , L6 = SO (1, 3) is the group of
Lorentz rotations.
Let W
(
E ,RnE+1, S(η), P
)
be the vector bundle associated with principal bun-
dle P
(
S(η), E
)
on la-spaces. The action of the structural group S(η) on E can
be realized by using (nE)× (nE) matrices with a parametrization distinguishing
subgroup L(η) :
B = bBL, (3.29)
where
BL =
(
L 0
0 1
)
,
L ∈ L(η) is the de Sitter bust matrix transforming the vector (0, 0, ..., ρ) ∈ RnE+1
into the arbitrary point (V 1, V 2, ..., V nE+1) ∈ ΣnEρ ⊂ RnE+1 with curvature
ρ
(
VAV
A = −ρ2, V A = tAρ
)
. Matrix b can be expressed as
b =
 δα̂ β̂ + t
α̂t
β̂
(1+tnE+1)
tα̂
t
β̂
tnE+1
 .
The de Sitter gauge field is associated with a linear connection inW , i.e., with
a so(η) (nE + 1)-valued connection 1-form on E<z> :
Ω˜ =
 ωα̂ β̂ θ˜α̂
θ˜
β̂
0
 , (3.30)
where ωα̂
β̂
∈ so(nE)(η), θ˜α̂ ∈ RnE , θ˜β̂ ∈ ηβ̂α̂θ˜α̂.
Because S(η)-transforms mix ω
α̂
β̂
and θ˜α̂ fields in (3.30) (the introduced para-
metrization is invariant on action on SO(η) (nE) group we cannot identify ω
α̂
β̂
and θ˜α̂, respectively, with the connection Γ<α><β><γ> and the fundamental form
χ<α> in E<z> (as we have for (3.22) and (3.24)). To avoid this difficulty we
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consider [111,95] a nonlinear gauge realization of the de Sitter group S(η), namely,
we introduce into consideration the nonlinear gauge field
Ω = b−1Ωb+ b−1db =
 Γα̂β̂ θα̂
θ
β̂
0
 , (3.31)
where
Γα̂
β̂
= ωα̂
β̂
−
(
tα̂Dt
β̂
− t
β̂
Dtα̂
)
/
(
1 + tnE+1
)
,
θα̂ = tnE+1θ˜α̂ +Dtα̂ − tα̂
(
dtne+1 + θ˜γ̂t
γ̂
)
/
(
1 + tnE+1
)
,
Dtα̂ = dtα̂ + ωα̂
β̂
tβ̂ .
The action of the group S (η) is nonlinear, yielding transforms
Γ′ = L′Γ (L′)−1+L′d (L′)−1 , θ′ = Lθ, where the nonlinear matrix-valued function
L′ = L′ (t<α>, b, BT ) is defined from Bb = b
′BL′ (see parametrization (3.29)).
Now, we can identify components of (3.31) with components of Γ<α><β><γ> and
χα̂ <α> on E<z> and induce in a consistent manner on the base of bundle
W
(
E ,RnE+1, S(η), P
)
the la-geometry.
2. Dynamics of the nonlinear S (η) ha–gravity
Instead of the gravitational potential (3.22), we introduce the gravitational
connection (similar to (3.31))
Γ =
 Γα̂ β̂ l−10 χα̂
l−10 χβ̂ 0
 (3.32)
where
Γα̂
β̂
= Γα̂
β̂<µ>
δu<µ>,
Γα̂
β̂<µ>
= χα̂ <α>χ
β̂
<β>Γ
<α>
<β><γ> + χ
α̂
<α>δ<µ>χ
<α>
β̂
,
χα̂ = χα̂ µδu
µ, and Gαβ = χ
α̂
αχ
β̂
βηα̂β̂, and ηα̂β̂ is parametrized as
η
α̂β̂
=

ηij 0 ... 0
0 ηa1b1 ... 0
... ... ... ...
0 0 ... ηazbz
 ,
ηij = (1,−1, ...,−1) , ...ηij = (±1,±1, ...,±1) , ..., l0 is a dimensional constant.
The curvature of (3.32), R(Γ) = dΓ + Γ∧Γ, can be written as
R(Γ) =
 Rα̂ β̂ + l−10 πα̂β̂ l−10 T α̂
l−10 T
β̂ 0
 , (3.33)
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where
πα̂
β̂
= χα̂
∧
χ
β̂
,Rα̂
β̂
=
1
2
Rα̂
β̂<µ><ν>
δu<µ>
∧
δu<ν>,
and
Rα̂
β̂<µ><ν>
= χ <β>
β̂
χ α̂<α>R
<α>
<β><µ><ν>
(see (2.27) and (2.28), the components of d-curvatures). The de Sitter gauge
group is semisimple and we are able to construct a variational gauge gravita-
tional locally anisotropic theory (bundle metric (3.10) is nondegenerate). The
Lagrangian of the theory is postulated as
L = L(G) + L(m)
where the gauge gravitational Lagrangian is defined as
L(G) =
1
4π
Tr
(
R(Γ)∧ ∗GR(Γ)) = L(G) |G|1/2 δnEu,
L(G) = 1
2l2
T α̂ <µ><ν>T
<µ><ν>
α̂
+ (3.34)
1
8λ
Rα̂
β̂<µ><ν>
Rβ̂ <µ><ν>
α̂
− 1
l2
(←−
R (Γ)− 2λ1
)
,
T α̂ <µ><ν> = χ
α̂
<α>T
<α>
<µ><ν> (the gravitational constant l
2 in (3.34) satisfies
the relations l2 = 2l20λ, λ1 = −3/l0], T r denotes the trace on α̂, β̂ indices, and
the matter field Lagrangian is defined as
L(m) = −11
2
Tr
(
Γ
∧ ∗GI) = L(m) |G|1/2 δnEu,
L(m) = 1
2
Γα̂
β̂<µ>
S β̂ <µ><α> − t<µ>α̂ lα̂ <µ>. (3.35)
The matter field source I is obtained as a variational derivation of L(m) on Γ and
is parametrized as
I =
 Sα̂ β̂ −l0tα̂
−l0tβ̂ 0
 (3.36)
with tα̂ = tα̂ <µ>δu
<µ> and Sα̂
β̂
= Sα̂
β̂<µ>
δu<µ> being respectively the canon-
ical tensors of energy-momentum and spin density. Because of the contraction of
the ”interior” indices α̂, β̂ in (3.34) and (3.35) we used the Hodge operator ∗G
instead of ∗H (hereafter we consider ∗G = ∗).
Varying the action
S =
∫
|G|1/2 δnEu
(
L(G) + L(m)
)
on the Γ-variables (3.26), we obtain the gauge-gravitational field equations:
d
(
∗R(Γ)
)
+ Γ
∧(∗R(Γ))− (∗R(Γ))∧Γ = −λ (∗I) . (3.37)
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Specifying the variations on Γα̂
β̂
and lα̂-variables, we rewrite (3.37) as
D̂
(
∗R(Γ)
)
+
2λ
l2
(
D̂ (∗π) + χ∧(∗T T)− (∗T )∧χT) = −λ (∗S) , (3.38)
D̂ (∗T )−
(
∗R(Γ)
)∧
χ− 2λ
l2
(∗π)∧χ = l2
2
(
∗t + 1
λ
∗ τ
)
, (3.39)
where
T t = {Tα̂ = ηα̂β̂T β̂, T β̂ =
1
2
T β̂ <µ><ν>δu
<µ>
∧
δu<ν>},
χT = {χα̂ = ηα̂β̂χβ̂, χβ̂ = χβ̂ <µ>δu<µ>}, D̂ = d+ Γ̂
(Γ̂ acts as Γα̂
β̂<µ>
on indices γ̂, δ̂, ... and as Γ<α><β><µ> on indices < γ >,< δ >
, ...). In (3.39), τ defines the energy-momentum tensor of the S(η)-gauge gravita-
tional field Γ̂ :
τ<µ><ν>
(
Γ̂
)
=
1
2
Tr
(
R<µ><α>R<α><ν> −
1
4
R<α><β>R<α><β>G<µ><ν>
)
.
(3.40)
Equations (3.37) (or equivalently (3.38),(3.39)) make up the complete system
of variational field equations for nonlinear de Sitter gauge gravity with higher
order anisotropy. They can be interpreted as a generalization of gauge like equa-
tions for la-gravity [134] (equivalently, of gauge gravitational equations (3.27)]
to a system of gauge field equations with dynamical torsion and corresponding
spin-density source.
A. Tseytlin [111] presented a quantum analysis of the isotropic version of equa-
tions (3.38) and (3.39). Of course, the problem of quantizing gravitational inter-
actions is unsolved for both variants of locally anisotropic and isotropic gauge de
Sitter gravitational theories, but we think that the generalized Lagrange version
of S(η)-gravity is more adequate for studying quantum radiational and statistical
gravitational processes. This is a matter for further investigations.
Finally, we remark that we can obtain a nonvariational Poincare gauge gravi-
tational theory on la-spaces if we consider the contraction of the gauge potential
(3.32) to a potential with values in the Poincare Lie algebra
Γ =
 Γα̂ β̂ l−10 χα̂
l−10 χβ̂ 0
→ Γ =
 Γα̂ β̂ l−10 χα̂
0 0
 .
Isotropic Poincare gauge gravitational theories are studied in a number of pa-
pers (see, for example, [145,111,72,95]). In a manner similar to considerations
presented in this work, we can generalize Poincare gauge models for spaces with
local anisotropy.
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E. La–Gravitational Gauge Instantons
The existence of self-dual, or instanton, topologically nontrivial solutions of
Yang-Mills equations is a very important physical consequence of gauge theories.
All known instanton-type Yang-Mills and gauge gravitational solutions (see, for
example, [111,95]) are locally isotropic. A variational gauge-gravitational exten-
sion of la-gravity makes possible a straightforward application of techniques of
constructing solutions for first order gauge equations for the definition of locally
anisotropic gravitational instantons. This subsection is devoted to the study of
some particular instanton solutions of the gauge gravitational theory on la-space.
Let us consider the Euclidean formulation of the S(η)-gauge gravitational the-
ory by changing gauge structural groups and flat metric:
SO(η)(nE + 1)→ SO(nE + 1), SO(η)(nE)→ SO(nE), ηAB → −δAB .
Self-dual (anti-self-dual) conditions for the curvature (3.33)
R(Γ) = ∗R(Γ) (− ∗R(Γ))
can be written as a system of equations(
Rα̂
β̂
− l−20 πα̂ β̂
)
= ± ∗
(
Rα̂
β̂
− l−20 πα̂ β̂
)
(3.41)
T α̂ = ± ∗ T α̂ (3.42)
(the ”-” refers to the anti-self-dual case), where the ”-” before l−20 appears because
of the transition of the Euclidean negatively defined metric−δ<α><β>, which leads
to χα̂ <α> → iχα̂ <α>|(E), π → −π(E) (we shall omit the index (E) for Euclidean
values).
For solutions of (3.41) and (3.42) the energy-momentum tensor (3.40) is iden-
tically equal to zero. Vacuum equations (3.37) and (3.38), when source is I ≡ ′
(see (3.36)), are satisfied as a consequence of generalized Bianchi identities for
the curvature (3.33). The mentioned solutions of (3.41) and (3.42) realize a local
minimum of the Euclidean action
S =
1
8λ
∫ ∣∣∣G1/2∣∣∣ δnE{(R (Γ)− l−20 π)2 + 2T 2},
where T 2 = T α̂ <µ><ν>T
<µ><ν>
α̂
is extremal on the topological invariant (Pon-
tryagin index)
p2 = − 1
8π2
∫
Tr
(
R(Γ)∧R(Γ)) = −− 1
8π2
∫
Tr
(
R̂∧ R̂) .
For the Euclidean de Sitter spaces, when
R = 0 {T = 0, Rα̂β̂ <µ><ν> = −
2
l20
χ
[α
<µ>χ
β]
<ν>} (3.43)
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we obtain the absolute minimum, S = 0.
We emphasize that for R <α><β> <µ><β> = (2/l
2
0) δ
<α>
[<µ>G<ν>]<β> torsion van-
ishes. Torsionless instantons also have another interpretation. For T<α><β><γ> = 0
contraction of equations (3.41) leads to Einstein equations with cosmological λ-
term (as a consequence of generalized Ricci identities):
R<α><β><µ><ν> − R<µ><ν><α><β> = 3
2
{R[<α><β><µ>]<ν>−
R[<α><β><ν>]<µ> +R[<µ><ν><α>]<β> −R[<µ><ν><β>]<α>}.
So, in the Euclidean case the locally anisotropic vacuum Einstein equations are
a subset of instanton solutions.
Now, let us study the SO (nE) solution of equations (3.41) and (3.42). We
consider the spherically symmetric ansatz (in order to point out the connection
between high-dimensional gravity and la-gravity the N-connection structure is
chosen to be trivial, i.e. Naj (u) ≡ 0) :
Γα̂
β̂<µ>
= a (u)
(
uα̂δ
β̂<µ>
− u
β̂
δα̂<µ>
)
+ q (u) ǫα̂
β̂<µ><ν>
u<µ>,
χα̂<α> = f (u) δ
α̂
<α> + n (u)u
α̂uα, (3.44)
where u = u<α>u<β>G<α><β> = x̂
ix̂
i
+ yâyâ, and a (u) , q (u) , f (u) and n (u)
are some scalar functions. Introducing (3.44) into (3.41) and (3.42), we obtain,
respectively,
u
(
±dq
du
− a2 − q2
)
+ 2 (a± q) + l−10 f 2, (3.45)
2d (a∓ q) /du+ (a∓ q)2 − l−10 fn = 0, (3.46)
2
df
du
+ f (a∓ 2q) + n (au− 1) = 0. (3.47)
The traceless part of the torsion vanishes because of the parametrization
(3.44), but in the general case the trace and pseudo-trace of the torsion are
not identical to zero:
T µ = q(0)uµ (−2df/du+ n− a (f + un)) ,
µ︷︸︸︷
T = q(1)uµ (2qf) ,
q(0) and q(0) are constant. Equation (3.42) or (3.47) establishes the proportionality
of T µ and
µ︷︸︸︷
T . As a consequence we obtain that the SO (n +m) solution of (3.52)
is torsionless if q (u) = 0 of f (u) = 0.
Let first analyze the torsionless instantons, T<µ><α><β> = 0. If f = 0, then
from (3.46) one has two possibilities: (a) n = 0 leads to nonsense because χα̂α = 0
or Gαβ = 0. b) a = u
−1 and n (u) is an arbitrary scalar function; we have from
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(3.46) a∓ q = 2/ (a + C2) or q = ±2/u (u+ C2) , where C = const. If q (u) = 0,
we obtain the de Sitter space (3.43) because equations (3.45) and (3.46) impose
vanishing of both self-dual and anti-self-dual parts of
(
Rα̂
β̂
− l20πα̂ β̂
)
, so, as
a consequence, Rα̂
β̂
− l20πα̂ β̂ ≡ 0. There is an infinite number of SO (nE)-
symmetric solutions of (3.43):
f = l0 [a (2− au)]1/2 , n = l0{2da
du
+
a2
[a (2− au)]1/2},
a(u) is a scalar function.
To find instantons with torsion, T α βγ 6= 0, is also possible. We present the
SO (4) one-instanton solution, obtained in [95] (which in the case of H4-space
parametrized by local coordinates
(
x1̂, x2̂, y1̂, y2̂
)
, with u = x1̂x1̂+ x
2̂x2̂+ y
1̂y1̂+
y2̂y2̂) :
a = a0
(
u+ c2
)−1
, q = ∓q0
(
u+ c2
)−1
f = l0 (αu+ β)
1/2 /
(
u+ c2
)
, n = c0/
(
u+ c2
)
(γu+ δ)1/2
where
a0 = −1/18, q0 = 5/6, α = 266/81, β = 8/9, γ = 10773/11858, δ = 1458/5929.
We suggest that local regions with T αβγ 6= 0 are similarly to Abrikosv vortexes in
superconductivity and the appearance of torsion is a possible realization of the
Meisner effect in gravity (for details and discussions on the superconducting or
Higgs-like interpretation of gravity see [111,95]). In our case we obtain a locally
anisotropic superconductivity and we think that the formalism of gauge locally
anisotropic theories may even work for some models of anisotropic low- and high-
temperature superconductivity [117].
IV. NA-MAPS AND CONSERVATION LAWS
The aim of this section is to develop a necessary geometric background (the
theory of nearly autoparallel maps, in brief na-maps, and tensor integral formal-
ism on la-multispaces) for formulation and a detailed investigation of conservation
laws on locally isotropic and anisotropic curved spaces. We shall summarize our
results on formulation of na-maps for generalized affine spaces (GAM-spaces)
[118,120,135], Einstein-Cartan and Einstein spaces [121,137,139], bundle spaces
[119,116,140] and different classes of la-spaces [141,138,49,129] and present an
extension of the na-map theory for superspaces. For simplicity we shall restrict
our considerations only with the ”first” order anisotropy.
The question of definition of tensor integration as the inverse operation of
covariant derivation was posed and studied by A.Moo´r [80]. Tensor–integral and
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bitensor formalisms turned out to be very useful in solving certain problems con-
nected with conservation laws in general relativity [47,116]. In order to extend
tensor–integral constructions we have proposed [135,140] to take into consider-
ation nearly autoparallel [139,118,116,119] and nearly geodesic [103] maps, ng–
maps, which forms a subclass of local 1–1 maps of curved spaces with deformation
of the connection and metric structures. A generalization of the Sinyukov’s ng–
theory for spaces with local anisotropy was proposed by considering maps with
deformation of connection for Lagrange spaces (on Lagrange spaces see [62,74,75])
and generalized Lagrange spaces [129,141,138,137,48]. Tensor integration formal-
ism for generalized Lagrange spaces was developed in [124,49,129]. One of the
main purposes of this section is to synthesize the results obtained in the men-
tioned works and to formulate them for a very general class of la–spaces. As the
next step the la–gravity and analysis of la–conservation laws are considered.
We note that proofs of our theorems are mechanical, but, in most cases, they
are rather tedious calculations similar to those presented in [103,121,139,129].
Some of them, on la-spaces, will be given in detail the rest, being similar, or
consequences, will be only sketched or omitted.
A. Nearly Autoparallel Maps of La–Spaces
The aim of the subsection is to present a generalization of the ng– [103] and na–
map [118,119,121,135,136,140] theory by introducing into consideration maps of
vector bundles provided with compatible N–connection, d–connection and metric
structures.
Our geometric arena consists from pairs of open regions (U, U) of la–spaces,
U⊂ξ, U⊂ξ, and 1–1 local maps f : U→U given by functions fa(u) of smoothly
class Cr(U) (r > 2, or r = ω for analytic functions) and their inverse functions
fa(u) with corresponding non–zero Jacobians in every point u∈U and u∈U.
We consider that two open regions U and U are attributed to a common
for f–map coordinate system if this map is realized on the principle of coordinate
equality q(uα)→q(uα) for every point q∈U and its f–image q∈U.We note that all
calculations included in this work will be local in nature and taken to refer to open
subsets of mappings of type ξ⊃U f−→ U⊂ξ. For simplicity, we suppose that in a
fixed common coordinate system for U and U spaces ξ and ξ are characterized by
a common N–connection structure (in consequence of (2.10) by a corresponding
concordance of d–metric structure), i.e.
Naj (u) = N
a
j (u) = N
a
j (u),
which leads to the possibility to establish common local bases, adapted to a given
N–connection, on both regions U and U. We consider that on ξ it is defined the
linear d–connection structure with components Γα.βγ. On the space ξ the linear
d–connection is considered to be a general one with torsion
T α.βγ = Γ
α
.βγ − Γα.γβ + wα.βγ
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and nonmetricity
Kαβγ = DαGβγ . (4.1)
Geometrical objects on ξ are specified by underlined symbols (for example,
Aα, Bαβ) or underlined indices (for example, Aa, Bab).
For our purposes it is convenient to introduce auxiliary symmetric d–connec-
tions, γα.βγ = γ
α
.γβ on ξ and γ
α
.βγ
= γα
.γβ
on ξ defined, correspondingly, as
Γα.βγ = γ
α
.βγ + T
α
.βγ and Γ
α
.βγ = γ
α
.βγ
+ T α.βγ.
We are interested in definition of local 1–1 maps from U to U characterized
by symmetric, P α.βγ, and antisymmetric, Q
α
.βγ, deformations:
γα
.βγ
= γα.βγ + P
α
.βγ (4.2)
and
T α.βγ = T
α
.βγ +Q
α
.βγ. (4.3)
The auxiliary linear covariant derivations induced by γα.βγ and γ
α
.βγ
are denoted
respectively as (γ)D and (γ)D.
Let introduce this local coordinate parametrization of curves on U :
uα = uα(η) = (xi(η), yi(η), η1 < η < η2,
where corresponding tangent vector field is defined as
vα =
duα
dη
= (
dxi(η)
dη
,
dyj(η)
dη
).
Definition IV.1 Curve l is called auto parallel, a–parallel, on ξ if its tangent
vector field vα satisfies a–parallel equations:
vDvα = vβ(γ)Dβv
α = ρ(η)vα, (4.4)
where ρ(η) is a scalar function on ξ.
Let curve l⊂ξ is given in parametric form as uα = uα(η), η1 < η < η2 with
tangent vector field vα = du
α
dη
6=0. We suppose that a 2–dimensional distribution
E2(l) is defined along l, i.e. in every point u∈l is fixed a 2-dimensional vector
space E2(l)⊂ξ. The introduced distribution E2(l) is coplanar along l if every vec-
tor pα(ub(0))⊂E2(l), uβ(0)⊂l rests contained in the same distribution after parallel
transports along l, i.e. pα(uβ(η))⊂E2(l).
Definition IV.2 A curve l is called nearly autoparallel, or in brief an na–
parallel, on space ξ if a coplanar along l distribution E2(l) containing tangent
to l vector field vα(η), i.e. vα(η)⊂E2(l), is defined.
66
We can define nearly autoparallel maps of la–spaces as an anisotropic generaliza-
tion (see also [141,138] ng– [103] and na–maps [118,135,140,136,116]:
Definition IV.3 Nearly autoparallel maps, na–maps, of la–spaces are defined
as local 1–1 mappings of v–bundles, ξ→ξ, changing every a–parallel on ξ into a
na–parallel on ξ.
Now we formulate the general conditions when deformations (4.2) and (4.3)
characterize na-maps : Let a-parallel l⊂U is given by functions
uα = u(α)(η), vα = du
α
dη
, η1 < η < η2, satisfying equations (4.4). We suppose that
to this a–parallel corresponds a na–parallel l ⊂ U given by the same parameteri-
zation in a common for a chosen na–map coordinate system on U and U. This
condition holds for vectors vα(1) = vDv
α and vα(2) = vDv
α
(1) satisfying equality
vα(2) = a(η)v
α + b(η)vα(1) (4.5)
for some scalar functions a(η) and b(η) (see Definitions IV.4 and IV.5). Putting
splittings (4.2) and (4.3) into expressions for
vα(1) and v
α
(2)
in (4.5) we obtain:
vβvγvδ(DβP
α
.γδ + P
α
.βτP
τ
.γδ +Q
α
.βτP
τ
.γδ) = bv
γvδP α.γδ + av
α, (4.6)
where
b(η, v) = b− 3ρ, and a(η, v) = a+ bρ− vb∂bρ− ρ2 (4.7)
are called the deformation parameters of na–maps.
The algebraic equations for the deformation of torsion Qα.βτ should be written
as the compatibility conditions for a given nonmetricity tensor Kαβγ on ξ ( or
as the metricity conditions if d–connection Dα on ξ is required to be metric) :
DαGβγ − P δ.α(βGγ)δ −Kαβγ = Qδ.α(βGγ)δ, (4.8)
where ( ) denotes the symmetric alternation.
So, we have proved this
Theorem IV.1 The na–maps from la–space ξ to la–space ξ with a fixed common
nonlinear connection Naj (u) = N
a
j (u) and given d–connections, Γ
α
.βγ on ξ and
Γα.βγ on ξ are locally parametrized by the solutions of equations (4.6) and (4.8)
for every point uα and direction vα on U⊂ξ.
We call (4.6) and (4.8) the basic equations for na–maps of la–spaces. They
generalize the corresponding Sinyukov’s equations [103] for isotropic spaces pro-
vided with symmetric affine connection structure.
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B. Classification of Na–Maps of La–Spaces
Na–maps are classed on possible polynomial parametrizations on variables
vα of deformations parameters a and b (see (4.6) and (4.7) ).
Theorem IV.2 There are four classes of na–maps characterized by correspond-
ing deformation parameters and tensors and basic equations:
1. for na(0)–maps, π(0)–maps,
P αβγ(u) = ψ(βδ
α
γ)
(δαβ is Kronecker symbol and ψβ = ψβ(u) is a covariant vector d–field) ;
2. for na(1)–maps
a(u, v) = aαβ(u)v
αvβ, b(u, v) = bα(u)v
α
and P α.βγ(u) is the solution of equations
D(αP
δ
.βγ) + P
τ
(αβP
δ
.γ)τ − P τ(αβQδ.γ)τ = b(αP δ.βγ) + a(αβδδγ); (4.9)
3. for na(2)–maps
a(u, v) = aβ(u)v
β, b(u, v) =
bαβv
αvβ
σα(u)vα
, σαv
α 6=0,
P τ.αβ(u) = ψ(αδ
τ
β) + σ(αF
τ
β)
and F αβ (u) is the solution of equations
D(γF
α
β) + F
α
δ F
δ
(γσβ) −Qα.τ(βF τγ) = µ(βF αγ) + ν(βδαγ) (4.10)
(µβ(u), νβ(u), ψα(u), σα(u) are covariant d–vectors) ;
4. for na(3)–maps
b(u, v) =
αβγδv
βvγvδ
σαβvαvγ
,
P α.βγ(u) = ψ(βδ
α
γ) + σβγϕ
α,
where ϕα is the solution of equations
Dβϕ
α = νδαβ + µβϕ
α + ϕγQα.γδ, (4.11)
αβγδ(u), σαβ(u), ψβ(u), ν(u) and µβ(u) are d–tensors.
Proof. We sketch the proof respectively for every point in the theorem:
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1. It is easy to verify that a–parallel equations (4.4) on ξ transform into similar
ones on ξ if and only if deformations (4.2) with deformation d–tensors of
type P αβγ(u) = ψ(βδ
α
γ) are considered.
2. Using corresponding to na(1)–maps parametrizations of a(u, v) and b(u, v)
(see conditions of the theorem) for arbitrary vα 6= 0 on U ∈ ξ and after a
redefinition of deformation parameters we obtain that equations (4.6) hold
if and only if P αβγ satisfies (4.3).
3. In a similar manner we obtain basic na(2)–map equations (4.10) from (4.6)
by considering na(2)–parametrizations of deformation parameters and d–
tensor.
4. For na(3)–maps we mast take into consideration deformations of torsion
(4.3) and introduce na(3)–parametrizations for b(u, v) and P
α
βγ into the
basic na–equations (4.6). The last ones for na(3)–maps are equivalent to
equations (4.11) (with a corresponding redefinition of deformation param-
eters). ✷
We point out that for π(0)-maps we have not differential equations on P
α
.βγ (in
the isotropic case one considers a first order system of differential equations on
metric [103]; we omit constructions with deformation of metric in this subsection).
To formulate invariant conditions for reciprocal na–maps (when every a-
parallel on ξ is also transformed into na–parallel on ξ ) it is convenient to
introduce into consideration the curvature and Ricci tensors defined for auxil-
iary connection γα.βγ :
r.δα.βτ = ∂[βγ
δ
.τ ]α + γ
δ
.ρ[βγ
ρ
.τ ]α + γ
δ
αφw
φ
βτ
and, respectively, rατ = r
.γ
α.γτ , where [ ] denotes antisymmetric alternation of
indices, and to define values:
(0)T µ.αβ = Γ
µ
.αβ − T µ.αβ −
1
(n+m+ 1)
(δµ(αΓ
δ
.β)δ − δµ(αT δ.β)γ),
(0)W ·τα·βγ = r
·τ
α·βγ +
1
n +m+ 1
[γτ·ϕτδ
τ
(αw
ϕ
β)γ − (δταr[γβ] + δτγr[αβ] − δτβr[αγ])]−
1
(n+m+ 1)2
[δτα(2γ
τ
·ϕτw
ϕ
[γβ] − γτ·τ [γwϕβ]ϕ) + δτγ(2γτ·ϕτwϕαβ − γτ·ατwϕβϕ)−
δτβ(2γ
τ
·ϕτw
ϕ
αγ − γτ·ατwϕγϕ)],
(3)T
δ
.αβ = γ
δ
.αβ + ǫϕ
τ (γ)Dβqτ +
1
n+m
(δγα − ǫϕδqα)[γτ.βτ + ǫϕτ (γ)Dβqτ+
1
n+m− 1qβ(ǫϕ
τγλ.τλ + ϕ
λϕτ (γ)Dτqλ)]− 1
n+m
(δδβ − ǫϕδqβ)[γτ.ατ + ǫϕτ (γ)Dαqτ+
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1n+m− 1qα(ǫϕ
τγλ.τλ + ϕ
λϕτ (γ)Dτqλ)],
(3)W
α
.βγδ = ρ.αβ.γδ + ǫϕ
αqτρ
.τ
β.γδ + (δ
α
δ−
ǫϕαqδ)pβγ − (δαγ − ǫϕαqγ)pβδ − (δαβ − ǫϕαqβ)p[γδ],
(n+m− 2)pαβ = −ραβ − ǫqτϕγρ.τα.βγ +
1
n +m
[ρ.ττ.βα − ǫqτϕγρ.τγ.βα + ǫqβϕτρατ+
ǫqα(−ϕγρ.ττ.βγ + ǫqτϕγϕδρ.τγ.βδ]),
where qαϕ
α = ǫ = ±1,
ραβγδ = r
·α
β·γδ +
1
2
(ψ(βδ
α
ϕ) + σβϕϕ
τ )wϕγδ
( for a similar value on ξ we write ρα
·βγδ
= r·αβ·γδ− 12(ψ(βδαϕ)−σβϕϕτ )wϕγδ ) and
ραβ = ρ
τ
·αβτ .
Similar values,
(0)T α.βγ,
(0)W ν.αβγ, Tˆ
α
.βγ, Tˇ
α
.βτ , Wˆ
δ
.αβγ, Wˇ
δ
.αβγ,
(3) T δ.αβ,
and (3)W α.βγδ are given, correspondingly, by auxiliary connections Γ
µ
.αβ,
⋆γα.βλ = γ
α
.βλ + ǫF
α
τ
(γ)D(βF
τ
λ), γˇ
α
.βλ = γ˜
α
.βλ + ǫF
λ
τ D˜(βF
τ
λ),
γ˜α.βτ = γ
α
.βτ + σ(βF
α
τ), γˆ
α
.βλ = ⋆γ
α
.βλ + σ˜(βδ
α
λ),
where σ˜β = σαF
α
β .
Theorem IV.3 Four classes of reciprocal na–maps of la–spaces are characterized
by corresponding invariant criterions:
1. for a–maps (0)T µ.αβ =
(0) T µ.αβ,
(0)W δ.αβγ =
(0) W δ.αβγ; (4.12)
2. for na(1)–maps
3((γ)DλP
δ
.αβ + P
δ
.τλP
τ
.αβ) = r
.δ
(α.β)λ − r.δ(α.β)λ+ (4.13)
[T δ.τ(αP
τ
.βλ) +Q
δ
.τ(αP
τ
.βλ) + b(αP
δ
.βλ) + δ
δ
(αaβλ)];
3. for na(2)–maps Tˆ
α
.βτ = ⋆T
α
.βτ ,
Wˆ δ.αβγ = ⋆W
δ
.αβγ; (4.14)
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4. for na(3)–maps
(3)T α.βγ =
(3) T α.βγ,
(3)W α.βγδ =
(3) W α.βγδ. (4.15)
Proof.
1. Let us prove that a–invariant conditions (4.12) hold. Deformations of d–
connections of type
(0)γµ
·αβ
= γµαβ + ψ(αδ
µ
β) (4.16)
define a–applications. Contracting indices µ and β we can write
ψα =
1
m+ n+ 1
(γβ
αβ
− γβαβ). (4.17)
Introducing d–vector ψα into previous relation and expressing
γαβτ = −T αβτ + Γαβτ
and similarly for underlined values we obtain the first invariant conditions
from (4.12).
Putting deformation (4.16) into the formula for
r·τα·βγ and rαβ = r
·τ
ατβτ
we obtain respectively relations
r·τα·βγ − r·τα·βγ = δταψ[γβ] + ψα[βδτγ] + δτ(αψϕ)wϕβγ (4.18)
and
rαβ − rαβ = ψ[αβ] + (n+m− 1)ψαβ + ψϕwϕβα + ψαwϕβϕ, (4.19)
where
ψαβ =
(γ)Dβψα − ψαψβ.
Putting (4.16) into (4.19) we can express ψ[αβ] as
ψ[αβ] =
1
n+m+ 1
[r[αβ] +
2
n+m+ 1
γτ
·ϕτ
wϕ[αβ] − 1
n +m+ 1
γτ
·τ [α
wϕβ]ϕ]−
1
n+m+ 1
[r[αβ] +
2
n+m+ 1
γτ ϕτw
ϕ
[αβ] − 1
n +m+ 1
γτ τ [αw
ϕ
β]ϕ]. (4.20)
To simplify our consideration we can choose an a–transform, parametrized
by corresponding ψ–vector from (4.16), (or fix a local coordinate cart) the
antisymmetrized relations (4.20) to be satisfied by d–tensor
ψαβ =
1
n+m+ 1
[rαβ +
2
n +m+ 1
γτ
·ϕτ
wϕαβ − 1
n+m+ 1
γτ
·ατ
wϕβϕ − rαβ−
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2n+m+ 1
γτ ϕτw
ϕ
αβ +
1
n+m+ 1
γτ ατw
ϕ
βϕ] (4.21)
Introducing expressions (4.16),(4.20) and (4.21) into deformation of curva-
ture (4.17) we obtain the second conditions (4.12) of a-map invariance:
(0)W ·δα·βγ =
(0)W ·δα·βγ,
where the Weyl d–tensor on ξ (the extension of the usual one for geodesic
maps on (pseudo)–Riemannian spaces to the case of v–bundles provided
with N–connection structure) is defined as
(0)W ·τα·βγ = r
·τ
α·βγ +
1
n+m+ 1
[γτ
·ϕτ
δτ(αw
ϕ
β)γ − (δταr[γβ] + δτγr[αβ] − δτβr[αγ])]−
1
(n+m+ 1)2
[δτα(2γ
τ
·ϕτ
wϕ[γβ] − γτ·τ [γwϕβ]ϕ) + δτγ(2γτ·ϕτwϕαβ − γτ·ατwϕβϕ)−
δτβ(2γ
τ
·ϕτ
wϕαγ − γτ·ατwϕγϕ)].
2. To obtain na(1)–invariant conditions we rewrite na(1)–equations (4.9) as to
consider in explicit form covariant derivation (γ)D and deformations (4.2)
and (4.3):
2((γ)DαP
δ
βγ +
(γ)DβP
δ
αγ +
(γ)DγP
δ
αβ + P
δ
ταP
τ
βγ+
P δτβP
τ
αγ + P
δ
τγP
τ
αβ) = T
δ
τ(αP
τ
βγ)+
Hδτ(αP
τ
βγ) + b(αP
δ
βγ) + a(αβδ
δ
γ). (4.22)
Alternating the first two indices in (4.22) we have
2(r·δ(α·β)γ − r·δ(α·β)γ) = 2((γ)DαP δβγ+
(γ)DβP
δ
αγ − 2(γ)DγP δαβ + P δταP τ βγ + P δτβP τ αγ − 2P δτγP ταβ).
Substituting the last expression from (4.22) and rescalling the deformation
parameters and d–tensors we obtain the conditions (4.9).
3. Now we prove the invariant conditions for na(0)–maps satisfying conditions
ǫ 6= 0 and ǫ− F αβ F βα 6= 0
Let define the auxiliary d–connection
γ˜α·βτ = γ
α
·βτ
− ψ(βδατ) = γαβτ + σ(βF ατ) (4.23)
and write
D˜γ =
(γ)DγF
α
β + σ˜γF
α
β − ǫσβδαγ ,
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where σ˜β = σαF
α
β , or, as a consequence from the last equality,
σ(αF
τ
β) = ǫF
τ
λ (
(γ)D(αF
α
β) − D˜(αF λβ)) + σ˜(αδτβ).
Introducing auxiliary connections
⋆γα·βλ = γ
α
·βλ + ǫF
α
τ
(γ)D(βF
τ
λ)
and
γˇα·βλ = γ˜
α
·βλ + ǫF
α
τ D˜(βF
τ
λ)
we can express deformation (4.23) in a form characteristic for a–maps:
γˆα·βγ = ⋆γ
α
·βγ + σ˜(βδ
α
λ). (4.24)
Now it’s obvious that na(2)–invariant conditions (4.24) are equivalent with
a–invariant conditions (4.12) written for d–connection (4.24). As a matter
of principle we can write formulas for such na(2)–invariants in terms of
”underlined” and ”non–underlined” values by expressing consequently all
used auxiliary connections as deformations of ”prime” connections on ξ and
”final” connections on ξ. We omit such tedious calculations in this work.
4. Finally, we prove the last statement, for na(3)–maps, of the theorem IV.3.
Let
qαϕ
α = e = ±1, (4.25)
where ϕα is contained in
γα
·βγ
= γαβγ + ψ(βδ
α
γ) + σβγϕ
α. (4.26)
Acting with operator (γ)Dβ on (4.25) we write
(γ)Dβqα =
(γ)Dβqα − ψ(αqβ) − eσαβ . (4.27)
Contracting (4.27) with ϕα we can express
eϕασαβ = ϕ
α((γ)Dβqα − (γ)Dβqα)− ϕαqαqβ − eψβ .
Putting the last formula in (4.26) contracted on indices α and γ we obtain
(n+m)ψβ = γ
α
·αβ
− γααβ + eψαϕαqβ + eϕαϕβ((γ)Dβ − (γ)Dβ). (4.28)
From these relations, taking into consideration (4.25), we have
(n+m− 1)ψαϕα =
ϕα(γα
·αβ
− γααβ) + eϕαϕβ((γ)Dβqα − (γ)Dβqα)
Using the equalities and identities (4.27) and (4.28) we can express defor-
mations (4.26) as the first na(3)–invariant conditions from (4.15).
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To prove the second class of na(3)–invariant conditions we introduce two
additional d–tensors:
ραβγδ = r
·α
β·γδ +
1
2
(ψ(βδ
α
ϕ) + σβϕϕ
τ )wϕγδ
and
ρα
·βγδ
= r·αβ·γδ −
1
2
(ψ(βδ
α
ϕ) − σβϕϕτ )wϕγδ. (4.29)
Using deformation (4.26) and (4.29) we write relation
σ˜α·βγδ = ρ
α
·βγδ
− ρα·βγδ = ψβ[δδαγ] − ψ[γδ]δαβ − σβγδϕα, (4.30)
where
ψαβ =
(γ)Dβψα + ψαψβ − (ν + ϕτψτ )σαβ,
and
σαβγ =
(γ)D[γσβ]α + µ[γσβ]α − σα[γσβ]τϕτ .
Let multiply (4.30) on qα and write (taking into account relations (4.25))
the relation
eσαβγ = −qτ σ˜τ·αβδ + ψα[βqγ] − ψ[βγ]qα. (4.31)
The next step is to express ψαβ trough d–objects on ξ. To do this we contract
indices α and β in (4.30) and obtain
(n +m)ψ[αβ] = −στ·ταβ + eqτϕλστ·λαβ − eψ˜[αψ˜β].
Then contracting indices α and δ in (4.30) and using (4.31) we write
(n+m− 2)ψαβ = σ˜τ·αβτ − eqτϕλσ˜τ·αβλ + ψ[βα] + e(ψ˜βqα − ψˆ(αqβ), (4.32)
where ψˆα = ϕ
τψατ . If the both parts of (4.32) are contracted with ϕ
α, it
results that
(n+m− 2)ψ˜α = ϕτσλ·ταλ − eqτϕλϕδστλαδ − eqα,
and, in consequence of σαβ(γδ) = 0, we have
(n+m− 1)ϕ = ϕβϕγσα·βγα.
By using the last expressions we can write
(n+m− 2)ψ
α
= ϕτσλ·ταλ − eqτϕλϕδστ·λαδ − e(n+m− 1)−1qαϕτϕλσδ·τλδ.
(4.33)
Contracting (4.32) with ϕβ we have
(n +m)ψˆα = ϕ
τσλ·ατλ + ψ˜α
and taking into consideration (4.33) we can express ψˆα through σ
α
·βγδ.
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As a consequence of (4.31)–(4.33) we obtain this formulas for d–tensor ψαβ :
(n+m− 2)ψαβ = στ·αβτ − eqτϕλστ·αβλ+
1
n +m
{−στ·τβα + eqτϕλστ·λβα − qβ(eϕτσλ·ατλ − qτϕλϕδστ·αλδ)+
eqα[ϕ
λστ·τβλ − eqτϕλϕδστ·λβδ −
e
n +m− 1qβ(ϕ
τϕλσδ·τγδ − eqτϕλϕδϕεστ·λδε)]}.
Finally, putting the last formula and (4.31) into (4.30) and after a rear-
rangement of terms we obtain the second group of na(3)-invariant conditions
(4.15). If necessary we can rewrite these conditions in terms of geometri-
cal objects on ξ and ξ. To do this we mast introduce splittings (4.29) into
(4.15). ✷
For the particular case of na(3)–maps when
ψα = 0, ϕα = gαβϕ
β =
δ
δuα
(lnΩ),Ω(u) > 0
and
σαβ = gαβ
we define a subclass of conformal transforms g
αβ
(u) = Ω2(u)gαβ which, in conse-
quence of the fact that d–vector ϕα must satisfy equations (4.11), generalizes the
class of concircular transforms (see [103] for references and details on concircular
mappings of Riemannaian spaces) .
We emphasize that basic na–equations (4.9)–(4.11) are systems of first order
partial differential equations. The study of their geometrical properties and defi-
nition of integral varieties, general and particular solutions are possible by using
the formalism of Pffaf systems [140]. Here we point out that by using algebraic
methods we can always verify if systems of na–equations of type (4.9)–(4.11) are,
or not, involute, even to find their explicit solutions it is a difficult task (see more
detailed considerations for isotropic ng–maps in [103] and, on language of Pffaf
systems for na–maps, in [116]). We can also formulate the Cauchy problem for
na–equations on ξ and choose deformation parameters (4.7) as to make involute
mentioned equations for the case of maps to a given background space ξ. If a
solution, for example, of na(1)–map equations exists, we say that space ξ is na(1)–
projective to space ξ. In general, we have to introduce chains of na–maps in order
to obtain involute systems of equations for maps (superpositions of na-maps)
from ξ to ξ :
U
ng<i1>−→ U1 ng<i2>−→ · · · ng<ik−1>−→ Uk−1 ng<ik>−→ U
where U ⊂ ξ, U1 ⊂ ξ1, . . . , Uk−1 ⊂ ξk−1, U ⊂ ξk with corresponding splittings of
auxiliary symmetric connections
γα
.βγ
=<i1> P
α
.βγ +<i2> P
α
.βγ + · · ·+<ik> P α.βγ
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and torsion
Tα.βγ = T
α
.βγ +<i1> Q
α
.βγ +<i2> Q
α
.βγ + · · ·+<ik> Qα.βγ
where cumulative indices < i1 >= 0, 1, 2, 3, denote possible types of na–maps.
Definition IV.4 Space ξ is nearly conformally projective to space ξ, nc :
ξ→ξ, if there is a finite chain of na–maps from ξ to ξ.
For nearly conformal maps we formulate :
Theorem IV.4 For every fixed triples (Naj ,Γ
α
.βγ, U ⊂ ξ and (Naj ,Γα.βγ, U ⊂ ξ),
components of nonlinear connection, d–connection and d–metric being of class
Cr(U), Cr(U), r > 3, there is a finite chain of na–maps nc : U → U.
Proof is similar to that for isotropic maps [118,135,121] (we have to introduce
a finite number of na-maps with corresponding components of deformation pa-
rameters and deformation tensors in order to transform step by step coefficients
of d-connection Γαγδ into Γ
α
βγ).
Now we introduce the concept of the Category of la–spaces, C(ξ). The ele-
ments of C(ξ) consist from ObC(ξ) = {ξ, ξ<i1>, ξ<i2>, . . ., } being la–spaces, for
simplicity in this work, having common N–connection structures, and
MorC(ξ) = {nc(ξ<i1>, ξ<i2>)} being chains of na–maps interrelating la–spaces.
We point out that we can consider equivalent models of physical theories
on every object of C(ξ) (see details for isotropic gravitational models in
[118,121,140,119,135,136] and anisotropic gravity in [129,138,141]). One of the
main purposes of this section is to develop a d–tensor and variational formalism
on C(ξ), i.e. on la–multispaces, interrelated with nc–maps. Taking into account
the distinguished character of geometrical objects on la–spaces we call tensors on
C(ξ) as distinguished tensors on la–space Category, or dc–tensors.
Finally, we emphasize that presented in this subsection definitions and theo-
rems can be generalized for v–bundles with arbitrary given structures of nonlinear
connection, linear d–connection and metric structures. Proofs are similar to those
from [120,103].
C. Na-Tensor-Integral on La-Spaces
The aim of this subsection is to define tensor integration not only for biten-
sors, objects defined on the same curved space, but for dc–tensors, defined on
two spaces, ξ and ξ, even it is necessary on la–multispaces. A. Moo´r tensor–
integral formalism having a lot of applications in classical and quantum gravity
[106,147,47] was extended for locally isotropic multispaces in [140,135]. The unis-
pacial locally anisotropic version is given in [124,49].
Let Tuξ and Tuξ be tangent spaces in corresponding points u∈U⊂ξ and
u∈U⊂ξ and, respectively, T ∗uξ and T ∗uξ be their duals (in general, in this subsec-
tion we shall not consider that a common coordinatization is introduced for open
76
regions U and U ). We call as the dc–tensors on the pair of spaces (ξ, ξ ) the
elements of distinguished tensor algebra
(⊗αTuξ)⊗(⊗βT ∗uξ)⊗(⊗γTuξ)⊗(⊗δT ∗uξ)
defined over the space ξ⊗ξ, for a given nc : ξ→ξ.
We admit the convention that underlined and non–underlined indices refer,
respectively, to the points u and u. Thus Qβ.α, for instance, are the components
of dc–tensor Q∈Tuξ⊗Tuξ.
Now, we define the transport dc–tensors. Let open regions U and U be home-
omorphic to sphere R2n and introduce isomorphism µu,u between Tuξ and Tuξ
(given by map nc : U→U). We consider that for every d–vector vα∈Tuξ corre-
sponds the vector µu,u(v
α) = vα∈Tuξ, with components vα being linear functions
of vα:
vα = hαα(u, u)v
α, vα = h
α
α(u, u)vα,
where hαα(u, u) are the components of dc–tensor associated with µ
−1
u,u. In a similar
manner we have
vα = hαα(u, u)v
α, vα = h
α
α(u, u)vα.
In order to reconcile just presented definitions and to assure the identity for
trivial maps ξ→ξ, u = u, the transport dc-tensors must satisfy conditions :
hαα(u, u)h
β
α(u, u) = δ
β
α, h
α
α(u, u)h
α
β(u, u) = δ
α
β
and lim(u→u)h
α
α(u, u) = δ
α
α, lim(u→u)h
α
α(u, u) = δ
α
α.
Let Sp⊂U⊂ξ is a homeomorphic to p-dimensional sphere and suggest that
chains of na–maps are used to connect regions :
U
nc(1)−→ Sp
nc(2)−→ U.
Definition IV.5 The tensor integral in u∈Sp of a dc–tensor N .γ.κϕ.τ .α1···αp (u, u),
completely antisymmetric on the indices α1, . . ., αp, over domain Sp, is defined as
N .γ.κϕ.τ (u, u) = I
U
(Sp)
N .γ.κϕ.τ.α1...αp(u, u)dS
α1...αp =
∫
(Sp)
hττ (u, u)h
κ
κ(u, u)N
.γ.κ
ϕ.τ .α1···αp(u, u)dS
α1···αp, (4.34)
where dSα1···αp = δuα1∧· · ·∧δuαp .
Let suppose that transport dc–tensors hαα and h
α
α admit covariant derivations
of order two and postulate existence of deformation dc–tensor
B..γαβ(u, u) satisfying relations
Dαh
β
β(u, u) = B
..γ
αβ(u, u)h
β
γ(u, u) (4.35)
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and, taking into account that Dαδ
β
γ = 0,
Dαh
β
β(u, u) = −B..βαγ(u, u)hγβ(u, u).
By using formulas for torsion and, respectively, curvature of connection Γαβγ we
can calculate next commutators:
D[αDβ]h
γ
γ = −(R.λγ.αβ + T τ.αβB..λτγ )h
γ
λ. (4.36)
On the other hand from (4.35) one follows that
D[αDβ]h
γ
γ = (D[αB
..λ
β]γ +B
..λ
[α|τ |.B
..τ
β]γ.)h
γ
λ, (4.37)
where |τ | denotes that index τ is excluded from the action of antisymmetrization
[ ]. From (4.36) and (4.37) we obtain
D[αB
..λ
β]γ. +B[β|γ|B
..λ
α]τ = (R
.λ
γ.αβ + T
τ
.αβB
..λ
τγ ). (4.38)
Let Sp be the boundary of Sp−1. The Stoke’s type formula for tensor–integral
(4.34) is defined as
ISpN
.γ.κ
ϕ.τ .α1...αpdS
α1...αp =
ISp+1
⋆(p)D[γ|N
.γ.κ
ϕ.τ.|α1...αp]
dSγα1...αp , (4.39)
where
⋆(p)D[γ|N
.γ.κ
ϕ.τ .|α1...αp]
=
D[γ|N
.γ.κ
ϕ.τ .|α1...αp]
+ pT
ǫ
.[γα1|
N .γ.κϕ.τ .ǫ|α2...αp]−B..ǫ[γ|τN .γ.κϕ.ǫ.|α1...αp]+B..κ[γ|ǫN .γ.ǫϕ.τ .|α1...αp]. (4.40)
We define the dual element of the hypersurfaces element dSj1...jp as
dSβ1...βq−p =
1
p!
ǫβ1...βk−pα1...αpdS
α1...αp, (4.41)
where ǫγ1...γq is completely antisymmetric on its indices and
ǫ12...(n+m) =
√
|G|, G = det|Gαβ|,
Gαβ is taken from (2.12). The dual of dc–tensor N
.γκ
ϕ.τ .α1...αp is defined as the dc–
tensor
N .γ.κβ1...βn+m−pϕ.τ satisfying
N .γ.κϕ.τ .α1...αp =
1
p!
N .γ.κβ1...βn+m−pϕ.τ ǫβ1...βn+m−pα1...αp. (4.42)
Using (4.16), (4.41) and (4.42) we can write
ISpN
.γ.κ
ϕ.τ .α1...αpdS
α1...αp =
∫
Sp+1
pDγN .γ.κβ1...βn+m−p−1γϕ.τ dSβ1...βn+m−p−1 , (4.43)
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where
pDγN .γ.κβ1...βn+m−p−1γϕ.τ =
DγN .γ.κβ1...βn+m−p−1γϕ.τ + (−1)(n+m−p)(n+m− p+ 1)T [ǫ.γǫN .|γ.κ|β1...βn+m−p−1]γϕ.τ −
B..ǫγτN .γ.κβ1...βn+m−p−1γϕ.ǫ +B..κγǫN .γ.ǫβ1...βn+m−p−1γϕ.τ .
To verify the equivalence of (4.42) and (4.43) we must take in consideration that
Dγǫα1...αk = 0 and ǫβ1...βn+m−pα1...αpǫ
β1...βn+m−pγ1...γp = p!(n+m− p)!δ[γ1α1 · · ·δγp]αp .
The developed tensor integration formalism will be used in the next subsection
for definition of conservation laws on spaces with local anisotropy.
D. On Conservation Laws on La–Spaces
To define conservation laws on locally anisotropic spaces is a challenging task
because of absence of global and local groups of automorphisms of such spaces.
Our main idea is to use chains of na–maps from a given, called hereafter as the
fundamental la–space to an auxiliary one with trivial curvatures and torsions
admitting a global group of automorphisms. The aim of this subsection is to
formulate conservation laws for la-gravitational fields by using dc–objects and
tensor–integral values, na–maps and variational calculus on the Category of la–
spaces.
1. Nonzero divergence of the energy–momentum d–tensor
R. Miron and M. Anastasiei [74,75] pointed to this specific form of conserva-
tion laws of matter on la–spaces: They calculated the divergence of the energy–
momentum d–tensor on la–space ξ,
DαE
α
β =
1
κ1
Uα, (4.44)
and concluded that d–vector
Uα =
1
2
(GβδRδ
γ
φβT
φ
·αγ −GβδRδγφαT φ·βγ +RβφT φ·βα)
vanishes if and only if d–connection D is without torsion.
No wonder that conservation laws, in usual physical theories being a conse-
quence of global (for usual gravity of local) automorphisms of the fundamental
space–time, are more sophisticate on the spaces with local anisotropy. Here it is
important to emphasize the multiconnection character of la–spaces. For exam-
ple, for a d–metric (2.12) on ξ we can equivalently introduce another (see (2.21))
metric linear connection D˜ The Einstein equations
R˜αβ − 1
2
GαβR˜ = κ1E˜αβ (4.45)
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constructed by using connection (4.23) have vanishing divergences
D˜α(R˜αβ − 1
2
GαβR˜) = 0 and D˜
αE˜αβ = 0,
similarly as those on (pseudo)Riemannian spaces. We conclude that by using
the connection (2.21) we construct a model of la–gravity which looks like lo-
cally isotropic on the total space E. More general gravitational models with local
anisotropy can be obtained by using deformations of connection Γ˜α·βγ,
Γαβγ = Γ˜
α
·βγ + P
α
βγ +Q
α
βγ,
were, for simplicity, Γαβγ is chosen to be also metric and satisfy Einstein equa-
tions (4.45). We can consider deformation d–tensors P αβγ generated (or not)
by deformations of type (4.9)–(4.11) for na–maps. In this case d–vector Uα can
be interpreted as a generic source of local anisotropy on ξ satisfying generalized
conservation laws (4.44).
2. Deformation d–tensors and tensor–integral conservation laws
From (4.34) we obtain a tensor integral on C(ξ) of a d–tensor:
N .κτ (u) = ISpN
..κ
τ ..α1...αp(u)h
τ
τ (u, u)h
κ
κ(u, u)dS
α1...αp.
We point out that tensor–integral can be defined not only for dc–tensors but
and for d–tensors on ξ. Really, suppressing indices ϕ and γ in (4.42) and (4.43),
considering instead of a deformation dc–tensor a deformation tensor
B..γαβ(u, u) = B
..γ
αβ(u) = P
γ
.αβ(u) (4.46)
(we consider deformations induced by a nc–transform) and integration
ISp. . .dS
α1...αp in la–space ξ we obtain from (4.34) a tensor–integral on C(ξ) of a
d–tensor:
N .κτ (u) = ISpN
.κ
τ.α1...αp(u)h
τ
τ(u, u)h
κ
κ(u, u)dS
α1...αp.
Taking into account (4.38) we can calculate that curvature
R.λγ.αβ = D[βB
..λ
α]γ +B
..τ
[α|γ|B
..λ
β]τ + T
τ ..
.αβB
..λ
τγ
of connection Γγ.αβ(u) = Γ
γ
.αβ(u) +B
..γ
αβ.(u), with B
..γ
αβ(u) taken from (4.46), van-
ishes, R.λγ.αβ = 0. So, we can conclude that la–space ξ admits a tensor integral
structure on C(ξ) for d–tensors associated to deformation tensor B..γαβ(u) if the
nc–image ξ is locally parallelizable. That way we generalize the one space tensor
integral constructions in [47,49,124], were the possibility to introduce tensor inte-
gral structure on a curved space was restricted by the condition that this space is
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locally parallelizable. For q = n +m relations (4.43), written for d–tensor N .βγα
(we change indices α, β, . . . into α, β, . . .) extend the Gauss formula on C(ξ):
ISq−1N
.βγ
α dSγ = ISq q−1DτN
.βτ
α dV , (4.47)
where dV =
√
|Gαβ|du1. . .duq and
q−1DτN .βτα = DτN .βτα − T ǫ.τǫN
βτ
α − B..ǫταN
.βτ
ǫ +B
..β
τǫN .ǫτα . (4.48)
Let consider physical values N
.β
α on ξ defined on its density N .βγα , i. e.
N
.β
α = ISq−1N
.βγ
α dSγ (4.49)
with this conservation law (due to (4.47)):
q−1DγN .βγα = 0. (4.50)
We note that these conservation laws differ from covariant conservation laws
for well known physical values such as density of electric current or of energy–
momentum tensor. For example, taking density E.γβ , with corresponding to (4.48)
and (4.50) conservation law,
q−1DγE
γ
β = DγE
γ
β − T τ.ǫτE.ǫβ −B..ǫτβEτǫ = 0, (4.51)
we can define values (see (4.47) and (4.49))
Pα = ISq−1E
.γ
α dSγ.
Defined conservation laws (4.51) for E
.ǫ
β have nothing to do with those for energy–
momentum tensor E.γα from Einstein equations for the almost Hermitian gravity
[74,75] or with E˜αβ from (4.45) with vanishing divergence DγE˜
.γ
α = 0. So E˜
.γ
α 6=E.γα .
A similar conclusion was made in [47] for unispacial locally isotropic tensor in-
tegral. In the case of multispatial tensor integration we have another possibility
(firstly pointed in [140,124] for Einstein-Cartan spaces), namely, to identify E
.γ
β
from (4.51) with the na-image of E.γβ on la–space ξ. We shall consider this con-
struction in the next subsection.
E. Na–Conservation Laws in La–Gravity
It is well known that the standard pseudo–tensor description of the energy–
momentum values for the Einstein gravitational fields is full of ambiguities. Some
light was shed by introducing additional geometrical structures on curved space–
time (bimetrics [98,67], biconnections [34], by taking into account background
spaces [44,147], or formulating variants of general relativity theory on flat space
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[69,46]). We emphasize here that rigorous mathematical investigations based on
two (fundamental and background) locally anisotropic, or isotropic, spaces should
use well–defined, motivated from physical point of view, mappings of these spaces.
Our na–model largely contains both attractive features of the mentioned ap-
proaches; na–maps establish a local 1–1 correspondence between the fundamental
la–space and auxiliary la–spaces on which biconnection (or even multiconnection)
structures are induced. But these structures are not a priory postulated as in a
lot of gravitational theories, we tend to specify them to be locally reductible to
the locally isotropic Einstein theory [44,69].
Let us consider a fixed background la–space ξ with given metric Gαβ =
(g
ij
, hab) and d–connection Γ˜
α
·βγ. For simplicity, we consider compatible metric
and connections being torsionless and with vanishing curvatures. Supposing that
there is an nc–transform from the fundamental la–space ξ to the auxiliary ξ. we
are interested in the equivalents of the Einstein equations (4.45) on ξ.
We consider that a part of gravitational degrees of freedom is ”pumped out”
into the dynamics of deformation d–tensors for d–connection, P αβγ , and metric,
Bαβ = (bij , bab). The remained part of degrees of freedom is coded into the metric
Gαβ and d–connection Γ˜
α
·βγ.
Following [44,121] we apply the first order formalism and consider Bαβ and
P αβγ as independent variables on ξ. Using notations
Pα = P
β
βα, Γα = Γ
β
βα,
Bˆαβ =
√
|G|Bαβ, Gˆαβ =
√
|G|Gαβ, Gˆαβ =
√
|G|Gαβ
and making identifications
Bˆαβ + Gˆ
αβ
= Gˆαβ, Γα·βγ − P αβγ = Γαβγ ,
we take the action of la–gravitational field on ξ in this form:
S(g) = −(2cκ1)−1
∫
δquL(g), (4.52)
where
L(g) = Bˆαβ(DβPα −DτP ταβ) + (Gˆαβ + Bˆαβ)(PτP τ αβ − P αακP κβτ )
and the interaction constant is taken κ1 =
4π
c4
k, (c is the light constant and k
is Newton constant) in order to obtain concordance with the Einstein theory in
the locally isotropic limit.
We construct on ξ a la–gravitational theory with matter fields (denoted as ϕA
with A being a general index) interactions by postulating this Lagrangian density
for matter fields
L(m) = L(m)[Gˆαβ + Bˆαβ ; δ
δuγ
(Gˆ
αβ
+ Bˆαβ);ϕA;
δϕA
δuτ
]. (4.53)
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Starting from (4.52) and (4.53) the total action of la–gravity on ξ is written
as
S = (2cκ1)−1
∫
δquL(g) + c−1
∫
δ(m)L(m). (4.54)
Applying variational procedure on ξ, similar to that presented in [44] but in
our case adapted to N–connection by using derivations (2.4) instead of partial
derivations, we derive from (4.54) the la–gravitational field equations
Θαβ = κ1(tαβ +Tαβ) (4.55)
and matter field equations
△L(m)
△ϕA = 0, (4.56)
where △
△ϕA
denotes the variational derivation.
In (4.55) we have introduced these values: the energy–momentum d–tensor
for la–gravitational field
κ1tαβ = (
√
|G|)−1△L
(g)
△Gαβ = Kαβ + P
γ
αβPγ − P γατP τ βγ+
1
2
GαβG
γτ (P φγτPφ − P φγǫP ǫφτ ), (4.57)
(where
Kαβ = DγK
γ
αβ,
2Kγαβ = −BτγP ǫτ(αGβ)ǫ − BτǫP γǫ(αGβ)τ+
Gγǫhǫ(αPβ) +G
γτGǫφP ϕφτGϕ(αBβ)ǫ +GαβB
τǫP γτǫ − BαβP γ ),
2Θ = DτDtauBαβ +GαβD
τDǫBτǫ −GτǫDǫD(αBβ)τ
and the energy–momentum d–tensor of matter
Tαβ = 2
△L(m)
△Gˆαβ
−GαβGγδ
△L(m)
△Gˆγδ
. (4.58)
As a consequence of (4.56)–(4.58) we obtain the d–covariant on ξ conservation
laws
Dα(t
αβ +Tαβ) = 0. (4.59)
We have postulated the Lagrangian density of matter fields (4.53) in a form as
to treat tαβ +Tαβ as the source in (4.55).
Now we formulate the main results of this subsection:
Proposition IV.1 The dynamics of the Einstein la–gravitational fields, modeled
as solutions of equations (4.45) and matter fields on la–space ξ, can be equivalently
locally modeled on a background la–space ξ provided with a trivial d-connection
and metric structures having zero d–tensors of torsion and curvature by field equa-
tions (4.55) and (4.56) on condition that deformation tensor P αβγ is a solution
of the Cauchy problem posed for basic equations for a chain of na–maps from ξ
to ξ.
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Proposition IV.2 Local, d–tensor, conservation laws for Einstein la–gravitati-
onal fields can be written in form (4.59) for la–gravitational (4.57) and matter
(4.58) energy–momentum d–tensors. These laws are d–covariant on the back-
ground space ξ and must be completed with invariant conditions of type (4.12)–
(4.15) for every deformation parameters of a chain of na–maps from ξ to ξ.
The above presented considerations consist proofs of both propositions.
We emphasize that nonlocalization of both locally anisotropic and isotropic
gravitational energy–momentum values on the fundamental (locally anisotropic
or isotropic) space ξ is a consequence of the absence of global group automor-
phisms for generic curved spaces. Considering gravitational theories from view of
multispaces and their mutual maps (directed by the basic geometric structures
on ξ such as N–connection, d–connection, d–torsion and d–curvature com-
ponents, see coefficients for basic na–equations (4.9)–(4.11)), we can formulate
local d–tensor conservation laws on auxiliary globally automorphic spaces being
related with space ξ by means of chains of na–maps. Finally, we remark that as
a matter of principle we can use d–connection deformations in order to modelate
the la–gravitational interactions with nonvanishing torsion and nonmetricity. In
this case we must introduce a corresponding source in (4.59) and define gener-
alized conservation laws as in (4.44) (see similar details for locally isotropic
generalizations of the Einstein gravity in Refs [136,140,119].
F. Na–maps in Einstein Gravity
The nearly autoparallel map methods plays also an important role in formula-
tion of conversation laws for locally isotropic gravity [118,105,136] (Einstein grav-
ity), [121] (Einstein-Cartan theory), [119,140] (gauge gravity and gauge fields),
and [135,120] (gravitation with torsion and nonmetricity). We shall present some
examples of na-maps for solutions of Einstein equations (for trivial N-connection
structures the equations (4.45) are usual gravitational field equations in gen-
eral relativity) and analyze the problem of formulation laws on curved locally
anisotropic spaces).
1. Nc–flat solutions of Einstein equations
In order to illustrate some applications of the na-map theory we consider three
particular solutions of Einstein equations.
a. Example 1. In works [26,27] one introduced te metric
ds2 = gijdx
idxj = exp(2Ω(q))(dt2 − dx2)−
q2(exp(2β(q))dy2 + exp(−2β(q))dz2), (4.60)
where q = t− x. If functions Ω(q) and β(q), depending only the variable q, solve
equations 2dΩ/dq = q(dβ(q)/dq), the metric (4.60) satisfies the vacuum Einstein
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equations. In general this metric describes curved spaces, but if function β(q) is
a solution of equations
q(d2β/dq2) + 2dβ/dq = q2(dβ/dq)3
we have a flat space, i. e. R ij kl = 0.
1a) Let us show that metric (4.60) admits also na(3)+na(1)-maps to Minkowski
space. If q = 0, using conformal rescaling
g˜ij = q
−2exp(−2β)g˜ij ,
and introducing new variables xa = (p, v, y, z)(a = 0, 1, 2, 3), where
v = t+ p, p =
1
2
∫
dqq−2exp[2(Ω− β)]
and S(p) = −4β(q)|q=q(p), we obtain
na(3) : ds
2 → ds˜2 = 2dpdv − dy2 − expS(p)dz2 (4.61)
with one non-zero component of connection Γ˜303 =
1
2
(dS/dp) = 1
2
S˙. A next possi-
ble step will be a na-map to the flat space with metric ds2 = dp2−dv2−dy2−dz2.
Really, the set of values P˜ 303 = −12R˙, the rest of components of the deformation
tensor being equal to zero, and b0 = [2S¨ − (S˙)2]/S, b1 = b2 = 0, b3 = −S˙, aij =
0, Qijk = 0 solves equations (4.45) for a map na(1) : ds˜
2 → ds2.
1b)The metric ds˜ from (4.61) also admits a na(2)-map to the flat space (as
N. Sinyukov pointed out [103] intersections of type of na-maps are possible). For
example, the set of values r = (r0(p), 0, 0, 0), νb = 0, σ = (0, 0, 0, σ3),
σ3 = −(2F 30(0))−1S˙exp[−
∫
r0(p)dp+ S(p)], F
3
0 = F
3
0(0)exp[
∫
r0(p)dp− S(p)],
constant F 30(0) 6= 0, the rest of the affinor components being equal to zero, and
r(p) is an arbitrary function on p satisfies basic equations with e = 0 for a map
na(2) : ds
2 → ds˜2.
1c) Metric ds˜2 from (4.61) does not admit na(3)-maps to the flat space because,
in general, conditions (3)W˜ abcd = 0, are not satisfied, for example,
(3)W˜ 1001 =
1
4
(S¨+
1
2
S˙).
b. Example 2. The Peres’s solution of Einstein equations [86] is given by
metric
ds2 = −dx2 − dy2 + 2dηdλ−Q(x, y)N(ζ)dζ2, (4.62)
where x = x1, y = x2, λ = x3, ζ = x4. Parametrizing Q(x, y) = 1
4
(x2−y2), N(ζ) =
sinζ we obtain plane wave solution of Einstein equations. Choosing
Q(x, y) = − xy
2(x2 + y2)2
and N (ζ) = { exp [(b
2 − ζ2)] , if |ζ | < b;
0 , if |ζ | ≥ 0,
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where b is a real constant, we obtain a wave packed solutions of Einstein equations.
By straightforward calculations we can convince ourselves that values
σ1 =
1
2
Q1N, σ2 =
1
2
Q2N, σ3 = 0, σ4 =
1
2
QN˙, rb = 0, νb = 0,
Q1 =
∂Q
∂x
, N˙ = dN/dζ
solve basic equations for a map na(2) : ds
2 → ds2, where
g
ij
= diag(−1,−1,−1, 1). So, metrics of type (4.62), being of type II, according
to Petrov’s classification [88], admits na(2)-maps to the flat space.
c. Example 3. Now, we shall show that by using superpositions of na-maps
and imbeddings into pseudo-Riemannian spaces with dimension d > 2 we can
construct metrics satisfying Einstein equations. Let consider a 2-dimensional
metric
ds2(2) = −d2(lnt) + (b− c)−2dt2,
where b and c are constant and t > 0. Firstly, we use the conformal rescaling:
na(3) : ds
2
(2) → ds˜2(2) = e2xt2(b+c−1)ds2(2)
and the canonical imbedding into a 3-dimensional space,
ds˜2(2) ⊂ ds2(3) = e2xt2(b+c+1)(−d2(lnt) + (b− c)−2dx2) + dy2.
Then we consider a conformal rescaling of this 3-dimensional space,
na(3) : ds
2
(3) → ds˜2(3) = e−4xds2(3)
and, the next, the canonical imbedding into a 4 dimensional pseudo-Riemannian
space
ds˜2(3) ⊂ ds˜2(4) =
e−4x[e2xt2(b+c+1)(−d2(lnt) + (b− c)−2dx2) + dy2] + dz2.
Finally, after a conformal mapping from ds˜2(4),
na(3) : ds˜
2
(4) → ds2 =
e2xt−2(b+c){e−4x[t2(b+c+1)(−d2lnt) + (b− c)−2dx2) + dy2] + dz2},
we obtain a metric ds2 describing a class of space-times with ideal liquid matter
(as a rule, some relations between constants n and m and the physical parameters
of the liquid medium are introduced, see details in [68]).
Similar considerations, but in general containing investigations of more com-
plicated systems of first order Pfaff equations, show that a very large class of the
Einstein equations solutions can be locally generated by using imbeddings and
chains of na-maps from flat auxiliary background spaces of lower dimensions than
that of the fundamental space-time.
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2. Na–conservation laws in general relativity
We have considered two central topics in the section IV: the first was the
generalization of the nearly autoparallel map theory to the case of spaces with
local anisotropy and the second was the formulation of the gravitational models
on locally anisotropic (or in particular cases, isotropic) na-backgrounds. For
trivial N-connection and d-torsion structures and pseudo-Riemannian metric the
la-gravitational field equations (4.45) became usual Einstein equations for general
relativity. The results of subsection IV.E hold good in simplified locally isotropic
version. In this subsection we pay a special attention to the very important
problem of definition of conservation laws for gravitational fields.
A brief historical note is in order. A. Z. Petrov at the end of 60th initiated
[87,89,90,91] a programme of modeling field interactions and modeling general
relativity on arbitrary pseudo-Riemannian spaces. He advanced an original ap-
proach to the gravitational energy-momentum problem. After Petrov’s death
(1972) N. S. Sinykov finally elaborated [103] the geometrical theory of nearly
geodesics maps (ng-maps; on (pseudo-)Riemannian spaces geodesics coincide with
autoparallels) of affine connected spaces as an extension for the (n-2)-projective
space theory [144,79], concircular geometry [150], holomorphic projective map-
pings of Kahlerian spaces [82] and holomorphic projective correspondences for
almost complex spaces [57,109]. A part of Petrov’s geometric purposes have been
achieved, but Sinyukov’s works practically do not contain investigations and ap-
plications in gravitational theories. In addition to the canonical formulation of the
general relativity theory in the framework of the pseudo-Riemannian geometry,
we tried to elaborate well-defined criterions for conditions when for gravitational
(locally isotropic or anisotropic) field theories equivalent reformulations in arbi-
trary (curved or flat) spaces are possible [118,105,136,121,119,140,135,120].
The concept of spaces na-maps implies a kind of space-field Poincare conven-
tionality [92,93] which, in our case, states the possibility to formulate physical
theories equivalently on arbitrary curved, or flat, spaces (na-backgrounds, being
the images of na-map chains) with a further choice of one of them to be the space-
time from a view of convenience or simplicity. If the existence of ideal probing
bodies (not destroying the space-time structure by measurements) is postulated,
the fundamental pseudo-Riemannian, or a corresponding generalization, struc-
ture can be established experimentally. Mappings to other curved or flat spaces
would be considered as mathematical ”tricks” for illustrating some properties
and possible transformations of field equations. We remark a different situation
in quantum gravity where ideal probing bodies are not introduced and one has to
consider all na-backgrounds as equal in rights. Perhaps, it is preferred to concern
quantum gravitational problems on the space-time category C(η) (see Sec. IV.B,
Theorem IV.4 ; to analyze the renormalization of field interactions we shall extend
our considerations on the tangent bundle, or bundles of higher tangence) in order
to develop quantum field theories with gravitational interactions on multispaces
interrelated with ”quantized” na-maps, on the category theory see [29].
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In spite of some common features between our approach and those based on
background methods [147,44,46] the na-method gives rise to a different class of
gravitational theories. As a rule, background investigations are carried out in the
linear approximation and do not take into consideration the ”back reaction” of
perturbations. Sometimes one uses successive approximations. In the framework
of the na-map theory we do not postulate the existence of any a priori given
background space-time. The auxiliary spaces (curved, or flat) being considered
by us, should belong to the set of spaces which are images of na-map chains from
the fundamental space-time. As a matter of principle such nc-transforms can be
constructed as to be directed by solutions of the Einstein equations; if the Cauchy
problem is posed for both field and basic na-maps equations the set of possible
na-backgrounds can be defined exactly and without any approximations and ad-
ditional suppositions. Physical processes can be modeled locally equivalently on
every admissible na-background space. According to A. Z. Petrov [87,89,90,91],
if we tend to model the gravitational interactions, for example, in the Minkowski
space, the space-time curvature should be ”pumped out” into a ”gravitational
force”. Free gravitating ideal probing bodies do not ”fall” along geodesics in
a such auxiliary flat space. We have to generalize the concept of geodesics by
introducing nearly geodesics or, more generally, nearly autoparallels in order to
describe equivalently trajectories of point probing mass as well field interactions
on the fundamental space-time and auxiliary na-backgrounds.
So, we can conclude that to obtain an equivalent formulation of the general
relativity theory on na-backgrounds one has to complete the gravitational field
equations (4.55) with equations for na-map chains (minimal chains are preferred).
Of course, one also has to consider two types of conservation laws: for values of
energy-momentum type, for gravitational fields, see (4.59), and conditions of type
(4.12),(4.13),(4.14) and (4.15) for na-maps invariants.
We point out the solitarity of mappings to the Minkowski space-time. This
space is not only a usual and convenient arena for developing new variants of the-
oretical models and investigating conservation laws in already known manners.
Perhaps, the ”simplest” pseudo-Euclidean background should be considered as a
primary essence from which, by using different types of maps, more generalized
curved spaces (auxiliary, or being fundamental Einstein space-times) can be con-
structed. Here the question arises: May be the supplementary relations to the
background field equations and conservation laws are motivated only by our re-
quirement that mappings from the curved space-time to a flat space to be obtained
only by the mean of na-maps and do not reflect any, additional to the background
formulations, properties of the Einstein gravitational fields? The answer is re-
lated with the problem of concordance of geometrical structures on all spaces
taken into consideration. Really, on backgrounds we have biconnection (or even
multi–connection structures). So, various types of geodesics, nearly geodesics,
motion and field equations, and a lot of other properties, being characteristic for
such spaces, can be defined. That is why, we need a principle to base and describe
the splitting of geometrical structures by 1-1 local mappings from one space to
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another (which we have advocated to be the transformation of geodesics into
nearly autoparallels). Of course, other types of space mappings can be advanced.
But always equations defined for maps splittings of geometrical structures and
corresponding invariants must be introduced. This is the price we shall pay if
the general relativity is considered out of its natural pseudo-Riemannian geome-
try. Sometimes such digressions from the fundamental space-time geometry are
very useful and, as it was illustrated, gives us the possibility to formulate, in a
well-known for flat spaces manner, the conservation laws for gravitational fields.
However, all introduced ma-map equations and invariant conditions are not only
motivated by a chosen type of mappings’ and auxiliary spaces’ artifacts. Being
determined by the fundamental objects on curved space-time, such as metric,
connection and curvature, these na-relations pick up a part of formerly unknown
properties and symmetries of gravitational fields an can be used (see Sec. IV.D)
for a new type (with respect to na-maps flexibility) classification of curved spaces.
Finally, we remark that because na-maps consists a class of nearest extensions
of conformal rescalings we suppose them to play a preferred role among others
being more sophisticate and, at present time, less justified from physical point of
view.
V. HIGHER ORDER ANISOTROPIC STRINGS
The relationship between two dimensional σ-models and strings has been con-
sidered [70,41,31,102,3] in order to discuss the effective low energy field equations
for the massless models of strings. In this section we shall study some of the
problems associated with the theory of higher order anisotropic strings being a
natural generalization to higher order anisotropic ) backgrounds (we shall write
in brief ha-backgrounds, ha-spaces and ha-geometry) of the Polyakov’s covari-
ant functional-integral approach to string theory [94]. Our aim is to show that
a corresponding low-energy string dynamics contains the motion equations for
field equations on ha-spaces; models of ha-gravity could be more adequate for
investigation of quantum gravitational and Early Universe cosmology.
A. Higher Order Anisotropic Sigma Models
In this subsection we present a generalization of some necessary results on
nonlinear σ–model and string propagation to the case of ha–backgrounds. Calcu-
lations on both type of locally anisotropic and isotropic spaces are rather similar
if we accept the Miron and Anastasiei [74,75] geometric formalism. We emphasize
that on ha-backgrounds we have to take into account the distinguished character,
by N-connection, of geometric objects.
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1. Action of nonlinear σ–model and torsion of ha-space
Let a map of a two-dimensional (2d), for simplicity, flat space M2 into ha-
space ξ defines a σ -model field
u<µ> (z) =
(
xi (z) , y<a> (z)
)
=
(
xi (z) , ya1 (z) , ..., yaz (z)
)
,
where z =
{
zA, A = 0, 1
}
are two-dimensional complex coordinates on M2. The
moving of a bosonic string in ha–space is governed by the nonlinear σ-model
action (see, for instance, [70,41,31,102] for details on locally isotropic spaces):
I =
1
λ2
∫
d2z[
1
2
√
γγAB∂Au
<µ> (z) ∂Bu
<ν> (z)G<µ><ν> (u)+
n˜
3
ǫAB∂Au
<µ>∂Bu
<ν>b<µ><ν> (u) +
λ2
4π
√
γR(2)Φ (u)], (5.1)
where λ2 and n˜ are interaction constants, Φ (u) is the dilaton field, R(2) is the
curvature of the 2d world sheet provided with metric γAB, γ = det (γAB) and
∂A =
∂
∂zA
, tensor ǫAB and d-tensor b<µ><ν> are antisymmetric.
From the viewpoint of string theory we can interpret b<α><β> as the vacuum
expectation of the antisymmetric, in our case locally anisotropic, d-tensor gauge
field B<α><β><γ> (see considerations for locally isotropic models in [113,53] and
the Wess-Zumino-Witten model [149,146], which lead to the conclusion [28] that
n˜ takes only integer values and that in the perturbative quantum field theory the
effective quantum action depends only on B... and does not depend on b... ).
In order to obtain compatible with N-connection motions of ha-strings we
consider these relations between d-tensor b<α><β>, strength B<α><β><γ> =
δ[<α>b<β><γ>] and torsion T
<α>
.<β><γ> :
δ<α>b<β><γ> = T<α><β><γ>, (5.2)
with the integrability conditions
Ω
<ap>
af bf
δ<ap>b<β><γ> = δ[afTaf ]<β><γ>, (0 ≤ f < p ≤ z), (5.3)
where Ω
<ap>
af bf
are the coefficients of the N-connection curvature. In this case
we can express B<α><β><γ> = T[<α><β><γ>]. Conditions (5.2) and (5.3) define
a simplified model of ha–strings when the σ-model antisymmetric strength is
induced from the ha–background torsion. More general constructions are possible
by using normal coordinates adapted to both N-connection and torsion structures
on ha–background space. For simplicity, we omit such considerations in this work.
Choosing the complex (conformal) coordinates z = ι0 + iι1, z = ι0 − iι1,
where ιA, A = 0, 1 are real coordinates, on the world sheet we can represent the
two-dimensional metric in the conformally flat form:
ds2 = e2ϕdzdz, (5.4)
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where γzz =
1
2
e2ϕ and γzz = γzz = 0.
Let us consider an ha-field U (u) , u ∈ E<z> taking values in G being the Lie
algebra of a compact and semi simple Lie group,
U (u) = exp[iϕ (u)], ϕ (u) = ϕα (u) qα,
where qα are generators of the Lie algebra with antisymmetric structural constants
fαβγ satisfying conditions
[qα, qβ] = 2ifαβγqγ, tr(qαqβ) = 2δαβ .
The action of the Wess-Zumino-Witten type ha–model should be written as
I (U) =
1
4λ2
∫
d2z tr
(
∂AU∂
AU−1
)
+ n˜Γ [U ] , (5.5)
where Γ [U ] is the standard topologically invariant functional [28]. For perturba-
tive calculations in the framework of the model (5.1) it is enough to know that
as a matter of principle we can represent the action of our theory as (5.5) and to
use d-curvature r.<α><β>.<γ><δ> for a torsionless d-connection τ
<α>
.<β><γ>, and strength
B<α><β><γ> respectively expressed as
R<α><β><γ><δ> = fαβτfγδτV
α
<α>V
β
<β>V
γ
<γ>V
δ
<δ>
and
B<α><β><γ> = ηfαβτV
α
<α>V
β
<β>V
τ
τ ,
where a new interaction constant η ≡ n˜λ2
2π
is used and V
α
<α> is a locally adapted
vielbein associated to the metric (2.12):
G<α><β> = V
α
<α>V
β
<β>δ
αβ
and
G<α><β>V
α
<α>V
β
<β> = δ
αβ. (5.6)
For simplicity, we shall omit underlining of indices if this will not give rise to
ambiguities.
Finally, we remark that for η = 1 we obtain a conformally invariant two-
dimensional quantum field theory (being similar to those developed in [22] ).
2. The d–covariant method of ha–background field and σ–models
Suggesting the compensation of all anomalies we can fix the gauge for the
two–dimensional metric when action (5.1) is written as
I [u] =
1
2λ2
∫
d2z{G<α><β>ηAB + 2
3
b<α><β>ǫ
AB}∂Au<α>∂Bu<β>, (5.1a)
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where ηAB and ǫAB are, respectively, constant two-dimensional metric and anti-
symmetric tensor. The covariant method of background field, as general refer-
ences see [65,66,148,2], can be extended for ha–spaces. Let consider a curve in
E<z> parameterized as ρ<α> (z, s) , s ∈ [0, 1], satisfying autoparallel equations
d2ρ<α> (z, s)
ds2
+ Γ<α>.<β><γ> [ρ]
dρ<β>
ds
dρ<γ>
ds
=
d2ρ<α> (z, s)
ds2
+ τ<α>.<β><γ> [ρ]
dρ<β>
ds
dρ<γ>
ds
= 0,
with boundary conditions
ρ (z, s = 0) = u (z) and ρ (z, s = 1) u (z) + v (z) .
For simplicity, hereafter we shall consider that d-connection Γ<α><β><γ> is de-
fined by d–metric (2.12) and N-connection structures, i.e.
Γ<α><β><γ> =
◦Γ<α><β><γ>.
The tangent d-vector ζ<α> = d
ds
ρ<α>, where ζ<α> |s=0= ζ<α>(0) is chosen as the
quantum d-field. Then the expansion of action I[u + v (ζ)], see (5.1a), as power
series on ζ,
I[u+ v (ζ)] =
∞∑
k=0
Ik,
where
Ik =
1
k!
dk
dsk
I [ρ (s)] |s=0,
defines d-covariant, depending on the background d-field, interaction vortexes of
locally anisotropic σ-model.
In order to compute Ik it is useful to consider relations
d
ds
∂Aρ
<α> = ∂Aζ
<α>,
d
ds
G<α><β> = ζ
<τ>δ<τ>G<α><β>,
∂AG<α><β> = ∂Aρ
<τ>δ<τ>G<α><β>,
to introduce auxiliary operators(
∇̂Aζ
)<α>
= (∇Aζ)<α> −G<α><τ>T[<α><β><γ>] [ρ] ǫAB∂Bρ<γ>ζ<β>,
(∇Aζ)<α> =
[
δ<α><β>∂A + τ
<α>
.<β><γ>∂Aρ
<γ>
]
ζ<β>,
∇ (s) ξ<λ> = ζ<α>∇<α>ξ<λ> = d
ds
ξ<λ> + τ<λ>.<β><γ> [ρ (s)] ζ
<β>ξ<γ>, (5.7)
having properties
∇ (s) ζ<α> = 0,∇ (s) ∂Aρ<α> = (∇Aζ)<α> ,
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∇2 (s) ∂Aρ<α> = r.<α><β>.<γ><δ>ζ<β>ζ<γ>∂Aρ<δ>,
and to use the curvature d-tensor of d-connection (5.7),
r̂<β><α><γ><δ> = r<β><α><γ><δ> −∇<γ>T[<α><β><δ>] +∇<δ>T[<α><β><γ>]−
T[<τ><α><γ>]G
<τ><λ>T[<λ><δ><β>] + T[<τ><α><δ>]G
<τ><λ>T[<λ><γ><β>].
Values Ik can be computed in a similar manner as in [53,28,22], but in our
case by using corresponding d-connections and d-objects. Here we present the
first four terms in explicit form:
I1 =
1
2λ2
∫
d2z2G<α><β>
(
∇̂Aζ
)<α>
∂Au<β>, (5.8)
I2 =
1
2λ2
∫
d2z{
(
∇̂Aζ
)2
+
r̂<β><α><γ><δ>ζ
<β>ζ<γ>
(
ηAB − ǫAB
)
∂Au
<α>∂Bu
<β>},
I3 =
1
2λ2
∫
d2z{4
3
(r<β><α><γ><δ>−
G<τ><ǫ>T[<ǫ><α><β>]T[<τ><γ><δ>])∂Au
<α>(∇̂Aζ<δ>)ζ<β>ζ<γ>+
4
3
∇<α>T[<δ><β><γ>]∂Au<β>ǫAB(∇̂Bζ<γ>)ζ<α>ζ<δ>+
2
3
T[<α><β><γ>](∇̂Aζ<α>)ǫAB(∇̂ζ<β>)ζ<γ>+
1
3
(
∇<λ>r<β><α><γ><δ> + 4G<τ><ǫ>T[<ǫ><λ><α>]∇<β>T[<γ><δ><τ>]
)
×
∂Au
<α>∂Au<δ>ζ<γ>ζ<λ>+
1
3
(∇<α>∇<β>T[<τ><γ><δ>]+
2G<λ><ǫ>G<ϕ><φ>T[<α><λ><ϕ>]T[<ǫ><β><δ>]T[<φ><τ><γ>]+
2r.<λ><α>.<β><γ>T[<α><τ><δ>])∂Au
<γ>ǫAB (∂Bζ
<τ>) ζ<α>ζ<β>},
I4 =
1
4λ2
∫
d2z{(1
2
∇<α>r<γ><β><δ><τ>−
G<λ><ǫ>T[<ǫ><β><γ>]∇<α>T[<λ><δ><τ>])×
∂Au
<β>(∇̂Aζ<τ>)ζ<α>ζ<γ>ζ<δ>+
1
3
r<β><α><γ><δ>(∇̂Aζ<α>)(∇̂Aζ<δ>)ζ<β>ζ<γ>+
(
1
12
∇<α>∇<β>r<δ><γ><τ><λ> + 1
3
r.<κ><δ>.<τ><γ>r<β><κ><α><λ>−
1
2
(∇<α>∇<β>T[<γ><τ><ǫ>])G<ǫ><π>T[<π><δ><λ>]−
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12
r.<κ><α>.<β><γ>T[<κ><τ><ǫ>]G
<ǫ><π>T[<π><δ><λ>]+
1
6
r.<κ><α>.<β><ǫ>T[<κ><γ><τ>]G
<ǫ><π>T[<ǫ><δ><λ>])×
∂Au
<γ>∂Au<λ>ζ<α>ζ<β>ζ<δ>ζ<τ>+
[
1
12
∇<α>∇<β>∇<γ>T[<λ><δ><τ>]+
1
2
∇<α>
(
G<κ><ǫ>T[<ǫ><λ><δ>]
)
r<β><κ><γ><τ>+
1
2
(
∇<α>T[<π><β><κ>]
)
G<π><ǫ>G<κ><ν>T[<ǫ><γ><δ>]T[<ν><λ><τ>]−
1
3
G<κ><ǫ>T[<ǫ><λ><δ>]∇<α>r<β><κ><δ><τ>]×
∂Au
<δ>ǫAB∂Bu
<τ>ζ<λ>ζ<α>ζ<β>ζ<γ>+
1
2
[∇<α>∇<β>T[<τ><γ><δ>] + T[<κ><δ><τ>]r.<κ><α>.<β><γ>+
r.<κ><α>.<β><δ>T[<κ><γ><τ>]]
×∂Au<γ>ǫAB(∇̂Bζ<δ>)ζ<α>ζ<β>ζ<τ>+
1
2
∇<α>T[<δ><β><γ>](∇̂Aζ<β>)ǫAB(∇̂Bζ<γ>)ζ<α>ζ<δ>}.
Now we construct the d-covariant ha-background functional (we use methods,
in our case correspondingly adapted to the N-connection structure, developed
in [53,66,52]). The standard quantization technique is based on the functional
integral
Z [J ] = exp (iW [J ]) =
∫
d[u] exp{i (I + uJ)}, (5.9)
with source J<α> (we use condensed denotations and consider that computations
are made in the Euclidean space). The generation functional Γ of one-particle
irreducible (1PI) Green functions is defined as
Γ [u] = W [J (u)]− u · J [u] ,
where u = ∆W
δJ
is the mean field. For explicit perturbative calculations it is useful
to connect the source only with the covariant quantum d-field ζ and to use instead
of (5.9) the new functional
exp (iW [u, J ]) =
∫
[dζ ] exp{i (I [u+ v (ζ)] + J · ζ)}. (5.10)
It is clear that Feynman diagrams obtained from this functional are d-
covariant.
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Defining the mean d-field ζ (u) = ∆W
δJ(u)
and introducing the auxiliary d-field
ζ ′ = ζ−ζ we obtain from (2.9) a double expansion on both classical and quantum
ha–backgrounds:
exp
(
iΓ[u, ζ ]
)
=∫
[dζ ′] exp{i
(
I
[
u+ v
(
ζ ′ + ζ
)]
− ζ ′∆Γ
δζ
)
}. (5.11)
The manner of fixing the measure in the functional (5.10) (and as a conse-
quence in (5.11) ) is obvious :
[dζ ] =
∏
u
√
| G (u) |
nE−1∏
<α>=0
dζ<α> (u) . (5.12)
Using vielbein fields (5.6) we can rewrite the measure (5.12) in the form
[dζ ] =
∏
u
nE−1∏
α=0
dζα (u) .
The structure of renormalization of σ-models of type (5.10) (or (5.11)) is analyzed,
for instance, in [53,66,52]. For ha–spaces we must take into account the N–
connection structure.
B. Regularization and β–Functions of HAS-models
The aim of this subsection is to study the problem of regularization and
quantum ambiguities in β–functions of the renormalization group and to present
the results on one- and two-loop calculus for the ha–σ–model ( HAS–model ).
1. Renormalization group beta functions
Because our σ-model is a two-dimensional and massless locally anisotropic
theory we have to consider both types of infrared and ultraviolet regularizations
(in brief, IR- and UV-regularization). In order to regularize IR-divergences and
distinguish them from UV-divergences we can use a standard mass term in the
action (5.1) of the HAS–model
I(m) = − m˜
2
2λ2
∫
d2zG<α><β>u
<α>u<β>.
For regularization of UF-divergences it is convenient to use the dimensional reg-
ularization. For instance, the regularized propagator of quantum d–fields ζ looks
like
< ζ<α> (u1) ζ
<β> (u2) >= δ
<α><β>G (u1 − u2) =
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iλ2δ<α><β>
∫
dqp
(2π)q
exp [−ip (u1 − u2)]
(p2 − m˜2 + i0) ,
where q = 2− 2ǫ.
The d-covariant dimensional regularization of UF-divergences is complicated
because of existence of the antisymmetric symbol ǫAB. One introduces [63,66] this
general prescription:
ǫLNηNMǫ
MR = ψ (ǫ) ηLR
and
ǫMN ǫRS = ω (ǫ)
[
ηMSηNR − ηMRηNS
]
,
where ηMN is the q-dimensional Minkowski metric, and ψ (ǫ) and ω (ǫ) are arbi-
trary d-functions satisfying conditions ψ (0) = ω (0) = 1 and depending on the
type of renormalization.
We use the standard dimensional regularization , with dimensionless scalar
d-field u<α> (z) , when expressions for unrenormalized G
(ur)
<α><β> and B
(k,l)
<α><β>
have a d-tensor character, i.e. they are polynoms on d-tensors of curvature and
torsion and theirs d-covariant derivations (for simplicity we consider λ2 = 1; in
general one-loop 1PI-diagrams must be proportional to (λ2)
l−1
).
RG β-functions are defined by relations (for simplicity we shall omit index R
for renormalized values)
µ
d
dµ
G<α><β> = β
G
(<α><β>) (G,B) , µ
d
dµ
B[<α><β>] = β
B
[<α><β>] (G,B) ,
β<α><β> = β
G
(<α><β>) + β
B
[<α><β>].
By using the scaling property of the one–loop counter–term under global con-
formal transforms
GG<α><β> → Λ(l−1)G(k,l)<α><β>, B(k,l)<α><β> → Λ(l−1)B(k,l)<α><β>
we obtain
βG(<α><β>) = −
(1,l)∑
l=1
lG
(1,l)
(<α><β>), β
B
[<α><β>] = −
∞∑
l=1
lB
(1,l)
[<α><β>]
in the leading order on ǫ (compare with the usual perturbative calculus from
[50]).
The d-covariant one-loop counter-term is taken as
∆I(l) =
1
2
∫
d2zT
(l)
<α><β>
(
ηAB − ǫAB
)
∂Au
<α>∂Bu
<β>,
where
T
(l)
<α><β> =
l∑
k=1
1
(2ǫk)
T
(k,l)
<α><β> (G,B) . (5.13)
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For instance, in the three-loop approximation we have
β<α><β> = T
(1,1)
<α><β> + 2T
(1,2)
<α><β> + 3T
(1,3)
<α><β>. (5.14)
The next step is to consider constraints on the structure of β-functions con-
nected with conditions of integrability (caused by conformal invariance of the
two-dimensional world-sheet).
2. One–loop divergences and ha–renorm group equations
We generalize the one-loop results [38] to the case of ha-backgrounds. If in
locally isotropic models one considers an one-loop diagram, for the HAS-model the
distinguished by N-connection character of ha-interactions leads to the necessity
to consider one-loop diagrams (see Fig. 1).To these diagrams one corresponds
counter-terms:
I
(c)
1 = I
(c,x2)
1 + I
(c,y2)
1 + I
(c,xy)
1 + I
(c,yx)
1 =
−1
2
I1
∫
d2zr̂ij
(
ηAB − ǫAB
)
∂Ax
i∂Bx
j−
1
2
I1
∫
d2zr̂<a><b>
(
ηAB − ǫAB
)
∂Ay
<a>∂By
<b>−
1
2
I1
∫
d2zr̂i<a>
(
ηAB − ǫAB
)
∂Ax
i∂By
<a>−
1
2
I1
∫
d2zr̂<a>i
(
ηAB − ǫAB
)
∂Ay
<a>∂Bx
i,
where I1 is the standard integral
I1 =
G (0)
λ2
= i
∫
dqp
(2π)2
1
p2 − m˜2 =
Γ (ǫ)
4π
q
2 (m˜2)ǫ
=
1
4πǫ
− 1
π
ln m˜+ finite counter terms.
There are one–loops on the base and fiber spaces or describing quantum in-
teractions between fiber and base components of d-fields. If the ha-background
d-connection is of distinguished Levi-Civita type we obtain only two one-loop
diagrams (on the base and in the fiber) because in this case the Ricci d-tensor
is symmetric. It is clear that this four-multiplying (doubling for the Levi-Civita
d-connection) of the number of one-loop diagrams is caused by the ”indirect”
interactions with the N-connection field. Hereafter, for simplicity, we shall use
a compactified (non-distinguished on x- and y-components) form of writing out
diagrams and corresponding formulas and emphasize that really all expressions
containing components of d-torsion generate irreducible types of diagrams (with
respective interaction constants) and that all expressions containing components
of d-curvature give rise in a similar manner to irreducible types of diagrams. We
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shall take into consideration these details in the Sec. V.B.3 where we shall write
the two-loop effective action.
Subtracting in a trivial manner I1,
I1 + subtractions =
1
4πǫ
,
we can write the one-loop β-function in the form:
β
(1)
<α><β> =
1
2π
r̂<α><β> =
1
2π
(r<α><β>−
G<α><τ>T
[<τ><γ><φ>]T[<β><γ><φ>] +G
<τ><µ>∇<µ>T[<α><β><τ>]).
We also note that the mass term in the action generates the mass one-loop
counter-term
∆I
(m)
1 =
m˜2
2
I1
∫
d2z{1
3
r<α><β>u
<α>u<β> − u<α>τ<α>.<β><γ>G<β><γ>}.
The last two formulas can be used for a study of effective charges as in [28]
where some solutions of RG-equations are analyzed. We shall not consider in this
work such methods connected with the theory of differential equations.
3. Two-loop β-functions for the HAS-model
In order to obtain two–loops of the HAS–model we add to the list (5.9) the
expansion
∆I
(c)
1|2 = −
1
2
I1
∫
d2z{r̂<α><β>
(
ηAB − ǫAB
) (
∇̂Aζ<α>
) (
∇̂Bζ<β>
)
+
(∇τ r̂<α><β> + r̂<α><γ>G<γ><δ>T[<δ><β><τ>])×(
ηAB − ǫAB
)
ζ<τ>(∇̂Aζ<α>)∂Bu<β>+(
∇<τ>r̂<α><β> − T[<α><τ><γ>]r̂<γ>.<β>
)
(ηAB − ǫAB)∂Au<α>
(
∇̂Bζ<β>
)
ζ<τ>+(
ηAB − ǫAB
)
(
1
2
∇<γ>∇<τ>r̂<α><β> + 1
2
r̂<ǫ><β>r
.<ǫ>
<γ>.<τ><α>+
1
2
r̂<α><ǫ>r
.<ǫ>
<γ>.<τ><β>+
T[<α><τ><ǫ>]r̂
<ǫ><δ>T[<δ><γ><β>] +G
<µ><ν>T[<ν><β><γ>]∇<τ>r̂<α><µ>−
G<µ><ν>T[<α><γ><ν>]∇<τ>r̂<µ><β>)∂Au<α>∂Bu<β>ζ<τ>ζ<γ>}
and the d–covariant part of the expansion for the one–loop mass counter-term
∆I
(m)
1|2 =
(m˜)2
2
I1
∫
d2z
1
3
r<α><β>ζ
<α>ζ<β>.
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The non-distinguished diagrams defining two–loop divergences are illustrated
in Fig.2. We present the explicit form of corresponding counter-terms computed
by using, in our case adapted to ha-backgrounds, methods developed in [66,63]:
For counter-term of the diagram (α) we obtain
(α) = −1
2
λ2(Ii)
2
∫
d2z{(1
4
∆r<δ><ϕ> − 1
12
∇<δ>∇<ϕ>←−r +
1
2
r<δ><α>r
<α>
<ϕ> −
1
6
r<α>.<β>.<δ>.<ψ>r<α><β>+
1
2
r<α>.<β><γ>.<δ> r<α><ϕ><β><γ>+
1
2
G<δ><τ>T
[<τ><α><β>]∆T[<ϕ><α><β>]+
1
2
G<ϕ><τ>r
<α>
<δ> T[<α><β><γ>]T
[<τ><β><γ>]−
1
6
G<β><τ>T[<δ><α><β>]T[<ϕ><γ><τ>]r
<α><γ>+
G<γ><τ>T[<δ><α><τ>]∇(<α>∇<β>)T[<ϕ><β><γ>]+
3
4
G<κ><τ>r<α>.<β><γ>.<δ> T[<β><γ><κ>]T[<α><ϕ><τ>]−
1
4
r<κ><α><β><γ>T[<δ><β><γ>]T[<κ><α><ϕ>])∂Au
<δ>∂Au<ϕ>+
1
4
[∇<β>∆T[<δ><ϕ><β>] − 3r<γ><β><α>...<δ> ∇<α>T[<β><γ><ϕ>]−
3T[<α><β><δ>]∇<γ>r<β><α>..<γ><ψ>+
1
4
r<α><γ>∇<α>T[<γ><δ><ϕ>] + 1
6
T[<δ><ϕ><α>]∇<α>r−
4G<γ><τ>T[<τ><β><δ>]T[<α><κ><ϕ>]∇<β>(G<γ><ǫ>T [<α><κ><ǫ>])+
2G<δ><τ>G
<β><ǫ>∇<α>(G<α><ν>T[<ν><β><γ>])×
T [<γ><κ><τ>]T[<ǫ><κ><ϕ>]]ǫ
AB∂Au
<δ>∂Bu
<ϕ>}.
In order to computer the counter-term for diagram (β) we use integrals:
lim
u→v
i < ∂Aζ (u) ∂
Aζ (v) >= i
∫
dqp
(2π)q
p2
p2 − m˜2 = m˜
2I1
(containing only a IR-divergence) and
J ≡ i
∫
d2p
(2π)2
1
(p2 − m˜2)2 = −
1
(2π)2
∫
d2kE
1
(k2E + m˜
2)2
.
(being convergent). In result we can express
(β) =
1
6
λ2
(
I21 + 2m˜I1J
)
×
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∫
d2zr̂<β><α><γ><δ>r
<β><γ>
(
ηAB − ǫAB
)
∂Au
<α>∂Bu
<β>.
In our further considerations we shall use identities (we can verify them by
straightforward calculations):
r̂
.[<γ>.<δ>]
(<α>.<β>) = −∇(<α>(G<β>)<τ>T [<τ><γ><δ>]),
r̂[<β><α><γ><δ>] = 2G
<κ><τ>T[<τ>[<α><β>]T[<γ><δ>]<κ>],
in the last expression we have three type of antisymmetrizations on indices,
[< τ >< α >< β >] , [< γ >< δ >< κ >] and [< α >< β >< γ >< δ >] ,
∇̂<δ>T[<α><β><γ>]∇̂<ϕ>T [<α><β><γ>] = 9
16
(
r̂[βαγ]δ − r̂δ[αβγ]
)
× (5.15)
(
r̂
[<β><α><γ>]
...........<ϕ> − r̂.[<α><β><γ>]...........<ϕ>
)
− 9
4
r̂[<α><β><γ><δ>]r̂
[<α><β><γ>
.........<ϕ>] +
9
4
r̂<α><β><γ>......[<δ> r̂[<ϕ>]<α><β><γ>] +
9
4
r̂<α>.<β><γ>.[<δ> r̂[<ϕ>]<α><β><γ>].
The momentum integral for the first of diagrams (γ)
∫
dqpdqp′
(2π)2q
pApB
(p2 − m˜2)([k + q]2 − m˜2)([p+ q]2 − m˜2)
diverges for a vanishing exterior momenta k<µ>.The explicit calculus of the cor-
responding counter-term results in
γ1 = −2λ
2
3q
I21
∫
d2z{(r<α>(<β><γ>)<δ>+ (5.16)
G<ϕ><τ>T[<τ><α>(<β>]T[<γ>)<δ><ϕ>])×(
r<β>.<γ><δ>.<µ> −G<µ><τ>G<κ><ǫ>T [<τ><β><κ>]T [<γ><δ><ǫ>]
)
∂Au<α>∂Au
<µ>+
(∇(<β>T[<δ>)<α><γ>])∇<β>(G<µ><τ>T [<τ><γ><δ>])
ǫLNηNM ǫ
MR∂Lu
<α>∂Ru
<µ>−
2(r<α>(<β><γ>)<δ> +G
<ϕ><τ>T[<α><τ>(<β>]T[<γ>)<δ><ϕ>])×
∇<β>(G<µ><ǫ>T [<ǫ><δ><γ>])ǫMR∂Mu<α>∂Ru<µ>}.
The counter-term of the sum of next two (γ)-diagrams is chosen to be the ha-
extension of that introduced in [66,63]
γ2 + γ3 = −λ2ω (ǫ) 10− 7q
18q
I21× (5.17)
∫
d2z{∇̂AT[<α><β><γ>]∇̂AT [<α><β><γ>]+
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6G<τ><ǫ>T[<δ><α><τ>]T[<ǫ><β><γ>]∇̂<ϕ>T [<α><β><γ>]×(
ηAB − ǫAB
)
∂Au
<δ>∂Bu
<ϕ>}.
In a similar manner we can computer the rest part of counter-terms:
δ =
1
2
λ2(I21 +m
2I1J)×∫
d2zr̂<α>(<β><γ>)<δ>r̂
<β><γ>
(
ηAB − ǫAB
)
∂Au
<α>∂Bu
<δ>,
ǫ =
1
4
λ2I21
∫
d2z
(
ηAB − ǫAB
)
×
[∆r̂<δ><ϕ> + r
<α>
<δ> r̂<α><ϕ> + r
<α>
<ϕ>r̂<δ><α>
−2(G<α><τ>T[<δ><β><α>]T[<ϕ><γ><τ>]r̂<β><γ>−
G<ϕ><τ>T
[<τ><α><β>]∇<α>r̂<δ><β>+
G<δ><τ>T
[<τ><α><β>]∇<α>r̂<β><ϕ>]∂Au<δ>∂Bu<ϕ>,
ι =
1
6
λ2m˜2I1J×∫
d2zr̂<β><α><γ><δ>r
<β><γ>
(
ηAB − ǫAB
)
∂Au
<α>∂Bu
<δ>,
η =
1
4
λ2ω (ǫ)
(
I21 + 2m˜
2I1J
)
×∫
d2zr̂<β>.<α><γ><δ>T[<β><ϕ><τ>]T
[<γ><ϕ><τ>]
(
ηAB − ǫAB
)
∂Au
<α>∂Bu
<δ>.
By using relations (5.5) we can represent terms (5.6) and (5.7) in the canonical
form (5.1) from which we find the contributions in the β<δ><ϕ>-function (5.2):
γ1 : − 2
3(2π)2
r̂<δ>(<α><β>)<γ>r̂
<γ>(<α><β>)
........<ϕ> − (5.18)
(ω1 − 1)
(2π)2
{4
3
r̂[<γ>(<α><β>)<δ>]r̂
[<γ>(<α><β>)
........<ϕ>] +
r̂[<α><β><γ><δ>]r̂
[<α><β><γ>
.......<ϕ>] },
γ2 + γ3 :
(4ω1 − 5)
9(2π)2
{∇̂<δ>T[<α><β><γ>]∇̂<ϕ>T [<α><β><γ>]+
6G<τ><ǫ>T[<δ><α><τ>]T[<ǫ><β><γ>]∇̂<ϕ>T [<α><β><γ>]−
(ω1 − 1)
(2π)2
r̂[<α><β><γ><δ>]r̂
[<α><β><γ>
.......<ϕ>] },
η :
ω1
(2π)2
r̂α.δβϕT[ατǫ]T
[βτǫ].
Finally, we remark that two-loop β-function can not be written only in terms
of curvature r̂<α><β><γ><δ> and d-derivation ∇̂<α> (similarly as in the locally
isotropic case [66,63] ).
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4. Low–energy effective action for locally anisotropic strings
The conditions of vanishing of β-functions describe the propagation of string
in the background of ha-fields G<α><β> and b<α><β>. (in this subsection we chose
the canonic d-connection ◦Γ<α>·<β><γ> on E<z>). The β-functions are proportional
to d-field equations obtained from the on–shell string effective action
Ieff =
∫
du
√
|γ|Leff (γ, b) . (5.19)
The adapted to N-connection variations of (5.17) with respect to G<µ><ν> and
b<µ><ν> can be written as
∆Ieff
δG<α><β>
=W<α><β> +
1
2
G<α><β>(Leff + complete derivation)),
∆Ieff
δb<α><β>
= 0.
The invariance of action (5.17) with respect to N-adapted diffeomorfisms gives
rise to the identity
∇<β>W<α><β> − T [<α><β><γ>] ∆Ieff
δb<β><γ>
=
−1
2
∇<α>(Leff + complete derivation)
(in the locally isotropic limit we obtain the well-known results from [153,32]).
This points to the possibility to write out the integrability conditions as
∇<β>β(<α><β>) −G<α><τ>T [<τ><β><γ>]β[<β><γ>] = −1
2
∇<α>Leff . (5.20)
For one-loop β-function, β
(1)
<α><β> =
1
2π
r̂<α><β>, we find from the last equa-
tions
∇<β>β(1)(<δ><β>) −G<δ><τ>T [<τ><β><γ>]β(1)[<β><γ>] =
1
4π
∇<δ>
(←−
R +
1
3
T[<α><β><γ>]T
[<α><β><γ>]
)
We can take into account two-loop β–functions by fixing an explicit form of
ω(ǫ) = 1 + 2ω1ǫ+ 4ω2ǫ
2 + ...
when
ωHV B (ǫ) =
1
(1− ǫ)2 , ω
HVB
1 = 1, ω
HVB
2 =
3
4
(the t’Hooft-Veltman-Bos prescription [51]). Putting values (5.18) into (5.20) we
obtain the two–loop approximation for ha–field equations
∇<β>β(2)(<δ><β>) −G<δ><τ>T [<τ><β><γ>]β(2)[<β><γ>] =
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12(2π)2
∇δ[−1
8
r<α><β><γ><δ>r
<α><β><γ><δ>+
1
4
r<α><β><γ><δ>G<τ><ǫ>T
[<α><β><τ>]T [<ǫ><γ><δ>]+
1
4
G<β><ǫ>G<α><κ>T
[<α><τ><σ>]T[<ǫ><τ><σ>]T
[<κ><µ><ν>]T[<β><µ><ν>]−
1
12
G<β><ǫ>G<γ><λ>T[<α><β><τ>]T
[<α><γ><ϕ>]T[<ǫ><ϕ><κ>]T
[<λ><τ><κ>]],
which can be obtained from effective action
Ieff ∼
∫
δnEu
√
|γ|[−←−r + 1
3
T[<α><β><γ>]T
[<α><β><γ>]−
α′
4
(
1
2
r<α><β><γ>δr
<α><β><γ><δ>−
G<τ><ǫ>r<α><β><γ><δ>T
[<α><β><τ>]T [<ǫ><γ><δ>]−
G<β><ǫ>G<α><υ>T
[<α><γ><κ>]T[<ǫ><γ><κ>]T
[<υ><σ><ς>]T[<β><σ><ς>]+
1
3
G<β><ǫ>G<δ><κ>T[<α><β><γ>]T
[<α><δ><ϕ>]T[<ϕ><υ><ǫ>]T
[<γ><υ><κ>])]
(5.21)
The action (5.21) (for 2πα′ = 1 and in locally isotropic limit) is in good
concordance with the similar ones on usual closed strings [42,66].
We note that the existence of an effective action is assured by the Zamolod-
chikov c-theorem [152] which was generalized [112] for the case of bosonic non-
linear σ-model with dilaton connection. In a similar manner we can prove that
such results hold good for ha-backgrounds.
C. Scattering of Ha–Gravitons and Duality of Models
The quantum theory of ha-strings can be naturally considered by using the
formalism of functional integrals on ”hypersurfaces” (see Polyakov’s works [94]).
In this subsection we study the structure of scattering amplitudes of ha-gravitons.
Questions on duality of ha-string theories will be also analyzed.
1. Ha–string amplitudes for ha-gravitons scattering
We introduce the Green function of ha–tachyons, the fundamental state of
ha–string, as an integral ( after Weeck rotation in the Euclidean space )
Gt(p1,...,pN) =∫
[DγAB(ζ)][Du
<α>(z)] exp(− 1
4πα′
∫
d2z
√
|γ|γAB∂Au<α>∂Bu<α>)
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∫ [∏
A
D2zA
]√
|γ(zB)| exp(ip<α>B u(zB)), (5.22)
where the integration measure on γAB includes the standard ghost Fadeev-Popov
determinant corresponding to the fixation of the reparametrization invariance
and [∏
A
D2zA
]
=
∏
A 6=M,N,K
d2zA|zM − zN |2 |zK − zM |2 |zK − zN |2 .
Because the string quantum field theory can be uncontradictory formulated for
spaces of dimension d=26 we consider that in formula (5.22) α takes values from
0 to 25. Formula (5.22) leads to dual amplitudes for ha-tachyon scatterings for
p2 = 4
α′
(see [101] for details and references on usual locally isotropic tachyon
scattering).
The generating functional of Green functions (5.22) in the coordinate u-repre-
sentation can be formally written as a hyper surface mean value
Γ0 [Φ] =< exp
(
− 1
2πα′
∫
d2z
√
|γ|Φ [u (z)]
)
> .
In order to conserve the reparametrization invariance we define the ha-graviton
source as
Γ0 [G] =< exp
(
− 1
4πα′
∫
d2z
√
|γ|γAB∂Au<α>∂Bu<β>G<α><β>[u (z)]
)
>
from which we obtain the Green function of a number of K elementary pertur-
bations of the closed ha-string (K ha–gravitons)
Gg(u1, ..., uK) =<
1
2
∫
[
∏
[j]
D2z[j]]
√
|γ(z)|GAB (z[j])
∂Au
<α>(z[j])∂Bu
<β>(z[j] )χ
(j)
<α><β>δ
(d)(u[j] − u(z[j])) >,
where χ
(j)
<α><β> are polarization d-tensors of exterior ha-gravitons and [j] =
1, 2, ...K. Applying the Fourier transform we obtain
Gg(p1, ..., pK) =∫
[DγAB (z)][Du
<α> (z)] exp
(
− 1
2πα′
∫
d2z
√
|γ|1
2
GAB∂Au
<α>∂Bu
<α>
)
∫ ∏
[j]
D2z[j]
 1
2
√
|γ(z[j])|γAB(z[j])∂Au<β>(z[j])∂Bu<γ>(z[j])χ(j)<α><β>
exp[ipδ[j]u
δ(z)].
Integrating the last expression on G<µ><ν> and u
<α> for d=26, when there are
not conformal anomalies, we have
Gg(p1, ..., pK) =
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∫ ∏
[j]
D2z[j]
 (∂A ∂
∂p[j]
· χ(j).∂A ∂
∂p[j]
)×
∫
[Dσ(z)] exp[−πα′∑
[i,j]
p[i]p[j]V (z[i], z[j], σ)], (5.23)
where V is the Green function of the Laplacian for the conformally-flat metric
GAB = e
σδAB :
∂A(
√
|γ|γAB∂A)V = −δ2(z[i] − z[j])
which can be represented as
V (z[i], z[j], σ) = − 1
4π
ln |z[i] − z[j]|2, z[i] 6= z[j],
V
(
z[k], z
p
[k], σ
)
=
1
4π
(σ(z[k])− ln(1
ǫ
)),
for ǫ being the cutting parameter. Putting the last expression into (5.23) we
compute the Green function of ha-gravitons:
Gg(p1, ...pK) =∫ ∏
[j] 6=[p],[q],[s]
d2z[j]|z[q] − z[p]|2|z[s] − z[q]|2|z[s] − z[p]|2(∂A ∂
∂p[j]
· χ(j) · ∂A ∂
∂p[j]
)
∫
dσ(z)
∏
[i]<[m]
|z[i]−
z[m]|α′p[i]p[j] exp
−1
4
α′
∑
[k]
p2[k]σ(z[k])
 exp
α′
4
ln(
1
ǫ
)
∑
[k]
p2[k]
 ,
where the definition of integration on σ(z) is extended as∫
dσ(z) ≡
σs(z[j])→+∞
lim
σd(z[j])→−∞
∏
[j]
∫ σs(z[j])
σd(z[j])
dσ(z[j]).
So the scattering amplitude
Ag(p1, ..., pK) =
lim
p2
[j]
→0
∏
[j]
p2[j]Gg(p1,..., pK)
is finite if
lim
σd(z[j])→−∞,p
2
[j]
→0
|p2[j]σ(z[j])| = const <∞.
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Gg(p1, ..., pK) has poles on exterior momenta corresponding to massless higher or-
der anisotropic modes of spin 2 (ha-gravitons). The final result for the scattering
amplitute of ha-gravitons is of the form
Ag(p1, ..., pK) ∼
∫ ∏
[j] 6=[p],[q],[s]
d2z[j]|z[p] − z[q]|2|z[s] − z[q]|2|z[s] − z[p]|2
∂A
∂
∂p<α>[j]
χ
(j)
<α><β>∂
A ∂
∂p<β>[j]
∏
[m]<[n]
|z[m] − z[n]|α′p[m]·p[n].
If instead of polarization d-tensor χ
(j)
<α><β the graviton polarization tensor χ
(j)
ik is
taken we obtain the well known results on scattering of gravitons in the framework
of the first quantization of the string theory [41,64].
2. Duality of Ha–σ–models
Two theories are dual if theirs non-equivalent second order actions can be
generated by the same first order action. The action principle assures the equiva-
lence of the classical dual theories. But, in general, the duality transforms affects
the quantum conformal properties [30]. In this subsection we shall prove this for
the ha-σ-model (5.1) when metric γ and the torsion potential b on ha-background
E<z> do not depend on coordinate u0. If such conditions are satisfied we can write
for (5.1) the first order action
I =
1
4πα′
∫
d2z{
nE−1∑
<α>,<β>=1
[
√
|γ|γAB(G00VAVB + 2G0αVA (∂Bu<α>) + (5.24)
G<α><β>(∂Au
<α>)
(
∂Bu
<β>
)
) + ǫAB(b0<α>VB(∂Au
<α>)+
b<α><β>(∂Au
<α>)(∂Bu
<β>))]+
ǫABû0(∂AVB) + α
′
√
|γ|R(2)Φ(u)},
where string interaction constants from (5.1) and (5.24) are related as λ2 = 2πα′.
This action will generate an action of type (5.1) if we shall exclude the La-
grange multiplier û0. The dual to (5.24) action can be constructed by substituting
VA expressed from the motion equations for fields VA (also obtained from action
(5.23)):
Î =
1
4πα′
∫
d2z{
√
|γ|γABĜ<α><β>(∂Aû<α>)(∂Bû<β>)+
ǫAB b̂<α><β>(∂Aû
<α>)(∂Bû
<β>) + α′
√
|γ|R(2)Φ(u)},
where the knew metric and torsion potential are introduced respectively as
Ĝ00 =
1
G00
, Ĝ0<α> =
b0<α>
G00
,
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Ĝ<α><β> = G<α><β> − G0<α>G0<β> − b0<α>b0<β>
G00
and
b̂0<α> = −b̂<α>0 = G0<α>
G00
,
b̂<α><β> = b<α><β> +
G0<α>b0<β> − b0<α>G0<β>
G00
(in the formulas for the new metric and torsion potential indices α and β take
values 1, 2, ...nE − 1).
If the model (5.1) satisfies the conditions of one–loop conformal invariance (see
details for locally isotropic backgrounds in [31], one holds these ha-field equations
1
α′
nE − 25
3
+
[4(∇Φ)2 − 4∇2Φ− r − 1
3
T[<α><β><γ>]T
[<α><β><γ>]] = 0,
r̂(<α><β>) + 2∇(<α>∇<β>)Φ = 0,
r̂[<α><β>] + 2T[<α><β><γ>]∇<γ>Φ = 0. (5.25)
By straightforward calculations we can show that the dual theory has the same
conformal properties and satisfies the conditions (5.25) if the dual transform is
completed by the shift of dilaton field
Φ̂ = Φ− 1
2
logG00.
The system of ha–field equations (5.25), obtained as a low-energy limit of
the ha-string theory, is similar to Einstein–Cartan equations (2.34) and (2.36).
We note that the explicit form of locally anisotropic energy-momentum source in
(5.25) is defined from well defined principles and symmetries of string interactions
and this form is not postulated, as in usual locally isotropic field models, from
some general considerations in order to satisfy the necessary conservation laws on
ha-space whose formulation is very sophisticated because of nonexistence of global
and even local group of symmetries of such type of spaces. Here we also remark
that the higher order anisotropic model with dilaton field interactions does not
generate in the low-energy limit the Einstein-Cartan ha-theory because the first
system of equations from (5.25) represents some constraints (being a consequence
of the two-dimensional symmetry of the model) on torsion and scalar curvature
which can not be interpreted as some algebraic relations of type (2.36) between
locally anisotropic spin-matter source and torsion. As a matter of principle we
can generalize our constructions by introducing interactions with gauge ha-fields
and considering a variant of locally anisotropic chiral σ-model [59] in order to get
a system of equations quite similar to (2.36). However, there are not exhaustive
arguments for favoring the Einstein-Cartan theory and we shall not try in this
work to generate it necessarily from ha–strings.
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VI. SUMMARY AND OUTLOOK
We have developed the spinor differential geometry of distinguished vector
bundles provided with nonlinear and distinguished connections and metric struc-
tures and shown in detail the way of formulation the theory of fundamental
field (gravitational, gauge and spinor) interactions on generic locally anisotropic
spaces.
We investigated the problem of definition of spinors on spaces with higher
order anisotropy. Our approach is based on the formalism of Clifford d-algebras.
We introduced spinor structures on ha-spaces as Clifford d-module structures
on dv-bundles. We also proposed the second definition, as distinguished spinor
structures, by using Clifford fibrations. It was shown that H2n-spaces admit as a
proper characteristic the almost complex spinor structures. We argued that one
of the most important properties of spinors in both dv-bundles with compatible
N-connection, d-connection and metric and in H2n-spaces is the periodicity 8 on
the dimension of the base and on the dimension of the typical fiber spaces.
It should be noted that we introduced [122,123,137] d-spinor structures in an
algebraic topological manner, and that in our considerations the compatibility of
d-connection and metric, adapted to a given N-connection, plays a crucial role.
The Yano and Ishihara method of lifting of geometrical objects in the total spaces
of tangent bundles [151] and the general formalism for vector bundles of Miron
and Anastasiei [74,75] clearing up the possibility and way of definition of spinors
on higher order anisotropic spaces. Even a straightforward definition of spinors
on Finsler and Lagrange spaces, and, of course, on various theirs extensions, with
general noncompatible connection and metric structures, is practically impossible
(if spinors are introduced locally with respect to a given metric quadratic form,
the spinor constructions will not be invariant on parallel transports), we can avoid
this difficulty by lifting in a convenient manner the geometric objects and physical
values from the base of a la-space on the tangent bundles of v- and t-bundles under
consideration. We shall introduce corresponding discordance laws and values and
define nonstandard spinor structures by using nonmetrical d-tensors (see such
constructions for locally isotropic curved spaces with torsion and nonmetricity in
[71]).
The distinguishing by a N-connection structure of the multidimensional space
into horizontal and vertical subbundles points out to the necessity to start up the
spinor constructions for la-spaces with a study of distinguished Clifford algebras
for vector spaces split into h- and v-subspaces. The d-spinor objects exhibit a
eight-fold periodicity on dimensions of the mentioned subspaces. As it was shown
in [122,123], see also the Secs. II.B–II.D of this work, a corresponding d-spinor
technique can be developed, which is a generalization for higher dimensional with
N-connection structure of that proposed by Penrose and Rindler [83,84,85] for lo-
cally isotropic curved spaces, if the locally adapted to the N-connection structures
d-spinor and d-vector frames are used. It is clear the d-spinor calculus is more
tedious than the 2-spinor one for Einstein spaces because of multidimensional
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and multiconnection character of generic ha-spaces. The d-spinor differential ge-
ometry formulated in Sec. II.F can be considered as a branch of the geometry
of Clifford fibrations for v-bundles provided with N-connection, d-connection and
metric structures. We have emphasized only the features containing d-spinor
torsions and curvatures which are necessary for a d-spinor formulation of la-
gravity. To develop a conformally invariant d-spinor calculus is possible only for
a particular class of ha-spaces when the Weyl d-tensor (2.33) is defined by the
N-connection and d-metric structures. In general, we have to extend the class
of conformal transforms to that of nearly autoparallel maps of ha-spaces (see
[137,138,141,129] and Sec. IV).
Having fixed compatible N-connection, d-connection and metric structures on
a dv–bundle E<z> we can develop physical models on this space by using a covari-
ant variational d-tensor calculus as on Riemann-Cartan spaces (really there are
specific complexities because, in general, the Ricci d-tensor is not symmetric and
the locally anisotropic frames are nonholonomic). The systems of basic field equa-
tions for fundamental matter (scalar, Proca and Dirac) fields and gauge and grav-
itational fields have been introduced in a geometric manner by using d-covariant
operators and la-frame decompositions of d-metric. These equations and expres-
sions for energy-momentum d-tensors and d-vector currents can be established
by using the standard variational procedure, but correspondingly adapted to the
N-connection structure if we work by using la-bases.
In this section we have reformulated the fiber bundle formalism for both Yang-
Mills and gravitational fields in order to include into consideration space-times
with higher order anisotropy. We have argued that our approach has the ad-
vantage of making manifest the relevant structures of the theories with local
anisotropy and putting greater emphasis on the analogy with anisotropic models
than the standard coordinate formulation in Finsler geometry.
Our geometrical approach to higher order anisotropic gauge and gravitational
interactions are refined in such a way as to shed light on some of the more specific
properties and common and distinguishing features of the Yang-Mills and Einstein
fields. As we have shown, it is possible to make a gauge like treatment for both
models with local anisotropy (by using correspondingly defined linear connections
in bundle spaces with semisimple structural groups, with variants of nonlinear
realization and extension to semisimple structural groups, for gravitational fields).
We have extended our models proposed in [134,124,125] for generalized La-
grange spaces to the case on ha-spaces modeled as higher order vector bundles
provided with N-connection, d-connection and d-metric structures. The same
geometric machinery can be used for developing of gauge field theories on spaces
with higher order anisotropy [76,151] or on Jet bundles [14].
Let us try to summarize our results, discuss their possible implications and
make the basic conclusions. Firstly, we have shown that the Einstein-Cartan
theory has a natural extension for a various class of ha-spaces. Following the R.
Miron and M. Anastesiei approach [74,75] to the geometry of la-spaces it becomes
evident the possibility and manner of formulation of classical and quantum field
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theories on such spaces. Here we note that in la-theories we have an additional
geometric structure, the N-connection. From physical point of view it can be in-
terpreted, for instance, as a fundamental field managing the dynamics of splitting
of high-dimensional space-time into the four-dimensional and compactified ones.
We can also consider the N-connection as a generalized type of gauge field which
reflects some specifics of ha-field interactions and possible intrinsic structure of ha-
spaces. It was convenient to analyze the geometric structure of different variants
of ha-spaces (for instance, Finsler, Lagrange and generalized Lagrange spaces)
in order to make obvious physical properties and compare theirs perspectives in
developing of new physical models.
According to modern-day views the theories of fundamental field interactions
should be a low energy limit of the string theory. One of the main results of this
work is the proof of the fact that in the framework of ha-string theory is contained
a more general, locally anisotropic, gravitational physics. To do this we have
developed the locally anisotropic nonlinear sigma model and studied it general
properties. We shown that the condition of self consistent propagation of string on
ha-background impose corresponding constraints on the N-connection curvature,
ha-space torsion and antisymmetric d-tensor. Our extension of background field
method for ha-spaces has a distinguished by N-connection character and the main
advantage of this formalism is doubtlessly its universality for all types of locally
isotropic or anisotropic spaces.
The presented one- and two-loop calculus for the higher order anisotropic
string model and used in this work d-covariant dimensional regularization are de-
veloped for ha-background spaces modelled as vector bundles provided with com-
patible N-connection, d-connection and metric structures. In the locally isotropic
limit we obtain the corresponding formulas for the usual nonlinear sigma model.
Finally, it should be stressed that we firstly calculated the amplitudes for
scattering of ha-gravitons and that the duality properties of the formulated in this
work higher order anisotropic models are similar to those of models considered
for locally isotropic strings
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