Abstract. The Euler-Maxwell system as a hydrodynamic model for plasma physics to describe the dynamics of the compressible electrons in a constant charged non-moving ion background is studied. The global smooth flow with small amplitude is constructed in three space dimensions when the electron velocity relaxation is present. The speed of the electrons flow trending to uniform equilibrium is obtained. The pointwise behavior of solutions to the linearized homogeneous system in the frequency space is also investigated in detail.
Introduction
The Euler-Maxwell system is a hydrodynamic model in plasma physics to describe the dynamics of electrons and ions under the influence of their self-consistent electromagnetic field [20, 18] . Starting from the Euler-Maxwell system, some hierarchies of models such as the Dynamo hierarchy and the MHD hierarchy can be derived under the different situations about the state of the plasma [1] . The EulerMaxwell system in some cases can also be justified as the asymptotic limit of the kinetic Vlasov-Maxwell system by the so-called quasi-neutral regime [2] . In a simple case when the constant positive charged ions do not move providing only a uniform background and the electrons flow is isentropic, the compressible Euler-Maxwell system takes the form of Here, n = n(t, x) ≥ 0, u = u(t, x) ∈ R 3 , E = E(t, x) ∈ R 3 and B = B(t, x) ∈ R 3 , for t > 0, x ∈ R 3 , denote the electron density, electron velocity, electric field and magnetic field, respectively. Initial data is given as (1.2) [n, u, E, B]| t=0 = [n 0 , u 0 , E 0 , B 0 ], x ∈ R 3 , with the compatible condition
The pressure function p(·) of the flow depending only on the density satisfies the power law p(n) = An γ with constants A > 0 and γ > 1, where γ is the adiabatic exponent. Constants ν > 0 and n b > 0 are the velocity relaxation frequency and the equilibrium-charged density of ions, respectively. Through this paper, we set A = 1, ν = 1 and n b = 1 without loss of generality. In addition, the case of γ = 1 can be considered in the same way.
There are some mathematical studies on the above Euler-Maxwell system. By using the fractional Godunov scheme as well as the compensated compactness argument, Chen-Jerome-Wang [4] proved global existence of weak solutions to the initial-boundary value problem in one space dimension for arbitrarily large initial data in L ∞ . Jerome [13] provided a local smooth solution theory for the Cauchy problem over R 3 by adapting the classical semigroup-resolvent approach of Kato [15] . Peng-Wang [19] established convergence of the compressible Euler-Maxwell system to the incompressible Euler system for well-prepared smooth initial data. Much more studies have been made for the Euler-Poisson system when the magnetic field is absent; see [9, 16, 5, 17, 3] and references therein for discussion and analysis of the different issues such as the existence of global smooth irrotational flow [9] , large time behavior of solutions [16] , stability of star solutions [5, 17] and finite time blow-up [3] .
On the other hand, the existence and uniqueness of global solutions to the EulerMaxwell system in three space dimensions remains an open problem. In this paper, we answer it in the framework of smooth solutions with small amplitude. The main result is stated as follows. Moreover, there are δ 1 > 0, C 1 such that if
then the solution [n(t, x), u(t, x), E(t, x), B(t, x)] satisfies that for any t ≥ 0, It is obvious that when N is large enough, the solution is classical belonging to C 1 ([0, ∞) × R 3 ) and particularly when initial perturbation is smooth, the solution is also smooth. Here we remark that the Euler-Maxwell system in the whole space R 3 is dispersive. Notice that the usual homogeneous Maxwell system for the electromagnetic field conserves the energy. But when the electromagnetic field is generated by the compressible electron flow, it will show a weak dispersive property and thus decay in time with some algebraic rate, which is essentially due to the coupling of the Maxwell system with the Euler equations. Furthermore, the weak dispersive property of the Maxwell system also leads to the fact that the time-decay speed of the magnetic field B is the slowest among all the components of the solution. Finally, it should be emphasized that the velocity relaxation term of the considered Euler-Maxwell system here plays a key role in the proof of Theorem 1.1. We shall study in the other forthcoming work the case of non-relaxation for which the proof is much more complicated to carry out.
Let us introduce some notations for the use throughout this paper. C denotes some positive (generally large) constant and λ denotes some positive (generally small) constant, where both C and λ may take different values in different places. For two quantities a and b, a ∼ b means λa ≤ b ≤ 1 λ a for a generic constant 0 < λ < 1. For any integer m ≥ 0, we use H m ,Ḣ m to denote the usual Sobolev space H m (R 3 ) and the corresponding m-order homogeneous Sobolev space, respectively. Set L 2 = H m when m = 0. For simplicity, the norm of H m is denoted by · m with · = · 0 . We use ·, · to denote the inner product over the Hilbert space
x3 . The length of α is |α| = α 1 + α 2 + α 3 . For simplicity, we also set ∂ j = ∂ xj for j = 1, 2, 3.
We conclude this section by stating the arrangement of the rest of this paper. In Section 2, we reformulate the Cauchy problem under consideration. In Section 3, we prove the global existence and uniqueness of solutions. In Section 4, we investigate the linearized homogeneous system to obtain the L p -L q time-decay property and the explicit representation of solutions. Finally, in Section 5, we study the timedecay rates of solutions to the reformulated nonlinear system and finish the proof of Theorem 1.1.
Reformulation of the problem
Let [n, u, E, B] be a smooth solution to the Cauchy problem of the Euler-Maxwell system (1.1) with given initial data (1.2) satisfying (1.3). Set (2.1)
with initial data
Here, Φ(·) is defined by
and
according to the transform (2.1), and hence V 0 satisfies
In the rest of this paper, to prove Theorem 1.1, we are reduced to mainly investigate the well-posedness and large-time behavior for solutions to the reformulated Cauchy problem (2.2)-(2.3) with the compatible condition (2.4). In addition, when the large-time behavior of solutions is considered, it is more convenient to use another reformulation of the original Cauchy problem (1.1)-(1.2). In fact, by setting
Here, ρ 0 = n 0 − 1.
In what follows, we suppose the integer N ≥ 4. Besides, for V = [σ, v, E, B], we define the full instant energy functional E N (V (t)), the high-order instant energy functional E h N (V (t)), and the corresponding dissipation rates
Then, concerning the reformulated Cauchy problem (2.2)-(2.3), one has the following global existence result.
there are E N (·) and D N (·) in the form of (2.8) and (2.10) such that the following holds true. If E N (V 0 ) > 0 is sufficiently small, the Cauchy problem
for any t ≥ 0.
Remark 2.1. From (2.13) and (2.10), σ, v and E are time-space integrable but B is not so. For the derivatives, [σ, v] is time-space integrable up to N -order but [ E, B] is so up to N −1 order only. Therefore, the Euler-Maxwell system is not only degenerately dissipative but also of the regularity-loss type. The similar phenomenon has been noticed in [7] for the study of the optimal large-time behavior of solutions to the two-species Vlasov-Maxwell-Boltzmann system.
Moreover, solutions obtained in Proposition 2.1 indeed decay in time with some rates under some extra regularity and integrability conditions on initial data. For that, given
for the integer m ≥ 4. Then, one has the following two propositions.
Remark 2.2. Proposition 2.2 shows that for the slower time-decay rate described by (2.15) , initial data needs the extra H 2 space regularity, while for the faster decay rate as in (2.16) , initial data needs the extra H 6 space regularity. The regularity index 13 from ǫ 13 (V 0 ) > 0 in Proposition 2.3 comes out due to Proposition 2.2 and the bootstrap argument. Notice that in terms of the definition (2.14) of ǫ m (V 0 ) > 0, we do not suppose that σ 0 L 1 is sufficiently small in both Proposition 2.2 and Proposition 2.3. This is non-trivial on the basis of the analysis of the time-decay property of solutions to the linearized homogeneous system; see Theorem 4.4 and Corollary 4.2.
Finally, it is easy to see that Theorem 1.1 follows from Proposition 2.1 and Proposition 2.3. Thus, the rest of this paper is to prove the stated-above three propositions.
Global solutions for the nonlinear system
In this section, we shall prove Proposition 2.1 for the global existence and uniqueness of solutions to the Cauchy problem (2.2)-(2.3). In the first subsection, we obtain some uniform-in-time a priori estimates for any smooth solution. In the second subsection, we combine those a priori estimates with the local existence of solutions to extend the local solution up to infinite time with the help of the continuity argument.
3.1. A priori estimates. We begin to use the normal energy method to obtain some uniform-in-time a priori estimates for smooth solutions to the Cauchy problem (2.2)-(2.3). Notice that (2.2) is a quasi-linear symmetric hyperbolic system. The main goal of this subsection is to prove Theorem 3.1 (a priori estimates). Suppose
is smooth for T > 0 with
and assume that V solves the system (2.2) for t ∈ (0, T ). Then, there are E N (·) and D N (·) in the form of (2.8) and (2.10) such that
for any 0 ≤ t < T .
Proof. It is divided by five steps as follows.
Step 1. It holds that
In fact, from the first two equations of (2.2), energy estimates on ∂ α σ and ∂ α v for |α| ≤ N give
where integration by parts were used. When |α| = 0, it suffices to estimate I 1 (t) by
which is further bounded by the r.h.s. term of (3.3). When |α| ≥ 1, since each term in I α,β (t) and I 1 (t) is the integration of the three-terms product in which there is at least one term containing the derivative, one has
, which is also further bounded by the r.h.s. term of (3.3). On the other hand, from (2.2), energy estimates on ∂ α E and ∂ α B with |α| ≤ N give
In a similar way as before, when |α| = 0,
and when |α| > 0,
Thus, for |α| ≤ N , one has
which is bounded by the r.h.s. term of (3.3). Then, (3.3) follows by taking summation of (3.4) and (3.5) over |α| ≤ N . Here, we stop to remark that in this step, the time evolution of the full instant energy V (t) 2 N has been obtained but its dissipation rate only contains the contribution from the explicit relaxation variable v. In the following three steps, by introducing some interactive functionals, the dissipation from contributions of the rest components σ, E and B can be recovered in turn.
Step 2. It holds that
In fact, notice that the first two equations of (2.2) can be rewritten as
Let |α| ≤ N − 1. Applying ∂ α to (3.8), multiplying it by ∂ α ∇σ, taking integrations in x and then using integration by parts and also the final equation of (2.2) gives
which further by replacing ∂ t σ from (3.7), implies
Then, it follows from Cauchy-Schwarz inequality that
Noticing that Φ(σ) is smooth in σ with Φ(0) = Φ ′ (0) = 0 and f 1 , f 2 are quadratically nonlinear, one has from (3.1) that
Plugging this into (3.9) and taking summation over |α| ≤ N − 1 yields (3.6).
Step 3. It holds that
In fact, for |α| ≤ N − 1, applying ∂ α to (3.8), multiplying it by ∂ α E, taking integration in x and then using the third equation of (2.2) gives
which from Cauchy-Schwarz inequality further implies (3.10) follows from taking summation of the above estimate over |α| ≤ N − 1.
Step 4. It holds that
where
In fact, for |α| ≤ N − 2, applying ∂ α to the third equation of (2.2), multiplying it by ∂ α ∇ × B, taking integration in x and then using the fourth equation of (2.2) implies
which gives (3.11) by further using Cauchy-Schwarz inequality and taking summation over |α| ≤ N − 2, where we also used
Step 5. Now, following four steps above, we are ready to prove (3.2). Here, we first remark that (3.6) implies that the dissipation of σ can be recovered from that of v, (3.10) implies that the dissipation of E can be recovered from that of v, σ and B, and (3.11) implies that the dissipation of B can be recovered from that of v and E. The key observation is that the second term on the r.h.s. of (3.10) is the product of dissipations of v and B so that it is possible to recover the full dissipation of v, σ, E and B by taking a proper linear combination of all estimates. In fact, let us define
Moreover, by letting 0 < κ 3 ≪ κ 2 ≪ κ 1 ≪ 1 be small enough with κ 3/2 2 ≪ κ 3 , the sum of (3.3), (3.6)×κ 1 , (3.10)×κ 2 and (3.11)×κ 3 implies that there is λ > 0, C > 0 such that (3.2) also holds true with D N (·) defined in (2.10). Here, we used the following Cauchy-Schwarz inequality
and due to κ 3/2 2 ≪ κ 3 , both terms on the r.h.s. of the above inequality were absorbed. This completes the proof of Theorem 3.1.
Remark 3.1. The main idea for the proof of Theorem 3.1, particularly construction of the interactive functionals, is inspired by the recent studies of some degenerately dissipative kinetic equations [6, 7] and [24] . In fact, although the nonlinear system (2.2) is degenerately dissipative, interplay between the first-order linear conservative terms and the zero-order degenerately dissipative terms indeed yields the dissipation of all the components in the solution. This is also easier to be seen from the Fourier analysis of the linearized homogeneous system; see Theorem 4.1 and its proof later on.
3.2.
Proof of global existence. In this subsection we shall prove Proposition 2.1. Since (2.2) is a quasi-linear symmetric hyperbolic system, short-time existence follows from much more general case showed in [22, Theorem 1.2, Proposition 1.3 and Proposition 1.4 in Chapter 16]; see also [15] .
Moreover, the local solution can be extent as long as its W 1,∞ -norm is bounded; see [22, Proposition 1.5 in Chapter 16].
Then, there exists T 1 > T such that V extends to a solution to (2.2), belonging to
Proof of Proposition 2.1: Let λ > 0, C > 0 be defined in (3.2) and C 2 > 0 be chosen such that σ
From Lemma 3.1 and continuity of E N (V (t)) in time, T * > 0 holds true. Suppose that T * is finite. Then, there exists V ∈ C([0, T * ); H N (R 3 )) to the Cauchy problem (2.2)-(2.3) with sup 0≤s<T * E N (V (s)) ≤ 2δ 2 . Notice that the case when sup 0≤s<T * E N (V (s)) < 2δ 2 can not occur due to the definition of T * and Lemma 3.2 as well as continuity of E N (V (t)). Thus, if T * is finite, then
On the other hand, by the choices of δ 2 and V 0 , it follows from Theorem 3.1 that
This is a contradiction to (3.13). Then, T * = ∞ holds true. Here, we remark that although Theorem 3.1 holds for smooth solutions, (3.14) is still true for
). Finally, uniqueness of solutions and Lipschitz continuity in (2.12) follow from Lemma 3.1, and (2.13) holds for any t ≥ 0 by Theorem 3.1 and the choice of δ 2 . This completes the proof of Proposition 2.1.
Linearized homogeneous system
In this section, in order to study in the next section the time-decay property of solutions to the nonlinear system (2.2) or (2.5), we are concerned with the following Cauchy problem on the linearized homogeneous system corresponding to the reformulated version (2.5):
with given initial data
satisfying the compatible condition
Here and through this section, we always denote U = [ρ, u, E, B] as the solution to the first-order hyperbolic system (4.1). As mentioned before, we remark that in the case of the linearized homogeneous system, it is more convenient to consider (4.1) than the linearized version from (2.2), and on the other hand, since smooth solutions to the nonlinear systems (2.2) and (2.5) are equivalent, time-decay properties of the solution to (2.5) can be directly applied to (2.2). The rest of this section is arranged as follows. In Section 4.1, we derive a timefrequency Lyapunov inequality, which leads to the pointwise time-frequency upperbound of solutions. In Section 4.2, based on this pointwise upper-bound, we obtain the elementary L p -L q time-decay property of the linear solution operator for the Cauchy problem (4.1)-(4.2). In Section 4.3, we study the representation of the Fourier transform of solutions. In Section 4.4, we apply results of Section 4.3 to obtain the refined L p -L q time-decay property for each component in the linear solution [ρ, u, E, B] to the Cauchy problem (4.1)-(4.2).
Through this section, we also introduce some additional notations. For an integrable function f : R 3 → R, its Fourier transform is defined bŷ
where i = √ −1 ∈ C is the imaginary unit. For two complex numbers or vectors a and b, (a | b) denotes the dot product of a with the complex conjugate of b.
Time-frequency Lyapunov functional.
In this subsection, we apply the energy method in the Fourier space to the Cauchy problem (4.1)-(4.3) to show that there exists a time-frequency Lyapunov functional which is equivalent with |Û (t, k)| 2 and moreover its dissipation rate can also be characterized by the functional itself. The method of proof is similar to that for the proof of Theorem 3.1 in the nonlinear case. Once again, as in Remark 3.1, we mention [6, 7] and [24] for the similar idea. Let us state the main result of this subsection as follows.
, be a well-defined solution to the system (4.1). There is a time-frequency Lyapunov functional E(Û (t, k)) with
satisfying that there is λ > 0 such that the Lyapunov inequality
Proof. It is based on the Fourier analysis of the system (4.1). For that, after taking Fourier transform in x for (4.1),Û = [ρ,û,Ê,B] satisfies
First of all, it is straightforward to obtain from the first four equations of (4.6) that
By taking the complex dot product of the second equation of (4.6) with ikρ, using integration by parts in t and then replacing ∂ tρ by the first equation of (4.6), one has
which by taking the real part and using the Cauchy-Schwarz inequality, implies
Dividing it by 1 + |k| 2 gives
In a similar way, by taking the complex dot product of the second equation of (4.6) withÊ, using integration by part in t and then replacing ∂ tÊ by the third equation of (4.6), one has
where we used ik ·Ê = −ρ to obtain
Taking the real part of (4.9) and using the Cauchy-Schwarz inequality implies
which further multiplying it by |k|
Similarly, it follows from equations of the electromagnetic field in (4.6) that
which after using Cauchy-Schwarz and dividing it by (1 + |k| 2 ) 2 , implies
Finally, let us define
for constants 0 < κ 3 ≪ κ 2 ≪ κ 1 ≪ 1 to be chosen. Let 0 < κ i ≪ 1, i = 1, 2, 3, be small enough such that (4.4) holds true. On the other hand, by letting 0 < κ 3 ≪ κ 2 ≪ κ 1 ≪ 1 be further small enough with κ 3/2 2 ≪ κ 3 , the sum of (4.7), (4.8)×κ 1 , (4.10)×κ 2 and (4.11)×κ 3 gives (4.12)
where we used the identity |k ×B| 2 = |k| 2 |B| 2 due to k ·B = 0 and also used the following Cauchy-Schwarz inequality
Therefore, (4.5) follows from (4.12) by noticing E(Û (t, k)) ∼ |Û | 2 and
This completes the proof of Theorem 4.1.
Theorem 4.1 directly leads to the pointwise time-frequency estimate on the modular |Û (t, k)| in terms of initial data modular |Û 0 (k)|.
, be a well-defined solution to the Cauchy problem (4.1)-(4.3). Then, there are λ > 0, C > 0 such that Then, e tL satisfies the following time-decay property:
for any t ≥ 0, where C = C(p, q, r, ℓ, m).
Proof. Take 2 ≤ q ≤ ∞ and an integer m ≥ 0. Set U (t) = e tL U 0 . From HausdorffYoung inequality,
,
Notice that using the lower bounds
Thus, as in [14] or [10] ,
On the other hand, letting ℓ ≥ 0, one has
. Now, take 1 ≤ r ≤ 2 and fix ǫ > 0 small enough. By Hölder inequality 1/q
.
When r = q = 2 and ℓ is an integer,
which after plugging into (4.20) and then (4.19), together with (4.18) and (4.17), implies (4.16). When r = 2 or q = 2 or ℓ is not an integer, by letting ǫ > 0 small enough, it follows from Hausdorff-Young inequality that 2) with the condition (2.7) or equivalently the system (4.6) in the time-frequency variables. The main goal is to prove Theorem 4.3 stated at the end of this subsection.
Taking the time derivative for the first equation of (4.1) and using the second equation of (4.1) to replace ∂ t u, it follows that
Further noticing ∇ · E = −ρ and ∇ · u = −∂ t ρ, one has (4.21)
Initial data is given by
By solving the Fourier transform of the second order ODE (4.21)-(4.22) as
it is easy to obtain
sin( 3/4 + γ|k| 2 t) 3/4 + γ|k| 2 .
Again using ∇ · E = −ρ, (4.23) implies
Here and in the sequel we setk = k/|k| for |k| = 0. Similarly, taking the time derivative for the second equation of (4.1) and then replacing ∂ t ρ, ∂ t E by the first and third equations of (4.1), it follows that
Further taking the divergence, one has 
Next, we shall solve
for t > 0 and |k| = 0. Taking the curl for the equations of
In terms of the Fourier transform in x, one has (4.27)
Here, we have defined
Taking the time derivative for the second equation of (4.27) and then using the other two equations to replace ∂ t M 1 and ∂ t M 3 gives
Further taking the time derivative for (4.29) and replacing ∂ t M 1 by the first equation of (4.27), one has (4.30)
The sum of (4.29) and (4.30) yields the following three order ODE for M 2 :
Initial data is given as (4.32)
The characteristic equation of (4.31) reads
For the roots of the above characteristic equation and their basic properties, one has Lemma 4.1. Let |k| = 0. The equation F (χ) = 0, χ ∈ C, has a real root σ = σ(|k|) ∈ (−1, 0) and two conjugate complex roots χ ± = β ± iω with β = β(|k|) ∈ (−1/2, 0) and ω = ω(|k|) ∈ ( √ 6/3, ∞) satisfying
σ, β, ω are smooth over |k| > 0, and σ(|k|) is strictly decreasing in |k| > 0 with
Mover, the following asymptotic behaviors hold true:
whenever |k| ≤ 1 is small, and
whenever |k| ≥ 1 is large. Here and in the sequel O(1) denotes a generic strictly positive constant.
Proof. Suppose |k| = 0. Let us first find the possibly existing real root for equation F (χ) = 0 over χ ∈ R. Notice that
and F (0) = |k| 2 > 0, F (−1) = −1 < 0, then equation F (χ) = 0 indeed has one and only one real root denoted by σ = σ(|k|) satisfying −1 < σ < 0. Since F (·) is smooth, then σ(·) is also smooth in |k| > 0. By taking derivative of F (σ(|k|)) = 0 in |k|, one has
so that σ(·) is strictly decreasing in |k| > 0. Since F (σ) = 0 can be re-written as
then σ has limits 0 and −1 as |k| → 0 and |k| → ∞, respectively, and moreover σ = −O(1)|k| 2 whenever |k| ≤ 1 is small. F (σ) = 0 is also equivalent with
Therefore, it follows that σ = −1 + O(1)|k| −2 whenever |k| ≥ 1 is large. Next, let us find roots of F (χ) = 0 over χ ∈ C. Since F (σ) = 0 with σ ∈ R, F (χ) = 0 can be factored as
Then, two conjugate complex roots χ ± = β ± iω turn out to exist and satisfy (χ − σ) 2 + (3σ + 1)(χ − σ) + 3σ 2 + 2σ + |k| 2 + 1 = 0.
It follows that β = β(|k|), ω = ω(|k|) take the form of (4.33) by solving the above equation. Notice that the asymptotic behavior of ω(|k|), β(|k|) at |k| = 0 and ∞ directly results from that of σ(|k|). This completes the proof of Lemma 4.1.
From Lemma 4.1, one can set the solution of (4.31) as
where c i (k), 1 ≤ i ≤ 3, are to be determined by (4.32) later. In fact, (4.34) implies
It is straightforward to check that
Notice that (4.35) together with (4.32) gives 
Here [·]
T denotes the transpose of a vector. Using the form of β and ω to make further simplifications, one has
Now, in order to get M 1 (t, k) and M 3 (t, k) from M 2 (t, k), it follows from the first and third equations of (4.27) that
Putting (4.34) into the above equations and taking integrations in time gives
] by (4.28) and hence
Notice that after tenuous computations, one can check that
for all |k| = 0. Then,
and 
and likewise forÊ ,Ê ⊥ andB ⊥ . Denote
as |k| → 0, and
as |k| → 0, O(1)|k| −2 as |k| → ∞, and
Therefore, after plugging the above computations into (4.37), it holds that
as |k| → ∞. Notice that due to Lemma 4.1 again, there is λ > 0 such that
Therefore, it follows that for |k| ≤ 1,
and for |k| ≥ 1,
that is the upper bound ofû ⊥ (t, k) corresponding to the second term on the r.h.s. of (4.44). Hence, (4.44) is proved. Finally, (4.45) and (4.46) can be proved in the completely same way as for (4.44). Here, we only mention that to estimate M 3 (t, k) defined in (4.38), we need to use 
for any t ≥ 0, where C = C(p, q, r, ℓ, m) and [ℓ + 3( 
It further holds that
L r where we obtained the second inequality by using the similar method as for (4.20) which can be applied with ℓ = 0. Then, (4.47) follows. To prove (4.48), it similarly holds that
where from (4.44), the first part is bounded by
and the second part is bounded by
Here, ℓ ≥ 0, ǫ > 0 is a small enough constant, and also we used
Collecting the above estimates on u yields (4.48). In the completely same way, (4.49) and (4.50) follows from (4.45) and (4.46), respectively and details of proof are omitted for simplicity. Here, we only remark that the first term on the r.h.s. of (4.45) results from the fact that the term decaying in the slowest time rate over |k| ≤ 1 on the r.h.s. of (4.45) is
and hence
This completes the proof of Theorem 4.4.
For later use, from Theorem 4.4, let us list some special cases in the following 
and moreover,
Decay in time for the nonlinear system
In this section, we shall prove Proposition 2. Here, we remark that due to the transform (2.1), Proposition 2.1 also holds for U . Then, the solution U can be formally written as
where e tL is defined in (4.14) and the nonlinear source term takes the form of
It should be pointed out that in the time integral term of (5.1), given 0 ≤ s ≤ t, it makes sense that e 
holds for any t ≥ 0, where E N (V (t)), D N (V (t)) are in the form of (2.8) and (2.10), respectively.
2 N , and hence it is equivalent to consider their timedecay rates. Though (5.3) implies that E N (V (t)) is a non-increasing in time Lyapunov functional, its dissipation rate D N (V (t)) is so weak that it does not include both the zero-term B(t)
2 and the highest-order term ∇ N [ E(t), B(t)] 2 . The main idea of overcoming these two difficulties is that for the latter, we apply the time-weighted estimate to the inequality (5.3) and use iteration in both the time rate and the derivative order to remove the regularity-loss effects of the dissipative rate D N (V (t)), and for the former, we apply the linear L p -L q time-decay to bound B(t) 2 in terms of initial data and the nonlinear source term. The similar idea has been mentioned in [8] . Now, we begin with the time-weighted estimate and iteration for the Lyapunov inequality (5.3). Let ℓ ≥ 0. Multiplying (5.3) by (1 + t) ℓ and taking integration over [0, t] gives
it follows that
Similarly, it holds that
Then, for 1 < ℓ < 2, it follows by iterating the above estimates that
On the other hand, to estimate the integral term on the r.h.s. of (5.4), let us define
Then, we have the following Lemma 5.2. For any t ≥ 0, it holds that
Proof. Apply the fourth linear estimate on B in (4.51) to the mild form (5.1) so that
Recall the definition (5.2) of g 2 and g 3 . It is straightforward to verify that for any
Then, it follows that for 0 ≤ s ≤ t,
Putting this into (5.7) gives
which implies (5. 
Here, using (5.6) and the fact that E N,∞ (V (t)) is non-decreasing in t, it further holds that
Therefore, it follows that
which implies
and thus
Here, recall the definition (2.14) of
2 holds true for any t ≥ 0, which implies 
holds for any t ≥ 0.
Proof. It can be done by modifying the proof of Theorem 3.1 a little. In fact, by letting the energy estimates made only on the high-order derivatives, then corresponding to (3.3), (3.6), (3.10), and (3.11), it can be re-verified that
is indeed a high-order instant energy functional satisfying (2.9), and furthermore, the linear combination of the previously obtained four estimates with coefficients corresponding to (5.9) yields (5. 
To estimate the time integral term on the r.h.s. of the above inequality, one has 
For this time, suppose that the above lemma is true. Then, by using (5.11) in (5.10), one has 
, which further implies from (2.1) that for U = [ρ, u, E, B],
. Similarly to obtain (5.7), one can apply the linear estimate (4.53) to the mild form (5.1) of the solution U (t) so that Recalling the definition (5.2) of g 2 and g 3 , it is straightforward to check that [g 2 (t), g 3 (t)] L 1 ∩Ḣ 4 ≤ C U (t) Since by (5.15), 
