Structures with so called backward lateral inhibitions, are present in the whole circuitry of the central nervous system, specially in the cerebral cortex [1] . As physiologists have observed in their behaviour the existence of contrast enhancement functions, we have been interested in studying these structures by means of mathematical models, in order to investigate their information processing properties. We have pointed out not only a contrast enhancement function but also a spatial sampling effect [2, 3] , following an initial smoothing effect [10] .
We present here some applications of these properties in image preprocessing suitable for optical reading [4, 5] . In equation (2) , (a, a') and (b, b') are the boundaries of definition of the positive weighting coefficients o~, j) and ~3(k, 1).
Because of the non-linearity of the neural function, this structure although identical to those of digital recursive filters, cannot be dealt by the usual methods [8, 9] .
The derived image processing algorithm exhibits peculiar properties which we now describe.
2. Image processing applications. -Equation (2) describes two fundamental effects which are as well known in neurophysiology as in signal processing [6, 7, 8] .
1) A smoothing effect, due to the sum of the terms a(i, j) E(m -i, n -j) which defines a spatial low-pass filter.
2) A sharpening effect, due to the feedback operating sum of ~3(k, 1) S(m -k, n -1) which defines a spatial high pass filter.
By acting on the gain A of the neurons, it is possible either to control the sharpening effect, or bring the system towards instability. In this case, the neuron's non linearities shortcut the output amplitude.
The distribution of maximums of outputs S(m, n) is fitted on the discontinuities of the input pattern in accordance with the periodicity induced by the lateral inhibitions. The result is a sort of spatial sampling of the input pattern, always fitted on its singularities ; the sampling rate, first defined by the structure of the net adjusts itself to the dimension of the input pattern.
We illustrate these properties for two examples : Figure 2 displays the response of the net to an input E(m, n) = 1 V m, n E [5, 25] . Outputs Sl, S2, S3 corresponding to gain A = 5, 10, 30, show the behaviour of a net in which the domain of lateral inhibitions exceeds that of the excitation. For low gain, the sharpening effect dominates the other effects ; for high gains the sampling effect appears. Figure 3 illustrates a concrete application of this algorithm to pattern functions of alphanumeric characters. We expressly chose characters « 2 » and «Z », frequently mistaken in pattern recognition devices (Fig. 3a) . 
