Abstract. This paper contains an approach to compute Taylor approximations of invariant manifolds associated with arbitrary fixed reference solutions of nonautonomous difference equations. Our framework is sufficiently general to include, e.g., stable and unstable manifolds of periodic orbits, or classical center-stable/-unstable manifolds corresponding to equilibria. In addition, our focus is to give applicable and quantitative results.
1. Preliminaries 1.1. Introduction. The role of invariant manifolds as a qualitative tool in the modern theory of autonomous dynamical systems cannot be overestimated (cf., e.g., [Shu87] ). However, in general, it is difficult to determine invariant manifolds explicitly. Nevertheless, in many situations, it suffices to know only their Taylor approximation up to a certain order, like, e.g., in bifurcation theory or to apply Pliss's center manifold reduction.
Although this seems classical and well-established, even recently some papers on the Taylor approximation of invariant manifolds appeared (cf. [BK98, EvP04] ). Beyond such systematic approaches, concrete computations can be found at many places, like, e.g., in the monograph [Kuz95, pp. 151-165, Section 5.4]. They all have in common that one has to solve a (possibly high-dimensional) linear algebraic equation to determine the desired Taylor coefficients, and, what is more important, they apply to the setting of autonomous equations only.
In this paper we present an algorithmic approach to obtain Taylor coefficients of invariant manifolds for nonautonomous difference equations, which is based on the theoretical results developed in [PR05] . The importance of a nonautonomous theory is due to the fact that, e.g., we are able to tackle more realistic problems with time-dependent parameters, or investigate the behavior near nonconstant solutions (cf. Subsection 3.1). Differing from the formal methods developed in [PR05] , the present paper is focused on applicability of results: the propositions and theorems are quantitative to a large extend and necessary transformations of difference equations are given in a constructive way, such that they can be applied to given examples without further preparations.
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The appendix contains a brief description of our Maple program IFB Comp to calculate Taylor approximations of invariant fiber bundles for nonautonomous difference equations.
1.2. Notation. The field of real numbers is denoted by R, the complex numbers by C, the integers by Z, and for given κ ∈ Z we write Z + κ := {k ∈ Z : κ ≤ k}, Z − κ := {k ∈ Z : k ≤ κ}, N := Z + 1 . For arbitrary N ∈ N, we consider the N -dimensional Euclidean space R N with inner product x, y := N k=1 x k y k and induced norm x := x, x for vectors x, y ∈ R N with components x k , y k , respectively. Elements of R N are always understood as columns throughout the paper. The orthogonal complement V ⊥ of a linear subspace V ⊆ R N is given by y ∈ R N : x, y = 0 for all x ∈ V . The r-ball with center of x is denoted as B N r (x) = y ∈ R N : x − y < r ; we abbreviate B N r := B N r (0). We write L(R N ) for the set of real square matrices with N rows, GL(R N ) for the subset of regular square matrices, 1 N is the identity matrix and 0 N the zero matrix in L(R N ). For T ∈ L(R N ), the linear subspaces ker T := x ∈ R N : T x = 0 and im T := T x ∈ R N : x ∈ R N denote the kernel and range of T , respectively; the determinant of T is denoted by det T . Finally, the spectrum of T is given by the set σ(T ) := {λ ∈ C : det(λ1 N − T ) = 0}.
It is important to point out that, for a vector-or matrix-valued sequence x, we use the convenient notation x (k) = x(k + 1). The k-fiber of a set S ⊆ Z×R N is given by S(k) := x ∈ R N : (k, x) ∈ S .
1.3. Linear difference equations. With a matrix sequence A : Z → L(R N ) we define the transition matrix Φ(k, κ) ∈ L(R N ) of the linear difference equation
holds, and an invariant projector P + is denoted as regular if
Then the restrictionΦ(k, κ) := Φ(k, κ)| ker P + (κ) : ker P + (κ) → ker P + (k), κ ≤ k, is a well-defined isomorphism, and we writeΦ(κ, k) for its inverse. Let I denote either Z or Z + κ . Then the linear difference equation (1.1) is said to possess an exponential dichotomy on I (ED for short) with rates 0 < α + < α − if there exists a regular invariant projector P + : Z → L(R N ) such that the dichotomy estimates sup l,k∈I,l≤k
are satisfied, where P − (k) := 1 N − P + (k) denotes the complementary projector. In the following, the symbol P ± simultaneously stands for P + or P − , respectively, and we proceed accordingly with our further notation. Hence, the set (1.5)
is invariant w.r.t. (1.1), i.e., its fibers satisfy
1.4. Statement of the problem. After these preparation we can present our primary objectives. Thereto, letŨ ⊆ R N be a nonempty open convex set and f :Ũ ×Z → R N be a mapping. We consider the nonautonomous difference equation
whose maximal forward solution satisfying the initial condition x(k 0 ) = x 0 is denoted by ϕ(·, k 0 , x 0 ) for k 0 ∈ Z and x 0 ∈Ũ . Let us assume there exists a fixed reference solution ν : Z →Ũ of (1.6) with B N r (ν(k)) ⊆Ũ for k ∈ Z and some r > 0. Typical examples of such reference solutions are equilibria, periodic or homo-/heteroclinic solutions, but we do not restrict ourself to such a situation here. Rather it is our goal to describe the domain of exponential attraction for ν and to provide local approximations of it.
Thereto, we say a solution µ of (1.6) is exponentially decaying to ν on Z ± κ if µ exists on Z ± κ for some κ ∈ Z and satisfies sup
for some α + < 1 < α − . Our global set-up will be as follows:
Hypothesis. Let f :Ũ ×Z → R N be a mapping such that the partial derivatives D 1 f, . . . , D m 1 f w.r.t. the first variable exist and are continuous for some m ≥ 2. Moreover, we assume the following:
(H 1 ) The variational equation
possesses an ED on Z with rates α + , α − and invariant projector P + . (H 2 ) For each n ∈ {2, . . . , m} there exist reals K n ≥ 0 and points x n ∈Ũ such that D n 1 f (x n , k) ≤ K n and for each bounded set Ω ⊆Ũ there exists a real
It is a consequence of these assumptions that the nonlinear difference equation (1.6) possesses two locally invariant sets S 
) are locally invariant fiber bundles (IFBs for short) of (1.6). This means,
In this context, S + ν and S − ν are denoted as pseudo-stable and pseudo-unstable fiber bundle of ν, respectively.
To illuminate this rather general framework, we close the section with a dynamic description of the sets S • if a solution µ of (1.6) is exponentially decaying to ν on Z (2) Under the assumption that (1.7) has an ED with 1 = α + < α − we have:
• if a solution µ of (1.6) is exponentially decaying to ν on Z − κ , then there exists a κ
and S + ν is denoted the center-stable and S − ν the unstable fiber bundle of ν. This terminology corresponds to the autonomous situation of invariant manifolds considered, e.g., in [Shu87] . It is the aim of this paper to obtain local approximations of these sets in form of Taylor expansions.
Sufficient Criteria for an Exponential Dichotomy
Even though an ED is a generic property in the class of linear systems with bounded coefficient sequences (cf. [AM96] ), it is difficult to verify an assumption like (H 1 ) for a given nonautonomous equation. This section, however, contains sufficient criteria for exponential dichotomies in certain special cases.
We need some preparations from linear algebra (cf. [HS74, ). Let T ∈ L(R N ) and 0 < α + < α − . We say that T possesses an (α + , α − )-spectral decomposition if the sets
are nonempty with σ(T ) = σ + ∪ σ − , i.e., σ(T ) can be separated by an annulus with center 0 and radii α + < α − . Having this at hand, we define
be a basis of V ± T . Using the regular matrix
we introduce the projections
which are complementary and fulfill ker Q
2.1. Autonomous equations. In this subsection we assume that the mapping A in (1.1) does not depend on k ∈ Z, i.e., we consider an autonomous linear difference equation of the form
Here, an eigenvalue λ of A ∈ L(R N ) is said to be semisimple if its algebraic and geometric multiplicities coincide. Before stating the subsequent proposition, we note that for all k ∈ Z the matrix M ω (k) := Φ(k+ω, k) has the same eigenvalues as the so-called monodromy matrix M ω (0) (cf., e.g., [Zha99, p. 51, Theorem 2.8]). They are denoted as Floquet multipliers of (1.1). A Floquet theory for periodic difference equations can be found in [Aga92, Section 2.9, pp. 68-71]. Proof. We first prove that the projector defined by P + (k) := Q + Mω(k) for k ∈ Z is invariant, i.e., satisfies (1.2). Thereto, choose k ∈ Z and x ∈ R N . We decompose x = x 1 + x 2 with x 1 ∈ ker P + (k) and x 2 ∈ im P + (k)
follows. This shows the invariance of P + . Using Proposition 2.1 we have
for k ≥ κ and certainK ± ≥ 1. We definê
and it follows directly that (1.1) possess an ED on Z with rates α + , α − , bounds 
Proof. For all n ∈ N, the translated equation x = A(k + k n )x possesses the transition matrix Φ n (k, κ) = Φ(k + k n , κ + k n ). Furthermore, it satisfies (1.3) with the invariant projector P n + (k) := P + (k + k n ), and due to the dichotomy assumptions there exist constants K + , K − ≥ 1 with
over to a subsequence of (k n ) n∈N yields the existence of Q + (k) := lim n→∞ P n + (k) for all k ∈ Z. On the other hand, Ψ(k, l) := lim n→∞ Φ n (k, l) is the transition matrix of x = B(k)x and taking the limit n → ∞ in (2.2) leads to 
Transformation of Difference Equations
In this section we describe how a nonautonomous difference equation (1.6) can be brought into a (decoupled) form, such that it is comparatively simple to calculate its IFBs, instead of working with the original system. Precisely, one has to proceed in two steps:
Equation of perturbed motion. Under the transformation T
Note that (3.1) possesses the trivial solution.
3.2. Lyapunov transformation. Now it is our aim to decouple (1.7) without destroying the dynamical features of (3.1). We make use of a Lyapunov transformation (cf. [Pöt98, p. 166, Lemma A.6.1]). Thereto, let P + : Z → L(R N ) be the invariant projector from (H 1 ) associated with the ED of (1.7). Then, due to the regularity condition (1.3), the fibers V ± (k), k ∈ Z, possess constant dimensions n ± with n + + n − = N . For each k ∈ Z, let x 1 (k), . . . , x n + (k) be an orthonormal basis of im P + (k) and y 1 (k), . . . , y n − (k) be an orthonormal basis of (im P + (k)) ⊥ . Such orthonormal basis can be obtained using a Gram-Schmidt procedure (cf. [Hig96, pp. 376ff]) in lower dimensions.
Setting
and the mapping Λ(k) := C(k)
is indeed a Lyapunov transformation, since we have
(see [Pöt98, p. 28, Definition 1.5.1] for details); note that P + : Z → L(R N ) is bounded due to (1.4). Thus, applying the transformation T 2 k : x → Λ(k)x to (3.1) yields a nonautonomous difference equation of the form (3.2)
×Z → R n − being m-times continuously differentiable w.r.t. (x + , x − ) for some ρ + , ρ − > 0, and defined by
Then the assumptions (H 1 ) and (H 2 ) guarantee: (i) The transition matrices Φ + and Φ − of x + = A + (k)x + and x − = A − (k)x − , respectively, satisfy for all k, l ∈ Z the estimates
(ii) We have (F + , F − )(0, 0, k) ≡ (0, 0) on Z and the partial derivatives satisfy
Remark 3.1. Let P + be ω-periodic. Then it is obvious from the above construction that the mapping Λ inherits the periodicity of P + if one chooses the basis of im P + (k) and of (im P + (k)) ⊥ accordingly.
Invariant Fiber Bundles
In this section we state an existence result for IFBs of the difference equation (3.2) and describe a method to compute Taylor approximations of them. 
} is a pseudo-stable fiber bundle of (3.2) corresponding to its zero solution. Proposition 4.2. Assume (H 1 ) and (H 2 ) hold. Then the IFBs S ± of (3.2) (cf. Proposition 4.1) and S ± ν of (1.6) are related by S
Proof. This is obvious from the transformations T 1 k , T 2 k applied to (1.6) to obtain (3.2) given in Section 3.
Our final goal is to obtain Taylor approximations of the IFB S ± ν for (1.6). It is sufficient to concentrate on the IFB S ± for (3.2), since S ± ν and S ± are related by Proposition 4.2.
To deduce such a result, we present a formal approach using Fréchet derivatives (cf. [Lan93, Chapter XIII]) leading to a compact convenient notation. Although partial derivatives have the advantage that our formulas could be implemented instantly on a computer, the resulting expressions turn out to be immense -in particular for higher order derivatives. Yet, some further notation is needed:
Let k, N, M ∈ N. For an k-tuple of the same vector x ∈ R N we write x (k) := (x, . . . , x). The linear space of symmetric k-linear mappings from (
Moreover, with given j, l ∈ N, we write
for the set of ordered partitions of {1, . . . , l} with length j and #M for the cardinality of a finite set M ⊂ N. For a set M = {m 1 , . . . , m k } ⊆ {1, . . . , l} we write Xx M := Xx m 1 · · · x m k for k ≤ l and vectors x 1 , . . . , x l ∈ R N . We are interested in local approximations for the mapping s ± from Proposition 4.1. The latter one guarantees under the gap conditions (4.1), (4.2) that 
• It is convenient to introduce the function S ± :
and its partial derivatives S
for n ∈ {2, . . . , m}.
Now it is a consequence of [PR05] that the sequence s
is the unique bounded solution of the so-called homological equation
This yields the following Theorem 4.3. Assume (H 1 ), (H 2 ) and
hold. Then one has:
(a) Under the gap condition (4.1) the mapping s + : U + ×Z → R n − from Proposition 4.1(a) possesses the derivatives (2) In case the difference equation (3.1) is ω-periodic for some ω ∈ N, the Taylor coefficients s ± n (k) inherit this periodicity for n ∈ {2, . . . , m}. Consequently, due to the variation of constants formula applied to the homological equation (4.3) and using s ± n (k + ω) = s ± n (k), one gets the relations
For 0 ≤ k < ω they yield algebraic equations to determine s While the infinite series (4.4), (4.5) to determine the partial derivatives in Proposition 4.1 provide an analytical solution of our problem, they seem to be of restricted practical use due to the limit process involved. However, it is possible to obtain an a priori error estimate:
Corollary 4.1 (error estimates). Choose a real γ ± n > sup k∈Z H ± n (k) , let ε > 0 be arbitrary and k, K ∈ Z. Then, for finite approximations to the series (4.4) and (4.5), the following holds:
Proof. See [PR05, Corollary 4.1].
Examples
This section contains two examples how to apply the results above. While the first example is more on a demonstration level, the second one deals with a periodic problem. Precisely, we calculate a 4th order Taylor approximation for the stable and unstable manifolds corresponding to a hyperbolic 2-periodic orbit of the Henon map.
Example 5.1. Consider the following nonautonomous difference equation describing a Flour beetle population (cf., e.g., [CD95] ) (5.1)
with parameters b > 0, µ 1 , µ 2 ∈ (0, 1) and bounded sequences c 1 , c 2 , c 3 : Z → (0, ∞). The linearization in (0, 0, 0) has a real eigenvalue ρ ∈ (1 − µ 2 , ∞) and a complex-conjugated pair λ 1/2 satisfying λ 1/2 < ρ. Hence, we have a 2-dimensional pseudo-stable and a 1-dimensional pseudo-unstable fiber bundle. The following figure visualizes these invariant fiber bundles. To approximate the infinite sums (4.4) and (4.5) in Theorem 4.3 we have written the Maple program IFB Comp, which can be downloaded from the URL http://www.math.uni-augsburg.de/ana/dyn sys/visual e.hmtl In this appendix we present a few remarks on the usage of IFB Comp assuming the reader is familiar with the computer algebra system Maple. One essentially has to proceed in two steps:
(1) Input the system data (dimensions, linear and nonlinear part) as explained in the program.
(2) Then execute the procedures Main and Output.
-Main = Main(k − ,k + ,p,o,b) is the procedure to compute the Taylor approximation of order o for the k-fibers of the pseudo-stable or pseudo-unstable bundle for k = k − , . . . , k + . The argument p (standard value: 10) describes how many terms of the infinite sums in (4.4) and (4.5) are computed. To compute the pseudo-stable bundle choose b := 0, for the pseudo-unstable bundle set b := 1.
-Output=Output(b, k, x − , x + , p) is the procedure to plot the kfiber of the corresponding bundle. As in the procedure Main, b stands for type of the bundle. x − and x + determine the area of output which is given by [x − , x + ] N . The argument p (standard value: 1000) describes the accuracy of the output.
