Abstract: Urban areas are essential to daily human life; however, the urbanization process also brings about problems, especially in China. Urban mapping at large scales relies heavily on remote sensing (RS) data, which cannot capture socioeconomic features well. Geolocation datasets contain patterns of human movement, which are closely related to the extent of urbanization. However, the integration of RS and geolocation data for urban mapping is performed mostly at the city level or finer scales due to the limitations of geolocation datasets. Tencent provides a large-scale location request density (LRD) dataset with a finer temporal resolution, and makes large-scale urban mapping possible. The objective of this study is to combine multi-source features from RS and geolocation datasets to extract information on urban areas at large scales, including night-time lights, vegetation cover, land surface temperature, population density, LRD, accessibility, and road networks. The random forest (RF) classifier is introduced to deal with these high-dimension features on a 0.01 degree grid. High spatial resolution land cover (LC) products and the normalized difference built-up index from Landsat are used to label all of the samples. The RF prediction results are evaluated using validation samples and compared with LC products for four typical cities. The results show that night-time lights and LRD features contributed the most to the urban prediction results. A total of 176,266 km 2 of urban areas in China were extracted using the RF classifier, with an overall accuracy of 90.79% and a kappa coefficient of 0.790. Compared with existing LC products, our results are more consistent with the manually interpreted urban boundaries in the four selected cities. Our results reveal the potential of Tencent LRD data for the extraction of large-scale urban areas, and the reliability of the RF classifier based on a combination of RS and geolocation data.
Introduction
Urban areas account for a small proportion of global land cover, but support daily human life and exert a great influence on environmental and ecological changes [1, 2] . Understating the extent and distribution of an urban area is a priority for sustainable development, ecological protection, and land use planning [3, 4] . The rapid urbanization and construction process in China has increased the built-up area in cities from 21,379.56 km 2 in 1998 to 55,155.47 km 2 in 2017 [5] . Excessive urban expansion brings about a number of problems, including agricultural land loss, ecological degradation, regional inequality, and food security issues [6] [7] [8] . Research on urban area extraction can help us to understand the urbanization process and guide rational development.
Related Work
NTL data is different from traditional diurnal data, and can provide a more uniform index for large-scale urban mapping that reduces the regional difference [11] . Visible Infrared Imaging radiometer Suite-Day/Night Band (VIIRS/DNB) is a new NTL dataset with higher spatial and radiometric resolutions [30, 31] . Moderate Resolution Imaging Spectroradiometer (MODIS) LST and VI products have a similar spatial resolution to that of the VIIRS dataset, and are widely used to reduce the blooming effect on NTL data [15] . Moreover, geolocation datasets and combinations of RS and geolocation datasets have already proven to be better than RS datasets in urban structure analysis, land use classification, and green space mapping [32] [33] [34] .
There are several types of geolocation data, including social media data, mobile phone location-request data, and vehicle global positioning system (GPS) data. Geolocation datasets are commonly difficult to acquire due to privacy issues and time-consuming to process due to the large quantity of data [18] . Some platforms have integrated individual-level location data and provided coarse-resolution products. In China, the widely used geolocation products, called location request density (LRD), are released by a Tencent platform with a low acquisition cost, considerable reliability, and a large quantity of users [33, 35] . By the end of 2017, there were over 800 million users of Tencent 
Data Source and Preprocessing
The data source that we used in this study contained RS training datasets, GIS training datasets, and sample labeling and verification datasets (Table 1) .
RS Training Datasets (1) VIIR Night-Time Lights Data
The VIIRS/DNB provides monthly composite products with the file extension of "cf_cvg" [61] . The imagery has a spatial resolution of about 500 meters and spans the globe from 75 N to 65 S in latitude with six tiles, where the tile 75 N 60 E covers the whole of China. The unit of the average radiance values for the monthly composites is nanoWatts/cm2/sr, which has been multiplied by 1E9, and the data accuracy reaches eight decimal places. The monthly composites use the daily averaging method to generate the products, and exclude low-quality data that are impacted by stray light, lightning, and lunar illumination in advance [62] . However, for some grids, no clear observations are available for a certain month. Thus, the maximum value composite (MVC) method was applied to the 201808, 201809, 201810, and 201811 data, which minimize areas without observations and seasonal variation. Table 1 . The remote sensing (RS) and geographical information system (GIS) training datasets for feature selection, and the dataset for sample labeling and verification (SL&V). Information on a dataset contains the spatial resolution (Sp.res.) or the data format and temporal resolution (Tem.res.), acquisition period, and attributes. 
Data Source and Preprocessing
RS Training Datasets (1) VIIR Night-Time Lights Data
The VIIRS/DNB provides monthly composite products with the file extension of "cf_cvg" [61] . The imagery has a spatial resolution of about 500 m and spans the globe from 75 N to 65 S in latitude with six tiles, where the tile 75 N 60 E covers the whole of China. The unit of the average radiance values for the monthly composites is nanoWatts/cm2/sr, which has been multiplied by 1E9, and the data accuracy reaches eight decimal places. The monthly composites use the daily averaging method to generate the products, and exclude low-quality data that are impacted by stray light, lightning, and lunar illumination in advance [62] . However, for some grids, no clear observations are available for a certain month. Thus, the maximum value composite (MVC) method was applied to the 201808, 201809, 201810, and 201811 data, which minimize areas without observations and seasonal variation. The 500 m, 16-day NDVI (MOD13A1, version 6) and 1 km, eight-day LST products (MOD11A2, version 6) were downloaded from the Level-1 and Atmosphere Archive & Distribution System (LAADS). The 16-day and eight-day composites use the best available value of all imagery during a certain period for each pixel. Twenty-two tiles were required to cover the whole of China. They were mosaicked into one image, which was then converted to the WSG-84 geographical coordinate system. One year of data was selected: the period 2017193 (July) to 2018177 (June). All of the data for this period are available, including 23 scenes for NDVI and 44 scenes for LST. The quality control layer for each image Remote Sens. 2019, 11, 1470 5 of 23 was used to discard some abnormal pixels. Then, the MVC method was applied to create an annual maximum NDVI dataset [15, 62] and a yearly mean LST dataset to render the NDVI and LST products insensitive to seasonal variations [16, 63] . The data on population were acquired from the GPWv4 2015 population product, which is updated every five years [64] . This product is a population estimation dataset based on national censuses and population registers, has a spatial resolution of 1 km, and is adjusted to the population totals based on the United Nation's official data. The dataset also provides data on population points, where point locations represent the center points of each populated administrative unit. This population point dataset was used as the destination input for the accessibility evaluation. There are 44,682 resident points in China.
GIS Training Datasets (1) Tencent Location Request Density (LRD) Data
Tencent LRD data represent the numbers of location requests from individuals who use Tencent applications for diverse purposes, such as navigating, location sharing, and searching for nearby people [65] . The LRD product is real-time and updates about every five minutes on the Tencent webpage, where the point property represents the five-minute location request volume for the corresponding 0.01 × 0.01 degree (~1 km) grid. The web crawler method was then implemented to acquire a large amount of LRD data from the period 19 September to 19 November 2018. The temporal difference in the LRD data is the basis for semantic classification, and common characteristics are the hourly and daily features [66, 67] . Thus, the five-minute original data were summarized as an hourly dataset and a daily dataset, separately. The road network in China was acquired from OpenStreetMap (OSM) in June 2018. Different road polylines were divided into vehicle roads and nonvehicle roads according to their properties. Vehicle roads included motorways, truck roads, primary roads, secondary roads, tertiary roads, and related links. Nonvehicle roads included residential roads, living streets, pedestrian walkways, track roads, bridleways, cycleways, footways, paths, and steps. Then, the vehicle density, nonvehicle density, and density of all roads were calculated using the intersection module in ArcMap 10.2 and assigned to each grid. Accessibility was represented by data on commuting costs (time, distance, and speed) from each grid to the nearest resident point in GPWv4. Commuting costs were directly acquired from the Google Map directions API, and the driving transportation mode was selected [42] . The latitude/longitude coordinates of the grid centroid were set as the origin input and the corresponding nearest residents were set as the destination input. Then, an API query statement was constructed and an efficient polyline route was returned together with the duration and distance. The duration is the historic average, with a higher accuracy, and the distance covers the actual commuting distance instead of the straight-line distance. The average speed was calculated for the entire commuting process. Then, the travel time, distance, and average speed to the nearest resident point were assigned to the target grid as the accessibility features.
Sample Labeling and Verification Datasets
For sample labeling, some mature LC and urban area products with high resolution were introduced, including FROM-GLC30 [58] , GHSL30 [59] , and HMMGUL [60] . These three products only provide the newest dataset (from 2015), and have a similar spatial resolution (approximately 30 m). Thus, the yearly mean Normalized Difference Build-Up Index (NDBI) of the Landsat-8 imagery from 2017 was added as a supplement, which also has a 30 m resolution [68] . The NDBI was calculated on the Google Earth Engine platform (GEE) with a high calculation efficiency. These three LC products, together with MODIS/LC, were compared with the classification results at the city level.
Methods
The workflow of this study is shown in Figure 2 . It includes feature selection, random forest classification, and verification and comparison.
Feature Selection

Initial Elimination of Non-Urban Areas
To reduce noise and the computation complexity, an initial elimination process was applied to areas without a location request during the 60 monitoring days. Thus, the daily maximum LRD was composited from the original hourly Tencent data, and those pixels with an LRD equal to 0 were excluded from our study. A total of 3,680,920 pixels (0.01 × 0.01 degrees), covering about 3.71 million km 2 of land area, were selected for subsequent analyses. For computation convenience, all analyses were conducted based on the 0.01 degree grid of the Tencent LRD data.
Tencent LRD Temporal Features
The daily average LRD is a significant and simple temporal feature, and urban areas usually gathered more location requests. The hourly temporal change pattern is also effective at distinguishing urban areas [28, 37] . The hourly LRD in urban areas shows an obvious temporal change compared with that in non-urban areas based on the selected samples in Section 4.2.1 ( Figure 3 ). These hourly features in urban areas show a similar pattern to the ones found in previous studies, including a Remote Sens. 2019, 11, 1470 7 of 23 study on Twitter data, which found a valley during 3 a.m. to 7 a.m. and an obvious increase during night-time [23] . Thus, the hourly average LRD during the 60-day research period was calculated and normalized to 0-1 to generate an hourly curve for each grid. Then, each hourly curve was compared with the reference curve shown in Figure 3 . Those that were closer or more similar to the reference curve were considered to indicate a higher probability of an urban area. The average value of two indexes (Pearson's cross-correlation coefficient and the Minkowski distance) was introduced to measure this temporal similarity [69] . The ratio of weekday average to weekend average was also added to enrich the LRD features ( Table 2) . 
The daily average LRD is a significant and simple temporal feature, and urban areas usually gathered more location requests. The hourly temporal change pattern is also effective at distinguishing urban areas [28, 37] . The hourly LRD in urban areas shows an obvious temporal change compared with that in non-urban areas based on the selected samples in Section 4.2.1 ( Figure 3 ). These hourly features in urban areas show a similar pattern to the ones found in previous studies, including a study on Twitter data, which found a valley during 3 a.m. to 7 a.m. and an obvious increase during night-time [23] . Thus, the hourly average LRD during the 60-day research period was calculated and normalized to 0-1 to generate an hourly curve for each grid. Then, each hourly curve was compared with the reference curve shown in Figure 3 . Those that were closer or more similar to the reference curve were considered to indicate a higher probability of an urban area. The average value of two indexes (Pearson's cross-correlation coefficient and the Minkowski distance) was introduced to measure this temporal similarity [69] . The ratio of weekday average to weekend 
Feature Calculation and Selection
For a unified calculation, the 500 m RS datasets were resampled to 0.01 degree grids of the LRD dataset, and the area-weighted mean value was assigned as the new grid value ( Table 2 ). The maximum value within each 0.01 degree grid was also calculated for those RS datasets. For the 1 km RS datasets, the original datasets were directly converted into a 0.01 degree grid using the nearest resample method in ArcMap 10.2. For the GIS datasets, all features can be directly calculated or acquired for each 0.01 degree grid. To eliminate area distortion in the WGS84 coordinate system, the coefficient of the ratio of standard area (1 km 2 ) to actual grid area on the Lambert conformal conic projection was multiplied by the original feature value to generate a new value for all features [46] .
Thus, six RS and nine GIS features were selected as potential training features, including VIIRS mean, VIIRS max, NDVI mean, NDVI max, LST, population density, LRD daily average, LRD hourly similarity, LRD weekly ratio, density of all roads, vehicle road density, nonvehicle road density, accessibility/time, accessibility/distance, and accessibility/speed ( Table 2) . We also determined the pairwise Spearman correlations for 15 potential features. Highly correlated (r > 0.9) variables were removed [55] . The F13 time and F14 distance features were highly correlated. F14, which was highly correlated with F15, was removed, resulting in 14 features for the RF input (Table 3) . For a unified calculation, the 500 m RS datasets were resampled to 0.01 degree grids of the LRD dataset, and the area-weighted mean value was assigned as the new grid value ( Table 2 ). The maximum value within each 0.01 degree grid was also calculated for those RS datasets. For the 1 km RS datasets, the original datasets were directly converted into a 0.01 degree grid using the nearest resample method in ArcMap 10.2. For the GIS datasets, all features can be directly calculated or acquired for each 0.01 degree grid. To eliminate area distortion in the WGS84 coordinate system, the coefficient of the ratio of Remote Sens. 2019, 11, 1470 9 of 23 standard area (1 km 2 ) to actual grid area on the Lambert conformal conic projection was multiplied by the original feature value to generate a new value for all features [46] . Thus, six RS and nine GIS features were selected as potential training features, including VIIRS mean, VIIRS max, NDVI mean, NDVI max, LST, population density, LRD daily average, LRD hourly similarity, LRD weekly ratio, density of all roads, vehicle road density, nonvehicle road density, accessibility/time, accessibility/distance, and accessibility/speed (Table 2) . We also determined the pairwise Spearman correlations for 15 potential features. Highly correlated (r > 0.9) variables were removed [55] . The F13 time and F14 distance features were highly correlated. F14, which was highly correlated with F15, was removed, resulting in 14 features for the RF input (Table 3) . 
Random Forest Classification
Sample Selection and Labeling
Training samples are essential for an RF classifier, and should be representative, sufficient, and high-quality [51] . In this study, the samples were classified into two categories: urban and non-urban. The average value of the urban pixel proportion from three high-resolution LC products and Landsat/NDBI was assigned to each grid, where each pixel with a >30% proportion was preliminarily labeled as an urban grid (Figure 4) . The FROM-GLC30 and GHSL30 products have a similar urban pattern that differs from those of HRNTUL and NDBI to varying degrees ( Figure 4) . Four values were not completely consistent with the high-resolution images from the GEE. Thus, a simple manual auxiliary was used to validate the appropriateness of the calculated average value of the four proportions, and some labels that were obvious mistakes were revised. Previous studies report that the size of the training sample set should cover about 0.25% of the total study area [70] . A total of 9000 random samples were obtained for training. To increase the proportion of urban samples, one-third of all samples were chosen as urban samples.
Construction of the RF Classifier
The random forest classifier is an ensemble algorithm that combines a large number of decision trees and can perform better than a single classifier [50] . In an RF classifier, each decision tree is independently produced without any pruning, and can assign the most possible class to an input feature vector. The RF classifier makes tress grow from different data subsets through a bagging or bootstrap aggregating process, which increases the stability and robustness [47, 71] . For an individual tree, about two-thirds of the datasets are usually included in each bagging subset for training, and the excluded samples form the out-of-bag (OOB) subset, which can be used to evaluate the performance using the OOB error [47] . Furthermore, an individual tree grows based on the best split of the randomly selected input features or predictive variables at each node. The Gini index was introduced to identify the this value and maximize the dissimilarity between designated classes using an impurity measurement [72] . The above-mentioned OOB error and the Gini index can also be used to evaluate the relative variable importance (as a percentage) of different features, where a higher relative value means a greater contribution to the prediction [43] . In this study, an RF classifier was adopted using the scikit-learn package in Python, with the related urban and non-urban probability as the result [73] .
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RF Parameter Settings
Several of the RF classifier's parameters must be user-defined; the two most important are the number of classification trees (k) and number of split variables (m) [47] . A grid search (gs) method in Python was introduced to determine the optimal parameter values, where the model loops through predefined intervals and the parameter with the smallest OOB error is selected as the optimal value [74] . For parameter k, higher values, such as 500, will bring about a higher classification accuracy but also computation complexity problems and intercorrelations between trees [47] . Thus, we set the range of 10−500 and intervals of 10 for k as the gs method input. For parameter m, previous studies have found the optimal value to be the square root of the total number of input variables [43, 75] . Thus, we set a range of 1−14 and intervals of 1 for m as the gs method input.
Verification and Comparison
Another randomly selected 9000 samples, combined with the training samples, were applied to 
RF Parameter Settings
Verification and Comparison
Another randomly selected 9000 samples, combined with the training samples, were applied to validate the results of the urban area extraction based on the overall accuracy (OA), producer accuracy (PA), user's accuracy (UA), and kappa coefficient. Four typical cities (Shanghai, Nanjing, Hefei, and Changsha) were selected to verify the RF prediction results at the city scale. The actual urban boundary was acquired using cadastral data from the local Land and Resource Bureau with the help of the manual interpretation of Landsat-8 images. The RF prediction results were spatially compared with high-resolution and MODIS LC products in these four cities, and numerically compared with MODIS/LC.
Results
Parameter Settings and Variable Importance for RF
The RF classifier has two important parameters (number of trees (k) and number of split variables (m)), and minimization of the OOB error can be used to identify their optimal values. Figure 5A shows that the OOB error converges to 10.0% and 10.02% from about 150 trees (k) with an m value of 1, 5, 10, and 14. The optimal k value was set as 150 in this study with computation complexity in mind. For parameter m, the OOB error shows a general decrease when m increases, and converges after m = 5, where the relative minimum error happens with an m value of 7 ( Figure 5B) . Thus, the best k value was set as 150 and the best m value was set as 7 in this study. The results on the relative variable importance of the 14 selected features show that the VIIRS and LRD features, with the highest variable importance, contribute the most to urban area prediction (Figure 6 ). Population density, VIIRS max, NDVI, the LRD hourly feature, and accessibility-time show a moderate influence on the RF classifier's performance. Moreover, LST, accessibility-speed, and the LRD weekly ratio have almost no influence on the RF prediction results.
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Urban Extraction Results
The RF classifier made a prediction on the class (urban or non-urban) of each pixel and provided a probability for each class. Only pixels with a high probability were classified as urban areas. In summary, 172,170 pixels were classified as urban areas, with a probability that was greater than 0.5, covering an area of 176,266 km 2 under Lambert conformal conic projection. Figure 7 shows that the urban pixels with a high probability are mainly concentrated in the eastern and southeast coastal regions of China. There is a sparser distribution of urban areas in the northeast and west regions. This distribution pattern is consistent with the level of urban development in China. We can also observe that pixels with a high probability aggregate in the center of the urban areas. According to the statistics, there is a slight decrease when the urban probability increases from 0.5 to 0.85 and a sharp increase after 0.85 (Figure 8 ). This also indicates the aggregation of urban areas, and stronger correlations among input features for regions closer to a city's center ( Figure 9 ).
The three most developed regions (the Yangtze River Delta, Beijing-Tianjin-Hebei, and the Pearl River Delta) were selected to display in detail (Figure 7 ). The regional center city is well-identified by the RF classifier, and the urban outlines are well-demarcated. We also compared the spatial pattern of different features with the RF results at the city level ( Figure 9 ). Due to the large variable importance, the RF classifier results show the most similar spatial pattern to those of the VIIRS and LRD features, which have a higher level of differentiation between urban and non-urban areas. The higher contribution of VIIRS and LRD also proves that socioeconomic factors contribute the most to the distribution of urban areas [41] . The RF classifier can also avoid some defects of other datasets, such as the NDVI dataset's underestimation of urban fringe areas, and the OSM and VIIRS datasets' overestimation of external road areas. Table 2 .
The RF classifier made a prediction on the class (urban or non-urban) of each pixel and provided a probability for each class. Only pixels with a high probability were classified as urban areas. In summary, 172,170 pixels were classified as urban areas, with a probability that was greater than 0.5, covering an area of 176,266 km 2 under Lambert conformal conic projection. Figure 7 shows that the urban pixels with a high probability are mainly concentrated in the eastern and southeast coastal regions of China. There is a sparser distribution of urban areas in the northeast and west regions. This distribution pattern is consistent with the level of urban development in China. We can also observe that pixels with a high probability aggregate in the center of the urban areas. According to the statistics, there is a slight decrease when the urban probability increases from 0.5 to 0.85 and a sharp increase after 0.85 (Figure 8 ). This also indicates the aggregation of urban areas, and stronger correlations among input features for regions closer to a city's center (Figure 9 ).
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Accuracy and Comparison
The OA based on the training dataset and the validation dataset is 91.80% and 89.79%, respectively, where the training samples show a better performance than the validation samples ( Table 4 ). The PA, UA , and OA for non-urban extraction are slightly higher than those for urban area extraction for both the training and validation samples. The OA for all samples is 90.79%, with a kappa value of 0.790, indicating a good classification result. Moreover, the absence of NTL or LRD features (with only 13 features as input) causes the largest decrease in OA (approximately 20%, Figure 6 ). This is also consistent with the variable importance rankings, and proves the usefulness of the geolocation dataset.
We also compared the RF classifier results with the actual urban boundary for the four selected cities (Figure 10 ). Our classification results are in good accordance with the urban boundaries, and small urban areas around the core city are also identified by our model.
However, due to the coarse resolution, our model shows an obvious misclassification in river and lake regions, especially for Changsha and Shanghai. For the high-resolution LC products, some non-urban areas with non-construction LC types can be detected that are still recognized as urban areas by the government (Figure 10 ). These areas commonly have a high number of VIIRS and LRD features, just like urban areas with construction LC. Compared with the MODIS/LC product, the RF Figure 9 . The city-level VIIRS, NDVI, hourly LRD similarity (H. LRD Sim.), road density, and RF probability (Prob.) result for Shanghai, Changsha, Chengdu, and Wuhan, respectively.
The OA based on the training dataset and the validation dataset is 91.80% and 89.79%, respectively, where the training samples show a better performance than the validation samples ( Table 4 ). The PA, UA, and OA for non-urban extraction are slightly higher than those for urban area extraction for both the training and validation samples. The OA for all samples is 90.79%, with a kappa value of 0.790, indicating a good classification result. Moreover, the absence of NTL or LRD features (with only 13 features as input) causes the largest decrease in OA (approximately 20%, Figure 6 ). This is also consistent with the variable importance rankings, and proves the usefulness of the geolocation dataset. We also compared the RF classifier results with the actual urban boundary for the four selected cities (Figure 10 ). Our classification results are in good accordance with the urban boundaries, and small urban areas around the core city are also identified by our model. All datasets: OA = 90.79% kappa = 0.790 Table 5 . The number of urban pixels and area from MODIS land cover (LC), the RF classifier, and the manual interpretation results for China and the four cities (Shanghai (SH), Nanjing (NJ), Hefei (HF), and Changsha (CS)). The rectangular region in Figure 8 is the city region and not the administrative region. However, due to the coarse resolution, our model shows an obvious misclassification in river and lake regions, especially for Changsha and Shanghai. For the high-resolution LC products, some non-urban areas with non-construction LC types can be detected that are still recognized as urban areas by the government (Figure 10 ). These areas commonly have a high number of VIIRS and LRD features, just like urban areas with construction LC. Compared with the MODIS/LC product, the RF classification results with respect to both total area and spatial pattern are closer to the manual interpretation results, whereas MODIS/LC tends to greatly underestimate the urban areas (Table 5) . The RF classifier can predict small urban areas more accurately. However, our RF classifier still shows overestimation in some fringe areas and small urban areas around the core cities. Table 5 . The number of urban pixels and area from MODIS land cover (LC), the RF classifier, and the manual interpretation results for China and the four cities (Shanghai (SH), Nanjing (NJ), Hefei (HF), and Changsha (CS)). The rectangular region in Figure 8 is the city region and not the administrative region. 6. Discussions
Urban
Feature Selection for Urban Extraction
Different feature selections or combinations will greatly affect the RF classification results, and our selected features have covered the main driving forces for urban expansion, including socioeconomic, physical, proximity, and neighborhood factors [41] . Some of these features are well-correlated, such as F10 (all road), F11 (vehicle road), and F12 (nonvehicle road), which were calculated from the same road network dataset, with F10 the summation of F11 and F12 for each grid (Table 3) . However, their contributions to the RF prediction result are different; F10's contribution is twice F11's contribution and four times F12's contribution (Figure 6 ). The exclusion of features with a small variable importance, such as F5, F9, and F15, may also result in a slight drop in overall accuracy (Figure 6 ). This means that we cannot exclude or merge any features based only on their contribution, and that only highly correlated (r > 0.9) features can be excluded [55] . Thus, a larger number of input features, including those with a lower contribution to the classification, tend to result in higher classification performance [32] . In a future study, more open-access geolocation data could be applied, such as point-of-interest (POI) data, from both field measurements and crowd sourcing [28, 76] .
We also applied the RF classifier using only RS features. An approximately 80% overestimation of total areas was obtained, which proves that it is necessary to combine RS feature datasets with geolocation GIS datasets. In moderate-resolution RS datasets, urban and rural areas sometimes have similar features, and these datasets may lack accurate human activity and socioeconomic information [77, 78] . For example, some small industrial parks areas may have similar optical characteristics to non-urban areas, and LC products cannot be fully identified from diurnal images only ( Figure 11A ). The features of LRD, supporting roads, and NTL can help to identify these areas with high-level values. For a fallow period in some farmland areas, bare lands can be misclassified as urban areas when only using optical images from existing LC products ( Figure 11B ). These areas can be correctly labeled using supplementary information on low-level NTL, LRD, and road density. 
Samples and Parameters for the RF Classifier
The RF classifier combines several individual decision trees, and can handle high dimensional and multiple collinear features, resulting in insensitivity to overfitting [51] . Sample selection and labeling are the key problems for prediction. In our study, samples were created using simple sampling methods, and only the average value of four types of urban pixel proportion was set as the labeling reference. This process is efficient and can save a lot of time compared with direct manual interpretation of high-resolution imagery for each sample. However, there are obvious differences among four types of urban pixel proportion (Figure 4) , and other statistics may improve the reliability of the urban proportion. However, both the average value and other statistical features would bring about systematic error, and error correction by manual validation would inevitably need to be performed to improve the sample's accuracy [79] . Thus, simple average statistics for the urban pixel proportion were applied instead of other statistics.
We also conducted a statistical analysis of the urban samples. The heatmap analysis results show that most of the urban samples had a low urban proportion, while the two most important variables (F1 and F7) have no obvious correlation with the urban proportion ( Figure 12A ). Most of the urban samples were found to have a low-level urban pixel proportion, which is consistent with a situation in which most of the urban areas contain a certain number of non-construction LC types. This also proves the randomness of the sample selection and labeling's reliability. The urban probability determined by the RF classifier shows a concentrated Log curve distribution with two variables, and is strongly influenced by these two variables, which is consistent with the variable importance results (Figures 6 and 12B) .
Another important aspect of RF classifiers is the setting of key parameters. Overall, the OOB error was found to tend to converge as the values of the two parameters increase. According to previous studies, k is less sensitive to classification accuracy than m. Thus, the inflection point of the k convergence curve was selected to balance accuracy and calculation. For the more sensitive m 
We also conducted a statistical analysis of the urban samples. The heatmap analysis results show that most of the urban samples had a low urban proportion, while the two most important variables (F1 and F7) have no obvious correlation with the urban proportion ( Figure 12A ). Most of the urban samples were found to have a low-level urban pixel proportion, which is consistent with a situation in which most of the urban areas contain a certain number of non-construction LC types. This also proves the randomness of the sample selection and labeling's reliability. The urban probability determined by the RF classifier shows a concentrated Log curve distribution with two variables, and is strongly influenced by these two variables, which is consistent with the variable importance results (Figures 6  and 12B ).
threshold, which can also greatly influence the total number of extraction results. From the city-scale display in Figure 10 , we can observe slightly larger urban areas compared with the actual urban boundaries. If the probability threshold were set to 0.6, the prediction results would be closer to the actual scale and pattern. This means that the constraint condition of the total amount of other information can guide the selection of an appropriate probability (instead of 0.5 as a threshold) and deserves further study. 
Data Reliability and Comparison with Other Machine Learning (ML) Methods
The geolocation GIS datasets used in this study are all web-sourced, including the Tencent LRD, OSM, and Google Map API datasets, with a low acquisition cost. Although these datasets are widely used in other studies, the reliability of these open-access datasets has not been systematically evaluated, and they are not absolutely reliable. In contrast to the objectivity of the RS dataset, the geolocation dataset is somewhat subjective, partial, and not authoritative [77] . The Tencent LRD data are not absolutely reliable and comprehensive, even though they have already proven to be successful in mapping land use/cover [33, 80] . For example, not everyone in China uses Tencent's location service, and normal users cannot use it all the time. Thus, the Tencent LRD data can only reflect a relative value, not an absolute value. Moreover, we also observed some noise outside the clear boundaries due to travel and geolocation deviations ( Figure 9 ). However, most of the previous studies used parcel-, community-, or city-scale geolocation datasets. The LRD dataset remains the optimal dataset for large-scale urban mapping [19, 29, 44] .
We also used the SVM and ANN (Keras) classifiers just for the selected samples. The prediction results showed that the OA of the SVM classifier was lower than that of the RF classifier by about 7%, but had a lower training and classification time. For the ANN classifier, the OA was slightly higher than that of the RF classifier by about 2%, but the training time was greatly increased. We did not optimize the parameters for the SVM and ANN classifiers; however, the RF classifier remains the Another important aspect of RF classifiers is the setting of key parameters. Overall, the OOB error was found to tend to converge as the values of the two parameters increase. According to previous studies, k is less sensitive to classification accuracy than m. Thus, the inflection point of the k convergence curve was selected to balance accuracy and calculation. For the more sensitive m parameter, the value with the minimum OOB error was selected to minimize the influence on the prediction results. There is another important parameter in RF prediction results: the probability threshold, which can also greatly influence the total number of extraction results. From the city-scale display in Figure 10 , we can observe slightly larger urban areas compared with the actual urban boundaries. If the probability threshold were set to 0.6, the prediction results would be closer to the actual scale and pattern. This means that the constraint condition of the total amount of other information can guide the selection of an appropriate probability (instead of 0.5 as a threshold) and deserves further study.
We also used the SVM and ANN (Keras) classifiers just for the selected samples. The prediction results showed that the OA of the SVM classifier was lower than that of the RF classifier by about 7%, but had a lower training and classification time. For the ANN classifier, the OA was slightly higher than that of the RF classifier by about 2%, but the training time was greatly increased. We did not optimize the parameters for the SVM and ANN classifiers; however, the RF classifier remains the optimal classifier for combinations of RS and geolocation datasets. Even so, our model and results were greatly limited by the low-spatial-resolution and outdated datasets, which increased the uncertainty in urban fringe areas. Geolocation data with a finer resolution should be preferentially evaluated to match with mature medium-or high-resolution RS datasets, such as Landsat-8 or Sentinel-2, to provide a finer spatial resolution urban area product.
Conclusion
In this study, we integrated multi-source RS and geolocation GIS datasets to extract urban areas in China. Tencent location requests density (LRD) data were used to record the large-scale human activity intensity, and temporal features were used to distinguish urban areas. The random forest (RF) classifier was applied to extract urban areas based on six RS and eight GIS features at the spatial resolution of 0.01 degree. The results showed that night-time light and LRD features had the largest variable importance, which proved the usefulness of geolocation datasets. A total of 176,266 km 2 of urban areas in China were identified using the RF classifier, with an overall accuracy of 90.79% and a kappa coefficient of 0.790. Our results were highly consistent with the boundaries that we obtained by manual interpretation in four selected cities.
However, there are still improvements to be made. The reliability of web-sourced GIS data should be evaluated systematically. More RS and geolocation GIS data could be applied to extract urban areas at a large scale, especially geolocation datasets with a finer spatial resolution. For sample selection and labeling, more reliable information could be introduced to improve the samples, which may reduce the amount of required manual validation work. In future work, a comparison between different machine learning methods can be performed for combinations of RS and geolocation datasets and different combinations of various features. Moreover, the urban structure and other important urban characteristics could also be identified. 
