Abstract. We study the linear stability of partitioned Runge-Kutta (PRK) methods applied to linear separable Hamiltonian ODEs and to the semidiscretization of certain Hamiltonian PDEs. We extend the work of Jay and Petzold [Highly Oscillatory Systems and Periodic Stability, Preprint 95-015, Army High Performance Computing Research Center, Stanford, CA, 1995] by presenting simplified expressions of the trace of the stability matrix, tr Ms, for the Lobatto IIIA-IIIB family of symplectic PRK methods. By making the connection to Padé approximants and continued fractions, we study the asymptotic behavior of tr Ms(ω) as a function of the frequency ω and stage number s.
1. Introduction. Partitioned Runge-Kutta (PRK) methods have a checkered history. They were first introduced in the 1970s for the integration of certain stiff differential equations. This area did not develop, partly because of a lack of naturally partitioned stiff systems. There was renewed interest in the 1990s with the advent of symplectic integration of Hamiltonian systems, with their natural partitioning into position (q) and momentum (p) variables. In 1993, Sanz-Serna and Abia [27] and Sun [28] found conditions on the parameters for the s-stage PRK method (1.1)
a ij f (Q j , P j ), where q ∈ R n , p ∈ R n , and the Hamiltonian H : R 2n → R. Unlike symplectic RungeKutta (RK) methods, PRK methods can be explicit, but only when the Hamiltonian is separable, i.e., H = T (p)+V (q), and in this case they reduce to composition methods. The study of these methods from the PRK and composition points of view proceeded in parallel. In 1995, Sun [29] constructed some families of implicit symplectic PRK methods, in particular, the family of most concern in the present paper, namely the Lobatto IIIA-IIIB family of methods based on Lobatto quadrature. In this family, the (a ij , b j ) coefficients are those of the Lobatto IIIA RK method and the (â ij ,b j ) coefficients are those of the Lobatto IIIB RK method, methods introduced in 1969 by Ehle [8] . (There is also a partnered family of symplectic PRK methods, with A and B coefficients swapped.) For brevity we will call the Lobatto IIIA-IIIB methods Lobatto PRK methods. The method with s ≥ 2 stages has order 2s − 2. Its first (s = 2) member is known as the generalized leapfrog method and can be written in the form (1.3)
hg(q 0 , P ),
(When H is separable, this reduces to the explicit, symplectic leapfrog method.) This is sometimes used for symplectic integration of nonseparable systems [15] , often together with a composition to increase the order, because it requires solving one system of n algebraic equations rather than the 2n equations required by the midpoint rule. For some H the n equations may be particularly easy to solve. However, for high order symplectic integration of nonseparable systems, Gauss RK tends to be preferred over Lobatto PRK because of its optimal order (2s), A-stability, and very small error constants; when the system is not stiff, the nonlinear equations can be solved fairly easily and quickly [19] . In 1996 Jay [13] discovered that Lobatto PRK was suitable for the symplectic integration of Hamiltonian systems subject to holonomic constraints of the form G(q) = 0. Gauss RK suffers an order reduction (from 2s to s) because the constraints are not enforced at the endpoints, while Lobatto PRK is still superconvergent of order 2s − 2. In addition, the presence of the constraint usually forces one to use an implicit method anyway. However, in 2007 Jay [14] modified Gauss RK so that order 2s was retained for constrained systems, thus removing the apparent advantage of PRK methods here.
In 2003, Grimm and Scherer [9] generalized the W -transformation of Hairer, Nørsett, and Wanner [10] to PRK methods, obtaining, amongst other things, a construction of all high order symplectic PRK methods.
In 1995, Jay and Petzold in an unpublished report [12] studied the linear stability of Lobatto PRK and proved that none of this family of methods are P-stable-roughly, that they are not unconditionally stable when applied to the harmonic oscillator. They concluded that they were not suitable for highly oscillatory systems. For nonstiff systems, the significance of this result is not so clear. Consider comparing the midpoint rule and the generalized leapfrog method (1.3). The former is P-stable, but as the high frequencies and their interactions with the low frequencies are not captured correctly anyway [2] , the non-P-stability of (1.3) is not as bad as thought.
In 2000, Reich [23] suggested the use of Gauss RK methods for the spatial discretization of Hamiltonian PDEs, i.e., wave equations. Combined with symplectic time integration, a conservation law that is formally a discrete analogue of the multisymplectic conservation law of the PDE can be obtained. Furthermore, its behavior on linear systems has some interesting features: for example, the midpoint (box) method can qualitatively preserve the dispersion relation of any system of Hamiltonian PDEs for all time and space steps. Unfortunately, it leads to fully implicit systems of equations that may not have a solution. To avoid this, Ryland, McLachlan, and Frank [25] considered the use of partitioned symplectic PRK methods for spatial discretization, finding conditions on the PDE under which the Lobatto PRK methods lead to explicit spatial discretizations, central differences of second-order spatial derivatives being the lowest-order member, and the spatial analogue of the leapfrog method. In this application, we know of no alternative to the use of partitioned methods.
Both Gauss and Lobatto methods are variational and hence can be derived in the context of Galerkin finite element schemes with quadrature [18] ; see also the discussion of the relationship between (especially Gauss) RK methods and Galerkin finite element methods in [5] .
In the application to spatial semidiscretization, it is vital that the PRK method has a certain stability property that is different from that arising in time integration. However, we will show below that the response of the method on the harmonic oscillator contains all the information required to understand its stability and dispersion when used in spatial semidiscretization. Thus, a complete understanding of the linear stability of PRK methods, and Lobatto PRK methods, in particular, is required.
An outline of the paper is as follows. In section 2, we show that the linear stability analysis of partitioned methods is substantially harder than that of nonpartitioned methods, because no normal form allows one to reduce to low-dimensional systems. We focus on separable Hamiltonian systems, for which the harmonic oscillator is a normal form, but show that nonseparability can influence linear stability. Section 3 gives a general treatment of PRK methods applied to the harmonic oscillator and introduces the central object of our study, the stability function tr M (ω) and the stability region {ω ∈ R : | tr M (ω)| ≤ 2}. In section 4 we prove that the (compositional) inverse of the stability function also determines the stability of PRK when used as a spatial discretization of certain Hamiltonian PDEs such as the nonlinear wave equation. In section 5 we calculate and discuss the stability function of Lobatto IIIA-IIIB for two to six stages; certain obvious patterns observed in these cases become conjectures that are proved later in the paper. Section 6 reviews an unpublished work of Jay and Petzold [12] that is used in section 7 to establish our key results, a complete description of the stability region for Lobatto IIIA-IIIB for any number of stages and an explicit expression for the stability function as a rational function of two explicit continued fractions. These continued fractions are related to the diagonal Padé approximants to the exponential function which allows us in section 8 to describe the asymptotic behavior of the stability function in various regimes.
Normal forms of partitioned linear systems.
The stability analysis of linear methods like RK methods centers on the response y 0 → y 1 = R(hλ)y 0 of the method to the Dahlquist test equationẏ = λy, λ, y ∈ C. R : C → C contains all the information about the behavior of the method on linear problems. This is because, when applied to the linear systemẋ = Ax, x ∈ R n , the RK method yields x 0 → x 1 = R(hA)x 0 . The matrix A can be put in its Jordan normal form, and, applied to a Jordan block J with eigenvalue λ, R(J) is the Toeplitz matrix
from which information on stability and linear contractivity can be derived from R(z) [11] . The crucial point that allows this approach to succeed is that the linear change of variables that puts A in its normal form commutes with the Runge-Kutta discretization, that is, RK is linearly covariant [20] . The situation is different with PRK methods because they are not covariant with respect to nonseparable linear transformations. The behavior of the method does not depend only on the eigenvalues (or Jordan normal form) of the system. 
On H 1 , the method reduces to the leapfrog method and has the same stability properties as the differential equation (namely 0 < λ
On H 2 , the method reduces to the midpoint rule and only has the correct stability properties for 0 < h < 2. For h = 2 the method is undefined, and for h > 2 the eigenvalues have the wrong sign and the wrong limits as h → ∞. Theorem 2.1. Under invertible partitioned linear maps 
The method is P-stable if its stability region is R.
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In case the PRK method is an RK method with stability function R(z), we have tr M (hω) = 2 Re R(ihω), so we can use tr M in place of R for RK methods. Symplectic RK methods always have R(z)R(−z) = 1; hence they have |R(iω)| = 1 and are Pstable.
The exact solution of (2.11) is
Therefore tr(M exact (ω)) = 2 cos(ω).
Let I s be the s × s identity matrix, let 1 s be the vector (1,
A be the matrices of the PRK coefficients, and let b,b be the vectors of the PRK weights. The application of a PRK method to (2.11) yields the linear system
Hence we get
This already allows the stability functions to be calculated for any specific PRK method.
Stability function determines dispersion relation in multisymplectic integration.
We have given one interpretation of the stability function tr M (hω); namely, in the time integration of (2.11), a PRK method is
Some examples of tr M (ω) are given in Figure 5 .1 for Lobatto PRK. In this interpretation, the practical stability limit of the method is
In other words, where the stability region consists of several intervals, only the smallest one is relevant. We now give another interpretation of the stability function in which all of the intervals are relevant.
Multisymplecticity is the extension of symplecticity to Hamiltonian PDEs. We consider here PDEs that can be written in the multi-Hamiltonian form [6] (4.3)
where z(t, x) ∈ R n , K and L are skew-symmetric matrices, and S(z) is a smooth function. Along solutions z(t, x) to a PDE of this form, the multisymplectic conservation law (Kdz ∧ dz) t + (Ldz ∧ dz) x = 0 holds, where Kdz t + Ldz x = D zz S(z)dz. By analogy with Hamiltonian ODEs, multisymplectic integrators are those for which a discrete analogue of the multisymplectic conservation law holds [6] . (In contrast to the case of symplectic integrators, in multisymplectic integrators, the discrete conservation law depends on the method.)
If RK methods (or PRK methods with suitable partitionings) are applied to the time and space derivatives in (4.3), one obtains a system of discrete equations that formally satisfies a discrete multisymplectic conservation law [26] . An example is the box scheme that arises from applying the midpoint rule in both space and time. In [3] it was demonstrated that the box scheme gave very smooth solutions to the Korteweg-de Vries equation at large time and space steps, and this was linked to the fact that the box scheme preserves (in a certain sense) the dispersion relation of any multi-Hamiltonian PDE for all time and space steps. Specifically, the linear multi-Hamiltonian PDE 
where R is the stability function of the midpoint rule. In this way the frequency space R 2 of the PDE is mapped diffeomorphically into the discrete frequency space (−π, π) 2 via the phase of R on the imaginary axis, i.e., by the response of the midpoint rule to the harmonic oscillator. It is in this sense that the entire dispersion relation is qualitatively preserved, including the number of branches and the sign of the group velocity. Let z m be the node (grid point) variables, and let Z m,1 , . . . , Z m,s be the stage variables at grid point m of a (P)RK method. Applying the method as a spatial semidiscretization yields a differential algebraic equation (DAE) in (z m , Z mj ). If the z m variables can be locally algebraically eliminated to determine ∂ ∂t Z mj as explicit local functions of Z, then we call the semidiscretization explicit. An advantage is that well-defined ODEs are then obtained regardless of boundary conditions; implicit discretizations (like the box scheme) may not yield well-defined ODEs. Theorem 4.1 of [26] gives sufficient conditions on K, L, S(z), and the partitioning for a PRK method that satisfies
to generate explicit semidiscretizations. (Lobatto IIIA-IIIB satisfies (4.7),(4.8).) An example is the nonlinear wave equation u tt = u xx − V (u), for which 2-stage Lobatto yields the explicit ODEs
and U m,2 = U m+1,1 , while 3-stage Lobatto yields the explicit ODEs (4.10)
and U m,3 = U m+1,1 . In general, because of (4.7), s-stage Lobatto leads to s − 1 independent ODEs per grid point. Thus, the question arises as to the dispersion relation of PDEs that are (semi-)discretized in this way. Of course, we cannot expect unconditional preservation as achieved by the box scheme via (4.6). However, we do have the following result, that the dispersion relation, stability, and stiffness of the discretization is completely determined by tr M (ω) and, in particular, by (all of ) its stability intervals. 
For such a PDE, the first-order space derivatives may be eliminated to write the PDE as second order in space, i.e., u xx = f (u, u t ), where f is linear. The time-dependence of u is assumed to be periodic, i.e., u = e iωtũ , giving u xx =F (ω)ũ, which has periodic solutions proportional to e ikx for each (k, ω) satisfying (4.5). That is, the equation now takes the form of the harmonic oscillator test equation with wavenumber k. This ODE with independent variable x and parameter ω is now discretized by the PRK method with step size Δx. If kΔx is in the stability region, the response is periodic and at grid point x m is proportional to e iKmΔx , where (4.11) holds. Y is given by the values of the stage variables. If kΔx is not in the stability region, the semidiscretization does not have a periodic solution.
(ii) The analogy in (i) with time integration yields the solution at the grid points.
However, the dependent variables in the semidiscretization are the stage values U m,j , of which (when (4.7) holds) there are s − 1 independent values per grid point. To be stable, the solution of the ODEs must be periodic for any initial values of the U m,j . Grouping the stage values in each cell into a vector in R s−1 and taking a C s−1 -valued Fourier transform with respect to m, for each wavenumber in the discrete frequency domain, KΔx ∈ [−π, π], the ODEs must support s − 1 periodic solutions. Substituting this range of K values into (4.11) gives the result. (iii) This is mostly a corollary of (i). For the spurious critical points, write the continuous dispersion relation as P (ω, k) = 0 so that the discrete dispersion relation is P (ω, k(K)) = 0. Differentiating with respect to K gives (4.14) ∂P ∂ω
On the other hand, differentiating (4.11) with respect to K gives Note that if the PDE does not satisfy the required separability assumptions to lead to a PDE that is second order in space, then PRK may still be applied, but it will not lead to separable ODEs, and the stability function associated with the separable test problem (2.11) will not determine the stability or dispersion of the discretization.
Some of the assumptions of the theorem can be relaxed. For general PRK methods that do not satisfy (4.7), the condition in Theorem 4.1 is modified to require s (instead of s − 1) solutions. For RK methods, one also needs s solutions in general, but the condition on separability of the PDE can be dropped [25] . This condition is in fact quite stringent. Gauss RK satisfies it, and hence is stable in this sense, and we shall see that Lobatto PRK satisfies it (Corollary 7.5). From Table 5 .2 one can check this for 2 ≤ s ≤ 6. Most other symplectic integrators that we have checked do not satisfy it and hence are not useful in multisymplectic integration (see the examples in Figure 4 .2). (Such compositions were proposed in [7] . They are in fact unstable and cannot be used. Also, the order of a composition method when used in time discretization is not, as claimed in [7] , the same as the order it achieves in space discretization, because the stage values and not the node values carry the information. At best the stage order can be attained.) In particular, we make the following conjecture. Because of the known problems with Gauss RK, this conjecture further focuses attention on PRK methods satisfying (4.7) and Lobatto PRK in particular.
The 1-1 correspondence between discrete and continuous frequencies established by (4.11) indicates that the s − 2 high-frequency solutions (e.g., the right-hand side of Figure 4 .1) do correspond to physical waves and are not numerical artifacts. To make a more precise statement requires comparing continuous and discrete eigenfunctions, not just eigenvalues; only in the simplest case (s = 2, which reduces to central differences on a uniform grid) does the restriction of the continuous eigenfunctions to the grid coincide with the discrete eigenfunctions. A start in this direction is made in [24] , in which it is shown that the highest-frequency (k → ∞) eigenvector for Gauss RK is a sawtooth on the nonuniform Gauss points. We plan a more detailed study of the eigenvectors in the future.
Stability regions for
Lobatto PRK methods of fixed order. The parameters for s-stage Lobatto IIIA-IIIB methods are determined by [11] (5.1)
and the c i are the zeros of
Plugging into (3.6) allows one to calculate tr M s (ω) for any specific value of s in terms of 2s × 2s determinants (although calculating the c i requires solving cubics for 8 ≤ s ≤ 11 and quintics or higher for s ≥ 12). In Table 5 .1 we give a list of the first five rational functions tr M s (ω), and Table 5 .2 displays the numerically calculated stability regions. We also plot tr M s (see Figure 5 .1). From these finite-s results, we make the following observations that one can check directly to be true for 2 ≤ s ≤ 5 and that we will later show to be true for all s ≥ 2.
• tr M s (ω) is an even rational function of degree 2s − 2 over 2s − 4.
• The 2s − 2 zeros of tr M s (ω) are all real.
• None of the 2s − 4 poles of tr M s (ω) are real.
• The function tr M s (ω) crosses the boundaries of the stability region ±2 exactly 2s − 2 times, with precisely one critical point in each unstable region. Furthermore, based on Figure 5 .2 we conjecture (and later prove) that
which is exactly what we expected since 2 cos(ω) is precisely the trace of the stability matrix M exact (ω) from the exact solution (3.2) of the linear Hamiltonian ODE. 
. Plots of tr Ms(ω) against ω (left), and the locations of the poles (boxes) and zeros (dots) of tr Ms(ω) on the complex plane (right) for the Lobatto IIIA-IIIB method with stage value s = 30 applied to the separable Hamiltonian ODE (2.11).
Euler's continued fraction expansion for e given in 1748 (Introductio in Analysin Infinitorum, Book 1, Chapter 18). We have lim s→∞ R s (z) = e z for all z, and asymptotic expansions of the error e z − R(z) are known that are uniformly valid in z. R s (αs) also converges for all α, but it converges to e αs only for α inside a certain lens-shaped region. From this one can conclude that ReR s (iαs) → cos(αs) for all |α| < 2. The poles and zeros of the approximant cluster onto the boundary of the lens-shaped region with known density [4] . Although the approximations in Table 5 .1 are not Padé approximants, we began our work with the conviction that the Lobatto methods are so naturally defined that there should be some simple interpretation of tr M s (ω) as an approximation to 2 cos ω.
Known results on stability of Lobatto PRK methods of general order.
We review the results of Jay and Petzold [12] . Their key theorem is that no member of the Lobatto PRK family is P-stable. They show that the stability function is a rational function whose numerator has degree 2s − 2 and whose denominator has degree ≤ 2s − 4, so that tr M s (∞) = ∞. First, they use the identity
valid for any invertible matrix N and any vectors v and w to show that [11] . (Note that in [9] , a slightly different, "generalized" W -transformation is used to study PRK methods.) Thus far, their treatment applies to arbitrary PRK methods. Now, we specialize to Lobatto IIIA-IIIB methods. Let
Then it is known [29] that the matrices X, X for Lobatto PRK are given by (6.8)
Using these, Jay and Petzold [12] show that (6.10)
Determination of the trace of M s (ω).
First, we need the value of u in (6.7) for methods based on Lobatto quadrature. Proposition 7.1.
The proof is in Appendix A. Now, let
This is the "regular" part of the matrices appearing in tr M s (ω 
Proof. Applying det
We decompose ( X 0 ) s−1 as
with e 1 = (1, 0, . . . , 0) , giving
where Z is the (s − 1) × (s − 1) matrix for which all entries are zero except for the top left 2 × 2 block, which is (7.10)
Expanding the determinant in (7.9) along the first row, we get
where Y k (resp., U k ) is the k × k matrix given by the last k rows and columns of Y s−1 (resp., U ). Similarly, p 22 (ω) can be reformulated to obtain (7.12)
Substituting the W -transformation into the expression (6.5) for q(ω) gives
and now using (7.8) and proceeding as for p 11 (ω) above, we get
Now (6.2), (7.11), (7.12), and (7.13) give the result. The trace of stability matrix M s (ω) is a rational function, and we have the following proposition.
Proposition 7.3. The roots of tr M s (ω) are real. Proof. In this proof only, let W = ( X 0 ) s−1 ( X 0 ) s−1 + U . From (7.6) we have
and let W k be the k × k matrix given by the first k rows and columns of W . We have
Recursively expanding the determinant, we have
Now det(V k ) ≥ 0, (7.14), and (7.15) give det(W i ) > 0 (i = 1, . . . , s − 2) and det(W ) > 0. Sylvester's criterion implies that matrix W is positive definite; therefore the roots of p 11 (ω), namely plus and minus the reciprocals of the square roots of the eigenvalues of W , are real. Note that the proof implies that the degree of the numerator of tr M s (ω) is exactly 2s − 2, as was already proved in [12] .
From the point of view of stability, the following result is more important.
Proposition 7.4. All zeros of the rational functions tr
Proof. From (6.2) and (7.12), we know
where
are derived by using (7.11) and (7.13). Let R = Y s−1 Y s−1 + U , let R k (resp., Y k ) be the k × k matrix given by the first k rows and columns of R (resp., Y s−1 ), and let Proof.
− a is a rational function of numerator degree 2s − 2 with no poles on the real axis. For a = ±1 we know it has 2s − 2 real zeros. By continuity, it must have exactly this many also when |a| < 1. A turning point in |a| < 1 would give more zeros, a contradiction. The stability function is even (being a function of ω 2 ); hence for a = 1 and a = −1 (values that determine the boundaries of the stability region) there are s − 1 solutions in ω ≥ 0. This is exactly the stability condition required in Theorem 4.1.
The proof of Proposition 7.3 gives an expression for tr M s (ω) in terms of determinants of 5-diagonal matrices. These could be expanded using a 5-term recurrence relation to get some information for general s. However, knowing that determinants of tridiagonal matrices are much simpler, being related to classical continued fractions, we now express the determinants of 5-diagonal matrices as a product of determinants of tridiagonal matrices, each with a simple structure. Let
Using the notation of Proposition 7.2, we have the following proposition.
Letting F = I s−1 + iωY s−1 , and expanding (7.20) along the last row, we have
where f i,j , i, j = 1, . . . , s − 1, are the elements of adj(F ), the adjugate matrix of F .
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Let F k be the k × k matrix given by the first k rows and columns of F . Recursively expanding the f i,s−1 gives
We calculate the first two terms of (7.23) and have
and F s−1 = F , we have the following recursion:
By using (7.25), it follows from (7.24) that
Substituting (7.22), (7.23) , and (7.26) into (7.21), recursively, we obtain (7.27)
where the last equality holds by determinant expansion along the last row and column. Combining (7.20) and the above equality gives the result.
In light of Proposition 7.2 (especially (7.5)) and Proposition 7.6, it makes sense to focus on ( 
2 ω. In order to relate our approximation to standard continued fractions we evaluate at 2ω instead of ω.
Definition 7.7. Let
From Proposition 7.6, we have
where 
are two rational functions which have the finite continued fraction expansions
Proof. From Theorem 5.18 of [11] , we have
Recall that 4ξ For C s (ω), we have the similar continued fraction with the final numerator adjusted by 4ω 2 uξ
. In the calculation, u = (2s − 1)/(s − 1) has been used by Proposition 7.1; therefore the final numerator is ω 2 and the final denominator is s − 1, giving (7.32).
Such continued fractions are Padé approximants of the functions with the same Maclaurin series, typically giving a "staircase" sequence of approximants formed from the diagonal and sub-or superdiagonal elements of the Padé Further, the continued fractions in Theorem 7.8 can be expressed in closed form as follows.
Theorem 7.9. Let
be the diagonal Padé approximants to e z whose numerators are given explicitly by [4, eq. (1.2.12)]
and let
We have
and Expanding the determinants by the last row and column gives
Similarly, A n−1 (z), (7.44) and then from (7.36) and (7.44) we know Q n (ω) satisfies the recurrence
. From (7.41) and (7.45), as ξ s−1 = 1/(2 (2s − 3)(2s − 1)), we know det(I s−1 + 2iωY s−1 ) satisfies the same recurrence as Q s−1 (ω) (7.45) with initial values det(
and similarly,
Multiplying (7.42) and (7.43) by s−1 gives (7.38). Equation (7.39) follows from (7.28) and (7.30) and is just included for completeness. Recall q(ω) is the denominator of the trace of stability matrix, providing the information on poles of tr M s (ω). For the expression of q(ω) we have the following proposition.
Proposition 7.10. Let
Then q(ω) can be expanded as
Proof. By Proposition 7.6, and using (7.46), (7.47), q(ω) in (7.13) can be rewritten as
It follows from (7.35) that Q s (ω) and P s (ω) can be expanded as, respectively,
where F l,s is as defined in the proposition. Substituting (7.52) and (7.53) into (7.51) gives the result.
In [12] , Jay and Petzold proved that the degree of q(ω) ≤ 2s − 4. Proposition 7.11. The degree of q(ω) is equal to 2s − 4, and the coefficient in
Proof. Using (7.48) and (7.50) gives the result.
Asymptotic behavior of the trace of M s (ω) and the stability region.
We now study the asymptotic behavior tr M s (ω) in four different regimes. Proof. For fixed n and z → 0, we have [11] 
Substituting into the above expression for C, C gives
note that the error in C is opposite in sign and slightly larger in magnitude to that in C, so that together they nearly cancel. Combining these errors gives the error estimate (8.1).
It is striking that the leading error coefficient is actually smaller (by a factor 1 2s−2 ) than that of the Gauss RK method of the same order. First, we consider the part of the boundary of the stability region determined by zeros and poles of C s (ω). From (7.36) and (7.37), C s (ω) has a zero (resp., pole) if [n/n] e z (2iω) = 1 (resp., −1), where n = s − 1. Recall that as ω increases from 0 to ∞, the argument of this Padé approximant increases from 0 to nπ. Thus, apart from the trivial zero at ω = 0, this Padé approximant takes on the value ±1 n − 1 times. The asymptotic behavior of [n/n] e z as n → ∞ for fixed z and for large z can be used to give precise asymptotics of the boundary of the stability region.
We let n = s − 1, let m = n(n + 1) = s(s − 1), and let the stability boundaries be ω 1 , ω 2 , . . . , ω 2s−3 .
Expanding in a Taylor series about z = ∞ for fixed n using (7.35), (7.36), and (7.37) gives
The series has a finite radius of convergence that is O(n) as n → ∞. Reverting the series gives that log[n/n] e z (z) = w at
Evaluating at w = (n − 1)iπ gives the last stability boundary arising from C at
A similar approach for the stability boundaries arising from C gives a stability boundary at
At these values of ω (or z), the kth term in the Taylor series (8.6) is O(n −k ), which justifies the use of the series. Similarly, evaluating (8.7) at w = (n − k)iπ gives the good estimate ω 2s−2−k ≈ 2m kπ + kπ 6 of the kth from the last stability boundary for fixed k.
This approach is very simple, using only Taylor series, but it does not give the coefficient of m −1 . (The series (8.9) converges up to the pole nearest ∞, and we know that as n → ∞ this is near z = 2in.) However, numerically, including the first two O(m −1 ) terms (as above) does give a very precise estimate of the stability boundary. For example, the leading order estimate 2m/π + π/6 gives 19.622 at s = 6, while (8.9) gives 19.789, and the actual stability limit is 19.798. 
A Taylor expansion of C(ω/2) at ω = π gives that it has a pole (and hence tr M s (ω) has a stability boundary) at
This estimate is already quite accurate for small n. For n = 3 (hence s = 4) it gives a stability boundary at ω ≈ π + 0.0211; the actual value is π + 0.0207. As n → ∞ the dominant behavior is
.
The boundary of the kth stability region (for fixed k as s → ∞) can be estimated similarly; its distance from kπ increases according to the order of the method, i.e., as k 2n+1 . A similar approach yields an estimate of the boundary of the stability region due to C(ω). However, because of the form of (7.38), we need the asymptotic expansion of A n (z) itself rather than just that of the Padé approximants A n (z)/A n (−z). Equation (7.34) determines A n (z) up to multiplication by an even function of z. On the other hand, for z fixed and n → ∞, we have [16, The unstable region (ω 1 , ω 2 ) is nearly centered on π.
From the preceeding asymptotics we now get that C s (ω) → tan ω and C s (ω) → tan ω for all ω = (2k + 1)π and 1/C s (ω) → cot ω, 1/ C s (ω) → cot ω for all ω = 2kπ; combining, we have the following theorem. which tr M s (ω) ≈ 2 cos ω with stability boundaries near integer multiples of π, and one in which the stability boundaries grow more rapidly. In particular, there is a stability boundary (asymptotically) at kπ for k = 1, . . . , k * and at νg −1 (−ikπ/ν)/i, k = 1, . . . , n− 1 − k * , where g(z) = z − 2ζ(z) and k * = 2ν/π is determined by z lying inside or outside K. 4 The stability boundaries corresponding to C can be found as follows. First, note from (7.36) we need only the behavior of A n on the imaginary axis. Basic trigonometry gives us that The stability boundaries due to C s are located whereθ s = kπ/2, k ∈ Z, and so coincide (to this order of approximation) with those due to C s . Substituting (8.21), (8.22 ) into (7.39) gives 4 For n = 5 (i.e., s = 6; see Table 5 .2) this gives stability boundaries at π, 2π, 3π (here we pass K), and 19.8062 (not quite as accurate as the simpler approximations of section 8.2). For n = 10, it gives stability boundaries at π, 2π, . . . , 6π ≈ 18.9 (here we pass K), 25.18, 36.20 , and 70.72, while the exact boundaries corresponding to C are at (1+8.25×10 −16 )π, (2+1.21×10 −9 )π, (3+3.24×10 −6 )π, 4.00055π, 5.017π, 6.176π, 24.88, 36.03, and 70.53. 
