Several concepts of positive dependence of random variables have been studied by Lehmann (1966) in the bivariate case. Esary, Proschan, and Walkup (1967) introduced the multivariate concept of "association" and demonstrated a number of useful applications. Reviews are given in Tong (1980) and Eaton (1982) . In this paper, a new characterization of independence is given in terms of association. Subsequently, the result is used to yield a simple proof, in a more general setting, of the Sattath-Tversky inequality in random utility (Sattath & Tversky, 1976) .
Following Esary et al. (1967) , an n-variate random variable X is, or equivalently, the coordinate random variables X, ,..., X, are associated if cov Lwh g(X) I > 0
(1) for all nondecreasing realvalued functions f and g for which the above covariance exists (here, a realvalued function on a subset of R" is called nondecreasing (nonincreasing) if it is so in each of its arguments separately). Association captures the intuition of "positive dependence" of random variables. For example, it can be shown that for associated random variables Xi,..., X,
i=l holds for all x , ,..., x, (see, e.g., Esary et al., 1967) . Proofs of the following useful properties of association can be found in the references cited above (for (P6) see Newman & Wright, 198 1 (Pl) Any subset of associated random variables is a set of associated random variables.
(P2) The set consisting of a single random variable is associated.
(P3) If two sets of associated random variables are independent, then their union is a set of associated random variables.
(P4) If cov [U(X), V(X)] is nonnegative for all pairs of binary nondecreasing functions u and U, then X is also associated (by definition, a binary function takes only the value 0 or 1).
(P5) Nondecreasing functions of associated random variables are associated random variables.
(P6) Associated random variables that are pairwise uncorrelated are jointly independent.
It easily follows from (P2) and (P3) that independent random variables are associated. The following definition iKill be central to a characterization of independence by association.
DEFINITION.
An n-variate random variable X, or equivalently, the coordinate random variables X, ,..., X, are said to satisfy the AIS condition (association independent of sign) if the following holds:
(AIS) (-l)jl X, ,..., (-lyn X, are associated forji = 0 or 1, i = l,..., n,
The lemma below indicates a condition equivalent to AIS. (In that lemma, two realvalued functions on a subset of R" are called concordant if they are monotone, i.e., nondecreasing or nonincreasing, in each argument and if the direction of montonicity in each argument is the same for both functions; cf. Lehmann, 1966 Since any function f that is nonincreasing in xi is nondecreasing in -xi and vice versa, the proof of the above lemma is obvious. LEMMA 2. (Pl)-(P4) hold true with "associated" replaced by "satisfying the AIS condition" and with "nondecreasing" replaced by "concordant" in (P4).
The proof of this lemma is immediate from an inspection of the corresponding proofs in Esary et al. (1967) and will be omitted here. In particular, the lemma implies that independent random variables satisfy AIS. Incidentally, the latter fact also follows from a theorem in Jogdeo (1977) where the AIS condition was not stated explicitly. The following theorem establishes the equivalence announced earlier.
THEOREM.
Let X1,..., X, (n > 2) be finite variance random variables on some probability space; then X, ,..., X, are independent if and only if they satisfy the AIS condition.
ProoJ: The implication independence -+AIS follows from Lemma 2. For the other direction, suppose X, ,..., X, satisfy AIS; by (PI), {Xi,Xi} and {Xi, -Xj} are associated, respectively, for any i, j E ( l,..., n). From the definition of association, we have specifically COV(X,) Xj) > 0 and COV(X,) -xj) > 0; thus cov(Xi, Xj) = 0; then (P6) implies independence of Xl,...,Xn which ends the proof.
Remarks.
(1) Another way to prove the implication AIS + independence without referring to (P6) is possible using Lemma 1.
(2) A related result can be found in Jogdeo (1968) where independence is characterized by Eq. (2) uncorrelatedness, and the condition E(X, . . . X,) = E(X,) *. * E(X,).
One way to utilize the above characterization of independence is to generalize a probability inequality pertinent to random utility theory (cf. Lute & Suppes, 1965) . Let X , ,..., X,, be independent random variables; for any i E In J c { l,..., n ), the inequality P(X, > max(Xj lj E I U J)) > P(X, > max(Xj 1 j E I)) X P(X, > max(Xj 1 j E J)) was shown to hold by Sattath and Tversky (1976) if the random variables are continuous. In view of Lemma 1, the general case, i.e., without continuity assumption, follows immediately from defining concordant functions f and g by j-(X, 1.*., X,) = 1 if Xi > max(Xjl j E 1) =o if else, g(X, ,.**, X,) = 1 if Xi > max(Xjl j E J). =o if else.
A paper investigating the concept of association in random utility theory is in preparation.
