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PENALIZATION OF NON-SMOOTH DYNAMICAL SYSTEMS WITH
NOISE : ERGODICITY AND ASYMPTOTIC FORMULAE FOR
THRESHOLD CROSSINGS PROBABILITIES
Mathieu Laurie`re∗, and Laurent Mertz†
Abstract. The purpose of this paper is to prove ergodicity and provide asymptotic for-
mulae for probabilities of threshold crossing related to smooth approximations of three
fundamental nonlinear mechanical models: (a) an elasto-plastic oscillator, (b) an oscillator
with dry friction, (c) an oscillator constrained by an obstacle (one sided or two sided) and
subject to impacts, all three in presence of white or colored noise. Relying on a groundbreak-
ing result on density estimates for degenerate diffusions by Delarue and Menozzi (2010), we
identify Lyapunov functions that satisfy appropriate conditions leading to ergodicity (invari-
ant measure and Poisson equation) and a functional central limit theorem. These conditions
appear in the very fundamental works of Down, Meyn and Tweedie (1995) and Glynn and
Meyn (1996). From an applied mathematics perspective, an important consequence is the
access to asymptotic formulae for quantities of interest in engineering and science.
Keywords Moreau-Yosida approximation of variational inequalities, Lyapunov functions,
ergodic properties, colored noise, random vibrations.
1. Introduction
Noise and vibration are fundamental features in an extremely wide range of industrial appli-
cations. In this context, mechanical structures will accumulate fatigue and then face a risk
of failure. This is a major concern which has motivated a considerable effort in the engineer-
ing community e.g. see [5–7, 14, 18, 20, 22–25, 27, 28] and reference therein. The challenge is
to handle non-smooth stochastic dynamical systems. Strangely enough, it does not attract
many experts in probability theory. While this is an important topic for research, mathe-
matical references on the probabilistic analysis and numerical methods associated with such
systems are still few in number. In this paper, we focus on smooth approximation of three
natural phenomena involving interactions with boundaries, constraints, phase transitions or
hysteresis: (a) an elasto-perfectly-plastic oscillator [15], (b) a dry friction one dimensional
model [12], (c) an oscillator constrained by an obstacle (one or two sided) and subject to
impacts [1], all three in presence of noise.
In section 1.1, we present the type of noise that we consider. Then, in section 1.2, we first
write the models shown in Figure 1 in terms of stochastic variational inequalities (SVIs);
and then we put the focus on their smooth approximations by penalization.
1.1. White and colored noise. In addition to a white noise forcing in the form 9W whereW
is a real valued Wiener process, we will consider a type of stationary colored noise satisfying
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Figure 1. Rheological models: (a) an elasto-perfectly-plastic oscillator, (b)
a dry friction one dimensional model and (c) an oscillator with an obstacle
and impacts. A mass (black box) is associated in series with elements which
are themselves an association in parallel or in series of elementary rheological
models. Each whole system is excited by a time-dependent random forcing
Nt.
an overdamped Langevin dynamics of the form
(1) dηt “ ´v
1pηtqdt` σdWt
where v is a confining potential satisfying, for some constant r ą 0,
(2) v1pηqη ě r|η|2.
When σ “
a
2β´1, β ą 0, it is well known that its invariant probability density function
(PDF) on R is given by
ρpηq fi Z´1β exp p´βvpηqq , Zβ fi
ż
R
exp p´βvpηqqdη.
Typically, with vpηq “ 1
2
θvη
2, θv ą 0, it is clear that the so-called Ornstein-Uhlenbeck process
belongs to this class of noise and ηt “ expp´θvtqη0 ` σ
şt
0
expp´θvpt ´ sqqdWs. In this case,
its corresponding power spectrum is of the form P pωq “ σ
2
2θvπ
1
ω2`θ2
v
, ω P R. In contrast with
a white noise which has constant power spectrum, a colored noise is more interesting for
applications since high frequencies are not present. The second class of colored noise belongs
to the stochastic Hamiltonian systems of the form
(3) dζt “ B1pηt, ζtqdt` σdWt, dηt “ B2pηt, ζtqdt, t ą 0
where
(4) B1pη, ζq fi ´BηHpη, ζq ´ F pη, ζqBζHpη, ζq, B2pη, ζq fi BζHpηt, ζtq.
Here Hpη, ζq is a function called the Hamiltonian and F is a function related to dissipation.
Also, the existence and uniqueness of the invariant measure has been shown [26] when the
functions H and F satisfy a set of conditions (see Hypothesis 1.1, page 6 in [26]). In
particular, it is known that when F ” C ą 0 is a constant, σ “
a
2Cβ´1 (β ą 0) and the
function Hpη, ζq fi 1
2
ζ2 ` vpηq, then pηt, ζtq has a unique stationary measure state given by
ρpη, ζq fi C´1β exp p´βHpη, ζqq , Cβ fi
ż
R2
exp p´βHpη, ζqqdηdζ.
Remark 1. In earthquake engineering, a realistic type of random forcing to represent seismic
excitation is the so-called Kanai-Tajimi model whose power spectral density is of the form
P pωq “ σ
k2`γ2
0
ω2
pk´ω2q2`γ2
0
ω
, ω P R. This type of noise belongs to the class of stochastic Hamiltonian
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systems mentioned right above with Hpη, ζq “ k
2
η2 ` 1
2
ζ2 and F ” γ0. Thus, η of (3) is just
the response of a white noise driven linear oscillator (with a stiffness k and damping γ0).
Such a model reproduces dynamical properties of the ground [19].
1.2. Stochastic variational inequality formulation and penalization. We first recall
a stochastic variational inequality (SVI) formulation for a class of non-smooth dynamical
systems with noise. It includes models shown in Figure 1. This type of mathematical
structure has been identified as a solid framework in [2–4]. Then, we put the focus on smooth
approximation of this type of system via the so-called Moreau-Yosida regularization [21,29].
In Appendix A, for the convenience of the reader, we explicitly write the SVIs and their
penalized version for the elasto-plastic, obstacle, and friction problems.
1.2.1. Stochastic variational inequality formulation. Models shown in Figure 1 can be de-
scribed in terms of SVIs as follows: for a state variable Zt fi pYt, Xtq P R
2, where
(SVI ´ 1)
@py, xq P R2, @t ą 0, pbpYt, Xtq `Nt ´ 9Ytqpy ´ Ytq ` pYt ´ 9Xtqpx´Xtq ` ϕpYt, Xtq ď ϕpy, xq,
or
(SVI ´ 2) @x P R, @t ą 0, 9Xt “ Yt and pbpYt, Xtq `Nt ´ 9Ytqpx´Xtq ` ϕpXtq ď ϕpxq,
Here b : R2 Ñ R, bpy, xq fi ´U 1pxq ´ Cby where U is a potential, Cb ą 0, ϕ is a non-smooth
convex real valued function on Rdpd “ 1, 2q and Nt is a real valued stochastic forcing. See
below Table 1 for specifications of the function ϕ in the different models, with the notation
K fi r´1, 1s, and χK “ 0 on K and 8 on R´K. Throughout this paper, the forcing will be
of three forms: Nt “ 9W , Nt “ ηt of (1), or Nt “ ηt of (3) and will be used as input in the
three mechanical models. Note that the inequalities above must be satisfied for any py, xq
or x which are variational parameters.
1.2.2. Penalization of SVIs. The Moreau-Yosida regularization is a well-known approach to
smooth any non-smooth convex function ϕ as follows:
ϕnpzq fi inf
yPRd
!n
2
}z ´ y}2 ` ϕpyq
)
, }y} fi
b
y21 ` ¨ ¨ ¨ ` y
2
d.
Here, for every n, ϕnpzq is differentiable with respect to z. For every z P R
d, limnÑ8 ϕnpzq “
ϕpzq. Thus a regularized version of (SVI ´ 1) or (SVI ´ 2) consists in replacing ϕ by ϕn.
This procedure is also called penalization. Here, the Moreau-Yosida regularization of the
functions χK and the absolute value y Ñ |y| are respectively χn and an defined as follows:
χnpxq fi
n
2
|x´ projKpxq|
2 and anpyq fi
#
|y| ´ p2nq´1 if n|y| ě 1
n
2
y2 if n|y| ă 1
.
In all cases (for the three mechanical models introduced above), this amounts to replace
the SVI problem by a standard stochastic differential equation (SDE) with a nonlinear term
depending on n in the following sense:
(Pn) 9Z
n
t ` fnpZ
n
t q “ BpZ
n
t q ` σ2Nt, where σ2 “ p1, 0q
T , Bpy, xq fi pbpy, xq, yqT .
Here Nt “ 9Wt is a white noise or a colored noise as shown in (1) or (3). Let us emphasize
that a crucial point, for the mathematical perspective, is that the penalization allows us to
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have a unified treatment of the three mechanical models.
Table 1. Specification of the the SVI framework and of the functions ϕ, ϕn
and fn for the three mechanical models of Figure 1.
Elasto-perfectly-plastic Friction Obstacle
SVI (SVI ´ 1) (SVI ´ 1) (SVI ´ 2)
ϕ ϕpy, xq “ χKpxq ϕpy, xq “ |y| ϕpxq “ χKpxq
ϕn ϕnpy, xq “ χnpxq ϕnpy, xq “ anpyq ϕnpxq “ χnpxq
fn fnpy, xq “ p0, χ
1
npxqq
T fnpy, xq “ pa
1
npyq, 0q
T fnpy, xq “ pχ
1
npxq, 0q
T
State variable extension and Markovian structure. In order to remain in a Markovian
framework [16], the state variable Zn “ pY n, Xnq is extended to Zn “ pη, Y n, Xnq for a noise
(1) or Zn “ pζ, η, Y n, Xnq for a noise (3). Therefore, we rewrite (Pn) in terms of a SDE of
the form
(5) dZnt “ FnpZ
n
t qdt` σdWt
with Fn and σ given in Table 2.
Table 2. Fn : R
d Ñ Rd and σ P Rd for (5). The functions fn,x and fn,y are
defined, for each mechanical model, in Table 3.
Type of noise Fn σ
white noise
Znt “ pY nt ,Xnt qT Fn
ˆ
y
x
˙
“
ˆ´U 1pxq ´ Cby ´ fn,ypyq
y ´ fn,xpxq
˙
σ “
ˆ
1
0
˙
colored noise of type 1
Zt “ pηt, Y nt ,Xnt qT Fn
¨
˝ηy
x
˛
‚“
¨
˝ ´v1pηqη ´ U 1pxq ´ Cby ´ fn,ypyq
y ´ fn,xpxq
˛
‚ σ “
¨
˝10
0
˛
‚
colored noise of type 2
Znt “ pζt, ηt, Y nt ,Xnt qT Fn
¨
˚˝˚ζη
y
x
˛
‹‹‚“
¨
˚˝˚ B1pη, ζqB2pη, ζq
η ´ U 1pxq ´ Cby ´ fn,ypyq
y ´ fn,xpxq
˛
‹‹‚ σ “
¨
˚˝˚10
0
0
˛
‹‹‚
Table 3. Explicit form of the functions fn,y, fn,x and potential for each me-
chanical model. For the obstacle problem, the trick is to move the penalization
function directly into the potential.
model fn,y fn,x potential
elasto-plastic 0 χ1npxq Upxq
friction a1npyq 0 Upxq
obstacle 0 0 Unpxq fi Upxq ` χnpxq
In view of Table 3, an important observation is that, in the three mechanical models (elasto-plastic,
friction and obstacle) the functions fn,x and fn,y satisfy the following properties
(HPY) |fn,y| ď 1,
(HPX) for all x P R, 0 ď signpxqfn,xpxq ď n|x|.
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More general models can be treated in our framework, as long as (HPY) and (HPX) are satisfied.
The paper is organized as follows. Our main results are presented in section 2 and are proved
in sections 3 and 4. Applications and numerical results are provided in section 5. Conclusions and
future directions of research are proposed in section 6. In appendix A we discuss the SVI framework
for our mechanical models. For the sake of illustrations, examples of trajectories for each model
are given in appendix B. Last, the numerical scheme used in section 5 is explained in appendix C.
2. Main results
2.1. Goal of the paper. Relying on [8], we prove the existence of a class of Lyapunov functions
covering all the penalization version of the cases shown in Table 2 and satisfying the so-called
Foster-Lyapunov condition in the sense of [9] and [13]. This condition leads to ergodicity (exis-
tence and uniqueness of an invariant probability measure, rate of convergence for the semi-group,
unique solution to the Poisson equation) and a functional central limit theorem. From an applied
mathematics perspective, as an important consequence, we now have access to asymptotic formulae
for the probabilities of threshold crossing for quantities of interest in engineering, physics and other
fields.
2.2. Standing assumptions and conditions. We make the following assumptions.
‚ (AU) - assumptions on U . The potential U : R Ñ R satisfies the following assump-
tions:
(HU1) U is of class C1 and U 1 is Lipschitz for some constant κ, that is,
Dκ ą 0, @x, y P R, |U 1pxq ´ U 1pyq| ď κ|x´ y|.
(HU2) Dβ1 ą 0, λ1 ą 0, Upxq ě λ1x2 ´ β1.
(HU3) Dβ2 ą 0, λ2 ą 0, xU 1pxq ě λ2Upxq ´ β2.
Without loss of generality (up to an additive constant), we will also assume
(HU4) U ě 0.
Note that, as a consequence of (HU2) and (HU3), we also have
(HU5) xU 1pxq ě λ3
”
Upxq ` x2
ı
´ β3, where λ3 fi λ1λ2
1` λ1 , and β3 fi β2 `
λ2β1
1` λ1 .
‚ (AH,F ) - assumptions on H,F . We assume that H and F are taken as in [26],
satisfying the same assumptions (see Hypothesis 1.1 of [26]) with ν “ 2. More precisely,
we assume F and H are of class C8 and there exist two constants δ˜ ą 0,M ą 0 and a
function R on R2 such that for all pη, ζq P R2
Hpη, ζq `Rpη, ζq `M ě δ˜ `|η|2 ` |ζ|2˘(T117) ˆ
1
2
Bζζ `B1Bζ `B2Bη
˙
pHpη, ζq `Rpη, ζqq ď ´δ˜ rHpη, ζq `Rpη, ζqs `M.(T120)
We recall that B1 and B2 are defined by (4). We further assume that
ζ ÞÑ BζB2pζ, ηq is α´Ho¨lder continuous with a constant coefficient κ.(6)
Dl P R, BζB2pη, ζq ě l ą 0, or BζB2pζ, ηq ď l ă 0.(7)
Inequalities (T117) and (T120) correspond to (1.17) and (1.20) of [26] respectively.
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2.3. Statement of the results. From now on, unless otherwise specified n is a fixed positive
integer. Let us consider Zn solving (5), with σ “ p1, 0, . . . , 0q P Rd for simplicity. Define the
transition semi-group Pn,t of Z
n as follows
(8) @O P BpRdq,@z P Rd, @t ą 0, Pn,tpz,Oq fi PpZnt P O|Zn0 “ zq
and the infinitesimal generator of Zn as
(9) @ψ P C2pRdq, Anψpzq fi 1
2
Bz1z1ψpzq `
dÿ
i“1
Fn,ipzqBziψpzq, z P Rd.
The notation Fn is defined in Table 2 and Fn,i is the i
th component of Fn. The following Lemma
shows that there exists a Lyapunov function satisfying two key properties [9].
Lemma 2 (Unbounded off petite set and Foster-Lyapunov drift conditions). Under the assumptions
AU and AH,F , there exists a function Vn : R
d Ñ r1,8q satisfying:
(HV1) For all r ě 1, the set BVnprq fi tz P Rd : Vnpzq ď ru is either empty or satisfies: there
exists a probability measure a on Bpr0,8qq and a σ-finite measure ν on BpRdq such that
(10) νp¨q ď
ż 8
0
Pn,tpz, ¨qapdtq, @z P BVnprq.
For r fixed, this condition is referred to as BVnprq is petite and the whole condition is
referred to as Vn is unbounded off petite sets.
(HV2) There exist two constants ǫ ą 0, C ą 0 such that @z P Rd, pAnVn ` ǫVnqpzq ď C.
Remark 3. The condition (HV1) can be formulated in other words : when BVnprq is not empty,
there is a measure νp.q on Rd and a random time Ta independent from Zn such that for every
B P BpRq, the probability for Zn starting from an arbitrary point of BV prq to be in B at time Ta is
larger than νpBq.
These two conditions have been shown to entail ergodicity with a certain convergence rate (see
Theorem 5.2 in [9]). To be more precise, let us recall the notion of V -uniform ergodicity. As
presented in [9], we say that a transition semi-group Pt is V -uniformly ergodic if there exist a
probability measure π and two constants D ą 0, ρ P p0, 1q such that
(11) ||Ptpz, .q ´ π||V ď V pzqDρt, @ t ě 0, z P Rd,
where for every signed measure µ on pRd,BpRdqq, the V -norm of µ is
||µ||V fi sup
|g|ďV
ˇˇˇ
ˇ
ż
Rd
gpzqµpdzq
ˇˇˇ
ˇ .
Our first theorem states the existence and uniqueness of an invariant probability density for Zn.
Theorem 4. The process tZnt , t ě 0u is Vn-uniformly ergodic. Therefore, Zn has a unique invariant
probability measure µn on R
d, which admits a density mn with respect to Lebesgue measure on R
d
and converges to it in the sense of (11) with an exponential rate. Moreover, mn is the unique
solution of
@f P C2pRdq,
ż
Rd
Anfpzqmnpzqdz “ 0.
Therefore, mn is the unique probability density solution, in the sense of distributions, of
1
2
Bz1,z1mn “ ∇ ¨ rFnmns , in Rd .
As mentioned above, the proof relies on Theorem 5.2 in [9]. Our second theorem states the existence
and uniqueness of a solution to the Poisson equation for Zn.
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Theorem 5. Under (HV1) and (HV2) given in Lemma 2, the following properties hold
(1) tZnt , t ě 0u is positive Harris recurrent, which in particular implies
@f s.t,
ż
Rd
|fpzq|mnpzqdz ă 8, lim
tÑ8
1
t
ż t
0
fpZns qds “
ż
Rd
fpzqmnpzqdz, a.s..
and ż
Rd
Vnpzqmnpzqdz ă 8.
(2) For some constant C ą 0, the Poisson equation
(12) ´Anu “ g¯
admits a unique solution, which is denoted by ung in the sequel, and we have the bounds
|ung pzq| ď CpVnpzq ` 1q, for a.e. z.
Here
g¯ “ g ´
ż
Rd
gpzqmnpzqdz, in Rd.
The proof relies on Theorem 3.2 of [13].
The third theorem is a functional central limit theorem for quantities of the form
Ξnp,gptq fi
1?
p
ż pt
0
g¯pZns qds.
Theorem 6. For any function g such that g2 ď V , there exists a constant 0 ď γng ă 8 such that
for any initial distribution µ, Ξnp,g ùñ γngW , Pµ - weakly in Dr0, 1s as p Ñ 8, where W is a
standard Wiener process. Moreover, the constant pγng q2 is characterized by combining the invariant
measure of Zn and the solution to the Poisson equation (12) as follows:
pγng q2 “
ż
Rd
ˇˇBz1ung ˇˇ2 pzqmnpzqdz.
The proof relies on Theorem 4.4 of [13].
3. Proof of Lemma 2
Let us introduce the functions Vn,d, for d P t2, 3, 4u, defined as
(13)
$’&
’%
Vn,2py, xq fi δ
´
y2
2
` Upxq
¯
` xy ` CV ,
Vn,3pη, y, xq fi Γ1pηq ` Vn,2py, xq,
Vn,4pζ, η, y, xq fi Γ2pζ, ηq ` Vn,2py, xq,
where
Γ1pηq fi ξ
2
η2, Γ2pζ, ηq fi K pHpζ, ηq `Rpζ, ηq `Mq .
Here δ, CV , ξ and K are large enough constants. To be precise, we require that they satisfy the
following inequalities:
(14)
δ ą max
´
1?
λ1
, 2
Cb
´
2` 4pCb`nq2
3λ3
¯¯
, CV ě 1` δβ1, ξ ą 8r
”
δ
Cb
` 2
3λ3
ı
, K ą 4
δ˜2
”
δ
Cb
` 2
3λ3
ı
.
We split the proof into two parts, the first one for (HV1) and the other one for (HV2).
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3.1. Proof of Lemma 2 : (HV1). We first show that, in each case, V is unbounded off compact
sets, and then that petite sets are compact. First step: Each function V P tVn,dud“2,3,4 is
unbounded off compact sets in the sense that for all r ě 1, the set BV prq fi tz P Rd : V pzq ď ru
is compact (possibly empty). Indeed, V satisfies V pzq Ñ 8 as |z| Ñ 8. This is checked by direct
calculations as follows. For Vn,2, by assumption (HU2) we have
Vn,2py, xq ě y
2
2
ˆ
δ ´ 1
δλ1
˙
` δλ1
2
x2 ` 1,
and by (14) the coefficient of y2 is strictly positive. Also, we deduce readily that Vn,3 is unbounded
off compact sets. The same conclusion also holds for Vn,4 by using (T117). Second step: We then
check that compact sets are petite. To do so, we exploit density estimates provided by Theorem
1.1 of Delarue and Menozzi [8]. It states (in a simplified form for our present problem (5)) that
Consider a chain of SDEs of the form,
(15) dZ1t “ F1pZ1t , . . . , Zdt qdt` dWt, dZit “ FipZi´1t , . . . , Zdt qdt, 2 ď i ď d,
with the initial condition pZ10 , . . . , Zd0 q “ z P Rd and the following conditions on F1, . . . , Fd:
‚ F1, . . . , Fd are Lipschitz,
‚ for each 2 ď i ď n,
(1) (i) zi´1 ÞÑ Fipzi´1, zi, . . . , zdq is continuously differentiable,
(ii) zi´1 ÞÑ Bzi´1Fipzi´1, zi, . . . , zdq ” 1 except for d “ 4 and i “ 2 where it is
α-Ho¨lder continuous with the coefficient κ.
(2) (case d “ 4) Dℓ,@z P R4
Bz1F2pzq ě ℓ ą 0 or Bz2F2pzq ď ℓ ă 0 .
Then at any time t ą 0 the solution of (15) admits a density z1 P Rd ÞÑ ppt, z, z1q. Moreover, for
any T ą 0, there exists a constant CT ě 1, depending on T and κ such that for any 0 ă t ď T ,
(16)
C´1T t
´ d2
2 exp
´
´CT t
ˇˇ
T
´1
t pθtpzq ´ z1q
ˇˇ2¯ ď ppt, z, z1q ď CT t´ d22 exp´´C´1T t ˇˇT´1t pθtpzq ´ z1qˇˇ2¯ .
Here Tt is a d ˆ d diagonal matrix, called “scale” matrix, where pTtqi,i “ ti, i “ 1, . . . , d and
pTtqi,j “ 0 for 1 ď i ‰ j ď d. Also, θtpzq fi pθ1t , . . . , θdt q is the solution of the deterministic
ordinary differential equation (ODE)
(17) dθ1t “ F1pθ1t , . . . , θdt qdt, dθit “ Fipθi´1t , . . . , θdt qdt, 2 ď i ď d
with the initial condition θ0 “ z.
Let K be a compact set of Rd. Fix an arbitrary z0 P K. From (16) we deduce that for any O P BpRdqż
O
c1pT q exp
˜
´c2pT q sup
tPr0,T s
ˇˇ
θtpz0q ´ z1
ˇˇ
2
¸
dz1 ď
ż T
0
ż
O
ppt, z0, z1qdz1dt
with c1pT q fi C´1T T´
d
2
2 and c2pT q fi CTT . Hence (10) is verified with a and ν defined by:
apdtq fi 1r0,T sptq
T
dt and νpOq fi c1pT q
T
ż
O
exp
˜
´c2pT q sup
zPK,tPr0,T s
ˇˇ
θtpzq ´ z1
ˇˇ
2
¸
dz1.
Note that ν is well-defined since pt, zq ÞÑ θtpzq and z1 ÞÑ supzPK,tPr0,T s |θtpzq ´ z1| are continuous
functions.
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3.2. Proof of Lemma 2 : (HV2). The proof is very similar in the three cases. For the sake of
clarity we split the analysis into three parts, where we will use the same constant ǫ, taken such that
(18) 0 ă ǫ ă min
ˆ
λ3
δ
, Cb, r
˙
.
3.2.1. Proof in the white noise case. Let us denote by An,2 the infinitesimal generator of Z
n
t “
pY nt ,Xnt q in the white noise case; see (9) for the general expression of An. Thus,
An,2 fi
1
2
Byy ´
`
Cby ` U 1pxq ` fn,ypyq
˘ By ` py ´ fn,xpxqqBx.
We expand the left-hand side of the inequality in the statement of (HV2) and obtain
pAn,2Vn,2 ` ǫVn,2qpy, xq “
ˆ
δ
2
` ǫCV
˙
` y2
´
1´ δ
”
Cb ´ ǫ
2
ı¯
` S1pxq ` S2py, xq,(19)
with the notations
S1pxq fi δǫUpxq ´ U 1pxq rx` δfn,xpxqs , S2py, xq fi ´y rxpCb ´ ǫq ` fn,xpxqs ´ fn,ypyq rδy ` xs .
Bounds for S1 and S2 can be derived as shown in the two Claims below.
Claim 7 (bound for S1). For all x P R,
(20) S1pxq ď Γ´ Γ˜x2
with Γ˜ fi 3λ3
4
and Γ fi β3 ` pδβ4nq
2
λ3
, where β4 fi max
`
β3,max|z|ď1 |U 1pzq|
˘
.
Note that β4 ă 8 by (HU1).
Proof. First, let us upper bound ´δfn,xpxqU 1pxq. We have
(21) signpxqU 1pxq ` β4 ě 0.
Indeed, from (HU4) and (HU5),
signpxqU 1pxq ` β3 ě 0, |x| ě 1
and from (HU1),
signpxqU 1pxq ` max
zPr´1,1s
|U 1pzq| ě 0, |x| ă 1.
Using (21) together with (HPX), we obtain
´δfn,xpxqU 1pxq “ ´δsignpxqfn,xpxq
“
signpxqU 1pxq ` β4
‰
l jh n
ď0
`δβ4signpxqfn,xpxq
ď δβ4n|x|
ď pδβ4nq
2
λ3
` λ3
4
x2.(22)
Second, let us upper bound ´xU 1pxq ` ǫδUpxq. Using the fact that ǫ ă λ3
δ
and (HU5),
(23) ´ xU 1pxq ` ǫδUpxq ď β3 ´ λ3x2.
The conclusion holds by (22) and (23). 
Claim 8 (bound for S2). For all x, y P R,
(24) S2py, xq ď pCb ` nq
2
2Γ˜
y2 ` Γ˜
2
x2 ` δ|y| ` |x|.
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Proof. Using the fact that 0 ă ǫ ă Cb and (HPX) we obtain
|y rxpCb ´ ǫq ` fn,xpxqs | ď pn` Cbq|xy| ď pCb ` nq
2
2Γ˜
y2 ` Γ˜
2
x2,
and using (HPY) we have
|fn,ypyqpδy ` xq| ď δ|y| ` |x|,
hence the result. 
We plug (20), and (24) into (19), and we use again the fact that δ ą 2
Cb
´
2` 4pCb`nq2
3λ3
¯
to get
(25) pAn,2Vn,2 ` ǫVn,2q py, xq ď K2 ´K2,y y2 ´K2,x x2 ` δ|y| ` |x|,
where
K2 fi CV ` Γ` δ
2
, K2,y fi
Cbδ
4
, K2,x fi
Γ˜
2
.
Since K2,y and K2,x are positive constants, there exists a large enough constant C such that (HV2)
is satisfied.
3.2.2. Proof in the case of colored noise of type (1). The proof follows a similar structure and uses
the bound (25) obtained in the white noise case. We denote by An,3 the infinitesimal generator of
Znt “ pηt, Y nt ,Xnt q in the colored noise of type (1), that is,
An,3 fi
1
2
Bηη ´ v1pηqψη `
`
η ´ “Cby ` U 1pxq ` fn,ypyq‰˘ By ` py ´ fn,xpxqq Bx.
We have
(26) pAn,3Vn,3 ` ǫVn,3qpη, y, xq “ S3pηq ` ηrδy ` xs ` pAn,2Vn,2 ` ǫVn,2qpy, xq ´ δ
2
,
with the notation
S3pηq fi 1
2
Γ21pηq ´ v1pηqΓ11pηq ` ǫΓ1pηq.
We show the following bound on S3.
Claim 9 (bound for S3). For all η P R
(27) S3pηq ď ξ
2
´ ξr
2
η2.
Proof. 1
2
Γ21pηq ´ v1pηqΓ11pηq ` ǫΓ1pηq “ ξ2 ´ v1pηqξη ` ǫξ η
2
2
ď ξ `1
2
´ η2 `r ´ ǫ
2
˘˘
, where we used
assumption (2) on v. The conclusion holds since r ą ǫ by (18). 
Using (27) and (25), we get the following bound for (26):
(28) pAn,3Vn,3 ` ǫVn,3qpη, y, xq ď K3 ´K3,η η2 ´K3,y y2 ´K3,x x2 ` δ|y| ` |x|
where
K3 fi CV ` Γ` ξ
2
, K3,η fi
ξr
4
, K3,y fi
K2,y
2
, K3,x fi
K2,x
2
.
This yields (HV2) for d “ 3 (colored noise of type (1)).
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3.2.3. Proof in the case of colored noise of type (3). Let us denote by An,4 the infinitesimal generator
Znt “ pζt, ηt, Y nt ,Xnt q in the colored noise of type (3), that is,
An,4 fi
1
2
Bζζ `B1pζ, ηqBζ `B2pζ, ηqBη `
`
η ´ “Cby ` U 1pxq ` fn,ypyq‰˘ By ` py ´ fn,xpxqq Bx.
We have
pAn,4Vn,4 ` ǫVn,4qpζ, η, y, xq “S4pζ, ηq ` ηrδy ` xs ` pAn,2Vn,2 ` ǫVn,2qpy, xq ´ δ
2
.(29)
with the notation
S4pζ, ηq fi
ˆ
1
2
Bζ,ζΓ2 `B1BζΓ2 `B2BηΓ2 ` ǫΓ2
˙
pζ, ηq.
Using (T117) and (T120), one can check that the following bound on S4 holds.
Claim 10 (bound for S4). For all ζ, η P R
(30) S4pζ, ηq ďMp1`Kδ˜q ´Kδ˜2ζ2 ´Kδ˜2η2.
Using (30) and (25), we get the following bound for (29):
(31) pAn,4Vn,4 ` ǫVn,4qpζ, η, y, xq ď K4 ´K4,ζ ζ2 ´K4,η η2 ´K4,y y2 ´K4,x x2 ` δ|y| ` |x|.
where
K4 fi CV ` Γ`Mp1`Kδ˜q, K4,ζ fi Kδ˜2, K4,η fi Kδ˜
2
2
, K4,y fi
K2,y
2
, K4,x fi
K2,x
2
.
This yields (HV2) for d “ 4 (colored noise of type (3)).
4. Proof of the Theorems
Proof of Theorem 4. The existence of the unique invariant measure and the exponential conver-
gence in the sense of Vn-uniform ergodicity of its semi-group are obtained by application of Theo-
rem 5.1 (page 1679) of [9]. Indeed, our Lemma 2 provides a Lyapunov function Vn satisfying (HV1)–
(HV2), which implies (since Vn is unbounded off petite sets) that there exist two constant b ą 0
and c ą 0, and a Borel petite set K, such that
(D˜) AnVnpzq ď ´cVnpzq ` b1Kpzq, @z P Rd.
To complete the proof of Theorem 4, it remains to show that the limiting distribution has a density
with respect to Lebesgue measure on Rd, denoted here λ. Let B be a Borel subset of Rd such that
λpBq “ 0. Since the process is Vn-uniformly ergodic, there exist a probability measure µn and two
constants D ą 0, ρ P p0, 1q such that, for all t ě 0 and z P Rd,
VnpzqDρt ě ||Pn,tpz, .q ´ µn||Vn “ sup
|g|ďVn
ˇˇˇ
ˇ
ż
pPn,tpz, .q ´ µnqpdz1qgpz1q
ˇˇˇ
ˇ
ě |Pn,tpz,Bq ´ µnpBq|
ě |λpBq ´ µnpBq| ´ |Pn,tpz,Bq ´ λpBq|
ě |µnpBq| .
For the second inequality, we take g “ 1B , which is smaller than V since V ě 1. For the last
inequality we use the fact that Pn,tpz, .q is absolutely continuous with respect to λ. Letting tÑ8
we obtain µnpBq “ 0. Hence µn too is absolutely continuous with respect to λ. 
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Proof of Theorem 5. The results are readily obtained by application of Theorem 3.2 (page 924)
of [13]. Indeed, again our Lemma 2 provides a Lyapunov function Vn satisfying (HV1)–(HV2), which
implies the Foster-Lyapunov drift condition of [9], that is, there exist a function f : Rd Ñ r1,`8q,
a Borel petite set K, and a constant b ă `8 such that
(D˜1) AnVnpzq ď ´fpzq ` b1Kpzq, @z P Rd.

Proof of Theorem 6. The results are readily obtained by application of Theorem 4.4 (page 928)
of [13]. Indeed, again our Lemma 2 provides a Lyapunov function Vn satisfying (HV1)–(HV2),
which implies that Vn satisfies condition (20) of [13], namely: there exist two constants b ą 0 and
c ą 0, and a Borel petite set K, such that (D˜) holds. 
5. Application to the penalization of the friction problem with white noise
Our results can be used to study, for a broad class of functions g, quantities of the form
(32) W ng pb, T q fi P
ˆ
max
0ďtďT
|∆ng ptq| ě b
˙
, where ∆ng ptq fi
ż t
0
gpZns qds.
Indeed, we have
(33) lim
pÑ8W
n
g p
?
p b, pT q “W‹
ˆ
b
γng
, T
˙
whereW‹pb, T q denotes the probability that the absolute value of a standard Wiener process crosses
the threshold b ą 0 before time T ą 0, which is known to be given by
(34) W‹pb, T q fi 1´ 4
π
`8ÿ
k“0
p´1qk
2k ` 1 exp
ˆ
´p2k ` 1q
2π2T
8b2
˙
,
and the coefficient γng is obtained by combining the invariant probability measure of Z
n with the
solution to its Poisson equation, as shown in Theorem 6. Regarding the non-smooth models, so
far, such an asymptotic formula was available only in the elasto-perfectly-plastic setting with white
noise [10]. For the sake of illustration, we consider the example of the penalization of the friction
problem shown in (FPn) with n large. For simplicity we consider the white noise case, and we take
Cb “ 1 and U ” 0 so the problem becomes one-dimensional (see [4] for more details.)
5.1. Parabolic equation for γng . From the Feynman-Kac formula, the quantity
wng py, τq fi Ey
„ż τ
0
gpY ns qds

is known to satisfy the linear parabolic equation
(35) Bτwng py, τq ´
1
2
Byywng py, τq ` py ` a1npyqqBywng py, τq “ gpy, τq, @py, τq P Rˆ r0,8q,
subject to the initial condition wng py, 0q “ 0. Similarly, the quantity
(36) vng py, τq fi Ey
«ˆż τ
0
“
gpY ns q ´ ErgpY ns qs
‰
ds
˙2ff
satisfies a similar equation but with |Bywng |2 as a different right-hand side, namely,
(37) Bτvng py, τq ´
1
2
Byyvng py, τq ` py ` a1npyqqByvng py, τq “
ˇˇBywng py, τqˇˇ2 , @py, τq P Rˆ r0,8q,
subject to the initial condition vng py, 0q “ 0.
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Then, from the ergodic property,
(38) @y P R, ung py, τq „
ˆż
R
gpyqmnpyqdy
˙
, as τ Ñ8
and
(39) @y P R, vng py, τq „ pγng q2τ, as τ Ñ8.
The key point for applications, is that we can use (33) to approximate probabilities of threshold
crossings such as (32) by using the explicit formula (34) where an estimate of γng is obtained via a
solution to the PDE (37).
5.2. Numerics. To illustrate how our approach can be used, we present here numerical results
for the case where gpyq “ y. A finite difference method is implemented in MATLAB to solve
equations (35) and (37), see Appendix C. Figure 2A shows that the results from the PDE method
and the Monte Carlo method are consistent. We used a logarithmic scale for time due to the
exponential convergence rate towards the asymptotic value (roughly 1.36 here). For the Monte
Carlo simulations we used 106 samples. Moreover, Figure 2B illustrates the convergence (33): as p
increases, W ng p
?
pb, pT q converges to the value given by the analytical formula W‹. For the Monte
Carlo simulations we used 105 samples. Table 4 shows the numerical the convergence of vng p0, T q
as n increases.
10´2 10´1 100 101
0
0.05
0.1
τ
v
n g
p0
,τ
q
PDE
MC
(A) Illustration of (39): the solid line
represents vng p0, τq, while the dashed
line represents the term pγng q2τ . The
first one is computed by PDE method
while the second one is computed using
106 Monte Carlo samples.
0 5 10 15 20
0
0.2
0.4
0.6
0.8
1
T
W
n g
p “ 1
p “ 10
p “ 100
p “ 1000
W‹
(B) Illustration of (33): the dashed and
dotted lines representW np?pb, pT q, for
4 different values of p, while the solid
line represent W‹pb{γng , T q. Here b “
0.6, T “ 20 and we used 105 Monte
Carlo samples.
Figure 2. Numerical results for (FPn) with white noise. Here, g is the
identity and n “ 100.
Table 4. Convergence of vng p0, T q as n increases, with T “ 100.
n 2 5 10 50 100 1000
vng p0, T q 0.174466 0.143272 0.138434 0.136834 0.136784 0.136767
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6. Conclusion and related questions to be investigated
In this work, we have proposed approximations for three non-smooth dynamical systems subjected
to different kinds of noise. We have proved existence of Lyapunov functions, from which we have
deduced ergodicity. This yields in particular a method to approximate probabilities of threshold
crossing of quantities of interest for e.g. engineering and physics. The main ingredient of this work,
Lemma 2, crucially relies on the density estimates result of [8]. From then on, a natural question
is whether we can obtain such a result for the non-smooth problems. In fact, the aforementioned
density estimates result cannot be employed and thus a corresponding version of Lemma 2 cannot
be obtained using a similar approach. An other natural question to investigate is the behavior
of our results as n goes to 8. We know [17] that for the elasto-plastic problem, the solution of
(EPPn) converges, as n goes to 8, towards the solution of (EPP) in the sense of the following
norm }X} “ E `sup0ďtďT |Xptq|2˘, as a consequence
(40) lim
nÑ8W
npb, T q “W pb, T q.
However, it is not clear for us in how to prove (and in what sense) the convergence of the solutions
of (FPn) and (OPn) towards the solutions of (FP) and (OP) respectively. Yet, Figures 3, 4, and 5
suggest that a result of the type of (40) remains true. These issues remain to be investigated by
other techniques and are beyond the scope of the present paper.
Appendix A. (SVI ´ 1) and (SVI ´ 2) and (Pn) for elasto-plastic, obstacle and
friction problems
A.1. Model definition of an elasto-plastic problem. The so-called elasto-plastic oscillator [15]
can be explained as follows. The total deformation is described by XTott P R and its velocity by
Yt fi 9X
Tot
t P R. For the elasto-perfectly-plastic oscillator (EPPO) model, the irreversible (plastic)
deformation ∆ and the reversible (elastic) deformation Xt at time t satisfy
dXt “ dXTott , d∆t “ 0, in elastic phase,
d∆t “ dXTott , dXt “ 0, in plastic phase,
while XTott “ Xt`∆t. Typically, |Xt| remains bounded by a given treshold PY at all time t, plastic
phase occurs when |Xt| “ PY and elastic phase when |Xt| ă PY . Here PY is an elasto-plastic
bound (known as the “Plastic Yield” in the engineering literature). Also, the permanent (plastic)
deformation at time t can then be written as
∆t “
ż t
0
1t|Xs|“PY uYsds.
Due to the switching of regimes from an elastic phase to a plastic one, or vice versa, it is a non-
smooth dynamical system. We take PY “ 1 for simplicity.
SVI framework. It has been shown that the dynamics of a nonlinear oscillator can be described
mathematically by means of SVIs [3]. The dynamics is then described by the pair pXt, Ytq that
satisfies
(EPP)
#
9Yt “ Nt ´ pU 1pXtq ` CbYtq ,
p 9Xt ´ Ytqpζ ´Xtq ě 0, @|ζ| ď 1, |Xt| ď 1,
and appropriate initial conditions for Y0 and X0 must be prescribed. U is a certain type of confining
potential.
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Penalized framework. The penalized version of (EPP) is :
(EPPn)
#
9Y nt “ Nt ´ pU 1pXnt q ` CbY nt q ,
9Xnt “ Y nt ´ n
`
Xnt ´ projr´1,1spXnt q
˘
.
The penalization affects the elastic deformation Xn. See Figure 3. As n tends to 8, the penaliza-
tion, acting on 9X , enforces X to remain between ´1 and `1.
A.2. Model definition of an obstacle problem. It is common in the engineering literature [1]
to formulate the dynamics of a stochastic obstacle oscillator in terms of a stochastic process Xt,
the oscillator displacement, which evolves constrained by obstacles located at |X| “ PO (position
of the obstacle). For general obstacle problems, the non-smooth behavior in such models comes
from the collisions in the sense that if at a time t, the state hits the obstacle with incoming velocity
9Xt, it immediately bounces back with velocity ´ 9Xt, that is, 9Xt` “ ´ 9Xt´.
SVI framework. From a mathematical viewpoint, the dynamics of such a nonlinear oscillator can
be described in the framework of SVIs [2] as follows
(OP)
#
Yt “ 9Xt,
p 9Yt ´Nt ` U 1pXtq ` CbYtqpζ ´Xtq ě 0, @|ζ| ď PO, |Xt| ď PO,
supplemented by the impact rule: Yt` “ ´Yt´.
Penalized framework. We take PO “ 1 to simplify. Then, the penalized version of (OP) is :
(OPn)
#
9Xnt “ Y nt ,
9Y nt “ Nt ´ pU 1pXnt q ` CbY nt q ´ n
´
Xnt ´ projr´1,1spXnt q
¯
.
In contrast with (EPP), note that here the penalization affects the velocity Y . See Figure 4. As
n tends to 8, the penalization, acting on 9Y , enforces X to remain between ´1 and `1.
A.3. Stick-slip friction. A noise driven particle subject to friction can be expressed in terms of a
stochastic process Xt for the displacement and Yt “ 9Xt for its velocity. The non-smooth behavior
comes from phase transitions between sticky and slippy phases.
SVI framework. From a mathematical viewpoint, the dynamics of such a friction particle can be
described in the framework of SVIs [4] as follows
(FP)
#
9Xt “ Yt,
p 9Yt ´Nt ` U 1pXtq ` CbYtqpϕ ´ Ytq ě PF p|Yt| ´ |ϕ|q, @ϕ P R.
Here PF is the amplitude of the friction force. Again we take PF “ 1 for simplicity.
Penalized framework. The penalized version of (FP) is :
(FPn)
#
9Xnt “ Y nt ,
9Y nt “ Nt ´ pU 1pXnt q ` CbY nt q ´ a1npY nt q.
Here the penalization affects the velocity Y n. See Figure 5. For each n, the penalization term,
a1npY nq, acts as a term reverting Y n to 0 (like a damping force). When is large, Y n remains 0 most
of the time. As n tends to 8, a1npyq tends to signpyq P t´1,`1u.
15
Remark 11. (1) Note that the white noise driven (OPn) model can be written as
dY nt “ ´pU 1npXnt q ` CbY nt qdt` dWt, dXnt “ Y nt dt
where Unpxq fi Upxq ` n2 |x ´ projr´1,1spxq|2. Thus, using the notation Hnpx, yq fi 12 |y|2 `
Unpxq, the invariant probability density function of pXt, Ytq is
mnpx, yq “ C´1n exp p´CbHnpx, yqq , Cn fi
ż
R2
exp p´γHnpx, yqq dxdy.
Here Hn does not satisfies Hypothesis 1.1 of [26] but the calculations for mnpx, yq are
explicit.
(2) The white noise driven (FPn) model has a Hamiltonian structure in the following sense
dY nt “ ´
`
U 1pXnt q ` FnpY nt qY nt
˘
dt` dWt, dXnt “ Y nt dt
where
Fnpyq fi
#
Cb ` 1|y| , if |y| ą 1n
Cb ` n, if |y| ď 1n
.
In spite of the Hamiltonian structure, [26] cannot be applied because Fn does not satisfy
Hypothesis 1.1 of [26] (it is not of class C8). As a consequence we have to resort to another
technique which was previously employed for the white noise driven (EPPn) model [17]
(with Upxq fi k x2
2
).
(3) We also observe that (EPPn) model does not even have a Hamiltonian structure.
Appendix B. Numerical simulation of trajectories
Below we provide a numerical illustration of the trajectory of Zn “ pY n,Xnq in the white noise
case for each problem (see Table 2), for different values of n.
0 10 20 30 40 50
´6
´4
´2
0
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n “ 2
n “ 100
0 10 20 30 40 50
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0
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´3 ´2 ´1 0 1´6
´4
´2
0
2
X
Y
n “ 2
n “ 100
Figure 3. Elasto-plastic problem: empirical convergence with respect to n.
Appendix C. Discretization of the partial differential equations (35)
To numerically approximate the solutions of (35), we use a finite difference scheme. We discretize
the time with tk fi k∆t. We truncate the domain R into an interval r´L,Ls where L is chosen
sufficiently large that the probability of finding Y nt outside r´L,Ls is negligible. We apply a
homogeneous Neumann boundary condition, at y “ ˘L. We consider a one-dimensional finite
difference grid: G fi tyi “ ´L`pi´ 1q∆y, 1 ď i ď Nu with ∆y “ 2LN´1 . The total number of nodes
in G is N . The numerical approximations of wng pyi, tkq and vng pyi, tkq are denoted by W ki and V ki
and the corresponding vectors are W and V (to alleviate the notations we drop the dependence
on g). We also define Gi fi gpyiq and denote by G the corresponding vector.
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Figure 4. Obstacle problem: empirical convergence with respect to n.
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Figure 5. Friction problem: empirical convergence with respect to n.
C.1. Finite differences. For every 2 ď i ď N ´ 1, at the point yi and a time tk, k ě 1, the
discrete formulation of the parabolic equations (35) results in
W ki ´W k´1i
∆t
´ 1
2
«
W ki`1 ´ 2W ki `W ki´1
p∆yq2
ff
` pyi ` a1npyiqql jh n
bpyiqfi
«
W ki`1 ´W ki´1
2∆y
ff
“ Gi
The Neumann boundary conditions at the points y1 and yN and the time tn n ě 1 results in
W kN ´W kN´1
∆y
“ 0 and W
k
2 ´W k1
∆y
“ 0.
Similarly, the same discrete equation is satisfied for Vi with Gi replaced by
ˇˇpDW kqi ˇˇ2 where
pDW kqi fi
W ki`1 ´W ki´1
2∆y
.
This results in the following linear systems to be solved for time tk
M∆tU
k “ Gk∆t and M∆tVk “ Hk∆t
where, M∆t is a N ˆN matrix containing at most three non zeros entries per row. Precisely,
pM∆tq1,1 “ 1
∆y
, pM∆tq1,2 “ ´ 1
∆y
,
pM∆tqi,i´1 “ ´∆t
2
ˆ
1
p∆yq2 `
bpyiq
∆y
˙
, pM∆tqi,i “ 1` ∆tp∆yq2 ,
pM∆tqi,i`1 “ ´∆t
2
ˆ
1
p∆yq2 ´
bpyiq
∆y
˙
,
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and
pM∆tqN,N´1 “ 1
∆y
, pM∆tqN,N “ ´ 1
∆y
.
Also,
pGk∆tq1 “ pGk∆tqN “ 0 and pGk∆tqi “ ∆tGi ` Uki , 2 ď i ď N ´ 1.
Similarly,
pHk∆tq1 “ pHk∆tqN “ 0 and pHk∆tqi “ ∆tpDUkq2i ` V ki , 2 ď i ď N ´ 1.
We use a MATLAB implementation (available upon request).
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