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Zusammenfassung
Wir entwickeln eine Methode zur Interpolation mit C2-Supersplines vom Grad
q ~ 7 auf beliebigen Triangulierungen ~. Für q = 7 ist dabei in speziellen,
sehr seltenen Konstellationen von Kanten eine geringfügige Modifikation von
~ notwendig. Unter Berücksichtigung von Semisingularitäten bestimmen wir
zunächst mit Bezier-Bernstein- Techniken die Dimension von S:,3(~) für q ~ 7.
Darauf basierend konstruieren wir Lagrange- und Hermite-Interpolationsmeng-
en für diese Splineräume. Hermite-Interpolation tritt hierbei als Grenzfall der
Lagrange-Interpolation auf. Die interpolierenden Splines werden effizient durch
schrittweise Lösung kleiner linearer Gleichungssysteme berechnet.
AMS Subjeet Classifieation: 65D05, 65D07, 41A63, 41A05
Keywords: Bivariate Splines, Triangulierungen, Bezier-Bernstein- Techniken, Lagrange-
Interpolation, Hermite-Interpolation, Minimal bestimmende Mengen.
1. Einleitung
In dieser Arbeit betrachten wir den Raum der bivariaten Cr -Splines vom Grad q mit
Superdifferenzierbarkeit () hinsichtlich Triangulierungen ~ eines polygonalen Grundgebiets
o c IR?, gegeben durch
S;,8(~) = {s E Cr(O) : BIT E Pq, T E ~ und B E C8(v), v Eckpunkt von ~}.
Dabei ist Pq = Bpan{ xiyi : i, j ~ 0, i + j :::;q} der Raum der bivariaten Polynome
vom totalen Grad q und Cr(O) die Menge aller r mal differenzierbaren FUnktionen auf
o. Grundlegende Probleme in der Theorie der bivariatenSplineinterpolation sind die Be-
stimmung der Dimension von S~,8(~) und die Konstruktion von Interpolationsmengen für
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diese Splineräume. Eine Menge L = {Zl, ... , zm}, wobei m die Dimension von S~'(}(L~.) ist,
heißt Lagrange-Interpolationsmenge für den Splineraum S~'(}(L~.), falls zu jeder Funktion
f E C(O) genau ein Spline s E S~'(}(L~) mit
i = 1, ...,m,
existiert. Werden neben Funktionswerten auch partielle Ableitungen einer genügend oft dif-
ferenzierbaren Funktion f interpoliert, und ist die Gesamtanzahl der Bedingungen gleich
m, so sprechen wir von Hermite-Interpolation.
In der Literatur finden sich zahlreiche Arbeiten über Interpolation mit bivariate Spli-
nes von hohem Polynomgrad q relativ zur Differenzierbarkeitsordnung r. Morgan und
Scott [21] bestimmten auf beliebigen Triangulierungen ß die Dimension und Hermite-
Interpolationsmengen für die Splineräume S~ (ß), q ~ 5. Diese Ergebnisse wurden von
Alfeld, Piper und Schumaker [2], basierend auf Resultaten von Alfeld und Schumaker [3]'
für cr-Splines vom Grad q ~ 4r + 1 verallgemeinert. Hong [15] untersuchte Splineräume
vom Grad q ~ 3r + 2 und berechnete deren Dimension für beliebige Triangulierungen. Die-
ses Resultat wurde von Ibrahim und Schumaker [16] für Supersplineräume verallgemeinert.
Davydov, Nürnberger und Zeilfelder [10] entwickelten einen Algorithmus zur Konstruktion
von lokalen Hermite-Interpolationsmengen für diese Räume.
Für niedrigeren Polynomgrad, d.h. q < 3r + 2, führt die Untersuchung bivariater Splines
auf komplexe, bisher nicht vollständig gelöste Probleme. Alfeld, Piper und Schumaker [1]
bestimmten die Dimension von Sl (ß) für beliebige Triangulierungen ß. Ihre nichtloka-
len Argumente der Graphentheorie liefern jedoch LA. keine Interpolationsmengen für diese
Splineräume. Später entwickelte Gao [14] eine Methode zur Hermite-Interpolation mit quar-
tischen C1-Splines auf Triangulierungen, bei denen jeder innere Knoten ungeraden Grad
besitzt. Davydov und Nürnberger [11] konstruierten, ebenfalls für Sl(ß), induktiv Interpo-
lationsmengen auf beliebigen Triangulierungen ß, bei denen in selten auftretenden Ausnah-
mefällen einige Dreiecke modifiziert werden. Kürzlich entwickelten Davydov, Nürnberger
und Zeilfelder [9] eine Methode zur Lagrange- und Hermite-Interpolation mit kubischen C1_
Splines auf Nested Polygon- Triangulierungen, d.h. Triangulierungen ineinander geschach-
telter geschlossener Polygonzüge. Aus der Finite Elemente Theorie (vgl. [7,17,18,19,20,29]),
bei der jedes Dreieck der betrachteten Triangulierungen unterteilt wird, stammen zahlreiche
Methoden der Hermite-Interpolation mit C1_ und C2-Splines von niedrigem Polynomgrad.
Über Lagrange-Interpolation mit C2-Splines vom Grad::; 8 ohne Verfeinerung der Trian-
gulierungen, ist derzeit wenig bekannt. Auf regelmäßigen Rechteckszerlegungen ß1 und ß2
mit einer bzw. zwei Diagonalen in jedem Rechteck konstruierten Nürnberger und Riessinger
[24] für beliebiges q und r Interpolationsmengen für die Splineräume ~i(ßi), i E {1,2}.
Nürnberger und Zeilfelder [26] bestimmten Interpolationsmengen für Sq (ß2), q ~ 5 auf
unregelmässigen ß2_ Triangulierungen. Alfeld und Schumaker [4] untersuchten sogenannte
nichtdegenerierte Triangulierungen ß, d.h. Triangulierungen, in denen weder degenerierten
Kanten noch singuläre Knoten auftreten, und gaben Hermite-Interpolationsmengen für die
Splineräume S3'r+1(ß), r ~ 2 an.
Ziel der vorliegenden Arbeit ist es, eine Methode zur Lagrange-Interpolation mit C2_
Supersplines vom Grad q ~ 7 auf beliebigen Triangulierungen ß zu entwickeln. In einer
Verallgemeinerung der Methode von Davydov und Nürnberger [11] auf C2-Splines zerlegen
wir dabei zunächst gegebene Triangulierungen ß in eine Kette von Subtriangulierungen,
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in dem wir ausgehend von einem Startdreieck induktiv geeignete Dreiecke von .6. anhängen
(s.a. Davydov, Nürnberger und Zeilfelder [9]). Dabei wird für q = 7 in sehr selten vorkom-
menden Ausnahmefällen die Triangulierung geringfügjgmodifiziert, indem einige Dreiecke
der .Triangulierung durch Clough- Tocher-Splits unterteilt werden. Für die Interpolation mit
q ~ 8 ist keine Modifikation der gegebenen Triangulierung notwendig. Mit Hilfe dieser Zer-
legungen konstruieren wir dann induktiv minimal bestimmende Mengen für S;,3(.6.), q ~ 7,
und bestimmen so unter Verwendung von Bezier-Bernstein-Techniken die Dimension der
Splineräume. Hierbei berücksichtigen wir die durch die Zerlegung entstandenen Semisingu-
laritäten, und unterscheiden die beiden Fälle q = 7 und q ~ 8. Darauf basierend wählen wir
geeignete Punkte bzw. geeignete Interpolationshedingungen im Startdreieck und induktiv
auf den angehängten Dreiecken der Triangulierung, die eine eindeutige Interpolation mit
C2-Supersplines vom Grad q ~ 7 erlauben. Ähnlich wie bei Nürnberger und Riessinger [23]'
Davydov und Nürnberger [11] und Davydov, Nürnberger und Zeilfelder [9] sind die so er-
haltenen Hermite-Interpolationsmengen als Grenzwert der Lagrange-Interpolationsmengen
interpretierbar. Die interpolierenden Splines werden effizient durch schrittweise Lösung klei-
ner linearer Gleichungssysteme berechnet.
Die Arbeit ist wie folgt gegliedert. In Abschnitt 2 erläutern wir einige Grundlagen über bi-
variate Polynome und Splines, Bezier-Bernstein- Techniken, sowie~Lagrange- und Hermite-
Interpolation mit Splineräumen. Ein Algorithmus zur geeigneten Zerlegung beliebiger Tri-
angulierungen .6. wird in Abschnitt 3 definiert. In Abschnitt 4 und 5 bestimmen wir die
Dimension von Si,3(.6.) bzw. S;,3(.6.), q ~ 8, und konstruieren Lagrange- und Hermite-
Interpolationsmengen für diese Splineräume.
2. Grundlagen
In diesem Kapitel erläutern wir einige Grundlagen der Bezier-Bernstein- Techniken und
der Interpolation mit bivariaten Splines, die auf Alfeld, Piper und Schumaker [1]' de Boor
[6]' Farin [13]' Nürnberger und Zeilfelder [27], Schumaker [30]' u.a. zurückgehen. Wir stellen
Triangulierungen .6. des betrachteten polygonalen Gebiets 0 C lR? vor, darauf definierte
stückweise bivariate Polynome und Splines, deren Bezier-Bernstein-Darstellung, Differen-
zierbarkeitsbedingungen benachbarter Polynome über gemeinsame Kanten von .6., minimal
bestimmende Mengen sowie Lagrange- und Hermite-Interpolation mit Splineräumen.
Definition 2.1:
Sei 0, eine einfach zusammenhängende, nicht notwendigerweise konvexe, polygonale Teil-
menge des lR?, zerlegt in Dreiecke Tl, ...,TN, sodass der Durchschnitt zweier verschiedener
Dreiecke entweder leer, ein gemeinsamer Eckpunkt oder eine gemeinsame Kante ist. Dann
heißt .6. = {Tl, ...,TN} eine TRIANGULIERUNG VON O. Ist .6.' c .6. eine Triangulierung
einer einfach zusammenhängenden Teilmenge 0' C 0, so heißt .6.' SUBTRIANGULIERUNG
VON .6..
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Im Folgenden setzen wir
l!I(1l), VB(ll), V(ll)
E[(ll), EB(ll), E(ll)
N(ll)
a(ll)
Menge der inneren, der äußeren bzw. aller Knoten,
Menge der inneren, der äußeren bzw. aller Kanten,
Menge der Dreiecke, und
Menge der singulären Knoten
der Triangulierung ll. Dabei gelten folgende wohlbekannten Beziehungen:
#EB(ll) = #VB(ll),
#E[(ll) = 3. #V[(ll) + #VB(ll) - 3,
#N(ll) = 2. #V[(ll) + #VB(ll) - 2.
Eine Kante e := [VI, V2] E E(ll) heißt DEGENERIERT IM ENDPUNKT VI, falls die bei-
den benachbarten Kanten im Knoten VI gleiche Steigung besitzen. Ein Knoten V E V[(ll)
heißt SINGULÄR, falls es genau vier Kanten mit Endpunkt V gibt, und diese auf zwei Ge-
r~den liegen (vgl. Abbildung 1). Liegt V E V(ll) am Rande einer Subtriangulierung ll',
so heißt v SEMISINGULÄR VOM Typ i, i E {1,2} bzgl. ll', wenn es genau i Kanten mit
Endpunkt v in II gibt, die nicht in E(ll') liegen, und diese in v degeneriert sind.
Abb. 1: In VI degenerierte Kante e, singulärer Knoten v.
Für einen Knoten v E V(ll) definiert Grad(v) die Anzahl der Kanten in IImit Endpunkt
v. Die Subtriangulierung llv := {T E II I v E T} von ll, die alle Dreiecke mit Eckpunkt V
enthält, bezeichnen wir als ZELLE VON V.
Definition 2.2:
Seien r, q E lNo mit 0 ~ r < q und eine Triangulierung II gegeben. Dann heißt
der SPLINERAUM der r mal differenzierbaren Funktionen vom Grad q. Dabei ist
der (q~2) dimensionale Raum der BIVARIATEN POLYNOME vom totalen Grad ~ q. Für
natürliche Zahlen Pi, i = 1, ..., d := #V(ll) mit r ~ Pi< q, i = 1, ..., d und ()= (PI, ... ,Pd)
definiert
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den SUPERSPLINERAUMVON S;(ß) vom Grad B, einen Teilraum von S;(ß).
Funktionen aus S;,O(ß) sind also stückweise Polynome vom Grad q, die r mal stetig dif-
ferenzierbar über den Kanten von ß verknüpft sind, und CO-Differenzierbarkeit in den
Knoten von ß besitzen.
Für einen Einheitsvektor d E lR? und eine genügend oft differenzierbare Funktion f be-
zeichnen wir mit fd(Z) die partielle Ableitung von f im Punkt z in Richtung d. Sind d1
und d2 linear unabhängige Einheitsvektoren, so heißt
DW f(z) = (fdW (z), fdw-1d (z), ... , fd dw-I (z), fd},f (z))1 1 2 12 2.
der GEORDNETE VEKTOR DER PARTIELLENABLEITUNGEN vom Grad w.
Ein grundlegendes Problem der bivariaten Splineinterpolation ist neben der Bestimmung
der Dimension von S~,O(ß) die Konstruktion von Interpolationsmengen für diese Splineräu-
me. Eine Menge L = {Zl, ... , zm}, wobei m die Dimension von S~,O(ß) ist, heißt Lagrange-
Interpolationsmenge für den Splineraum S~,O(ß), falls zu jeder Funktion f E C(O) genau
ein Spline s E S;,O(ß) mit
i = 1, ... ,m,
existiert. Werden neben Funktionswerten auch partielle Ableitungen einer genügend oft dif-
ferenzierbaren Funktion f interpoliert, und ist die Gesamtanzahl der Bedingungen gleich
m, so sprechen wir von Hermite-Interpolation.
Nach Schumaker [30] existiert für beliebige Triangulierungen ß eine untere Schranke für
die Dimension der Splineräume S~(ß). Es gilt
#v]
dim(S;(ß)) ~ lb~(ß) = (q!2) + (q-~+l)#EI(ß) - [(q!2) - (T!2)] #V1(ß) +L tJi.
i=l
Dabei ist tJi = ~1:~(r + j + 1 - j. ei)+ und ei die Anzahl der Kanten der Triangulierung
mit Endpunkt Vi, die paarweise verschiedene Steigung besitzen.
Sind zwei Polynome auf benachbarten Dreiecken C2-differenzierbar verknüpft, so gibt es
für die partiellen Ableitungen eine wichtige Eigenschaft. Seien ei = [v, Vi], i = 1, ... ,3
drei aufeinanderfolgende Kanten im gemeinsamen Endpunkt v mit paarweise verschiede-
nen Steigungen, ai für i = 1, ... ,2 der von ei und ei+l eingeschlossene Winkel sowie di für
i = 1, ... ,3 ein Einheitsvektor entlang der Kante ei. Ferner seien für q ~ 2 die Polynome
p[Ti] E Pq, i = 1,2 auf 7i = ß(v, Vi, vi+d zweimal stetig differenzierbar über der Kante e2
verknüpft (vgl. Abbildung 2).
Lemma 2.3:
A us Pd[~I] (v), p~I] (v) und p~2] (v) lassen sich die partiellen Ableitungen P~~~2 (v) und P~~3 (v)
1 2 3
eindeutig berechnen.
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sin2 (a )p[TI]
2 d~ '
sin2(al)p~~2] .
3
Beweis:
Da e2 in v nichtdegeneriert ist, gilt
sin(al + a2)p~l] = sin( al)p~~3 + sin( a2)p~~~2.
2
Durch nochmaliges anwenden erhalten wir
sin2(al + (2)Pd[~I] = sin2(al)Pd[~2] + sin(al) sin(a2)pr~ + sin2(a2)Pd[~I].
2 3 I 3 I
Mit sin( ai) = sin(21r - ai+1 + ai+2) = - sin( ai+1 + ai+2) lösen wir die gemischte partielle
Ableitung auf. Es gilt
sin2(al + (2)p~~I] - sin2(al)p~2] + 2sin(al + a2)sin(a2)pf~2
2 3
. 2 ( ) [TI] • 2 ( ) [Tl] 2. ( ) . ( ) [T2]Sin al + a2 Pd~ Sin a2 Pd~ + Sin al + a2 SIn al Pd2d3
Aus al + a2 E (0, 21r) \ {1r} folgt die Behauptung.
#
v
Abb. 2: Die gemischten Ableitungen 0 ergeben sich aus den Ableitungen •.
Neben den kartesischen Koordinaten gibt es im IR? noch eine weitere Darstellungsweise,
die sogenannten baryzentrischen Koordinaten. Dabei werden Punkte und Vektoren als
Funktion der Eckpunkte eines Dreiecks dargestellt und sind somit invariant unter affinen
Transformationen.
Sei T = ~(ZI, Z2, Z3) ein Dreieck im IR? Dann gibt es für alle Z E IR? eindeutig bestimmte
sogenannte BARYZENTRISCHEN KOORDINATEN cPI, ... , cP3mit 2:~=1 cPi= 1 und der Inter-
polationseigenschaft cPi(Zj) = rSij, i,j E {I, ... , 3}, sodass sich Z schreiben läßt als
3
Z = L cPi(Z) . Zi.
i=1
Diese Koordinaten sind lineare Polynome in z, die sich mit Hilfe der Formel
cPi(Z) = det(zj - Z Zk - z)
det(zj - Zi Zk - Zi)
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für paarweise verschiedene 1 ::; i, j, k ::;3 explizit berechnen lassen.
Für ein Dreieck T und (i,j, k) E IN~ mit i + j + k = q definiert Bi]" k E Pq, gegeben, ,
durch
B~j,k(z) = .,. ~,!. k' (4)i 4>~4>~)(z), z E T,
't. J. .
das BERNSTEIN-POLYNOM vom Grad q bzgl. T.
Die Menge aller Bernstein-Polynome vom Grad q bildet eine Basis von Pq. Jedes Polynom
p E Pq läßt sich somit in eindeutiger Weise schreiben als
p(z) = ~ a[T] . Bq (z)~ i,j,k i,j,k ,
i+j+k=q
zE1R? ,
genannt die BEZIER-BERNSTEIN-DARSTELLUNG von p. Die reellen Koeffizienten
[T] . kai,j,k' 't + j + = q
heißen dabei BEZIER-BERNSTEIN-KoEFFIZIENTEN. Sie bilden zusammen mit den gleich-
verteilten BEZIER-BERNSTEIN-PUNKTEN
{p[T] _ izi+jZ2+kz3 . " k- }" . k - ------, 't + J + - qz~, q
das BEZIER-BERNSTEIN-NETZ { (PiI]k' a~~~k)' i+ j + k = q }.
Vi
P3,O,O Pl,2,O
V2
PO,3,O
a3,O,O
Abb. 3: Bezier-Bernstein-Punkte und Bezier-Bernstein-Netz für q = 3.
Mit Rw(v) := {P~~,j Iw + i+ j = q, T = ß(v, Ui, U2) E ß} bezeichnen wir den RING der
Bezier-Bernstein-Punkte mit Abstand w vom Knoten v. Die SCHEIBE MIT RADIUS w um
den Knoten V ist dann definiert als
Dw(v)
wU (~(v)).
i=O
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Sei M~ die Menge aller Bezier-Bernstein-Punkte von ß und für alle i+ j + k = q und alle
Dreiecke T E ß das lineare Funktional
Ap'[~l : S;,8(ß) -t IR
~,J,k
d.d
für alle S E S;,8(ß), gegeben. Dann heißt M c M~ eine BESTIMMENDE MENGE für
S;,8(ß), falls gilt
Ap(S)=O VPEM
M heißt MINIMAL, falls es keine bestimmende Menge mit weniger Elementen gibt.
Nach Farin [13] (vgl. de Boor [6]) ist die Differenzierbarkeit benachbarter Polynome über
eine gemeinsame Kante durch Bedingungen an die Koeffizienten ihrer Bezier-Bernstein-
Darstellung charakterisiert. Seien Tl = ß(V1, V2, V3) und T2 = ß(V1, V2, V4) zwei Dreiecke
mit gemeinsamer Kante [VI, V2] und S E sg( {Tl, T2}) definiert durch SITm = Pm E Pq für
m = 1,2 auf Tm, gegeben in seiner Bezier-Bernstein-Darstellung mit Koeffizienten a~~!k'
Lemma 2.4:
Folgende Aussagen sind äquivalent:
(i) S E er( {Tl, T2})
(ii) Für p = 0, ... ,r und alle i+ j = q - p gilt
[2] _ ~ [1] p! (cPaq} q/'I) ( )
ai,j,p - ~ ai+a,j+ß,'Y alßl)'l 1 2 3 V4.
a+ß+'Y=p
Abb. 4: Relevante Koeffizienten für er -Stetigkeit.
Für e2-differenzierbar verknüpfte Polynome gibt es eine wichtige Folgerung. Seien Tl, T2,
PI, P2 gegeben wie in Lemma 2.4, und es gelte S E S;( {Tl, T2}), q ~ 2 sowie i+ j = q - 2.
8
Korollar 2.5:
Aus bi,j,2, ai+a,j+ß", a+ß+1' = 2, mit (a+ß+1') tt {(0,1,1),(0,2,0)} und entweder
ai,j+1,1 oder ai,j+2,O lassen sich alle Koeffizienten ai+a,j+ß", bi+a,j+ß" für a + ß + l' = 2
eindeutig berechnen,
Nach Farin [13] und de Boor [6] gilt:
Lemma 2.6:
Die r-te Richtungsableitung des Bezier-Bernstein-Polynoms Blj,k entlang eines Einheits-
vektors A E IR? ist für alle z = (<P1 (z), 4>2 (z), 4>3 (z)) gegeben durch
Damit läßt sich ein wichtiger Zusammenhang zwischen den partiellen Ableitungen eines
Polynoms und den Bezier-Bernstein-Koeffizienten seiner Darstellung herleiten (vgl, Nürn-
berger und Zeilfelder [28]), Sei T = ~(V1, V2, V3) und P E Pq definiert durch
p(z) = L ai,j,k ,Blj,k(Z),
i+j+k=q
z E T,
Ferner sei di für i = 1,2 ein Einheitsvektor entlang der Kante [V1, Vi+1]'
Lemma 2.7:
Für a + ß + l' :::;q gilt
und umgekehrt
Damit können die partiellen Ableitungen Pdidk (V1) für j = 0, .." a und k = 0, .." ß in ein-
1 2
deutiger Weise aus den Bezier-Bernstein-Koeffizienten aq-j-k,j,k und umgekehrt die Bezier-
Bernstein-Koeffizienten aq-j-k,j,k für j = 0, .. " a und k = 0, .. " ß in eindeutiger Weise aus
den partiellen Ableitungen Pdi dk (V1) berechnet werden,
1 2
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3. Zerlegung von n
In diesem Abschnitt definieren wir geeignete Zerlegungen beliebiger Triangulierungen ß
zur Interpolation mit C2-Supersplines vom Grad 2:: 7. In einer Verallgemeinerung der von
Davydov und Nürnberger [11] entwickelte Methode auf C2-Splines zerlegen wir dabei das
polygonale Grundgebiet 0 in eine Kette von Teilmengen und ß in eine Kette von Subtri-
angulierungen, indem wir ausgehend von einem Startdreieck induktiv geeignete Dreiecke
der Triangulierung anhängen. Für q = 7 wird dabei in sehr selten vorkommenden Ausnah-
mefällen die Triangulierung geringfügig modifiziert, indem einige Dreiecke durch Clough-
Tocher-Splits unterteilt werden. Für die Interpolation mit q 2:: 8 ist keine Modifikation
notwendig.
Sei 0 c IR? ein einfach zusammenhängendes polygonales Gebiet. Dann zerlegen wir 0
in eine Kette von Teilmengen Om, m = 0, ... ,n mit der Eigenschaft
00 c ... C On = O.
Wir setzen 00 = T == ß(WI, W2, W3) E ß ein beliebiges Dreieck der Triangulierung, das
sogenannte Startdreieck, und definieren die Mengen 0m für m = 1, ... ,n induktiv. Ange-
nommen für ein m E {1, ... ,n} ist 0m-I bereits konstruiert, so wählen wir einen geeigneten
Knoten Vm E V(ß) mit Vm ~ 0m-I, für den gilt:
(i) Es gibt mindestens ein Dreieck mit Eckpunkt Vm in ß, das eine gemeinsame Kante
mit 0m-I besitzt.
Seien Tm,l, ... ,Tm,nm' nm 2:: 1 alle Dreiecke in ß mit dieser Eigenschaft, dann definieren wir
nm
0m := 0m-I U (UTm,i)'
i=1
und setzen ßm := {T E ß I T c Om}, die zu 0m gehörige Subtriangulierung von ß. Dabei
heißt Vm geeignet, wenn folgende beiden Bedingungen erfüllt sind:
(ii) 0m ist einfach zusammenhängend, d.h. besitzt keine Löcher. Ein LOCH von Om ist
eine beschränkte Teilmenge von IR? \ Om, die einfach zusammenhängend ist.
Abbildung 5 zeigt einen Knoten Vm, der nicht hinzugefügt werden kann. In diesem Beispiel
läge die Kante [vm, vm,o] nicht in 0m und es entstände in Om ein Loch mit den Eckpunkten
Vm, Vm,2, Vm,3 und Vm,4.
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Vm,5
Vm,2 Vm,3
Abb. 5: Beispiel eines ungeeigneten Knotens Vm.
Lemma 3.1:
Sei 0m-l, m E {1, ...,n} konstruiert. Dann gibt es einen geeigneten Knoten zur Festlegung
von Om.
Beweis:
Wie man leicht sieht, ist ein Knoten Vm E V(ß), Vm (j:. 0m-l genau dann geeignet, wenn
• [vm,j, Vm,j+l] für j = 0, ,nm - 1 eine Kante der Triangulierung ist, und
• im Innern des von vm,o, , vm,nm und Vm erzeugten Polygongebiets Pm keine weiteren
Knoten der Triangulierung liegen.
Offensichtlich gibt es stets einen Knoten der Triangulierung, der Bedingung (i) erfüllt. Lie-
gen im Innern von Pm weitere Knoten Wl, ... , Wk E V(ß), k E lN, so wähle einen Knoten
Wi, i E {1, ... , k}, der ebenfalls Bedingung (i) erfüllt. Im Innern des dazugehörigen Polygon-
gebiet Pm C Pm liegen nur k < k Knoten der Triangulierung. Da #V(ß) < 00 gibt es nach
endlich vielen Schritten somit einen Knoten Vm E V(ß), Vm (j:. 0m-l der die Bedingungen
(i), (ii) und (iii) erfüllt.
#
Für ßm, m E {1, ... , n} definieren wir Parameter Tm, Cm,o, ... , Cm,nm E {0,1} aufgrund
der Eigenschaften der Knoten der Triangulierung (vgl. Abbildung 6).
Wir setzen für j E {O, nm}
Gmj:= {
0, falls Vm,j semisingulär bzgl. ßm ist, und em,j in Vm,j
nichtdegeneriert ist,
1, sonst.
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Für die inneren Indizes j E {1, ... ,nm - 1} sei
ern,i := {
1, falls em,j in Vm,j degeneriert ist,
0, sonst.
Außerdem setzen wir
{
0 falls Vm semisingulär bzgl. !:i.m und nichtsingulär ist,
Tm := 1: sonst.
Gilt Cm,o = Cm,nm = Tm = 0, SO führen wir für die Interpolation mit S;,3(!:i.) eine lokale
Modifikation der Triangulierung durch. Hierbei unterteilen wir das Dreieck !:i. (vm, vm,o, w) E
!:i. \ !:i.m durch einen Clough- Tocher-Split mit einem Knoten Ym, und setzen Vm+l := Ym
sowie nm+1 :=nmu!:i.(vm, vm,o, w). Dadurch gilt Tm = Tm+l = 1. Für die Interpolation mit
S~,3(!:i.), q ~ 8 ist keine Modifikation von !:i. notwendig.
Tm= 0,
nm =4,
cm,o = 0,
Cm,l = 0,
Cm,2 = 1,
Cm,3= 0,
Cm,4 = 1
Vm,4
Abb. 6: Beispiel für nm \ nm-1 mit Parametern Tm und cm,o, ... , cm,nm.
Bemerkung 3.2:
Der Fall cm,o = Cm,nm = Tm = 0 ist eine Ausnahmesituation, die nur in den folgenden sehr
selten auftretenden Konstellationen vorkommt:
• Vm ist nichtsingulär und semisingulär vom Typ 1 bzgl. !:i.m, und sowohl vm,o als auch
vm,nm sind semisingulär bzgl. !:i.m (vgl. Abbildung 7,(a)) .
• Vm ist nichtsingulär und semisingulär vom Typ 1 bzgl. !:i.m. Zusätzlich ist einer der
beiden Knoten vm,o, vm,nm semisingulär bzgl. !:i.m und der andere Knoten derart, dass
die dazugehörige Kante em,j, j E {O,nm} in Vm degeneriert ist (vgl. Abbildung 7,(b)) .
• Vm ist nichtsingulär und semisingulär vom Typ 2 bzgl. !:i.m und sowohl vm,o als auch
vm,nm sind semisingulär bzgl. !:i.m (vgl. Abbildung 7,(c)).
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Vm,2
Abb. 7: Modifikationen in den Fällen Cm,o = cm,nm = Tm = O.
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4. Interpolation mit S;,3 (ß.)
In diesem Abschnitt berechnen wir unter Verwendung von Bezier-Bernstein-Methoden die
Dimension der Splineräume S;,3(ß) für beliebige Triangulierungen ß. Im Anschluss kon-
struieren wir Lagrange- und Hermite-Interpolationsmengen für diese Splineräume, indem
wir geeignete Interpolationspunkte bzw. Interpolationsbedingungen im Startdreieck und
auf den induktiv angehängten Dreiecken auswählen.
4.1 Bestimmung der Dimension
Im Folgenden konstruieren wir minimal bestimmende Mengen für die Splineräume S;,3 (ß)
auf beliebige Triangulierungen ß, die in Abschnitt 3 geeignet zerlegt wurden. Dazu wäh-
len wir im Startdreieck T = 00 E ß die Menge aller Bezier-Bernstein-Punkte Mo =
{~[~,]k I i,j, k ~ 0, i + j + k = 7}. Die Punkte Mm \ Mm-1 C Mf).. auf den Dreiecken
von ßm \ ßm-1, m = 1, ... ,n werden induktiv ausgewählt. Für Tm = 0 sei o.B.d.A.
cm,nm = 1. (Für Cm,nm = 0 gilt nach Konstruktion Cm,o = 1. Setze dann Vm,l := Vm,nm-l
für l = 0, ... , nm.) Angenommen für ein m E {I, ... , n} ist Mm-1 bereits konstruiert, dann
wähle:
• D3 (vm) n Tm,l = {~[,~;,I] I i ~4} sowie pJ~72I],
• pJ~7:/] für alle j E {I, ... ,nm - I} mit Cm,j = 1,
• pJ~7id, falls Cm,o = 1, und
P[Tm•nm] f 11 ( - 1 - 1)• 3,1,3 , a s Cm,nm - , Tm - .
Sei ß eine beliebige Triangulierung, zerlegt wie in Abschnitt 3 beschrieben, und M
Mn C Mf).. die Menge aller oben gewählten Bezier-Bernstein-Punkte von ß.
Theorem 4.1:
M ist eine minimal bestimmende Menge für S;,3(ß), und es gilt #M = dim(S;,3(ß)).
Beweis:
Wir zeigen zunächst, dass M eine bestimmende Menge für S;,3(ß) ist. Sei dazu B E S;,3(ß)
für alle T E ß gegeben durch BIT = p[T] E P7 in seiner Bezier-Bernstein-Darstellung mit
K ffi. [T].. k 7 D • . [T] 0 f" 11 p[T] Moe Zlenten a .. k' 't + J + = . rerner seI ai J' k = ur a e i J' k E .'t,J, , , , ,
Alle Koeffizienten a~7Jk im Startdreieck T verschwinden, da M sämtliche Bezier-Bernstein-'t,J,
Punkte von T enthält. Sei jetzt für ein m E {I, ... , n} bereits gezeigt, dass a~~k = 0 für alle
pJ~]k auf ßm-1, dann betrachten wir die Dreiecke von ßm \ßm-1. Nach Lemma 2.4 gilt mit't,J,
den C2-Bedingungen über den Kanten [Vm,l, Vm,l+l], l = 0, ... , nm - 1 und der Superspline-
eigenschaft in den Knoten der Triangulierung, dass a~:7kd= 0 für i = 0, ... ,2, l = 1, ... , nm
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Vm,4
Abb. 8: Die Menge Mm \ Mm-1 auf dem Gebiet nm \ nm-1.
• [Tm d [Tm d 0 f" 1 1 A D ( ) n rp M £ I t [Tm zJ 0 f"SOWIea340 = a304 = ur = , ...,nm. us 3 Vm J..ml C m 0 g aijk = ur
1 = 1, ... ; ~m und ~iIe i+ j + k = 7 mit i ~4. ' , ,
Auf dem Dreieck Tm,l ist der Koeffizient a~~l:3I]Null gegeben, falls Cm,l = 1 ist, bzw. kann
im Fall Cm,l = 0 mit a~~7kl]= 0 für (i,j, k) E {(2, 2, 3); (2,1,4); (2,0,5); (3,0,4); (4,0, 3)}
und ar;:22] = 0 nach Korollar 2.5 Null berechnet werden. Gilt cm,o = 1, so ist der Ko-
effizient a~~;:il] = 0 gegeben. Andernfalls ist vm,o semisingulär bzgl. ßm, und es gibt ein
Dreieck T = ß(vm, W, vm,o) in ß, auf dem die Koeffizienten a~~],5_j' j = 0, ... ,2 verschwin-
den. Daher impliziert a~~7kI] = 0 für (i,j, k) E {(2, 3, 2); (2,5,0); (3,4,0); (4,3, O)} nach
Korollar 2.5, dass a~~;:il] = O. Wegen pJ~72I] E Mm gilt a~~;r:2tJ= O. Folglich sind alle Bezier-
Bernstein-Koeffizienten des Dreiecks Tm,l gleich Null.
Betrachten wir jetzt induktiv die Dreiecke Tm,l, 1 = 2, ... ,nm - 1. Mit der C2-Bedingung
über der Kante em,l-l sind nach Lemma 2.4 die Koeffizienten a~:7kzJ = 0 für alle i+ j +k = 7
mit k ::; 2. Die gleiche Argumentation wie im Dreieck Tm,l liefert mit der C2-Bedingung
über der Kante em,l nach Korollar 2.5, dass a~~l:i]= O. Folglich verschwinden alle Bezier-
Bernstein-Koeffizienten des Dreiecks Tm l. .,
Es verbleibt das Dreieck Tm,nm' Die C2-Bedingung über der Kante em,nm-1 impliziert nach
Lemma 2.4, dass af;knm] = 0 für alle i + j + k = 7 mit k ::; 2. Für Tm = 1 folgt
a~~~3nm] = 0 mit an~ioger Argumentation wie im Dreieck Tm,l. Der Fall Tm = 0 impli-
ziert nach Konstruktion cm,nm = 1, und es gibt Am E {2,3} Dreiecke 'il = ß(Vm,Wl-l,Wl),
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l = 1, ... , Am mit Wo = vm,o und WAm = vm,nm' wobei die Kanten [Wl, Vm], l = 1, ... , Am -1 in
Vm degeneriert sind. Nach Lemma 2.4 folgt mit den C2-Bedingungen über diesen Kanten
[Tz] - 0 l - 1 \ D' C2 B d' "b d K t . [Tm,nmJ - 0 f"a3,2,2 - , - , ... , Am' le - e lngung u er er an e em,nm' sOWIe ai,j,k - ur
(i,j, k) E {(5, 0, 2); (4,0,3); (3,0,4); (3,2, 2)}.und a~T~2J= 0 implizieren nach Korollar 2.5,
dass a3[~lm3,nmJ= O. Somit sind auch im Dreieck Tm ~' alle Bezier-Bernstein-Koeffizienten
" , m
gleich Null. Also ist Mm eine bestimmende Menge für S;,3(ßm) und damit induktiv M
eine bestimmende Menge für S;,3 (ß).
Wir zeigen jetzt, dass M minimal ist. Es gilt:
dim(S;,P(ß)) > (Pt2). #V(ß) + ((q-3;-1) - 3er-t+1)) . #N(ß)
+ ~(r + 1)(2q- 4p + r - 2) . #E(ß) + er-f+l) .a.
Wie in [9]' Theorem 5 gezeigt, ist bei der Konstruktion der Subtriangulierungen ßm, m =
0, ... ,n eine Kante em,j genau dann im Knoten Vm,j degeneriert, wenn der Knoten Vm,j für
ein k < m einem Knoten Vk,l, l E {O, nk} entspricht, der semisingulär bzgl. ßk ist.
In M = Mn liegen daher folgende Bezier-Bernstein-Punkte der Triangulierung:
• genau 36 Punkte im Startdreieck,
• genau 13 Punkte für jeden hinzugefügten Knoten von ß, und
• genau 1 Punkt für jeden singulären Knoten.
Also gilt
#M 36 + 13(#V(ß) - 3) + a(ß)
13 . #V(ß) - 3 + a(ß)
- 10. #V(ß) + 3(#V(ß) - 1) + a(ß)
- 10. #V(ß) - 3. #N(ß) + 3. #E(ß) + a(ß)
< dim( 8;,3 (ß)).
Damit ist M minimal, d.h.
dim( S;,3(ß))
4.2 Lagrange-Interpolation
#M 13. #V(ß) - 3+ a(ß).
#
Sei ß eine beliebige Triangulierung, zerlegt wie in Abschnitt 3 beschrieben. Wir konstruie-
ren nun Lagrange-Interpolationsmengen für den Splineraum S;,3(ß), indem wir geeignete
Interpolationspunkte im Startdreieck und induktiv in den angehängten Dreiecken wählen.
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Im Startdreieck T wählen wir eine Menge Lo von 36 Punkten, die eindeutige Interpolation
mit P7 erlauben. Dies sind z.B. für i = 1, ... ,8 gen au i Punkte auf der Strecke li für 8
parallele Strecken h, ..., l8 auf T. Angenommen für ein m E {I, ... , n} sind die Interpo-
lationspunkte auf nm-1 bereits konstruiert, dann wählen wir auf nm \ nm-1 die Punkte
Lm \ Lm-1 wiefolgt:
• Vm, je genau drei Punkte im Innern der Kanten em,o und em,l, genau 2+ cm,o Punkte
im Innern der Strecke [vm,o, Vm+2V
m,1], genau 1 + Cm,l Punkte im Innern der Strecke
[Vm,l, Vm+2
vm,O] und genau einen Punkt im Innern von T m,l, der auf keiner dieser
Strecken liegt,
• für j = 2, ... ,nm - 1 genau einen Punkt im Innern von Tm,j, falls Cm,j = 1, und
• genau einen Punkt im Innern von Tm,nm, falls (cm,nm = 1, Tm = 1).
Vm,o
Vm,4
Vm,l Vm,2 Vm,3
Abb. 9: Mögliche Interpolationspunkte auf nm \ nm-1 für q = 7.
Sei ß eine beliebige Triangulierung, zerlegt wie in Abschnitt 3 beschrieben, und L = Ln
die Menge aller oben gewählter Interpolationspunkte.
Theorem 4.2:
L ist eine Lagrange- Interpolationsmenge für den Splineraum Si,3 (ß) .
Beweis:
Nach Konstruktion gilt #L = dim(Si,3(ß)). Somit reicht es zu zeigen, dass das homo-
gene Interpolationsproblem nur trivial lösbar ist. Sei also s E Si,3(~) gegeben durch
slT = p[T] E P7 für alle T E ~, und es gelte s(z) = 0 für alle z E L. Die Interpo-
lationsbedingungen im Startdreieck implizieren slT = O. Sei jetzt für ein m E {I, ... , n}
bereits gezeigt, dass slo
m
_
1
= 0, dann betrachten wir sauf nm \ nm-1. Die C2-Stetigkeit
über den Kanten [Vm,l, Vm,l+l], l = 0, ... ,nm -1 und die Supersplineeigenschaft in den Kno-
ten der Triangulierung implizieren Dk s(z) = 0 für k = 0, ... ,2 und alle z E [Vm,l, Vm,l+l],
l = 0, ... ,nm - 1 sowie D3s(vm,l) = 0 für alle l = 0, ... ,nm.
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Auf dem Dreieck Tm,l folgt mit den Interpolationsbedingungen auf den Kanten em,l, l = 0,1,
dass Sie - 0 für l = 0,1. Daher gibt es ein Polynom q~Tm,d E P2, sodass sich p[Tm,IJ schrei-
m,l
ben läßt als
p[Tm,IJ(Z) = lt .l2 .l3 . qfm,d(z), z E Tm,l,
wobei lt eine Gerade durch die Kant~ [vm,o, Vm,l) und lj für j = 1,2 Geraden durch die
Kanten em,j-2 sind. Im Folgenden sei di,j ein Einheitsvektor entlang der Kante [Vm,i, Vm,j) E
E(ß). Im Fall Cm,l = 0 wird aus den Ableitungen Pd[;m,(I~d )2 (vm,d, Pd[;m,(I~d )2(vm,d und
I ° m,1 I 2 m,l
p~~~~\)4 (vm,d nach Lemma 2.3 die partielle Ableitu~g P~:'t~dm,I)3 (vm:d = 0 berechnet.
Dies impliziert D4p[Tm,IJ (Vm,l) = 0 und damit q~Tm,IJ(Vm,l) = o. Falls cm,o = 0, so ist vm,o
semisingulär bzgl. ßm, und aus sJom_1 = 0 folgt p~(~IJm,o)2(Vm,o) = 0 für einen Einheitsvek-
tor d entlang der benachbarten Kante von em,o im Knoten vm,o. Analog der Argumentation
für Vm,l impliziert dies D4p[Tm,d (vm,o) = 0, also q~Tm,IJ(vm,o) = 0, falls Cm,o = O. Aufgründ
der Interpolationspunkte im Innern der Strecken [vm,o, Vm+2V
m,l) und [Vm,l, Vm+2Vm,o)gibt es
daher ein Polynom qfm,IJ E Po, sodass sich p[Tm,d schreiben läßt als
z E Tm,l,
wobei lj für j = 4,5 eine Gerade durch die Strecke [vm,o, Vm+2
Vm,l) bzw. [Vm,l, Vm+2
Vm,o) ist.
Aus den Interpolationsbedingung im Innern von T m,l folgt schließlich q~Tm,IJ = 0 und damit
p[Tm,IJ = O.
Wir betrachten nun induktiv die Dreiecke Tm,l, l = 2, ... ,nm - 1. Mit der C2-Stetigkeit
über den Kanten em,l-l und [Vm,l-l, Vm,l) sowie der Supersplineeigenschaft in den Knoten
Vm und Vm,l gibt es ein Polynom q~Tm,tl E Po, sodass sich p[Tm,tl schreiben läßt als
z E Tm,l,
wobei lt eine Gerade durch die Kante [Vm,l-l, vm,LJ und lj für j = 2,3 Gerade durch die Kan-
ten em,l+j-3 sind. Mit gleicher Argumentation wie im Dreieck Tm,l folgt p~7~'; (-dm,I)3 (Vm,l) =
0, falls Cm,l = o. Für Cm,l = 1 gibt es einen weiteren Interpolationspunkt im Innern von
Tm,l. Beides impliziert jeweils qfm,tl = 0 und damit p[Tm,tl = O.
Es verbleibt das Dreieck Tm,nm. Aus der C2-Stetigkeit über der Kante em,nm-l folgt für
alle z E em,nm-1, dass Dkp[Tm,nmJ(z) = 0 für k = 0, ... ,2. Daher gibt es ein Polynom
qbTm,nmJ E Po, sodass sich p[Tm,nmJ schreiben als
z E Tm,nm,
wobei lt eine Gerade durch die Kante [vm,nm-1, vm,nm) und lj, j = 2,3 Geraden durch
die Kanten em,nm+j-3 sind. Im Fall Tm = 1 folgt wie auf dem Dreieck Tm,l, dass die
partielle Ablei tung P~:~n: -I (-dm,nm)3 (vm,nm) verschwindet oder ein zusätzlicher Interpo-
lationspunkt im Innern von Tm,nm liegt. Dies impliziert qbTm,nmJ(Vm,nm) = 0 und damit
p[Tm,nmJ _ o. Für Tm = 0 gilt nach Voraussetzung Cm,nm = 1, und es gibt Am E {2,3}
Dreiecke Tl = ß(vm, Wl-l, Wl), l = 1, ... , Am in ß mit Wo = Vm,O und W>'m = vm,nm' wobei
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die Kanten [Wl, Vm], l = 1, ... , Am - 1 in Vm degeneriert sind. Mit der C2-Stetigkeit über
diesen Kanten folgt p~] J2 (vm) = 0 für l = 1, ... , Am, wobei dl ein Einheitsvektor ent-
1-1 1
lang der Kante [vm, wzJ ist. Daher impliziert die C2-Stetigkeit über der Kante em,nm sowie
p~m.nm] (vm) = p~m,nmJ2 (vm) = 0 nach Lemma 2.3, dass p~m,nmJ (vm) = O. Darausm,nm m,nm m,nm-1 m,nm m,nm-1
folgt q~Tm.nm](vm) = 0, also p[Tm,nm] = O.
Insgesamt gilt Siom = 0 und induktiv s = O.
#
4.3 Hermite-Interpolation
Sei .6. eine beliebige Triangulierung, zerlegt wie in Abschnitt 3 beschrieben. Wir wählen nun
geeignete Interpolationsbedingungen im Startdreieck und induktiv in den Knoten der ange-
hängten Dreiecke, und konstruieren so Hermite-Interpolationsmengen für den Splineraum
Si,3 (.6.).
Sei f E C(O) eine genügend oft differenzierbare Funktion und di für i = 1, ... ,3 ein Einheits-
vektor entlang der Kante ei := [Wi, Wi+l], W4 := Wl, des Startdreiecks T = .6.(Wl, W2, W3)'
Dann setzen wir Ho eine Menge von 36 Interpolationsbedingungen, die den interpolierenden
Spline sauf T eindeutig festlegen. Dies sind z.B .
• Dks(Wi) = Dk f(Wi), für k = 0, ... ,3, i = 1, ... ,3, und
• sd~( -di_d2 (Wi) = fd~(-di_I)2 (Wi), Sd~(-di_d (Wi) = fd~( -di-d (Wi) für i = 1, ... ,3.
Angenommen die Menge Hm-1 wurde bereits konstruiert, so wählen wir auf den Drei-
ecken von .6.m \ .6.m-1 die Bedingungen Hm \ Hm-1 im Knoten Vm. Sei dazu dm,j für
m = 1, ... ,n, j = 0, ... ,nm ein Einheitsvektor entlang der Kante em,j = [vm, Vm,jJ. Im Fall
Tm = 0 sei o.B.d.A. Cm,nm = 1. Dann gelte:
• DkS(vm) = Dkf(vm), für k = 0, ... ,3,
• sd2 d2 (vm) = fd2 d2 (vm),m,O m,1 m,O m,1
• sd . Id3 . (vm) = fd '_ld3 . (vm) für alle j E {I, ... ,nm - I} mit Cj = 1,m.J- m.J m,J m,J
Sei .6. eine beliebige Triangulierung, zerlegt wie in Abschnitt 3 beschrieben, und H = Hn
die Menge aller oben gestellter Interpolationsbedingungen für S?,3(.6.).
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Theorem 4.3:
H ist eine Hermite-Interpolationsmenge für den Splineraum S;,3(ß).
Beweis:
Nach Konstruktion gilt #H = dim (Si,3 (ß) ). Daher reicht es zu zeigen, dass das ho-
mogene Interpolationsproblem nur trivial lösbar ist. Sei also slT = p[T] E P7 für alle
T E ß und f = 0 gegeben. Die Interpolationsbedingungen im Startdreieck Timplizieren
[T] - - 0 A f'" {1 } . t b .t . d - 0p = sln = . ngenommen ur eIn m E , ... ,n IS erei s gezeIgt, ass Sln =,o m-1
dann betrachten wir sauf nm \ nm-I.
Die C2-Stetigkeit über den Kanten [vm,z, Vm,l+l], l = 0, ... ,nm -1 und die Supersplineeigen-
schaft in den Knoten der Triangulierung implizieren Dk s(z) 0 für k = 0, ... ,2 und alle
z E [Vm,l, Vm,l+1], l = 0, ... ,nm - 1 sowie D3s(Vm,l)_ 0 für l = 0, ... ,nm. Aus Dks(vm) = 0
für k = 0, ... ,3 folgt damit insbesondere Sie = 0 für l = 0, ... ,nm. Im Folgenden sei di J"
m,l '
ein Einheitsvektor entlang der Kante [Vm,i, Vm,jJ E E(ß).
Im Dreieck Tm,1 interpoliert für Gm,1 = 1 die partielle Ableitung P;J:;~1d~,j (vm) = O. Mit
der Supersplineeigenschaft in den Knoten Vm und Vm,1 impliziert dies P~:'t2dm,1)3 (Vm,l) = o.
Gilt dagegen Gm,1 = 0, so läßt sich pTm,(12d )3(Vm,t} aus den Ableitungen p~m.(12d )2 (vm,t},1,0 m,1 1,0 m,l
P~:'t2dm,t)2(Vm,t} und p~~~~\)4(Vm,l) nach Lemma 2.3 Null berechnen. Im Fall Gm,o = 1
interpoliert die partielle Ableitung p~m,~ (vm) = O.Aus der Supersplineeigenschaft in Vm
m,O m,1
und vm,o folgt daraus P~:'/2dm.0)3 (vm,o) = O.Für Gm,o = 0 ist vm,o semisingulär bzgl. ßm und
[Tm d ( ) 1" ßt . h .t H '1£ d AbI' t [Tm 1] ( ) [Tm d ( ) dPJO.1'(-dm.0)3 Vm,O a SIe ml 1 e er el ungen p(-d~.0)4 Vm,O , PJÖ,1'(-dm.0)2 Vm,O un
p~~(~1Jm 0)2 (vm,o) nach Lemma 2.3 Null berechnen. Dabei ist dein Einheitsvektor entlang
der benachbarten Kante von em,o im Knoten vm,o, Folglich gibt es auf dem Dreieck Tm,1
ein Polynom q~Tm,d E Po, sodass sich p[Tm,d schreiben als
z E Tm,1,
wobei h eine Gerade durch die Kante [vm,o, Vm,l] und lj, j = 2,3 Geraden durch die Kanten
em,j-2 sind. Aus p~~m'~2 (vm) = 0 folgt q~Tm.1](vm) = 0 und damit p[Tm,1] = O.
m,O m,1
Wir betrachten jetzt induktiv die Dreiecke Tm,l, l = 2, ,nm - 1. Aus der C2-Stetigkeit
über der Kante em,l-1 folgt Dkp[Tm,d(z) = 0 für k = 0, ,2 und alle z E em,l-l. Also gibt
es ein Polynom q~Tm,d E Po, sodass sich p[Tm.d schreiben als
z E Tm,l,
wobei h eine Gerade durch die Kante [Vm,l-l, Vm,l] und lj, j = 2,3 Geraden durch die Kanten
em,l+j-3 sind. Mit analogem Argument wie im Dreieck Tm,1 gilt p~7~l:(_dm.z)3(Vm,l) = O.Dies
impliziert q~Tm.zl(vm) = 0 und damit p[Tm.d = O.
Es verbleibt das Dreieck T m,nm' Aus der C2-Stetigkeit über der Kante em,nm-1 folgt für
alle z E em,nm-1, dass Dkp[Tm,nm](z) = 0 für k = 0, ... ,2. Daher gibt es ein Polynom
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q~Tm,nm] E Po, sodass sich p[Tm,nm] schreiben als
Z E Tm,nm,
wobei lt eine Gerade durch die Kante [Vm,nm-1, vm,nm] und lj, j = 2,3 Geraden durch
die Kanten em,nm+j-3 sind. Im Fall Tm = 1 folgt wie im Dreieck Tm,1, dass die partielle
AbI 't [Tm,nm] () - 0 f" - 1 . t l' t d f" 0el ung p dnm ,nm-1 (-dm,nm)3 Vm,nm - ur Cm,nm - In erpo Ier , 0 er ur Cm,nm =
berechnet werden kann. Dies impliziert q~Tm,nm](vm,nm) = 0 und damit p[Tm,nm] = O. Für
Tm = 0 gilt analog dem Beweis für die Lagrange-Interpolation, dass pf~~::Jm,nm-1 (vm) = O.
Dies impliziert q~Tm,nm](vm) = 0 und damit ebenfalls p[Tm,nm] = O.
Insgesamt gilt BIom = 0 und damit induktiv B = O.
#
5. Interpolation mit S;,3(a), q > 8
In diesem Abschnitt konstruieren wir Lagrange- und Hermite-Interpolationsmengen für
die Splineräume S:,3(~), q 2:: 8 auf beliebigen Triangulierungen ~.
Nach Ibrahim und Schumaker [16] ist die Dimension der Splineräume S;,8(~) für q 2:: 3r+2
auf beliebigen Triangulierungen ~ bekannt. Für q 2:: 8 gilt:
dim(S~,3(~)) = 15. #V(~) + ((q;7) - 3) . #N(~) + (3q - 18) . #E(~) + a.
5.1 Lagrange-Interpolation
Sei ~ eine beliebige Triangulierung, zerlegt wie in Abschnitt 3 beschrieben. Dabei ist
keine Modifikation von ~ notwendig. Wir wählen nun geeignete Interpolationspunkte im
Startdreieck und induktiv in den angehängten Dreiecken, und konstruieren so Lagrange-
Interpolationsmengen für die Splineräume S:,3(~), q 2:: 8.
Auf dem Startdreieck T wählen wir eine Menge Lo von (q~2) Punkten, die eindeutige
Interpolation mit Pq erlauben. Dies sind z.B. für i = 1, ... , q + 1 genau i Punkte auf der
Strecke li für q + 1 parallele Strecken lt, ... , lq+1 auf T. Angenommen für ein m E {I, ... ,n}
sind die Interpolationspunkte auf Om-1 bereits konstruiert, dann wählen wir die Punkte
Lm \ Lm-1 auf 0m \ 0m-1 wiefolgt:
• Auf dem Dreieck Tm 1 wähle,
- v und je genau q - 4 Punkte im Innern der Kanten em,o und em,1,
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- genau q - 5 + cm,o Punkte im Innern der Strecke [vm,o, Vm+2Vm,1],
- genau q - 6 + Cm,l Punkte im Innern der Strecke [Vm,l, Vm+2Vm,o],und
- genau (q;5) nicht auf diesen Strecken liegende Punkte im Innern von Tm,l, die
eine eindeutige Interpolation mit Pq-7 erlauben .
• Auf den Dreiecken Tm,l, l = 2, ... ,nm - 1 wähle
- genau q - 7 Punkte im Innern von em,l,
- genau q - 7 + Cm,l Punkte im Innern der Strecke [Vm,l, Vm+~m,l-l], und
- genau (q;6) nicht auf dieser Strecke liegende Punkte im Innern von Tm,l, die
eine eindeutige Interpolation mit Pq-8 erlauben.
• Auf T m,nm wähle
genau q - 7 Punkte im Innern von em,nm'
genau q - 7 + Cm,nm Punkte im Innern der Strecke [vm,nm, Vm+V~.nm-l],
genau q - 8 + Tm Punkte im Innern der Strecke [vm, Vm,nm-~+Vm,nm], und
für q ~ 9 genau (q;7) nicht auf diesen Strecken liegende Punkte im Innern von
Tm,nm, die eine eindeutige Interpolation mit Pq-9 erlauben.
Vm,4
Vm,l Vm,2 Vm,3
Abb. 10: Mögliche Lagrangepunkte auf Om \ Om-l für q = 8.
Sei ß eine beliebige Triangulierung, zerlegt wie in Abschnitt 3 beschrieben, und L die
Menge aller oben gewählter Interpolationspunkte.
Theorem 5.1:
Sei q ~ 8. Dann ist Leine Lagrange-Interpolationsmenge für den Splineraum S;,3(ß).
Beweis:
Wir zeigen zunächst, dass die Anzahl der gewählten Punkte mit der Dimension des inter-
polierenden Splineraums übereinstimmt. In L enthalten sind:
22
z E Tm,l,
• gen au (q~2) Punkte im Startdreieck,
• genau (q;4) - 3 Punkte in jedem hinzugefügten Dreieck,
• genau 10 + 3(q - 6) zusätzliche Punkte für jeden angehängten Knoten Vk in den
Dreiecken Tk,i und Tk,nk' und
• genau einen Punkt für jeden singulären Knoten.
Also gilt
#L - (q~2) + [(q;4) - 3] . (#N(ß) - 1) + [10 + 3(q - 6)] . (#V(ß) - 3) + a(ß)
(q2 _ 6q + 6) . #V[(ß) + ~(q2 - 3q - 2) . #VB(ß) - ~(q2 - 6q - 4) + a(ß)
- 10. #V(ß) + [(q;7) - 3] . #N(ß) + 3(q - 6) . #E(ß) + a(ß)
dim(S~,3(ß)) ,
Somit reicht es zu zeigen, dass das homogene Interpolationsproblem nur trivial lösbar ist.
Sei also s E S;,3(ß) gegeben durch slT = p[T] E Pq für 'alle T E ß, und es gelte s(z) = 0
für alle z E L. Die Interpolationsbedingungen im Startdreieck implizieren slT = O. Sei
jetzt für ein m E {1, ... , n} bereits gezeigt, dass sln
m
_
1
= 0, dann betrachten wir sauf
nm \ nm-i. DieC2-Stetigkeit über den Kanten (Vm,l, Vm,l+i], l = 0, ... ,nm - 1 und die
Supersplineeigenschaft in den Knoten implizieren Dks(z) = 0 für k = 0, ... ,2 und alle
z E (Vm,l, Vm,l+i], l = 0, ... , nm - 1 sowie D3s(vm,l) - 0 für l = 0, ... , nm.
Auf dem Dreieck Tm,i folgt aus den Interpolationsbedingungen auf den Kanten em,l, l = 0,1,
dass P[ITm,l] = 0 für l = 0, 1. Daher gibt es ein Polynom q~5,I] E Pq-5, sodass sich p[Tm,I]
em l
schreibeIi läßt als
p[Tm,I](Z) = l~ .l2 .l3' ql~5,1](Z), Z E Tm,i,
wobei h eine Gerade durch die Kante (vm,o, vm,d und lj, j = 2,3 Geraden durch die Kanten
em,j-2 sind. Wie im Fall q = 7 folgt für Cm,o = 0 mit analogem Beweis D4p[Tm,1](Vm,1) =
o und damit ql~5,d (Vm,i) - 0, sowie für Cm,i = 0, dass D4p[Tm.l] (vm,o) = 0 und damit
ql~5,1](Vm,o)= '0. Zusammen mit den Interpolationsbedingungen im Innern der Strecken
[V Vm+Vm,l] und (v Vm+Vm,o] gibt es daher ein Polynom q[Tm,l] E P sodass sichm,O, 2 m,i, 2 q-7 q-7,
p[Tm,d schreiben läßt als
p[Tm,l](Z) = l~ .l2 .l3 .l4 .l5 . ql~7,1](Z), Z E Tm,i,
wobei lj für j = 4,5 eine Gerade durch die Strecke [vm,o, Vm+2Vm,1]bzw. (Vm,i, Vm+2Vm,o]ist.
Die verbleibenden Interpolationsbedingungen im Innern von Tm,i implizieren schließlich
q~~7,1]= 0 und damit p[Tm,l] = O.
Wir betrachten nun die Dreiecke Tm,l, l = 2, ... ,nm - 1. Die Supersplineeigenschaft in
den Knoten Vm und Vm,l, l = 1, ,nm zusammen mit den Interpolationsbedingungen im
Innern der Kanten em I, l = 1, ,nm impliziert sI = 0 für l = 1, ... , nm. Mit der C2_, em,l
Stetigkeit über den Kanten em,l-i und (Vm,l-i, vm,z] folgt daher die Existenz eines Polynoms
ql~,d E Pq-7, sodass sich p[Tm.d schreiben läßt als
P[Tm,d (z) = l3. l3 . l . q[Tm.d (z)1 2 3 q-7 ,
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wobei lt eine Gerade durch die Kante [Vm,l-I, Vm,l] und lj, j = 2,3 Geraden durch die
Kanten em,l+j-3 sind. Für Cm,l = 0 folgt nach Lemma 2.7 wie im Fall q = 7, dass
p~7~ll (-dm,z)3 (Vm,l) = 0 für einen Einheitsvektor dl,;-I entlang der Kante [Vm,l, Vm,l-I], und
damit q1~7'zJ (Vm,l) = O.Für Cm,l = 1 liegt ein zusätzlicher Interpolationspunkt im Innern der
Strecke [Vm,l, Vm+~m,l-I]. In beiden Fällen gibt es mit den gewählten Interpolationspunkten
daher ein Polynom q1~8'zJ E Pq-S, sodass sich p[Tm,zJ schreiben läßt als
z E Tm,l,
wobei l4 eine Gerade durch die Strecke [Vm,l, vm+~m,l-l] ist. Die restlichen Interpolationsbe-
dingungen im Innern von Tm,l implizieren q1~8'zJ _ 0 und damit p[Tm,zJ = O.
Es verbleibt das Dreieck Tm,nm. Für Tm = 0 folgt aus der Semisingularität von Vm und der
C2-Stetigkeit über den Kanten von ~ nach Lemma 2.7, dass sdm,nm-ld~,nm (vm) = O. Für
Tm = 1 liegt ein zusätzlicher Interpolationspunkt im Innern der Strecke [vm, Vm,nm - ~+Vm,nm ].
Aus cm,nm = 0 folgt D4p[Tm,nmJ(vm,nm) = 0 wie im Fall q = 7, und damit q1~~,nmJ(Vm,nm) = O.
Für cm,nm = 1 liegt ein zusätzlicher Interpolationspunkt im Innern von [vm,nm, Vm+V~,nm-l].
Im Fall q = 8 impliziert dies p[Tm,nmJ = O. Für q ~ 9 liegen zusätzlich q - 8 Interpolati-
onspunkte im Innern der Strecke [v Vm,nm-l+Vm,nm] weshalb ein Polynom q[Tm,nmJ E Pm, 2' q-9 q-9
existiert, sodass sich p[Tm,nml schreiben läßt als
z E Tm,nm,
wobei l4 eine Gerade durch die Strecke [vm, Vm,nm-~+vm,nm] und ls eine Gerade durch die
Strecke [vm,nm, Vm+v~,nm -1] ist . Aus den Interpolationsbedingungen im Innern von T m,nm
folgt schließlich q~~9,nmJ = 0 und damit p[Tm,nml = O. Insgesamt gilt daher siom = 0 und
induktiv S = O.
#
5.2 Hermite-Interpolation
Sei ~ eine beliebige Triangulierung, zerlegt wie in Abschnitt 3 beschrieben. Wir wäh-
len nun für q ~ 8 geeignete Interpolationsbedingungen im Startdreieck und induktiv in
den Knoten der angehängten Dreiecke, und konstruieren so Hermite-Interpolationsmengen
für die Splineräume S;,3 (~).
Sei f E C(O) eine genügend oft differenzierbare Funktion und di für i = 1, ... ,3 ein Einheits-
vektor entlang der Kante ei := [Wi, Wi+l], W4 := WI, des Startdreiecks T = ~(WI, W2, W3).
Wir setzen Ho eine Menge von (q~2) Interpolationsbedingungen, die den interpolierenden
Spline sauf T eindeutig festlegen. Dies sind z.B.
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• S(-dI)jd~(W2) = f(-dI)jd~(W2) für ji= 0, ..., [Q;l], k ~ 0, wobei j + k :::;[~], und
• s( -d2)jd~ (W3) = f( -d2)jd~ (W3) für j, k = 0, ..., [Q;l J.
Dabei ist [xJ die größte ganze Zahl:::; x. Angenommen die Menge Hm-1 ist bereits kon-
struiert, dann wählen wir im Knoten Vm die Bedingungen Hm \ Hm-1 • Sei dazu dm,j für
m = 1, ...,n, j = 0, ..., nm ein Einheitsvektor entlang der Kante em,j = [vm, Vm,jJ. Wir
wählen
• Dks(vm) = Dk f(vm) für k = 0, ..., q - 4,
• S dk d1 (vm) = fdk d1 (vm) für k, l ~ 2, k + l = q - 3,m,O m,l m,O m,l
• S dk. d1 . ( vm) = f dk. d1 . (vm) für k ~ 3, 4 :::;k + l :::; q - 3, (k, l) fJ- {( 0, q - 3);m,J-I m,J m,J-I.m,J
(1, q - 4)}, l = 2, ...,nm, (k, l, j) -# (1,3, nm),
1
Vm,4
Abb. 11: Interpolationsbedingungen Hm \ Hm-1 im Knoten Vm für q = 8.
Sei ß eine beliebige Triangulierung und H die Menge aller oben gewählter Interpolations-
bedingungen in den Knoten von ß.
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Theorem 5.2:
Sei q ~ 8. Dann ist H eine Hermite-Interpolationsmenge für den Splineraum S;,3(ß).
Beweis:
Nach Konstruktion gilt #H = dim(S;,3(ß)). Daher reicht es zu zeigen, dass das homogene
Interpolationsproblem nur trivial lösbar ist. Sei also slT = p[T] E Pq für alle T E ß und
f - 0 gegeben. Die Interpolationsbedingungen im Startdreieck Timplizieren p[T] = O. Sei
jetzt für ein m E {I, ... , n} bereits gezeigt, dass slnm_l = 0, dann betrachten wir sauf
nm \ nm-I'
Die C2-Stetigkeit über den Kanten [Vm,l, Vm,l+l], l = 0, ... ,nm - 1 und die Superspline-
eigenschaft in den Knoten der Triangulierung implizieren Dk s(z) = 0 für k = 0, ... ,2
und alle z E [vm,l, vm,l+d, l = 0, ... ,nm - 1 sowie D3s(vm,l) = 0 für l = 0, ... ,nm. Aus
Dks(vm) _ 0, k = 0, ... ,3 und den Interpolationsbedingungen im Innern der Kanten
em I, l = 0, ... ,nm folgt damit insbesondere sI = 0 für l = 0, ... ,nm., eml
Analog dem Fall q = 7 sind für q ~ 8 die pa~tiellen Ableitungen s( -dm,z)3dl,l+l (Vm,l), l =
0, ... ,nm - 1 und sd- (-d )3 (Vm I), l = 1, ... ,nm entweder durch die homogenen Inter-l,l-l m,l '
polationsbedingungen gegeben, oder lassen sich mit der C2-Stetigkeit über den Kanten
em,l, l = 0, ,nm nach Lemma 2.3 Null berechnen.
Für l = 1, ,nm - 1 implizieren die Interpolationsbedingungen in den Knoten Vm, Vm,l-l
und Vm,l daher Dkp[Tm,z](Z) = 0 für k = 0, ... ,2 und alle z auf einer Kante von Tm,l' Im Fall
q = 8 folgt daraus p[Tm,z) = 0, für q ~ 9 folgt die Existenz eines Polynoms q~~9'z] E Pq-9,
sodass sich p[Tm,z] schreiben läßt als
p[Tm,z] (z) = l~. l~ . l~ . q~~'z] (z), z E Tm,l,
wobei h eine Gerade durch die Kante [Vm,l-l, Vm,l] und lj, j = 2,3 Geraden durch die Kan-
ten em,l+j-3 sind. Mit den verbleibenden Interpolationsbedingungen im Knoten Vm folgt
Dkq~~9'z] _ 0 für k = 0, ... , q - 9 und damit q~~9'z) = O. Dies impliziert p[Tm,z] = O.
Betrachten wir nun das Dreieck T m,nm' Im Fall Tm = 0 wird die partielle Ableitung
sdm,nm-1dm,nm (vm) = 0 analog dem Fall q = 7 berechnet. Für Tm = 1 ist sdm,nm-1dm,nm (vm) =
o gegeben. Mit gleicher Argumentation wie auf den Dreiecken Tm,l, l = 1, ... ,nm gilt damit
p[Tm,nm] = O. Die impliziert siom = 0 und schließlich induktiv S = O.
#
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