Multicollinearity in empirical data violates the assumption of independence among the regressors in a linear regression model that often leads to failure in rejecting a false null hypothesis. It also may assign wrong sign to coefficients. Shapley value regression is perhaps the best methods to combat this problem. The present paper simplifies the algorithm of Shapley value decomposition of R 2 and develops a Fortran computer program that executes it. It also retrieve regression coefficients from the Shapley value. However, Shapley value regression becomes increasingly impracticable as the number of regressor variables exceeds 10, although, in practice, a good regression model may not have more than ten regressors..
Introduction
n the econometric literature multicollinearity is defined as the incidence of high degree of correlation among some or all regressor variables. Strong multicollinearity has deleterious effects on the confidence intervals of linear regression coefficients (β in the linear regression model y=Xβ+u). Although it does not affect the explanatory power (R 2 ) of the regressors or unbiasedness of the estimated coefficients associated with them, it does inflate their standard error of estimate rendering test of hypothesis misleading or paradoxical, often such that although R 2 could be very high, individual coefficients may all have poor Student's t-values. Thus, strong multicollinearity may lead to failure in rejecting a false null hypothesis of ineffectiveness of the regressor variable to the regressand variable (type II error). Very frequently, it also affects the sign of the regression coefficients. However, it has been pointed out that the incidence of high degree of correlation (measured in terms of a large condition number; Belsley et al., 1980) among some or all regressor variables alone (unsupported by large variance of error in the regressand variable, y) has little effect on the precision of regression coefficients. Large condition number coupled with a large variance of error in the regressand variable destabilizes the regression estimator; either of the two in isolation cannot cause much harm, although the condition number is relatively more potent in determining the stability of estimated regression coefficients (Mishra, 2004a) .
Shapley value regression
This is an entirely different strategy to assess the contribution of regressor variables to the regressand variable. It owes its origin in the theory of cooperative games (Shapley, 1953) . The value of R 2 obtained by fitting a linear regression model y=Xβ+u is considered as the value of a cooperative game played by X (whose members, x j ϵX; j=1, m, work in a coalition) against y (explaining it). The analyst does not have enough information to disentangle the contributions made by the individual members x j ϵ X; j=1, m, but only their joint contribution (R 2 ) is known. The Shapley value decomposition imputes the most likely contribution of each individual x j ϵ X; j=1, m, to R 2 .
An algorithm to impute the contribution of individual variables to Shapley value
Let there be m number of regressor variables in the model y=Xβ+u. Let X(p, r) be the r-membered subset of X in which the p th regressor appears and X(q, r) be the r-membered subset of X in which the p th regressor does not appear. Further, let R 2 (p, r) be the R 2 obtained by regression of y on X(p, r) and R 2 (q, r) be the R 2 obtained by regression of y on X(q, r). Then, the share of the regressor variable p (that is x p ϵ X) is given by   
Retrieval of regression coefficients from Shapley value
As explained by Lipovetsky (2006) , we may retrieves standardized regression coefficients, denoted by, say, .
 Denoting pair-wise correlation matrix among regressors by S, pair-wise correlation vector between regressand and regressors by T and Shapley value vector by V, we formulate a quadratic programming problem to minimize () f  given by 2 1 ( ) ( (2 ) ) . 
A numerical Example to impute Shapley value
The details of regression analysis on this dataset are presented in Table- 2. As it is indicated in Table-2, in spite of a large value of R 2 (0.982), the regression coefficients associated with x 2 , x 3 and x 4 are statistically insignificant (due to inflated standard error of estimate). The regression coefficient associated with x 1 is poorly significant (different from zero) at 7.1% level. Interestingly, the regression coefficient associated with x 4 is negative (although statistically insignificant). A large value of R 2 suggests that the chemicals in the composition of cement explain the evolution of heat in setting, but none of the chemicals, individually, contribute significantly to the said evolution of heat. This is paradoxical. Also, the negative contribution of x 4 (although statistically insignificant), goes against the chemical science. This example amply suggests that strong multicollinearity mars the scientific validity of the findings of regression analysis.
Table1. The Portland Cement Dataset (cf. Woods, Steinour and Starke, 1932) 1  11  11  7  11  3  1  2  21  1  11  10  x2  26  29  56  31  52  55  71  31  54  47  40  66  68  x3  6  15  8  8  6  9  17  22  18  4  23  9  8  x4  60  52  20  47  33  22  6  44  22  26  34  12  12  Total  99  97  95  97  98  97  97  98  96  98  98  98 98 Variables: x1 = 3CaO.Al2O3 (% weight of tricalcium aluminate); x2 = 3CaO.SiO2 (% weight of tricalcium silictate); x3 = 4CaO.Al2O3.Fe2O3 (% weight of tetracalcium alumino ferrite); x4 = 2CaO.SiO2 (% weight of beta-dicalcium silictate); y = heat (calories per gram of cement) evolved while the sample was setting for 180 days of curing. Total is the sum of x1 through x4. obtained from the model x p = Zγ + u pz ), where Z = X(q, m-1) ϵ X or Z is the subset of X in which x p is not there. Thus, the partial correlation coefficient r(u yz , u pz ) measures the correlation between y and x p (both of which are net of the effects of Z). From the dataset under investigation we obtained the partial correlation coefficients, presented in Table- 3. A perusal of Table-3 reveals that x 3 and x 4 continue to show poor effectiveness to y and the correlation between y and x 4 continues to be negative. 
Table2. Summary of Regression Analysis of Portland Cement Dataset

Decomposition of Shapley value of regression analysis
The coalition (regressor variables, X) gains 0.9823756204 (which is equal to the R 2 of the regression model y=Xβ+u). Individual members of the coalition share this gain as detailed out in Table- 4. [R ( , ) ( , 1)] p r R q r  and accordingly we have 0.533948. All the for accumulated and divided by m gives (0.009556+0.161175+0.290878+0.533948)/4 = 0.248889. This is the expected share of x 1 in R 2 presented in Table- 4. For other regressors ( = 2, 3 and 4) the similar computational scheme is used. Now, we proceed to retrieve regression coefficients. The matrix of pair-wise correlation among the regressor variables and the vector of pair-wise correlation between the regressand (y) and regressor variables are presented in Table- 6. We optimize the quadratic function ( ), f  as noted in section 5, by the Host-Parasite Co-evolutionary Algorithm or HPC (Mishra, 2013) . To be doubly sure, we have also optimized () f  by the Differential Evolution (DE) method of global optimization and found the results identical. The DE has been found very effective in difficult nonlinear optimization problems (Mishra, 2007) . We obtain the minimal value of () f  = 0.0000995876416053835 by HPC ( ). Although, numerically, the R 2 obtained from DE is slightly better than that obtained from HPC (at the 10 th place after decimal), for practical purposes HPC and DE both yield (almost) identical R 2 , but this R 2 is noticeably smaller than the R 2 obtained from OLS regression (0.982), or the one (0.9823756204) that was decomposed by the Shapley value reported in Table-4 . Ideally, the min(
should be zero, but it is about 0.0001. Some of the possible reasons might be the effectiveness of an optimizing algorithm and its coding, or the rounding off errors accumulated in course of computation, or near-flatness of a quadratic function at and about its peak. This near-flatness may be dependent on the correlation structure of the dataset being analyzed. But the most potent reason is the fact that the imputed coefficients (α) derived from Shapley value departs from the OLS coefficients (β; this β characterizing min(u'u) and hence max(R 2 )) and, therefore, must always pay in terms of loss in R 2 . The R 2 (y, Xα) must be smaller than R 2 (y, Xβ) if α≠β. The magnitude of this loss would be dependent on the extent of departure of α from β. By the way, we also note the negative signs of coefficients associated with x 3 and x 4 . This sign would be a serious concern for a scientist. 
Some additional observations
In the traditional regression analysis most of the regressors appeared to be redundant, and yet, together, they had exhibited a very high explanatory power. It was paradoxical. The Shapley value regression has explained that such a paradox was due to inability of the traditional regression analysis, which basically assumes independence among the regressors, in dealing with the coalition (cooperative action of the regressors). It is well known that the traditional regression method (ordinary least squares) performs poorly when the Gauss-Markov assumptions are not fulfilled by the data and, therefore, econometricians had in the past invented many techniques such as the generalized least squares (when errors in the dependent variable or the regressand are heteroskedasic or correlated or both), the instrumental variables method (when regressor variables are not fixed, but random), the maximum likelihood estimation (which may be suitable if errors in the regressand are not normally distributed) and so on. These techniques, nevertheless, presume independence among explanatory variables. For dealing with a departure from the assumption of independence among the regressors, several methods (noted in section 2 above) have been proposed, but most of them perform poorly or require additional information (beyond the dataset) from the analyst. Most of those statistical methods for dealing with the multicollinear regressors also are biased estimators. Against these odds, the Shapley value regression needs no additional information and works out the performance individual regressors, which has several desirable properties, such as efficiency, symmetry, linearity, anonymity, marginalism, etc. well discussed in Hart (1989) . However, if α≠β, it must pay in terms of loss in R 2 , since R 2 (y, Xα) based on the Shapley value must be smaller than R 2 (y, Xβ) based on OLS.
A computer program in Fortran
The Fortran computer program (HPC based source code) is available which may be compiled by a suitable compiler and run. It needs that the data be stored in a text file (e.g. DATX.TXT) with as many rows as the number of observations (replicates, n), the first column containing the dependent (regressand) variable and the subsequent m (>1) columns containing the regressor variables. No header is to be provided, only numerical data be stored. The program and the data file must be in the same folder (directory). When the program runs, it needs the values of n and m (which may be coded in the program itself if fixed). Then it needs the input file name (e.g. DATX.TXT). It also needs the duration (in seconds) for which the program would run, which may not normally be more than 5 seconds. The program stores the output in a file (e.g. SHAPLEY_RESULTS.TXT). The source code uses the HPC algorithm. The DE based codes also may be obtained from the author on request.
Conclusion
Multicollinearity in empirical data violates the assumption of independence among the explanatory variables in a linear regression model and by inflating the standard error of estimates of the estimated regression coefficients leads to failure in rejecting a false null hypothesis of ineffectiveness of the regressor variable to the regressand variable (type II error). Very frequently, it also affects the sign of the regression coefficients. Shapley value regression is one of the best methods to combat this adversity to empirical analysis. To this end, the present paper has made two contributions, first in simplifying the algorithm to compute the Shapley value (decomposition of R 2 as fair shares to individual regressor variables) and secondly developing a computer program that works it out easily. Yet, it must be mentioned that the Shapley value regression becomes increasingly impracticable as the number of regressor variables exceeds 10 or 12, although, in practice, a good regression model should not have more than ten regressors. [[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[[' !WRITE( 44431,44421,44401,45671,53277, &34567,23171,98267,49821,11387,17869,12352,12017,10501 0D0/(1+DLOG(1+PROB) ))))) ! LOGISTIC FUNCTION !DPROB(PROB)=(0.5-0.35D0/(1.D0+EXP(-PROB))) ! LOGIT FUNCTION !DPROB(PROB)=-0.05D0*DLOG(PROB/(1.D0-PROB)) !PROB(IT,FN1,FN2)=0.7*(EXP(-2*EXP(-(0.00001D0/(1+DLOG(1+DABS(FN1 !* -FN2))))*IT))) ! THIS STATEMENT FUNCTION DEFINES THE DETECTION/REJECTION FUNCTION ! OF A CUCKOO EGG BY THE HOST (0.7 IS THE UPPER LIMIT OF PROB) 
Appendix
!SHAPLEY REGRESSION FOR MULTICOLLINEARITY PARAMETER (NMAX=100,MMAX=10) IMPLICIT DOUBLE PRECISION (A-H,O-Z) DIMENSION X(NMAX,MMAX),Y(NMAX),(I)=(Y(I)-AM)/SD ENDDO ! -----------------PRINT DATA Y AND X ---------------------- ! DO I=1,N ! WRITE(*,*) Y(I),(X(I,J), J=1,M) ! ENDDO ! ---------------------------------------------------------------- ! MAKE VARIANCE-COVARIANCE MATRIX DO J=1,M XY(J)=0.D0 ! COVARIANCE VECTOR OF Y WITH XDO'---------------------------------------------------' ENDDO CLOSE(KC SUMSRQ=0 DO KPP=1,M NTR1=0 NTR0=0 KP=M-KPP+1 WRITE(*,*)'-------COMBINATION=',KP,' -------------------------' KR=KP-1 ! ---------------------------------------------------------------- SRSQ=0.D0 OPEN(14,FILE=OUTFIL) DO I=1,ENDDO ENDDO ! INVERSION ENDS ! ------------------------------------------------------- ! WRITE(*,*)'DETERMINANT=',D RETURN END ! ================================================================ SUBROUTINE VINIT(VX,VY) ! INITIALIZES (INTERNAL USE) PARAMETER (MMAX=10) IMPLICIT DOUBLE PRECISION (A-H,O-Z) DIMENSION VX(MMAX,MMAX),VY(MMAX) DO I=1,MMAX DO J=1,MMAX IF(I.EQ.J) THEN VX(I,J)=1 ELSE VX(I,J)=0 ENDIF ENDDO VY(I)=0 ENDDO RETURN END ! ---------------------------------------------------------------- SUBROUTINE RSQUARE(Y,RETURN END !---------------------------------------------------------------- SUBROUTINE COMBIN(IN,! ---------------------------------------------------------------- FUNCTION NCR(IN,IR) ! FINDS NCR NF=1 NR=1 DO I=1,IR NF=NF*(IN-I+1) NR=NR*I ENDDO NCR=NF/NR RETURN END !----------------------------------------------------------------- SUBROUTINE HOST_PARASITE(M,RBETA) ! ALGORITHM & PROGRAM BY PROF. SK MISHRA, DEPT. OF ECONOMICS ! NORTH-EASTERN HILL UNIVERSITY (SHILLONG), INDIA PARAMETER(NMAX=1000, MMAX=10) PARAMETER(MAXREP=15, NREP=1) ! NMAX = MAXIMUM NUMBER OF BIRDS TO GENERATE ! MMAX = MAXIMUM DIMENSION OR NO. OF DECISION VARIABLES PARAMETER(IPRN=1000) ! DISPLAY INTERMEDIATE RESULTS AT EVERY IPRN !---------------------------------------------------------------- IMPLICIT DOUBLE PRECISION (A-H,O-Z) !---------------------------------------------------------------- PARAMETER(FSIGN=1, NSORT=0) !(FSIGN = -1 FOR MAXIMIZATION) PARAMETER(MAXITER=10000000, EPS=1.0D-14) ! MAXITER = MAXIMUM NO. OF ITERATIONS ! !EPS IS USED AS A CONVERGENCE CRITERION) !---------------------------------------------------------------- DOUBLE/ !---------------------------------------------------------------- ! LINEAR FUNCTION !DPROB(PROB)=0.3D0*(1.D0-PROB) ! GOMPERTZ CURVE DPROB(PROB)=0.7D0*(EXP(-2*EXP(-(1.!---------------------------------------------------------------- !---------------------------------------------------------------- !ENDIF !---------------------------------------------------------------- ICOUNT=0 !--------------------------------------------------------------- IT=0 ! INITIALIZATION OF ITERATION FEPS=0.0D0 ! INITIALIZATION OF TERMINATION CONDITION !DO IT=1,!--------------------------------------------------------------- IF(CUSD.LT.EPS.OR.CRSD.LE.EPS) FEPS=0 ! TERMINATION CONDITION !--------------------------------------------------------------- !ENDIF ICOUNT=ICOUNT+1 IT=IT+1 ENDDO ! END OF WHILE LOOP !---------------------------------------------------------------!----------------------------------------------------------------- SUBROUTINE NORMAL(R1,R2) ! PROGRAM TO GENERATE N(0,1) FROM RECTANGULAR RANDOM NUMBERS ! IT USES BOX-MULLER VARIATE TRANSFORMATION FOR THIS PURPOSE. !----------------------------------------------------------------- !-----
