Min-norm method is related to MUSIC. This relation Both methods were implemented with a new recursive algorithm we propose also. This algorithm is presented in sec 3 and it performs the spectral decomposition of the correlation matrix we assume to be recursively generated 
that this method has a slightly better performance than the usual. In particular the zeros corresponding to existing sources are nearer the unit circle. Some experimental results will illustrate the comparative behaviour of the algorithms.
Both methods were implemented with a new recursive algorithm we propose also. This algorithm is presented in sec 3 and it performs the spectral decomposition of the correlation matrix we assume to be recursively generated + (1-a) . v.vH (1 1 There are some solutions to the problem. The most important are described in [9] and [ 111. We are going to propose an algorithm wich is equivalent to that described in 
which shows a relation between MUSIC and the Min-Norm.
Using as alternative to MUSIC, the estimator EV of Johnson and De Graaf [2] , we would obtain, instead of (8):
as vector coefficients of the polynomialsd (j=1, . . .,L). A, is the eigenvalue diagonal matrix. So we define, by analogy with (6), the weighted Min-Norm method vector as:
Later we will make a comparison of the results obtained with (8) and with (11).
3.-A RECURSIVE ALGORITHM
In previous works [5-71 we proposed an algorithm to update the spectral decomposition of the spatial covariance matrix, when it was modified according to :
( 1 2 ) H R, = aR,-l + P Sn S , this algorithm was used in [7] to implement the Min-Norm method by assuming R, to be modified twice by snapshot, according to:
R, = aR,-1 + P S, s,+ PJS, S, J where J is the exchange matrix and s, is the nth snapshot.
We begin by decomposing the algorithm into two steps: d )
The components of w will be Wj = (aj +bj )/2, for j=1,2 ,..., M-1 and WM is equal to the norm of r l .
Equation ( 
Simulation results
In the following figures we present the results for two sources: 1 fixed and 1 moving. The DOA were computed every 5, having processed 2000 snapshots. We set cc = .9. In fig.1 .a and 1 .b we see the estimated DOA corresponding to the two sources for the two methods. In figs. 2.a and 2.b we represent the magnitudes of the zeros corresponding to the DOA of the i t h source for both methods. As it can be seen, in the weighted method the zeros are near the unit Circle.
CONCLUSIONS
We have just presented a weigthed version of the MinNorm method. We compared its performance with the usual showing through an example that there is some improvement. We have reported, also, a recursive algorithm to implement the eigendecomposition of recursively generated covariance matrix. The algorithm is simple and its preliminary results are very promising in respect to its numerical properties. On the other hand it can be implemented in a parallel way. We made use of the centrohermitian property of the autocorrelation matrix to reduce the total numerical cost. 
