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Abstract
The relative Dolbeault cohomology which naturally comes up in the theory of Cˇech-
Dolbeault cohomology turns out to be canonically isomorphic with the local (relative)
cohomology of A. Grothendieck and M. Sato so that it provides a handy way of represent-
ing the latter. In this paper we use this cohomology to give simple explicit expressions
of Sato hyperfunctions, some fundamental operations on them and related local duality
theorems. This approach also yields a new insight into the theory of hyperfunctions and
leads to a number of further results and applications.
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value morphism; microlocal analyticity; integration morphism.
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1 Introduction
The theory of hyperfunctions was initiated by M. Sato in [27] and then the theory together
with its philosophy and methodology has been vastly developed to form a branch of
mathematics called algebraic analysis (see M. Sato, T. Kawai and M. Kashiwara [28],
M. Kashiwara and P. Schapira [18], P. Schapira [29] and references therein). The space
B(M) of hyperfunctions on a real analytic manifoldM is considered to be large enough in
the sense that all the solutions to a linear differential equation (with irregular singularities)
are exhausted in B(M), while that of, for example, Schwartz distributions is too small as
a solution space as shown in H. Komatsu [20]. Thus the hyperfunctions may be thought
of as natural generalizations of functions and play important roles in several areas of
mathematics, in particular in the study of linear differential equations.
A hyperfunction on a one-dimensional space is represented by a holomorphic function
on the complement of the real axis in the complex plane and this representative is zero as
a hyperfunction if and only if it extends across the real axis as a holomorphic function.
Contrary to its relative simplicity and concreteness in the one-dimensional case, the theory
in higher dimensions is rather abstract, as hyperfunctions are defined in terms of local
cohomology, with support in M and coefficients in the sheaf O of holomorphic functions
on the complexification X of M , and the theory is described in the language of derived
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functors. Also the representation of local cohomology is done via relative Cˇech cohomology
with coefficients in O . In order to understand hyperfunctions without heavy machineries,
A. Kaneko [16] and M. Morimoto [26] introduced the so-called “intuitive representation” of
a hyperfunction, where it is represented by a formal sum of several holomorphic functions
on infinitesimal wedges with the edge alongM . As a recent development in this direction,
D. Komori and K. Umeta [23] generalize the intuitive representation to the case of local
cohomology with coefficients in an arbitrary sheaf under suitable conditions.
On the other hand, the third named author of this paper observed that the relative
Dolbeault cohomology, which naturally appears in the theory of Cˇech-Dolbeault cohomol-
ogy in [33] (see also [1], [34] and [35]), is canonically isomorphic with the local cohomology
with coefficients in the sheaf of holomorphic forms and that, if we use this cohomology, a
hyperfunction u ∈ B(M) in an arbitrary dimension has a similar representation as that
on the one-dimensional space. That is, u has a representative τ = (τ1, τ01), where τ1 is
a C∞ form of type (0, n) defined on a neighborhood of M in X and τ01 is a C∞ form of
type (0, n−1) defined on the complement of M , with a natural cocycle condition. Such a
representation gives a new approach to the hyperfunction theory and makes its treatment
more manurable, for instance :
(1) We can employ tools available in the C∞ category such as partitions of unity. In
particular, we may take a representative with a compact support if u has a com-
pact support, which is not possible in the framework of intuitive representation, as
representatives are holomorphic functions.
(2) The conventional representation of a hyperfunction is obtained via Cˇech cohomology
with coefficients in O and hence the existence of a Stein open covering is indispens-
able, which sometimes makes the theory rather complicated. In our framework,
however, arguments can proceed without Stein coverings.
(3) The integration of a hyperfunction is easily performed as it is represented by a pair
of C∞ forms. Furthermore, we may concretely describe the morphism associated
with the cohomological residue map, since all the related morphisms are constructed
using fine resolutions of sheaves.
The purpose of this paper is to reestablish the theory of hyperfunctions in the frame-
work of relative Dolbeault cohomology and to indicate further developments of the theory
along this line. It should be noted, however, that although our approach simplifies various
expressions substantially, it is not certain if it also leads to the simplification of the proofs
of such fundamental facts as the pure codimensionality of M in X with respect to O and
the flabbiness of the sheaf B of hyperfunctions. Aside from this, the advantages as listed
above provide a new insight and enable us to perform novel treatments of the theory.
In the course of our study, we introduce several fundamental methods and ideas,
which become important ingredients for further works. In fact this kind of cohomology
theory serves to establish the foundation of various topics in algebraic analysis such as the
theory of Laplace hyperfunctions ([21], [14] and [15]) and the symbol theory of analytic
pseudodifferential operators ([2], see also [3]). Recently, K. Umeta is working on the
former in [38] and D. Komori is doing for the latter in [22], where our fundamental
methods introduced in this paper play essential roles in their arguments.
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The paper is organized as follows. In Section 2, we recall orientation sheaves and the
Thom class, which are necessary for the orientation free expression of hyperfunctions and
the description of the topological aspect of the theory. The definition and fundamental
properties of Sato hyperfunctions are also briefly recalled. We review, in Sections 3, 4 and
5, the theory of relative de Rham and Dolbeault cohomologies. In this paper we need the
relative de Rham cohomology in two ways. One is for the integration theory and the other
for the expression of sections of the complexified relative orientation sheaf. Some canonical
morphisms between the relative de Rham and the relative Dolbeault cohomologies and
local duality morphism are also discussed.
In Section 6, we first express hyperfunctions via relative Dolbeault cohomology and
describe some basic operations such as differentiation and multiplication by real analytic
functions. In fact we work more generally on hyperforms, which have been traditionally
referred to as forms with hyperfunction coefficients. Then we study the integration of
hyperforms and establish the duality theorem of Martineau in our settings. We also give
some examples related to Dirac’s delta function. We note that the theory of integration
on Cˇech-de Rham cohomology directly descends to the integration theory on relative
Dolbeault cohomology and in turn to the integration theory of hyperforms. The duality
paring that appears in the theorem of Martineau is explicitly expressed in this context.
Several important morphisms in the space of hyperfunctions, for example, the bound-
ary value morphism, the integration morphism along fibers are studied in Section 7. We
first discuss the embedding of real analytic functions into the space of hyperfunctions
as a special case of the boundary value morphism. Particularly noteworthy is that the
canonical morphism from the relative de Rham cohomology to the relative Dolbeault
cohomology, which is induced by the projection of a q-form to its (0, q)-component, is ef-
fectively used in the construction of the boundary value morphism. Also the Thom class
in the relative de Rham cohomology plays an essential role in this scene of interaction of
topology and analysis, in particular, combined with the above projection, it is used to
give an explicit embedding morphism of real analytic functions into the space of hyper-
functions (Corollary 7.4). We also give an interpretation of the microlocal analyticity in
our language (Proposition 7.21). Such operations as the external product of hyperforms
and the restriction of hyperfunctions are also neatly treated in our framework.
In Appendix A, we show the compatibility of the boundary value morphisms between
our construction and the original functorial one in [28] and [18].
A summary of a part of this paper is in [36]. Elsewhere we give an explicit embedding
morphism of distributions into the space of hyperfunctions in our context.
2 Sato hyperfunctions
2.1 Relative cohomology
In the sequel, by a sheaf we mean a sheaf with at least the structure of Abelian groups.
As general references for the sheaf cohomology theory, we list [6] and [7]. For a sheaf
S on a topological space X and an open set V in X , we denote by S (V ) the group of
sections on V . For an open subset V ′ ⊂ V we denote by S (V, V ′) the group of sections
on V that vanish on V ′.
3
As reference cohomology theory we adopt the one via flabby resolution. Thus for an
open set X ′ in X , Hq(X,X ′;S ) denotes the q-the cohomology of the complex F •(X,X ′)
with 0 → S → F • a flabby resolution. It is uniquely determined modulo canonical
isomorphisms, independently of the chosen flabby resolution. Considering the closed set
S = XrX ′, it will also be denoted by HqS(X ;S ). This cohomology in the first expression
is referred to as the relative cohomology of S on (X,X ′) (cf. [27]) and in the second
expression the local cohomology of S on X with support in S (cf. [11]).
We recall some of the fundamental properties of the cohomology :
Proposition 2.1 1. For a triple (X,X ′, X ′′) of open sets with X ′′ ⊂ X ′ ⊂ X, there is
an exact sequence
· · · → Hq−1(X ′, X ′′;S ) δ→ Hq(X,X ′;S ) j∗→ Hq(X,X ′′;S ) i∗→ Hq(X ′, X ′′;S )→ · · · .
2. (Excision) For any open set V in X containing S, there is a canonical isomorphism
Hq(X,XrS;S ) ≃ Hq(V, V rS;S ) or equivalently HqS(X ;S ) ≃ HqS(V ;S ).
2.2 Derived sheaves
Let X be a topological space, S a closed set in X and S a sheaf on X .
Definition 2.2 The q-th derived sheaf H qS (S ) of S with support in S is the sheaf
defined by the presheaf V 7→ HqS∩V (V ;S ).
By definition, for a point x in X ,
H
q
S (S )x = lim−→
V ∋x
H
q
S∩V (V ;S ). (2.3)
Thus H qS (S ) is supported on S and we may think of it as a sheaf on S. As such H
q
S (S )
is defined by the presheaf U 7→ HqU(V ;S ), where U is an open set in S and V an open
set in X containing U as a closed set. Note that by excision HqU(V ;S ) does not depend
on the choice of such a V . We quote (cf. [17]) :
Proposition 2.4 If H iS (S ) = 0 for i < q, then the above presheaf is a sheaf, i.e., for
any open set U in S, there is a canonical isomorphism
H
q
S (S )(U) ≃ HqU(V ;S ),
where V is an open set in X as above.
If the above is the case, we identify H qS (S )(U) and H
q
U(V ;S ) hereafter.
Definition 2.5 We say that S is purely q-codimensional in X with respect to S if
H
i
S (S ) = 0 for i 6= q.
Thus if this is the case, the statement of Proposition 2.4 holds.
4
2.3 Orientation sheaves and the Thom class
We list [6] and [10] as references for this subsection. As to the Alexander duality, we
refer to [5] and [32]. Throughout the paper, the manifolds we consider are assumed to
have a countable basis, thus they are paracompact and have countably many connected
components.
Let X be a C∞ manifold of dimension m and ZX the constant sheaf on X with stalk Z.
Then Hq(X ;ZX) is canonically isomorphic with the singular (or simplicial) cohomology
Hq(X ;Z) of X with Z-coefficients on finite chains and, for a closed set S, HqS(X ;ZX)
is canonically isomorphic with the relative cohomology Hq(X,XrS;Z). We denote by
Hq(X ;Z) the Borel-Moore homology of X , which in our case is canonically isomorphic
with the singular (or simplicial) homology of X of locally finite chains.
Suppose X is orientable and is specified with an orientation, i.e., oriented. For a
triangulation of X , we orient simplices and dual cells so that the orientation of the cell
dual to a simplex followed by that of the simplex gives the orientation of X . For a
subcomplex S of X with respect to some triangulation, we have the Alexander duality
A : Hq(X,XrS;Z)
∼−→ Hm−q(S;Z),
which is given by the left cap product with the fundamental class [X ], the class of the
sum of all the m-simplices in X .
First note that we have
H
q
{0}(R
n;ZRn) ≃
{
Z q = n,
0 q 6= n,
which can be seen from the long exact sequence. We may as well interpret it as the
Alexander duality
A : Hq(Rn,Rnr{0};Z) ∼−→ Hn−q({0};Z).
Thus specifying a generator of Hn{0}(R
n;ZRn) is equivalent to specifying an orientation of
Rn.
Let π : E → M be a C∞ real vector bundle of rank l on a C∞ manifold M . We
identify M with the image of the zero section. By excision, the sheaf H qM(ZE) may
be identified with the sheaf H qM(π;ZE) defined by the presheaf U 7→ HqU(π−1(U);ZE).
Setting Ex = π
−1(x) for x ∈M , we have an isomorphism
r∗x : H
q
M(π;ZE)x
∼−→ Hq{x}(Ex;ZEx) ≃
{
Z q = l,
0 q 6= l.
Thus M is purely l-codimensional in E with respect to ZE .
Definition 2.6 We set orM/E = H
l
M(ZE) and call it the orientation sheaf of the bundle
E → M .
Remark 2.7 The sheaf orM/E is a sheaf on M . It is what is referred to as the relative
orientation sheaf of the embedding i : M →֒ E of M by the zero section and describes
the orientations of the fibers of π : E →M .
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The sheaf orM/E is locally constant, i.e., locally isomorphic with a product sheaf with
stalk Z and, by Proposition 2.4, we have
orM/E(U) = H
l
U(π
−1(U);ZE).
In particular orM/E(M) = H
l
M(E;ZE). Note that there are canonical isomorphisms
orM/E ⊗ orM/E ≃ ZM , H om(orM/E ,ZM) ≃ orM/E ,
where the algebraic operations are over the sheaf ZM .
The bundle E is said to be orientable if orM/E is a constant sheaf. This is equivalent to
saying that orM/E admits a global section ψ ∈ orM/E(M) = H lM(E;ZE) such that r∗x(ψ(x))
generates Hq{x}(Ex;ZEx) over Z for every x ∈ M , i.e., we may specify an orientation of
each fiber in a “coherent manner”. A section ψ as above is called an orientation of E.
Once we specify such a ψ we say that E is oriented. From the definition, if the bundle E is
orientable, we have orM/E(M) ≃ ZM (M). The isomorphism is not uniquely determined,
however once we specify an orientation ψ, it is determined so that ψ is sent to the constant
function 1. Note that if M is connected, there are exactly two orientations.
Definition 2.8 Let E be an oriented real vector bundle of rank l. The Thom class ΨE
of E is the global section of orM/E that defines the orientation. It may be thought of as
being in H lM(E;ZE) ≃ H l(E,ErM ;Z).
Let M be a C∞ manifold of dimension n. The orientation sheaf orM of M is defined
to be the orientation sheaf of the tangent bundle TM . By excision and the exponential
map, we have
orM,x ≃ Hn{x}(U ;Z)
for any open set U in M containing x.
Letting E
(n)
M be the sheaf of C
∞ n-forms on M , the sheaf
VM = E
(n)
M ⊗ZM orM
is called the sheaf of densities on M . Denoting by Γc(M ;VM) the space of sections with
compact support, we have the integration∫
M
: Γc(M ;VM ) −→ R.
Note that the manifold M is orientable if and only if TM is and that once we specify an
orientation of M , we have a canonical isomorphism VM ≃ E (n)M .
Let E → M be a real vector bundle and i : M →֒ E the embedding by the zero
section. Then we have :
i−1orE ≃ orM/E ⊗ orM , orM/E ≃ i−1orE ⊗ orM , (2.9)
where the tensor products are over ZM . Thus if M is orientable and E is orientable as a
bundle, the total space E is also orientable.
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Convention : In the above situation, when we specify various orientations, we arrange
them so that the orientation of the fiber followed by that of M gives the orientation of
the total space E.
Let X be a C∞ manifold of dimension m and M ⊂ X a closed submanifold of dimen-
sion n. Then we have the exact sequence
0 −→ TM −→ TX|M −→ TMX −→ 0
with TMX the normal bundle of M in X . The relative orientation sheaf orM/X is de-
fined to be the orientation sheaf of the normal bundle π : TMX → M . By the tubular
neighborhood theorem and excision, we have, for an open set U ⊂M ,
orM/X(U) = H
l
U(π
−1(U);ZTMX) ≃ H lU(V ;ZX), (2.10)
where l = m− n and V is an open set in X containing U as a closed set. Thus we have
a canonical isomorphism
orM/X ≃ H lM(ZX).
Denoting by i : M →֒ X the embedding, we have canonical isomorphisms (cf. (2.9)) :
i−1orX ≃ orM/X ⊗ orM , orM/X ≃ i−1orX ⊗ orM . (2.11)
Thus ifM and X are orientable, so is TMX . In this situation, we always take orientations
based on the above convention, i.e., so that the orientation of the fiber of TMX followed
by that of M gives the orientation of X .
From (2.10), we have
orM/X(M) = H
l
M(TMX ;ZTMX) ≃ H lM(X ;ZX).
Suppose X and M are oriented and TMX is oriented according to the convention above.
The Thom class ΨM ofM in X is defined to be the class in H
l
M(X ;ZX) ≃ H l(X,XrM ;Z)
that corresponds to the Thom class of TMX by the isomorphism above. The class ΨM
corresponds to the fundamental class [M ] by the Alexander isomorphism
H l(X,XrM ;Z)
∼−→ Hn(M ;Z).
2.4 Hyperfunctions and hyperforms
Let M be a real analytic manifold of dimension n and X its complexification. Let OX
denote the sheaf of holomorphic functions on X . We quote (cf. [17], [18], [28]) :
Theorem 2.12 1. M is purely n-codimensional inX with respect to OX , i.e., H
i
M(OX) =
0 for i 6= n.
2. The sheaf H nM(OX) is flabby.
We recall that the sheaf of Sato hyperfunctions on M is defined by
BM = H
n
M(OX)⊗ZM orM/X .
By Theorem 2.12. 2, we see that BM is flabby. Denoting by O
(p)
X the sheaf of holomorphic
p-forms on X , we introduce the following
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Definition 2.13 The sheaf of p-hyperforms is defined by
B
(p)
M = H
n
M(O
(p)
X )⊗ZM orM/X .
It is what is referred to as the sheaf of p-forms with coefficients in hyperfunctions.
Remark 2.14 Note thatM is purely n-codimensional with respect to O
(p)
X and that B
(p)
M
is flabby.
Since X is a complex manifold, it is always orientable. However the orientation we
consider is not necessarily the “usual one”. Here we say an orientation of X is usual if
(x1, y1, . . . , xn, yn) is a positive coordinate system when (z1, . . . , zn), zi = xi +
√−1yi, is
a coordinate system on X . By (2.11), the bundle TMX is orientable if and only if M is.
Thus in this case, for any open set U ⊂M , we have (cf. (2.10))
B
(p)
M (U) = H
n
U(V ;O
(p)
X )⊗ZM (U) H
n
U(V ;ZX), (2.15)
where V is an open set in X containing U as a close set. We refer to such a V a complex
neighborhood of U in X .
If we specify the orientations of X and M , the orientation of TMX is determined by
the above convention and we have a canonical isomorphism orM/X ≃ ZX so that we have
a canonical isomorphism
B
(p)
M ≃ H nM(O (p)X ) (2.16)
and for any open set U ⊂ M ,
B
(p)
M (U) ≃ HnU(V ;O (p)X ), (2.17)
where V is a complex neighborhood of U .
In the sequel, at some point the cohomology HnU(V ;ZX) is embedded in H
n
U(V ;CX),
which is represented by the relative de Rham cohomology, while HnU(V ;O
(p)
X ) will be
represented by the relative Dolbeault cohomology.
3 Relative de Rham cohomology
Let X be a C∞ manifold of dimension m. We denote by E (q)X the sheaf of C
∞ q-forms on
X . We omit the suffix X if there is no fear of confusion.
3.1 Cˇech-de Rham cohomology
We refer to [4] and [31] for details on the Cˇech-de Rham cohomology. For relative de Rham
cohomology and the Thom class in this context, see [31].
de Rham cohomology : The q-th de Rham cohomology Hqd(X) of X is the q-th co-
homology of the complex (E (•)(X), d), d : E (q)(X) → E (q+1)(X). The de Rham theorem
says that there is an isomorphism
H
q
d(X) ≃ Hq(X ;C).
Among the isomorphisms, there is a canonical one, i.e., the one that regards a q-form ω
as a cochain that assignes to each oriented q-simplex the integration of ω on the simplex.
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Cˇech-de Rham cohomology : The Cˇech-de Rham cohomology may be defined for an
arbitrary covering of X . Here we recall the case of coverings consisting of two open sets.
Let V = {V0, V1} be an open covering of X and set V01 = V0 ∩ V1. We set
E
(q)(V) = E (q)(V0)⊕ E (q)(V1)⊕ E (q−1)(V01).
Thus an element in E (q)(V) is expressed by a triple σ = (σ0, σ1, σ01). We define the
differential
D : E (q)(V) −→ E (q+1)(V) by D(σ0, σ1, σ01) = (dσ0, dσ1, σ1 − σ0 − dσ01).
Then we see that D ◦D = 0.
Definition 3.1 The q-th Cˇech-de Rham cohomology HqD(V) of V is the q-th cohomology
of the complex (E (•)(V), D).
Theorem 3.2 The inclusion E (q)(X) →֒ E (q)(V) given by ω 7→ (ω|V0, ω|V1, 0) induces an
isomorphism
H
q
d(X)
∼−→ HqD(V).
Note that the inverse is given by assigning to the class of (σ0, σ1, σ01) the class of
ρ0σ0 + ρ1σ1 − dρ0 ∧ σ01, where {ρ0, ρ1} is a C∞ partition of unity subordinate to V.
3.2 Relative de Rham cohomology
Let S be a closed set in X . Set V0 = XrS and let V1 be a neighborhood of S in X and
consider the covering V = {V0, V1} of X . We also set V ′ = {V0} and
E
(q)(V,V ′) = { σ ∈ E (q)(V) | σ0 = 0 } = E (q)(V1)⊕ E (q−1)(V01).
Then we see that (E (•)(V,V ′), D) is a subcomplex of (E (•)(V), D).
Definition 3.3 The q-th relative de Rham cohomology HqD(V,V ′) of (V,V ′) is the q-th
cohomology of the complex (E (•)(V,V ′), D).
From the exact sequence of complexes
0 −→ E (•)(V,V ′) j∗−→ E (•)(V) i∗−→ E (•)(V0) −→ 0,
where j∗(σ1, σ01) = (0, σ1, σ01) and i∗(σ0, σ1, σ01) = σ0, we have the exact sequence
· · · −→ Hq−1d V0) δ−→ HqD(V,V ′)
j∗−→ HqD(V) i
∗−→ Hqd(V0) −→ · · · , (3.4)
where δ assigns to the class of θ the class of (0,−θ). From the above sequence and
Theorem 3.2, we have :
Proposition 3.5 The cohomology HqD(V,V ′) is determined uniquely, modulo canonical
isomorphisms, independently of the choice of V1.
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In view of the above we denote HqD(V,V ′) also by HqD(X,XrS) and call it the relative
de Rham cohomology of the pair (X,XrS). It is not difficult to see the following :
Proposition 3.6 (Excision) For any open set V containing S, there is a canonical iso-
morphism
H
q
D(X,XrS) ≃ HqD(V, V rS).
The relative cohomology share other fundamental properties with the relative coho-
mology of X with coefficients in C. In fact we have (cf. [32], [35]) :
Theorem 3.7 (Relative de Rham theorem) There is a canonical isomorphism
H
q
D(X,XrS) ≃ Hq(X,XrS;C).
The excision in Proposition 3.6 is compatible with the excision in Proposition 2.1. 2
for S = C via the above isomorphism.
Complexification of the relative orientation sheaf : Let X be a C∞ manifold of
dimension m and M ⊂ X a closed submanifold of dimension n. Set l = m−n. We define
the complexification of the relative orientation sheaf by orcM/X = orM/X ⊗ZM CM . Then
by (2.10) and Theorem 3.7, we have, for any open set U in M ,
orcM/X(U) ≃ H lD(V, V rU), (3.8)
where V is an open set in X containing U as a closed set.
Thom class in differential forms : Let π : E → M be a real vector bundle of rank
l on a C∞ manifold M . We identify M with the image of the zero section. Suppose the
bundle is oriented. Then we have the Thom class ΨE ∈ H lM(E;ZE) ≃ H l(E,ErM ;Z) (cf.
Definition 2.8). We denote by Ψ cE its image by the canonical morphism H
l(E,ErM ;Z) →
H l(E,ErM ;C) ≃ H lD(E,ErM).
Let W0 = E rM and W1 = E and consider the coverings W = {W0,W1} and
W ′ = {W0} of E and ErM . Then, in particular, we have (cf. [31, Ch.II]) :
Proposition 3.9 For the trivial bundle E = Rl ×M , ΨE is represented by the cocycle
(0,−ψl) in E (l)(W,W ′).
In the above ψl is the angular form on R
l
r{0}, which is given by
ψl = Cl
∑l
i=1 Φi(x)
‖x‖l , Φi(x) = (−1)
i−1xi dx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxl. (3.10)
The constant Cl above is given by
(k−1)!
2πk
if l = 2k and by (2k)!
2lπkk!
if l = 2k + 1. The
important fact is that the form is closed and
∫
Sl−1
ψl = 1 for an (l−1)-sphere Sl−1 around
0 in Rl, where Rl is oriented so that (x1, . . . , xn) is a positive coordinate system and S
l−1
as the boundary of a ball.
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3.3 Integration
The integration on the Cˇech-de Rham cohomology in general is defined by considering
honeycomb systems. Here we recall the relevant case.
Let X be an oriented C∞ manifold of dimension m. First we assume that X is
compact. Then the integration of m-forms induces the integration∫
X
: Hmd (X) −→ C. (3.11)
Now let K be a compact set in X (X may not be compact). Let V0 = XrK and
V1 a neighborhood of K and consider the coverings VK = {V0, V1} and V ′K = {V0} of
X and XrK. Let R1 be an m-dimensional compact manifold with C
∞ boundary in X
containing K in its interior. We set R01 = −∂R1 and define∫
X
: E (m)(VK ,V ′K) −→ C by
∫
X
σ =
∫
R1
σ1 +
∫
R01
σ01.
Then it induces the integration∫
X
: HmD (X,XrK) −→ C. (3.12)
4 Relative Dolbeault cohomology
Cˇech-Dolbeault cohomology and relative Dolbeault cohomology are defined the same way
as in the de Rham case, replacing the de Rham complex by the Dolbeault complex. In
this section we recall the relevant part of the theory and refer to [33], [34], [35] for details.
Let X be a complex manifold of dimension n. We denote by E
(p,q)
X and O
(p)
X the sheaves
of C∞ (p, q)-forms and holomorphic p-forms on X , respectively.
4.1 Cˇech-Dolbeault cohomology
Dolbeault cohomology : The Dolbeault cohomology Hp,q
∂¯
(X) of X of type (p, q) is
the q-th cohomology of the complex (E (p,•)(X), ∂¯), ∂¯ : E (p,q)(X) → E (p,q+1)(X). The
Dolbeault theorem says that there is an isomorphism
H
p,q
∂¯
(X) ≃ Hq(X,O (p)). (4.1)
Note that among the isomorphisms, there is a canonical one.
Cˇech-Dolbeault cohomology : The Cˇech-Dolbeault cohomology may be defined for
an arbitrary covering of a complex manifold. Here we recall the case of coverings consisting
of two open sets.
Let V = {V0, V1} be an open covering of X and set V01 = V0 ∩ V1. We set
E
(p,q)(V) = E (p,q)(V0)⊕ E (p,q)(V1)⊕ E (p,q−1)(V01).
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Thus an element in E (p,q)(V) is expressed by a triple ξ = (ξ0, ξ1, ξ01). We define the
differential
ϑ¯ : E (p,q)(V) −→ E (p,q+1)(V) by ϑ¯(ξ0, ξ1, ξ01) = (∂¯ξ0, ∂¯ξ1, ξ1 − ξ0 − ∂¯ξ01).
Then we see that ϑ¯ ◦ ϑ¯ = 0.
Definition 4.2 The Cˇech-Dolbeault cohomology Hp,q
ϑ¯
(V) of V of type (p, q) is the q-th
cohomology of the complex (E (p,•)(V), ϑ¯).
Theorem 4.3 The inclusion E (p,q)(X) →֒ E (p,q)(V) given by ω 7→ (ω|V0, ω|V1, 0) induces
an isomorphism
H
p,q
∂¯
(X)
∼−→ Hp,q
ϑ¯
(V).
The inverse is induced from the assignment (ξ0, ξ1, ξ01) 7→ ρ0ξ0 + ρ1ξ1 − ∂¯ρ0 ∧ ξ01.
4.2 Relative Dolbeault cohomology
Let S be a closed set in X . Set V0 = XrS and let V1 be a neighborhood of S in X and
consider the coverings V = {V0, V1} and V ′ = {V0} of X and XrS. We set
E
(p,q)(V,V ′) = { ξ ∈ E (p,q)(V) | ξ0 = 0 } = E (p,q)(V1)⊕ E (p,q−1)(V01).
Then we see that (E (p,•)(V,V ′), ϑ¯) is a subcomplex of (E (p,•)(V), ϑ¯).
Definition 4.4 The relative Dolbeault cohomology Hp,q
ϑ¯
(V,V ′) of (V,V ′) of type (p, q) is
the q-th cohomology of the complex (E (p,•)(V,V ′), ϑ¯).
The following exact sequence is obtained as (3.4) :
· · · −→ Hp,q−1
∂¯
(V0)
δ−→ Hp,q
ϑ¯
(V,V ′) j∗−→ Hp,q
ϑ¯
(V) i∗−→ Hp,q
∂¯
(V0) −→ · · · , (4.5)
where δ assigns to the class of θ the class of (0,−θ). From the above sequence and
Theorem 4.3, we have :
Proposition 4.6 The cohomology Hp,q
ϑ¯
(V,V ′) is determined uniquely, modulo canonical
isomorphisms, independently of the choice of V1.
In view of the above we denote Hp,q
ϑ¯
(V,V ′) also by Hp,q
ϑ¯
(X,XrS).
Proposition 4.7 For a triple (X,X ′, X ′′), there is a long exact sequence
· · · −→ Hp,q−1
ϑ¯
(X ′, X ′′) δ−→ Hp,q
ϑ¯
(X,X ′)
j∗−→ Hp,q
ϑ¯
(X,X ′′) i
∗−→ Hp,q
ϑ¯
(X ′, X ′′) −→ · · · .
Proposition 4.8 (Excision) For any open set V containing S, there is a canonical iso-
morphism
H
p,q
ϑ¯
(X,XrS) ≃ Hp,q
ϑ¯
(V, V rS).
The relative cohomology share other fundamental properties with the local cohomology
(relative cohomology) of X with coefficients in O (p). In fact we have (cf. [34], [35]) :
Theorem 4.9 (Relative Dolbeault theorem) There is a canonical isomorphism
H
p,q
ϑ¯
(X,XrS) ≃ HqS(X ;O (p)).
The excision in Proposition 4.8 is compatible with the excision in Proposition 2.1. 2
for S = O (p) via the above isomorphism.
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Differential : First, the map ∂ : E (p,q)(X) → E (p+1,q)(X) given by ω 7→ (−1)q ∂ω in-
duces ∂ : Hp,q
∂¯
(X)→ Hp+1,q
∂¯
(X) and it is compatible with d : Hq(X ;O (p))→ Hq(X ;O (p+1))
via the canonical isomorphism (4.1).
In the case V = {V0, V1}, ∂ : Hp,qϑ¯ (V) −→ Hp+1,qϑ¯ (V) is induced by
(ξ0, ξ1, ξ01) 7→ (−1)q (∂ξ0, ∂ξ1,−∂ξ01).
In the case V0 = X
′ we have the differential
∂ : Hp,q
ϑ¯
(X,X ′) −→ Hp+1,q
ϑ¯
(X,X ′) induced by (ξ1, ξ01) 7→ (−1)q (∂ξ1,−∂ξ01). (4.10)
We have the following commutative diagram :
H
p,q
ϑ¯
(X,X ′) ∂ //
≀
H
p+1,q
ϑ¯
(X,X ′)
≀
Hq(X,X ′;O (p)) d // Hq(X,X ′;O (p+1)),
where the vertical isomorphisms are the ones in Theorem 4.9.
Remark 4.11 A relative cohomology such as the relative de Rham or relative Dolbeault
cohomology defined above may also be interpreted as the cohomology of a complex dual
to the mapping cone of a morphism of complexes in the theory of derived categories and a
theorem as Theorems 3.7 or 4.9 may be proved from this viewpoint as well. This way we
also see that this kind of relative cohomology goes well with derived functors (cf. [35]).
4.3 Relative de Rham and relative Dolbeault cohomologies
Let X be a complex manifold of dimension n. We consider the following two cases where
there is a natural relation between the two cohomology theories (cf. [34]).
(I) Noting that, for any (n, q)-form ω, ∂¯ω = dω, there exist natural morphisms
H
n,q
∂¯
(X) −→ Hn+qd (X) and Hn,qϑ¯ (X,XrS) −→ Hn+qD (X,XrS). (4.12)
In particular, this is used to define the integration on the relative Dolbeault cohomol-
ogy in the subsequent section.
(II) We define ρq : E (q) −→ E (0,q) by assigning to a q-form ω its (0, q)-component ω(0,q).
Then ρq+1(dω) = ∂¯(ρqω) and we have a natural morphism of complexes
0 // C //
ι

E (0)
d
//
ρ0

E (1)
ρ1

d
// · · · d // E (q)
ρq

d
// · · ·
0 // O // E (0,0) ∂¯ // E (0,1) ∂¯ // · · · ∂¯ // E (0,q) ∂¯ // · · · .
Thus there is a natural morphism ρq : HqD(X,X
′) −→ H0,q
ϑ¯
(X,X ′), which makes the
following diagram commutative :
H
q
D(X,X
′)
ρq
//
≀
H
0,q
ϑ¯
(X,X ′)
≀
Hq(X,X ′;C) ι // Hq(X,X ′;O).
(4.13)
13
Note that, if we take coverings V = {V0, V1} and V ′ = {V0} with V0 = X ′ and V1 a
neighborhood of XrX ′, then ρq : HqD(X,X
′) = HqD(V,V ′) → H0,qϑ¯ (X,X ′) = H0,qϑ¯ (V, V ′)
assigns to the class of (ω0, ω01) the class of (ω
(0,q)
0 , ω
(0,q−1)
01 ).
Recalling that we have the analytic de Rham complex
0 −→ C ι−→ O d−→ O (1) d−→ · · · d−→ O (n) −→ 0,
the above diagram is extended to an isomorphism of complexes
0 // HqD(X,X
′)
ρq
//
≀
H
0,q
ϑ¯
(X,X ′) ∂ //
≀
H
1,q
ϑ¯
(X,X ′)
≀
∂
// · · · ∂ //Hn,q
ϑ¯
(X,X ′) //
≀
0
0 // Hq(X,X ′;C) ι // Hq(X,X ′;O) d // Hq(X,X ′;O (1)) d // · · · d // Hq(X,X ′;O (n)) // 0.
In the above situation we have :
Theorem 4.14 If Hq(X,X ′;C) = 0 and Hq(X,X ′;O (p)) = 0 for p ≥ −1 and q 6= q0,
then the following sequence is exact :
0→ Hq0(X,X ′;C) ι→ Hq0(X,X ′;O) d→ Hq0(X,X ′;O (1)) d→ · · · d→ Hq0(X,X ′;O (n))→ 0.
5 Local duality morphism
We recall the cup product and integration theory on Cˇech-Dolbeault cohomology in the
relevant case. Then we recall the local duality morphism.
Let X be a complex manifold of dimension n and V = {V0, V1} an open covering of X .
Cup product : We define the cup product
E
(p,q)(V)× E (p′,q′)(V) −→ E (p+p′,q+q′)(V) (5.1)
by assigning to ξ ∈ E (p,q)(V) and η ∈ E (p′,q′)(V) the cochain ξ ` η ∈ E (p+p′,q+q′)(V) given
by
(ξ ` η)0 = ξ0 ∧ η0, (ξ ` η)1 = ξ1 ∧ η1 and
(ξ ` η)01 = (−1)p+qξ0 ∧ η01 + ξ01 ∧ η1.
Then ξ ` η is linear in ξ and η and we have
ϑ¯(ξ ` η) = ϑ¯ξ ` η + (−1)p+qξ ` ϑ¯η.
Thus it induces the cup product
H
p,q
ϑ¯
(V)×Hp′,q′
ϑ¯
(V) −→ Hp+p′,q+q′
ϑ¯
(V)
compatible, via the isomorphism of Theorem 4.3, with the product in the Dolbeault
cohomology induced from the exterior product of forms.
Suppose S is a closed set in X . Let V0 = X rS and V1 a neighborhood of S and
consider the coverings V = {V0, V1} and V ′ = {V0}. Then we see that (5.1) induces a
pairing
E
(p,q)(V,V ′)× E (p′,q′)(V1) −→ E (p+p′,q+q′)(V,V ′),
assigning to ξ = (ξ1, ξ01) and η1 the cochain (ξ1 ∧ η1, ξ01 ∧ η1). It induces the pairing
H
p,q
ϑ¯
(X,XrS)×Hp′,q′
∂¯
(V1) −→ Hp+p′,q+q′ϑ¯ (X,XrS). (5.2)
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Integration : As a real manifold, X is orientable, however the orientation we consider
may not be the usual one.
First we assume that X is compact. If X is oriented, from (4.12) and (3.11), we have
the integration ∫
X
: Hn,n
∂¯
(X) −→ C.
In the case we do not specify the orientation, we define∫
X
: Hn,n
∂¯
(X)⊗
ZX (X)
orX(X) −→ C.
as follows. For simplicity we assume that X is connected. It suffices to define it for a
decomposable element [ω] ⊗ a. Once we fix an orientation, we have a canonical isomor-
phism orX(X) ≃ Z so that a determines an integer n(a). On the other hand we have a
well-defined integral
∫
X
[ω]. We set∫
X
[ω]⊗ a = n(a)
∫
X
[ω].
If we take the opposite orientation for X , the above remains the same.
Suppose K is a compact set in X (X may not be compact). Letting V0 = XrK and
V1 a neighborhood of K, we consider the covering VK = {V0, V1}. Let R1 and R01 be as
in Subsection 3.3. If X is oriented, we have the integration, by (4.12) and (3.12),∫
X
: Hn,n
ϑ¯
(X,XrK) −→ C, given by
∫
X
[ξ] =
∫
R1
ξ1 +
∫
R01
ξ01. (5.3)
In the case we do not specify the orientation, we may define∫
X
: Hn,n
ϑ¯
(X,XrK)⊗ orX(X) −→ C (5.4)
as before.
Duality morphisms : We assume that X is oriented for simplicity. If X is compact,
then the bilinear pairing
H
p,q
∂¯
(X)×Hn−p,n−q
∂¯
(X)
∧−→ Hn,n
∂¯
(X)
∫
X−→ C
induces the Kodaira-Serre duality
KSX : H
p,q
∂¯
(X)
∼−→ Hn−p,n−q
∂¯
(X)∗.
Let K be a compact set in X (X may not be compact). The cup product (5.2) followed
by the integration (5.3) gives a bilinear pairing
H
p,q
ϑ¯
(X,XrK)×Hn−p,n−q
∂¯
(V1)
`−→ Hp,q
ϑ¯
(X,XrK)
∫
X−→ C.
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This induces a morphism
A¯X,K : H
p,q
ϑ¯
(X,XrK) −→ Hn−p,n−q
∂¯
[K]∗ = lim
−→
V1⊃K
H
n−p,n−q
∂¯
(V1)
∗, (5.5)
which we call the ∂¯-Alexander morphism. In the above we considered algebraic duals,
however in order to have the duality, we need to take topological duals (cf. Theorem 6.6
below).
If X is compact, we have the following commutative diagram :
H
p.q
ϑ¯
(X,XrK)
j∗
//
A¯X,K

H
p.q
∂¯
(X)
KSX≀

H
n−p,n−q
∂¯
[K]∗
j∗
// H
n−p,n−q
∂¯
(X)∗.
6 Hyperforms via relative Dolbeault cohomology
In this section we let M denote a real analytic manifold of dimension n and X its com-
plexification. We assume that M is orientable so that orM is trivial, i.e., a constant sheaf.
Thus orM/X is also trivial and, for any open set U in M , the space of p-hyperforms is
given by (cf. (2.15))
B
(p)
M (U) = H
n
U(V ;O
(p)
X )⊗ZM (U) orM/X(U),
where V is a complex neighborhood of U in X .
Note that, in the above situation, there is an isomorphism orM/X ≃ ZM , however
there are various choices of the isomorphism. Once we fix the orientations of X and M
the isomorphism is determined uniquely according to the convention in Subsection 2.3.
6.1 Expressions of hyperforms and some basic operations
In the above situation there is a canonical isomorphism HnU(V,O
(p)) ≃ Hp,n
ϑ¯
(V, V rU) (cf.
Theorem 4.9) so that there is a canonical isomorphism
B
(p)(U) ≃ Hp,n
ϑ¯
(V, V rU) ⊗
ZM (U)
orM/X(U).
In the sequel we give explicit expressions of the classes in Hp,n
ϑ¯
(V, V rU) and some
of the basic operations on them. In fact, in the case X and M are oriented there is a
canonical isomorphism
B
(p)(U) ≃ Hp,n
ϑ¯
(V, V rU)
and these may be thought of as giving descriptions for the hyperforms themselves.
Expression of hyperforms : Let V0 = V rU and V1 a neighborhood of U in V (it
could be V itself) and consider the open coverings V = {V0, V1} and V ′ = {V0} of V and
V rU . Then Hp,n
ϑ¯
(V, V rU) = Hp,n
ϑ¯
(V,V ′) and a class in Hp,n
ϑ¯
(V, V rU) is represented by
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a cocycle (τ1, τ01) with τ1 a (p, n)-form on V1, which is automatically ∂¯-closed, and τ01 a
(p, n− 1)-form on V01 such that τ1 = ∂¯τ01 on V01. We have the exact sequence (cf. (4.5))
H
p,n−1
∂¯
(V ) −→ Hp,n−1
ϑ¯
(V rU)
δ−→ Hp,n
ϑ¯
(V, V rU)
j∗−→ Hp,n
∂¯
(V ).
Here we quote the following (cf. [8]) :
Theorem 6.1 (Grauert) Every real analytic manifold admits a fundamental system of
neighborhoods consisting of Stein open sets in its complexification.
By the above theorem, we may further simplify the expression. Namely, if we take as
V a Stein neighborhood, we have Hp,n
∂¯
(V ) ≃ Hn(V ;O (p)) = 0. Thus δ is surjective and
every element in Hp,n
ϑ¯
(V, V rU) is represented by a cocycle of the form (0,−θ) with θ a
∂¯-closed (p, n− 1)-form on V rU .
If n > 1, Hp,n−1
∂¯
(V ) ≃ Hn−1(V ;O (p)) = 0 and δ is an isomorphism. In the case n = 1,
we have the exact sequence
H
p,0
∂¯
(V ) −→ Hp,0
ϑ¯
(V rU)
δ−→ Hp,n
ϑ¯
(V, V rU) −→ 0,
where Hp,0
ϑ¯
(V rU) ≃ H0(V rU,O (p)) and Hp,0
∂¯
(V ) ≃ H0(V ;O (p)). Thus, for p = 0, we
recover the original expression of hyperfunctions by Sato in one dimensional case.
Remark 6.2 Although a hyperform may be represented by a single differential form in
most of the cases, it is important to keep in mind that it is represented by a pair (τ1, τ01)
in general.
Multiplication by real analytic functions : Let AM denote the sheaf of real analytic
functions on M , which is given by AM = i
−1OX with i : M →֒ X the inclusion. We define
the multiplication
A (U)×Hp,n
ϑ¯
(V, V rU) −→ Hp,n
ϑ¯
(V, V rU)
by assigning to (f, [τ ]) the class of (f˜ τ1, f˜τ01) with f˜ a holomorphic extension of f . Then
the following diagram is commutative :
A (U)×Hp,n
ϑ¯
(V, V rU) //
≀
H
p,n
ϑ¯
(V, V rU)
≀
A (U)×HnU(V ;O (p)) // HnU(V ;O (p)).
Partial derivatives : Suppose that U is a coordinate neighborhood with coordinates
(x1, . . . , xn). We define the partial derivative
∂
∂xi
: H0,n
ϑ¯
(V, V rU) −→ H0,n
ϑ¯
(V, V rU)
as follows. Let (τ1, τ01) represent a hyperfunction on U . We write τ1 = f dz¯1 ∧ · · · ∧ dz¯n
and τ01 =
∑n
j=1 gj dz¯1 ∧ · · · ∧ d̂z¯j ∧ · · · ∧ dz¯n. Then ∂∂xi [τ ] is represented by the cocycle( ∂f
∂zi
dz¯1 ∧ · · · ∧ dz¯n,
n∑
j=1
∂gj
∂zi
dz¯1 ∧ · · · ∧ d̂z¯j ∧ · · · ∧ dz¯n
)
.
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With this the following diagram is commutative :
H
0,n
ϑ¯
(V, V rU)
∂
∂xi
//
≀
H
0,n
ϑ¯
(V, V rU)
≀
HnU(V ;O)
∂
∂zi
// HnU(V ;O).
Thus for a differential operator P (x,D), P (x,D) : H0,n
ϑ¯
(V, V rU) → H0,n
ϑ¯
(V, V rU)
is well-defined.
Differential : We define the differential (cf. (4.10), here we denote ∂ by d)
d : Hp,n
ϑ¯
(V, V rU) −→ Hp+1,n
ϑ¯
(V, V rU). (6.3)
by assigning to the class of (τ1, τ01) the class of (−1)n(∂τ1,−∂τ01). Then the following
diagram is commutative :
H
p,n
ϑ¯
(V, V rU)
d
//
≀
H
p+1,n
ϑ¯
(V, V rU)
≀
HnU(V ;O
(p))
d
// HnU(V ;O
(p+1)).
The above operations are readily carried over to those for the hyperforms B(p)(U) =
H
p,n
ϑ¯
(V, V rU) ⊗ orM/X(U).
In particular, since we have a canonical isomorphism (cf. (3.8))
HnD(V, V rU)⊗ orM/X(U) ≃ CM(U),
we have, from Theorem 4.14, an exact sequence of sheaves on M :
0 −→ C −→ B d−→ B(1) d−→ · · · d−→ B(n) −→ 0.
We come back to this topic in Subsection 7.2 below.
6.2 Integration and related topics
Support of a hyperform : Let U be an open set in M and K a compact set in U . We
define the space B
(p)
K (U) of p-hyperforms on U with support in K as the kernel of the
restriction B(p)(U)→ B(p)(UrK).
Proposition 6.4 For any open set V in X containing K, the cohomology Hp,n
ϑ¯
(V, VrK)
may be thought of as a ZM(U)-module and there is a canonical isomorphism :
B
(p)
K (U) ≃ Hp,nϑ¯ (V, V rK)⊗ZM (U) orM/X(U).
Proof: Applying Proposition 4.7 for the triple (V, V rK, V rU), we have the exact
sequence
H
p,n−1
ϑ¯
(V rK, V rU)
δ−→ Hp,n
ϑ¯
(V, V rK)
j∗−→ Hp,n
ϑ¯
(V, V rU)
i∗−→ Hp,n
ϑ¯
(V rK, V rU).
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By Proposition 4.8, we may assume that V is a complex neighborhood of U and that each
connected component of V contains at most one connected component of U . This shows
that each of the cohomologies in the sequence has a natural ZM (U)-module structure.
Since orM/X(U) ≃ ZM(U), taking the tensor product with orM/X(U) over ZM(U) is an
exact functor. By definition, Hp,n
ϑ¯
(V, V rU) ⊗ orM/X(U) = B(p)(U). Noting that V rK
is a complex neighborhood of U rK and that V rU = (V rK)r (U rK), we have
H
p,n
ϑ¯
(V rK, V rU) ⊗ orM/X(U rK) = B(p)(U rK), where the tensor product is over
ZM(UrK). Since the restriction
r∗ : Hp,n
ϑ¯
(V rK, V rU)⊗
ZM (U)
orM/X(U) −→ Hp,nϑ¯ (V rK, V rU)⊗ZM (UrK) orM/X(UrK)
is injective, Ker i∗ = Ker(r∗ ◦ i∗). On the other hand, we have (cf. Theorem 2.12. 1 and
Remark 2.14)
H
p,n−1
ϑ¯
(V rK, V rU) ≃ Hn−1UrK(V rK;O (p)X ) = 0.
✷
Remark 6.5 By the flabbiness of B(p), we have the following exact sequence :
0 −→ B(p)K (U) −→ B(p)(U) −→ B(p)(UrK) −→ 0.
Integration : We consider the sheaf of real analytic densities on M :
VM = A
(n)
M ⊗ZM orM .
The sheaf of hyperdensities is defined by
WM = BM ⊗AM VM = B
(n)
M ⊗ZM orM .
We define ∫
M
: Γc(M ;WM) −→ C
as follows. Recall we assumed that M is orientable so that all the orientation sheaves
involved are trivial. We also assume M (and X) to be connected for simplicity. For any
compact set K in M , we have
ΓK(M ;WM ) = H
n,n
ϑ¯
(X,XrK)⊗ orM/X(M)⊗ orM(M) = Hn,nϑ¯ (X,XrK)⊗ i−1orX(M),
where the tensor products are over ZM (M) = Z. Thus we have the integration∫
M
: ΓK(M ;WM ) −→ C
as defined in (5.4), which we recall for the sake of completeness. Given
u⊗ a ∈ Hn,n
ϑ¯
(X,XrK)⊗ i−1orX(M).
Once we fix an orientation of X , we have a well-defined integer n(a) as we saw before
(cf. Section 5). If we take the opposite orientation of X , the sign changes. Letting
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V0 = XrK and V1 = X , consider the coverings VK = {V0, V1} and V ′K = {V0}. Then
u ∈ Hn,n
ϑ¯
(X,XrK) = Hϑ¯(VK ,V ′K) is represented by
τ = (τ1, τ01) ∈ E (n,n)(VK ,V ′K) = E (n,n)(V1)⊕ E (n,n−1)(V01).
Again, once we fix an orientation of X , we may define∫
M
u =
∫
R1
τ1 +
∫
R01
τ01.
If we take the opposite orientation of X , the sign changes. Thus∫
M
u⊗ a = n(a)
∫
M
u
does not depend on the choice of the orientation of X .
A theorem of Martineau : The following theorem of A. Martineau [25] (see also
[12],[19]) may naturally be interpreted in our framework as one of the cases where the
∂¯-Alexander morphism (cf. (5.5)) is an isomorphism with topological duals so that the
duality pairing is given by the cup product followed by integration as described above.
See [34] for a little more detailed discussions on this. The essential point of the proof is
that the Serre duality holds for V rK, which is proved using a result of B. Malgrange
[24].
In the below we assume that Cn is oriented, however the orientation may not be the
usual one.
Theorem 6.6 Let K be a compact set in Cn such that Hp,q
∂¯
[K] = 0 for q ≥ 1. Then for
any open set V ⊃ K, Hp,q
ϑ¯
(V, V rK) and Hn−p,n−q
∂¯
[K] admits natural structures of FS
and DFS spaces, respectively, and we have :
A¯ : Hp,q
ϑ¯
(V, V rK)
∼−→ Hn−p,n−q
∂¯
[K]′ =
{
0 q 6= n
O (n−p)[K]′ q = n,
where ′ denotes the strong dual.
The theorem is originally stated in terms of local cohomology for p = 0. In our
framework the duality (in the case q = n) is described as follows. Let V0 = V rK and V1
a neighborhood of K in V and consider the coverings VK = {V0, V1} and V ′K = {V0} of
V and V0 as before. The duality pairing is given, for a cocycle (τ1, τ01) in E
(p,n)(VK ,V ′K)
and a holomorphic (n− p)-form η near K, by∫
R1
τ1 ∧ η +
∫
R01
τ01 ∧ η,
where R1 is a real 2n-dimensional manifold with C
∞ boundary in V1 containing K in its
interior and R01 = −∂R1. We may let τ1 = 0 if V is Stein.
Incidentally, the hypothesis Hp,q
∂¯
[K] = 0, for q ≥ 1, is satisfied if K is a subset of Rn
by Theorem 6.1.
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Suppose K ⊂ Rn and denote by A (p) the sheaf of real analytic p-forms on Rn. Then
O
(p)[K] = lim
−→
V1⊃K
O
(p)(V1) ≃ lim−→
U1⊃K
A
(p)(U1) = A
(p)[K],
where V1 runs through neighborhoods ofK in C
n and U1 = V1∩Rn. Noting that B(p)K (U) =
H
p,n
ϑ¯
(V, VrK)⊗orM/X(U), from Theorem 6.6 we have, without specifying the orientation
of X = Cn or of M = Rn,
Corollary 6.7 For any open set U ⊂ Rn containing K, the pairing
B
(p)
K (U)× (A (n−p)[K]⊗ orM(U)) −→ Hn,nϑ¯ (V, V rK)⊗ i−1orX(U)
∫
−→ C
is topologically non-degenerate so that
B
(p)
K (U) ≃ (A (n−p)[K]⊗ orM(U))′.
Delta function : We consider the case K = {0} ⊂ Rn. We set
Φ(z) = dz1 ∧ · · · ∧ dzn and Φi(z) = (−1)i−1zi dz1 ∧ · · · ∧ d̂zi ∧ · · · ∧ dzn.
The 0-Bochner-Martinelli form on Cnr{0} is defined as
β0n = C
′
n
∑n
i=1 Φi(z)
‖z‖2n , C
′
n = (−1)
n(n−1)
2
(n− 1)!
(2π
√−1)n
so that
βn = β
0
n ∧ Φ(z)
is the Bochner-Martinelli form on Cnr{0}. Note that
β01 =
1
2π
√−1
1
z
and β1 =
1
2π
√−1
dz
z
.
Definition 6.8 The delta function δ(x) is the hyperfunction in
B{0}(R
n) = H0,n
ϑ¯
(Cn,Cnr{0})⊗ orM/X(Rn)
which is represented by
(0,−(−1)n(n+1)2 β0n)⊗ ψM/X ,
where ψM/X is the section of orM/X that corresponds to +1 when we choose (y1, . . . , yn)
as a positive coordinate system in the normal direction.
Recall the isomorphism in Corollary 6.7 in this case :
B{0}(Rn) ≃ (A (n)0 ⊗ orM(Rn))′.
For a representative ω = h(x)Φ(x) of an element in A n0 , h(z)Φ(z) is its complex repre-
sentative.
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Let ψM denote the section of orM that corresponds to +1 when we choose (x1, . . . , xn)
as a positive coordinate system on Rn. Thus ψM/X ⊗ ψM is the section of orX that
corresponds to +1 when we choose (y1, . . . , yn, x1, . . . , xn) as a positive coordinate sys-
tem on Cn. Note that the sign difference between this system and the usual system
(x1, y1, . . . , xn, yn) is (−1)n(n+1)2 .
Let R1 be the closed ball of radius
√
n ε around 0 in Cn so that R01 = −∂R1 = −S2n−1,
where S2n−1 is the (2n− 1)-sphere of radius nε2. Note that the orientation of S2n−1 may
not be the usual one.
Theorem 6.9 The delta function δ(x) is the hyperfunction that assigns the value h(0) to
a representative ω ⊗ ψM , ω = h(x)Φ(x).
Proof: By definition δ(x) assigns to ω ⊗ ψM the value
−(−1)n(n+1)2 n(ψM/X ⊗ ψM )
∫
R01
h(z)βn.
If we choose the orientation of Cn so that the usual system (x1, y1, . . . , xn, yn) is positive,
the above is equal to
−
∫
R01
h(z)βn =
∫
S2n−1
h(z)βn = h(0),
where S2n−1 is the sphere with the usual orientation. ✷
Delta form : We again consider the case K = {0} ⊂ Rn.
Definition 6.10 The delta form δ(n)(x) is the n-hyperform in
B
(n)
{0}(R
n) = Hn,n
ϑ¯
(Cn,Cnr{0})⊗ orM/X(Rn)
which is represented by
(0,−(−1)n(n+1)2 βn)⊗ ψM/X ,
where ψM/X is as in Definition 6.8.
Recall the isomorphism in Corollary 6.7 in this case :
B
(n)
{0}(R
n) ≃ (A0 ⊗ orM(Rn))′.
For a representative h(x) of a germ in A0, h(z) is its complex representative. Let R1 and
ψM be as before.
Theorem 6.11 The delta form δ(n)(x) is the n-hyperform that assigns the value h(0) to
a representative h(x)⊗ ψM .
Let us compare the above description with the traditional way of expressing the delta
function. The difference becomes apparent in the case n > 1 and we consider this case.
We also choose, for simplicity, the orientation of Cn so that the usual system is positive.
Set Wi = {zi 6= 0}, i = 1, . . . , n, and consider the coverings W = {Cn,Wi} of Cn and
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W ′ = {Wi} of Cnr{0}, which are Stein coverings. Then there is a canonical isomorphism
Hn{0}(C
n;O) ≃ Hn(W,W ′;O), the relative Cˇech cohomology. In our case the long exact
sequence for Cˇech cohomology leads to the isomorphism Hn(W,W ′;O) ≃ Hn−1(W ′;O).
On the other hand, we have the canonical Dolbeault isomorphism
H
0,n−1
∂¯
(Cnr{0}) ≃ Hn−1(W ′;O),
under which the class of β0n corresponds to the class of
(−1)n(n−1)2 ω0n, ω0n =
( 1
2π
√−1
)n 1
z1 · · · zn
(cf. [34], see also [13] where this correspondence is first studied in general, with a different
sign convention). The class corresponding to [ω0n] in H
n(W,W ′;O) is the traditional delta
function. We set
ωn = ω
0
n Φ(z).
Let Γ be the n-cycle
⋂n
i=1{|zi| = ε} oriented so that arg(z1) ∧ · · · ∧ arg(zn) is positive.
Then, for a holomorphic function h on a neighborhood of 0, we have∫
S2n−1
h(z)βn =
∫
Γ
h(z)ωn
and either way we have the value h(0). Note that the right hand side is a special case of
Grothendieck residues. See, e.g., [37] for applications of the above residue pairing from
the computational aspect.
7 Further operations
In this section, we let M be a real analytic manifold of dimension n and X its complexi-
fication. We assume, for simplicity, M to be orientable.
7.1 Embedding of real analytic functions
The embedding of the sheaf AM of real analytic functions on M into the sheaf BM of
hyperfunctions or more generally the embedding of the sheaf of real analytic forms A
(p)
M
into the sheaf of hyperforms B
(p)
M is determined by the canonical identification of the
constant function 1 as a hyperfunction.
From the canonical identification ZM = orM/X ⊗ orM/X and the canonical morphism
orM/X = H
n
M(ZX)→ H nM(OX), we have the canonical morphism :
ZM = orM/X ⊗ orM/X −→ BM = H nM(OX)⊗ orM/X .
The image of 1 by this morphism is the corresponding hyperfunction. We try to find it
explicitly in our framework. For this we consider the complexification orcM/X = H
n
M(CX)
of orM/X . Then the above morphism is extended as
CM = or
c
M/X ⊗ orM/X −→ BM . (7.1)
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Note that this is injective (cf. Theorems 2.12. 1 and 4.14). We express the above mor-
phism in terms of relative de Rham and Dolbeault cohomologies.
As M is assumed to be orientable, the sheaf orM/X admits a global section which
generates each stalk and for any of such sections ψ ∈ orM/X(M) = HnM(X ;Z), we have
ψ ⊗ ψ = 1. (7.2)
We fix such a section and denote it by 1 hereafter. Note that it is what is referred to
as the Thom class ΨM of M in X in Subsection 2.3. The image of 1 by the canonical
morphism orM/X(M) = H
n
M(X ;Z)→ orcM/X(M) = HnM(X ;C), which is clearly injective,
is denoted by 1c.
Let U be an open set in M and V a complex neighborhood of U in X . Then from
(7.1), we have the following commutative diagram (cf. (3.8) and (4.13)) :
CM(U) = H
n
U(V ;C)⊗ orM/X(U) ι⊗1 //
≀
HnU(V ;O)⊗ orM/X(U) = B(U)
≀
HnD(V, V rU)⊗ orM/X(U)
ρn⊗1
// H
0,n
ϑ¯
(V, V rU) ⊗ orM/X(U).
Setting V0 = V rU and V1 = V , consider the coverings V = {V0, V1} and V ′ = {V0}.
From the above considerations we have :
Theorem 7.3 If (ν1, ν01) is a representative of 1
c in HnD(V, VrU) = H
n
D(V,V ′), then the
constant function 1 is identified with the hyperfunction represented by (ν
(0,n)
1 , ν
(0,n−1)
01 )⊗1
in B(U) ≃ H(0,n)
ϑ¯
(V,V ′)⊗ orM/X(U).
Note that the above identification of 1 does not depend on the choice of (ν1, ν01), as
ρn : HnD(V,V ′) → H0,nϑ¯ (V,V ′) is a well-defined morphism. It does not depend on the
choice of 1 either by (7.2).
Let ν = (ν1, ν01) be as in the above theorem. We define a morphism
A
(p)(U) −→ B(p)(U) = Hp,n
ϑ¯
(V, V rU)⊗ orM/X(U)
by assigning to ω(x) ∈ A (p)(U) the class [(ν(0,n)1 ∧ ω(z), ν(0,n−1)01 ∧ ω(z))]⊗ 1, where ω(z)
denotes the complexification of ω(x). Note that (ν
(0,n)
1 ∧ ω, ν(0,n−1)01 ∧ ω) is a cocycle, as ω
is holomorphic. Then it can be readily shown that it does not depend on the choice of the
generator 1 or its representative ν. Thus it induces a sheaf morphism ι(p) : A (p) → B(p),
which is injective. In particular in the case p = 0, we have :
Corollary 7.4 The embedding A →֒ B is locally given by assigning to a real analytic
function f the hyperfunction [(f˜ ν
(0,n)
1 , f˜ ν
(0,n−1)
01 )]⊗ 1, where f˜ is a complexification of f .
The above embeddings are compatible with differentials :
Proposition 7.5 The following diagram is commutative :
A (p)
ι(p)
//
d

B(p)
d

A (p+1)
ι(p+1)
//B(p+1).
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Proof: Recall that d : Hp,n
ϑ¯
(V, V rU) → Hp+1,n
ϑ¯
(V, V rU) assigns to the class of
(ν
(0,n)
1 ∧ω, ν(0,n−1)01 ∧ω) the class of (−1)n(∂(ν(0,n)1 ∧ω),−∂(ν(0,n−1)01 ∧ω)) (cf. (6.3)). From
D(ν1, ν01) = 0, we have ∂ν
(0,n)
1 + ∂¯ν
(1,n−1)
1 = 0 and ∂ν
(0,n−1)
01 + ∂¯ν
(1,n−2)
01 = ν
(1,n−1)
1 . Then,
using ∂¯ω = 0, we compute
(−1)n(∂(ν(0,n)1 ∧ ω),−∂(ν(0,n−1)01 ∧ ω)) = (ν(0,n)1 ∧ ∂ω, ν(0,n−1)01 ∧ ∂ω)
+ (−1)n−1ϑ¯(ν(1,n−1)1 ∧ ω, ν(1,n−2)01 ∧ ω).
Since ∂ω(z) is the complexification of dω(x), we have the proposition. ✷
We finish this subsection by giving a particular representative of 1c.
Example 7.6 Let U and V coordinate neighborhoods with coordinates (x1, . . . , xn) and
(z1, . . . , zn), zi = xi +
√−1yi. We also set V0 = V rU and V1 = V . We orient X and M
so that (y1, . . . , yn, x1, . . . , xn) is a positive coordinate system on X and (x1, . . . , xn) is a
positive coordinate system on M . Thus (y1, . . . , yn) is a positive coordinate system in the
normal direction and this specifies the generator 1 of orM/X(U).
Let
ψn = Cn
∑n
i=1(−1)i−1yidy1 ∧ · · · ∧ d̂yi ∧ · · · ∧ dyn
‖y‖n
be the angular form on Rny (cf. (3.10)). Then by Proposition 3.9,
ν = (0,−ψn) ∈ E (n)(V1)⊕ E (n−1)(V01) = E (n)(V,V ′)
represents 1c. In this case, ρn(ν) ∈ E (0,n)(V,V ′) is given by (0,−ψ(0,n−1)n ), where ψ(0,n−1)n
is the (0, n− 1)-component of ψn. We may compute it using yi = 12√−1(zi − z¯i) :
ψ(0,n−1)n = (
√−1)nCn
∑n
i=1(−1)i(zi − z¯i)dz¯1 ∧ · · · ∧ d̂z¯i ∧ · · · ∧ dz¯n
‖z − z¯‖n .
In particular, if n = 1,
ψ
(0,0)
1 =
1
2
y
|y| .
Thus (0,−1
2
y
|y|) represents the canonical generator 1
c of orcM/X(U) in this case. It is
also represented by (0,−ψ±), ψ± = 12 y|y| ± 12 . Note that the support of ψ± in V rU is
V± = {±y > 0} (cf. Lemma 7.9 and Example 7.16 below, ψ± = ±ϕΩ± by the notation
there). Any of those cocycles may be thought of as representing the generator 1 of
orM/X(U), as orM/X → orcM/X is injective.
The contents of this subsection are generalized in the next subsection.
7.2 Boundary value morphism
The boundary value morphism is one of the most important tools in the theory of hyper-
functions, by which we can regard a holomorphic function on an open wedge along M as
a hyperfunction. In this subsection, we will define the boundary value morphism in the
framework of relative de Rham and Dolbeault cohomologies.
We consider a pair (V,Ω) of an open neighborhood V of M in X and an open set Ω
in X satisfying the following two conditions :
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(B1) Ω ⊃M .
(B2) The inclusion (V rΩ)rM →֒ V rΩ gives a homotopy equivalence.
We give some examples of such pairs (V,Ω).
Example 7.7 If we take Ω to be V , the pair (V,Ω) satisfies the above the conditions,
in particular, the condition (B2) is automatically satisfied as the both subsets are empty.
This is the situation we considered in the previous subsection, where a real analytic
function is regarded as a hyperfunction. This is a special case of boundary value morphism.
Example 7.8 Let M be an open subset of Rn and X = M × √−1Rny ⊂ Cn with coor-
dinates (z1, . . . , zn), zi = xi +
√−1yi. Let V be an open neighborhood of M such that
V ∩ ({x} ×√−1Rny ) is convex for any x ∈M , and let Γ be a non-empty open cone in Rny
for which Rny r(Γ ∪ {0}) is contractible. Then the pair of V and Ω = (M ×
√−1Γ) ∩ V
satisfies the conditions (B1) and (B2).
Let us now define the boundary value morphism :
bΩ : O(Ω) −→ B(M) = HnM(X ;O)⊗ZM (M) orM/X(M)
≃ H0,n
ϑ¯
(V,V ′)⊗
ZM (M)
orM/X(M),
where V = {V0, V1} and V ′ = {V0} with V0 = V rM and V1 = V . To give a concrete
representative of bΩ(f) (f ∈ O(Ω)) in the last cohomology of the above diagram, we need
some preparations.
Let 1 ∈ orM/X(M) = HnM(X ;ZX) and 1c ∈ orcM/X(M) = HnM(X ;CX) ≃ HnD(V,V ′) be
as in the previous subsection. The following lemma is crucial to our construction of bΩ :
Lemma 7.9 The class 1c ∈ HnD(V,V ′) has a representative
(ν1, ν01) ∈ E (n)(V1)⊕ E (n−1)(V01) = E (n)(V,V ′)
which satisfies SuppV1(ν1) ⊂ Ω and SuppV01(ν01) ⊂ Ω.
Proof: Replacing Ω by Ω ∩ V if necessary, we may assume Ω ⊂ V . Let j : Ω →֒ V
(resp. i : V rΩ →֒ V ) be an open (resp. a closed) embedding. Then we have the exact
sequence of sheaves on V :
0 −→ j!j−1CV −→ CV −→ i∗i−1CV −→ 0,
where j! denotes the direct image with proper supports (cf. [18]). This yields the exact
sequence
· · · −→ Hn−1M (V ; i∗i−1C) −→ HnM(V ; j!j−1C) ι−→ HnM(V ;C) −→ HnM(V ; i∗i−1C) −→ · · · .
We claim that
H
q
M(V ; i∗i
−1
C) = 0 for q ≥ 0 (7.10)
so that ι is an isomorphism. For this we set F = i∗i−1C and consider the exact sequence
Hq−1(V ;F )→ Hq−1(V rM ;F )→ HqM(V ;F )→ Hq(V ;F )→ Hq(V rM ;F ).
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In the above, Hq(V ;F ) = Hq(V rΩ;C) and Hq(V rM ;F ) = Hq((V rΩ)rM ;C). Thus
by the condition (B2) above, we have (7.10) and ι is an isomorphism.
Let E
(•)
V denote the de Rham complex on V , which gives a fine resolution of CV .
Since any of the sections of j!j
−1E (q)V may be thought of as a q-form with support in
the intersection of its domain of definition and Ω, the sheaf j!j
−1E (q) admits a natural
action of the sheaf EV of C
∞ functions on V and thus it is fine. Therefore the complex
j!j
−1E (•)V gives a fine resolution of j!j
−1CV . We denote by d′ its differential j!j−1d, which
is in fact the usual exterior derivative d on forms with support in Ω. We set D′ =
δ+(−1)•d′ and consider the cohomology HqD′(V,V ′) of the complex (j!j−1E (•)V (V,V ′), D′),
which is defined similarly as the relative de Rham cohomology, replacing E (•) and D by
j!j
−1E (•)V and D
′ in Definition 3.3. Then there is a canonical morphism HqD′(V,V ′) →
H
q
D(V,V ′). Moreover HqD′(V,V ′) is canonically isomorphic with HqM(V ; j!j−1C) and we
have the following commutative diagram (cf. [35]) :
H
q
M(V ; j!j
−1C) ∼ι //
≀
H
q
M(V ;C)
≀
H
q
D′(V,V ′) // HqD(V,V ′).
Thus we have
H
q
D′(V,V ′) ≃ HqD(V,V ′), (7.11)
which assures the existence of a desired representative. ✷
Remark 7.12 In the above lemma, since ν01 is a section defined only on V01 = V rM ,
its support is a closed set in V rM , however, it is not necessarily closed in V .
Now we give some examples of representatives of 1c described in Lemma 7.9. In the
situation of Example 7.7, we already gave a particular example in Example 7.6.
Example 7.13 Let us consider the situation described in Example 7.8. Here we may
assume M = Rn, X = V = Cn and Ω = M ×√−1Γ because other cases are just obtained
by restriction of this case. We set V0 = XrM and V1 = X as usual.
We first take n linearly independent unit vectors η1, . . . , ηn in R
n
y so that⋂
1≤k≤n
Hk ⊂ Γ
holds, where we set Hk = { y ∈ Rny | 〈y, ηk〉 > 0 }. We also set
ηn+1 = −(η1 + · · ·+ ηn).
Then, let ϕk, k = 1, . . . , n+ 1, be C
∞-functions on XrM which satisfy
(1) SuppXrM (ϕk) ⊂M ×
√−1Hk for any k = 1, . . . , n+ 1.
(2)
n+1∑
k=1
ϕk = 1 on XrM .
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Set
ν01 = (−1)n(n− 1)! χˆHn+1 dϕ1 ∧ · · · ∧ dϕn−1,
where χˆHn+1 is the anti-characteristic function of the set Hn+1, that is,
χˆHn+1(z) =
{
0 z ∈ Hn+1,
1 otherwise.
Then we can easily confirm that ν01 ∈ E (n−1)(XrM) and
SuppXrM(ν01) ⊂M ×
√−1
⋂
1≤k≤n
Hk ⊂ Ω.
Furthermore, as will be shown in Lemma A.3 in Appendix,
ν = (0, ν01) ∈ E (n)(V1)⊕ E (n−1)(V01) = E (n)(V,V ′)
gives the image of a positively oriented generator of orM/X(M) with the orientations on
M and X as in Example 7.6. By definition of ρn : E (n)(V,V ′)→ E (0,n)(V,V ′), we have
ρn(ν) = (0, ν
(0,n−1)
01 ) = (0, (−1)n(n− 1)! χˆHn+1 ∂¯ϕ1 ∧ · · · ∧ ∂¯ϕn−1) ∈ E (0,n)(V,V ′),
which satisfies ϑ¯ρn(ν) = ρn(D(ν)) = 0.
Now we are ready to define the boundary value morphism
bΩ : O(Ω)→ H0,nϑ¯ (V,V ′)⊗ZM (M) orM/X(M) = B(M).
Let ν = (ν1, ν01) ∈ E (n)(V,V ′) be a representative of 1c with SuppV1(ν1) ⊂ Ω and
SuppV01(ν01) ⊂ Ω. Note that Lemma 7.9 guarantees the existence of such a representative.
Let f ∈ O(Ω). Then, as SuppV1(ρn(ν1)) (resp. SuppV01(ρn−1(ν01))) is contained in Ω, we
can regard fρn(ν1) as a (0, n)-form on V1 and fρ
n−1(ν01) as a (0, n − 1)-form on V01.
Hence, we have
fρ(ν) = (fρn(ν1), fρ
n−1(ν01)) ∈ E (0,n)(V1)⊕ E (0,n−1)(V01) = E (0,n)(V,V ′).
Further we have
ϑ¯(fρ(ν)) = fϑ¯(ρ(ν)) = fρ(D(ν)) = 0,
which implies [fρ(ν)] ∈ H0,n
ϑ¯
(V,V ′). Then we define the boundary value map by
bΩ(f) = [fρ(ν)]⊗ 1 ∈ H0,nϑ¯ (V,V ′)⊗ZM (M) orM/X(M).
Lemma 7.14 The above bΩ is well-defined.
Proof: Let ν ′ = (ν ′1, ν
′
01) ∈ E (n)(V,V ′) be another representative of 1 with SuppV1(ν ′1) ⊂
Ω and SuppV01(ν
′
01) ⊂ Ω. By the isomorphism (7.11), we can find ω = (ω1, ω01) ∈
Hn−1D (V,V ′) with SuppV1(ω1) ⊂ Ω and SuppV01(ω01) ⊂ Ω satisfying ν − ν ′ = Dω. Then,
we have fρ(ω) ∈ E (0,n−1)(V,V ′) and
fρ(ν)− fρ(ν ′) = ϑ¯(fρ(ω)),
which shows
[fρ(ν)]⊗ 1 = [fρ(ν ′)]⊗ 1 in H0,n
ϑ¯
(V,V ′).
Hence bΩ does not depend on the choices of a representative of 1. It does not depend on
the choice of 1 eitherby (7.2). ✷
As a corollary, we have the following:
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Corollary 7.15 Let V ′ ⊂ V be an open neighborhood of M , and let Ω′ ⊂ Ω be an open
subset in X. Assume that the pair (V ′,Ω′) also satisfies the conditions (B1) and (B2).
Then we have
bΩ′(f |Ω′) = bΩ(f), f ∈ O(Ω).
Example 7.16 LetM = R andX = C with coordinate z = x+
√−1y, and set V0 = CrR
and V1 = C. Note that V0 is a disjoint union of Ω± = {±y > 0}. Define coverings
V = {V0, V1} and V ′ = {V0} as usual.
It is well-known that Dirac’s delta function is the difference of boundary values on Ω+
and Ω− of
−1
2π
√−1z , that is,
δ(x) = bΩ+
( −1
2π
√−1z
)
− bΩ−
( −1
2π
√−1z
)
.
Define the functions
ϕΩ+(z) =
{
1 z ∈ Ω+,
0 z ∈ Ω−
, ϕΩ−(z) =
{
0 z ∈ Ω+,
1 z ∈ Ω−
,
and set
νΩ± = (0, ϕΩ±) ∈ E (1)(V1)⊕ E (0)(V01) = E (1)(V,V ′).
Since [νΩ± ] ∈ H1D(V,V ′) can be identified with a generator of orM/X(M), it follows from
the definition of bΩ± : O(Ω±)→ B(M) that we have, for F ∈ O(Ω±),
bΩ±(F ) =
[(
0, F (z)ϕΩ±
)]⊗ [νΩ± ] ∈ H0,1ϑ¯ (V,V ′)⊗ZM (M) orM/X(M),
which is often written as F (x±√−10) in Sato’s context. Hence we have
δ(x) =
[(
0,
−ϕΩ+
2π
√−1z
)]
⊗ [νΩ+ ]−
[(
0,
−ϕΩ−
2π
√−1z
)]
⊗ [νΩ−]
=
−1
2π
√−1
(
1
x+
√−10 −
1
x−√−10
)
.
We may also express it as
δ(x) =
[(
0,
−ϕΩ+
2π
√−1z
)]
⊗ [νΩ+ ]−
[(
0,
−ϕΩ−
2π
√−1z
)]
⊗ [νΩ− ]
=
[(
0,
−(ϕΩ+ + ϕΩ−)
2π
√−1z
)]
⊗ [νΩ+ ] =
[(
0,
−1
2π
√−1z
)]
⊗ [νΩ+ ]
=
[(
0,
1
2π
√−1z
)]
⊗ [−νΩ+ ] ∈ H0,1ϑ¯ (V,V ′)⊗Z orM/X(M).
Recall that (cf. Example 7.6), if we orient C and R so that (y, x) and x are positive
coordinates, [−νΩ+ ] is the canonical generator of orM/X(M) and thus the above delta
function coincides with the one in Definition 6.8 for n = 1.
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If we fix the orientations as above, we have a canonical isomorphism
Z = ZM(M) ≃ orM/X(M) = H1M(X ;ZX)
which sends 1 ∈ Z to [−νΩ+ ] ∈ orM/X(M). If we identify B(M) with H1M(X ;O) =
H
0,1
ϑ¯
(V,V ′) via the above isomorphism, i.e., if we forget the orientation sheaf, we have the
expression
δ(x) =
[(
0,
1
2π
√−1z
)]
∈ H0,1
ϑ¯
(V,V ′). (7.17)
Remark 7.18 Since we always assume M to be orientable, as we see in the above exam-
ple, we may omit the relative orientation orM/X(M) in the definition of hyperfunctions
through the isomorphism ZM (M) ≃ orM/X(M). Here we fix the isomorphism so that
1 ∈ ZM(M) is sent to the positively oriented generator of orM/X(M). This omission has
no impact on usual treatment of hyperfunctions, however, some particular operations such
as coordinate transformations or integration of hyperfunctions require special attention:
For example, let us consider the coordinate transformation x = −x in the above example.
It follows from the definition that δ(x) remains unchanged by this. The element defined
by (7.17), however, changes its sign under this transformation. Hence, when we omit the
orientation sheaf, we are required to change the sign of a hyperfunction manually under a
coordinate transformation reversing the orientation. For the integration of hyperfunction
densities, a similar consideration is needed, see Subsection 7.6 for details.
7.3 Microlocal analyticity
We first recall the notion of microlocal analyticity of a hyperfunction ([28], [18]). Then
we will give its interpretation in our framework. In this subsection, we assume that X
and M are oriented so that we omit the orientation sheaves.
Let T ∗MX denote the conormal bundle of M in X , which is isomorphic to
√−1T ∗M ,
and π : T ∗MX → M the projection. We describe the spectral map sp : π−1B → C in our
frame work, where C denotes the sheaf of microfunctions on T ∗MX . Let p0 = (x0;
√−1ξ0)
be a point in T ∗MX =
√−1T ∗M . Then it is known that the stalk Cp0 at p0 is given by the
following formula (see Theorem 4.3.2 and Definition 11.5.1 in [18]) : Under a (C1-class)
local trivialization near x0, i.e., (M,X) ≃ (Rnx,Cn = Rnx ×
√−1Rny ) near x0, we have
Cp0 = lim−→
V,G
Hn
Rnx×
√−1G(V ;O),
where V runs through open neighborhoods of x0 and G ranges through closed cones in
Rny satisfying
Gr{0} ⊂ { y ∈ Rn | Re 〈√−1y, √−1ξ0〉 > 0 } = { y ∈ Rn | 〈y, ξ0〉 < 0 }. (7.19)
Therefore, in our framework, we get
Cp0 ≃ lim−→
V,G
H
0,n
ϑ¯
(WV,G,W ′V,G),
where we set
WV,G = {V r(Rnx ×
√−1G), V } and W ′V,G = {V r(Rnx ×
√−1G)}.
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We also set
WV = {V0 = V rM, V1 = V } and W ′V = {V0}.
Then the spectral map at p0
Bx0 ≃ lim−→
V
H
0,n
ϑ¯
(WV ,W ′V ) sp−→ Cp0 ≃ lim−→
V,G
H
0,n
ϑ¯
(WV,G,W ′V,G)
is simply the one canonically induced from the restriction map VrM →֒ Vr(Rnx×
√−1G).
Definition 7.20 For a hyperfunction u at x0, we say that u is microlocally analytic at
p0 if sp(u) becomes zero at p0 as a microfunction.
We have the following equivalent characterization :
Proposition 7.21 Let u be a hyperfunction at x0. Then u is microlocally analytic at p0
if and only if there exist a closed cone G satisfying (7.19), an open neighborhood V of x0
and a representative
(τ1, τ01) ∈ E (0,n)(V1)⊕ E (0,n−1)(V01) = E (0,n)(WV ,W ′V )
of u near x0 which satisfies τ1 = 0 and SuppVrM(τ01) ⊂ Rnx ×
√−1G.
Proof: Let u be represented by (ξ1, ξ01) ∈ E (0,n)(WV ,W ′V ). If u is microlocally
analytic at p0, there exist G
′ and a cochain (η1, η01) ∈ E (0,n−1)(WV,G′ ,W ′V,G′) such that
(ξ1, ξ01) = ϑ¯(η1, η01) = (∂¯η1, η1 − ∂¯η01) in E (0,n)(WV,G′,W ′V,G′),
where ξ01 is to be restricted to V r (R
n
x ×
√−1G′). Let G be a closed cone with (7.19)
containing G′r{0} in its interior. Let ψ be a C∞ function on V rM such that ψ ≡ 1
on the complement of Rnx ×
√−1 IntG in V rM and ψ ≡ 0 on Rnx ×
√−1(G′r {0}).
Note that the both sets are closed in V rM and that such a ψ may be constructed
making it “radially constant”. Then ψη01 is a (0, n− 2)-form on V rM . Set τ1 = 0 and
τ01 = ξ01 − η1 + ∂¯(ψη01). Then SuppVrM(τ01) ⊂ Rnx ×
√−1G and
(ξ1, ξ01)− (τ1, τ01) = ϑ¯(η1, ψη01) in E (0,n)(WV ,W ′V )
so that u is represented by (τ1, τ01). ✷
We denote by SS(u) the set of points in T ∗MX at which u is not microlocally analytic.
By the construction of the boundary value morphism in the previous subsection and the
definition of microlocal analyticity, we have :
Proposition 7.22 Let M be an open subset in Rnx and X = M ×
√−1Rny . Let V be
an open neighborhood of M in X, and let Ω be an open subset in X. Assume that
Ω ∩ ({x0} ×
√−1Rny) (resp. V ∩ ({x0} ×
√−1Rny )) is a non-empty convex cone (resp. a
convex set) for any x0 ∈M . Then we have
SS(bΩ∩V (f)) ⊂ Ω◦, f ∈ O(Ω ∩ V ),
where Ω◦ is the polar set of Ω defined by⊔
x∈M
{√−1ξ ∈ (T ∗MX)x | 〈ξ, y〉 ≥ 0 for any y with x+
√−1y ∈ Ω } ⊂ T ∗MX.
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7.4 External product of hyperforms
For each k = 1, 2, . . . , ℓ, let Mk be a real analytic manifold of dimension nk and Xk its
complexification, and let pk (k = 1, 2, . . . , ℓ) be non-negative integers. All the manifolds
are assumed to be oriented, and thus, we omit the relative orientations orMk/Xk(Mk) in
the definition of hyperforms B(pk)(Mk) throughout this subsection. Set
M =M1 × · · · ×Mℓ, X = X1 × · · · ×Xℓ
and n = n1 + · · ·+ nℓ, and denote by πk : X → Xk the canonical projection.
Given ℓ hyperforms uk ∈ B(pk)(Mk) (k = 1, . . . , ℓ) and their representatives
τk = (τk, 1, τk, 01) ∈ E (pk ,nk)(Vk,1)⊕ E (pk,nk−1)(Vk, 01) = E (pk,nk)(Vk,V ′k),
respectively. Here we set Vk = {Vk, 0, Vk,1} and V ′k = {Vk,0} with
Vk,0 = XkrMk, Vk,1 = Xk, Vk, 01 = Vk, 0 ∩ Vk, 1.
We also set V = {V0, V1} and V ′ = {V0} with
V0 = XrM, V1 = X, V01 = V0 ∩ V1.
Now let us compute a concrete representative of the external product
u = u1 × u2 × · · · × uℓ ∈ B(p)(M)
of the hyperforms u1, · · · , uℓ from representatives τk’s. Here we set p = p1+ · · ·+ pℓ. Let
ϕk (k = 1, . . . , ℓ) be C
∞-functions on V0 which satisfy
(1) SuppV0(ϕk) ⊂ π−1k (Vk,0), k = 1, . . . , ℓ,
(2) ϕ1 + · · ·+ ϕℓ = 1 on V0.
First we introduce two families of forms (∂¯ϕ)β’s and τα’s. Set Λ = {1, 2, . . . , ℓ}. For
β = (β1, . . . , βk) ∈ Λk, we define
(∂¯ϕ)β = ∂¯ϕβ1 ∧ · · · ∧ ∂¯ϕβk .
Note that (∂¯ϕ)β is a (0, k)-form defined on V0 whose support is contained in
π−1β1 (Vβ1, 0) ∩ · · · ∩ π−1βk (Vβk, 0).
Furthermore, for α = (α1, . . . , αk) ∈ Λk with α1 < α2 < · · · < αk, we define τα by
τα = (−1)σ(α)ω1∧ω2 ∧ . . . ∧ωℓ,
where, for j = 1, 2, . . . , ℓ,
ωj =
{
τj, 01 if α contains the index j,
τj, 1 otherwise,
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and
σ(α) =
k(k − 1)
2
+
k∑
j=1
αj−1∑
i=1
(ni + pi).
Note that we extend τα to general α = (α1, . . . , αk) ∈ Λk in the usual way, that is, we set
τα = sgn(µ) τµ(α) for any permutation µ on α. It is easy to see that τα is a (p, n−k)-form
defined on
π−1α1 (Vα1, 0) ∩ · · · ∩ π−1αk (Vαk, 0).
Then, for i = 1, 2, . . . , ℓ, we set
κi =
∑
β∈Λℓ−1
(∂¯ϕ)β ∧ τβ i +
∑
0≤k≤ℓ−2, β∈Λk
(∂¯ϕ)β ∧
( ∑
λ∈Λ, 1≤j≤k+1
(−1)j+1ϕλ τ j
∨
λβ i
)
,
where
j∨
λ β i is the sequence “λ β i” whose j-th component is removed. Note that here the
first λ in the sequence “λ β i” is considered to be the 0-th component and the last i is the
(k + 1)-st component.
Lemma 7.23 Each κi is a (p, n− 1)-form defined on π−1i (Vi, 0). Furthermore, for i and
j in Λ, we have κi = κj on π
−1
i (Vi, 0) ∩ π−1j (Vj, 0).
It follows from the above lemma and the fact V0 = ∪
1≤i≤ℓ
π−1i (Vi, 0) that the family
{κj}ℓj=1 determines a (p, n − 1)-form on V01, which is denoted by κ01. We also define
(p, n)-form κ1 on V1 by
κ1 = τ1, 1 ∧ τ2, 1 ∧ · · · ∧ τℓ, 1.
Proposition 7.24 Thus constructed
κ = (κ1, κ01) ∈ E (p,n)(V1)⊕ E (p,n−1)(V01) = E (p,n)(V,V ′)
is a representative of the external product u = u1 × u2 × · · · × uℓ ∈ B(p)(M).
Proof: This formula is obtained by the cup product formula, and then, by repeated
applications of the remark after Lemma A.5 in Appendix. Note that Lemma 7.23 is an
immediate consequence of this procedure. ✷
The above expression appears to be rather complicated, however, it becomes much
simpler for some particular but important cases :
Example 7.25 Assume all the Xk are Stein. Then we may take, for each k, a repre-
sentative (τk, 1, τk, 01) of uk so that τk, 1 = 0. In this case, a representative of u is give
by
(0, (−1)e (ℓ− 1)! ∂¯ϕ1 ∧ · · · ∧ ∂¯ϕℓ−1 ∧ τ1, 01 ∧ · · · ∧ τℓ, 01) ∈ E (p,n)(V,V ′).
Here the constant e is
ℓ(ℓ− 1)
2
+
ℓ−1∑
k=1
(ℓ− k)(nk + pk).
For example, the n-dimensional Dirac’s delta function δ(x) is just the external product
δ(x1) × δ(x2) × · · · × δ(xn) of the ones on R. Hence, its representative is given by the
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above formula using a representative of the one-dimensional Dirac’s delta function, that
is, (
0,
1
(2π
√−1)n
(n− 1)! ∂¯ϕ1 ∧ · · · ∧ ∂¯ϕn−1
z1 . . . zn
)
∈ E (0,n)(V,V ′).
Example 7.26 Let us consider the case ℓ = 2. Then, a representative of u = u1 × u2 ∈
Bp(M) is given by(
τ1, 1 ∧ τ2, 1, ϕ1 τ1, 01 ∧ τ2, 1 + (−1)n1+p1ϕ2 τ1, 1 ∧ τ2, 01
− (−1)n1+p1 ∂¯ϕ1∧ τ1, 01 ∧ τ2, 01
) ∈ E (p,n)(V,V ′).
We can easily show the following two propositions :
Proposition 7.27 We have, for uk ∈ B(Mk) (k = 1, . . . , ℓ),
SS(u1 × · · · × uℓ) = SS(u1)× · · · × SS(uℓ).
Proposition 7.28 Let Ωk (k = 1, . . . , ℓ) be an open subset in Xk satisfying the conditions
(B1) and (B2) in Xk, and let fk ∈ O(Ωk). Then we have
bΩ1×···×Ωℓ(f1f2 · · · fℓ) = bΩ1(f1)× bΩ2(f2)× · · · × bΩℓ(fℓ).
7.5 Restriction of hyperfunctions
Let N be a closed real analytic hypersurface in M and Y its complexification in X . It is
known that the restriction to N of a hyperfunction u on M cannot be defined in general.
However, if SS(u) is non-characteristic to N , i.e., SS(u) ∩ √−1T ∗NM ⊂ T ∗XX holds, then
we can consider its restriction to N . In this subsection, we will define the restriction of a
hyperfunction from the viewpoint of relative Dolbeault representation. We assume that
M and N are oriented. Then we can take a non-vanishing continuous section
s : N → T ∗NMrT ∗XX.
Note that, when N is connected, there are essentially two choices of s, i.e., either s or −s.
For such a choice, by noticing the morphisms of vector bundles
0 −→ T ∗NM −→ N ×M T ∗M −→ T ∗N −→ 0,
we determine it so that, for any x0 ∈ N , the vector s(x0) and a positively oriented frame
of (T ∗N)x0 form that of (T
∗M)x0 , where the frame of (T
∗N)x0 follows s(x0).
Let t : N → T ∗NM be a continuous section on N and G a closed subset in X .
Definition 7.29 We say that G is conically contained in the half space spanned by
√−1t
if, for any point x0 ∈ N , there exist an open neighborhood W of x0 with a (C1-class)
local trivialization ι : (M ∩W, W ) ≃ (Rnx, Cn = Rnx ×
√−1Rny ) and a closed cone Γ ⊂ Rny
with
Γr{0} ⊂ { y ∈ Rny | Re 〈
√−1y, √−1t(x0)〉 > 0 } = { y ∈ Rny | 〈y, t(x0)〉 < 0 }
for which the following holds :
ι(G ∩W ) ⊂ Rnx ×
√−1Γ.
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Recall that, for a closed subset G, we set
WV,G = {V r(Rnx ×
√−1G), V } and W ′V,G = {V r(Rnx ×
√−1G)},
and we also set
WV = {V0 = V rM, V1 = V } and W ′V = {V0}.
Then we have a global version of Proposition 7.21 :
Lemma 7.30 Let u be a hyperfunction on M . Assume SS(u) ∩ √−1s = ∅. Then there
exist an open neighborhood V of N in X, a closed subset G which is conically contained
in the half space spanned by
√−1s and an element
τ = (0, τ01) ∈ E (0,n)(V1)⊕ E (0,n−1)(V01) = E (0,n)(WV ,W ′V )
for which τ is a representative of u near N and SuppVrM(τ01) ⊂ G holds.
Proof: Set
√−1T ∗NM+ =
√−1R+s. Then it follows from [18, Theorem 4.3.2] that
C (
√−1T ∗NM+) = lim−→
V,G
HnG(V ;O),
where V runs through open neighborhoods of N and G ranges through closed subsets
conically contained in the half space spanned by
√−1s. Therefore the argument goes the
same way as that in Subsection 7.3. ✷
We first give the cohomological definition of restriction to N of a hyperfunction onM .
Set T ∗NM
± = ±R+s ⊂ T ∗NM . Let us consider the map
B(M)
sp |
T∗
N
M+⊕ sp |T∗
N
M−−−−−−−−−−−−−→ C (√−1T ∗NM+)⊕ C (
√−1T ∗NM−).
By [18, Theorem 4.3.2], the above diagram is equivalent to
HnM(X ;O) −→ lim−→
V,G+
HnG+(V ;O)⊕ lim−→
V,G−
HnG−(V ;O),
where V runs through open neighborhoods of N in X and G+ (resp. G−) ranges through
closed subsets conically contained in the half space spanned by
√−1s (resp. −√−1s),
and the morphism is just the canonical restriction. Furthermore, we may assume that
(G+ ∩G−) ∩ V = M ∩ V holds. Then we have (see the proof of the Lemma 7.32 below)
lim
−→
V,G±
HkG±(V ; O) = 0 for k < n,
it follows from the Mayer-Vietoris sequence with respect to the pair of closed subsets G+
and G− that we get the exact sequence
0 −→ lim
−→
V,G±
Hn−1G+∪G−(V ;O) −→ HnM(V ;O) −→ lim−→
V,G+
HnG+(V ;O)⊕ lim−→
V,G−
HnG−(V ;O).
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Note that the morphisms of the above Mayer-Vietoris sequence
HkG+∩G−(V ;O) −→ HkG+(V ;O)⊕HkG−(V ;O) −→ HkG+∪G−(V ;O)
are defined by sending u to u⊕ u and u ⊕ v to u− v, respectively, for which the choices
of sign, i.e., either u − v or v − u, is determined by taking our choice of the orientation
of fibers of T ∗NM into account. Let i : Y →֒ X be a closed embedding. Then we have the
canonical sheaf morphism
OX → i∗OY ,
which induces the morphism
Hn−1G+∪G−(V ;OX) −→ Hn−1G+∪G−(V ; i∗OY ) = Hn−1N (V ∩ Y ;OY ) = B(N)
because of i−1(G+ ∪G−) = N . Summing up, we have the diagram with the exact row
0 // lim
−→
V,G±
Hn−1G+∪G−(V ;O)
//

B(M)
sp⊕ sp
// C (
√−1T ∗NM+)⊕ C (
√−1T ∗NM−)
B(N).
Therefore, if a hyperfunction u ∈ B(M) satisfies SS(u) ∩ √−1T ∗NM ⊂ T ∗XX which is
equivalent to saying that the image of u is zero by the morphism sp |T ∗
N
M+ ⊕ sp |T ∗
N
M−,
then we have the unique hyperfunction u|N in B(N) by tracing the above diagram.
Now we compute a concrete representative of u|N in our framework. Assume that
SS(u) ∩ √−1T ∗NM ⊂ T ∗XX . Let τ = (τn1 , τn−101 ) ∈ E (0,n)(W,W ′) be a representative of u
near N . Then, by the assumption and the above lemma, there exist an open neighborhood
V of N , a closed subset G+ (resp. G−) conically contained in the half space spanned by√−1s (resp. −√−1s) and representatives
τn−1,± = (τn−1,±1 , τ
n−2,±
01 ) ∈ E (0,n−1)(WV,G±,W ′V,G±)
such that τ = ϑ¯τn−1,± in E (0,n)(WV,G±,W ′V,G±). Define
τY = (τ
n−1,− − τn−1,+)|Y =
(
(τn−1,−1 − τn−1,+1 )|Y , (τn−2,−01 − τn−2,+01 )|Y
)
.
Here •|Y denotes the restriction of a differential form to Y . Note that the choices of
sign, i.e., either (τn−1,−− τn−1,+)|Y or (τn−1,+− τn−1,−)|Y , is a consequence of that in the
Mayer-Vietoris sequence. If V is a sufficiently small neighborhood of N , then we have
(V rG+) ∩ Y = (V rN) ∩ Y and (V rG−) ∩ Y = (V rN) ∩ Y.
Hence τY belongs to E
(0,n−1)(WV ∩Y ,W ′V ∩Y ) with coverings
WV ∩Y = {(V ∩ Y )rN, V ∩ Y }, W ′V ∩Y = {(V ∩ Y )rN}.
Furthermore we have
ϑ¯τY = ϑ¯((τ
n−1,− − τn−1,+)|Y ) = (ϑ¯τn−1,− − ϑ¯τn−1,+)|Y = (τ − τ)|Y = 0,
which implies that the representative τY defines a hyperfunction on N .
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Definition 7.31 The hyperfunction on N defined by τY ∈ E (0,n−1)(WV ∩Y ,W ′V ∩Y ) is
denoted by u|N and is called the restriction of u to N .
Lemma 7.32 The restriction u|N is well-defined, that is, u|N does not depend on the
choices of τ , τn−1,+ and τn−1,− in the above construction.
Proof: Recall that we set
√−1T ∗NM+ =
√−1R+s. Clearly, by construction, u|N is
independent of the choice of τ . By the same argument as that in the proof for Lemma 7.14,
the independency of the choices of tn−1,+ comes from the fact
lim
−→
V,G+
H
0,n−1
ϑ¯
(WV,G+ ,W ′V,G+) = 0,
which can be shown in the following way: Thanks to the edge of the wedge theorem for
O and [18, Theorem 4.3.2], we have the formula, for any k ∈ Z,
Hk(
√−1T ∗NM+;C ) = lim−→
V,G+
Hn+kG+ (V ;O),
where V runs through an open neighborhoods of N in X and G+ ranges through closed
subsets conically contained in the half space generated spanned by
√−1s, from which we
have
0 = Hk−n(
√−1T ∗NM+;C ) = lim−→
V,G+
HkG+(V ;O) = lim−→
V,G+
H
0,k
ϑ¯
(WV,G+ ,W ′V,G+) for k < n.
Hence u|N is independent of the choice of tn−1,+.
The independency of the choices of tn−1,− can be proved in the same way. ✷
The following theorem assures that our construction coincides with the original one in
[28]. Let V be an open neighborhood of N in X and Ω an open subset in X . Set
ΩY = Ω ∩ Y, VY = V ∩ Y.
Before stating the theorem, we introduce two conditions (B††1 ) and (B
loc
2 ): The condition
(B††1 ) is just the one (B
†
1) given in Appendix with a non-characteristic condition of Ω along
N .
(B††1 ) For any x0 ∈ N , there exist an open neighborhood W of x0 with a (C1-class) local
trivialization ι : (N ∩ W, M ∩ W, W ) ≃ (Rn−1x′ , Rnx, Cn) and a non-empty open
convex cone Γ ⊂ Rn such that
R
n
x ×
√−1Γ ⊂ ι(W ∩ Ω) and Rn−1x′ ∩ Γ 6= ∅.
The condition (Bloc2 ) is a local version of (B2) introduced in Subsection 7.2.
(Bloc2 ) For any x0 ∈ M , there exist a family {Vλ}λ∈Λ of fundamental open neighborhoods
of x0 in V that satisfies the same condition as (B2) in which V is replaced by Vλ,
that is, the canonical inclusion (VλrΩ)rM →֒ VλrΩ gives a homotopy equivalence
for any λ ∈ Λ.
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Theorem 7.33 Assume that the pair V and Ω satisfies the conditions (B††1 ), (B2) and
(Bloc2 ). Assume also that the pair VY and ΩY satisfies the conditions (B2) and (B
loc
2 ) in
Y . Let f ∈ O(Ω). Then we have
SS(bΩ(f)) ∩
√−1T ∗NM ⊂ T ∗XX
and
bΩ(f)|N = bΩY (f |Y ).
Proof: By the condition (Bloc2 ), it suffices to show the claim locally. We may assumeM
is a convex open neighborhood of the origin in Rnx with coordinates (x1, . . . , xn) = (x1, x
′),
X = M × √−1Rny with the coordinates (z1, . . . , zn) = (z1, z′), where zk = xk +
√−1yk
(k = 1, . . . , n) and y′ = (y2, . . . , yn), N is M ∩ {x1 = 0} and Y = X ∩ {z1 = 0}. Further,
we assume
V = { z ∈ X | |x1| < ǫ, |y| < ǫ } and Ω = (M ×
√−1Γ) ∩ V
for some ǫ > 0 and an open proper convex cone Γ ⊂ Rny with Γ ∩ {y1 = 0} 6= ∅.
Let e = (1, 0, . . . , 0) ∈ Rn. Then we may assume that our coordinate systems of N
and M are positively oriented and the section s is given by s(x) = e ∈ (T ∗NM)x (x ∈ N).
Now we determine, in the similar way as those in Example 7.13, convex subsets Hk’s in
Rny and C
∞ functions ϕk’s on XrM where the index k is either k = ± or k = 1, 2, . . . , n.
We first take linearly independent vectors η˜1, . . . , η˜n−1 in Rn−1y′ such that⋂
1≤j≤n−1
{ y′ ∈ Rn−1y′ | 〈y′, η˜j〉 > 0 } ⊂ Γ ∩ {y1 = 0}.
Set η˜n = −(η˜1+· · ·+η˜n−1) ∈ Rn−1y′ . Let c > 0 and define convex subsetsHj (j = 1, 2, . . . , n)
in Rny by
Hj = { y ∈ Rny | −c〈y′, η˜j〉 < y1 < c〈y′, η˜j〉 }.
We also define convex subsets H+ and H− in Rny by
H± = { y ∈ Rny | ±y1 > c2|y′| }.
Note that, for a sufficiently small c > 0, we have
H1 ∪ · · · ∪Hn ∪H+ ∪H− = Rnyr{0}
and
H1 ∩ · · · ∩Hn−1 ⊂ Γ.
We fix such a c > 0 in what follows. Note also that the intersection of (n+ 1)-choices in
(n+ 2)-subsets H1, . . . , Hn, H+ and H− is always empty.
Now let ϕk (k = ±, 1, . . . , n) be C∞ functions on V rM such that
(1) SuppVrM(ϕk) ⊂M ×
√−1Hk for k = 1, . . . , n,±,
(2) ϕ1 + · · ·+ ϕn + ϕ+ + ϕ− = 1.
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In particular, it follows from the definition of Hk that ϕ±|Y = 0 and
ϕ1|Y + · · ·+ ϕn|Y = 1 (7.34)
hold. Set
κn = (0, κn−101 ) = (0, (−1)n(n− 1)! χˆHn∪H− ∂¯ϕ+ ∧ ∂¯ϕ1 ∧ · · · ∧ ∂¯ϕn−2),
where χˆHn∪H− is the anti-characteristic function of the set Hn ∪H−. Then, by the same
arguments as those in Example 7.13 and Lemma A.3, we see
SuppVrM(κ
n−1
01 ) ⊂M ×
√−1Γ
and that [κn] ∈ HnM(X ; O) corresponds to the image of the positively oriented generator in
orM/X(M) under the standard orientation of R
n
y . Hence, by the definition of the boundary
value map, τ = f κn = (0, f κn−101 ) is a representative of bΩ(f). Then, as
SuppXrM(κ
n−1
01 ) ⊂ H+
holds, we can take τn−1,− = 0 in the construction of τ |n−1N . Let us compute τn−1,+. Set
κn−201 = −(n− 2)! χˆHn∪H−
n−1∑
j=1
(−1)jϕj
(j−1) st
∨
∂¯ϕ1 ∧ · · · ∧ ∂¯ϕn−1.
Then there exists a closed subset G+ conically contained in the half space spanned by√−1s such that κn−201 is a smooth (0, n− 2)-form on V rG+. Define
τn−1,+ = (0, f κn−201 ).
Then, since κn−101 = −∂¯κn−201 holds, we see
τ = ϑ¯τn−1,+ in E (0,n−1)(WV,G+ ,W ′V,G+).
Furthermore, it follows from (7.34) that we have
κn−201 |Y = (−1)n(n− 2)! χˆHn∩Y ∂¯(ϕ1|Y ) ∧ · · · ∧ ∂¯(ϕn−2|Y ),
for which, by Example 7.13, the element [(0, −κn−201 |Y )] ∈ Hn−1N (Y ;O) corresponds to the
image of the positively oriented generator in orN/Y (N)under the standard orientation of
R
n−1
y′ . Therefore we have obtained
τY = (τ
n−1,− − τn−1,+)|Y
= (0, f |Y (−1)n−1(n− 2)! χˆHn∩Y ∂¯(ϕ1|Y ) ∧ · · · ∧ ∂¯(ϕn−2|Y )).
This implies that the representative τY gives the hyperfunction bΩY (f |Y ). ✷
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7.6 Integration of hyperfunction densities
LetM andN be real analytic manifolds (dim M = m and dim N = n), andX and Y their
complexifications, respectively. Let f : M → N be a submersion whose complexification
is also denoted by f : X → Y . We assume that M and N are orientable.
In this subsection, we introduce an integration morphism
∫
f
of hyperfunction densities
along fibers of f :
f!(BM⊗AM VM)(N)
∫
f−−−−−→ (BN⊗AN VN)(N),
where VM is the sheaf of real analytic densities on M , i.e.,
VM = A
(m)
M ⊗ZM orM
with A
(m)
M the sheaf of real analytic m-forms on M and orM the orientation sheaf of
M . The sheaf VN is defined similarly for N . Note that BM⊗AM VM = B
(m)
M ⊗ZM orM .
Note also that, as the integration we define is performed on densities, the morphism
∫
f
is
independent of the orientation of fibers of f .
We may assume each fiber of f to be connected. Since otherwise, M is a disjoint
union of real analytic manifolds Mλ, λ ∈ Λ, such that each fiber of f |Mλ : Mλ → N is
connected. Then the integration along each f |Mλ can be summed up since the support of
the integrand is proper along f .
Let p be a non-negative integer and set d = m−n. We will construct slightly extended
version of the integration morphism :
f!(B
(p)
M ⊗ZM orM)(N)
∫
f−−−−−→ (B(p−d)N ⊗ZN orN)(N),
where B
(p)
M is the sheaf of p-hyperforms on M . Note that B
(p)
M = BM⊗AM A
(p)
M .
Since M is assumed to be orientable, for any closed subset K in M ,
ΓK(M ;B
(p)
M ) = H
m
K (X ;O
(p)
X )⊗ZM (M) orM/X(M).
Hence it suffices to construct the following integration morphism for any closed subset
K ⊂ M with f |K : K → N being proper :
HmK (X ;O
(p)
X )⊗ZM (M) (orM/X⊗ZM orM)(M)
∫
f−−→ HnN(Y ; O (p−d)Y )⊗ZN (N) (orN/Y ⊗ZN orN )(N).
We define the integration morphism for HmK (X ;O
(p)
X ) and (orM/X⊗orM)(M) separately.
First we do this for the latter. We define the orientation sheaf orX/Y of f : X → Y by
orX/Y = orX⊗ZX f−1orY or orX = orX/Y⊗ZX f−1orY ,
which is a sheaf on X and describes the orientation of fibers of f . Let i : M →֒ X denote
the closed embedding. We then have the identifications
orM/X⊗ZM orM = i−1orX = i−1(orX/Y ⊗ZX f−1orY ) = i−1orX/Y ⊗ZM f−1(orN/Y ⊗ZN orN).
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Given a section aM/X ⊗ aM ∈ (orM/X ⊗ orM)(M), we choose aX/Y ∈ orX/Y (X) and
aN/Y ⊗ aN ∈ (orN/Y ⊗ orN)(N) so that
aM/X ⊗ aM = i−1aX/Y ⊗ f−1(aN/Y ⊗ aN ).
For any point x ∈ M , we have the identification
orX/Y,x = H
2d
{x}(f
−1(f(x)); Zf−1(f(x))).
Hence, once we fix an orientation of the fiber, which is a complex manifold of dimension
d, we can determine an integer n(aX/Y )(x) as the cap product
[f−1(f(x))] a aX/Y (x) ∈ Z
with the fundamental class [f−1(f(x))] ∈ H2d(f−1(f(x));Z) of the fiber f−1(f(x)) (cf.
Subsection 2.3). Note that n(aX/Y )(x) is a locally constant function on M . Furthermore,
as each fiber of f is assumed to be connected, we can regard n(aX/Y ) as a locally constant
function on N , i.e., n(aX/Y ) ∈ ZN (N). Then we define the integration of aM/X ⊗ aM by∫
f
aM/X ⊗ aM = n(aX/Y ) aN/Y ⊗ aN ∈ (orN/Y ⊗ orN)(N).
Clearly, the integration thus defined is independent of the choice of aX/Y , aN/Y or aN .
Remark 7.35 There are several ways to choose an orientation of a complex manifold.
Here it suffices to choose one of them and fix it through the integration procedure. The
final result, after multiplication by the integration of an element u in HmK (X ;O
(p)
X ), does
not depend on such a choice.
Now we define the integration morphism for u ∈ HmK (X ;O (p)X ) ≃ Hp,mϑ¯ (VK ,V ′K), where
VK = {V0 = XrK, V1 = X} and V ′K = {V0}.
We also set
W = {W0 = Y rN, W1 = Y } and W ′ = {W0}.
Let
τ = (τ1, τ01) ∈ E (p,m)(V1)⊕ E (p,m−1)(V01) = E (p,m)(VK ,V ′K)
be a representative of u ∈ Hp,m
ϑ¯
(VK ,V ′K). Let ϕ be a C∞-function on X satisfying
(1) f |Supp(ϕ) : Supp(ϕ)→ Y is proper,
(2) ϕ is identically 1 on an open neighborhood of K.
Set
τˆ = (τˆ1, τˆ01) = (ϕτ1 + ∂¯ϕ ∧ τ01, ϕτ01) ∈ E (p,m)(V1)⊕ E (p,m−1)(V01).
Then, by noticing ∂¯τ01 = τ1 on V01, we have
τ − τˆ = ϑ¯((1− ϕ)τ01, 0),
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and hence, τˆ is also a representative of u. Clearly τˆ1 belongs to E
(p,m)(X) and τˆ01 is in
E (p,m−1)(f−1(Y rN)). Furthermore, f is proper on Supp(τˆ1) and Supp(τˆ01). Hence we
may apply the usual integration of differential forms along fibers of f to both the forms
τˆ1 and τˆ01, and we see that(∫
f
τˆ1,
∫
f
τˆ01
)
∈ E (p−d,n)(W1)⊕ E (p−d,n−1)(W01)
gives an element of Hp−d,n
ϑ¯
(W,W ′). Here the last two ∫
f
• denote the usual integration
of differential forms along the fibers of f with the orientation of fibers chosen in the first
part for the integration of (orM/X⊗orM)(M) (cf. Remark 7.35).
Summing up, the integration along fibers of f for [(τ1, τ01)]⊗ aM/X ⊗ aM is given by[(∫
f
ϕτ1 + ∂¯ϕ ∧ τ01,
∫
f
ϕτ01
)]
⊗
∫
f
aM/X ⊗ aM ∈ Hp−d,nϑ¯ (W,W ′)⊗ (orN/Y ⊗ orN)(N).
It can be easily confirmed that the above definition does not depend on the choices of a
representative of a hyperform and that of ϕ. It does not depend on the choices of various
orientations involved either.
Example 7.36 LetM = Rm with coordinates (x1, . . . , xm) and N = R
n with coordinates
(xd+1, . . . , xm). The coordinates of X = C
m are given by (z1, . . . , zm), zi = xi +
√−1yi.
Let f : X → Y be the canonical projection, i.e., f(z1, . . . , zm) = (zd+1, . . . , zm). Assume
that M , N and the fibers of T ∗MX and T
∗
NY are oriented in the standard way. That is,
(x1, . . . , xm) (resp. (xd+1, . . . , xm)) is a positive system of coordinates of M (resp. N),
dy1, . . . , dym (resp. dyd+1, . . . , dym) is a positive frame of each fiber of T
∗
MX (resp. T
∗
NY ),
whereas the so-called “natural” orientations of the complex manifolds X , Y and each fiber
of f are given by the coordinate systems (x1, y1, . . . , xm, ym), (xd+1, yd+1, . . . , xm, ym)
and (x1, y1, . . . , xd, yd), respectively.
In this case, we usually omit the orientation sheaves appearing in the above construc-
tion by isomorphisms Z ≃ orM/X(M), Z ≃ orM(M), Z ≃ orN/Y (N), Z ≃ orN (N) and
Z ≃ orM/N (M), where the image of 1 ∈ Z is sent to the positively oriented generator of
each orientation sheaf under this standard orientation. When aM/X , aM , aN/Y and aN
are images of 1 ∈ Z in this situation, we can easily compute∫
f
aM/X ⊗ aM = (−1)d(d+1)/2+dnaN/X ⊗ aN = (−1)(m(m+1)−n(n+1))/2aN/X ⊗ aN ,
and thus, the integration along fibers of f for the hyperform u = [(τ1, τ01)] ∈ Hp,mϑ¯ (VK ,V ′K)
with the standard density along f is given by
(−1)(m(m+1)−n(n+1))/2
[(∫
f
ϕτ1 + ∂¯ϕ ∧ τ01,
∫
f
ϕτ01
)]
∈ Hp−d,n
ϑ¯
(W,W ′).
An auxiliary function ϕ is involved in the definition of the integration along fibers,
however, we can eliminate it from the definition in some special cases as we will see. Let
N1 and N be real analytic manifolds with dimN1 = d and dimN = n, and let Y1 and
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Y be their complexifications. Set X = Y1 × Y , M = N1 × N and m = d + n. We take
f to be just the canonical projection from X = Y1 × Y to Y and K = K1 × Y for some
compact subset K1 in Y1.
Then we can choose a compact subset D1 in Y1 with the C
∞-smooth boundary ∂D1
which contains K1 in its interior. Further, we may assume that ϕ depends only on the
variables in Y1 and
K = K1 × Y ⊂ Supp(ϕ) ⊂ int(D1)× Y.
For any differential form κ on X , we denote by
∫
D1
κ the partial integration of κ with
respect to the variables in Y1 on the domain D1, where the orientation of D1 is the natural
one of the complex manifold Y1.
Now we have(∫
f
ϕτ1 + ∂¯Xϕ ∧ τ01,
∫
f
ϕτ01
)
=
(∫
D1
ϕτ1 + ∂¯Xϕ ∧ τ01,
∫
D1
ϕτ01
)
=
(∫
D1
τ1 − ∂¯X((1− ϕ)τ01),
∫
D1
ϕτ01
)
.
By applying Stokes’ formula and noticing ∂¯X = ∂¯Y1 + ∂¯Y , the above is equal to(∫
D1
τ1 + (−1)m+p+1
∫
∂D1
τ01|∂D1×Y − ∂¯Y
∫
D1
(1− ϕ)τ01,
∫
D1
ϕτ01
)
.
Since
∫
D1
(1−ϕ)τ01 is a C∞-form on the total space Y , by adding ϑ¯Y
∫
D1
(1−ϕ)τ01 to the
above expression, we have the following proposition:
Proposition 7.37 Under the situation described above, the integration of [(τ1, τ01)] ⊗
aM/X ⊗ aM along fibers of f is given by[(∫
D1
τ1 + (−1)m+p+1
∫
∂D1
τ01|∂D1×Y ,
∫
D1
τ01
)]
⊗
∫
f
aM/X ⊗ aM .
Furthermore, if we adopt the convention described in Example 7.36, it is given by
(−1)(m(m+1)−n(n+1))/2
[(∫
D1
τ1 + (−1)m+p+1
∫
∂D1
τ01|∂D1×Y ,
∫
D1
τ01
)]
.
To end this subsection, we clarify a relation between an external product and the
integration. Let M1 and M2 be real analytic manifolds. Recall that VMk denote the sheaf
of real analytic densities on Mk (k = 1, 2).
Proposition 7.38 Let uk⊗vk ∈ (BMk⊗Ak VMk)(Mk) (k = 1, 2) with uk having a compact
support in Mk. Then we have∫
M1×M2
(u1 × u2)⊗ (v1 ∧ v2) =
(∫
M1
u1 ⊗ v1
) (∫
M2
u2 ⊗ v2
)
.
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A Compatibility of boundary value morphisms
The boundary value morphism was first constructed in [28], and then, it was extended
to more general cases by P. Schapira from the viewpoint of boundary value problems
(see Section 11.5 in [18]). In this appendix, we briefly recall its functorial construction
due to P. Schapira, and then, we will show that the boundary value morphism given in
Subsection 7.2 coincides with the current one.
Let V be an open neighborhood of M and Ω an open subset in X which satisfies
the conditions (B1) and (B2) given in Subsection 7.2. For simplicity, we also assume the
following additional condition in functorial construction :
(B3) Ω is cohomologically trivial, that is, Ω satisfies
RHomCX (CΩ,CX) = CΩ and RHomCX (CΩ,CX) = CΩ.
Note that the above condition is satisfied if the inclusion j : Ω→ X is locally homeomor-
phic to the inclusion of an open convex subset into Cn.
It follows from the assumption Ω¯ ⊃M that we have the canonical morphism of sheaves
CΩ
i−→ CM .
Then, by applying the functor RHomCX (•,CX) to the above morphism, thanks to the
condition (B3) and the fact
RHomCX (CM ,CX) ≃ CM ⊗ZM HnM(X ;ZX)[−n],
we have the morphism in Db(ZX)
CΩ
i⋆−→ CM ⊗ZM HnM(X ;ZX)[−n], (A.1)
where the morphism i⋆ is RHomCX (i, CX).
Note that, for any complex F , we have the formulas
RHomCX (CΩ,F) = RΓ (Ω;F) and RHomCX (CM ,F) = RΓM(X ;F).
Then, applying RHomCX (•,O) to (A.1) and taking the 0-th cohomology groups, we have
obtained the boundary value map bˆΩ in a functorial way :
bˆΩ : O(Ω)
i⋆⋆−→ HnM(X ;O) ⊗ZM (M) H
n
M(X ;ZX) = B(M).
Here i⋆⋆ = Hom(i⋆,O).
Now we give the theorem which guarantees the coincidence of the boundary value
morphism in our framework and the functorial one constructed above. First remember
the conditions (B2) given in Subsection 7.2 and its local version (B
loc
2 ) given in Subsec-
tion 7.5. We also introduce the condition (B†1) which is stronger version of (B1) given in
Subsection 7.2.
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(B†1) For any x0 ∈M , there exist an open neighborhood W of x0 with a (C1-class) local
trivialization ι : (M ∩W, W ) ≃ (Rnx, Cn = Rnx ×
√−1Rny ) and a non-empty open
cone Γ ⊂ Rny such that
R
n
x ×
√−1Γ ⊂ ι(W ∩ Ω).
Theorem A.2 Assume the pair (V,Ω) satisfies the conditions (B†1), (B2), (B
loc
2 ) and (B3).
Then the morphisms bΩ and bˆΩ coincide.
Since {B(U)}U⊂M forms a sheaf and since the boundary value morphisms and restriction
maps of sheaves commute by Corollary 7.15, by taking the condition (Bloc2 ) into account,
it suffices to show the claim locally. Hence we may assume thatM is a convex open subset
in Rn, X = M ×√−1Rn and V is the open tubular neighborhood
V = { (z = x+√−1y) ∈ Cn | x ∈M, |y| < ǫ }
with some ǫ > 0. Further, Ω is assumed to be (M × √−1Γ) ∩ V where Γ is an open
proper convex cone in Rny . Then, we take (n + 1)-vectors η1, . . . , ηn+1 in R
n
y as was
specified in Example 7.13 and define the open half spaces Hk, k = 1, . . . , n+1, in R
n
y and
C∞-functions ϕk, k = 1, . . . , n + 1, as in the same example. Since the boundary value
morphisms and restriction maps of sheaves commute, we may assume
Γ =
⋂
1≤k≤n
Hk
from the beginning. Now let us define another pair of coverings (S,S ′) of (V, V rM) by
S = {S1, . . . , Sn+1, Sn+2}, S ′ = {S1, . . . , Sn+1},
where Sn+2 = V and Sk = (M ×
√−1Hk)∩V , k = 1, . . . , n+1. Note that (S,S ′) forms a
Leray covering with respect to either of the sheaves CX and O . Note also that (S,S ′) is a
pair of coverings finer than (W,W ′). We denote by C•(S,S ′;S ) the complex of relative
Cˇech cochains on (S,S ′) with coefficients in a sheaf S .
Let ν = (0, ν01) be the element of E
(n)(W,W ′) defined in Example 7.13, and set
Λ = {1, 2, . . . , n+ 1, n+ 2}. We also set, for α = (α1, . . . , αk) ∈ Λk,
Sα = Sα1 ∩ · · · ∩ Sαk .
Lemma A.3 ν is a generator of HnD(W,W ′) ≃ HnM(X ;CX).
Proof: Let us consider the diagram of complexes:
C•(S,S ′;CX) h−→ E (•)(S,S ′) r←− E (•)(W,W ′),
where h and r are canonical morphisms of complexes. Since these complexes are quasi-
isomorphic to RΓM(X ;CX), the morphisms h are r are quasi-isomorphic.
Let us define σ = {σα}α∈Λn+1 ∈ Cn(S,S ′;ZX) by
σα =
{
(−1)n if α = (1, 2, . . . , n, n+ 2),
0 if α contains n+ 1.
(A.4)
Then [σ] belongs to Hn(S,S ′;ZX) and it is a generator of Hn(S,S ′;ZX). Here we take
(−1)n so that [σ] becomes the positively oriented generator under the standard orientation
on Rny . Hence it suffices to show that h(σ) and r(ν) are the same in H
n
D(S,S ′), and it can
be shown by repeated applications of the following easy lemma. ✷
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Lemma A.5 Assume q1 > 0. Let ω = {ωα}α∈Λq1+1 be in Cq1+1(S,S ′; E (q2)) with δ(ω) =
0, and define ω′ = {ω′β}β∈Λq1 ∈ Cq1(S,S ′; E (q2)) by
ω′β =
∑
λ∈Λ
ϕλωλβ (β ∈ Λq1).
Then we have ω = δ(ω′).
Remark A.6 The same result holds for C•(S,S ′; E (p,•)). That is: Let q1 > 0 and let
ω = {ωα}α∈Λq1+1 be in Cq1+1(S,S ′; E (p,q2)) with δ(ω) = 0. Define ω′ = {ω′β}β∈Λq1 ∈
Cq1(S,S ′; E (p,q2)) by the same formula as in the above lemma. Then we have ω = δ(ω′).
Now let us compute functors RHomCX (•,CX) and RHomCX (•,O) concretely. Set
Λ′ = {1, 2, . . . , n + 1}. First define the sheaf ∧
α∈Λ′k
CSα : It is a subsheaf of ⊕
α∈Λ′k
CSα∩Sn+2
which consists of alternating sections with respect to the index α ∈ Λ′k. We also define
the differential
δk : ∧
α∈Λ′k
CSα −→ ∧
α∈Λ′k+1
CSα
in the same way as that of a Cˇech complex. We have the complex
L : 0 −→ ∧
α∈Λ′0
CSα −→ ∧α∈Λ′1CSα −→ · · ·
δn−1−→ ∧
α∈Λ′n
CSα −→ 0,
where the term ∧
α∈Λ′0
CSα is located at degree −n in this complex and ∧α∈Λ′nCSα is at degree
0. We also construct the morphism
ι : ∧
α∈Λ′n
CSα −→ CM ⊗ZX (X) H
n(S,S ′;ZX)
by assigning an alternating section cα on Sα ∩ S0 to cα|M ⊗ 1α. Here 1α denotes an
alternating section with value 1 on Sα. Then we can extend ι to a morphism of complexes
from L to the single complex CM ⊗ZX (X) Hn(S,S ′;ZX). Now we can easily see :
Lemma A.7 The morphism
L ι−→ CM ⊗ZX (X) H
n(S,S ′;ZX)
is quasi-isomorphic. That is, L is a resolution complex of CM ⊗ZX (X) Hn(S,S ′;ZX).
Proof: For k = 1, . . . , n+ 1, we have the exact sequence
0→ CVrSk → CV → CSk → 0.
Define the complex Lk by
0→ CV → CSk → 0,
where the term CSk is located in degree 0 of this complex. Then the above exact sequence
implies that Lk is quasi-isomorphic to CVrSk [1]. Hence the single complex L˜ associated
with
L1 ⊗CX L2 ⊗CX · · · ⊗CX Ln+1
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is quasi-isomorphic to the complex
(CVrS1 ⊗CX CVrS2 ⊗CX · · · ⊗CX CVrSn+1)[n+ 1]
which is isomorphic to 0 because of
(V rS1) ∩ (V rS2) ∩ · · · ∩ (V rSn+1) = ∅.
Therefore the complex L˜ becomes exact, and the result follows from the fact that the
degree 0 term of the complex L˜ is
CS1 ⊗CX CS2 ⊗CX · · · ⊗CX CSn+1 = CM
due to S1 ∩ S2 ∩ · · · ∩ Sn+1 = M . ✷
Furthermore, since we have S12···n ∩ Sn+2 = (M ×
√−1Γ) ∩ V = Ω, we have the
following commutative diagram :
∧
α=12...n
CSα
ι
//

CΩ ⊗ZX (X) Hn(S,S ′;ZX)

∧
α∈Λ′n
CSα
ι
// CM ⊗ZX (X) Hn(S,S ′;ZX),
where ∧
α=12...n
CSα is the subsheaf of ∧α∈Λ′nCSα which consists of alternating sections only
on S12...n ∩ Sn+2.
Since (S,S ′) is an acyclic covering with respect to O and since each open subset Sα
(α ∈ Λk) is cohomologically trivial, we can compute RHomCX (CM , O) by first applying
RHomCX (•, CX) to the above resolution L, and then, applying RHomCX (•, O) to the
resulting complex. As a conclusion, we have
RHomCX (CM , O) ≃ C•(S,S ′;O).
Further, by applying the functor RHomCX (•, CX) to the above commutative diagram,
and then, applying RHomCX (•, O) to the resulting diagram, we see that the morphism
bˆΩ : O(Ω) −→ HnM(X ; O)⊗ZM (M) H
n
M(X ; ZX) ≃ Hn(S,S ′;O)⊗ZX (X) H
n(S,S ′;ZX)
is given by
bˆΩ(f) = [fσ]⊗ [σ] ∈ Hn(S,S ′;O)⊗ZX (X)H
n(S,S ′;ZX),
where σ is defined in (A.4).
Now we consider the diagram
C•(S,S ′;O) h′−→ E (0,•)(S,S ′) r′←− E (0,•)(W,W ′),
where h′ and r′ are canonical morphisms of complexes and they are quasi-isomorphic.
Then, by the remark after Lemma A.5, we see that h′(fσ) and r′(fρ(ν)) are the same
element in H0,n
ϑ¯
(S,S ′). This implies bˆΩ(f) = bΩ(f) and the theorem follows.
Clearly bˆΩ is a morphism of D-modules. Therefore, by the theorem, we have the
following corollary:
Corollary A.8 The boundary value morphism bΩ is a morphism of D-modules.
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