D ecision-making for planning a petrochemical industry is a difficult task, particularly when decisions are required to be made under constraints and different objectives. This paper presents the application of multiobjective optimization tools for planning of a mixed-integer model of a petrochemical industry to arrive at a small set of good solutions out of the Pareto optimal solutions. The two main objectives are economic gain and risk from plant accidents. Following this optimization, an economical strategic tool is used to reach the final decision. The proposed procedure has been applied to the petrochemical industry in Kuwait and found to be successful in defining a balanced petrochemical network with acceptable risk.
INTRODUCTION
Decision-making is the heart of most important activities in businesses and governments. In today's competitive environment, continuous global operations and information management systems are essential tools to improve throughput, maximize yield, and resolve quality problems rapidly. Efficient data analysis and integration of analytical results into the decision-making process, are critical to maintain profitability, and to achieve world-class quality.
For all industries and especially for the petrochemical industry, decision-making generally involves comparing two or more risky options, with uncertainty being a major factor. Industry decision problems may be divided into three categories (Shah, 2005) : (1) infrastructure (network) design; (2) policy formulation; (3) planning and scheduling. Following the profit-maximization principle does not always necessarily lead to the proper decision because safety, for instance, is another factor which has recently started to have a major and, indeed, decisive influence. The problem with regard to safety usually arises from the toxicity of chemicals which unavoidably accompany the production process. The raw material, the intermediate, and the finished products present the primary independent hazard element (Ward, 2002) . The issue of controlling safety in the production of hazardous chemicals is by no means less important than that of controlling the economics of production. Ignoring this increasingly important factor would be a great oversight, since safety and protection of the environment are becoming major forces influencing the shape of the industry.
From the history of chemical accidents, the risk from deliberate acts or large chemical accidents are now considered both real and credible. The risks associated with such accidents must be estimated so that adequate countermeasures are provided that ensure that the risks are as low as reasonably practical. Therefore, good risk quantification, especially due to accidents, and continual improvement in safety planning has become a very important objective for the petrochemical industry. An objective that runs parallel to the economical gain from that industry. Many economical objectives were used in industry planning. Examples are: minimum cost (Fathi-Afshar and Rudd, 1981; De Santiago et al., 1986; Bagajewicz and Cabrera, 2003) ; maximum profit (Song et al., 2002; Bonfill et al., 2004) ; maximum net present value (Rodera et al., 2002) . On the other hand, many safety or hazard indices were used for planning. Examples are: Tyler (1985) ; Edwards and Lawrence (1993) . Tyler (1985) used the Mond index (ICI Mond Division, 1993 ) that highlights features of plant having a significant toxicity, fire and explosion hazard potential. Edwards and Lawrence (1993) developed an inherent safety index calculated as the sum of a chemical score and a process score. The chemical score consists of inventory, flammability as flash point and boiling point, explosiveness as a difference between explosion limits, and toxicity as the chemical threshold limit value (TLV). The process score includes temperature, pressure and yield.
The focus of the work described in this paper is to perform early planning and decision-making for a number of petrochemical plants producing desired chemicals. It is aimed at structuring these plants in a network for a maximum economical gain, with long-range economical insight, and for a minimum risk to people due to possible chemical accidents. The two objectives of economics and risk are combined in different forms generating many possible optimum solutions and the final decision is found using a strategic tool. This paper provides tools to support decision-making the most important of which is the incorporation of a new risk index into the objective and the visualization of the industry options on the portfolio of a strategic tool.
TOOLS FOR PETROCHEMICAL PLANNING Economic Forecasting
Forecasting the future prices of petrochemicals represents a major input to all aspects of production and market planning in the petrochemical industry. The two classes of forecasting techniques are qualitative, which use either experts, salespeople, or customers to make forecasts, and quantitative, most of which use historic data to make the forecasts. An important quantitative forecasting category is causal models.
Causal models, relate statistically the time-series of interest (dependent variable) to one or more other timeseries (independent variables) over the same time period if there appears to be a logical cause for this correlation, then a statistical model describing this relationship can be constructed. Knowing the value of the correlated variable (independent variable), the model is used to forecast the dependent variable. The most applied causal model is the regression model. This approach attempts to quantitatively relate a chemical demand (dependent variable), for instance, to the causal forces (independent variables), which determine the chemical demand. Thus regression is a mathematical procedure that takes into account the relationship of the dependent variable and the independent variable(s).
To illustrate this point, one can assume that the demand of a chemical is a function of the Gross Domestic Product (GDP), chemical price and oil price. All three independent variables are assumed to be exogenously determined; they are not influenced by the level of demand itself or by each other.
Forms of models that can be used as causal models are transfer functions. Second Order Plus Dead Time (SOPDT) transfer function model is used extensively in system identification and it can be used as a forecasting model. The model has the form:
where k is the gain, u is the dead time (delay), s is the Laplace transform variable, t is the time constant and z is the damping factor. Another useful model, used extensively in forecasting, is the polynomial form of a transfer function. It is explicitly defined as a polynomial between the input u (independent variable) and the output y (dependent variable). The current output y(t) (dependent variable) is a function of previous na outputs and previous nb inputs delayed by nk together with some noise e(t). The model is named Auto-Regression with eXogenous variable (ARX) model (Ljung, 1999) and is presented as: Nogales et al. (2002) used ARX and a transfer function causal model to forecast the next-day electricity prices. They used the electricity demand as the independent variable. Al-Sharrah et al. (2003) , also, used SOPDT and ARX models to forecast chemical prices using oil price as the independent variable.
Chemical Accidents Risk
Over the last few decades, the petrochemical industry has reduced its harmful emissions significantly, amongst others via environmental management and technological development (Dijkema et al., 2003) . Health, Safety and Environment (HSE) issues are a concern for all industries, but particularly for the petrochemical industry. The consumers, employees, shareholders, legislators and the communities for which the industry operates are all becoming increasingly aware of HSE issues and demand ever-higher standards.
The risk from an industrial process or a technical installation is defined, in the process industries, as the combination of an incident probability and the magnitude of its harmful effects. Thus, this term strongly refers to probabilistic assessment. Risk analysis on a theoretical basis with a full-scope analysis is difficult for the chemical industry. The variety of chemical installations would require too much effort for such a procedure (Hille, 2002) . Nevertheless, the question remains as to whether procedures of risk evaluations are available that are not so comprehensive, much easier to apply and yield useful results for risk comparisons.
Recently developed and applied risk analysis tools are optimal risk analysis (ORA) proposed by Abbasi (1998, 2001) and 'risk curve' introduced by Cuny and Lejeune (2003) . ORA involves four steps: (1) hazard identification and screening, (2) hazard assessment (both qualitative and quantitative), (3) quantification of hazards or consequence analysis, and (4) risk estimation. The 'risk curve' results from the combination of the two dimensions of quantitative risk assessment: frequency and severity.
A simple risk index
Starting from the basic definition of risk, which was the product of the incident probability and the magnitude of the harmful effects, the simple accidents risk index K (Al-Sharrah et al., 2006) is used. It is an index that can be applied to chemical plants using the properties of the major chemicals associated with production. The index is:
where The hazardous effect of a chemical (Haz) is calculated from any accidents database by considering all the recorded accidents associated with the chemical and dividing the number of affected people by the amount released. The database used in this work is the Accidental Release Information Program (ARIP, 1999) accidents database. It was the only reliable database available in the internet. The inventory (Inv) is taken as the maximum production inventory in a petrochemical plant; usually it is one month of production. Finally, (Size) of a plant in term of major process can vary from one plant to another but usually a chemical goes through three major stages: a production stage, a purification stage, and a final product storage stage. Therefore, a general number for size is taken in this preliminary study as three.
Petrochemical Models
Mathematical models of the petrochemical industry have the objective of defining the structure within which the petrochemical industry must function. The structure is formed by the large but linked number of chemicals and by the rigid feedstock, by-products, and energy requirements of these chemicals. The products of one segment of the industry become the feedstock for another segment; thereby defining a network of material and energy flows that constrain business activities.
The model used in this study is a mixed integer linear programming (MILP) model based on the work of Al-Sharrah et al. (2001) with some modifications and is introduced below.
Model assumptions
(1) The petrochemical network is constructed from plants each contains a number of processes achieving a main chemical transformation between the feedstock and the product. (2) The plant inventory of chemicals is mainly in the storage section, having a maximum inventory of one month of production. Equipment inventory is assumed much smaller than storage inventory and hence can be neglected in the calculation of risk of chemical release.
(3) A number of intermediate chemical are produces and then totally consumed in the petrochemical network; their net production rate is zero.
Model formulation
Let N be the number of chemicals involved in the operation of M plants, X j be the annual level of production of plant j, Q i be the annual amount produced of chemical i, F i be the annual amount of chemical i used as a feedstock, and o ij be the output coefficient of chemical i from plant j.
The main constraints that govern the operation of the petrochemical network are the material balance constraints:
These constraints ensure that the total quantity produced of each chemical i is equal to the sum of all the amounts produced by all the plants plus its quantity as a feedstock. This constraint applies only to the main chemicals in the plant, not the secondary feedstocks or the by-products.
The final products in the planned petrochemical industry will be governed by their demands in the petrochemical market, according to the country's share in that market.
where D i is the world demand for chemical i and it is multiplied by the country's share in the petrochemical market, U. The above constraint is only applied for final products group I 1 . Introducing the binary variables Y j for each plant j will help in the selection requirement of the planning procedure. Y j will be equal to 1 only if plant J is selected and zero if plant J is not selected. Also if only process j is selected, the production level must be at least equal to the plant minimum economic capacity B j . For each process j we can write the following constraint:
where H is a valid upper bound. It is logical that only one plant should be selected to produce a single chemical. The following constraints should be included for each chemical:
where J 1 is the group of plants that produces a single chemical. This constraint ensures that a maximum of one plant is selected from each group. For the final products:
where P is the number of final products selected from the proposed list of products, and J 2 is the group of all plants that produce a final product. This is a single constraint applied on the group J 2 .
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The available supply of some feedstocks will impose additional constraints on selection and planning, i.e.,
where S i is the supply availability of feed chemical i. The used feedstock F i is a function of the optimization variable X i while the supply S i is a deterministic input parameter to the model. The above constraint only applies for some feedstock chemicals represented by the group I 2 . Not all the feedstock chemicals are included in I 2 because some are additives and some are needed in small quantities. Also, some petroleum-rich countries have few (if any) limitations on petroleum feedstocks. An additional economic constraint is required for the limit on the investment budget. If cap j is the capital investment cost for constructing plant j and Bg is the available budget, then the constraint is formulated as
For simplicity, the objective function used is a maximum economical gain in the selected plants. The economical gain is represented by the overall added value; it is the price of final products minus the cost of feedstock for the petrochemical network. If C i is the price (or cost) of chemical i, the added-value objective function will be represented by
The second objective function is formulated starting from the risk index K discussed previously. The three terms (Freq, Haz, and Size) of the index K, were calculated for each chemical in the plant (major or minor chemical), leaving the inventory (Inv) as a function of production (one month of production). The overall plant index was the summation of all chemical indices, and the risk objective is formulated as
The two objectives, minimize risk and maximize economic gain, are usually in conflict with one another; some valuable final products of resins and plastics need very hazardous chemicals for production, for example acrylonitrile butadiene styrene (ABS) resins needs acrylonitrile which is very hazardous. Therefore, it is not possible, in many situations, to reduce the industrial risk without any decrease in economic gain. Therefore, one has to use multiobjective techniques to reach a certain trade-off between them. Overall, the model described above is in the form of a deterministic MILP model with multiple objectives. This form will provide a strong selection tool.
Multiple Objectives Optimization
The notion of multiple objectives or multiobjectives (MO) in planning the petrochemical industry is used extensively due to the number of objectives decision-makers aim to achieve. Most important of these are: profit; cost; environmental concerns; safety. MO programming deals with optimization problems with two or more objective functions. It differs from the classical single objective (SO) optimization only in the number of respective objective functions. In single objective function problems the goal is to identify a feasible solution that gives the best value of the objective function. However, for MO problems the notion of optimality must be dropped because a solution which minimizes (or maximizes) one objective function will not in general minimize (or maximize) any other objective. In other words, what is optimum in terms of one objective is usually nonoptimum for another.
The MO optimization problem has a vector (set) of solutions instead of a single solution. Determining the best outcome needs to consider ordering and preference of one solution over another. Optimal MO solutions are defined in terms of these sets by conditions called Pareto optimality conditions. A feasible solution to a MO optimization problem is Pareto optimal if there exists no other feasible solution that will yield an improvement in one objective without causing degradation in at least one other objective. The Pareto optimal set is usually an infinite set. The decision-maker, therefore, in most cases has to choose the desired solution from the set. The Pareto set usually form a frontier when visualized in the objective function space. In other words, if we have two objective functions plotted in the coordinates of a graph, the Pareto set will form a line in the graph.
There is an abundance of ways in which MO optimization can be solved; some of them are presented below for the objectives f 1 , f 2 , . . . , f V .
Weighted objective method
In this method, the MO problem with V objectives f is converted to a single objective (SO) problem by using a weighted sum of the original multiple objectives. The equivalent optimization problem is then given by
and is subject to the model constraints. The w i is the weighting coefficients satisfying the following conditions 0 w m 1 and
and f Ã is the best value of each objective found from single objective optimization and is used in the objective above for normalization due to the use of incommensurable formats and units in those objectives.
A complete set of Pareto solutions can be obtained by varying the weighting coefficients. The final solution is then chosen by the decision-maker. Although the formulation is simple, there is no clear relation between the weights and the obtained solution; taking an even spread of weights will not result in an even spread of points in the Pareto set making some sections of the Pareto set difficult to populate (Kasprzak and Lewis, 2001 ). The weighting sum method was shown to work well with convex problems. However, it is not possible to locate solutions at a non-convex part of the Pareto front (Anderson, 2001 ).
Trade-off method (1-constraint)
In this method, a trade-off among the multiple objectives is specified by the decision-maker. The original problem is converted to a new problem in which one objective is minimized subject to constraints that limit the value of the remaining objectives together with the original model constraints. Mathematically, we have the following problem:
subject to
where 1 m , is the limiting value of f m desired by the decision-maker. By varying the values of 1 m a complete set of Pareto optimal solutions can be obtained. This method is not computationally practical if the number of the objective functions is very high. However it is used widely in engineering problems especially when the number of objectives is two.
The distance-based method (L P norms) This method is base on minimization of the relative distance from the candidate solution to the best values of the objective functions that were found from single objective solutions. The objective function can be formulated according to equation (17).
The exponent p gives different ways of calculating the distance and its value ranges from one to infinity. The most frequently used values for p are 1 for simple formulation, 2 for Euclidean distance, and infinity for Techbycheff norm. This method when used with other methods of MO optimization can generate multiple points on the Pareto front. The most used form is the weighted Lp norm method and the objective function will have the form:
The different approaches discussed thus far all require additional input from the decision-maker, which is often subjective. Therefore, MO optimization is as much an art as it is a science. Choosing a method to solve a MO problem depends on the nature of the system and on when the decision-maker articulates his preference concerning the different objectives. Also it is important to choose a MO method that maintains diversity in the Pareto optimal front (Abido, 2001) .
Not all methods can be applied successfully with models containing integer variables since the solution space is not convex. If the model contains integer variables, more advanced procedures are used. Most procedures are iterative, have phases, and require decision-makers preferences. Their aim is to best identify the Pareto optimal solutions. Al-Refai (1993) gave a good collection and description of methods used for MO with integer variables. These solutions, although not being simple, contain in their steps the simple MO methods discussed earlier. However, some authors solved MO with MILP models using simple methods; Chang and Wang (1996) used the weighted Lp norm for a solid waste management system, Song et al. (2002) used the 1-constraint for scheduling a refinery, Bagajewicz and Cabrera (2003) used the 1-constraint for design and upgrade of instrumentation network and Bonfill et al. (2004) used the weighted method for scheduling batch plants.
Identifying different methods for solving MO optimization is essential to best populate solutions for the Pareto optimal curve, especially if the model is complex or contains integer variables.
Products Selection and Manufacturing Strategy
Manufacturing strategy is an area of growing concern in most industries. It is simply an effective use of resources for a strong competitive position in the market. For any manufacturing firm to stay competitive in the more globally oriented market of today, the understanding of strategic, tactical and operational issues concerning the link between markets, products and production is fundamental (Olhager and Wikner, 2000) .
The main step in developing a strategy is to prepare a list of all the products that are in the portfolio of the industry for which a strategy is being prepared. It is then necessary to identify the development and competitive advantage the industry is able to achieve through these products.
One strategic tool used in planning and product selection is the General Electric (GE)/McKinsey matrix developed in 1971 and shown in Figure 1 . This matrix is known as the 'Industry Attractiveness'-'Business Strength' matrix 
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or the nine-box matrix. To use the matrix, a firm would determine the values of each dimension for each of its products and when placed in the matrix this would provide an overview of the company portfolio. It would indicate whether the status of parts of the business were located unfavourably.
In the GE/McKinsey matrix, business strength is plotted on the vertical axis; the industry attractiveness on the horizontal axis and the size of the circle represents the size of the industry with a shaded wedge representing the firm's current share of the industry. The matrix is divided into nine cells.
(1) The three cells at the top left hand side of the matrix are the most attractive and require a policy of investment for growth. (2) The three cells running diagonally from left to right have a medium attractiveness, and the management of businesses within this category should be more cautious. (3) The three cells at the bottom right hand side are the least attractive, and management should follow a policy of business rejection unless the relative strengths can be improved.
A market or industry is considered to be attractive if its potential for providing a significant growth and return on investment is judged to be high. Different strategists and consultants have devised different sets of variables for industry or market attractiveness; typical factors that affect market attractiveness are market size, market growth rate and market profitability. For the other matrix dimension, business strength, it is a factor that implies among others, high present or future cash flow, high relative profit margins and high product quality.
CASE STUDY: PLANNING THE PETROCHEMICAL INDUSTRY IN KUWAIT
Kuwaiti officials have expressed interest in accelerating development of the country's relatively small petrochemical industry. This would accomplish several goals: boosting the value of Kuwait's crude oil reserves; helping to protect Kuwait's revenues during periods of low crude prices; boosting Kuwait revenues while adhering to OPEC crude oil quota limitation.
The desired final products were defined under the criteria of their importance to the global petrochemical industry and the relevance of each final product to Kuwait. The proposed final products are:
. acrylonitrile butadiene styrene (ABS); . cumene; . polystyrene, crystal grade (PS); . polyvinyl chloride (PVC); . vinyl acetate monomer (VAM).
It is assumed that it is desired to select four products out of the proposed ones, and to identify the best network of petrochemicals starting from the basic feedstocks that can produce these final products together with the production rates of each plant in the network.
The Modelled Network
To construct a petrochemical network, for the desired final products. The routes from the basic feedstock to the final products were determined by selecting a number of manufacturing plants and taking all the possible alternatives of producing the desired products. At the end a network of 62 plants linking the production and consumption of 51 chemicals was formed. Some of the chemicals are catalysts, additives and inorganic reagents and some are considered as intermediate feedstocks and intermediate products in the petrochemical network. A simplified network of the chemicals is shown in Figure 2 with numbers on the figure indicating the 62 plants.
Model Data
The heart of the model is the material balance constraints. Hence, estimation of the output coefficients, o ij , is a key step in constructing the model. For this purpose, yield data for each chemical transformation is required. In many cases, plant yields are variable and depend on what product mix is desired or on what capital expenditure can be afforded. The model uses average yields reported at commercial installations and were taken from Stanford Research Institute (SRI) reports (1992) .
The supply of feedstock and demand for final products are needed to complete the construction of the model constraint set. Since the industry must compete for its feedstock and markets, supply and demand data were taken from different sources mainly from recent SRI reports and Kuwait's Petrochemical Industries Company (PIC) annual reports.
The constraint on the final products demand, equation (5), uses a value for Kuwait's share in the petrochemical market. An overview of Kuwait's exports of some chemicals like methanol and fertilizers have shown that Kuwait share is roughly 1% of the total world petrochemical market. However, Al-Sharrah (2000) recommended that, after a development, Kuwait must increase its share in the petrochemical market to at least 4%, so as to get a good economical utilization of the industry and its products. Therefore, U in equation (5) will take the value of 4%. The next constraint, equation (6), needs the minimum economic production rates B j . These values were taken for all plants in the model from SRI reports (1992). In the constraint equation, equation (6), H is a valid upper limit for production rates X j . The importance of assigning a reasonable value for H came from its effect on the model solution. A low value for H resulted in excluding some good high production rates from the model solution. A high value for H resulted in increasing the solution space and hence, higher computation time.
The P in equation (8) is the number of final products needed to be selected from a set of proposed final products. For this study we have a case for selecting four products and therefore, P will take the value of four.
Chemicals Price Forecast
The data needed for the economic objective function in the model are prices of final products and main feedstocks; these were presented and then forecasted together with oil prices using causal models following the procedure of Al-Sharrah et al. 
Model Solution
The MILP petrochemical model was solved using the commercial optimization package GAMS (Brook et al., 1992) with CPLEX (7.5) solver on Pentium 4. Overall, the model is composed of 70 continuous variables, 62 binary variables and 185 constraints. The model in this form is moderate in size and was solved in seconds. However, it was noticed that using a very high unrealistic value for H in equation (6) increased the computation time. Some problems concerned with obtaining a solution of the model were encountered when using the Lp norm method due to its non-linear form (p . 1). For this method, the computational difficulty increased when the value of p was increased, the function becomes more non-linear and sometimes with very high numerical values. The solver used for the non-linear objective was SBB solver in GAMS.
Both risk and economic objective functions were tested with the model separately. The model was solved using a single objective function to get the industry bounding structure. The economic objective was also solved with forecasted prices of chemicals. The solution was obtained several times with different final product prices taken for the planning horizon (forecasted prices for the years 2010, 2020 and 2030). The forecasted prices were taken from causal models. Other solutions were found from MO methods. At this stage a set of solutions for the model was being generated.
The model solution gives the selected final products (four out of five chemicals), the corresponding petrochemical network of plants from the basic feedstock to final products, and values for economic and risk objectives. Different solution methods are explained below. 
Method 1
The model is solved with a single maximum economic objective using current prices and forecasted prices. The forecast is done using two causal models, the Second Order Plus Dead Time (SOPDT) and Auto-Regression with eXogenous variable (ARX), with oil price as an input. Note that for the solution found at this stage, the corresponding risk will be very high. Therefore, from this solution stage, two important values were recorded, maximum economic objective value and the corresponding maximum risk objective value which are needed for computing other solution methods.
Method 2
The model is solved with a single minimum risk objective. The corresponding economics for the solution obtained will be minimum. Therefore, from this solution stage, two important values were recorded, minimum risk objective value and the corresponding minimum economic objective value.
Method 3
The model is solved using the multiobjective 1-constraint method. The model has a single maximum economic objective with an additional constraint stating that the risk objective is between its maximum and minimum values. The maximum risk objective is found by solution method 1 and the minimum risk objective (Risk minimum ) by solution method 2. The ratio between the maximum and minimum risk is 15.3. Therefore, the constraint on risk objective is Risk M1 Ã Risk minimum and 1 , M1 , 15:3
Method 4
The model is solved using the multiobjective 1-constraint method. The model has a single minimum risk objective with the additional constraint that the economic objective is between its maximum and minimum values. The maximum economic objective is found by solution method 1 (taking current prices) and the minimum economic objective (Economic minimum ) by solution method 2. The ratio between the maximum and minimum economic objectives is 6.2. Therefore, the constraint on economic objective is Economic ! M2 Ã Economic minimum and 1 , M2 , 6:2
Other MO methods were tested with the model, the weighted method and the weighted Lp, but their results were not satisfactory. An even spread of weights did not produce an even spread of points in objective values. The model selection was poor and it is very similar to single objective, therefore their results were excluded from the final decision. Abido (2001) favoured the 1-constraint over the weighted objective after identifying a number of difficulties in its application.
The solutions obtained so far are plotted to obtain the Pareto optimal curve. This curve helps to visualize the set of optimal solutions and to identify regions of the solution that should be investigated. The curve is a plot of one objective versus the other as shown in Figure 4 and clearly indicates the conflict between these two objectives which was indicated in many studies (see Fathi-Afshar and Yang, 1985; Steffens et al., 1999) The Pareto curve has two frontiers, the bottom one is formed from all solutions (single and multiple objective) when using current prices of chemicals and the top frontier is formed when using forecasted prices. The forecasted prices are relatively higher than current prices, therefore a higher value of the economic objective is found. The curve with its two frontiers shows good continuity with some gaps. To try to cover the gaps in the Pareto curve, many solution trials for the model with different combinations of objectives were performed, but no new solutions were generated. Possibly no solutions exist for some ranges of the objective functions. Similar discrete Pareto curves from MILP model were used efficiently by Bagajewicz and Cabrera (2003) and Bonfill et al. (2004) for decision-making.
From all the results, minimizing risk recommended the rejection of ABS while maximizing economics with current prices recommended the rejection of cumene. Between risk and economic objectives and with forecasted prices, the model will mostly reject polystyrene. From the solutions of the model, five different networks were proposed for the rejection of polystyrene. The final decision on the best network can be determined from the values of the economic and risk objectives or using another tool, a strategic one. The strategic tool to be used is the GE/McKinsey matrix with 'Industry Attractiveness' presented as the average growth rate of all chemicals in the solution network and 'Business Strength' as the present value of the network with a 10% interest rate. This interest rate is the number used for most future plans in petrochemicals. The size of the circles is the average production rate of the final product chemical from the petrochemical network.
Solutions, rejecting PS, are located in the GE/McKinsey matrix and shown in Figure 5 . Figure 5 indicates that some model solutions will give a petrochemical network that is not strategically attractive and not strong enough to keep its position in the world market. The best solution is chosen to be the highest leftmost circle in the matrix. This is considered as the best strategic solution and it is a network of 14 plants listed with their production in Table 1 and forming a network plotted in Figure 6 . The network has the following features:
. network chemicals average growth rate ¼ 2.9071% . network present value (10% interest rate) ¼ $987.6 Â 10 6 . economic objective ¼ 2,002.04 Â 10 6 $y
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. risk objective ¼ 31 878 people affected per year
The risk objective value obtained is industrial risk on people. Determining the acceptability of this risk is often the most challenging aspect of risk assessment. Some regulators provide guidelines or criteria that can be used to interpret whether the facility under study is considered below the level of acceptable risk. The risk from the selected model solution, representing the planned petrochemical network, is 31 878 people affected per year and this includes people hospitalized, injured or dead. This risk is a theoretical maximum, or potential, risk for a chemical release accident and must be examined against the current standards and risk criteria in industrial risk assessment.
The most important question on risk acceptability is: If a petrochemical network is working with the current acceptable safety standards, what maximum risk is expected to result? There are many international and national standards about this aspect. One useful and clear example is in the state of Queensland, Australia. The 'Guidelines for Major Hazard Facility ' (2002) , prepared by the Chemical Hazard and Emergency Management (CHEM) unit in association with the Queensland Government, presents numbers for acceptable risk criteria. In the guidelines, the target for individual fatality risk for residential and industrial sites were 1 and 50 in a million per year respectively. Squire (2001) also, gave a hierarchical statistical nature of injures; he indicated that for each fatality, there are 30 lost-time injuries, 300 recordable injuries and 30 000 near miss injuries. These numbers add up to give an approximate theoretical maximum for affected people accompanying a fatality. Evaluating a theoretical maximum risk takes into consideration all types of incidents, not only recorded chemical incidents but possibly 'near miss' incidents. A 'near miss' is defined as an unplanned event, where a serious or minor incident would probably have occurred had circumstances been only slightly different or had the activity been continued. Moreover, Kammen (2005) gave an estimation of the number of plant workers that are expected to be in industrial areas, he estimated 20 engineers per plant and an employee to engineer ratio of 20 to 10. The abovementioned numbers and estimates are useful for risk calculation in industrial sites.
The planned petrochemical network will be established in one of Kuwait's industrial areas. There is one problem with Kuwait's demographic nature; most of the inhabited areas are near the seaside and some are surrounding industrial areas. Moreover, many studies about the demographical and meteorological parameters and their relation to risk of plants emissions indicated that plant releases may cover The last number is the potential maximum risk on people according to Squire (2001) accident analysis and according to the current industry standards and criteria. Compared to the results of risk for the selected network which was calculated from the proposed risk index, 31 878 people affected per year, the planned petrochemical network is expected to work, in Kuwait, below current industry risk standards.
DISCUSSION AND CONCLUSION
Single objective solutions and the final strategic solution are shown in Figure 7 in the form of selected plants; each plant is assigned a number. Thirteen plants were selected by the economics objective and eleven by the risk objective. Seven plants are shared by both objectives; however, it was observed that two out of the seven plants have been selected merely due to the lack of alternatives. After eliminating two such cases there remains only five plants which are favoured by both objectives. However, these observations suggest that if a safer industry is desired, about 55% of the plants (with alternative routes) which have been proven to be cost efficient will have to be abandoned. Fathi-Afshar and Yang (1985) reach to similar conclusion with 45% plant abundance. Figure 7 indicates that more than 70% of the plants favoured by the two objectives were selected by the strategic solution also. This proves the validity of the proposed decision-making method to give a balanced solution between risk and economics.
The set of solutions for the strategic tool were considered as the best solutions from the Pareto optimal solutions. Usually in MO optimization, the selection is based on the values of objective functions but in this work another issue is taken into consideration which is the selection or rejection of plants. The plant or chemical that is rejected the most often in the Pareto optimal solutions should be removed from the planning process.
A general overview of this work is a decision based on four requirements; two objectives for the MILP model and two metrics for the strategic tool. Decomposing the overall problem into two levels with two requirements (objectives) in each level is done to provide good visualization of the results leading to easier decision-making. The Pareto curve and the GE/McKinsey matrix were the visualization tools for the first and the second levels respectively. Combining the four requirements as objectives for the model, i.e., economic gain, risk, growth rate and present value, will make results visualisation more complex.
The proposed approach and the decision-making tools can be applied for more than two objectives. The steps will be similar with a difference only in generating the solutions for the MO optimization stage. When the number of objectives increase, the procedure for generating the Pareto optimal solutions will be more comprehensive.
This work uses modelling, quantification, forecasting and other analytical techniques for decision-making. Although, a great part of the decision-making will always be intuitive, analytical techniques, modelling, and optimization can be of great value and can permit vast improvements in the planning process. 
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