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THE KELLER-OSSERMAN PROBLEM FOR THE K-HESSIAN
OPERATOR
DRAGOS-PATRU COVEI1
Abstract. A delicate problem is to obtain existence of positive solutions to
the boundary blow-up elliptic equation
σ
1/k
k
(
λ
(
D2u
))
= g (u) in Ω, u = +∞ on ∂Ω
where σ
1/k
k
(
λ
(
D2u
))
is the k-Hessian operator and Ω ⊂ RN is a smooth
bounded domain. Our goal is to provide a necessary and sufficient condition
on g to ensure existence of at least one explosive k-admissible positive solution.
The main tools for proving existence are the comparison principle and the
method of sub and supersolutions.
1. Introduction
Let Ω be a bounded smooth domain in RN (N ≥ 2) with ∂Ω ∈ C4+α (α ∈ (0, 1))
and such that the curvature of ∂Ω satisfies km [∂Ω] > 0 for 1 ≤ m ≤ N − 1
(cf. Ivochkina [24, (Definition 2.4., p. 83)]) and D2u be the Hessian matrix
of a C2 (i.e., a twice continuously differentiable) function u defined over Ω and
λ (D2u) = (λ1, ..., λN) be the vector of eigenvalues of D
2u. For k = 1, 2, ..., N
define the k-Hessian operator as follows
σk
(
λ
(
D2u
))
=
∑
1≤i1<...<ik≤N
λi1 · ... · λik
as the kth elementary symmetric polynomial of the Hessian matrix of u (see for
details the important works of [20]-[25]). In other words, σk (λ (D
2u)) it is the
sum of all k× k principal minors of the Hessian matrix D2u and so it is a second
order differential operator, which may also be called the k-trace of D2u denoted
also by
Tk [u] := trkuxx
where uxx is the Hesse matrix. We would like to mention that
σ1
(
λ
(
D2u
))
=
N∑
i=1
λi = ∆u
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is the well known classical Laplace operator and
σN
(
λ
(
D2u
))
=
N
Π
i=1
λi = det
(
D2u
)
is the Monge-Ampe`re operator. Then, for k ≥ 2 we know that the k-Hessian op-
erator is a fully nonlinear partial differential operator of divergence form. Denote
the set of k-admissible functions in Ω by
Φk (Ω) =
{
u ∈ C2 (Ω)
∣∣σk (λ (D2u)) > 0 for k = 1, 2, ..., N } .
The main goal of this paper is to study the existence of solutions of the following
fully nonlinear, second order partial differential equation with boundary blow-up
of the form {
σ
1/k
k (λ (D
2u)) = σ
1/k
k (λ) = g (u) in Ω
lim
x→x0
u (x) = +∞ ∀ x0 ∈ ∂Ω
(1.1)
where k ∈ {1, 2, ..., N} and g : [0,∞)→ [0,∞) is a function which satisfies:
(G1) g is convex, monotone non-decreasing, gk ∈ C2+α ([0,∞) , [0,∞)) with
α ∈ (0, 1), g(0) = 0 and g(s) > 0 for all s > 0;
(G2) there exists β > 0 such that∫ ∞
β
1
k+1
√
(k + 1) (G(t)−G(β))
dt <∞ for G(t) =
∫ t
0
gk(z)dz.
The problem (1.1) belongs to the class of fully nonlinear elliptic equations
and it is closely related to a geometric problem (see [36], [37]). Hence, the k-
Hessian operator appears naturally and it is not introduced as a straightforward
generalization of the Laplace or Monge–Ampe`re operator.
The study of existence of large solutions for semilinear elliptic systems of the
form (1.1) goes back to the pioneering papers by Osserman [27] and Keller [31, 32].
In fact, from the results of [31] and [27] we know that, for a given positive,
continuous and nondecreasing function g and a bounded domain Ω ⊂ RN , the
semilinear elliptic partial differential equation ∆u = g (u) in Ω, possesses a large
solution u : Ω→ R if and only if the nowadays called Keller-Osserman condition
holds, i. e. ∫ ∞
1
(∫ t
0
g (s) ds
)−1/2
dt < +∞. (1.2)
In the present work we will limit ourselves to the development of mathematical
theory for the more general problem (1.1). In our direction, but for the special
case k = 1 or k = N , there are many papers dealing with existence, uniqueness
and asymptotic behavior issues for blow-up solutions of (1.1). Here we wish to
mention the works of Diaz [9], Osserman [27], Matero [28, 29], Pohozaev [30] and
Keller [31] (see also references therein). However, to the best of our knowledge,
excepting the case Ω = RN studied by Ji-Bao [1] and Bao-Ji-Li [2], we don’t know
any results about the existence of solutions for the general problem (1.1), that so
naturally appears in geometry referred as k-Yamabe problem.
Therefore, in contrast to numerous results on the case k = 1 less is known about
the situation k ∈ {2, ..., N}, since the situation k ∈ 2, N is not so straightforward.
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But, a possible starting point to approach this kind of problems could be works
such as [1], [6], [31], [27], [29] and [33].
We begin by stating our result on existence of solutions.
Theorem 1.1. Let g : [0,∞) → [0,∞) be a function satisfying (G1). Then,
g satisfy the Keller-Osserman type condition (G2) if and only if the problem
(1.1) admits at least one explosive solution u in any bounded smooth domain in
R
N (N ≥ 2) with ∂Ω ∈ C4+α and the curvature of ∂Ω satisfies km [∂Ω] > 0 for
1 ≤ m ≤ N − 1.
Since there is a proof of Theorem 1.1 for equation (1.1) in [6], [28] for the case
k = 1, it will be taken to be known in what follows.
The contributions of our paper are:
1.: We established a necessary and sufficient condition for the nonlinearity
g such that the considered boundary blowup k-Hessian equation has solu-
tion. The sufficient part has been already obtained by other authors but
for particular nonlinearities g that are in C∞.
2.: Our methodology is new and it can be applied for more general non-
linearities depending on the regularity results obtained for the k-Hessian
operator. The necessary part is proved by analyzing the radially symmet-
ric solution of the considered equation.
The reminder of this paper is organized as follow. The Section 2 is devoted
to the presentation of some basic results which are needed for the study of the
positive solutions for (1.1). Part of the results will be fully proven, and, for some
of them, only the statements will be exposed. Section 1.1 contains the proof of
the main result.
2. Preliminaries
Let {ki}
n−1
1 be the set of principal curvatures of ∂Ω at x and σk−1 (k1, ..., kn−1)
be the (k − 1) - curvature of ∂Ω and BR ⊂ Ω be a ball of radius R > 0. We
extract from [25, pp. 12] (see also [3, Theorem 3, p. 264]) the following result.
Lemma 2.1. The Dirichlet problem{
σ
1/k
k (λ (D
2u)) = ψ > 0 in Ω, k > 1,
u = const on ∂Ω
(2.1)
admits a (unique) admissible solution u ∈ Φk (Ω) provided that ∂Ω is connected,
and
at every point x ∈ ∂Ω, σk−1 (k1, ..., kn−1) > 0. (2.2)
We need to mention that in Lemma 2.1 the fact that σk−1 (k1, ..., kn−1) > 0
it means that ∂Ω is indicated as (k − 1)-convex and by convention we have
σ0 (λ) := 1. Now, an argument similar to [4, (Definition 2.2, Remark 2.3)] leads
to the following definition.
Definition 2.2. Let g be a continuous function on R and c ∈ R∗+. A subsolution
of {
σ
1/k
k (λ (D
2u)) = g (u) in Ω,
u = c on ∂Ω,
(2.3)
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is a function u : Ω→ R from Φk (Ω) such that{
σ
1/k
k (λ (D
2u (x))) ≥ g (u (x)) for all x ∈ Ω,
u ≤ c on ∂Ω.
(2.4)
Similarly, a supersolution of (2.3) is a function u : Ω→ R from C2 (Ω) such that{
σ
1/k
k (λ (D
2u (x))) ≤ g (u (x)) for all x ∈ Ω,
u ≥ c on ∂Ω.
(2.5)
Finally, u is said to be a solution of (2.3) if u is a subsolution and a supersolution
of (2.3).
The following variant of the comparison principle will be used. The proof of
the result goes as in [9, (Proposition 2.43, p. 187)] (or: Jian [26], [15, (Lemma
2.3, p. 249)]).
Lemma 2.3. Assume that g : [0,∞) → [0,∞) satisfies condition (G1), w1 ∈
Φk (Ω) is a subsolution of (2.3) and that w2 ∈ C
2 (Ω) is a supersolution of (2.3).
If w1 ≤ w2 on ∂Ω then w1 ≤ w2 in Ω.
We state and prove a version of the method of sub and supersolutions. The
existence part of the following Lemma is inspired by the paper of [14], [34] and
[35].
Lemma 2.4. Let c be a positive constant. Assume that g : [0,∞) → [0,∞)
satisfies (G1) and that there exists a subsolution u ∈ Φk (Ω) (resp. a supersolution
u ∈ C2 (Ω)) of (2.3). Under these hypotheses, the problem
σ
1/k
k
(
λ
(
D2u
))
= g(u) in Ω, u|∂Ω = c (2.6)
possesses a unique k-admissible solution u ∈ C2+α (Ω) (with α ∈ (0, 1)) such that
u ≤ u ≤ u in Ω.
Proof. We are showing that for every positive constant c, the problem (2.6) admits
a unique positive solution u ∈ Φk (Ω). Let Λ < 0 such that
−Λ ≥
g (v)− g (w)
v − w
for every v, w with u ≤ w < v ≤ u. Starting with u0 = u we inductively define a
sequence {uj}j≥1 such that{
σk (λ (D
2uj)) + Λuj = g
k (uj−1) + Λuj−1 in Ω
uj = c on ∂Ω.
By comparison principle, and Lemma 2.3, we have
u ≤ u1 ≤ u2 ≤ ... ≤ uj−1 ≤ uj ≤ ... ≤ u on Ω.
Thus, the sequence {uj}j≥1 is increasing and bounded by some constants inde-
pendent of j which implies that there exists
u (x) = lim
j−→∞
uj (x) for x ∈ Ω.
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Then ∫
Ω′
(
gk (uj−1) + Λuj−1
)
ϕ (x) dx
j→∞
→
∫
Ω′
(
gk (u) + Λu
)
ϕ (x) dx
for any Borel measurable Ω′ ⊆ Ω and any ϕ ∈ C∞0 (Ω), where we have used the
divergence form of the k-Hessian and the condition g is convex imposed in [34, 35].
By standard estimates (see for example [3] or [14]) we find that u ∈ C2+α (Ω)
with α ∈ (0, 1) is a solution of (2.6) which, thanks to the monotonicity of g and
the comparison principle, Lemma 2.3, it is unique.
The existence of a subsolution u and a supersolution u from Lemma 2.4 is given
in the following Lemma.
Lemma 2.5. If g : [0,∞)→ [0,∞) satisfies (G1) then:
i) the solution u ∈ C2 (Ω) of problem{
∆u = N
[(
CkN
)−1
g (u (x))
]1/k
, x ∈ Ω,
u (x)→∞ as x→ ∂Ω,
given by the result of [31], is a supersolution of the problem (2.6) for any positive
constant c;
ii) the solution u ∈ Φk (Ω) of the problem{
σ
1/k
k (λ (D
2u)) = g (c) > 0 in Ω, k > 1,
u = c on ∂Ω,
given by Lemma 2.1, is a subsolution of the problem (2.6) for any positive constant
c.
iii) the subsolution u ∈ Φk (Ω) and the supersolution u ∈ C2 (Ω) determined
in i) and ii) are such that u ≤ u in Ω.
Proof. i) The Maclaurin’s inequalities
1
N
∆u ≥
[(
CkN
)−1
σk
(
λ
(
D2u
))]1/k
for any k = 1, ..., N , (2.7)
where CkN is the binomial coefficient, gives
N
[(
CkN
)−1
σk
(
λ
(
D2u
))]1/k
≤ ∆u = N
[(
CkN
)−1
g (u (x))
]1/k
.
Thus
σ
1/k
k
(
λ
(
D2u
))
≤ g (u (x)) in Ω.
ii) To prove the affirmation we observe that{
σ
1/k
k (λ (D
2u)) = g (c) ≥ g (u) in Ω,
u (x)|∂Ω = c|∂Ω = c,
where we have used the fact that u ≤ c in Ω. We note that u ≤ c in Ω is a
consequence of Lemma 2.3.
iii) Again, we use the Maclaurin’s inequalities
1
N
∆u ≥
[(
CkN
)−1
σk
(
λ
(
D2u
))]1/k
for any k = 1, ..., N ,
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to see that
1
N
∆u ≥
[(
CkN
)−1
g (u)
]1/k
. (2.8)
If arguing by counterposition ω = {x ∈ Ω |u > u} 6= ∅, then (2.8) becomes
1
N
∆u ≥
[(
CkN
)−1
g (u)
]1/k
≥
[(
CkN
)−1
g (u)
]1/k
=
1
N
∆u in ω
from which we have −∆u ≤ −∆u in ω and therefore, by the classical comparison
principle for the laplacian, we obtain that u ≤ u in ω. This is a contradiction
with the assumption. The proof is now completed.
Remark 2.6. If the domain Ω is a ball BR then u is a radial solution (if it is not
so, then we can get another solution by rotating u, but we have proved that u is
the unique solution). Here, we have used the fact that the k-Hessian operator is
invariant with respect to rotations.
For the readers’ convenience, we recall the radial form of the k-Hessian opera-
tor.
Remark 2.7. (see [1, (Lemma 2.1, p. 178)]) Assume ϕ ∈ C2 [0, R) is radially
symmetric with ϕ′ (0) = 0. Then, for k ∈ {1, 2, ..., N} and u (x) = ϕ (r) where
r = |x| < R, we have that u ∈ C2 (BR), and
λ
(
D2u (r)
)
=
{ (
ϕ′′ (r) , ϕ
′(r)
r
, ..., ϕ
′(r)
r
)
for r ∈ (0, R) ,
(ϕ′′ (0) , ϕ′′ (0) , ..., ϕ′′ (0)) for r = 0
σk
(
λ
(
D2u (r)
))
=
{
Ck−1N−1ϕ
′′(r)
(
ϕ′(r)
r
)k−1
+ Ck−1N−1
N−k
k
(
ϕ′(r)
r
)k
for r ∈ (0, R) ,
CkN (ϕ
′′ (0))k for r = 0,
where the prime denotes differentiation with respect to r = |x|.
The proof of the next result can be found in [1, (Lemma 3.1, p. 183)] or [2,
(Lemma 12, p. 2154)].
Lemma 2.8. Let g be a monotone non-decreasing continuous function defined
on R. Let ξ ∈ C2 ([0, R)) be a radially symmetric solution of the problem
σ
1/k
k
(
λ
(
D2ξ (r)
))
≤ g(ξ (r)) in BR,
ξ (r) → ∞ as r → R
where BR is the ball from R
N (N ≥ 2) by radius R > 0. Then, if u ∈ Φk (Ω) is
any bounded solution of
σ
1/k
k
(
λ
(
D2u
))
= g(u) in Ω,
we have that u (x) ≤ ξ (|x|) at each point x ∈ BR.
The following Lemma is a consequence of results from a number of works, we
mention [6].
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Lemma 2.9. Assume that g : [0,∞)→ [0,∞) is a continuous function such that
g (0) = 0 and g (s) > 0 for s > 0. The following statements are equivalent
KO1) there exists β > 0 such that
K(β) :=
∫ ∞
β
1
k+1
√
(k + 1) (G(t)−G(β))
dt <∞, (2.9)
KOL1) the Sharpened Keller-Osserman condition
lim
β→∞
inf K(β) = 0. (2.10)
The next estimates is almost identical to that of [6].
Lemma 2.10. Assume that g : [0,∞)→ [0,∞) satisfies (G1). If ξ ∈ C2(0, ρ) is
a non-decreasing function solving
Ck−1N−1
[
rN−k
k
(
ξ
′
(r)
)k]′
= rN−1gk(ξ (r)) in (0, ρ), (2.11)
then, for 0 < ρ1 < ρ2 < ρ, we have that∫ ξ(ρ2)
ξ(ρ1)
(
Ck−1N−1
)1/(k+1)
k+1
√
(k + 1)G (ξ(r))−G (ξ(ρ1))
dr ≥
k
N − 2k
ρ
2k
k+1
1
[
1−
(
ρ1
ρ2
)N
k
−2
]
,
(2.12)
given that N 6= 2k, and∫ ξ(ρ2)
ξ(ρ1)
(
Ck−1N−1
)1/(k+1)
k+1
√
(k + 1)G (ξ(r))−G (ξ(ρ1))
dr ≥ ρ
2k
k+1
1 ln
ρ2
ρ1
, (2.13)
if N = 2k.
Proof. A simple calculation show that for r ∈ (ρ1, ρ2) we have that ξ
′(r) > 0.
Moreover, (2.11) is equivalent to
CN−1k−1 ξ
′′(r)
(
ξ′(r)
r
)k−1
+ Ck−1N−1
N − k
k
(
ξ′(r)
r
)k
= gk(ξ(r)). (2.14)
Multiplying the equation (2.14) by rN+
N
k
−2ξ′(r), we get that[(
r
N
k
−1ξ′(r)
)k+1]′
=
k + 1
Ck−1N−1
gk(ξ(r))rN+
N
k
−2ξ′(r). (2.15)
Integrating (2.15) from ρ1 to r we obtain(
r
N
k
−1ξ′(r)
)k+1
≥
(
r
N
k
−1ξ′(r)
)k+1
−
(
ρ
N
k
−1
1 ξ
′(ρ1)
)k+1
=
∫ r
ρ1
k + 1
Ck−1N−1
gk(ξ(s))sN+
N
k
−2ξ′(s)ds (2.16)
≥
k + 1
Ck−1N−1
ρ
N+N
k
−2
1 (G (ξ(r))−G (ξ(ρ1))) .
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Especially, by (2.16) we have that
r
N
k
−1ξ′(r) ≥
(
k + 1
Ck−1N−1
)1/(k+1)
ρ
N
k
− 2
k+1
1
k+1
√
G (ξ(r))−G (ξ(ρ1)).
Equivalently, this can be written in the following way(
Ck−1N−1
k + 1
)1/(k+1)
ξ
′
(r)
k+1
√
G (ξ(r))−G (ξ(ρ1))
≥ (
ρ1
r
)
N
k
−1ρ
1− 2
k+1
1 . (2.17)
Integrating the relation (2.17) from ρ1 and ρ2, we obtain:
given that 2k 6= N the relation holds(
Ck−1N−1
k + 1
)1/(k+1) ∫ ξ(ρ2)
ξ(ρ1)
1
k+1
√
G (ξ(r))−G (ξ(ρ1))
dt
≥
∫ ρ2
ρ1
(
ρ1
t
)
N
k
−1ρ
1− 2
k+1
1 dt = ρ
N
k
− 2
k+1
1
 t2−Nk
2− N
k
∣∣∣∣∣
ρ2
ρ1

=
k
N − 2k
ρ
N
k
− 2
k+1
1
(
ρ
2−N
k
1 − ρ
2−N
k
2
)
,
and the inequality holds(
Ck−1N−1
k + 1
)1/(k+1) ∫ ξ(ρ2)
ξ(ρ1)
1
k+1
√
G (ξ(r))−G (ξ(ρ1))
dr ≥ ρ
1− 2
k+1
1
∫ ρ2
ρ1
ρ1
t
dt
= ρ
2− 2
k+1
1 ln
ρ2
ρ1
,
if 2k = N . Thus we get the conclusion.
We can also obtain an estimate as in (2.12)-(2.13) using Maclaurin’s inequalities
(2.7).
An important consequence of (2.12) and (2.13) is the next:
Lemma 2.11. Let g : [0,∞)→ [0,∞) be a function satisfying (G1). We have: g
satisfy the Keller-Osserman type condition (G2) if and only if the problem (1.1)
admits at least one positive u ∈ Φk (Bρ) on some ball Bρ.
Proof. We deal with the first implication. To prove it we shall proceed as follows.
If 2k 6= N we assume temporarily that(
Ck−1N−1
)1/(k+1)
K(β) <
k
|N − 2k|
.
Let ξ ∈ Φk (B1) be the subsolution constructed in Lemma 2.5 with c = β and
ξ ∈ C2 (B1) be the supersolution constructed in that way. It is clear that
ξ (x) ≤ ξ (x) for x ∈ Ω.
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An alternative sub and supersolution in the space Φk (B1) can be obtained as
in [1, 2]. From Lemma 2.4 we know that there exists a unique radial solution
ξ ∈ C2,α (B1) that solves the problem (2.3) with Ω = B1 and such that ξ ≤ ξ ≤ ξ.
By the knowledge of the classical theory for ordinary differential equations (see,
for example [2, (Lemma 9, p. 2148)] or [1]), we know that choosing β˜ = ξ(0) and
ξ′(0) = 0, the solution ξ(r) := u(x) (for r = |x|) can be extended to maximal
interval [0, ρ) around the point r0 = 1 where ξ
′(r) 6= 0. Let us point that in the
paper of [2] we have all the discussion to understand our problem. Assume that
ρ < ∞, then u is an explosive solution in the ball Bρ. Indeed, by the definition
of ρ, we have
or ξ(ρ) = +∞ or ξ′(ρ) = +∞.
In the case ξ′(ρ) = +∞, integrating between 0 and r in (2.15) we obtain that(
r
N
k
−1ξ′(r)
)k+1
=
k + 1
Ck−1N−1
[
G(ξ(r))rN+
N
k
−2 −
(
N +
N
k
− 2
)∫ r
0
G (ξ(s) sN+
N
k
−3ds
]
.
(2.18)
Using the equality (2.18) we get
r
N
k
−1ξ′(r) ≤
(
k + 1
Ck−1N−1
)1/(k+1)
G1/(k+1)(ξ(r))r
N
k
− 2
k+1 , r ∈ [0, ρ) . (2.19)
We write Eq. (2.19) in the form
ξ′(r) ≤
(
k + 1
Ck−1N−1
)1/(k+1)
G1/(k+1)(ξ(r))r
k−1
k+1 , r ∈ [0, ρ) .
Then G(ξ(ρ)) = +∞, ξ(ρ) = +∞ and as a conclusion ξ(r) := u(x) is an explosive
solution. We next turn to the proof of ρ < ∞. In contrary, using Lemma 2.10
with ρ1 = 1 and ρ2 > 1, we observe that(
Ck−1N−1
)1/(k+1)
K(β) ≥
k
N − 2k
[
1−
(
1
ρ2
)N
k
−2
]
,
if N 6= 2k and (
Ck−1N−1
)1/(k+1)
K(β) ≥ ln ρ2,
if N = 2k. Using the Lemma 2.9 for ρ2 approaching∞, we obtain a contradiction
if either N = 2k or (
Ck−1N−1
)1/(k+1)
K(β) <
k
|N − 2k|
.
In the case N 6= 2k and K(β) ≥ k
|N−2k|
, direct calculation prove that we can
choose C > 0 sufficiently large such that
1
C
(
Ck−1N−1
)1/(k+1)
K(β) <
k
|N − 2k|
.
Repeating the above discussion we obtain that if g is replaced by a well determined
constant c1 multiplied with g, then u˜(x) := u(x/c1) is an explosive solution of the
problem (2.11) with the nonlinear function g in Bρc1 which denote the concentric
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ball of radius ρc1. We have already checked that if the Keller-Osserman type
condition hold, then there exists some ball in which the solution u blows up to
finite value of ρ.
Our next step is to prove the second implication. For this, we assume that
there exists some ball B of radius ρ, whose center we may always assume to be
the origin, in which u(x) solve the problem (1.1). By the above proof and [2],
we may always assume that u is a radial solution and we define ξ(r) = u(x) for
r = |x|, so that ξ verify the problem (2.11) in [0, ρ). A calculation akin to that
in Lemma 2.10 leads to[(
r
N
k
−1ξ′(r)
)k+1]′
=
k + 1
Ck−1N−1
gk(ξ(r))rN+
N
k
−2ξ′(r).
Integrating this equation from 0 to r, we have(
r
N
k
−1ξ′(r)
)k+1
=
∫ r
0
k + 1
Ck−1N−1
gk(ξ(z))zN+
N
k
−2ξ′(z)dz
≤
k + 1
Ck−1N−1
rN+
N
k
−2[G(ξ(r))−G(ξ(0))].
Evidently,
r
N
k
−1ξ′(r) ≤
(
k + 1
Ck−1N−1
)1/(k+1)
r
N
k
− 2
k+1
k+1
√
G(ξ(r))−G(ξ(0))].
Integrating once more between 0 and ρ, it follows that
0 ≤
∫ ρ
0
ξ
′
(r)
k+1
√
(k + 1) (G(ξ(r))−G(ξ(0)))
dr ≤
(
Ck−1N−1
)−1/(k+1)
(k + 1)
2k
ρ
2k
k+1 .
(2.20)
So the conclusion can be obtained by choosing β = ξ(0) in (2.9), which finishes
the proof of the lemma.
The following result shows the existence of solutions on small balls.
Lemma 2.12. Assume that g : [0,∞) → [0,∞) satisfies (G1). If (2.10) holds
and Bρ is a ball of radius ρ then
ρ0 = inf{ρ > 0 : (1.1) has a solution in Bρ} = 0. (2.21)
It is an easy exercise to prove Lemma 2.12. To do this we use the results in [2]
for the k-Hessian operator.
Proof. We assume by contradiction that R0 > 0. Let βn be a sequence of real
numbers increasing to infinity and satisfying
lim
βn→∞
K (βn) = 0.
Let u = un ∈ Φk
(
Bρ0/2
)
be the radial subsolution obtained in Lemma 2.5 cor-
responding to Ω = Bρ0/2 and with c = βn and u the supersolution constructed.
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It follows in a standard fashion, that for u and u there exists a unique radial
solution in C2,α
(
Bρ0/2
)
, denoted by un, of the problem{
σ
1/k
k (λ (D
2un)) = g(un) in Bρ0/2,
un = βn on ∂Bρ0/2.
Using the definition of ρ0 and considering the problem Ck−1N−1
[
rN−k
k
(
ξ
′
(r)
)k]′
= rN−1gk(ξ (r)) in (0, ρ),
αn = ξn (0) = un (0) , ξ
′
n (0) = 0.
(2.22)
then the solution ξn (r) := un (x) for r = |x| of (2.22) can be extended so that
remains a solution of (2.22) in [0, ρ0). Next, apply Lemma 2.10 with ρ1 = ρ0/2
and ρ2 = ρ0 to get∫ ξ(ρ2)
ξ(ρ1)
(
Ck−1N−1
)1/(k+1)
k+1
√
(k + 1)G (ξ(r))−G (ξ(ρ1))
dr ≥
k
N − 2k
ρ
2k
k+1
0
[
1−
(
1
2
)N
k
−2
]
,
when N 6= 2k and∫ ξ(ρ2)
ξ(ρ1)
(
Ck−1N−1
)1/(k+1)
k+1
√
(k + 1)G (ξ(r))−G (ξ(ρ1))
dr ≥
(ρ
2
) 2k
k+1
ln 2,
if N = 2k. Passing to the limit as n → ∞, we obtain a contradiction in both
cases.
At this point we can state the following remark.
Remark 2.13. Let u be some positive, k−admissible solution to the equation (1.1)
in Ω ⊂ RN . Assume that ∂Ω ∈ C4+α, the curvature of ∂Ω satisfies km [∂Ω] > 0 for
1 ≤ m ≤ N − 1 and conditions (G1) and (G2) are satisfied. Then the inequality
sup
Ω′
u (x) ≤ c
(
1
ρ
)
, ρ = dist {∂Ω′, ∂Ω}
holds true.
After these preliminaries we can begin to analyze the problem (1.1).
3. The Proof of Theorem 1.1
We are devoting this section to prove Theorem 1.1. A natural way to construct
solutions in the case k = 1 is by solving the finite datum Dirichlet problem and
then letting the datum grow to infinity to obtain the conclusion (see also [26]).
In the same way, as for the case k = 1, we prove the first implication. Let un be
the unique solution of the problem{
σ
1/k
k (λ (D
2u)) = g(u) in Ω,
u|∂Ω = n, n ∈ N
∗,
(3.1)
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which clearly exists. Then u ≤ un ≤ u and un is non-decreasing. The Lemma
2.11 shows that for any x ∈ Ω there exists some ball B(x, τ) ⊂ Ω such that{
σ
1/k
k (λ (D
2u)) = g (u) in B(x, τ )
lim
x→x0
u (x) = +∞ ∀ x0 ∈ ∂B(x, τ )
has at least one explosive solution. By construction the solution has radial
symmetry. Denote by uτ the solution obtained by Lemma 2.11. As a consequence
of (2.8), we can completely answer the existence question for positive solutions
for (1.1). Indeed, applying Lemma 2.8, we have
u ≤ un ≤ uτ in B(x, τ).
This entails an upper bound for un. In particular, the sequence un is uniformly
bounded from above in B(x, τ/2). Notice that any un is k−admissible. Pick
any compact subset K ⋐ Ω. Covering K by finitely many balls B (xi, ri/2) we
conclude that the sequence {un}n is uniformly bounded in K, which is a compact
set. Finally, since K is arbitrary chosen it is clear that the limit
lim
n→∞
un (x) = u (x)
exists as a continuous function and is a solution of
σ
1/k
k (λ (D
2u)) = g (u) in Ω,
and therefore un (x)
n→∞
→ u (x) on any compact subset K ⋐ Ω. By construction,
u (x) blows up at the boundary. This question is clearly explained in [5] and so
u is a boundary blow-up solution of (1.1) in Ω.
It only remains to prove the reverse implication. For n ∈ N∗, we assume that
un > 0 solve (1.1) in a ball B of centre zero and radius εn, where εn is a decreasing
sequence such that εn ց 0 as n→∞. Proceeding as in [2], we can assume that
un is a radial symmetric solution. Let βn = un(0). We observe that we can
assume lim
n
βn =∞, eventually by passing to a subsequence. Then (2.10) follows
from (2.20) applied with ρ = εn. We finally prove that the sequence {βn} is
unbounded. If not, up to a subsequence, (βn) converges to some β ≥ 0. By
(2.20) applied with ρ = εn, we have
0 ≤
∫ ∞
βn
ξ
′
(r)
k+1
√
(k + 1) (G(ξ(r))−G(ξ(0)))
dr ≤
(
Ck−1N−1
)−1/(k+1)
(k + 1)
2k
ε
2k
k+1
n .
(3.2)
An application of Fubini’s theorem together with n→∞ in (3.2) leads to∫ ∞
β
ξ
′
(r)
k+1
√
(k + 1) (G(ξ(r))−G(ξ(0)))
dr = 0
which is not possible.
Remark 3.1. Assume that ψ belongs to a wide class Ψ of monotone increasing
convex functions. There is an area in probability theory where boundary-blow-up
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problems {
∆u = ψ (u) in Ω
u =∞ on ∂Ω
arise (see the paper [10] or directly the book [11] for details). The area is known as
the theory of superdiffusions, a theory which provides a mathematical model of a
random evolution of a cloud of particles. Indeed, given any bounded open set Ω in
the N -dimensional Euclidean space, and any finite measure µ we may associate
with these the exit measure from Ω i.e. (XΩ, Pµ), a random measure which
can be constructed by a passage to the limit from a particles system. Particles
perform independently ∆-diffusions and they produce, at their death time, a
random offspring (cf. [12]). Pµ is a probability measure determined by the initial
mass distribution µ of the offspring and XΩ corresponds to the instantaneous
mass distribution of the random evolution cloud. Then procedding in this way,
one can obtain any function ψ from a subclass Ψ0 of Ψ which contains u
γ with
1 < γ ≤ 2. Dynkin [10], also provided a simple probabilistic representation of
the solution for the class of problems uγ (1 < γ ≤ 2), in terms of the so-called
exit measure of the associated superprocess. Moreover, the author say that a
probabilistic interpretation is known only for 1 < γ ≤ 2.
Remark 3.2. The problem of complex Hessian can be easily attacked (see [38] as
a starting reference).
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