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Abstract
Given a solution of a semilinear dispersive partial differential equation with a real
analytic nonlinearity, we relate its Cauchy data at two different times by nonlinear
representation formulas in terms of convergent series. These series are constructed
by means of generating functions. All this theory is based on a new suitable formu-
lation of the dynamics of solutions of dispersive equations.
Consider a partial differential equation
Lu+N(u, ∂u) = 0, (1)
which describes the evolution of a map u from a space-time Rn+1 (with coordinates
(x0, · · · , xn)) to a finite dimensional vector space. Here L is a linear differential oper-
ator (e.g. the wave operator  = ∂20 − ∆, Klein–Gordon  +m2, Dirac ∂/ + im, or any
combination) and N is a real analytic nonlinear function on u and its first space-time
derivatives ∂u. For any t ∈ R, denote by [u]t the Cauchy data of u at time t. We address
the question: assume that we know [u]t1 for some t1 ∈ R, can we compute the value of
u at a point at another time t2 ? If N is a linear function the answer is positive and is
given by a linear integral formula, if N is a polynomial this may also work by using series,
i.e. an infinite sum of multilinear integrals, as we will present here. In [19] D. Harrivel
obtained such a result for a (roughly speaking C2) solution of the scalar Klein–Gordon
equation u+m2u+λu2 = 0. It amounts to build a time dependant family of functionals
(St)t of Cauchy data s.t., if u solves (1), then St([u]t) does not depend on t. Moreover
one can prescribe St2 to be any linear functional. By choosing e.g. St2 to be the Dirac
distribution at some point we thus get a positive answer of the previous question. The
functionals St are series, each term of which is a sum of integrals over Cartesian products
of the space-time built from planar binary trees by using Feynman rules. The important
point is that one can ensures that the series converges for |t2 − t1| sufficiently small.
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In [21] this result was further extended to systems with more general (real analytic)
nonlinearities and for less regular solutions (roughly speaking C1). The method, which
was different from [19], did not use a combinatorial analysis of the series, but rests on the
construction of a generating function which, by using Wick’s theorem for developping it,
gives us the desired expansion.
The following paper presents an improvement of the results in [21]. A new ingredient
is a different formulation of the dynamics, which allows us to deal with even less regular
solutions (roughly speaking C0 in general). This formulation is, we believe, new although
it is a straightforward consequence of the well-known Duhamel formula. To explain it,
consider the standard way to formulate an evolution PDE such as (1) as an ODE in the
infinite dimensional space of all Cauchy data:
d[u]t
dt
= X([u]t). (2)
We introduce an alternative formulation: we work in the space E0 of solutions to Equation
(3) below and replace [u]t by the unique solution ϕ to the linear equation
Lϕ = 0 (3)
the Cauchy data of which is [u]t, i.e. the same as u at time t. We denote by Θtu ∈ E0
this solution. Let G be the homogeneous solution to LG = 0 s.t., if Y : M −→ R is the
function defined by Y (x) = 1 if x0 ≥ 0 and G(x) = 0 if x0 < 0, for some time coordinate
x0, then Y G is the retarded fundamental solution of L. Consider the time dependant
vector field (Vt)t on E0 defined by Vtϕ :=
∫
y0=t
d~yG(· − y)N(ϕ, ∂ϕ)(y). Our first result is:
Theorem 0.1 A map u is a solution of (1) if and only if the map t 7−→ Θtu is a solution
to
dΘtu
dt
+ Vt(Θtu) = 0. (4)
A precise statement of this result is the content of Theorem 2.1. An advantage of Equation
(4) is that it is manifestly covariant: the space E0 in which Θtu takes values does not
depend on t nor on any choice of space-time coordinates, in contrast with the target
space of t 7−→ [u]t. This advantage is even more striking on a curved space-time, where a
similar result will be proved (Theorem 3.2). A second advantage is that the map t 7−→ Θtu
is more regular than t 7−→ [u]t: under general hypotheses, if u is a weak solution of (1)
then t 7−→ Θtu is C1 !
This formulation is also useful for the problem expounded previously. Consider the
space F of real analytic functionals on E0. We define for all t the first order ‘differential’
linear operator Vt· acting on F by:
∀f ∈ F, ∀ϕ ∈ E0, (Vt · f)(ϕ) := δfϕ(Vt(ϕ)), (5)
where δfϕ is the differential of f at ϕ. Then one of our main result is that we can make
sense of the chronological exponential T exp
(∫ t2
t1
dsVs·
)
as a linear operator acting on F,
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continuous in a suitable topology, if |t2− t1| is sufficiently small. This operator is the key
for constructing the family (St)t of operators such that St([u]t) does not depend on t if u
is a solution of (1):
Theorem 0.2 Let r > 0. There exists a constant t > 0 which depends on Equation (1)
and on r, such that, for any t1, t2 ∈ R such that |t2 − t1| < t and for any f ∈ F, with a
radius of convergence r, the functional
U t2t1 f := T exp
(∫ t2
t1
dsVs·
)
f
is well defined on a ball in F and has a non vanishing radius of convergence R. Moreover,
if u is a solution of (1) the Cauchy data of which is smaller than R, then
(U t2t1 f)(Θt2u) is equal to f (Θt1u) . (6)
Details on the statement in Theorem 0.2 (the topology on E0 and on the space of Cauchy
data) will given in the next Section. In general we will set u ∈ C0(I,Hs(Rn))∩C1(I,Hs−r(Rn)),
where r depend on L (e.g. r = 1 for L = ) and s > n/2 in general. However for a
Klein–Gordon equation with some polynomial nonlinearity, it may work for some special
values of s and n s.t. s ≤ n/2 (see Remark 2.1).
This result can be restated in a different language inspired by perturbative quantum
fields theory: U t2t1 f can be written
U t2t1 f =
(
T exp
∫
t1<y0<t2
dy N i(φ, ∂φ)(y)φ+i (y)
)
f,
where φ and φ+ are kind of creation and annihilation operators respectively (see Section
7 for details).
Plan of the paper
For simplicity most results are presented for a differential operator with constant co-
efficients on a flat space-time. Section 1 contains the notations and a precise formulation
of the hypotheses needed for the theory on a flat space-time. In Section 2 we construct
the map u 7−→ Θtu and the vector field Vt on a flat space-time. We end with the proof
of Theorem 2.1, a version of Theorem 0.1 on a flat space-time. We also show that Vt
is real analytic on an open ball in E0. In Section 3 we extend these results to a curved
space-time. For simplicity we restrict ourself to the Klein–Gordon operator and a cubic
nonlinearity. We show also that the formulation (4) works if we replace a foliation by
space-like hypersurfaces which are the level sets of a time function by a more general
family of space-like hypersurfaces which may overlap.
In Sections 4, 5 and 6 we developp a theory valid in any Banach space X. In Section 4
we introduce various topologies on the space F(X) of real analytic functions on bounded
balls of X. We define in particular, for any r ∈ [0,+∞], the space Fr(X) of real analytic
functions on X which, roughly speaking, have a radius of convergence greater or equal to
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r. We also derive properties satisfied by a time dependant family (Vt·)t of real analytic
first order differential operators acting on F(X). In Section 5 we prove the existence of the
chronological exponential U t2t1 = T exp
(∫ t2
t1
dsVs·
)
as a bounded operator acting between
subspaces of F(X), if |t2 − t1| is small enough. The difficulty is that the operators Vt· are
not bounded in any topology. Hence the chronological exponential cannot make sense as
a bounded operator from a topological to itself. However we will prove that U t2t1 maps
continuously FR(X) to Fe−|t2−t1|X(R)(X), where X is a (positive) real analytic vector field
on R which is constructed out of Equation (1) and of the choice of topology on the set
of its solutions. In Section 6 we prove that (U tt1f)(ϕ(t)) does not depend on t if ϕ is a
solution of dϕ
dt
+ Vt(ϕ) = 0, a result which, combined with Theorem 2.1 or Theorem 3.2,
implies different versions of Theorem 0.2.
In Section 7 and 8 we give some applications of our results and discuss the analogy
and the difference with methods from Quantum Field Theory.
Further comments
This work is motivated by questions in [24, 25]. Our formulation of the dynamics by
(24) can be viewed as an analogue for dispersive partial differential equations of Lagrange’s
method of variation of the constant, it is also an infinitesimal version of Duhamel’s formula
(45). This is the reason for the name ‘Lagrange–Duhamel’ for Vt.
Developping (6) by using Wick theorem leads to an expansion in terms of ‘Feynman
trees’, as for instance (99). A heuristic way to understand where this comes from consists
in inserting the l.h.s. of (47) in the integral in the r.h.s. of it and in iterating this process.
Then we see easily that u(x) should be expressed as the sum of a formal series. But
it seems difficult to prove directly by this method that this process converges and to
estimate the radius of convergence of the series. On the other hand this process is also
the key of the Picard fixed point Theorem which is used to prove the local existence of
solutions. However the proof of the fixed point Theorem is based on precise estimates
of the previous process but it hides the structure of the series which is generated by this
process. Our result can hence be understood as filling the gap between both ways.
Series expansions of solution to nonlinear ordinary differential equations (ODE) have
a long history. We can mention Lie series defined by K.T. Chen [12], the Chen–Fliess
series [16] introduced in the framework of control theory by M. Fliess (or some variants
like Volterra series or Magnus expansion [29]) which are extensively used in control theory
[1, 32, 26] but also in the study of dynamical systems and in numerical analysis. Other
major tools are Butcher series which explain the structure of Runge–Kutta methods of
approximation of the solution of an ODE. They have been introduced by J.C. Butcher
[10] and developped by E. Hairer and G. Wanner [18] which explain that Runge–Kutta
methods are gouverned by trees. Later on C. Brouder [8, 9] realized that the struc-
ture which underlies the original Butcher’s computation coincides with the Hopf algebra
defined by D. Kreimer in his work about the renormalization theory [27]. Concerning
analogous results on nonlinear partial differential equations, it seems that the fact that
one can represent solutions or functionals on the set of solutions by series indexed by trees
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is known to physicists since the work of J. Schwinger and R. Feynman (and Butcher was
also aware of that in his original work). However it is not that easy to find precise refer-
ences in the litterature: the Reader may look e.g. at [14], where a formal series expansion
is presented and the recent paper [15] for comparison with quantum field theory. But, to
our knowledge, the only rigorous results (i.e. with a proof of convergence of the series)
can be found in [19, 21].
We have used relatively elementary tools from the analysis of PDE’s and, in particular,
we do not rely on the modern theory for wave and Schro¨dinger equations (Strichartz
estimates, Klainerman bilinear estimates, etc.). Many improvements in these directions
could be provided, although they may not be straightforward. Also we are not able
to apply our theory the KdV equation, since its nonlinearity cannot be controlled by
our methods. Another question concerns the extension of our results to an infinite time
interval and to relate together the asymptotic data for t→ −∞ and t→ +∞. One may
indeed ask whether the limits u± := limt→±∞Θtu exist and, if so, if for f ∈ F,
f(u−) =
((
T exp
∫ 0
−∞
dτVτ ·
)
f
)
(Θ0u) =
((
T exp
∫ +∞
−∞
dτVτ ·
)
f
)
(u+).
Such identities (and their analogues by exchanging u+ and u−) would imply in particular
that the scattering map S : u− 7−→ u+ and the wave operators W± : u± 7−→ Θ0u are
well-defined and real analytic1. In the light of results in [30, 33, 34, 31, 7, 4, 5] this
should be true for the equation u + u3 = 0 on R1+3 and for s = 1, due to dispersive
effects (Strichartz estimates). The key point in all these works is an estimate of the type∫ +∞
−∞
(∫
R3
u6d~x
)1/2
dt < +∞, which, e.g., holds for a solution u of u+ u3 = 0 with finite
energy.
Acknowledgements — I wish to thank Isabelle Gallagher for explanations about paraprod-
ucts. This paper is a extended and improved version of an earlier work in collaboration
with Dikanaina Harrivel [21].
1 Notations and hypotheses
Generalities — M := R × Rn represents an (n + 1)-dimensional flat space-time. We
denote by x = (x0, ~x) = (x0, x1, · · · , xn) the coordinates on M and set ∂µ = ∂∂xµ for
0 ≤ µ ≤ n. We let E be a finite dimensional real vector space and we consider maps from
M to E.
For any smooth fastly decreasing functions f ∈ S(Rn) we define its Fourier transform
fˆ(ξ) =
∫
Rn
f(~x)e−i~x·ξd~x and we extend it to space S ′(Rn) of tempered distributions by the
standard duality argument. In case of a map f which depends on (t, ~x) ∈ I ×Rn, we also
denote by fˆ(t, ξ) =
∫
Rn
f(t, ~x)e−i~x·ξd~x the partial Fourier transform in space variables.
1In our definition S and W± map Es0 to itself. This differs from most references where the scattering
map reads in our notations Φ−10 ◦S ◦Φ0 : Caus −→ Caus and the wave maps are Φ−10 ◦W±◦Φ0 : Caus −→
Caus (see Paragraph 2.1 for the definition of Φ0).
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For s ∈ R, we let Hs(Rn) := {ϕ ∈ S ′(Rn)| [ξ 7−→ 〈ξ〉sϕ̂(ξ)] ∈ L2(Rn)}, where 〈ξ〉 :=√
m2 + |ξ|2 and we set ||ϕ||Hs := ||〈ξ〉sϕ̂||L2. We let Hs(Rn, E) be the Sobolev space of
E-valued maps on Rn. If ϕ ∈ Hs(Rn, E) has the coordinates ϕi (1 ≤ i ≤ dimE) in a basis
of E we set
‖ϕ‖Hs :=
dimE∑
i=1
‖ϕi‖Hs . (7)
The class of differential operators L — We suppose that there is a splitting E :=
E1 ⊕E2, where E1 and E2 are two vector subspaces of E. This leads to a decomposition
of any map ϕ : M −→ E as ϕ = (ϕ1, ϕ2). We assume that the linear differential operator
L acting on smooth maps u : M −→ E has the form
L =
(
L1 0
0 L2
)
=
(
γ0∂0 + P1(~∂) 0
0 ∂20 + P2(
~∂)
)
, (8)
where γ0 ∈ End(E1) is an invertible matrix, ~∂ := (∂1, · · · , ∂n) and P1 and P2 are polyno-
mials with coefficients in respectively End(E1) and End(E2) and of degree respectively r
and 2r, where r ∈ N∗.
We assume that, ∀ξ ∈ (Rn)∗, i(γ0)−1P1(iξ) is a Hermitian matrix and P2(iξ) is positive
Hermitian. Moreover we suppose that there exists two constants α > 0 and µ0 ≥ 0 s.t.,
in the sense of Hermitian operators acting on E2,
∀ξ ∈ (Rn)∗, P2(iξ) ≥ α(µ0 + |ξ|2r). (9)
Below is a list of examples for L (setting  = ∂20 −∆).
L E1 E2 r
Klein–Gordon +m2 {0} R 1
Schro¨dinger i∂0 +∆ C {0} 2
Dirac on R4 ∂/+ im = γµ∂µ + im C
4 {0} 1
linearized
Korteweg–de Vries
∂0 + (∂1)
3 R {0} 3
linearized
Dirac–Maxwell
(in Lorentz gauge)
(
∂/+ im 0
0 
)
C4 R4 1
The function spaces — For any s ∈ R and any interval I ⊂ R we define the space
F s(I) := C0(I,Hs(Rn, E)) ∩ C1(I,Hs−r(Rn, E))
on which the operator L acts. The natural space of Cauchy data for L on F s(I) is
Caus := Hs(Rn, E)×Hs−r(Rn, E2). For any (ψ, χ) ∈ Caus, we set
‖ψ, χ‖Caus := ‖ψ‖Hs + ‖χ‖Hs−r .
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The space F s(I) is equipped with the norm ‖u‖Fs(I) := supτ∈I ‖[u]τ‖Caus = ‖u‖L∞(I,Hs) +
‖∂0u2‖L∞(I,Hs−r).
For any map ϕ defined on a neighbourhood of {t} × Rn in M , define its Cauchy data
at time t by [ϕ]t := (ϕ|t, ∂0ϕ2|t) ∈ Caus, where, for any function ψ, we note ψ|t := ψ(t, ·)
its restriction to {t} × Rn (which we identify with a function defined on Rn). For any
I ⊂ R and t ∈ I, this hence defines a continuous linear map of norm one
F s(I) −→ Caus
ϕ 7−→ [ϕ]t (10)
For any interval I ⊂ R we define the space of solutions to the linear equation Lϕ = 0:
Es0(I) := {ϕ ∈ F s(I)| Lϕ = 0 weakly}. (11)
This space is equipped with the norm ‖u‖Fs(I).
By Proposition 2.2, assuming Hypotheses (8) and (9), for any t ∈ R and any pair
(ψ, χ) ∈ Caus, there exists an unique map ϕ ∈ Es0(R) s.t. [ϕ]t = (ψ, χ), i.e. a solution
ϕ ∈ F s(R) of:
Lϕ = 0 s.t. ϕ|t = ψ and ∂0ϕ|t = χ. (12)
We denote by Φt(ψ, χ) this solution.
The map Θ — For any map u defined on a neighbourhood of {t} × Rn we set
Θtu := Φt ([u]t) ,
i.e. Θtu is the unique solution ϕ of Lϕ = 0 s.t. [ϕ]t = [u]t. This hence defines the map
Θ : I ×F s(I) −→ I × Caus −→ Es0(R)
(t, u) 7−→ (t, [u]t) 7−→ Θtu (13)
Polynomials and real analytic functions — Let X,Y be two Banach spaces and
p ∈ N. For any r > 0, denote by BX(r) the open ball of radius r and of center 0
in X. A linear map f⊗ from X⊗p to Y is symmetric if ∀ϕ1, · · · , ϕp ∈ X, ∀σ ∈ S(p),
f⊗(ϕσ(1) ⊗ · · · ⊗ ϕσ(p)) = f⊗(ϕ1 ⊗ · · · ⊗ ϕp), where S(p) is the symmetric group with p
elements. A homogeneous polynomial map f : X −→ Y of degree p is a map such that there
exists a symmetric linear map f⊗ : X⊗p −→ Y such that ∀ϕ ∈ X, f(ϕ) = f⊗(ϕ⊗ · · · ⊗ ϕ︸ ︷︷ ︸
p
).
Note that f⊗, if it exists, is unique and is given by the polarization formula:
f⊗(ϕ1 ⊗ · · · ⊗ ϕp) = 1
2pp!
∑
=(1,··· ,p)∈{±1}p
(
p∏
j=1
j
)
f
(
p∑
j=1
jϕj
)
. (14)
If so we denote by ‖f‖⊗ the smallest nonnegative constant such that ∀ϕ1, · · · , ϕp ∈ X,
‖f⊗(ϕ1 ⊗ · · · ⊗ ϕp)‖Y ≤ ‖f‖⊗‖ϕ1‖X · · · ‖ϕp‖X (15)
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Most of the time we will abuse notations identifying f⊗ with f , when there is no ambiguity.
We denote by Qp(X,Y) the vector space of homogeneous polynomial maps from X to Y
of degree p.
A formal series f from X to Y is an infinite sum
f =
∞∑
p=0
f (p), (16)
where ∀p ∈ N, f (p) ∈ Qp(X,Y). The multiradius of convergence2 of f is the radius of
convergence of the series
[f ](z) :=
∞∑
p=0
‖f (p)‖⊗zp (17)
and is denoted by ρ⊗(f). We denote by F(X,Y) the space of formal series from X to
Y. If ρ⊗(f) > 0, f defines a real analytic map from BX(ρ⊗(f)) to Y by the relation
∀ϕ ∈ BX(ρ⊗(f)), f(ϕ) =
∑∞
p=0 f
(p)(ϕ). This map is continuous (Lemma 2.2) and satisfies
the inequality
‖f(ϕ)‖Y ≤ [f ] (‖ϕ‖X) . (18)
For any r ∈ (0,+∞), we let Fr(X,Y) be the space of formal series f s.t. [f ](r) < +∞.
In the case where Y = R, we simply note Fr(X) := Fr(X,R)
Lastly a family (fa)a∈A of elements in F(X,Y) is called a normal family of analytic maps
of multiradius r if there exists X ∈ F(R) s.t. ρ(X) = r and, setting X(z) =∑∞p=0X(p)zp,
∀a ∈ A, ∀p ∈ N, ‖f (p)a ‖⊗ ≤ X(p) (hence in particular ρ⊗(fa) ≥ r).
The nonlinearity — We note E(1) := E × E2 × L(Rn, E). We assume that the map N
is real analytic from E(1) to E and that its multiradius of convergence is positive.
For applications to equations in Physics, we are particularly interested in systems (1)
of the form3: {
L1u1 +N1(u) = 0
L2u2 +N2(u, ∂0u2, ~∂u) = 0
(19)
where N1 : E −→ E1 and N2 : E(1) −→ E2. Motivated by the Yang–Mills system, we are
led to consider the case where N2 is affine in ∂u, i.e. there exist real analytic functions
J and Kµi : E −→ E2 s.t.
N2(u, ∂u) = J(u) +
dimE∑
i=1
n∑
µ=0
Kµi (u)∂µu
i. (20)
2Note that beside ‖f (p)‖⊗ defined by (15), one can also define ‖f (p)‖ := infϕ∈X\{0} ‖f (p)(ϕ)‖Y/‖X‖pX
and the radius of convergence ρ(f) of the series
∑∞
p=0 ‖f (p)‖zp. One can then prove by using (14) that
‖f (p)‖ ≤ ‖f (p)‖⊗ ≤ p
p
p! ‖f (p)‖, which implies by using Stirling’s formula that e−1ρ(f) ≤ ρ⊗(f) ≤ ρ(f).
3Actually any system of the form L1u1 +N1(u) = 0 and L2u2 + Nˆ2(u, ∂u) = 0 can be set in the form
(19) through the substitution N2(u, ∂0u2, ~∂u) := Nˆ2(u,−N1(u), ∂0u2, ~∂u).
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By setting N := (N1, N2), we see that System (19) is equivalent to (1).
For any interval I ⊂ R, we define
Es(I) := {u ∈ F s(I)| Lu+N(u, ∂u) = 0 weakly}. (21)
The Lagrange–Duhamel vector field — First define the ‘Green function’ G to be
the unique distribution on M with coefficients in End(E), which is a solution ot LG = 0
and L(Y G) = δ1+n0 ⊗ 1E , where Y (x) := 1[0,+∞)(x0) is the Heaviside function. Note that
through the splitting E = E1 ⊕ E2, G decomposes as
G =
(
G1 0
0 G2
)
, (22)
where G1|0 = δn0 ⊗ 1E1, G2|0 = 0 and ∂0G2|0 = δn0 ⊗ 1E2.
We define the time dependent Lagrange–Duhamel vector field Vt on Es0(R) by: ∀x ∈M ,
Vt(ϕ)(x) :=
∫
Rn
d~y G(x0 − t, ~x− ~y)N(ϕ, ∂ϕ)(t, ~y) =
∫
y0=t
d~y Gy(x)N(ϕ, ∂ϕ)(y), (23)
where Gy(x) := G(x− y). By Theorem 2.1 a map u is a solution of (1) iff
d(Θtu)
dt
+ Vt (Θtu) = 0, (24)
The chronological exponential—The chronological exponential of (Vt·)t∈I (if it exists)
is the operator acting on F defined by
T exp
∫ t2
t1
dτVτ · :=
∞∑
j=0
∫
t1<τ1<···<τj<t2
dτ1 · · · dτj(Vτj · · ·Vτ1 ·), if t2 > t1
or :=
∞∑
j=0
∫
t2<τj<···<τ1<t1
dτ1 · · · dτj(−1)j(Vτj · · ·Vτ1 ·), if t2 < t1,
(25)
with the convention that the first term in the sum (j = 0) is the identity operator.
2 The Lagrange–Duhamel vector field formulation
The aim of this Section is to prove the following results.
Lemma 2.1 Let J and I be two intervals of R s.t. J ⊂ I. Assume that P2 satisfies (9)
and that either µ0 in (9) is positive or I is bounded. Then the map
Θ : I ×F s(J) −→ Es0(I)
defined by (13) exists and is continuous. Moreover there exists a constant CΘ(I) > 0 s.t.
∀u ∈ F s(J), ∀t ∈ J, ‖Θtu‖Fs(I) ≤ CΘ(I)‖u‖Fs(J).
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Proposition 2.1 Assume that P2 satisfies (9) and that either µ0 in (9) is positive or
I ⊂ R is bounded. Then there exists some constant Qs > 0 such that the following holds.
Let N : E(1) −→ E be a real analytic map of multiradius of convergence ρ⊗(N) > 0.
Assume that: either
(i) N2 does not depend on ∂u and s > n/2; or
(ii) N2 is affine in ∂u, i.e. (20) holds and s > n/2 > s− r ≥ 0; or
(iii) s > n/2 + 1.
Then ∃ρ⊗(V ) s.t. Qsρ⊗(V ) ≥ ρ⊗(N) and ∀(t, ϕ) ∈ I × BEs0 (I)(ρ⊗(V )), the quantity
V (t, ϕ) = Vt(ϕ) :=
∫
y0=t
d~y GyN(ϕ, ∂ϕ)(y)
is well-defined. Moreover the map V : I×BEs0 (ρ⊗(V )) −→ Es0(I) is continuous and (Vt)t∈I
is a normal family of analytic maps of multiradius equal to ρ⊗(V ).
Theorem 2.1 Assume the same hypotheses as in Proposition 2.1. Let u ∈ F s(I) s.t.
‖u‖Fs(I) ≤ ρ⊗(V ). Then u belongs to Es(I) (i.e. is a weak solution of Lu+N(u, ∂u) = 0)
iff the map
I −→ Es0(I)
t 7−→ Θtu
is C1 and satisfies (24), i.e. d(Θtu)
dt
+ Vt (Θtu) = 0.
Remark 2.1 Analogues of Proposition 2.1 and Theorem 2.1 can be proved without dif-
ficulty in the case where E = E2 (i.e. L is a fully second order operator), 1 = s ≤ n/2
and if N = N2 is a polynomial of degree degN ≤ n/n − 2. This is a consequence of the
Sobolev embedding H1(Rn) ↪→ L2n/n−2(Rn), which allows to estimate the nonlinearity in
H0(Rn) = L2(Rn). The relevant cases are: n = 2 (degN is arbitrary); n = 3 (degN ≤ 3)
and n = 4 (degN ≤ 2). The proof is left to the Reader. The special case n = 3 and
N(u) = u3 will be treated in Section 3.
2.1 Existence and continuity of Θ
For any (ψ, χ) ∈ Caus and t ∈ R, we recall that Φt(ψ, χ) is equal to the unique solution
ϕ of Lϕ = 0 on Rn+1 s.t. [ϕ]t = (ψ, χ). We also denote by Φt(ψ, χ) the restriction of this
map to any subset I × Rn. We set
Φ : R× Caus −→ Es0(I)
(t, (ψ, χ)) 7−→ Φt(ψ, χ). (26)
Proposition 2.2 Assume that P2 satisfies (9), then the linear map Φ defined by (26) is
well-defined and continuous. Assume that either µ0 in (9) is positive or I ⊂ R is bounded.
Then there exists a constant CΦ(I) > 0 s.t.
||Φt(ψ, χ)||Fs(I) ≤ CΦ(I)||(ψ, χ)||Caus, ∀(ψ, χ) ∈ Caus. (27)
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Proof — Since Φ is linear in its second argument we can decompose the problem in two
subcases and assume either L = L1 = γ
0∂0 + P1(~∂), or L = L2 = ∂
2
0 + P2(
~∂), separately.
Case L = L1: we need to show that any solution ϕ to γ
0∂0ϕ + P1(~∂)ϕ = 0, s.t. ϕ|t = ψ
belongs to F s(I) and depends continuously on (t, ψ), where ψ ∈ Hs(Rn, E). Setting
(ξ) := i(γ0)−1P1(iξ), the equation reads ∂0ϕ̂(τ, ξ)− i(ξ)ϕ̂(τ, ξ) = 0, its solution is given
by ϕ̂(τ, ξ) = ei(ξ)(τ−t)ψ̂(ξ) and its time derivative by ∂0ϕ̂(τ, ξ) = i(ξ)ei(ξ)(τ−t)ψ̂(ξ). The
result then follows by standard majorations and Lebesgue’s dominated theorem.
Case L = L2: We need to show that the solution ϕ of (∂0)
2ϕ+ P2(~∂)ϕ = 0, s.t. ϕ|t = ψ
and ∂0ϕ|t = χ depends continuously on (t, ψ, χ) ∈ R × Hs(Rn, E) × Hs−r(Rn, E). As-
suming that P2(iξ) is positive Hermitian and setting (ξ) :=
√
P2(iξ), the equation
reads (∂0)
2ϕ̂(τ, ξ) + (ξ)2ϕ̂(τ, ξ) = 0. Its solution is ϕ̂(τ, ξ) = cos (ξ)(τ − t)ψ̂(ξ) +
(ξ)−1 sin (ξ)(τ − t)χ(ξ) and its time derivative is ∂0ϕ̂(τ, ξ) = −(ξ) sin (ξ)(τ − t)ψ̂(ξ) +
cos (ξ)(τ − t)χ(ξ). The proof that ϕ ∈ Es0(I) and its continuous dependence on (t, ψ, χ)
follows the same lines as for first order equations. However the factor (ξ)−1 in the ex-
pression of ϕ̂ may pose a slight difficulty in proving that ϕ is in C0(I,Hs(Rn, E)) and that
it depends continuously in t. In the ‘massive case’ (i.e. µ0 in (9) is positive) this diffi-
culty does not occur because of the inequality |(ξ)−1| ≤ (αµ0)−1/2. In the ‘non massive’
case (i.e. µ0 in (9) vanishes) we only have |(ξ)−1| ≤ α−1/2|ξ|−r. However by using the
inequality: ∣∣∣∣sin (ξ)t(ξ)
∣∣∣∣ ≤ √1 + t2√1 + α|ξ|2r , (28)
we can prove the result by working with Es0 endowed with the norm
‖u‖Lˇ∞Caus := ‖u‖Lˇ∞(I,Hs) + ‖∂0u2‖L∞(I,Hs−r),
where ‖u‖Lˇ∞(I,Hs) := supτ∈I ‖u|τ‖Hs√1+τ2 . The conclusion follows if I is bounded, since then
both norms L∞Caus and Lˇ∞Caus are equivalent. 
Proof of Lemma 2.1 — Since the map Θ is obtained by composing Φ with the map
I × F s(J) −→ I × Caus, (t, u) 7−→ (t, [u]t), which is obviously continuous, Lemma 2.1 is
a straightforward consequence of Proposition 2.2. 
2.2 Estimate on the nonlinearity
The goal of this section is to collect results to prove Proposition 2.1. As a preliminary
result we prove
Lemma 2.2 Let X and Y be Banach spaces. Let f =
∑∞
p=0 f
(p) be a formal series from
X to Y. Assume that its multiradius of convergence ρ⊗(f) > 0. Then the map f defined
by ∀ϕ ∈ X, f(ϕ) =∑∞p=0 f (p)(ϕ) is C∞ on BX(ρ⊗(f)).
In particular: ∀r s.t. 0 < r < ρ⊗(f), ∀ϕ, ψ ∈ X, ∀h ∈ R s.t. ‖ϕ‖X, ‖ϕ+ hψ‖X ≤ r
‖f(ϕ+ hψ)− f(ϕ)‖Y ≤ d[f ]
dz
(r)‖hψ‖X. (29)
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and
‖f(ϕ+ hψ)− f(ϕ)− hδfϕ(ψ)‖Y ≤
1
2
d2[f ]
dz2
(r)h2‖ψ‖X (30)
Proof — We prove only that f is C1 and hence (29) and (30) and leave the general case
to the Reader. We first prove (29). Let p ∈ N. From the identity f (p)(ϕ+hψ)−f (p)(ϕ) =∑p
j=1 f
(p)
⊗ ((ϕ+ hψ)
⊗j−1 ⊗ hψ ⊗ ϕ⊗p−j) we deduce
‖f (p)(ϕ+ hψ)− f (p)(ϕ)‖Y ≤
p∑
j=1
‖f (p)‖⊗‖ϕ+ hψ‖j−1X ‖hψ‖X‖ϕ‖p−jX .
Thus if ‖ϕ‖X, ‖ϕ+ hψ‖X ≤ r,
‖f (p)(ϕ+ hψ)− f (p)(ϕ)‖Y ≤ p‖f (p)‖⊗rp−1‖hψ‖X. (31)
Hence by summing up on p ∈ N and using d[f ]
dz
:=
∑∞
p=0 p‖f (p)‖⊗zp−1, we deduce that
(29) holds if r < ρ⊗(f).
The proof of (30) is similar. We start from the identity
f (p)(ϕ+hψ)−f (p)(ϕ)−pf (p)⊗ (hψ⊗ϕ⊗p−1) =
p∑
j1=1
j1−1∑
j2=1
f
(p)
⊗
(
(ϕ+ hψ)⊗j2−1 ⊗ (hψ)⊗2 ⊗ ϕ⊗p−j2−1) ,
from which we deduce that, if ‖ϕ‖X, ‖ϕ+ hψ‖X ≤ r,∥∥∥f (p)(ϕ+ hψ)− f (p)(ϕ)− pf (p)⊗ (hψ ⊗ ϕ⊗p−1)∥∥∥
Y
≤ p(p− 1)
2
‖f (p)‖⊗rp−2‖hψ‖2X.
Hence (30) follows by summing up on p ∈ N. 
Let V and W be two real vector spaces of (finite) dimension dV and dW respectively,
let k ∈ N and L ∈ Qk(V,W ). Let L⊗ : V ⊗k −→ W the associated polarized linear map.
Using bases on V and W , L⊗ has the coordinates representation:
Li⊗(z1 ⊗ · · · ⊗ zk) :=
dV∑
j1,··· ,jk=1
Lij1,··· ,jkz
j1
1 · · · zjkk ∀i = 1, · · · , dW , ∀z1, · · · , zk ∈ V. (32)
where, ∀a s.t. 1 ≤ a ≤ k, (zja)1≤j≤dV are the coordinates of za and the coefficients Lij1,··· ,jk
are symmetric in (j1, · · · , jk). We set
|L| :=
dW∑
i=1
sup
1≤j1,··· ,jk≤dV
∣∣Lij1,··· ,jk∣∣ . (33)
One can easily check that (see (15))
‖L‖⊗ ≤ |L| ≤ dW‖L‖⊗. (34)
The following result uses the fact that, if s > n/2, then Hs(Rn) is an algebra, i.e. the
product of two functions f, g ∈ Hs(Rn) belongs to Hs(Rn) and there exists a constant Qs
s.t. ||f ||Hs||g||Hs ≤ Qs||fg||Hs.
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Lemma 2.3 Let V and W be two real vector spaces of finite dimension, let k ∈ N and let
L ∈ Qk(V,W ). Assume that s > n/2. Then one can define the homogeneous polynomial
map L ∈ Qk ((Hs(Rn, V ))⊗k, Hs(Rn,W )) by L⊗(ϕ1 ⊗ · · · ⊗ ϕk)(x) := L⊗(ϕ1(x) ⊗ · · · ⊗
ϕk(x)) a.e., this map is linear continuous and satisfies
‖L‖⊗ ≤ Qk−1s |L|. (35)
Proof —A straightforward recursion shows that ‖ϕj11 · · ·ϕjkk ‖Hs ≤ Qk−1s ‖ϕj11 ‖Hs · · · ‖ϕjkk ‖Hs
and hence:
‖L(ϕ1 ⊗ · · · ⊗ ϕk)‖Hs =
dW∑
i=1
‖Li(ϕ1 ⊗ · · · ⊗ ϕk)‖Hs
≤
dW∑
i=1
dV∑
j1,··· ,jk=1
∣∣Lij1,··· ,jk∣∣ ‖ϕj11 · · ·ϕjkk ‖Hs
≤
dW∑
i=1
sup
1≤j1,··· ,jk≤d
∣∣Lij1,··· ,jk∣∣ dV∑
j1,··· ,jk=1
Qk−1s ‖ϕj11 ‖Hs · · · ‖ϕjkk ‖Hs .
Hence the result follows by using (33). 
In the following we use the notations:
Caus −→ Hs(Rn, E)×Hs−r(Rn, E2)×Hs−1(Rn,L(Rn, E))
φ = (ϕ, χ) 7−→ φ(1) = (ϕ, χ, ∂1ϕ, · · · , ∂nϕ). (36)
As a first application of Lemma 2.3, given N1 =
∑∞
k=0N
(k)
1 ∈ F(E,E1), we define for any
k ∈ N the map (N (k)1 )⊗ : (Caus)⊗k −→ Hs(Rn, E1) by ∀(φ1, · · · , φk) ∈ (Caus)k,
N (k)1 (φ1 ⊗ · · · ⊗ φk)(x) := N (k)1 (ϕ1(x)⊗ · · · ⊗ ϕk(x)), for a.e. x ∈ Rn. (37)
We then deduce from (35) the estimate ‖N (k)1 ‖⊗ ≤ Qk−1s |N (k)1 |. A similar estimate can be
obtained for N2 if this function does not depend on ∂u or if s > n/2 + 1.
However if N2 is affine in ∂u, i.e. has the form (20) and if we suppose that 0 ≤ s− r <
n/2 < s, then we use the fact that the product (f, g) 7−→ fg also maps continuously
Hs(Rn)×Hs−r(Rn) to Hs−r(Rn) and that there exists a constant qs,r s.t.
‖fg‖Hs−r ≤ qs,rQs‖f‖Hs‖g‖Hs−r . (38)
This can be proved by splitting the product fg as the sum Tfg + Tgf + R(f, g), where
(f, g) 7−→ Tfg is the paraproduct and by estimating each term separately: Tfg ∈
Hs−r(Rn) because f ∈ Hs(Rn) ⊂ L∞(Rn), Tgf ∈ Hs+(s−r)−n/2(Rn) ⊂ Hs−r(Rn) be-
cause s− r < n/2 and R(f, g) ∈ Hs+(s−r)−n/2(Rn) ⊂ Hs−r(Rn) because s+ (s− r) > n/2
(see [3], Exercise A.5, page 109).
For the following remind the notation introduced in (36). We also use the notation
δ0φ := χ, δiφ := ∂iϕ, for 1 ≤ i ≤ n, δφ := (δµφ)0≤µ≤n, ∀φ = (ϕ, χ) ∈ Caus.
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Lemma 2.4 Let N
(k)
2 ∈ Qk(E(1), E2) satisfying (20) with J (k) ∈ Qk(E,E2) and K(k)µi ∈
Qk−1(E(1), E2). Assume that 0 ≤ s−r < n/2 < s. Then one can define the map N (k)2⊗ from
(Caus)⊗k to Hs−r(Rn, E2) by N (k)2 (φ1 ⊗ · · · ⊗ φk) (x) := N (k)2
(
φ
(1)
1 (x)⊗ · · · ⊗ φ(1)k (x)
)
,
for a.e. x ∈ Rn, this map is linear continuous and satisfies:
‖N (k)2 ‖⊗ ≤ Qk−1s
(|J (k)|+ qr,s√n|K(k)|) for |K(k)| := sup
1≤i≤dimE
sup
0≤µ≤n
|K(k)µi |. (39)
Proof — We start from the decomposition
N (k)2 (φ1 ⊗ · · · ⊗ φk) = J (k) (ϕ1 ⊗ · · · ⊗ ϕk)
+
1
k
k∑
a=1
dimE∑
i=1
n∑
µ=0
K(k)µi (ϕ1 ⊗ · · · ⊗ ϕ̂a ⊗ · · · ⊗ ϕk) δµφia.
(40)
Inequality (35) gives us ‖J (k) (ϕ1 ⊗ · · · ⊗ ϕk) ‖Hs ≤ Qk−1s |J (k)|‖ϕ1‖Hs · · · ‖ϕk‖Hs. This
implies automatically a similar estimate in Hs−r. The Hs−r norm of the r.h.s. term in
(40) is estimated by using (38):
≤ qr,sQs
k
k∑
a=1
(
sup
1≤i≤dimE
sup
0≤µ≤n
∥∥∥K(k)µi (ϕ1 ⊗ · · · ⊗ ϕ̂a ⊗ · · · ⊗ ϕk)∥∥∥
Hs
)dimE∑
i=1
n∑
µ=0
‖δµφia‖Hs−r

≤ qr,sQs
k
k∑
a=1
(
|K(k)|Qk−2s ‖ϕ1‖Hs · · · ‖̂ϕa‖Hs · · · ‖ϕk‖Hs
)( n∑
µ=0
‖δµφa‖Hs−r
)
,
where we have used (35). However by using Cauchy–Schwarz inequality and the fact that
r ≥ 1 we have ∀a = 1, · · · , k,
n∑
µ=0
‖δµφa‖Hs−r ≤ ‖χa‖Hs−r +
√
n
(
n∑
µ=0
‖∂µϕa‖2Hs−r
)1/2
≤ ‖χa‖Hs−r +
√
n‖ϕa‖Hs+1−r ≤
√
n‖φa‖Caus.
Hence the Hs−r norm of the r.h.s. term in (40) is estimated by:
≤ Qk−1s
qr,s
√
n
k
|K(k)|
k∑
a=1
(
‖ϕ1‖Hs · · · ‖̂ϕa‖Hs · · · ‖ϕk‖Hs
)
‖φa‖Caus
≤ Qk−1s qr,s
√
n|K(k)|‖φ1‖Caus · · · ‖φk‖Caus.
Hence (39) follows. 
Let’s summarize Lemmas 2.3 and 2.4. We can define for any k ∈ N the map N (k)⊗ :
(Caus)⊗k −→ Caus by: for a.e. x ∈ Rn,
N (k) (φ1 ⊗ · · · ⊗ φk) (x) :=
(
ι ◦ N (k)1 (φ1 ⊗ · · · ⊗ φk) (x),N (k)2 (φ1 ⊗ · · · ⊗ φk) (x)
)
,
where ι : E1 −→ E is the natural inclusion. Remark that
‖N (k)(φ1 ⊗ · · · ⊗ φk)‖Caus = ‖N (k)1 (ϕ1 ⊗ · · · ⊗ ϕk)‖Hs + ‖N (k)2 (φ1 ⊗ · · · ⊗ φk)‖Hs−r .
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Proposition 2.3 Assume that N =
∑∞
k=0N
(k) ∈ F(E(1), E) satisfies the same hypotheses
as in Proposition 2.1. Then, for any k ∈ N, the linear map N (k)⊗ from (Caus)⊗k to Caus
is continuous and satisfies :
‖N (k)‖⊗ ≤ QksC(s, r, n)‖N (k)‖⊗. (41)
Hence if ρ⊗(N) > 0, then N =
∑∞
k=0N (k) ∈ FQ−1s ρ⊗(N)(Caus,Caus).
Proof — Case (i) where s > n/2 and N
(k)
2 does not depend on ∂u and Case (iii) where
s > n/2+1 are similar and can dealt by applying Lemma 2.3 for L = N
(k)
1 and L = N
(k)
2 .
We then obtain ‖N (k)‖⊗ ≤ Qk−1s (|N (k)1 | + |N (k)2 |). In Case (ii), we apply Lemma 2.3 for
L = N
(k)
1 and Lemma 2.4 for N
(k)
2 to get ‖N (k)‖⊗ ≤ Qk−1s (|N (k)1 |+ |J (k)|+ qr,s
√
n|K(k)|).
In any case (41) follows by applying (34) to L = N
(k)
1 , N
(k)
2 , J
(k), K(k−1). As a consequence∑∞
k=0 ‖N (k)‖⊗Rk converges if QsR < ρ⊗(N). 
A first consequence of Proposition 2.3 is:
Proposition 2.4 Let s ∈ R and u ∈ F s(I). Assume that Qs||u||Fs(I) < ρ⊗(N). Assume
that N satisfies the same hypotheses in Proposition 2.1. Then N (u, ∂u) ∈ C0(I,Caus),
i.e. N1(u) ∈ C0(I,Hs(Rn, E)) and N2(u, ∂u) ∈ C0(I,Hs−r(Rn, E2)).
Proof —A straightforward consequence of Lemma 2.2, Proposition 2.3 and the continuity
of t 7−→ [u]t ∈ Caus. 
2.3 The Lagrange–Duhamel vector field
We prove Proposition 2.1 — For any interval I ⊂ R and k ∈ N, we define V (k)⊗ : I ×
(Es0(I))⊗k −→ Es0(I) by
V (k)(t, ϕ1 ⊗ · · · ⊗ ϕk) = V (k)t (ϕ1 ⊗ · · · ⊗ ϕk) := Φt
(N (k)([ϕ1]t ⊗ · · · ⊗ [ϕk]t))
V
(k)
⊗ is continuous since it is the composition of the maps I × (Es0(I))⊗k 3 (t, ϕ1 ⊗ · · · ⊗
ϕk) 7−→ (t, [ϕ1]t ⊗ · · · ⊗ [ϕk]t) ∈ I × (Caus)⊗k (see (10)), N (k)⊗ (see Proposition 2.3) and
Φ (see Proposition 2.2). By using (27) and (41) we deduce:
‖V (k)‖⊗ := sup
t∈I
‖V (k)t ‖⊗ ≤ CΦ(I)‖N (k)‖⊗ ≤ CΦ(I)C(s, r, n)Qks‖N (k)‖⊗. (42)
Setting Vt :=
∑∞
k=0 V
(k)
t , (42) implies that (Vt)t∈I is a normal family of analytic maps of
multiradius of convergence ρ⊗(V ) ≥ ρ⊗(N)/Qs.
To prove that V :=
∑∞
k=0 V
(k) is continuous on I × BEs0 (I)(0, ρ⊗(V )), let t, t˜ ∈ I,
ϕ˜, ϕ ∈ BEs0 (I)(r), where r < ρ⊗(V ) and let us start from the inequality
‖V (t˜, ϕ˜)−V (t, ϕ)‖Es0 (I) ≤ ‖Φt˜ (N ([ϕ˜]t˜)−N ([ϕ]t)) ‖Es0 (I)+‖(Φt˜−Φt) (N ([ϕ]t)) ‖Es0 (I). (43)
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Fix t, ϕ and ε > 0, then we deduce from Proposition 2.2 that, by choosing t˜ sufficiently
close to t, the last term in the r.h.s. of (43) is less than ε/2.
The first term in the r.h.s. of (43) can be estimated by using first (27) and second
(29):
‖Φt˜(N ([ϕ˜]t˜)−N ([ϕ]t))‖Es0 (I) ≤ CΦ(I)‖N ([ϕ˜]t˜)−N ([ϕ]t)‖Caus
≤ CΦ(I)d[N ]dz (r)‖[ϕ˜]t˜ − [ϕ]t‖Caus,
and hence will also be smaller than ε/2 if we choose |t˜ − t| and ‖ϕ˜ − ϕ‖Caus sufficiently
small.
To conclude observe that
V
(k)
t (ϕ1 ⊗ · · · ⊗ ϕk)(x) =
∫
y0=t
d~yG(x− y)N (k)((ϕ1, ∂ϕ1)⊗ · · · ⊗ (ϕk, ∂ϕk))(y).
This can be proven by using the properties of G (see (22)). Hence in particular
V
(k)
t (ϕ)(x) :=
∫
Rn
d~y G(x0 − t, ~x− ~y)N (k)(ϕ, ∂ϕ)(t, ~y). (44)
Formula (23) which is similar to (44) follows straightforwardly. 
2.4 Derivability of Θ
We recall below Duhamel’s formula (45). Recall that G is the distribution defined in
(22). A generalization of Duhamel’s formula for L = L2 = g +m
2 on a curved pseudo
Riemannian manifold will given and proved in Section 3.
Proposition 2.5 Let f = (f1, f2) where f1 ∈ L1loc(R, Hs(Rn, E1)) and f2 ∈ L1loc(R, Hs−r(Rn, E2)).
Assume that u ∈ F s(I) is a solution of Lu = f . Then
∀x ∈ R1+n, u(x) = Θtu(x) +
∫ x0
t
dy0
∫
Rn
d~y G(x− y)f(y). (45)
We are now in position to give the:
Proof of Theorem 2.1—The key observation is that [Θtu]t = [u]t impliesN (Θtu, ∂(Θtu)) |t =
N(u, ∂u)|t and thus
Vt(Θtu)(x) :=
∫
Rn
d~y G(x0 − t, ~x− ~y)N(u, ∂u)(t, ~y) (46)
Now since u is a solution of Lu + N(u, ∂u) = 0, we deduce from Proposition 2.5 that
u(x) = Θtu(x)−
∫ x0
t
dy0
∫
Rn
d~y G(x− y)N(u, ∂u)(y), which gives us thank to (46):
∀x ∈ I × Rn, u(x) = Θtu(x)−
∫ x0
t
dy0Vy0(Θy0u)(x).
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This implies the following identity ∀t1, t2 ∈ I:
Θt2u−Θt1u+
∫ t2
t1
dy0Vy0(Θy0u) = 0 in Es0 . (47)
Lastly Lemma 2.1 and Proposition 2.1 imply that I 3 t 7−→ Vt(Θtu) ∈ Es0(I) is continuous.
Hence (47) implies that I 3 t 7−→ Θtu ∈ Es0(I) is C1 and satisfies (24). 
3 Curved space-times
We show here how Theorem 2.1 can be extended to field equations on a curved space-
time. Let M be smooth manifold equipped with a C∞ pseudo-Riemannian metric g of
signature (+,−, · · · ,−). We denote by g = |g|−1∂µ (|g|gµν∂ν), where |g| :=
√|det(gµν)|,
the wave operator and set Lg := g +m
2. A frame (e0, . . . , en) is called g-orthonormal if
〈eµ, eν〉g = ηµν , where η00 = 1, ηii = −1 if i 6= 0 and ηµν = 0 if µ 6= ν. We consider the
non homogeneous scalar wave (or Klein–Gordon) equation on M:
Lgu := |g|−1∂µ (|g|gµν∂νu) +m2u = f. (48)
Homogeneous (i.e. for f = 0) solutions u to (48) are the critical points of the action
functional
A(u) = 1
2
∫
M
[|∂u|2g +m2u2] dvolg,
where dvolg is the Riemannian volume element (in local coordinates x
µ, dvolg = |g|dx)
and |∂u|2g := gµν∂µu∂νu. Similarly for any space-like hypersurface σ we let dµg denote
the positive Riemannian measure on σ and N be the future oriented unit normal vector
to σ. We then define
L2(σ) := {v : σ −→ R measurable s.t. ‖v‖2L2(σ) :=
∫
σ
v2dµg < +∞},
and, using a g-orthonormal frame (e0, · · · , en) s.t. e0 = N ,
H1m(σ) := {v : σ −→ R measurable s.t.
∫
σ
(
Σni=0〈ei,∇u〉2g +m2u2
)
dµg < +∞}.
A hypersurface Σ is called Cauchy if any maximal smooth causal curve inM intersects Σ
at exactly one point (a smooth causal curve is a a curve s.t. any vector which is tangent
to it is time-like). If Σ1 and Σ2 are two space-like hypersurfaces, we write Σ1 ≺ Σ2 if Σ1
is in the past of Σ2 and Σ1∩Σ2 = ∅. If u is a real valued map defined on a neighbourhood
of Σ, we denote by [u]Σ = (u|Σ, 〈N,∇u〉g|Σ) the Cauchy data of u along Σ. Our aim is to
prove the existence and uniqueness of weak solutions to (48) with Cauchy conditions in
H1m(Σ)× L2(Σ) for some space-like Cauchy hypersurface Σ.
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3.1 Existence of solutions to the linear problem
We first need generalizations of Proposition 2.2 to this context. Such results were proved
by Y. Choquet-Bruhat, D. Chistodoulou and M. Francaviglia [13]. Here we present a more
general version of their result in the case s = r = 1 by using the same techniques (see
also the beautiful book by S. Alinhac [2]). We will make the following further hypotheses
on (M, g): there exists a smooth ‘temporal function’ τ :M −→ R and a smooth ‘radial
function’ ρ :M−→ [0,+∞) and constants A1, A2, A3 > 0 s.t.
|∇τ |2g > 0 everywhere; (49)
∀t ∈ R, Σt := τ−1(t) is a space-like Cauchy hypersurface; (50)
∀r > 0, ∀t1, t2 ∈ R s.t. t1 < t2, {x ∈M; τ(x) ∈ [t1, t2], ρ(x) ≤ r} is compact. (51)
Moreover there exists some R0 > 0, s.t., ∀x ∈M,
ρ(x) ≥ R0 =⇒ −A3 ≤ |∇ρ(x)|2g < 0 and |〈∇ρ,∇τ(x)〉g| ≤ A2/ρ(x); (52)
ρ(x) ≥ R0 =⇒ A1/ρ(x)2 ≤ |∇τ(x)|2g. (53)
Lastly define ` := |∇τ |−1g (the lapse function) and T := `∇τ = ∇τ/|∇τ |g. We assume
that there exists a continuous function B : R −→ [0,+∞) s.t.
(n + 1)
(|∇T |2g − 2|T µ∇µT |2g)1/2 ≤ (B ◦ τ)|∇τ |g on M. (54)
Conditions (49) and (50) are equivalent to the assumption that (M, g) is globally hyperbolic
(see [6]). Conditions (53) (together with (52)) means that the lapse function grows at
most linearly in ρ at spatial infinity. Condition (54) is an assumption on the curvature of
the integral curves of the vector field T .
Given a smooth function u :M−→ R we define its stress-energy tensor S(u) (associ-
ated with the action functional A, see [23]), defined by
Sµν (u) := g
µλ∂λu∂νu− 1
2
(|∂u|2g −m2u2) δµν .
We say that u has a compact spatial support if it vanishes on {x ∈ M; ρ(x) ≥ h(t)} for
some continuous function h : R −→ [0,+∞). If so and if σ is a space-like hypersurface
(possibly with boundary), we define the energy
Eu(σ) :=
∫
σ
〈S(u)N,N〉gdµg.
Note that Eu(σ) is always nonnegative. In particular if, on σ, we use a g-orthonormal
frame (e0, · · · , en) s.t. e0 = N , then 〈S(u)N,N〉g = S00(u) = 12
(
Σnµ=0〈eµ,∇u〉2g +m2u2
)
.
For any interval I ⊂ R, we define ‖u‖I,τ := supt∈I Eu(Σt)1/2 and
F1I (Στ ) :=
{
the closure of the set of smooth functions on τ−1(I) with
compact spatial support in the topology induced by ‖ · ‖I,τ .
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We also define F1loc(Στ ) := {u : M −→ R; ∀I ⊂ R s.t. I is bounded, ‖u‖I,τ < +∞}. For
any positive function β : R −→ (0,+∞) (actually we will use β(t) = exp 1
2
∫ t
0
|B(s)|ds),
we set ‖u‖β,τ := supt∈R β(t)−1Eu(Σt)1/2 and F1β(Στ ) := {u ∈ F1loc(Στ ); ‖u‖β,τ < +∞}.
Lastly we set
L1loc(R, L
2
`(Στ )) := {f :M−→ R measurable s.t. [t 7−→ ‖`f |Σt‖L2(Σt)] ∈ L1loc(R)}
and, for any interval I ⊂ R, we note ‖f‖L1(I,L2
`
(Στ )) :=
∫
I
‖`f‖L2(Σt)dt.
The existence result in [13] concerned weak solutions to (48) with a Cauchy data on
a hypersurface Σt. The following result extends this with the notable difference that we
allow more general Cauchy hypersurfaces. Fixing τ (and hence the foliation (Σt)t) we say
that a space-like hypersurface Σ̂ is admissible if it is a Cauchy hypersurface and if: (i)
∃t1, t2 ∈ R s.t. t1 < t2 and Σt1 ≺ Σ̂ ≺ Σt2; (ii) if N̂ denotes the future oriented normal
to Σ̂, C(Σ̂) := supΣ̂〈N̂, T 〉g < +∞.
Theorem 3.1 Assume that (M, g) satisfies Hypotheses (49)–(54). Let Σ̂ ⊂ M be a
space-like admissible hypersurface and let t1, t2 ∈ R s.t. Σt1 ≺ Σ̂ ≺ Σt2 . Then for any
(u0, u1) ∈ H1m(Σ̂) × L2(Σ̂) and f ∈ L1loc(R, L2`(Στ )), there exists an unique weak solution
u ∈ F1loc(Στ ) to (48) s.t. [u]Σ̂ = (u0, u1). Moreover for t = t1 or t2,
Eu(Σt)
1/2 ≤
√
2β(t1, t2)
(
C(Σ̂)Eu(Σ̂)
)1/2
+
√
2β(t1, t2)
2‖f‖L1([t1,t2],L2`(Στ )), (55)
where β(t1, t2) := e
1
2
| ∫ t2t1 B(s)ds| and C(Σ̂) := supΣ̂〈N̂, T 〉g.
Proof — The main point is to obtain the a priori estimate (55) for any solution u to (48).
Without loss of generality we will content ourself to prove that
Eu(Σt2)
1/2 ≤
√
2e
1
2
∫ t2
t1
B(s)ds
(
C(Σ̂)Eu(Σ̂)
)1/2
+
√
2e
∫ t2
t1
B(s)ds
∫ t2
t1
‖`f |Σs‖L2 ds. (56)
Step 1: Use of conservation law — Consider a compact domain D ⊂ τ−1([t1, t2]), the
boundary ∂D of which is composed of three smooth components
∂D = (Σt2 ∩D) + Λ− (Σt1 ∩D),
where the signs give the orientation. We assume that Λ is space-like and that the normal
vector N to it is future-pointing, hence (Σt2 ∩D)∪Λ forms the top of D, whereas Σt1 ∩D
is the bottom (see the end of the proof for the construction of D).
Let θ : M −→ R be the function which coincides with τ on Σ̂ and which is invariant
by the flow of T and, for t ∈ [t1, t2], consider the domain
Dt := {x ∈ D; θ(x) < τ(x) < t}
(points in Dt are points of D which are in the future of Σ̂ and in the past of Σt, see the
figure). Note that ∂Dt = (Σt ∩ Dt) + (Λ ∩ Dt) − Σ̂<t, where Σt ∩ Dt = {x ∈ D; θ(x) <
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Dt
Λ
Λ
Σt1
Λ
Σ̂<t
Σ̂≥t
Σt
Σt2
τ(x) = t} and Σ̂<t = {x ∈ D; θ(x) = τ(x) < t}.
Let us apply Stokes theorem to S(u)T on Dt. We get (writing S = S(u) for shortness):∫
Dt
∇µ(Sµν T ν)dvolg =
∫
∂Dt
〈N, ST 〉gdµg. (57)
Since u is a solution of (48), the stress-energy tensor satisfies the relation ∇µSµν = f∂νu,
see e.g. [23]. Hence the l.h.s. of (57) reads∫
Dt
∇µ(Sµν T ν)dvolg =
∫
Dt
f(∂νu)T
νdvolg +
∫
Dt
Sµν∇µT νdvolg. (58)
(i) Estimation of the first term in the r.h.s of (58) — Using the coarea formula, we get∣∣∣∣∫
Dt
fT ν∂νu dvolg
∣∣∣∣ ≤ ∫
Dt
|f ||T ν∂νu|dvolg =
∫ t
t1
ds
∫
Σs∩Dt
|T ν∂νu||f | dµg|∇τ |g .
Since T coincides with the normal vector N to Σs, we have: |T ν∂νu| = |〈N,∇u〉g| ≤√
2〈SN,N〉g. Hence by Cauchy–Schwarz∣∣∣∣∫
Dt
fT ν∂νudvolg
∣∣∣∣ ≤ ∫ t
t1
ds
(∫
Σs∩Dt
2〈SN,N〉gdµg
)1/2(∫
Σs∩Dt
(`f)2dµg
)1/2
=
∫ t
t1
ds
√
2Eu(Σs ∩Dt)
∥∥`f |Σs∩Dt∥∥L2 .
(ii) Estimation of the second term in the r.h.s of (58) — The Cauchy–Schwarz inequality
gives us:
|Sµν∇µT ν |2 ≤
(
n∑
µ,ν=0
(Sµν )
2
)(
n∑
µ,ν=0
(∇µT ν)2
)
,
however a difficulty is that the r.h.s. of this inequality depends on the choice of the
frame (e0, · · · , en) used in the decomposition of the tensors S and ∇T . We choose a
g-orthonormal frame (e0, · · · , en) s.t. e0 = T . Observe then that |Sµν | ≤ S00 , ∀µ, ν and
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thus4
n∑
µ,ν=0
(Sµν )
2 ≤ (n + 1)2(S00)2 = (n + 1)2〈T, ST 〉2g.
Next let us introduce the tensor hµν := 2TµTν − gµν . We note that in the previously
chosen g-orthonormal frame we have hµν = δµν and hence that
n∑
µ,ν=0
(∇µT ν)2 = ∇µT ν∇λT σhνσhµλ =: |∇T |2h.
We thus deduce that
|Sµν∇µT ν | ≤ (n + 1)〈T, ST 〉g|∇T |h,
where the r.h.s. is now frame independent. Lastly a computation (using |T |2g = 1, which
implies gλνT
ν∇µT λ = 0) shows that |∇T |2h = |∇T |2g − 2|T µ∇µT |2g. Hence |Sµν∇µT ν | ≤
(n + 1)(|∇T |2g − 2|T µ∇µT |2g)1/2S00 and using the fact that T coincides with the future
pointing normal vector to Σs, (54) and the coarea formula,∣∣∣∣∫
Dt
Sµν∇µT νdvolg
∣∣∣∣ ≤ ∫
Dt
B(τ)|∇τ |gS00dvolg
=
∫ t
t1
B(s)ds
∫
Σs∩Dt
〈ST, T 〉gdµg =
∫ t
t1
B(s)Eu(Σs ∩Dt)ds.
Summarizing with the previous step we deduce from (58)∣∣∣∣∫
Dt
∇µ(Sµν T ν)dvolg
∣∣∣∣ ≤ ∫ t
t1
‖`f |Σs‖L2
√
2Eu(Σs ∩Dt)ds+
∫ t
t1
B(s)Eu(Σs ∩Dt)ds,
which, in view of (57) gives:∫
∂Dt
〈N, ST 〉gdµg ≤
∫ t
t1
‖`f |Σs‖L2
√
2Eu(Σs ∩Dt)ds+
∫ t
t1
B(s)Eu(Σs ∩Dt)ds. (59)
(iii) Lower estimation of the l.h.s. of (59) — Using the fact that T = N on Σt and
denoting by N̂ the future pointing normal to Σ̂, we decompose∫
∂Dt
〈N, ST 〉gdµg = Eu(Σt ∩Dt) +
∫
Dt∩Λ
〈ST,N〉gdµg −
∫
Σ̂<t
〈ST, N̂〉gdµg.
However 〈ST,N〉g ≥ 0 on Dt ∩ Λ. This follows from |N |2g = 1, N0 > 0 and from the
following identity, valid in a g-orthonormal frame (e0, · · · , en) s.t. e0 = T :
2N0〈ST,N〉g = |N |2g(u0)2 +
n∑
i=1
(N0ui −N iu0)2 + (N0)2m2u2, (60)
4This inequality is true for any vector valued field u. Actually using the fact that u is a scalar field
one can get the improved inequality
∑
n
µ,ν=0(S
µ
ν
)2 ≤ (n+ 3)(S00)2.
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where Nµ = 〈eµ, N〉g and uµ := 〈eµ,∇u〉g. Hence
Eu(Σt ∩Dt)−
∫
Σ̂<t
〈ST, N̂〉gdµg ≤
∫
∂Dt
〈N, ST 〉gdµg. (61)
(iv) Conclusion — For any s ∈ [t1, t] let Σ̂≥s := {x ∈ Σ̂; τ(x) ≥ s} and set
e(s) := Eu(Σs ∩Dt) +
∫
Σ̂≥s
〈ST, N̂〉gdµg.
We will prove that the l.h.s. of (61) is equal to e(t) − e(t1). Observe that, because of
Σt1 ∩Dt = ∅ and Σ̂≥t1 = Σ̂ ∩D, e(t1) =
∫
Σ̂∩D〈ST, N̂〉gdµg. But, since Σ̂≥t ∩ Σ̂<t = ∅ and
Σ̂≥t ∪ Σ̂<t = Σ̂ ∩D, the latter decomposes as:
e(t1) =
∫
Σ̂∩D
〈ST, N̂〉gdµg =
∫
Σ̂<t
〈ST, N̂〉gdµg +
∫
Σ̂≥t
〈ST, N̂〉gdµg.
Hence e(t) − e(t1) = Eu(Σt ∩ Dt) −
∫
Σ̂<t
〈ST, N̂〉gdµg, so that (61) reads e(t) − e(t1) ≤∫
∂Dt
〈N, ST 〉gdµg. By using (59) and the fact that Eu(Σs ∩Dt) ≤ e(s) we deduce (setting
F (s) :=
√
2 ‖`f |Σs‖L2) that:
e(t)− e(t1) ≤
∫ t
t1
dsF (s)
√
e(s) +
∫ t
t1
B(s)e(s)ds. (62)
Step 3: Using Gronwall lemma — Set K := e(t1) +
∫ t
t1
dsF (s)
√
e(s). Then (62) (by
replacing t by t′) implies easily e(t′) ≤ K + ∫ t′
t1
B(s)e(s)ds, ∀t′ ∈ [t1, t]. Using Gronwall
Lemma we deduce that
e(t′) ≤ Ke
∫ t′
t1
B(s)ds
, ∀t′ ∈ [t1, t].
Replacing K by its value, setting ψ(t) := supt1≤s≤t
√
e(s) and taking the supremum over
t′ ∈ [t1, t], we obtain
ψ(t)2 ≤
(
ψ(t1)
2 +
∫ t
t1
dsF (s)ψ(s)
)
e
∫ t
t1
B(s)ds ≤
(
ψ(t1)
2 + ψ(t)
∫ t
t1
F (s)ds
)
e
∫ t
t1
B(s)ds
,
which implies ψ(t) ≤ ψ(t1)e 12
∫ t
0 B(s)ds +
(∫ t
t1
F (s)ds
)
e
∫ t
t1
B(s)ds
. Applying this for t = t2
and using e(t2) = Eu(Σt2 ∩D), we get
Eu(Σt2 ∩D)1/2 ≤ e
1
2
∫ t2
t1
B(s)dse(t1)
1/2 + e
∫ t2
t1
B(s)ds
∫ t2
t1
F (s)ds. (63)
Step 4: Controlling e(t1) by Eu(Σ̂) — Using an identity similar to (60) (where T is replaced
by N̂ , N is replaced by T and we use a g-orthonormal frame (ê0, · · · , ên) s.t. ê0 = N̂) we
prove that
〈ST, N̂〉g ≤ 2〈T, N̂〉g
(
1
2
n∑
µ=0
〈êµ,∇u〉2g +
1
2
m2u2
)
= 2〈T, N̂〉g〈SN̂, N̂〉g.
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This hence implies that
e(t1) =
∫
Σ̂∩D
〈ST, N̂〉gdµg ≤ 2 sup
Σ̂
〈T, N̂〉gEu(Σ̂ ∩D) ≤ 2C(Σ̂)Eu(Σ̂).
Thus we deduce from (63)
Eu(Σt2 ∩D)1/2 ≤
√
2e
1
2
∫ t2
t1
B(s)ds
(
C(Σ̂)Eu(Σ̂)
)1/2
+ e
∫ t2
t1
B(s)ds
∫ t2
t1
F (s)ds. (64)
Step 5: Global estimate — Now, for any R > 0, set KR := {x ∈ M; ρ(x) ≤ R}. In order
to obtain (56) it suffices to prove that there exists some R0 > 0 s.t., for any R > R0,
there exists a domain D satisfying the previous properties and s.t. Σt2 ∩KR ⊂ Σt2 ∩D.
Indeed if so we deduce from (64)
Eu(Σt2∩KR)1/2 ≤ Eu(Σt2∩D)1/2 ≤
√
2e
1
2
∫ t2
t1
B(s)ds
(
C(Σ̂)Eu(Σ̂)
)1/2
+e
∫ t2
t1
B(s)ds
∫ t2
t1
F (s)ds
Since this inequality holds for any R > 0, it thus implies (56).
Step 6: Construction of D — Here we need Hypotheses (51) to (53). Set t := t2 − t1 and
assume that t > 0. For any R > R0 we will construct a smooth function τ˜ : M −→ R
and find some R > R s.t.
(i) ∀x ∈ KR, τ˜(x) = τ(x)− t = τ(x)− t2 + t1;
(ii) ∀x 6∈ KR, τ˜(x) = τ(x);
(iii) |∇τ˜ |2g > 0 everywhere, in particular the level sets of τ˜ are space-like hypersurfaces.
If so D := {x ∈ M; τ(x) > t1, τ˜(x) < t1} satisfies all the previously required properties.
To construct τ˜ , we set τ˜ = τ − tχ ◦ ρ, where χ ∈ C0([0,+∞), [0, 1]) is piecewise C∞ and
has to be suitably chosen. Conditions (i) and (ii) translate respectively as: (i)’ ∀r ≤ R,
χ(r) = 1; (ii)’ ∀r ≥ R, χ(r) = 0. A simple computation using (52) and (53) shows that
Condition (iii) is satisfied if
A3t
2r2(χ′(r))2 + 2A2tr|χ′(r)| < A1.
This condition is fulfilled if we choose α > 0 s.t. A3α
2 + 2A2α < A1, R = Re
t/α and set
χ(r) = 1− α
t
log r
R
, ∀r ∈ [R,R] (all that works because ∫∞
R
dr
r
= +∞).
Step 7: Conclusion — Thanks to the works of J. Hadamard, M. Riesz and the results by
J. Leray [28], one can construct fundamental solutions for the operator L and solve the
Cauchy problem for smooth Cauchy data (see [17, 6]). By using the density of smooth
compactly supported functions in L2(Σt1) and H
1
m(Σt1) and (55), we deduce the existence.
The uniqueness is a straightforward consequence of (55). 
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Note that similar results exist for higher (integer) order Sobolev spaces and for Cauchy
data on a hypersurface which belongs to the family (Σt)t, see [13] and also [2]. Theorem
3.1 has the following consequence which is a substitute for Proposition 2.2. Set E10,β(Στ ) :=
{ϕ ∈ F1β(Στ ));gϕ+m2ϕ = 0}.
Corollary 3.1 Let (M, g) be a n-dimensional Lorentzian manifold. Assume that there
exist functions τ, ρ ∈ C∞(M,R) which satisfy (49)–(54). Set β(t) = e 12 |
∫ t
0
B(s)ds|. Then
for any admissible hypersurface σ, there exists a continuous linear map
Φσ : H
1
m(σ)× L2(σ) −→ E10,β(Στ )
(ψ, χ) 7−→ Φσ(ψ, χ),
where Φσ(ψ, χ) is equal to the unique solution ϕ to Lgϕ = gϕ+m
2ϕ = 0 with the Cauchy
data [ϕ]σ = (ψ, χ).
Thanks to this result we can define for any admissible hypersurface σ the continuous map
Θσ : F1β(Στ ) −→ E10,β(Στ )
defined by Θσ(u) := Φσ([u]σ). The following result will also be useful.
Lemma 3.1 Let f ∈ L1loc(R, L2`(Στ )) and u ∈ F1loc(Στ ) be a solution of gu +m2u = f .
Let Σ̂ be an admissible hypersurface s.t. Σt1 ≺ Σ̂ ≺ Σt2 . Then
Eu(Σ̂) ≤ 2C(Σ̂)
[(
1 + ‖B‖L1([t1,t2])
) ‖u‖[t1,t2],τ +√2‖f‖L1([t1,t2],L2`)‖u‖1/2[t1,t2],τ] . (65)
Sketch of the proof — The proof is based on the same techniques as in the proof of
Theorem 3.1: one starts from the identity
∫
∆
∇µ(Sµν T ν)dvolg =
∫
∂∆
〈ST,N〉gdµg, with the
same vector field T . The difference is the domain of integration which is now ∆ := {x ∈
D; t1 < τ(x) < θ(x)}. Also the reasoning is simpler, for we already know that ‖u‖[t1,t2],τ
is bounded and hence we do not need to use Gronwall lemma. This leads to∫
Σ̂
〈ST, N̂〉gdµg ≤
(
1 + ‖B‖L1([t1,t2])
) ‖u‖[t1,t2],τ +√2‖f‖L1([t1,t2],L2`)‖u‖1/2[t1,t2],τ .
Estimate (65) follows then from the inequality 〈SN̂, N̂〉g ≤ 2〈T, N̂〉g〈ST, N̂〉g, which
implies Eu(Σ̂) ≤ 2 supΣ̂〈T, N̂〉g
∫
Σ̂
〈ST, N̂〉gdµg. 
3.2 A generalization of Duhamel’s formula
Our aim is here to prove a ‘curved’ version of Duhamel’s formula. Beside the foliation ofM
by the level sets Σt := τ
−1(t), we also consider a family (σs)s∈R of admissible Cauchy space-
like hypersurfaces, which may not form a foliation ofM in general. We assume that there
exists an n-dimensional manifold σ (the model for each σs) and a map F ∈ C∞(R×σ,M)
s.t. for any s ∈ R, Fs := F (s, ·) is an embedding of σ, the image of which is σs. On each
σs we define the function λs ∈ C∞(σs,R) by λs ◦ Fs := 〈∂F∂s (s, ·), Ns ◦ Fs〉g, where Ns is
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the future pointing normal vector to σs. We call (σs)s∈R a smooth family of admissible
Cauchy hypersurfaces.
For any s ∈ R, we denote by {x  σs} (resp. {x ≺ σs}) the subset of M \ σs
which are in the future (resp. the past) of σs, similarly {x < σs} := σs ∪ {x  σs}
({x 4 σs} := σs ∪ {x ≺ σs}). We let Yσs ∈ L∞(M) be s.t. Yσs = 1 on {x < σs} and
Yσs = 0 on {x ≺ σs}.
We let f ∈ L1loc(R, L2`(Στ )) and we assume that, for a.e. s ∈ R, λsf |σs ∈ L2(σs) and
[s 7−→ ‖λsf |σs‖L2] belongs to L1loc(R). We then define:
γsf : the unique solution of
{
γsf = 0 on {x ≺ σs}
γsf = Φσs(0, λsf |σs) on {x < σs},
Γsf : the unique solution of
{
Γsf = 0 on {x ≺ σs}
Lg(Γsf) = fYσs on M.
For any y ∈ M we let Gy be the solution of LgGy = 0 with the Cauchy data Gy|σ = 0
and 〈N,∇Gy〉g|σ = δy, where σ is a Cauchy hypersurface which contains y. Then, still
if y ∈ σ, YσGy is the retarded Green function for Lg with source δy (see [6]) for its
existence). Thus if f is smooth, then we have the representation formulas (γsf)(x) =∫
σs
f(y)(YσsGy)(x)λs(y)dµg(y) and (Γsf)(x) =
∫
{yσs} f(y)(YσsGy)(x)dvolg(y).
Proposition 3.1 Let (M, g) be a n-dimensional Lorentzian manifold. Assume that there
exist a temporal function τ and a radial function ρ which satisfy (49)–(54). Let (σs)s∈R
be a σ-family of admissible Cauchy hypersurfaces s.t. lims→+∞ (infx∈σs τ(x)) = +∞. Let
f ∈ L1loc(R, L2`(Στ )) s.t. [s 7−→ ‖λsf |σs‖L2] ∈ L1loc(R).
Then for any u ∈ F1loc(Στ ) s.t. Lgu = f , we have, for any s ∈ R,
u = Θσsu+ Γsf on {x  σs}. (66)
Moreover
Γsf =
∫ ∞
s
(γs1f)ds1. (67)
Remark — The integral in the r.h.s. of (67) makes sense as a distribution onM since, for
any ϕ ∈ C∞c (M), we can set 〈
∫∞
s
(γs1f)ds1, ϕ〉 =
∫∞
s
〈γs1f, ϕ〉ds1 =
∫ s
s
〈γs1f, ϕ〉ds1, where
s is s.t. suppϕ ⊂ {σs ≺ x ≺ σs} (s exists because lims→+∞ (infx∈σs τ(x)) = +∞).
Proof — The proof of (66) is easy: since σs is admissible, there exists some t ∈ R s.t.
Σt ≺ σs and thus [Γsf ]Σt = 0. Using arguments similar to the ones used in the proofs of
Theorem 3.1 or Lemma 3.1, one can deduce that EΓsf(σs) = 0, i.e. [Γsf ]σs = 0. Hence the
Cauchy data on σs of both sides of (66) coincide. Since these both sides are also solution
of the equation Lgϕ = f on {x  σs}, (66) follows by uniqueness of the solution.
To prove (67), fix s ∈ R and set v := ∫∞
s
(γs1f)ds1. We take any ϕ ∈ C∞c (M) and
compute ∫
M
(Lgv)ϕdvolg =
∫
M
vLgϕdvolg =
∫
M
(∫ ∞
s
(γs1f)ds1
)
Lgϕdvolg.
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By Fubini’s theorem∫
M
(Lgv)ϕdvolg =
∫ ∞
s
ds1
∫
M
(γs1f)Lgϕdvolg =
∫ ∞
s
ds1
∫
xσs1
(γs1f)Lgϕdvolg.
Using the identity ψLgϕ−ϕLgψ = ψgϕ−ϕgψ = ∇µ (gµν(ψ∂νϕ− ϕ∂νψ)) for ψ = γs1f
and Stokes’ theorem we find (taking into account the fact that ∂{x  σs1} = −σs1)∫
M
(Lgv)ϕdvolg =
∫ ∞
s
ds1
∫
xσs1
ϕLg(γs1f)dvolg
−
∫ ∞
s
ds1
∫
σs1
〈N, (γs1f)∇ϕ− ϕ∇(γs1f)〉gdµg
= 0 +
∫ ∞
s
ds1
∫
σs1
ϕ〈N,∇(γs1f)〉gdµg =
∫ ∞
s
ds1
∫
σs1
ϕλs1fdµg.
Hence using the definition of λs and viewing dµg as a n-form, we deduce that∫
M
(Lgv)ϕdvolg =
∫ ∞
s
ds1
∫
σ
〈N(Fs1),
∂F
∂s
(s1, ·)〉gF ∗s1(ϕfdµg)
=
∫ ∞
s
∫
σ
F ∗ (ϕf〈N, ·〉g ∧ dµg)
But since on σs1 , 〈N, ·〉g ∧ dµg = dvolg (again viewing dvolg as a (n+ 1)-form),∫
M
(Lgv)ϕdvolg =
∫ ∞
s
∫
σ
F ∗ (ϕfdvolg) =
∫
xσs
ϕfdvolg.
which proves Lgv = fYσs in the distribution sense. Since we have obviously v = 0, for
{x ≺ σs}, we deduce v = Γsf by uniqueness. Hence (67) follows. 
3.3 Formulation of the dynamics
We show here a result analogous to Theorem 24 for the nonlinear cubic Klein–Gordon
equation
gu+ u
3 = 0, (68)
on a 4-dimensional space-time M satisfying the hypotheses of Theorem 3.1, involving a
smooth family of admissible Cauchy hypersurfaces (σs)s∈R. We need technical assump-
tions on (σs)s∈R, namely:
∃C1 > 0, ∀s ∈ R, ∀x ∈ σs, |λs(x)| ≤ C1 (69)
and
∃C2 > 0, ∀s ∈ R, ∀u ∈ H1(σs), ‖u‖L6(σs) ≤ C2‖∇u‖L2. (70)
Note that (70) is the assumption that the Sobolev embedding H10 (R
3) ⊂ L6(R3) can be
extended on each 3-dimensional manifold σs uniformly in s. This is true if e.g. the Ricci
curvature of all σs is uniformly bounded from below and the volumes of all unit balls in
σs are uniformly bounded from below (see [22]).
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Theorem 3.2 Let (M, g) be a 4-dimensional pseudo-Riemannian manifold and τ, ρ ∈
C∞(M) satisfying (49)–(54). Let (σs)s∈R be a σ-family of admissible Cauchy hypersurfaces
which satisfies (69) and (70) and s.t. supsC(σs) < +∞. Consider the non autonomous
vector field V : R× E10 (Στ ) −→ E10 (Στ ) defined by V (s, ϕ) := Φσs(0, λsϕ3|σs).
Let I = [t1, t2] and J be intervals of R s.t. Σt1 ≺ σs ≺ Σt2 , ∀s ∈ J and u ∈ F1I (Στ ). If
u is a solution of (68), then Θσsu is a C1 function of s ∈ J and satisfies:
d(Θσsu)
ds
+ V (s,Θσsu) = 0, ∀s ∈ J. (71)
Proof — First note that V exists and is continuous because of Corollary 3.1 and of (69)
and (70), which imply in particular: ∀ϕ ∈ E10 (Στ ), ∀s ∈ R, λsϕ3|σs ∈ L2(σs). Second let
u ∈ F1I (Στ ) and assume that u is a solution of (68).
Step 1 — We show that [s 7−→ Θσsu] is continuous, i.e. ∀s ∈ J ,
lim
s′→s
(
sup
t∈I
E(Θσ
s′
u)−(Θσsu)(Σt)
1/2
)
= 0.
Since (Θσs′u)− (Θσsu) ∈ E10 (Σt), it suffices to prove lims′→sE(Θσs′ u)−(Θσsu)(σs′) = 0 and to
apply Corollary 3.1 with σs′. But actually [Θσs′u]σs′ = [u]σs′ so that E(Θσs′ u)−(Θσsu)(σs′) =
Eu−(Θσsu)(σs′). Now observe that [u − (Θσsu)]σs = 0 or equivalentely Eu−(Θσsu)(σs) = 0.
Thus in particular the result is straightforward in the case where u is smooth with compact
spatial support. The general case follows by proving the existence of a sequence of smooth
functions with compact spatial support which converges to u in the F1I (Στ ) topology. For
that purpose first approach −u3 by a sequence of smooth maps with compact spatial
support (fε)ε>0 in L
1(I, L2`(Στ )) and, for some Cauchy hypersurface Σ, approach [u]Σ
by a sequence (vε, wε)ε>0 of smooth maps with compact support in the H
1
m(Σ) × L2(Σ)
topology. For any ε > 0 consider the solution uε of Lguε = fε, with the Cauchy data
[uε]Σ = (vε, wε). Then uε is smooth with compact spatial support and converges to u in
F1I (Στ ), when ε→ 0, because of (55).
Step 2 — We use the generalized Duhamel formula. First by applying Lemma 3.1 to u
and for Σ̂ = σs, we deduce that s 7−→ ‖u|σs‖H10 is bounded. Hence again because of (69)
and (70), s 7−→ ‖λsu3|σs‖L2 is bounded. Thus we can apply Proposition 3.1. Then (66)
reads
u+ Γs(u
3) = Θσsu on {x  σs}.
Comparing this identity for two different value s1, s2 of s, we get
Θσs2u−Θσs1u = Γs2(u3)− Γs1(u3) on {x  σs1} ∩ {x  σs2}. (72)
However the r.h.s. of (72) can be written by using (67)
Γs2(u
3)− Γs1(u3) = −
∫ s2
s1
(γsu
3)ds.
Moreover, since (Θσsu)|σs = u|σs,
γsu
3 = Φσs(0, λsu
3) = V (s,Θσsu) on {x  σs}
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Hence (72) implies that the following identity holds on {x  σs1} ∩ {x  σs2}:
Θσs2u−Θσs1u+
∫ s2
s1
V (s,Θσsu)ds = 0. (73)
But since the l.h.s. of (73) is a solution of Lgϕ = 0 onM, (73) holds actually everywhere
on M, by uniqueness. From (73), the result of the first step and Corollary 3.1 we then
deduce easily (71). 
4 The space of analytic functions over a Banach space
4.1 Analytic functions over a Banach space
Recall that, if X and Y are Banach spaces and r ∈ (0,+∞), Fr(X,Y) is the space of
formal series f =
∑∞
p=0 f
(p) s.t. [f ](r) < +∞, where [f ](z) is given by (17). Note that
(Fr(X,Y), [ · ](r)) is a Banach space.
Beside the definition of [f ] given by (17), we also set, for k ∈ N,
[f ](k)(r) :=
dk
dzk
[f ](z)|z=r and F(k)r (X,Y) := {f ∈ Fr(X,Y)| [f ](k)(r) < +∞},
so that for instance [f ](1)(r) =
∑∞
p=1 p‖f (p)‖⊗rp−1. We set F∞(X,Y) := ∩r>0Fr(X,Y) and
Fpol(X,Y) := {f =
∑N
p=0 f
(p)| N ∈ N, f (p) ∈ Qp (X,Y)}. Note that we have the dense
inclusions
∀r, R ∈ (0,∞), s.t. r < R, ∀k, ` ∈ N s.t. k < `, Fpol ( F∞ ( FR ( F(`)r ( F(k)r ⊂ Fr.
Indeed if 0 < r < R and k ∈ N, we have: ∀f ∈ FR,
[f ](k)(r) ≤ Γ(k)(r, R) [f ](R), where Γ(k)(r, R) := 1
rk
sup
p≥k
p!
(p− k)!
( r
R
)p
< +∞. (74)
In the following we set Y = R and:
Definition 4.1 For any r0 ∈ (0,∞] and any k, ` ∈ N a continuous operator T from
F
(k)
(0,r0)
(X) to F
(`)
(0,r0)
(X) is a family (Tr)0<r<r0, s.t., for any r ∈ (0, r0), Tr : F
(k)
r (X) −→
F
(`)
r (X) is a continuous linear operator with norm ||Tr|| and s.t., ∀r, r′ ∈ (0, r0), if r < r′,
then the restriction of Tr to F
(k)
r′ (X) coincides with Tr′.
For simplicity we systematically denote each operator Tr by T in the following..
4.2 Analytic vector fields over X
Definition 4.2 Elements of Fr(X,X) are called analytic vector fields on X. For any
V ∈ Fr(X,X), we denote by V · the linear operator acting on Fr(X) defined by
∀f ∈ Fr(X), ∀ϕ ∈ BX(r), (V · f) (ϕ) = δfϕ(V (ϕ)),
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where, ∀ϕ ∈ BX(r), ∀ψ ∈ X,
δfϕ(ψ) := lim
ε→0
f(ϕ+ εψ)− f(ϕ)
ε
We then set [V ]· := [V ](z) d
dz
, a holomorphic vector field on BC(ρV ).
The previous definition was vague concerning the domain and the target of V ·. These
points are made more precise by the following result.
Lemma 4.1 For any V ∈ Fr(X,X), the operator V · is continuous from F(1)(0,r)(X) to
F(0,r)(X) and moreover:
∀ρ ∈ (0, r), ∀f ∈ F(1)ρ (X), [V · f ](ρ) ≤ [V ](ρ)[f ](1)(ρ) = ([V ] · [f ])(ρ). (75)
Proof — Consider ρ ∈ (0, r), assume momentaneously that f ∈ Fpol(X) and write f(ϕ) =∑N
p=0 f
(p)(ϕ⊗p). Then, ∀ϕ ∈ X such that ||ϕ||X ≤ r we know that V (ϕ) is well defined
and, using everywhere the convention p′ := p − 1 and, setting ϕ1 ⊗ · · · ⊗ ϕp = ϕ1 · · ·ϕp
for short,
(V · f)(ϕ) = δfϕ(V (ϕ)) =
N∑
p=1
pf (p)(V (ϕ)ϕ · · ·ϕ︸ ︷︷ ︸
p′
)
=
N∑
p=1
∞∑
q=0
pf (p)(V (q)(ϕ · · ·ϕ︸ ︷︷ ︸
q
)ϕ · · ·ϕ︸ ︷︷ ︸
p′
) =
∞∑
m=0
(V · f)(m)(ϕ · · ·ϕ︸ ︷︷ ︸
m
),
where we have set m = q + p− 1 = q + p′ and, ∀ϕ1, · · · , ϕm ∈ X,
(V ·f)(m)(ϕ1 · · ·ϕm) :=
sup(N,m+1)∑
p=1
1
m!
∑
σ∈Sm
pf (p)
(
V (m−p
′)(ϕσ(1) · · ·ϕσ(m−p′))ϕσ(m−p′+1) · · ·ϕσ(m)
)
.
Hence |(V · f)(m)(ϕ1 · · ·ϕm)| is less than or equal to (we set ‖ · ‖ = ‖ · ‖X for shortness):
sup(N,m+1)∑
p=1
1
m!
∑
σ∈Sm
p‖f (p)‖⊗
∥∥∥V (m−p′)(ϕσ(1) · · ·ϕσ(m−p′))∥∥∥ ||ϕσ(m−p′+1)|| · · · ||ϕσ(m)|| (76)
and since
∥∥V (m−p′)(ϕσ(1) · · ·ϕσ(m−p′))∥∥ ≤ ‖V (m−p′)‖⊗‖ϕσ(1)‖ · · · ‖ϕσ(m−p′)‖, we deduce from
the upper bound (76) that
|(V · f)(m)(ϕ1 · · ·ϕm)| ≤
sup(N,m+1)∑
p=1
1
m!
∑
σ∈Sm
p‖V (m−p′)‖⊗‖f (p)‖⊗||ϕσ(1)|| · · · ||ϕσ(m)||
=
sup(N,m+1)∑
p=1
p‖V (m−p′)‖⊗‖f (p)‖⊗||ϕ1|| · · · ||ϕm||.
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We thus deduce
‖(V · f)(m)‖⊗ ≤
sup(N,m+1)∑
p=1
p‖V (m−p′)‖⊗‖f (p)‖⊗. (77)
Hence, by letting q = m− p′,
[V · f ](r) =
∞∑
m=0
‖(V · f)(m)‖⊗rm ≤
∞∑
m=0
sup(N,m+1)∑
p=1
p‖V (m−p+1)‖⊗‖f (p)‖⊗rm
=
∞∑
q=0
N∑
p=1
‖V (q)‖⊗rqp‖f (p)‖⊗rp−1 = [V ](r)[f ](1)(r).
Thus we obtain (75) for f ∈ Fpol(X). It implies the result by using the density of Fpol(X)
in F(1)r (X). 
Note that we can extend (77) a posteriori to any f ∈ F(1)r (X) by density as soon as∑∞
q=0 ‖V (q)‖rq < +∞, thanks to (75). It gives us (still with the convention p′ = p− 1):
‖(V · f)(m)‖⊗ ≤
m∑
p=1
p‖V (m−p′)‖⊗‖f (p)‖⊗. (78)
This leads us to the following extension of Lemma 4.1.
Lemma 4.2 Let k ∈ N∗, r0 > 0 and V1, · · · , Vk ∈ Fr0(X,X). Then the linear operator
[f 7−→ Vk · · · ·V1 · ·f ] is continuous from F(k)(0,r0)(X) to F(0,r0)(X) and ∀r ∈ (0, r0),
∀f ∈ F(k)r , [Vk · · · ·V1 · f ](r) ≤ ([Vk] · · · · [V1] · [f ]) (r). (79)
Proof — For any a = 1, · · · , k we write Va =
∑∞
p=0 V
(p)
a , where ∀p ∈ N, V (p)a ∈ Qp(X,X).
For shortness we set X
(p)
a := ‖V (p)a ‖⊗, Xa(z) :=
∑
p≥0X
(p)
a zp and Xa· := Xa(z) ddz . We
recall that ∀f ∈ F, ∀ϕ ∈ X, (Va · f) (ϕ) = δfϕ(Va(ϕ)). In the following we assume first
that f ∈ Fpol. On the one hand we observe that, ∀p ∈ N,
‖(Vk · · · ·V1 · f)(p)‖⊗ ≤
p∑
p′
k
=0
pk∑
p′
k−1=0
· · ·
p2∑
p′1=0
pk · · · p1X(p−p
′
k
)
k X
(pk−p′k−1)
k−1 · · ·X(p2−p
′
1)
1 ‖f (p1)‖⊗,
(80)
where we systematically denote p′a := pa − 1. This can be proved by recursion on k, by
using (78). On the other hand the coefficients of the decomposition (Xk · · ·X1 · [f ])(z) =∑∞
p=0 (Xk · · ·X1 · [f ])(p) zp also satisfy similar relations, i.e.
(Xk · · ·X1 · [f ])(p) =
p∑
p′
k
=0
pk∑
p′
k−1=0
· · ·
p2∑
p′1=0
pk · · ·p1X(p−p
′
k
)
k X
(pk−p′k−1)
k−1 · · ·X(p2−p
′
1)
1 ‖f (p1)‖⊗,
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which can also be proved by a recursion based on the identity
Xa ·
( ∞∑
p=0
A(p)zp
)
=
∞∑
m=0
(
m∑
p′=0
pX(m−p
′)
a A
(p)
)
zm.
Hence the result follows easily from this identity and (80) holds for f ∈ Fpol(X). This can
hence be extended to all f ∈ F(k)r (X) for r ∈ (0, r0) by density. .
5 The time ordered exponential of operators
In this section we consider a Lebesgue measurable family (Vt·)t∈I of continuous operators
Vt· from F(1)(0,r0)(X) to F(0,r0)(X) and we consider the time ordered exponential
U t2t1 := T exp
∫ t2
t1
dτ(Vτ ·) :=
∞∑
k=0
(V ·)t2[k]t1
k!
, (81)
where (V ·)t2[0]t1 := 1End(F) and for k ≥ 1,
(V ·)t2[k]t1 := k!
∫
t1<τ1<···<τk<t2
(Vτk · · ·Vτ1 ·)dτ1 · · ·dτk, for t2 > t1 (82)
and
(V ·)t2[k]t1 := (−1)kk!
∫
t2<τk<···<τ1<t1
(Vτk · · ·Vτ1 ·)dτ1 · · · dτk, for t2 < t1. (83)
We remark that, for t2 > t1,
(V ·)t2[k]t1
k!
=
∫ t2
t1
dτk Vτk ·
(∫
t1<τ1<···<τk−1<τk
(Vτk−1 · · ·Vτ1 ·)dτ1 · · · dτk−1
)
=
∫ t2
t1
dτ Vτ ·(V ·)
τ [k−1]
t1
(k − 1)! .
Hence
U t2t1 = 1End(F) +
∫ t2
t1
dτ Vτ · U τt1 . (84)
A similar reasoning shows that (84) holds also for t2 < t1. As a consequence
U t2+ht1 − U t2t1 =
∫ t2+h
t1
dτ Vτ · U τt1 −
∫ t2
t1
dτ Vτ · U τt1 =
∫ t2+h
t2
dτ Vτ · U τt1 . (85)
5.1 Existence of U t2t1
In the following, for any vector field X on BC(r), we denote by (t, z) 7−→ e−tX(z) the map
which is equal to the solution γ of{
∂γ
∂t
(t, z) = −X(γ(t, z))
γ(0, z) = z.
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Theorem 5.1 Let r0 ∈ (0,+∞] and I ⊂ R be an interval. Let (Vt)t∈I be a normal family
of analytic vector fields in Fr0(X,X) and let X =
∑∞
k=0Xkz
k ∈ Fr0(R) s.t. ∀t ∈ I, ∀p ∈ N,
0 ≤ [V (p)t ] ≤ Xp. Assume that:
∀r ∈ (0, r0), ∀f ∈ F(1)r (X), [I 3 t 7−→ Vt · f ∈ Fr(X)] is measurable. (86)
Let R ∈ (0, r0). Then ∀t1, t2 ∈ I s.t. e−|t2−t1|X(R) exists and is positive, the op-
erator U t2t1 := T exp
(∫ t2
t1
dτVτ ·
)
defined by (81) is a bounded operator from FR(X) to
Fe−|t2−t1|X(R)(X) with a norm less than 1 i.e.
∀t ∈ [t1, t2], ∀f ∈ FR(X), [U t2t1 f ](e−|t2−t1|X(R)) ≤ [f ](R). (87)
Moreover for any R s.t. R < R < r0 and f ∈ FR(X), the map t 7−→ U tt1f is locally
Lipschitz continuous from [t1, t2] to Fe−|t2−t1|X(R)(X).
Proof of theorem 5.1 — W.l.g. we assume throughout the proof that t1 = 0 < T = t2 and
study U t0 for 0 < t ≤ T . The proof is divided in several steps which follow.
Step 1 — For r ∈ (0, r0), k ∈ N, f ∈ F(X) and t ∈ I we estimate the norm in Fr(X) of
(V ·)t[k]0 f . For t ∈ [0, T ], we start from Expression (82) for (V ·)t[k]0 f and we use Lemma
4.2 with Va· = Vτa ·. This gives us
[(V ·)t[k]0 f ](r) ≤ k!
∫
0<τ1<···<τk<t
[Vτk · · ·Vτ1 · f ](r)dτ1 · · · dτk
≤ k!
∫
0<τ1<···<τk<t
([Vτk] · · · [Vτ1] · [f ])(r)dτ1 · · · dτk
≤ k!
∫
0<τ1<···<τk<t
(X·)k[f ](r)dτ1 · · · dτk,
which implies, by using k!
∫
0<τ1<···<τk<t dτ1 · · · dτk = tk:
[(V ·)t[k]0 f ](r) ≤ tk(X·)k[f ](r). (88)
Hence we see how to derive a sufficient condition for the series U t0f =
∑∞
k=0
1
k!
(V ·)t[k]0 f to
be convergent in some space Fr: it suffices to find some r which satisfies
∞∑
k=0
tk
k!
(X·)k[f ](r) < +∞. (89)
Then this implies by (88) that
∑∞
k=0
1
k!
[(V ·)t[k]0 f ](r) < +∞ and hence the existence of U t0f .
Step 2 — We show that, if R ∈ (0, r0), T > 0 and e−TX(R) > 0, condition (89) is satisfied
with t = T and r = e−TX(R). Actually we will show that
∀f ∈ F(X),
∞∑
k=0
T k
k!
((X·)k[f ]) (e−TX(R)) = [f ](R). (90)
For that purpose we use the following lemma, the proof of which is given below. In the
following, for t, r > 0, we set BC(r) := {z ∈ C| |z| ≤ r}.
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Lemma 5.1 Let X : BC(r0) 7−→ C be an holomorphic vector field different from 0.
Assume that
X(z) =
∞∑
k=0
Xkz
k, where Xk ≥ 0, ∀k ∈ N.
Let ρ ∈ (0, r0) and T > 0 such that eTX(ρ) exists. Then the flow map
BC(T )× BC(ρ) −→ C
(τ, z) 7−→ eτX(z)
is well defined and holomorphic and in particular
∀(τ, z) ∈ BC(T )× BC(ρ), |eτX(z)| ≤ e|τ |X(|z|) ≤ eTX(ρ). (91)
Consider any R ∈ (0, r0), 0 < t ≤ T s.t. e−tX(R) > 0: then etX
(
e−tX(R)
)
exists since
it is nothing but R. Hence we can apply Lemma 5.1 with ρ = e−TX(R). It implies in
particular that, for any holomorphic function H on BC(R) = BC(e
TX(ρ)), the map
BC(T )×BC(e−TX(R)) −→ C
(τ, z) 7−→ H (eτX(z))
is well defined and is analytic. Hence the following expansion holds:
∀(τ, z) ∈ BC(T )×BC(e−TX(R)), H
(
eτX(z)
)
=
∞∑
k=0
dkH
(
esX(z)
)
(ds)k
∣∣∣∣∣
s=0
τk
k!
, (92)
the series on the r.h.s. being absolutely convergent for any τ ∈ BC(T ). However because
of the identity
(
d
ds
)k [
H
(
esX(z)
)]
= ((X·)kH)(esX(z)), which can be proved by recursion
over k, we deduce from (92) that
∀(τ, z) ∈ BC(T )×BC(e−TX(R)), H
(
eτX(z)
)
=
∞∑
k=0
((X·)kH)(z)τ
k
k!
.
By specializing this relation to (τ, z) = (T, e−TX(R)) we deduce that the power series∑∞
k=0
T k
k!
((X·)kh)(e−TX(R)) is absolutely convergent and satisfies the identity
H(R) =
∞∑
k=0
T k
k!
(
(X·)kH) (e−TX(R)). (93)
Hence by using (93) with H(z) = [f ](z) we obtain (90). This shows that the series
T exp
(∫ T
0
dτVτ ·
)
f converges in Fe−TX(R)(X). Moreover we deduce using (88) and (90)
the following estimate:[
T exp
(∫ T
0
dτVτ ·
)
f
]
(e−TX(R)) ≤
∞∑
k=0
1
k!
[
(V ·)T [k]0 f
] (
e−TX(R)
) ≤ [f ](R). (94)
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Lastly we remark that hypothesis e−TX(R) > 0 obviously implies e−tX(R) > 0, ∀t ∈ [0, T ]
so that Conclusion (94) holds also if we replace T by t ∈ [0, T ]. This implies (87).
Step 3 — Let us prove the local Lipschitz continuity of t 7−→ U t0f , for f ∈ FR(X), where
R < R < r0. Let t ∈ [0, T ] and h ∈ R s.t. t + h ∈ [0, T ]. Then it follows from (85) and
(75) that
[(U t+h0 − U t0)f ]
(
e−TX(R)
) ≤ ∫ t+h
t
dτ [Vτ · U τ0 f ]
(
e−TX(R)
)
≤ |h|X (e−TX(R)) sup
t<τ<t+h
[U τ0 f ]
(1) (e−TX(R)) .
However by observing that e−tX(R) < e−tX(R) because R < R we deduce from (74)
that [g](1)
(
e−TX(R)
) ≤ Γ(1)(R,R) [g] (e−TX(R)), ∀g ∈ Fe−TX(R)(X). Applying this for
g = U τ0 f ,
[(U t+h0 − U t0)f ]
(
e−TX(R)
) ≤ |h|X (e−TX(R))Γ(1)(R,R) sup
t<τ<t+h
[U τ0 f ]
(
e−TX(R)
)
and by using (87) with R instead of R:
[(U t+h0 − U t0)f ]
(
e−TX(R)
) ≤ |h|X (e−TX(R))Γ(1)(R,R) [f ] (R) .

Proof of lemma 5.1 — We first show that (τ, z) 7−→ eτX(z) is defined and satisfies (91)
over BC(T )×BC(ρ). Fix some z ∈ BC(ρ) and τ ∈ BC(T ). Then ∃ε0 > 0 s.t. ∀ε ∈ (0, ε0],
|z| ≤ ρ− ε and |τ | ≤ Tε := T
1 + ε
.
We also let λ ∈ S1 ⊂ C such that τ = |τ |λ, where 0 < |τ | ≤ Tε. We introduce the
notations: 
fε(t) := e
t(1+ε)X(|z|+ ε) ∀t ∈ [0, Tε]
γ(t) := etλX(z) ∀t ∈ [0, t)
g(t) := |γ(t)| ∀t ∈ [0, t)
where t is the positive maximal existence time for γ. Note that fε is defined on [0, Tε]
because of the assumption that eTX(R) exists. Our first task is to show that the set:
Aε := {t ∈ [0, Tε] ∩ [0, t)| g(t)− fε(t) ≥ 0}
is actually empty. Let us prove it by contradiction and assume that Aε 6= ∅. Then there
exists t0 := inf Aε. Note that g(0)−fε(0) = −ε < 0, hence we deduce from the continuity
of g − fε that t0 6= 0 and g(t0) = fε(t0). Moreover since fε(0) = ε and fε is increasing
because X(r) > 0 for r > 0 we certainly have g(t0) = fε(t0) > 0. We now observe that
∀z ∈ C∗, 〈λX(z), z〉|z| =
〈
λ
∞∑
k=0
Xkz
k,
z
|z|
〉
≤
∞∑
k=0
Xk|z|k = X(|z|).
34
Hence for all t ≥ 0 s.t. g(t) 6= 0,
g′(t) =
〈λX(γ(t)), γ(t)〉
|γ(t)| ≤ X(|γ(t)|) = X(g(t))
and hence in particular, since g(t0) 6= 0,
g′(t0) ≤ X(g(t0)) = X(fε(t0)) = f
′
ε(t0)
1 + ε
< f ′ε(t0).
Thus since f ′ε− g′ is continuous ∃t1 ∈ (0, t0) s.t. ∀t ∈ [t1, t0], f ′ε(t)− g′(t) ≥ 0. Integrating
this inequality over [t1, t0] we obtain
g(t1)− fε(t1) = (fε(t0)− g(t0))− (fε(t1)− g(t1)) =
∫ t0
t1
(f ′ε(t)− g′(t)) dt ≥ 0,
i.e. t1 ∈ Aε, a contradiction.
Hence Aε = ∅. Note that this implies automatically that t > Tε. Indeed if we had t ≤ Tε
this would imply that g is not bounded in [0, t) ⊂ [0, Tε], but since fε is bounded on [0, Tε]
we could then find some time t ∈ [0, t) s.t. g(t) ≥ fε(t), which would contradict the fact
that Aε = ∅. Thus we deduce that ∀t ∈ [0, Tε], g(t) < fε(t), i.e.
∀t ∈ [0, Tε], |eλtX(z)| < e(1+ε)tX(|z| + ε).
In other words for all τ = λt ∈ BC(T ) and all z ∈ BC(ρ) we found that ∀ε ∈ (0, ε0],
|eτX(z)| ≤ e(1+ε)|τ |X(|z|+ ε). Letting ε goes to 0, we deduce the estimate (91) for (τ, z) ∈
BC(T )×BC(ρ). Lastly this estimate forbids the flow to blow up on BC(T )×BC(ρ). Hence
the result and (91) can be extended to this domain by continuity. 
6 Proof of the Main Theorem
We first prove the following strengthening of Theorem 5.1 (with stronger hypotheses).
Theorem 6.1 Let r0 ∈ (0,+∞] and I ⊂ R be an interval. Let (Vt)t∈I be a normal family
of analytic vector fields in Fr0(X,X) and let X =
∑∞
k=0Xkz
k ∈ Fr0(R) s.t. ∀t ∈ I, ∀p ∈ N,
0 ≤ [V (p)t ] ≤ Xp. Assume that:
I × BX(r0) 3 (t, ϕ) 7−→ Vt(ϕ) ∈ X is continuous. (95)
Let R,R ∈ R s.t. 0 < R < R < r0. Let f ∈ FR(X). Let t1, t2 ∈ I s.t. e−|t2−t1|X(R) > 0
and let ϕ ∈ C1([t1, t2],X) s.t. ‖ϕ(t)‖X ≤ e−|t−t1|X(R), ∀t ∈ [t1, t2]. Then the map
[t1, t2] −→ X
t 7−→ (U tt1f) (ϕ(t))
is C1 and satisfies
d
dt
(
(U tt1f)(ϕ(t))
)
= (Vt · U tt1f)(ϕ(t)) + δ(U tt1f)ϕ(t)
(
dϕ(t)
dt
)
. (96)
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Proof — W.l.g. we assume t1 = 0 < T = t2. Let f ∈ FR(X) and, for t ∈ [0, T ], set
ft := U
t
0f . By Theorem 5.1 we know that ft ∈ Fe−tX(R)(X), ∀t ∈ [0, T ]. We first show
that, ∀t ∈ [0, T ], (τ, ϕ) 7−→ (Vτ · fτ )(ϕ) is continuous on [0, t] × BX(0, e−tX(R)). For
that purpose, for τ, τ + σ ∈ [0, t] and ϕ, ψ ∈ BX(0, e−tX(R)) we evaluate the difference
(Vτ+σ · fτ+σ)(ψ)− (Vτ · fτ )(ϕ). We split this quantity as the sum of three terms:
(Vτ+σ · fτ+σ)(ψ)− (Vτ · fτ )(ϕ) = δ(fτ+σ)ψ(Vτ+σ(ψ))− δ(fτ )ϕ(Vτ (ϕ)) = ∆1 +∆2 +∆3,
where
∆1 := δ(fτ+σ)ψ(Vτ+σ(ψ)− Vτ (ϕ))
∆2 := (δ(fτ+σ)ψ − δ(fτ+σ)ϕ) (Vτ (ϕ))
∆3 := δ(fτ+σ − fτ )ϕ(Vτ (ϕ)).
To evaluate ∆1 and ∆3 we will use the following inequality (for all r > 0):
∀g ∈ F(1)r (X), ∀ϕ ∈ BX(r), ∀Z ∈ X, |δgϕ(Z)| ≤ [Z ·g] (‖ϕ‖X) = ‖Z‖X[g](1) (‖ϕ‖X) , (97)
which follows by applying Lemma 4.1, (75) with V being the constant vector field [ϕ 7−→
Z].
We note that (97), ‖ψ‖X < e−tX(R) and Inequality (74) imply
|∆1| ≤ ‖Vτ+σ(ψ)− Vτ (ϕ)‖X[fτ+σ](1) (‖ψ‖X)
≤ ‖Vτ+σ(ψ)− Vτ (ϕ)‖XΓ(1)(e−tX(R), e−tX(R))[fτ+σ](e−tX(R))
and hence ∆1 converges to 0 as σ → 0 and ‖ψ−ϕ‖X → 0 because of (95). We decompose
and split ∆2:
∆2 :=
∞∑
p=0
pf
(p)
τ+σ(Vτ (ϕ)ψ · · ·ψ︸ ︷︷ ︸
p−1
)− pf (p)τ+σ(Vτ (ϕ)ϕ · · ·ϕ︸ ︷︷ ︸
p−1
)
=
∞∑
p=0
p
p−1∑
j=1
f
(p)
τ+σ(Vτ(ϕ)ψ · · ·ψ︸ ︷︷ ︸
j−1
(ψ − ϕ)ϕ · · ·ϕ︸ ︷︷ ︸
p−1−j
)
We deduce that, by setting M := sup(‖ϕ‖X, ‖ψ‖X),
|∆2| ≤ ‖Vτ (ϕ)‖X‖ψ − ϕ‖X
∞∑
p=0
p(p− 1)‖f (p)τ+σ‖⊗Mp−2 = ‖Vτ (ϕ)‖X‖ψ − ϕ‖X[fτ+σ](2) (M) .
Hence by using M ≤ e−tX(R) < e−tX((R+R)/2) and Inequality (74), we deduce that ∆2
tends to 0 when ‖ψ − ϕ‖ → 0. Lastly using again (97) we have
|∆3| ≤ ‖Vτ (ϕ)‖X[fτ+σ − fτ ](1) (‖ϕ‖X) ,
which implies also that ∆3 tends to 0 when σ → 0 by applying Theorem 5.1 with (R+R)/2
in place of R (since (R+R)/2 < R and f ∈ FR the map τ 7−→ fτ is continuous from [0, t]
to F
e−tX(R+R
2
)
(X) and hence to F
(1)
e−tX(R)
(X) by Inequality (74)).
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Hence we conclude that (Vτ+σ · fτ+σ)(ψ)− (Vτ · fτ )(ϕ) converges to 0 when σ → 0 and
‖ψ − ϕ‖ → 0, which proves the continuity of (τ, ϕ) 7−→ (Vτ · fτ )(ϕ).
An easy consequence is that the r.h.s. of (96) is continuous. Thus it suffices to prove
(96) in order to conclude. Let h 6= 0, then using (85):
1
h
[ft+h(ϕ(t+ h))− ft(ϕ(t))] = 1
h
[ft+h(ϕ(t+ h))− ft(ϕ(t+ h))] + 1
h
[ft(ϕ(t+ h))− ft(ϕ(t))]
=
1
h
∫ t+h
t
dτ(Vτ · fτ )(ϕ(t+ h)) + 1
h
(ft(ϕ(t+ h))− ft(ϕ(t)))
(98)
When h → 0 the first term in the r.h.s. of (98) converges to (Vt · ft)(ϕ(t)) because
of the continuity of (τ, ϕ) 7−→ (Vτ · fτ )(ϕ). The second term in the r.h.s. of (98)
converges to δ(ft)ϕ(t)
(
dϕ(t)
dt
)
because of (30). Hence the r.h.s. of (98) converges to
(Vt · ft)(ϕ(t)) + δ(ft)ϕ(t)
(
dϕ(t)
dt
)
when h→ 0, which proves (96). 
Proof of the Theorem 0.2 — On a flat space-time with a general real analytic nonlinearity
we first use Proposition 2.1 which provides us with a normal family of analytic vector
fields (Vt)t∈I satisfying (95) and using Theorem 2.1 we obtain a C1 map ϕ(t) = Θtu which
satisfies (24). We can thus apply Theorem 6.1 to these data and deduce:
d
dt
(
(U tt1f)(Θtu)
)
= (Vt · U tt1f)(Θtu) + δ(U tt1f)ϕ(t) (−Vt(Θtu)) = 0.
Hence the results follows.
A similar result holds for the Klein–Gordon gu+u
3 = 0 on a 4-dimensional hyperbolic
pseudo-Riemannian manifold, by using Theorem 3.2 and Theorem 6.1. 
7 Comparison with quantum field theory
The space F shares some analogies with the Fock spaces used by physicists in the quantum
field theory. In the following we set N := dimE, we let (e1, · · · , eN) be a basis of E and
we use the affine coordinates E 3 w 7−→ wi ∈ R, for i = 1, · · · , N , in this basis. First
assume that s > n/2, so that Es0 embedds continuously in continuous functions. Then
for all x ∈ M and i = 1, · · · , N we define the continuous linear map φi(x) : Es0 −→ R
(equivalentely φi(x) ∈ (Es0)∗ ⊂ F) by
φi(x) : Es0 −→ R
ϕ 7−→ ϕi(x).
If s is arbitrary we define φi as a distribution on M, with values in (Es0)∗ ⊂ F by
φi : C∞c (M) −→ (Es0)∗
f 7−→ [∫M f(x)φi(x)dx : ϕ 7−→ ∫M f(x)ϕi(x)dx]
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Similarly we define ∂φ
i
∂xµ
as a distribution with values in (Es0)∗. More generally, assuming
that s is s.t. we can make sense ofN(ϕ, ∂ϕ), we define the F-valued distribution N(φ, ∂φ).
Note that the constant functional 1 equal to 1 on Es0 plays a role analogous to the vacuum.
As an algebra of functions (on Es0) F acts linearly on itself by multiplication: to each
g ∈ F we associate the multiplication linear operator [f 7−→ gf ] ∈ End(F). This de-
fines a natural embedding F ↪→ End(F) and all previous F-valued distributions φi, ∂φi
∂xµ
,
N i(φ, ∂φ) can also be viewed as End(F)-valued distributions.
Another important type of End(F)-valued distribution is:
φ+i : C∞c (M) −→ End(F)
f 7−→
[∫
M f(y)φ
+
i (y)dy : f 7−→ δf∫M f(y)Gyeidy
]
.
Here, in the case where M = M is a flat space-time, Gy is defined by: ∀x, y ∈ M ,
Gy(x) := G(x − y), where G is the distribution defined in (22). In the case where M
is a curved globally hyperbolic space-time and if L = g, Gy is defined in Section 3.2,
i.e. is the solution of gGy + m
2Gy = 0 with the Cauchy conditions Gy|σ = 0 and
〈N,∇Gy〉g|σ = δy, for any Cauchy hypersurface σ which contains y. In both case it may
be useful to set G(x, y) := Gx(y).
Hence for any f ∈ C∞c (M),
∫
M
f(y)φ+i (y)dy is the analytic first order operator as-
sociated with the constant vector field equal to
∫
M
f(y)Gyeidy ∈ Es0 everywhere. Intu-
itively one may think that the notation φ+i (y) would represent the first order operator
f 7−→ δfGyei associated with the constant vector field Gyei, if Gyei would be in Es0 (but it
does not here if s > n/2).
This language allows us to express the operator Vt· of our Main Theorem as:
Vt· :=
∫
Rn
d~y N i(φ, ∂φ)(t, ~y)φ+i (t, ~y) =
∫
y0=t
d~y N i(φ, ∂φ)(y)φ+i (y),
where we assume a summation over the repeated index i. The expression (6) can be
written as U t2t1 (Θt2u), where
U t2t1 = T exp
∫ t2
t1
dy0
∫
Rn
d~y N i(φ, ∂φ)(y)φ+i (y).
We can then recover an expansion of this integral with terms analogous by using Wick’s
theorem with the commutation rules[
φi(x),φj(y)
]
=
[
φ+i (x),φ
+
j (y)
]
= 0,
[
φ+i (x),φ
j(y)
]
= Gji (x, y) = G
j
ix(y),
where Gji := (e
j , Gei) (here (e
1, · · · , eN) is the dual basis of (e1, · · · , eN)). In other words
the φ+i (x)’s play the role of annihilation operators and the φ
i(x)’s play the role of creation
operators.
As an example, we consider solutions u of the scalar equation gu + u
3 = 0 on a
4-dimensional space-time (M, g) (see Section 3) and we are given a smooth family of
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admissible Cauchy hypersurfaces (σs)s∈R which, for simplicity, we assume to be the level
sets σs = τ
−1(s) of a temporal function τ ∈ C∞c (M). We let V (s, ϕ) := Φσs(0, λsϕ3|σs) be
the associated family of vector fields. We can express it more intuitively by setting
Vs =
∫
σs
dµg(y)λs(y)φ(y)
3Gy, so that Vs(ϕ) =
∫
σs
dµg(y)λs(y)ϕ(y)
3Gy.
Then the corresponding first order operator reads
Vs· =
∫
σs
dµg(y)λs(y)φ(y)
3φ+(y) =
∫
σs
dyφ(y)3φ+(y),
where we introduced the shorter notation dy := dµg(y)λs(y). Let f ∈ (Es0)∗ be linear,
of the form f =
∫
M dvolg(x)α(x)φ(x) (or equivalentely f(ϕ) =
∫
M dvolg(x)α(x)ϕ(x),∀ϕ ∈ Es0), where α ∈ C∞c (M). Then
Vs · f =
∫
M
dvolg(x)α(x)
∫
σs
dyGy(x)φ(y)
3
and, writing dvolg(x) ' dx for short,
Vs2 · (Vs1 · f) = 3
∫
M
α(x)dx
∫
σs2
dy2
∫
σs1
dy1Gy1(x)Gy2(y1)φ(y2)
3φ(y1)
2.
We thus deduce the first terms in the expansion of U t2t1 f (relating the Cauchy data σt1
and σt2).
U t2t1 f = f +
∫ t2
t1
dsVs · f +
∫ t2
t1
ds2
∫ s2
t1
ds1Vs2 · (Vs1 · f) + · · ·
=
∫
M
α(x)dxφ(x) +
∫ t2
t1
ds
∫
M
α(x)dx
∫
σs
dyGy(x)φ(y)
3
+3
∫ t2
t1
ds2
∫ s2
t1
ds1
∫
M
α(x)dx
∫
σs2
dy2
∫
σs1
dy1Gy1(x)Gy2(y1)φ(y2)
3φ(y1)
2 + · · ·
Using dsdy = dsdµg(y)λs(y) = dvolg(y) ' dy and setting
∫ σt2
σt1
dy =
∫
t1<τ(y)<t2
dy,
U t2t1 f =
∫
M
α(x)dxφ(x) +
∫
M
α(x)dx
∫ σt2
σt1
dy Gy(x)φ(y)
3
+3
∫
M
α(x)dx
∫ σt2
σt1
dy2
∫ στ(y2)
σt1
dy1Gy1(x)Gy2(y1)φ(y2)
3φ(y1)
2 + · · · .
Now apply Theorem 0.2: for any solution u of gu + u
3 = 0 and for ‖u‖ and |t2 − t1|
sufficiently small, we have f(Θt1u) = (U
t2
t1 f)(Θt2u). Hence assuming for simplicity that u
is continuous, f = φ(x) for some x ∈M and t1 > t2, we get
Θt1u(x) = Θt2u(x)−
∫ σt1
σt2
dy Gy(x)(Θt2u(y))
3
+3
∫ σt1
σt2
dy2
∫ σt1
στ(y2)
dy1Gy1(x)Gy2(y1)(Θt2u(y2))
3(Θt2u(y1))
2 + · · ·
(99)
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Each term of the form Θtu(x) (marked by a line with a bold foot on the diagram below)
reads:
Θtu(x) =
∫
σt
dµg(y) (〈N,∇Gx〉g(y)u(y)−Gx(y)〈N,∇u〉g(y)) .
Identity (99) (for e.g. t2 < t1 ≤ x0) is pictured by the following diagram representation
where Feynman rules are used (see [21]). Note that if x0 = t1, the l.h.s. of (99) is nothing
= − y1
y1
+3
xxxx
t1
t2 t2
t1 t1
t2
t1
t2
+ · · ·y2
but u(x).
8 A list of examples
Klein–Gordon equations
The Main Theorem can be applied to all nonlinear Klein–Gordon equations of the type
u + m2 + N(u) = 0, where u is a (real-valued) scalar field and N is a real analytic
function (e.g. any polynomial or trigonometric function) for s > n/2. However as already
stressed in Remark 2.1 this result extends straightforwardly to the case s = 1 ≤ n/2, if
N is a polynomial of degree less than or equal to n/n− 2.
Schro¨dinger equations
Our result can be applied only in the case where n = 1, for any real analytic nonlinear
function N , i.e. to the equation i∂0u + (∂1)
2u +N(u) = 0 and for s > 1/2, since Hs(R)
is then an algebra and because of the continuous embedding Hs(R) ↪→ L2(R).
Wave maps
We consider for instance wave maps into the unit sphere Sk ⊂ Rk+1 (but we may replace
Sk by any Riemannian manifold which admits a real analytic isometric embedding in
some Euclidean space). We set Hs(Rn, Sk) := {v ∈ Hs(Rn,Rk+1); v(x) ∈ Sk a.e.}. Wave
maps are maps u ∈ C0(R, Hs(Rn, Sk)) ∩ C1(R, Hs−1(Rn,Rk+1)), which are weak solutions
of the system:
u+ (|∂0u|2 − |~∂u|2)u = 0.
We note that the nonlinearity N(u, ∂u) = (|∂0u|2 − |~∂u|2)u is quadratic in ∂u and hence
does not satisfy (20). Thus our result applies with s > n/2 + 1.
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The Dirac–Maxwell system
Set n = 4, gµν := diag(1,−1,−1,−1) = gµν and consider 4×4 Dirac matrices γ0, γ1, γ2, γ3
satisfying the Clifford algebra condition γµγν + γνγµ = 2gµν. We agree to sum over any
repeated index. The Dirac operator is ∂/ = γµ∂µ, acting on functions ψ : R
4 −→ C4. The
Dirac–Maxwell system can be written{
i∂/ψ −mψ = eγµψAµ
∂νF
νµ = eψγµψ,
(100)
where A = Aµdx
µ is a gauge connection for the electromagnetic field, Fµν := ∂µAν−∂νAµ
is the electromagnetic field and F µν := gµλgνσFλσ. If we further assume the Lorentz
gauge condition ∂µA
µ = 0, where Aµ := gµνAν , then ∂νF
νµ = Aµ, so that (100) can be
written: {
i∂/ψ −mψ − eγµψAµ = 0
Aµ − eψγµψ = 0, (101)
i.e. has the form (19). Our result can hence be applied if we assume that A ∈ C0(R, Hs(R3, (R4)∗)∩
C1(R, Hs−1(R3, (R4)∗) and ψ ∈ C0(R, Hs(R3,C4)∩C1(R, Hs−1(R3,C4), for s > 3/2. Note
that the Lorentz gauge can be achieved by starting from any arbitrary gauge connection
A˜µ by setting Aµ = A˜µ − ∂µϕ, where ϕ(x) =
∫ x0
0
dy0
∫
R3
d~yG(x − y)(∂µA˜µ)(y) (so that
ϕ = ∂µA˜
µ).
The pure Yang–Mills equation
Given a finite dimensional semi-simple Lie algebra g, the Yang–Mills equation for a con-
nection A : R× Rn −→ g reads:
∂ν (∂
νAµ − ∂µAν + [Aν , Aµ]) + [Aν , ∂νAµ − ∂µAν + [Aν , Aµ]] = 0, (102)
where we use the same convention on repeated indices as in the previous paragraph.
Assuming again that the Lorentz gauge condition ∂µA
µ = 0 is satisfied (which, in this
nonlinear case, is harder to achieve than for electromagnetism), then the higher order
term is simply ∂ν (∂
νAµ − ∂µAν) = Aµ. Then (102) has the form
Aµ + [Aν , [A
ν , Aµ]]︸ ︷︷ ︸
cubic in A
+ ∂ν ([A
ν , Aµ]) + [Aν , ∂
νAµ − ∂µAν ]︸ ︷︷ ︸
linear in ∂A, linear in A
= 0 (103)
and hence satisfies Hypothesis (20). Thus Theorems 0.1 and 0.2 can be applied to solutions
of (103) if s > n/2 > s− r, i.e., since n = 3 and r = 1, if 3/2 < s < 5/2.
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