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Abstract
Ensembles over neural network weights trained from different random initialization,
known as deep ensembles, achieve state-of-the-art accuracy and calibration. The
recently introduced batch ensembles provide a drop-in replacement that is more
parameter efficient. In this paper, we design ensembles not only over weights,
but over hyperparameters to improve the state of the art in both settings. For
best performance independent of budget, we propose hyper-deep ensembles, a
simple procedure that involves a random search over different hyperparameters,
themselves stratified across multiple random initializations. Its strong performance
highlights the benefit of combining models with both weight and hyperparameter
diversity. We further propose a parameter efficient version, hyper-batch ensembles,
which builds on the layer structure of batch ensembles and self-tuning networks.
The computational and memory costs of our method are notably lower than typical
ensembles. On image classification tasks, with MLP, LeNet, and Wide ResNet 28-
10 architectures, our methodology improves upon both deep and batch ensembles.
1 Introduction
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Figure 1: Comparison of our hyper-deep
ensemble with deep ensemble for different
ensemble sizes using a Wide ResNet 28-10
over CIFAR-100. Combining models with
different hyperparameters is beneficial.
Neural networks are well-suited to form ensembles of
models [26]. Indeed, neural networks trained from
different random initialization can lead to equally well-
performing models that are nonetheless diverse in that
they make complementary errors on held-out data [26].
This property is explained by the multi-modal nature of
their loss landscape [21] and the randomness induced
by both their initialization and the stochastic methods
commonly used to train them [6, 31, 7].
Many mechanisms have been proposed to further foster
diversity in ensembles of neural networks, e.g., based
on cyclical learning rates [29] or Bayesian analysis [15].
In this paper, we focus on exploiting the diversity in-
duced by combining neural networks defined by dif-
ferent hyperparameters. This concept is already well-
established [11] and the auto-ML community actively
applies it [18, 52, 43, 38]. We build upon this research
with the following two complementary goals.
First, for performance independent of computational and memory budget, we seek to improve upon
deep ensembles [35], the current state-of-the-art ensembling method in terms of robustness and
uncertainty quantification [51, 24]. To this end, we develop a simple stratification scheme which
combines random search and the greedy selection of hyperparameters from [11] with the benefit
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of multiple random initializations per hyperparameter like in deep ensembles. Figure 1 illustrates
our algorithm for a Wide ResNet 28-10 where it leads to substantial improvements, highlighting the
benefits of combining different initialization and hyperparameters.
Second, we seek to improve upon batch ensembles [56], the current state-of-the-art in efficient ensem-
bles. To this end, we propose a parameterization combining that of [56] and self-tuning networks [42],
which enables both weight and hyperparameter diversity. Our approach is a drop-in replacement that
outperforms batch ensembles and does not need a separate tuning of the hyperparameters.
1.1 Related work
Ensembles over neural network weights. Combining the outputs of several neural networks to
improve their single performance has a long history, e.g., [39, 26, 22, 34, 46, 13]. Since the quality
of an ensemble hinges on the diversity of its members [26], many mechanisms were developed
to generate diverse ensemble members. For instance, cyclical learning-rate schedules can explore
several local minima [29, 62] where ensemble members can be snapshot. Other examples are MC
dropout [20] or the random initialization itself, possibly combined with the bootstrap [37, 35]. More
generally, Bayesian neural networks can be seen as ensembles with members being weighted by the
(approximated) posterior distribution over the parameters [28, 41, 45, 5, 57, 58].
Hyperparameter ensembles. Hyperparameter-tuning methods [17] typically produce a pool of
models from which ensembles can be constructed post hoc, e.g., [52]. This idea has been made
systematic as part of auto-sklearn [18] and successfully exploited in several other contexts,
e.g., [16] and specifically for neural networks [43]. In particular, the greedy ensemble construction
from [11] (and later variations thereof [10]) was shown to work best among other algorithms, either
more expensive or more prone to overfitting. To the best of our knowledge, such ensembles based on
hyperparameters have not been studied in the light of predictive uncertainty. Moreover, we are not
aware of existing methods to efficiently build such ensembles, similarly to what batch ensembles do
for deep ensembles. Finally, recent research in Bayesian optimization has also focused on directly
optimizing the performance of the ensemble while tuning the hyperparameters [38].
Concurrent to our paper, [61] have investigated the construction of neural network ensembles
within the context of neural architecture search, showing improved robustness for predictions with
distributional shift. One of their proposed methods, NES-RS, shares similarities with our hyper-deep
ensembles (see Section 3), also relying on both random search and [11] to form ensembles, but
do not stratify over different initializations. Furthermore, [61] do not explore a parameter- and
computationally-efficient method (see Section 4).
Efficient hyperparameter tuning & best-response function. Some hyperparameters of a neural
network, e.g., its L2 regularization parameter(s), can be optimized by estimating the best-response
function [23], i.e., the mapping from the hyperparameters to the parameters of the neural networks
solving the problem at hand [9]. Learning this mapping is an instance of learning an hypernetwork [48,
49, 25] and falls within the scope of bilevel optimization problems [12]. Because of the daunting
complexity of this mapping, [40, 42] proposed scalable local approximations of the best-response
function. Similar methodology was also employed for style transfer and image compression [2, 14].
The self-tuning networks from [42] are an important building block of our approach wherein we
extend their setting to the case of an ensemble over different hyperparameters.
1.2 Contributions
We examine two regimes to exploit hyperparameter diversity: (a) ensemble performance independent
of budget and (b) ensemble performance seeking parameter efficiency, where, respectively, deep and
batch ensembles [35, 56] are state-of-the-art. We propose one ensemble method for each regime:
(a) Hyper-deep ensembles. We define a greedy algorithm to form ensembles of neural networks
exploiting two sources of diversity: varied hyperparameters and random initialization. By stratifying
models with respect to the latter, our algorithm subsumes deep ensembles that we outperform in our
experiments. Our approach is a simple, strong baseline that we hope will be used in future research.
(b) Hyper-batch ensembles. We efficiently construct ensembles of neural networks defined over
different hyperparameters. Both the ensemble members and their hyperparameters are learned end-
to-end in a single training procedure, directly maximizing the ensemble performance. Our approach
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outperforms batch ensembles and generalizes the layer structure of [42] and [56], while keeping their
original memory compactness and efficient minibatching for parallel training and prediction.
We illustrate the benefits of our two ensemble methods on image classification tasks, with multi-layer
perceptron, LeNet, and Wide ResNet 28-10 architectures, in terms of both predictive performance
and uncertainty.
2 Background
We introduce notation and background required to define our approach. Consider an i.i.d. classification
setting with data D = {(xn, yn)}Nn=1 where xn ∈ Rd is the feature vector corresponding to the n-th
example and yn its class label. We seek to learn a classifier in the form of a neural network fθ where
all its parameters (weights and bias terms) are summarized in θ ∈ Rp. In addition to its primary
parameters θ, the model fθ will also depend on m hyperparameters that we refer to as λ ∈ Rm. For
instance, an entry in λ could correspond to the dropout rate of a given layer in fθ.
Equipped with some loss function `, e.g., the cross entropy, and some regularization term Ω(·,λ),
e.g., the squared L2 norm with a strength defined by an entry of λ, we are interested in
θˆ(λ) ∈ arg min
θ∈Rp
E(x,y)∈D
[L(x, y,θ,λ)] with L(x, y,θ,λ) = `(fθ(x,λ), y) + Ω(θ,λ), (1)
where E(x,y)∈D[·] stands for the expectation with a uniform distribution over D. As we shall see
in Section 5, the loss ` = `λ can also depend on λ, for instance to control a label smoothing
parameter [54]. In general, λ is chosen based on some held-out evaluation metric by grid search,
random search [4] or more sophisticated hyperparameter-tuning methods [17].
2.1 Deep ensembles and batch ensembles
Deep ensembles [35] are a simple ensembling method where neural networks with different random
initialization are combined. Deep ensembles lead to remarkable predictive performance and robust
uncertainty estimates [51, 24]. Given some hyperparameters λ0, a deep ensemble of size K amounts
to solving K times (1) with random initialization and aggregating the outputs of {fθˆk(λ0)(·,λ0)}Kk=1.
Batch ensembles [56] are a state-of-the-art efficient alternative to deep ensembles, preserving their
performance while reducing their computational and memory burden. To simplify the presentation,
we focus on the example of a dense layer in fθ , with weight matrix W ∈ Rr×s where r and s denote
the input and output dimensions of the layer respectively.
A deep ensemble of size K needs to train, predict with, and store K weight matrices {Wk}Kk=1.
Instead, batch ensembles consider a single matrix W ∈ Rr×s together with two sets of auxiliary
vectors [r1, . . . , rK ] ∈ Rr×K and [s1, . . . , sK ] ∈ Rs×K such that the role of Wk is played by
W ◦ (rks>k ) for each k ∈ {1, . . . ,K}, (2)
where we denote by ◦ the element-wise product (which we will broadcast row-wise or column-wise
depending on the shapes at play). Not only does (2) lead to a memory saving, but it also allows for
efficient minibatching, where each datapoint may use a different ensemble member. Given a batch of
inputs X ∈ Rb×r, the predictions for the k-th member equal X[W ◦ (rks>k )] = [(X ◦ r>k )W] ◦ s>k .
By properly tiling the batch X, the K members can thus predict in parallel in one forward pass [56].
2.2 Self-tuning networks
Hyperparameter tuning typically involves multiple runs of the training procedure. One efficient
alternative [40, 42] is to approximate the best-response function, i.e., the mapping from λ to optimal
parameters θˆ(λ). The local approximation of [42] captures the changes of λ by scaling and shifting
the hidden units of fθ , which requires in turn extra parameters θ′ ∈ Rp′ , summarized in Θ = {θ,θ′}.
[42] call the resulting approach self-tuning network since fΘ tunes online its own hyperparameters λ.
In the sequel, λ will be continuous such as dropout rates, L2 penalties and label smoothing.
Example of the dense layer. We illustrate the choice and role of θ′ in the example of a dense layer
(the convolutional layer is similar to [47]; see details in [42]). The weight matrix W ∈ Rr×s and bias
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Figure 2: LEFT: Pictorial view of deep ensemble (“column”) and fixed init hyper ensemble (“row”)
for models fθ(·,λ) with parameters θ and hyperparameters λ. Our new method hyper-deep ensemble
can search in the whole “block”, exploiting both initialization and hyperparameter diversity. RIGHT:
Example of the optimization path of hyper-batch ensemble for an entry of the hyperparameters λ
(the L2 parameter of an MLP over CIFAR-100) with its upper/lower bounds (shaded regions). The
lower/upper bounds of the three members converge to a diverse set of hyperparameters.
b ∈ Rs of a dense layer are defined as (with ∆ and δ of the same shapes as W and b respectively),
W(λ) = W + ∆ ◦ e(λ)> and b(λ) = b + δ ◦ e′(λ), (3)
where e(λ) ∈ Rs and e′(λ) ∈ Rs are real-valued embeddings of λ. In [42], the embedding is linear,
i.e., e(λ) = Cλ and e′(λ) = C′λ. In this example, we have original parameters θ = {W,b} as
well as the additional parameters θ′ = {∆, δ,C,C′}.
Training objective. Since θ′ captures changes in θ induced by changes in λ, [40, 42] replace the
typical objective (1), defined for a single value of λ, with an expected objective [40, 42, 14],
min
Θ∈Rp+p′
Eλ∼p(λ),(x,y)∈D
[L(x, y,Θ,λ)], (4)
where p(λ) denotes some distribution over the hyperparameters λ. When p is kept fixed during the
optimization of (4), the authors of [40] observed that θˆ(λ) is not well approximated and proposed
instead to use a distribution pt(λ) = p(λ|ξt) varying with the iteration t. In our work we choose
p(·|ξt) to be a log-uniform distribution with ξt containing the bounds of the ranges of λ (see
Section 4). The key benefit from (4) is that a single (though, more costly) training gives access to a
mapping λ 7→ fΘˆ(·,λ) which approximates the behavior of fΘˆ for hyperparameters in the support
of p(λ).
Alternating optimization. The procedure followed by [42] consists in alternating between training
and tuning steps. First, the training step performs a stochastic gradient update of Θ in (4), jointly
sampling λ ∼ p(λ|ξt) and (x, y) ∈ D. Second, the tuning step makes a stochastic gradient update
of ξt by minimizing some validation objective (e.g., the cross entropy):
min
ξt
Eλ∼p(λ|ξt),(x,y)∈Dval
[
`val(fΘ(x,λ), y)
]
. (5)
In (5), derivatives are taken through samples λ ∼ p(λ|ξt) by applying the reparametrization trick [32].
To prevent p(λ|ξt) from collapsing to a degenerate distribution, and inspired by variational inference,
the authors of [42] add an entropy regularization termH[·] controlled by τ ≥ 0 so that (5) becomes
min
ξt
Eλ∼p(λ|ξt),(x,y)∈Dval
[
`val(fΘ(x,λ), y)− τH[p(λ|ξt)]
]
. (6)
3 Hyper-deep ensembles
Figure 2-(left) visualizes different models fθ(·,λ) according to their hyperparameters λ along the
x-axis and their initialization θinit. on the y-axis. In this view, a deep ensemble corresponds to a
“column” where models with different random initialization are combined together, for a fixed λ. On
the other hand, a “row” corresponds to the combination of models with different hyperparameters.
Such a “row” typically stems from the application of some hyperparameter-tuning techniques [17].
4
Fixed initialization hyper ensembles. Given the simplicity, broad applicability, and performance
of the greedy algorithm from [11]—e.g., in auto-ML settings [18], we use it as our canonical
procedure to generate a “row”, i.e., an ensemble of neural networks with fixed parameter initialization
and various hyperparameters. We refer to it as fixed init hyper ensemble. For completeness, we recall
the procedure from [11] in Appendix A (Algorithm 2, named hyper_ens). Given an input set of
models (e.g., from random search), hyper_ens greedily grows an ensemble until some target size K
is met by selecting with replacement the model with the best improvement of some score, e.g., the
validation log-likelihood.
Our goal is two-fold: (a) we want to demonstrate the complementarity of random initialization and
hyperparameters as sources of diversity in the ensemble, and (b) design a simple algorithmic scheme
that exploits both sources of diversity while encompassing the construction of deep ensembles as a
subcase. We defer to Section 5 the study of (a) and next focus on (b).
Hyper-deep ensembles. We proceed in three main steps, as summarized in Algorithm 1. In lines
1-2, we first generate one “row” according to hyper_ens based on the results of random search [4]
as input. We then tile and stratify that “row” by training the models for different random initialization
(see lines 4-7). The resulting set of models is illustrated in Figure 2-(left). In line 10, we finally
re-apply hyper_ens on that stratified set of models to extract an ensemble that can exploit the two
sources of diversity. By design, a deep ensemble is one possible outcome of this procedure—one
“column”—and so is the ensemble construction from [11]—one “row”.
Algorithm 1: hyper_deep_ens(K,m)
1 M0 = {fθj (·,λj)}mj=1←− rand_search(m);
2 E0 ←− hyper_ens(M0, K) and Estrat. = { };
3 foreach fθ(·,λ) ∈ E0.unique() do
4 foreach k ∈ {1, . . . ,K} do
5 θ′ ←− random initialization;
6 fθk(·,λ)←− train fθ′(·,λ);
7 Estrat. = Estrat. ∪ { fθk(·,λ)};
8 end
9 end
10 return hyper_ens(Estrat., K);
In lines 1-2, we could directly set E0 to M0, which
would imply to train O(mK) models in lines 4-7. The
first call to hyper_ens in line 10 reduces this complex-
ity to O(K2) instead, with K  m. The choice of
random search worked well and robustly in our exper-
iments but can be extended to other hyperparameter
techniques. We shall see in Section 5 that even with
standard hyperparameters, e.g., dropout or L2 parame-
ters, Algorithm 1 can lead to substantial improvements
over deep ensembles. In Appendix C.7.4, we conduct
an ablation to show that the good performance of Algo-
rithm 1 is not due to the only stratification (lines 4-7) but also hinges on hyper_ens.
4 Hyper-batch ensembles
This section presents our efficient approach to construct ensembles over different hyperparameters.
4.1 Composing the layer structures of batch ensembles and self-tuning networks
The core idea lies in the composition of the layers used by batch ensembles [56] for ensembling
parameters and self-tuning networks [42] for parameterizing the layer as an explicit function of
hyperparameters. The composition preserves complementary features from both approaches.
We continue the example of the dense layer from Section 2.1-Section 2.2. The convolutional layer is
described in Appendix B.1. Assuming an ensemble of size K, we have for k ∈ {1, . . . ,K}
Wk(λk) = W ◦ (rks>k ) + [∆ ◦ (ukv>k )] ◦ e(λk)> and bk(λk) = bk + δk ◦ e′(λk), (7)
where the rk’s (respectively, uk’s) inRr and sk’s (respectively, vk’s) inRs are vectors which diversify
the shared matrix W (respectively, ∆) in Rr×s; and the bk’s in Rs and δk’s in Rs are the bias terms
for each of the K ensemble members. We comment on some important properties of (7):
• As noted by [56], formulation (2) includes a set of rank-1 factors which diversify individual
ensemble member weights. In (7), the rank-1 factors rks>k and ukv
>
k capture this weight
diversity for each respective term.
• As noted by [42], formulation (3) captures local hyperparameter variations in the vicinity of
some λ. The term [∆ ◦ (ukv>k )] ◦ e(λk)> in (7) extends this behavior to the vicinity of the
K hyperparameters {λ1, . . . ,λK} indexing the K ensemble members.
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• Equation (7) maintains the compactness of the original layers of [42, 56] with a resulting
memory footprint about twice as large as [56] and equivalent to [42] up to the rank-1 factors.
• Given K hyperparameters {λ1, . . . ,λK} and a batch of inputs X ∈ Rb×r, the structure
of (7) preserves the efficient minibatching of [56]. If 1b is the vector of ones in Rb, we can
tile X, 1bλ>k and 1be(λk)
>, enabling all K members to predict in a single forward pass.
• From an implementation perspective, (7) enables direct reuse of existing code, e.g.,
DenseBatchEnsemble and Conv2DBatchEnsemble from [55].
4.2 Objective function: from single model to ensemble
We first need to slightly overload the notation from Section 2.2 and we write fΘ(x,λk) to denote
the prediction for the input x of the k-th ensemble member indexed by λk. In Θ, we pack all the
parameters of f , as those described in the example of the dense layer in Section 4.1. In particular,
predicting with λk is understood as using the corresponding parameters {Wk(λk),bk(λk)} in (7).
Training and validation objectives. We want the ensemble members to account for a diverse
combination of hyperparameters. As a result, each ensemble member is assigned its own distribution
of hyperparameters, which we write pt(λk) = p(λk|ξk,t) for k ∈ {1, . . . ,K}. Along the line of (4),
we consider an expected training objective which now simultaneously operates over ΛK = {λk}Kk=1
min
Θ
EΛK∼qt,(x,y)∈D
[
L(x, y,Θ,ΛK)
]
with qt
(
ΛK
)
= q(ΛK |{ξk,t}Kk=1) =
K∏
k=1
pt(λk) (8)
and where L, compared with (1), is extended to handle the ensemble predictions
L(x, y,Θ,ΛK) = `
({fΘ(x,λk)}Kk=1, y)+ Ω(Θ, {λk}Kk=1).
For example, the loss ` can be the ensemble cross entropy or the average ensemble-member cross
entropy (in our experiments, we will use the latter as recent results suggests it often generalizes better
[15]). The introduction of one distribution pt per ensemble member also affects the validation step of
the alternating optimization, in particular we adapt (6) to become
min
{ξk,t}Kk=1
EΛK∼qt,(x,y)∈Dval
[
`val({fΘ(x,λk)}Kk=1, y)− τH
[
qt
(
ΛK
)]]
. (9)
Note that the extensions (8)-(9) with K = 1 fall back to the standard formulation of [42]. In our
experiments, we take Ω to be L2 regularizers applied to the parameters Wk(λk) and bk(λk) of each
ensemble member. In Appendix B.2, we show how to efficiently vectorize the computation of Ω
across the ensemble members and mini-batches of {λk}Kk=1 sampled from qt, as required by (8).
Definition of pt. In the experiments of Section 5, we will manipulate hyperparameters λ that
are positive and bounded (e.g., a dropout rate). For each ensemble member with hyperparameters
λk ∈ Rm, we thus define its distribution pt(λk) = p(λk|ξk,t) to be m independent log-uniform
distributions (one per dimension in λk), which is a standard choice for hyperparameter tuning,
e.g., [3, 4, 43]. With this choice, ξk,t contains 2m parameters, namely the bounds of the ranges of
the m distributions. Similar to [42], at prediction time, we take λk to be equal to the means λmeank of
the distributions pt(λk). In Appendix B.3, we provide additional details about pt.
The validation steps (6) and (9) seek to optimize the bounds of the ranges. More specifically, the loss
`val favors compact ranges around a good hyperparameter value whereas the entropy term encourages
wide ranges, as traded off by τ . We provide an example of the optimization trajectory of λ and its
range in Figure 2-(right), where λ corresponds to the mean of the log-uniform distribution.
5 Experiments
Throughout the experiments, we use both metrics that depend on the predictive uncertainty—negative
log-likelihood (NLL) and expected calibration error (ECE) [44]—and metrics that do not, e.g.,
the classification accuracy. The supplementary material also reports Brier score [8] (for which
we typically observed a strong correlation with NLL). Moreover, as diversity metric, we take the
predictive disagreement of the ensemble members normalized by (1-accuracy), as used in [19].
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Table 1: Comparison over CIFAR-100 and Fashion MNIST with MLP and LeNet models. We
report means ± standard errors (over the 3 random seeds and pooled over the 2 tuning settings).
“single” stands for the best between rand search and Bayes opt. “fixed init ens” is a shorthand
for fixed init hyper ens, i.e., a “row” in Figure 2-(left). We separately compare the efficient
methods (3 rightmost columns) and we mark in bold the best results (within one standard error). Our
two methods hyper-deep/hyper-batch ensembles improve upon deep/batch ensembles respectively.
single (1) fixed init ens (3) hyper-deep ens (3) deep ens (3) batch ens (3) STN (1) hyper-batch ens (3)
cifar100
(mlp)
nll ↓ 2.977 ± 0.006 2.937 ± 0.011 2.909 ± 0.002 2.925 ± 0.001 3.339 ± 0.012 3.026 ± 0.007 2.979 ± 0.004
acc ↑ 0.277 ± 0.001 0.289 ± 0.002 0.294 ± 0.001 0.292 ± 0.001 0.250 ± 0.001 0.269 ± 0.002 0.280 ± 0.001
ece ↓ 0.030 ± 0.005 0.020 ± 0.004 0.022 ± 0.004 0.026 ± 0.002 0.054 ± 0.001 0.030 ± 0.003 0.029 ± 0.001
cifar100
(lenet)
nll ↓ 2.371 ± 0.073 2.239 ± 0.057 2.059 ± 0.002 2.101 ± 0.006 2.432 ± 0.019 2.325 ± 0.020 2.280 ± 0.018
acc ↑ 0.419 ± 0.008 0.444 ± 0.001 0.468 ± 0.001 0.458 ± 0.003 0.425 ± 0.004 0.417 ± 0.003 0.431 ± 0.004
ece ↓ 0.074 ± 0.022 0.042 ± 0.017 0.036 ± 0.002 0.066 ± 0.003 0.098 ± 0.002 0.033 ± 0.009 0.055 ± 0.003
fmnist
(mlp)
nll ↓ 0.330 ± 0.004 0.311 ± 0.003 0.305 ± 0.001 0.310 ± 0.001 0.380 ± 0.005 0.315 ± 0.004 0.309 ± 0.001
acc ↑ 0.889 ± 0.001 0.894 ± 0.001 0.895 ± 0.001 0.893 ± 0.001 0.885 ± 0.001 0.890 ± 0.002 0.892 ± 0.001
ece ↓ 0.014 ± 0.004 0.018 ± 0.001 0.018 ± 0.001 0.013 ± 0.001 0.029 ± 0.004 0.017 ± 0.002 0.016 ± 0.001
fmnist
(lenet)
nll ↓ 0.240 ± 0.007 0.220 ± 0.004 0.212 ± 0.001 0.218 ± 0.002 0.218 ± 0.002 0.225 ± 0.002 0.212 ± 0.001
acc ↑ 0.918 ± 0.001 0.925 ± 0.001 0.927 ± 0.001 0.923 ± 0.001 0.927 ± 0.001 0.920 ± 0.001 0.924 ± 0.001
ece ↓ 0.019 ± 0.005 0.016 ± 0.004 0.018 ± 0.001 0.015 ± 0.001 0.020 ± 0.000 0.015 ± 0.001 0.009 ± 0.001
5.1 Multi-layer perceptron and LeNet on Fashion MNIST & CIFAR-100
To validate our approaches and run numerous ablation studies, we first focus on small-scale models,
namely MLP and LeNet [36], over CIFAR-100 [33] and Fashion MNIST [59]. For both models, we
add a dropout layer [53] before their last layer. For each pair of dataset/model type, we consider two
tuning settings involving the dropout rate and different L2 regularizers defined with varied granularity,
e.g., layerwise. Appendix C.1 gives all the details about the training, tuning and dataset definitions.
Baselines. We compare our methods, hyper-deep ens: hyper-deep ensemble of Section 3 and
hyper-batch ens: hyper-batch ensemble of Section 4, to rand search: the best single model after
50 trials of random search [4], Bayes opt: the best single model after 50 trials of Bayesian optimiza-
tion [50], deep ens: deep ensemble [35] using the best hyperparameters found by random search,
batch ens: batch ensemble [56], STN: self-tuning networks [42], and fixed init hyper ens:
defined in Section 3. The supplementary material details how we tune the hyperparameters specific
to batch ens, STN and hyper-batch ens (see Appendix C.2, Appendix C.3 and Appendix C.4
and further ablations about e in Appendix C.5 and τ in Appendix C.6). Note that batch ens
needs the tuning of its own hyperparameters and those of the MLP/LeNet models, while STN and
hyper-batch ens are automatically tuned.
We highlight below the key conclusions from Table 1 with single models and ensemble of sizes 3.
The same conclusions can also be drawn for the ensemble of size 5 (see Appendix C.7.1).
Ensembles benefit from both weight and hyperparameter diversity. With the pictorial
view of Figure 2 in mind, deep ens, i.e., a “column”, tends to perform better than
fixed init hyper ens, i.e., a “row”. Moreover, those two approaches (as well as the other meth-
ods of the benchmark) are significantly outperformed by our stratified procedure hyper-deep ens,
demonstrating the benefit of combining hyperparameter and initialization diversity. In Appendix C.7.2,
we study more specifically the diversity and we show that hyper-deep ens has indeed more diverse
predictions than deep ens.
Efficient ensembles benefit from both weight and hyperparameter diversity. Among the effi-
cient approaches (the 3 rightmost columns of Table 1), hyper-batch ens performs best. It improves
upon both STN and batch ens as it builds on both methods. In line with [42], STN typically matches
or improves upon rand search and Bayes opt. As explained in Section 4.1, hyper-batch ens
has however twice the number of parameters of batch ens. In Appendix C.7.3, we thus compare
with a “deep ensemble of two batch ensembles” (i.e., resulting in twice as many members as for
hyper-batch ens). In that case, hyper-batch ens also either improves upon or matches the
performance of the combination of two batch ens.
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Table 2: Performance of a Wide ResNet-28-10 model on CIFAR-10/100. We separately compare the
efficient methods (2 rightmost columns) and we mark in bold the best results (within one standard
error). Our two methods hyper-deep/hyper-batch ensembles improve upon deep/batch ensembles.
single (1) deep ens (4) hyper-deep ens (4) batch ens (4) hyper-batch ens (4)
cifar100
nll ↓ 0.811 ± 0.026 0.678 ± 0.013 0.636 ± 0.013 0.740 ± 0.009 0.718 ± 0.010
acc ↑ 0.801 ± 0.004 0.819 ± 0.001 0.831 ± 0.001 0.815 ± 0.001 0.821 ± 0.001
ece ↓ 0.062 ± 0.001 0.021 ± 0.002 0.021 ± 0.002 0.056 ± 0.003 0.046 ± 0.003
div ↑ – 0.954 ± 0.002 1.142 ± 0.001 0.661 ± 0.014 0.743 ± 0.005
cifar10
nll ↓ 0.152 ± 0.009 0.108 ± 0.005 0.108 ± 0.004 0.143 ± 0.001 0.145 ± 0.003
acc ↑ 0.961 ± 0.001 0.968 ± 0.000 0.969 ± 0.000 0.962 ± 0.001 0.964 ± 0.001
ece ↓ 0.023 ± 0.005 0.007 ± 0.003 0.008 ± 0.002 0.021 ± 0.001 0.019 ± 0.002
div ↑ – 0.982 ± 0.002 1.087 ± 0.002 0.444 ± 0.003 0.510 ± 0.004
5.2 Wide ResNet-28-10 on CIFAR-10 & CIFAR-100
We evaluate our approach in a large-scale setting with a Wide ResNet 28-10 model [60] as it is a
simple architecture with competitive performance on image classification tasks. We consider six
different L2 regularization hyperparameters (one for each block of the ResNet) and a label smoothing
hyperparameter. We show results on CIFAR-10, CIFAR-100 and corruptions on CIFAR-10 [27, 51].
Details about the experiment settings can be found in Appendix D.
CIFAR-10/100. We compare hyper-deep ens with a single model (tuned as next explained)
and deep ens of varying ensemble sizes. Our hyper-deep ens is constructed based on 100 trials
of random search while deep ens and single take the best hyperparameter configuration found by
the random search procedure. Figure 1 displays the results on CIFAR-100 along with the standard
errors and shows that throughout the ensemble sizes, there is a substantial performance improvement
of hyper-deep ensembles over deep ensembles. The results for CIFAR-10 are shown in Appendix D
where hyper-deep ens leads to consistent but smaller improvements, e.g., in terms of NLL.
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Figure 3: Calibration on CIFAR-10 corruptions. Each box
shows the quartiles summarizing the results across all types
of skew while the error bars indicate the min and max across
different skew types.
In the next experiment, we fix
the ensemble size to four and
compare the performance of
hyper-batch ens with the direct
competing method batch ens, as
well as with hyper-deep ens, deep
ens and single. The results are
reported in Table 2. On CIFAR-100,
hyper-batch ens outperforms
batch ens on all metrics by a
substantial margin. For instance, in
terms of accuracy, it improves upon
hyper-batch ens by 0.6 percentage
points, being even slightly better than
deep ens.1 Moreover, the members
of hyper-batch ens make more
diverse predictions than those of batch ens. On CIFAR-10 hyper-batch ens also achieves a
consistent improvement, though less pronounced (see bottom part of Table 2).
Training time and memory cost. Both in terms of the number of parameters and training time,
hyper-batch ens is about twice as costly as batch ens. For CIFAR-100, hyper-batch ens takes
2.16 minutes/epoch and batch ens 1.10 minute/epoch. More details are available in Appendix D.5.
Calibration on out of distribution data. We measure the calibrated prediction on corrupted
datasets, which is a type of out-of-distribution examples. We consider the recently published dataset
1[15] report an accuracy of 82.7% for deep ens in a similar setting. The gap may be due to a more
thorough tuning of the hyperparameters. Note that the results for hyper-deep ens are based on the same
random search that led to the 81.9% reported here; a better tuning of the hyperparameters would also benefit to
hyper-deep ens.
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by [27], which consists of over 30 types of corruptions to the images of CIFAR-10. A similar
benchmark can be found in [51]. On Figure 3, we find that all ensembles methods improve upon the
single model. The mean accuracies are similar for all ensemble methods, whereas hyper-batch ens
shows more robustness than batch ens as it typically leads to smaller worst values (see bottom
whiskers in Figure 3). Plots for calibration error and NLL can be found in Appendix D.4.
6 Discussion
We envision several promising directions for future research.
Towards more compact parametrization. In this work, we have used the layers from [42] that
lead to a 2x increase in memory compared with standard layers. In lieu of (3), low-rank parametriza-
tions, e.g., W +
∑h
j=1 ej(λ)gjh
>
j , would be appealing to reduce the memory footprint of self-
tuning networks and hyper-batch ensembles. We formally show in Appendix E that this family of
parametrizations is well motivated in the case of shallow models where they enjoy good approximation
guarantees.
Architecture diversity. Our proposed hyperparameter ensembles provide diversity with respect to
hyperparameters related to regularization and optimization. We would like to go further in ensembling
very different functions in the search space, such as network width, depth, and the choice of residual
block. Doing so connects to older work on Bayesian marginalization over structures [30, 1]. More
broadly, we can wonder what other types of diversity matter to endow deep learning models with
better uncertainty estimates?
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Supplementary Material:
Hyperparameter Ensembles for Robustness and Uncertainty Quantification
A Further details about fixed init hyper ensembles and hyper-deep
ensembles
We recall the procedure from [11] in Algorithm 2. In words, given a pre-defined set of modelsM
(e.g., the outcome of random search), we greedily grow an ensemble, until some target size K is met,
by selecting with replacement the model leading to the best improvement of some score S such as
the validation negative log-likelihood.
Algorithm 2: hyper_ens(M, K) # Caruana et al. [11]
1 ensemble E = { }, score S(·), Sbest = +∞;
2 while |E .unique()| ≤ K do
3 fθ? = arg minfθ∈M S(E ∪ {fθ});
4 if S(E ∪ {fθ?}) < Sbest then
5 E = E ∪ {fθ?}, Sbest = S(E);
6 else
7 return E ;
8 end
9 end
10 return E ;
B Further details about hyper-batch ensemble
B.1 The structure of the convolutional layer
We detail the structure of the (two-dimensional) convolutional layer of hyper-batch ensemble in the
case of K ensemble members. Similar to the dense layer presented in Section 4.1, the convolutional
layer is obtained by composing the layer of batch ensemble [56] and that of self-tuning networks [42].
Let us denote by K ∈ Rl×l×cin×cout and bk ∈ Rcout the convolution kernel and the k-th member-
specific bias term, with l the kernel size, cin the number of input channels and cout the number of
output channels (also referred to as the number of filters).
For k ∈ {1, . . . ,K}, let us consider the following auxiliary vectors rk,uk ∈ Rcin and sk,vk ∈ Rcout .
For ∆ of the same shape as K and the embedding e(λk) ∈ Rcout , we have
Kk(λk) = K ◦ (rks>k ) + [∆ ◦ (ukv>k )] ◦ e(λk)> (10)
where the rank-1 factors are understood to be broadcast along the first two dimensions. Similar, for
the bias terms, we have
bk(λk) = bk + δk ◦ e′(λk) (11)
with δk, e′(λk) of the same shape as bk.
Given the form of (10) and (11), we can observe that the conclusions drawn for the dense layer
in Section 4.1 also hold for the convolutional layer.
B.2 Efficient computation of the L2 regularizer
We recall that each ensemble member manipulates its own hyperparameters λk ∈ Rm and, as
required by the training procedure in (8), those hyperparameters are sampled as part of the stochastic
optimization.
We focus on the example of a given dense layer, with weight matrix Wk(λk) and bias term bk(λk),
as exposed in Section 4.1.
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Let us consider a minibatch of size b for the K ensemble members, i.e., {λk,i}Kk=1 for i ∈ {1, . . . , b}.
Moreover, let us introduce the scalar νk,i that is equal to the entry in λk,i containing the value of the
L2 penalty for the particular dense layer under study.2
With that notation, we concentrate on the efficient computation (especially the vectorization with
respect to the minibatch dimension) of
1
bK
b∑
i=1
K∑
k=1
νk,i‖Wk(λk,i)‖2, (12)
the case of the bias term following along the same lines. From Section 4.1 we have
Wk(λk,i) = W ◦ (rks>k ) + [∆ ◦ (ukv>k )] ◦ e(λk,i)> = Wk + ∆k ◦ e>k,i
which we have simplified by introducing a few additional shorthands. Let us further introduce
〈νk〉 = 1
b
b∑
i=1
νk,i and 〈νkek〉 = 1
b
b∑
i=1
νk,iek,i and 〈νke2k〉 =
1
b
b∑
i=1
νk,i(ek,i ◦ ek,i).
We then develop ‖Wk(λk,i)‖2 into ‖Wk‖2 + 2W>k (∆k ◦ e>k,i) + ‖∆k ◦ e>k,i‖2 and plug the
decomposition into (12), with ∆2k = ∆k ◦∆k, leading to
1
K
K∑
k=1
{
〈νk〉‖Wk‖2 + 2W>k (∆k ◦ 〈νkek〉>) +
∑
a,b
(∆2k)a,b〈νke2k〉b
}
for which all the remaining operations can be efficiently broadcast.
B.3 Details about the choice of the distributions pt
We discuss in this section additional details about the choice of the distributions over the hyperparam-
eters pt(λk) = p(λk|ξk,t).
In the experiments of Section 5, we manipulate hyperparameters λk’s that are positive and bounded
(e.g., a dropout rate). To simplify the exposition, let us focus momentarily on a single ensemble
member (K = 1). Let us further consider such a positive, bounded one-dimensional hyperparameter
λ ∈ [a, b], with 0 < a < b, and define φ(t) = (b− a) sigmoid(t) + a, with φ−1 its inverse. In that
setting, [42] propose to use for pt(λ) = p(λ|ξt) the following distribution:
λ|ξt ∼ φ
(
φ−1(λt) + ε
)
with ε ∼ N (0, σt) and ξt = {σt, λt}. (13)
In preliminary experiments we carried out, we encountered issues with (13), e.g., λ consistently
pushed to its lower bound a during the optimization.
We have therefore departed from (13) and have focused instead on a simple log-uniform distribution,
which is a standard choice for hyperparameter tuning, e.g., [3, 4, 43]. Its probability density function
is given by
p(λ|ξt) = 1/(λ log(b/a)) with ξt = {a, b},
while its entropy equals H[p(λ|ξt)] = 0.5(log(a) + log(b)) + log(log(b/a)). The mean of the
distribution is given by (b− a)/(log(b)− log(a)) and is used to make predictions.
To summarize, and going back to the setting with K ensemble members and m-dimensional λk’s,
the optimization of {ξk,t}Kk=1 in the validation step involves 2mK parameters, i.e., the lower/upper
bounds for each hyperparameter and for each ensemble member (in practice, K ≈ 5 andm ≈ 5−10).
C Further details about the MLP and LeNet experiments
We provide in this section additional material about the experiments based on MLP and LeNet.
2The precise relationship between νk,i and λk,i depends on the implementation details and on how the
hyperparameters of the problem, e.g., the dropout rates or L2 penalties, are stored in the vector λk,i.
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C.1 MLP and LeNet archtectures and experimental settings
The architectures of the models are:
• MLP: The multi-layer perceptron is composed of 2 hidden layers with 200 units each. The
activation function is ReLU. Moreover a dropout layer is added before the last layer.
• LeNet [36]: This convolutional neural network is composed of a first conv2D layer (32
filters) with a max-pooling operation followed by a second conv2D layer (64 filters) with a
max-pooling operation and finally followed by two dense layers (512 and number-of-classes
units). The activation function is ReLU everywhere. Moreover, we add a dropout layer
before the last dense layer.
As briefly discussed in the main paper, in the first tuning setting (i), there are two L2 regularization
parameters for those models: one for all the weight matrices and one for all the bias terms of the
conv2D/dense layers; in the second tuning setting (ii), the L2 regularization parameters are further
split on a per-layer basis (i.e., a total of 3× 2 = 6 and 4× 2 = 8 L2 regularization parameters for
MLP and LeNet respectively).
The ranges for the dropout and L2 parameters are [10−3, 0.9] and [10−3, 103] across all settings
(i)-(ii), models and datasets (CIFAR-100 and Fashion MNIST).
We take the official train/test splits of the two datasets, and we further subdivide (80%/20%) the
train split into actual train/validation sets. We use everywhere Adam [32] with learning rate 10−4, a
batchsize of 256 and 200 (resp. 500) training epochs for LeNet (resp. MLP). We tune all methods to
minimize the validation NLL. All the experiments are repeated with 3 random seeds.
C.2 Selection of the hyperparameters of batch ensemble
Following the recommendations from [56], we tuned
• The type of the initialization of the vectors rk’s and sk’s (see Section 2.1). We indeed
observed that the performance was sensitive to this choice. We selected from the different
initialization schemes proposed in [56]
– Entries distributed according to the Gaussian distribution N (1, 0.5× I)
– Entries distributed according to the Gaussian distribution N (1, 0.75× I)
– Random independent signs, with probability of +1 equal to 0.5
– Random independent signs, with probability of +1 equal to 0.75
• A scale factor κ to make it possible to reduce the learning rate applied to the vectors rk’s
and sk’s. Following [56], we considered the scale factor κ in {1.0, 0.5}.
• Whether to use the Gibbs or ensemble cross-entropy at training time. Early experiments
showed that Gibbs cross-entropy was substantially better so that we kept this choice fixed
thereafter.
The two batch ensemble-specific hyperparameters above (initialization type and κ) together with the
MLP/LeNet hyperparameters were tuned by 50 trials of random search, separately for each ensemble
size (3 and 5) and for each triplet (dataset, model type, tuning setting).
C.3 Selection of the hyperparameters of self-tuning networks
We re-used as much as possible the hyperparameters and design choices from [42], i.e., 5 warm-up
epochs (during which no tuning happens) before starting the alternating scheme (2 training steps
followed by 1 tuning step).
For the tuning step, the batch size is taken to be the same as that of the training step (256), while the
learning was set to 5× 10−4.
We tuned the entropic regularization parameter τ ∈ {0.01, 0.001, 0.0001}, separately for each triplet
(dataset, model type, tuning setting), as done for all the methods compared in the benchmark. We
observed that τ = 0.001 was often found to be the best option, and it therefore constitutes a good
default value, as reported in [42].
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Figure 4: LEFT: Evolution of the validation NLL for different choices of the embedding model
e(·). The validation NLL is averaged over all the datasets (Fashion MNIST/CIFAR 100), model
types (MLP/LeNet), tuning settings and random seeds. Zero unit means a linear transformation
without hidden layer, while {64, 128, 256} units are for a single hidden layer. RIGHT: Evolution of
the validation NLL for different values of τ . The validation NLL is averaged over all the datasets
(Fashion MNIST/CIFAR 100), model types (MLP/LeNet), tuning settings and random seeds.
As studied in Appendix C.5, we fix the embedding model e(·) to be an MLP with one hidden layer of
64 units and a tanh activation.
C.4 Selection of the hyperparameters of hyper-batch ensemble
We followed the very same protocol as that used for the standard self-tuning network (as described in
Appendix C.3).
By construction, we also inherit from the batch ensemble-specific hyperparameters (see Ap-
pendix C.2). To keep the protocol simple, we only tune the most important hyperparameter, namely
the type of the initialization of the rank-1 terms (while the scale factor κ to discount the learning rate
was not considered). As for any other methods in the benchmark, τ and the initialization type were
tuned separately for each triplet (dataset, model type, tuning setting).
For good default choices, we recommend to take τ = 0.001 and use an initialization scheme with
random independent signs (with the probability of +1 equal to 0.75).
C.5 Choice of the embedding e(·)
We study the impact of the choice of the model that defines the embedding e(·).
In [42], e(·) is taken to be a simple linear transformation. In a slightly different context, the authors
of [14] consider MLPs with one hidden layer of 128 or 256 units, depending on their applications.
In the light of those previous choices, we compare the performance of different architectures of
e(·), namely linear (i.e., 0 units) and one hidden layer of 64, 128, and 256 units. The results are
summarized in Figure 4-(left), for different ensemble sizes (one corresponding to the standard self-
tuning networks [42]). We computed the validation NLL averaged over all the datasets (Fashion
MNIST/CIFAR 100), model types (MLP/LeNet), tuning settings and random seeds.
Based on Figure 4-(left), we select for e(·) an MLP with a single hidden layer of 64 units and a tanh
activation function.
C.6 Sensitivity analysis with respect to the entropy regularization parameter τ
We study the impact of the choice of the entropy regularization parameter τ in (9). We report
in Figure 4-(right) how the validation negative log-likelihood—aggregated over all the datasets
(Fashion MNIST/CIFAR 100), model types (MLP/LeNet), tuning settings and random seeds—varies
with τ ∈ {0.01, 0.001, 0.0001}.
As discussed in Appendix C.3 and in Appendix C.2, a good default value, as already reported in [42]
is τ = 0.001.
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Table 3: Comparison over CIFAR 100 and Fashion MNIST with MLP and LeNet architectures. The
table reports means± standard errors (over the 3 random seeds and pooled over the 2 tuning settings),
for ensemble approaches with 3 and 5 members (the efficient approaches are compared separately
in Table 4). “fixed init ens” is a shorthand for fixed init hyper ens, i.e., a “row” in Figure 2-(left).
Our method hyper-deep ensemble improves upon deep ensemble.
fixed init ens (3) fixed init ens (5) hyper-deep ens (3) hyper-deep ens (5) deep ens (3) deep ens (5)
cifar100
(mlp)
nll ↓ 2.937 ± 0.011 2.922 ± 0.011 2.909 ± 0.002 2.893 ± 0.002 2.925 ± 0.001 2.908 ± 0.003
acc ↑ 0.289 ± 0.002 0.292 ± 0.001 0.294 ± 0.001 0.299 ± 0.001 0.292 ± 0.001 0.294 ± 0.002
brier ↓ -0.163 ± 0.002 -0.165 ± 0.002 -0.167 ± 0.001 -0.170 ± 0.001 -0.164 ± 0.000 -0.166 ± 0.001
ece ↓ 0.020 ± 0.004 0.024 ± 0.004 0.022 ± 0.004 0.024 ± 0.001 0.026 ± 0.002 0.029 ± 0.001
cifar100
(lenet)
nll ↓ 2.239 ± 0.057 2.222 ± 0.052 2.059 ± 0.002 2.038 ± 0.003 2.101 ± 0.006 2.078 ± 0.005
acc ↑ 0.444 ± 0.001 0.448 ± 0.003 0.468 ± 0.001 0.473 ± 0.002 0.458 ± 0.003 0.463 ± 0.002
brier ↓ -0.306 ± 0.005 -0.310 ± 0.003 -0.330 ± 0.001 -0.336 ± 0.001 -0.316 ± 0.001 -0.320 ± 0.001
ece ↓ 0.042 ± 0.017 0.033 ± 0.011 0.036 ± 0.002 0.039 ± 0.002 0.066 ± 0.003 0.073 ± 0.001
fmnist
(mlp)
nll ↓ 0.311 ± 0.003 0.307 ± 0.002 0.305 ± 0.001 0.301 ± 0.001 0.310 ± 0.001 0.307 ± 0.000
acc ↑ 0.894 ± 0.001 0.896 ± 0.001 0.895 ± 0.001 0.898 ± 0.001 0.893 ± 0.001 0.894 ± 0.000
brier ↓ -0.845 ± 0.001 -0.848 ± 0.001 -0.846 ± 0.000 -0.849 ± 0.000 -0.844 ± 0.001 -0.845 ± 0.000
ece ↓ 0.018 ± 0.001 0.018 ± 0.003 0.018 ± 0.001 0.018 ± 0.002 0.013 ± 0.001 0.013 ± 0.001
fmnist
(lenet)
nll ↓ 0.220 ± 0.004 0.215 ± 0.002 0.212 ± 0.001 0.207 ± 0.002 0.218 ± 0.002 0.215 ± 0.002
acc ↑ 0.925 ± 0.001 0.927 ± 0.001 0.927 ± 0.001 0.928 ± 0.001 0.923 ± 0.001 0.924 ± 0.001
brier ↓ -0.889 ± 0.001 -0.891 ± 0.001 -0.892 ± 0.001 -0.894 ± 0.001 -0.888 ± 0.001 -0.889 ± 0.000
ece ↓ 0.016 ± 0.004 0.016 ± 0.002 0.018 ± 0.001 0.015 ± 0.003 0.015 ± 0.001 0.013 ± 0.001
Table 4: Comparison of the efficient ensemble methods over CIFAR 100 and Fashion MNIST with
MLP and LeNet architectures. The table reports means ± standard errors (over the 3 random seeds
and pooled over the 2 tuning settings), for ensemble approaches with 3 and 5 members. Our method
hyper-batch ensemble improves upon batch ensemble.
hyper-batch ens (3) hyper-batch ens (5) batch ens (3) batch ens (5)
cifar100
(mlp)
nll ↓ 2.979 ± 0.004 2.987 ± 0.001 3.339 ± 0.012 3.120 ± 0.013
acc ↑ 0.280 ± 0.001 0.281 ± 0.001 0.250 ± 0.001 0.259 ± 0.002
brier ↓ -0.157 ± 0.001 -0.157 ± 0.000 -0.127 ± 0.001 -0.138 ± 0.002
ece ↓ 0.029 ± 0.001 0.032 ± 0.001 0.054 ± 0.001 0.047 ± 0.005
cifar100
(lenet)
nll ↓ 2.280 ± 0.018 2.307 ± 0.014 2.432 ± 0.019 2.302 ± 0.025
acc ↑ 0.431 ± 0.004 0.425 ± 0.003 0.425 ± 0.004 0.432 ± 0.005
brier ↓ -0.290 ± 0.004 -0.280 ± 0.003 -0.274 ± 0.003 -0.295 ± 0.005
ece ↓ 0.055 ± 0.003 0.076 ± 0.007 0.098 ± 0.002 0.020 ± 0.005
fmnist
(mlp)
nll ↓ 0.309 ± 0.001 0.305 ± 0.001 0.380 ± 0.005 0.341 ± 0.002
acc ↑ 0.892 ± 0.001 0.892 ± 0.001 0.885 ± 0.001 0.895 ± 0.001
brier ↓ -0.843 ± 0.001 -0.844 ± 0.001 -0.831 ± 0.001 -0.845 ± 0.001
ece ↓ 0.016 ± 0.001 0.014 ± 0.002 0.029 ± 0.004 0.028 ± 0.001
fmnist
(lenet)
nll ↓ 0.212 ± 0.001 0.210 ± 0.001 0.218 ± 0.002 0.233 ± 0.002
acc ↑ 0.924 ± 0.001 0.925 ± 0.001 0.927 ± 0.001 0.923 ± 0.001
brier ↓ -0.889 ± 0.000 -0.891 ± 0.001 -0.892 ± 0.001 -0.886 ± 0.001
ece ↓ 0.009 ± 0.001 0.009 ± 0.001 0.020 ± 0.000 0.014 ± 0.001
C.7 Complementary results
C.7.1 Results for ensembles of size 3 and 5
In Table 3 and Table 4 (the latter table contains the efficient ensemble methods), we complete Table 8
with the addition of the results for the ensembles of size 5. To ease the comparison across different
ensemble sizes, we incorporate as well the results for the size 3.
The conclusions highlighted in the main paper also hold for the larger ensembles of size 5. In Table 4,
we can observe that batch hyperparameter ensemble with 5 members does not consistently improve
upon its counterpart with 3 members. This trend is corrected if more training epochs are considered
(see in Table 6 the effect of twice as many training epochs).
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Table 5: Normalized predictive disagreement from [19] compared over CIFAR 100 and Fashion
MNIST with MLP and LeNet architectures. Higher values mean more diversity in the ensemble
predictions. The table reports means ± standard errors (over the 3 random seeds and pooled over the
2 tuning settings), for ensemble approaches with 3 and 5 members.
hyper-deep ens (3) hyper-deep ens (5) deep ens (3) deep ens (5) batch ens (3) batch ens (5) hyper-batch ens (3) hyper-batch ens (3)
cifar100
(mlp)
0.626 ± 0.027 0.689 ± 0.013 0.570 ± 0.005 0.573 ± 0.004 0.900 ± 0.004 0.878 ± 0.010 0.765 ± 0.005 0.846 ± 0.003
cifar100
(lenet)
0.739 ± 0.003 0.752 ± 0.004 0.681 ± 0.005 0.688 ± 0.003 0.878 ± 0.006 0.793 ± 0.002 0.823 ± 0.004 0.484 ± 0.005
fmnist
(mlp)
0.528 ± 0.025 0.623 ± 0.015 0.492 ± 0.009 0.485 ± 0.014 0.733 ± 0.045 0.792 ± 0.006 0.508 ± 0.010 0.574 ± 0.020
fmnist
(lenet)
0.581 ± 0.011 0.595 ± 0.023 0.497 ± 0.015 0.511 ± 0.012 0.643 ± 0.014 0.815 ± 0.020 0.432 ± 0.010 0.513 ± 0.014
C.7.2 Diversity analysis
In this section, we study the diversity of the predictions made by the ensemble approaches from the
experiments of Section 5.1.
To this end, we use the predictive disagreement metric from [19]. This metric is based on the average
of the pairwise comparisons of the predictions across the ensemble members. For a given pair of
members, it is zero when they are making identical predictions, and one when all their predictions
differ. We also normalize the diversity metric by the error rate (i.e., one minus the accuracy) to avoid
the case where random predictions provide the best diversity.
For ensemble sizes 3 and 5, we compare in Table 5 the approaches hyper-deep ensemble, deep
ensemble, hyper-batch ensemble and batch ensemble with respect to this metric. We can draw the
following conclusions:
• hyper-deep ensemble vs. deep ensemble: Compared to deep ensemble, we can observe
that hyper-deep ensemble leads to significantly more diverse predictions, across all combina-
tion of (dataset, model type) and ensemble sizes. Moreover, we can also see that the diversity
only slightly increases for deep ensemble going from 3 to 5 members, while it increases
more markedly for hyper-deep ensemble. We hypothesise this is due to the more diverse set
of models (with varied initialization and hyperparameters) that hyper-deep ensemble can tap
into.
• hyper-batch ensemble vs. batch ensemble: The first observation is that in this setting (the
observation turns out to be different in the case of the Wide Resnet 28-10 experiments),
batch ensemble leads to the largest diversity in predictions compared to all the other methods.
Although lower compared with batch ensemble, the diversity of hyper-batch ensemble is
typically higher than, or competitive with the diversity of deep ensembles.
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Table 6: Comparison of batch hyperparameter ensemble and batch ensemble over CIFAR 100 and
Fashion MNIST with MLP and LeNet models, while accounting for the number of parameters. The
table reports means± standard errors (over the 3 random seeds and pooled over the 2 tuning settings),
for ensemble approaches with 3 and 5 members. “2x-” indicates the method benefited from twice
as many training epochs. The two rightmost columns correspond to the combination of two batch
ensemble models with 3 and 5 members, resulting in 6 and 10 members.
hyper-batch ens (3) hyper-batch ens (5) 2x-hyper-batch ens (3) 2x-hyper-batch ens (5) batch ens (3×2) batch ens (5×2)
cifar100
(mlp)
nll ↓ 2.979 ± 0.004 2.987 ± 0.001 2.980 ± 0.006 2.948 ± 0.005 3.157 ± 0.005 3.061 ± 0.004
acc ↑ 0.280 ± 0.001 0.281 ± 0.001 0.280 ± 0.002 0.286 ± 0.002 0.268 ± 0.002 0.271 ± 0.001
brier ↓ -0.157 ± 0.001 -0.157 ± 0.000 -0.155 ± 0.002 -0.159 ± 0.001 -0.146 ± 0.001 -0.144 ± 0.001
ece ↓ 0.029 ± 0.001 0.032 ± 0.001 0.038 ± 0.002 0.031 ± 0.001 0.028 ± 0.002 0.066 ± 0.001
cifar100
(lenet)
nll ↓ 2.280 ± 0.018 2.307 ± 0.014 2.252 ± 0.018 2.274 ± 0.011 2.311 ± 0.011 2.195 ± 0.009
acc ↑ 0.431 ± 0.004 0.425 ± 0.003 0.436 ± 0.004 0.430 ± 0.003 0.444 ± 0.003 0.450 ± 0.003
brier ↓ -0.290 ± 0.004 -0.280 ± 0.003 -0.299 ± 0.003 -0.292 ± 0.002 -0.293 ± 0.002 -0.313 ± 0.002
ece ↓ 0.055 ± 0.003 0.076 ± 0.007 0.035 ± 0.002 0.042 ± 0.005 0.079 ± 0.002 0.023 ± 0.003
fmnist
(mlp)
nll ↓ 0.309 ± 0.001 0.305 ± 0.001 0.306 ± 0.001 0.304 ± 0.001 0.344 ± 0.001 0.322 ± 0.001
acc ↑ 0.892 ± 0.001 0.892 ± 0.001 0.893 ± 0.001 0.893 ± 0.001 0.889 ± 0.000 0.897 ± 0.000
brier ↓ -0.843 ± 0.001 -0.844 ± 0.001 -0.845 ± 0.001 -0.846 ± 0.000 -0.839 ± 0.001 -0.849 ± 0.001
ece ↓ 0.016 ± 0.001 0.014 ± 0.002 0.014 ± 0.002 0.014 ± 0.001 0.021 ± 0.001 0.023 ± 0.001
fmnist
(lenet)
nll ↓ 0.212 ± 0.001 0.210 ± 0.001 0.211 ± 0.001 0.208 ± 0.001 0.206 ± 0.001 0.217 ± 0.001
acc ↑ 0.924 ± 0.001 0.925 ± 0.001 0.924 ± 0.001 0.925 ± 0.001 0.929 ± 0.000 0.926 ± 0.001
brier ↓ -0.889 ± 0.000 -0.891 ± 0.001 -0.890 ± 0.001 -0.891 ± 0.001 -0.895 ± 0.001 -0.891 ± 0.000
ece ↓ 0.009 ± 0.001 0.009 ± 0.001 0.014 ± 0.001 0.010 ± 0.001 0.016 ± 0.000 0.009 ± 0.001
C.7.3 Further comparison between batch ensemble and hyper-batch ensemble
As described in Section 4.1, the structure of the layers of hyper-batch ens leads to a 2x increase in
memory compared with standard batch ens.
In an attempt to fairly account for this difference in memory footprints, we combine two batch ensem-
ble models trained separately and whose total memory footprint amounts to that of hyper-batch ens.
This procedure leads to ensembles with 6 and 10 members to compare to hyper-batch ens instanti-
ated with 3 and 5 members respectively. To also normalize the training budget, hyper-batch ens is
given twice as many training epochs as each of the batch ens models.
Table 6 presents the results of that comparison. In an nutshell, hyper-batch ens either continues
to improve upon, or remain competitive with, batch ens, while still having the advantage of
automatically tuning the hyperparameters of the underlying model (MLP or LeNet).
C.7.4 Ablation study about hyper-deep ensemble
In this section, we investigate whether the good performance of hyper-deep ensemble is due to
the stratification only or whether it is the combination of Algorithm 2 and the stratification that is
important.
To this end, we replace in lines 2 and 10 of Algorithm 1 the calls to Algorithm 2 by a simple top-K
heuristic (with the ranking based on the validation NLL).
We report in Table 7 the results of this comparison. We can observe that using only the stratification
does not recover the performance of the full hyper-deep ensemble as defined in Algorithm 1. The
performance gap can be seen across all the combinations of (dataset, model type) and across the vast
majority of the metrics.
We also report the predictive disagreement diversity metric from [19], normalized by the error rate,
which we refer to as “div” in Table 7. Interestingly, the gap with respect to this metric is more
pronounced. In Section 5.1, we have not evaluated hyper-deep ensemble on out-of-distrubtion and
dataset-shift scenarios [51] but we suspect that the high diversity across the ensemble members (as
observed here in Table 7) would translate into improvements in such scenarios.
C.7.5 Addendum to the results of Table 1
In Table 8, we complete the results of Table 1 with the addition of the Brier scores. Moreover, we
provide the details of the performance of rand search and Bayes opt since only their aggregated
best results were reported in Table 1.
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Table 7: Ablation study of hyper-deep ensemble. Comparison over CIFAR 100 and Fashion MNIST
with MLP and LeNet architectures. The table reports means ± standard errors (over the 3 random
seeds and pooled over the 2 tuning settings), for ensemble approaches with 3 and 5 members. “(top-
K)” indicates that, in lines 2 and 10 of Algorithm 1, hyper-deep ensemble used a simple top-K
selection instead of the greedy procedure from Algorithm 2.
hyper-deep ens (3) hyper-deep ens (5) (top-K) hyper-deep ens (3) (top-K) hyper-deep ens (5)
cifar100
(mlp)
nll ↓ 2.909 ± 0.002 2.893 ± 0.002 2.912 ± 0.003 2.898 ± 0.003
acc ↑ 0.294 ± 0.001 0.299 ± 0.001 0.292 ± 0.002 0.295 ± 0.001
brier ↓ -0.167 ± 0.001 -0.170 ± 0.001 -0.166 ± 0.001 -0.167 ± 0.001
ece ↓ 0.022 ± 0.004 0.024 ± 0.001 0.025 ± 0.002 0.030 ± 0.001
div ↑ 0.626 ± 0.027 0.689 ± 0.013 0.585 ± 0.005 0.586 ± 0.004
cifar100
(lenet)
nll ↓ 2.059 ± 0.002 2.038 ± 0.003 2.090 ± 0.006 2.078 ± 0.004
acc ↑ 0.468 ± 0.001 0.473 ± 0.002 0.461 ± 0.002 0.464 ± 0.001
brier ↓ -0.330 ± 0.001 -0.336 ± 0.001 -0.318 ± 0.001 -0.320 ± 0.001
ece ↓ 0.036 ± 0.002 0.039 ± 0.002 0.067 ± 0.002 0.073 ± 0.001
div ↑ 0.739 ± 0.003 0.752 ± 0.004 0.681 ± 0.002 0.687 ± 0.002
fmnist
(mlp)
nll ↓ 0.305 ± 0.001 0.301 ± 0.001 0.305 ± 0.000 0.302 ± 0.000
acc ↑ 0.895 ± 0.001 0.898 ± 0.001 0.893 ± 0.001 0.894 ± 0.000
brier ↓ -0.846 ± 0.000 -0.849 ± 0.000 -0.845 ± 0.000 -0.846 ± 0.000
ece ↓ 0.018 ± 0.001 0.018 ± 0.002 0.015 ± 0.001 0.014 ± 0.001
div ↑ 0.528 ± 0.025 0.623 ± 0.015 0.445 ± 0.013 0.469 ± 0.010
fmnist
(lenet)
nll ↓ 0.212 ± 0.001 0.207 ± 0.002 0.218 ± 0.001 0.215 ± 0.001
acc ↑ 0.927 ± 0.001 0.928 ± 0.001 0.922 ± 0.001 0.923 ± 0.001
brier ↓ -0.892 ± 0.001 -0.894 ± 0.001 -0.886 ± 0.001 -0.888 ± 0.000
ece ↓ 0.018 ± 0.001 0.015 ± 0.003 0.013 ± 0.002 0.011 ± 0.001
div ↑ 0.581 ± 0.011 0.595 ± 0.023 0.433 ± 0.021 0.457 ± 0.016
Table 8: Comparison over CIFAR 100 and Fashion MNIST with MLP and LeNet architectures.
The table reports means ± standard errors (over the 3 random seeds and pooled over the 2 tuning
settings). “fixed init ens” is a shorthand for fixed init hyper ens, i.e., a “row” in Figure 2-(left).
We separately compare the efficient methods (3 rightmost columns) and we mark in bold the best
results (within one standard error). Our two methods hyper-deep/hyper-batch ensembles improve
upon deep/batch ensembles respectively.
rand search (1) Bayes opt (1) fixed init ens (3) hyper-deep ens (3) deep ens (3) batch ens (3) STN (1) hyper-batch ens (3)
cifar100
(mlp)
nll ↓ 3.043 ± 0.039 2.977 ± 0.006 2.937 ± 0.011 2.909 ± 0.002 2.925 ± 0.001 3.339 ± 0.012 3.026 ± 0.007 2.979 ± 0.004
acc ↑ 0.274 ± 0.004 0.277 ± 0.001 0.289 ± 0.002 0.294 ± 0.001 0.292 ± 0.001 0.250 ± 0.001 0.269 ± 0.002 0.280 ± 0.001
brier ↓ -0.147 ± 0.005 -0.153 ± 0.002 -0.163 ± 0.002 -0.167 ± 0.001 -0.164 ± 0.000 -0.127 ± 0.001 -0.146 ± 0.002 -0.157 ± 0.001
ece ↓ 0.039 ± 0.013 0.030 ± 0.005 0.020 ± 0.004 0.022 ± 0.004 0.026 ± 0.002 0.054 ± 0.001 0.030 ± 0.003 0.029 ± 0.001
cifar100
(lenet)
nll ↓ 2.371 ± 0.073 2.433 ± 0.148 2.239 ± 0.057 2.059 ± 0.002 2.101 ± 0.006 2.432 ± 0.019 2.325 ± 0.020 2.280 ± 0.018
acc ↑ 0.418 ± 0.013 0.419 ± 0.008 0.444 ± 0.001 0.468 ± 0.001 0.458 ± 0.003 0.425 ± 0.004 0.417 ± 0.003 0.431 ± 0.004
brier ↓ -0.273 ± 0.012 -0.266 ± 0.020 -0.306 ± 0.005 -0.330 ± 0.001 -0.316 ± 0.001 -0.274 ± 0.003 -0.279 ± 0.002 -0.290 ± 0.004
ece ↓ 0.074 ± 0.022 0.079 ± 0.040 0.042 ± 0.017 0.036 ± 0.002 0.066 ± 0.003 0.098 ± 0.002 0.033 ± 0.009 0.055 ± 0.003
fmnist
(mlp)
nll ↓ 0.330 ± 0.004 0.323 ± 0.002 0.311 ± 0.003 0.305 ± 0.001 0.310 ± 0.001 0.380 ± 0.005 0.315 ± 0.004 0.309 ± 0.001
acc ↑ 0.887 ± 0.001 0.889 ± 0.001 0.894 ± 0.001 0.895 ± 0.001 0.893 ± 0.001 0.885 ± 0.001 0.890 ± 0.002 0.892 ± 0.001
brier ↓ -0.835 ± 0.001 -0.838 ± 0.001 -0.845 ± 0.001 -0.846 ± 0.000 -0.844 ± 0.001 -0.831 ± 0.001 -0.840 ± 0.002 -0.843 ± 0.001
ece ↓ 0.014 ± 0.004 0.017 ± 0.004 0.018 ± 0.001 0.018 ± 0.001 0.013 ± 0.001 0.029 ± 0.004 0.017 ± 0.002 0.016 ± 0.001
fmnist
(lenet)
nll ↓ 0.244 ± 0.004 0.240 ± 0.007 0.220 ± 0.004 0.212 ± 0.001 0.218 ± 0.002 0.218 ± 0.002 0.225 ± 0.002 0.212 ± 0.001
acc ↑ 0.917 ± 0.002 0.918 ± 0.001 0.925 ± 0.001 0.927 ± 0.001 0.923 ± 0.001 0.927 ± 0.001 0.920 ± 0.001 0.924 ± 0.001
brier ↓ -0.877 ± 0.002 -0.879 ± 0.001 -0.889 ± 0.001 -0.892 ± 0.001 -0.888 ± 0.001 -0.892 ± 0.001 -0.883 ± 0.001 -0.889 ± 0.000
ece ↓ 0.022 ± 0.005 0.019 ± 0.005 0.016 ± 0.004 0.018 ± 0.001 0.015 ± 0.001 0.020 ± 0.000 0.015 ± 0.001 0.009 ± 0.001
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D Further details about the Wide ResNet-28-10 experiments
D.1 Details about the optimization methods
We first explain the setting we used for training the Wide ResNet-28-10 architectures in Section 5
and conclude with the results of an empirical study over different algorithmic choices.
Training and model definition. In the following we present the details for our training procedures.
A similar training setup for batch ens based on a Wide Resnet architecture can be found in the
edward2 repository3.
For all methods (hyper-batch ens, batch ens, hyper-deep ens and deep ens), we optimize the
model parameters using stochastic gradient descent (SGD) with Nesterov momentum of 0.9 and decay
the learning rate by a factor of 0.2 after the epochs {100, 200, 225}. For tuning the hyperparameters
in hyper-batch ens, we use Adam [32] with a fixed learning rate. For hyper-batch ens, we use
95% of the data for training and the remaining 5% for optimizing the hyperparameters λ in the tuning
step. For the other methods we use the full training set.
For the efficient ensemble methods (hyper-batch ens and batch ens), we initialize the rank-1
factors, i.e., rks>k and ukv
>
k in (7), with random independent signs, with probability of +1 equal to
0.75.
We make two minor adjustments of our model to adapt to the specific structure of the highly
overparametrized Wide ResNet. First, we find that coupling the rank-1 factors corresponding to the
hyperparamters to the rank-1 factors of weights is beneficial, i.e. we set uk := rk and vk := sk. This
slightly decreases the flexibility of hyper-batch ens and makes it more robust against overfitting.
Second, we exclude the rank-1 factors from being regularized. In the original paper introducing
batch ens [56], the authors mention that both options were found to work equally well and they
finally choose not to regularize the rank-1 factors (to save extra computation). In our setting, we
observe that this choice is important and regularizing the rank-1 factors leads to worse performance
(a detailed analysis is given in Appendix D.2). Hence, we do not include the rank-1 factors in the
regularization.
Table 9: Wide ResNet-28-10. Ablation for including the rank-1 factors of the efficient ensemble
methods into the regularization. We run a grid search over all optimization parameters outlined
in Appendix D.1 and report the mean performance on CIFAR-100 along with the standard error
as well as the best performance attained by all configurations considered. Regularizing the factors
substantially decreases the performance of both methods. The results for the unregularized version
can be found in the main text, in Table 2.
Mean acc. Max. acc. Mean NLL Min. NLL
hyper-batch ens 0.797 ± 0.004 0.802 0.783 ± 0.023 0.750
batch ens 0.797 ± 0.004 0.803 0.782 ± 0.028 0.750
For hyper-batch ens we usually start with a log-uniform distribution over the hyperparameters pt
over the full range for the given bounds of the hyperparameters. For the Wide ResNet we find that
reducing the initial ranges of pt for the L2 regularization parameters by one order of magnitude is
more stable (but we keep the bounds for clipping the parameters as reported below).
Tuning of optimization method hyperparameters. We perform an exhaustive ablation of the
different algorithmic choices for hyper-batch ens as well as for batch ens using the validation
set. We run a grid search procedure evaluating up to five different values for each parameter listed
below and repeat each run three times using different seeds. We find that the following configuration
works best.
Shared parameters for both methods:
3https://github.com/google/edward2/tree/master/baselines/cifar
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Figure 5: CIFAR-10. Comparison of our hyper-deep ensemble with deep ensemble, for different
ensemble sizes in terms of cross entropy (negative log-likelihood), accuracy, Brier score and expected
calibration error for a Wide ResNet 28-10 over CIFAR-10.
• The base learning rate of SGD: 0.1.
• Learning rate decay ratio: 0.2.
• Batch size: 64.
• Random sign initialization probability for the fast weights: 0.75.
• We multiply the learning rate for the fast weights by: 0.5.
Parameters specific to hyper-batch ensemble:
• Range for the L2 parameters: [0.1, 100].
• Range for the label smoothing parameter: [0, 0.2].
• Entropy regularization parameter: τ = 10−3 (as also used in the other experiments and used
by [42]).
• Learning rate for the tuning step (where we use Adam): 10−5.
Remarkably, we find that the shared set of parameters which work best for batch ensembles, also
work best for hyper-batch ensembles. This makes our method an easy-to-tune drop-in replacement
for batch ensembles.
D.2 Regularization of the rank-1 factors
As explained in the previous section, we find that for the Wide ResNet architecture, both hyper-
batch ensemble and batch ensemble work best when the rank-1 factors (rks>k and ukv
>
k ) are not
regularized. We examine the performance of both models when using a regularization of the rank-1
factors. For these versions of the models, we run an ablation over the same algorithmic choices as
done in the previous section. The results are displayed in Table 9. The performance of both methods
is substantially worse than the unregularized versions as presented in the main text, Table 2.
D.3 Complementary results for CIFAR-10
In this section we show complementary results to those presented in the main text for CIFAR-10.
Figure 5 compares hyper-deep ensembles against deep ensembles for varying ensemble sizes. We
find that the performance gain on CIFAR-10 is not as substantial as on CIFAR-100 presented in
Figure 1. However, hyper-deep ens improves upon deep ens for large ensemble sizes in terms
of NLL (cross entropy) and expected calibration error (ECE). The accuracy of hyper-deep ens is
slightly higher for most ensemble sizes (except for ensemble sizes 3 and 10).
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Figure 6: CIFAR-10. Additional plots for calibration on CIFAR-10 corruptions. The boxplots show
a comparison of expected calibration error and cross entropy (negative log-likelihood) on different
levels of corruption. Each box shows the quartiles summarizing the results across all types of skew
while the error bars indicate the min and max across different skew types. The plot for accuracy
under corruptions can be found in Figure 3.
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Figure 7: CIFAR-100. Comparison of our hyper-deep ensemble with deep ensemble, for different
ensemble sizes, in terms of Brier score and expected calibration error for a Wide ResNet 28-10 over
CIFAR-100. Plots for negative log-likelihood and accuracy can be found in the main text, in Figure 1.
Figure 6 shows a comparison of additional metrics on the out of distribution experiment presented in
the main text, Figure 3. We observe the same trend as in Figure 3 that hyper-batch ens is more
robust than batch ens as it typically leads to smaller worst values (see top whiskers in the boxplot).
D.4 Complementary results for CIFAR-100
In this section we show complementary results to those presented in the main text for CIFAR-100.
Figure 7 presents additional metrics (Brier score and expected calibration error) for varying ensemble
sizes for hyper-deep ensemble and deep ensemble. Additionally to the strong improvements in terms
of accuracy and NLL presented in Figure 1, we find that hyper-deep ens also improves in terms of
Brier score and but is slightly less calibrated than deep ensemble for large ensemble sizes.
D.5 Memory and training time cost
For hyper-batch ensemble and batch ensemble, Table 10 reports the training time and memory cost
in terms of number of parameters. Our method is roughly twice as costly as batch ensemble with
respect to those two aspects. As demonstrated in the main text, this comes with the advantage of
achieving better prediction performance. In Appendix C.7.3 we show that doubling the number of
parameters for batch ensemble still leads to worse performance than our method.
E Towards more compact self-tuning layers
The goal of this section is to motivate the introduction of different, more compact parametrizations of
the layers in self-tuning networks.
In [42], the choice of their parametrization (i.e., shifting and rescaling) is motivated by the example
of ridge regression whose solution is viewed as a particular 2-layer linear network (see details in
Section B.2 of [42]). The parametrization is however not justified for other losses beyond the square
loss. Moreover, by construction, this parametrization leads to at least a 2x memory increase compared
to using the corresponding standard layer.
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Table 10: Comparison of the numbers of parameters and training cost for hyper-batch ens and
fixed init hyper ens for Wide ResNet-28-10.
CIFAR-10 Time/epoch. total epochs. total time # parameters
hyper-batch ens 2.073 min. 325 11.2h 73.1M
batch ens 1.010 min. 300 5.0h 36.6M
CIFAR-100
hyper-batch ens 2.165 min. 375 13.5h 73.2M
batch ens 1.100 min. 350 6.4h 36.6M
If we take the example of the dense layer with input and output dimensions r and s respectively,
recall that we have
W + ∆ ◦ e(λ), with W,∆ ∈ Rr×s.
Let us denote by ζj ∈ {0, 1}s the one-hot vector with its j-th entry equal to 1 and 0 elsewhere, ej(λ)
the j-th entry of e(λ) and δj the j-th column of ∆. We can rewrite the above equation as
W+
s∑
j=1
ej(λ)δjζ
>
j = W+
s∑
j=1
ej(λ)Wj =
s∑
j=0
ej(λ)Wj with e0(λ) = 1 and W0 = W. (14)
As a result, we can re-interpret the parametrization of [42] as a very specific linear combination of
parameters Wj where the coefficients of the combination, i.e., e(λ), depend on λ.
Based on this observation and insight, we want to further motivate the use of self-tuned layers with
more general linear combinations (dependent on λ) of parameters, paving the way for more compact
parametrizations. For instance, with W ∈ Rr×s,G ∈ Rr×h and H ∈ Rs×h as well as e(λ) ∈ Rh,
we could consider
W +
h∑
j=1
ej(λ)gjh
>
j = W + (G ◦ e(λ))H>. (15)
Formulation (15) comes with two benefits. On the one hand, it reduces the memory footprint, as
controlled by the low-rank factor h which impacts the size of both (G ◦ e(λ))H> and e(λ). On the
other hand, we can hope to get more expressiveness and flexibility since in (14), only the δj’s are
learned, while in (15), both the vector gj’s and hj’s are learned.
E.1 Problem statement
Along the line of [42], but with a broader scope, beyond the ridge regression setting, we now provide
theoretical arguments to justify the use of such a parametrization. We focus on the linear case with
arbitrary convex loss functions. We start by recalling some notation, some of which slightly differ
from the rest of the paper.
Notations. In the following derivations, we will use
• Input point x ∈ Rd with target y
• The distribution over pair (x, y) is denoted by P
• Domain Λ ⊆ Rm+1 of (m + 1)-dimensional hyperparameter λ = (λ0,λ1) ∈ Λ (with
λ1 of dimension m). We split the vector representation to make explicitly appear λ0, the
regularization parameter, for a reason that will be clear afterwards.
• Feature transformation of the input points φ : Rd 7→ Rk. When the feature transformation
is itself parametrized by some hyperparameters λ1, we write φλ1(x).
• The distribution over hyperparameters (λ0,λ1) is denoted by Q
• Embedding of the hyperparameters e : Λ 7→ Rq
• The loss function yˆ 7→ `λ1(y, yˆ), potentially parameterized by some hyperparameters λ1.
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We focus on the following formulation
min
U∈Rk×q
E(λ0,λ1)∼Q
[
E(x,y)∼P
[
`λ1(y, φλ1(x)
>Ue(λ))
]
+
λ0
2
‖Ue(λ)‖2
]
. (16)
Note the generality of (16) where the hyperparameters sampled from Q influence the regularization
term (via λ0), the loss (via `λ1 ) and the data representation (with φλ1 ).
In a nutshell, we want to show that, for any λ ∈ Λ, Ue(λ)—i.e., a linear combination of parameters
whose combination depends on λ, as in (15)—can well approximate the solution w(λ) of
min
w∈Rk
E(x,y)∼P
[
`λ1(y, φλ1(x)
>w)
]
+
λ0
2
‖w‖2.
In Proposition E.3, we show that when we apply a stochastic optimization algorithm to (16), e.g.,
SGD or variants thereof, with solution Uˆ, it holds in expectation over λ ∼ Q that w(λ) ≈ Uˆe(λ)
under some appropriate assumptions.
Our analysis operates with a fixed feature transformation φλ1 (e.g., a pre-trained network) and with
a fixed embedding of the hyperparameters e (e.g., a polynomial expansion). In practice, those two
quantities would however be learnt simultaneously during training. We stress that, despite those two
technical limitations, the proposed analysis is more general than that of [42], in terms of both the loss
functions and the hyperparameters covered (in [42], only the squared loss and λ0 are considered).
We define (remembering the definition λ = (λ0,λ1))
gλ(w) = E(x,y)∼P
[
`λ1(y, φλ1(x)
>w)
]
fλ(Ue(λ)) = gλ(Ue(λ)) +
λ0
2
‖Ue(λ)‖2
F (U) = Eλ∼Q
[
fλ(Ue(λ))
]
= Eλ∼Q
[
gλ(Ue(λ))
]
+
1
2
Tr(UCU>)
E.2 Assumptions
(A1) For all λ ∈ Λ, gλ(·) is convex and has Lλ-Lipschitz continuous gradients.
(A2) The matrices C = Eλ∼Q[λ0e(λ)e(λ)>] and Σ = Eλ∼Q[e(λ)e(λ)>] are positive definite.
E.3 Direct consequences
Under the assumptions above, we have the following properties:
• For all λ ∈ Λ, the problem
min
w∈Rk
{
gλ(w) +
λ0
2
‖w‖2
}
admits a unique solution which we denote by w(λ). Moreover, it holds that
∇gλ(w(λ)) + λ0w(λ) = 0 (17)
• F (·) is strongly convex (C  0) and the problem
min
U∈Rk×q
F (U)
admits a unique solution which we denote by U?.
E.4 Preliminary lemmas
Before listing some lemmas, we define for any λ ∈ Λ and any ∆(λ) ∈ Rk
R(∆(λ)) = gλ(∆(λ) + w(λ))− gλ(w(λ))−∆(λ)>∇gλ(w(λ))
which is the residual of the first-order Taylor expansion of gλ(·) at w(λ). Given Assumption (A1), it
notably holds that
0 ≤ R(∆(λ)) ≤ Lλ
2
‖∆(λ)‖22. (18)
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Lemma E.1. We have for any U ∈ Rk×q and any λ ∈ Λ, with ∆(λ) = Ue(λ)−w(λ),
fλ(Ue(λ)) = gλ(Ue(λ)) +
λ0
2
‖Ue(λ)‖2
= gλ(∆(λ) + w(λ)) +
λ0
2
‖∆(λ) + w(λ)‖2
= fλ(w(λ)) +R(∆(λ)) +
λ0
2
‖∆(λ)‖2 + ∆(λ)>[∇gλ(w(λ)) + λ0w(λ)]
= fλ(w(λ)) +R(∆(λ)) +
λ0
2
‖∆(λ)‖2
where in the last line we have used the optimality condition (17) of w(λ).
As a direct consequence, we have the following result:
Lemma E.2. For any U1,U2 ∈ Rk×q and defining for any λ ∈ Λ, with ∆j(λ) = Uje(λ)−w(λ),
it holds that
F (U1) ≤ F (U2)
if and only if
Eλ∼Q
[
R(∆1(λ)) +
λ0
2
‖∆1(λ)‖2
] ≤ Eλ∼Q[R(∆2(λ)) + λ0
2
‖∆2(λ)‖2
]
.
E.5 Main proposition
Before presenting the main result, we introduce a key quantity that will drive the quality of our
guarantee. To measure how well we can approximate the family of solutions {w(λ)}λ∈Λ via the
choice of e and Q, we define
Uapp = arg min
U∈Rk×q
Eλ∼Q
[‖Ue(λ)−w(λ)‖2] and ∆app(λ) = Uappe(λ)−w(λ).
The definition is unique since according to (A2), we have Σ  0.
Proposition E.3. Let assume we have an, possibly stochastic, algorithm A such that after t steps of
A to optimize (16), we obtain Ut satisfying
EA[F (Ut)] ≤ F (U?) + εAt
for some tolerance εAt ≥ 0 depending on both t and the algorithm A. Denoting by ∆t(λ) =
Ute(λ) −w(λ) the gap between the estimated and actual solution w(λ) for any λ ∈ Λ, it holds
that
EA, λ∼Q
[
R(∆t(λ)) +
λ0
2
‖∆t(λ)‖2
]
≤ Eλ∼Q
[
R(∆app(λ)) +
λ0
2
‖∆app(λ)‖2
]
+ εAt .
In particular, we have:
EA, λ∼Q
[
λ0‖Ute(λ)−w(λ)‖2
]
≤ Eλ∼Q
[
(Lλ + λ0)‖∆app(λ)‖2
]
+ εAt .
Proof. Starting from
EA[F (Ut)] ≤ F (U?) + εAt
and applying Lemma E.2, we end up with (the expectation EA does not impact the result of
Lemma E.2 since the term fλ(w(λ)) that cancels out on both sides is not affected by A)
EA, λ∼Q
[
R(∆t(λ)) +
λ0
2
‖∆t(λ)‖2
] ≤ Eλ∼Q[R(∆?(λ)) + λ0
2
‖∆?(λ)‖2]+ εAt .
Similarly, by definition of U? as the minimum of F (·), we have
F (U?) ≤ F (Uapp)
which leads to
Eλ∼Q
[
R(∆?(λ)) +
λ0
2
‖∆?(λ)‖2] ≤ Eλ∼Q[R(∆app(λ)) + λ0
2
‖∆app(λ)‖2
]
.
Chaining the two inequalities leads to the first conclusion. The second conclusion stems from the
application of (18).
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