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1. The Ree unital
Let q2 =3 2 n +1, n ¸ 0. The Ree unital U is a 2-(q6 +1 ;q2+1 ;1) block design whose
automorphism group is the Ree group G = 2G2(q2). Following L¨ uneburg [8], we may
take the Sylow 3-subgroups of G as points, the involutions of G as lines (blocks) of U.( W e
preferthetermlinesforwhatisusuallycalledblocksindesigntheory, sincewearegoingto
use the term block in the sense of modular representation theory). The incidence is deﬁned
as follows. A Sylow 3-subgroup U and a line u are incident if u normalizes U. The action
of G on U is induced by the conjugation action on the set of Sylow 3-subgroups and on the
set of involutions. The main result of this note gives the `-rank of the incidence matrix of
the Ree unital for every prime `, and thus the dimension of the associated code over any
ﬁeld.
Theorem. Let I denote the incidence matrix of U. For every prime number ` or ` =0
let r` denote the rank of I over a ﬁeld of characteristic `. We then have:
(a) r` = q6 +1 ,i f`=0or ` 6jq 2+1 .
(b) r` = q6 ¡ 1
2
p
3q5 ¡ 1
2q4 + 1
2q2 + 1
2
p
3q,i f`jq 2+1 ,`6 =2 .
(c) r2 = q6 ¡ 1 p
3q5 + 1 p
3q.
Theproofofthetheoremwillbegiveninthenextsection. Letk beaﬁeldofcharacteristic`.
The idea of the proof is to view I as matrix of a certain kG-homomorphism between the
kG-permutationmodulesonthesetsofpointsrespectivelylinesofU. Usingresultsfromthe
modular representation theory of the Ree group G, we are able to determine the dimension
of the image of this homomorphism and thus the `-rank of I.                
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2. Proof of the theorem
The set of points of U is denoted by P, the set of lines by L. Let v = jPj and b = jLj. Then
v = q6 +1and b = q4(q4 ¡ q2 +1 ) . We have chosen the convention so that I has b rows
and v columns. The stabilizer in G of a point is a Borel subgroup B of G, the stabilizer of
a line is the centralizer L of an involution, i.e., L » = hui£PSL2(q2). For these assertions
about the structure of G see [12].
Now let µ be a commutative ring with 1. We consider I as matrix over µ. Let Xµ denote
theµG-permutationmoduleonthepointsP andYµ theµG-permutationmoduleonthelines
LofU. ThusXµ » = Ind
G
B(µ)andYµ » = Ind
G
L(µ)ifµ alsodenotesthetrivialµG-module. Ifµ
is a ﬁeld of characteristic 0, the character of Xµ is the sum of the trivial and the Steinberg
character. We now consider the µG-homomorphism deﬁned by
fµ : Yµ ¡! X µ
° 7¡!
X
x2°
x
where ° is a line in U and 2 denotes incidence. The matrix of fµ with respect to the bases
L of Yµ and P of Xµ is just It, the transpose of I. The image of fµ in Xµ is called the
design module and is denoted by Zµ.
On Xµ we deﬁne a µG invariant inner product [ ; ] by taking the points of U as an
orthonormalbasis. ForanyµG-submoduleV ofXµ letV ? denotethesubmoduleconsisting
of the elements of Xµ orthogonal to all elements of V .
If µ = k is a ﬁeld of characteristic `, then r` = rankk(I) = dimk(Zk). Since I is deﬁned
over the prime ﬁeld of k, r` only depends on the characteristic of k. The knowledge of the
modules Xk = Ind
G
B(k) for every suitably large ﬁeld k now enables us to determine r`.
For ` 6=0let (K;R;k) denote a splitting `-modular system for G.
The proof of part (a) of the theorem follows [4, Remark 5.3]. Similar arguments were
alsousedbyMortimerin[10]. Let E denotethe v£v-identitymatrixandJ anall-1-matrix
of this size. From the axioms of a unital we obtain
ItI =( q 4¡1)E + J:
It is an easy exercise to show that the set of invariant factors of this matrix (considered over
the integers) is f1;q4¡1;q4(q4¡1)(q2 +1 ) g . It follows that the prime divisors of the
invariant factors of I divide q4(q4¡1)(q2+1). This shows that I has maximal rank over k
if either char(k)=0or char(k) 6jq 4( q 4¡1)(q2 +1 ) .
Now let ` =3or ` j q2 ¡ 1, ` 6=2 . Then
Xk = k © V;
with a simple kG-module V of dimension q6. This is clear for ` =3 , since the Steinberg
character is of 3-defect 0.F o r`jq 2¡1 ,`6 =2it follows from the decomposition numbers
given in [5]. Obviously the `-rank of I is larger than 1, so that V is in the image of f = fk.
The trivial submodule k is spanned by
P
x2P x. Suppose ﬁrst that ` j q2¡1. We then have
f(
X
°2L
°)=
X
° 2L
X
x2°
x = q4 X
x2P
x =
X
x2P
x:                 
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Thus the trivial submodule is contained in the image of f, which implies that the `-rank
of I is maximal. Now let ` =3 , i.e., ` j q2. We consider an arbitrary line °. It contains
q2 +1points. We therefore have
[
X
x2P
x;f(°) ]=[
X
x 2P
x;
X
y2°
y]=q 2+1=16 =0 :
Hence
P
x2P x is not contained in Im(f)? which implies that f is surjective. This proves
part (a) of the theorem.
Now suppose that ` j q2 +1 . Let M be a composition factor in the head of Zk. Then M
is contained in the head of Yk since
Zk = Im(f) » = Yk=Ker(f):
There are q2 +1points on every line, and so we have Zk µh
P
x 2P xi?, in particular
Zk 6= Xk.
We ﬁrst consider the case ` 6=2 . The Brauer tree of the principal `-block of G, which we
reproduce below, has been calculated in [5].
 
 
 
   
@
@
@
@ @
 
 
 
   
@
@
@
@ @
»1 Ât »2
»7
»8
»5
»6
Here,»1 denotesthetrivialand»2 theSteinbergcharacter. Furthermore,(»5;» 6)and(»7;» 8)
arepairsofcomplexconjugate,cuspidalunipotentcharactersofdegrees 1
2
p
3q(q2¡1)(q2¡
p
3q+1)and 1
2
p
3q(q2¡1)(q2+
p
3q+1)respectively. Finally, Ât denotes an exceptional
character.
Since ` does not divide the order of the Borel subgroup, Xk is a projective module,
which is indecomposable since it has only two ordinary constituents. It has the trivial
character in its head, and so is the projective cover of the trivial kG-module. From the
description of the indecomposable modules in a block with cyclic defect group (see [3,
Section VII.12]), we know that Xk is uni-serial. Its composition series is k;M;N;M¤;k
(in descending order). Here, M denotes a simple module whose Brauer character is the
restriction of »7 to the `-regular classes, M¤ its dual, and N a simple module of dimension
(q2¡1)(q4¡ 1 p
3q3¡ 1 p
3q+1)whichcorrespondstotheedgeoftheBrauertreeconnecting»2
to the exceptional node. We proceed to show that neither M nor M¤ is contained in the
head ofYk. Then the head of the design module Zk must beN, which allows us to compute
its dimension.                
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Let Vk be an indecomposable direct summand of Yk, such that M or M¤ is in the head
ofVk. As a direct summand of a permutation module,Vk has trivial source and so is liftable
to a direct summand VR of YR. We aim to show that the character of VR contains one of
the constituents »7 or »8. Now a Sylow `-subgroup D of G is a TI-set, since a generator
of D is a regular element in G (cf. [5]). Hence Vk has vertex D or is projective. In the
latter case Vk is the projective cover of either M or M¤. Then the character of VR either is
»2 + »7 or »2 + »8.I fV kis not projective, its character is one of »1, »7, »8 or Â0, where Â0
denotes the sum of the exceptionals (cf. [9, Theorem 0.2]). However, neither of »1 nor Â0
has a modular constituent which is a Brauer character of M or M¤. So in this case, too,
the character of VR has »7 or »8 as constituent.
We have arrived at a contradiction, since neither »7 nor »8 is a constituent of Ind
G
L(K).
This follows from [7, Lemma 2.3], since both »7 and »8 are contained in the principal
2-block. WehaveshownthattheheadofZk isjustN andsoprovedpart(b)ofthetheorem.
Finally, let ` =2 . We shall use the results and the notation of [7]. The indecomposable
modules are described by their socle series. The restriction of Yk to the principal block is
again denoted by the same symbol. By Landrock and Michler we have:
Xk =
1
'2
'4 '3 '5
'2
1
and
Yk = 1 ©
'3
'2
'4 1 '5
'2
©
'2
'4 1 '5
'2
'3
(It is somewhat surprising that in characteristic 2 the module with Brauer character '3
has the same dimension as the module N considered above in odd characteristic dividing
q2 +1 . This might be explained by the fact that this dimension is the `-rank of II tas will
be indicated in the next section.)
Since Zk is an epimorphic image of Yk, it follows from Zk 6= Xk and Zk 6= k:
Zk 2
8
<
:
'2
1 ;
'3
'2
1
9
=
;
:
In case Zk =
'2
1 we have Zk µ Z?
k .
Let z b ear o wo fIcorresponding to a line °. Let x be a point on ° and y a point not on °.
The line ± through x and y cuts ° in x.I fwis the row of I corresponding to ±,w eh a v e
[ f( ± ) ;f(°)] = wzt =1 . Thus f(°) is not contained in Z?
k . This contradiction shows
Zk =
'3
'2
1
, and completes the proof of the theorem.                 
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3. Concluding remarks
Wekeepthenotationoftheprevioussections. LetNk = Zk=(Zk\Z?
k ). Bythediscussion
above, Nk is isomorphic to a submodule of Yk, namely the image of the endomorphism
described by the matrix II t.W eh a v e
rank`(II t) = dimk(Nk)=
½
q 6+1 ; if ` 6jq 2+1 ;
( q 2¡1)(q4 ¡ 1 p
3q3 ¡ 1 p
3q +1 ) ; if ` j q2 +1 :
Let`beaprimewhichdividessomenon-trivialinvariantfactor eofI (consideredasmatrix
over the integers). We have already seen that ` divides q4(q4 ¡ 1)(q2 +1 ) .I f`is odd, it
does not divide q4(q2 ¡ 1) by part (a) of the theorem. Thus ` divides q2 +1 .
The following consideration shows that e divides q4 ¡ 1 and hence 2(q2 +1 ) . The
argument is taken from a note of Klemm [6]. From the properties of a unital we obtain
ItI =( q 4¡1)E + J
and
JI =q4J:
This implies
E =
1
q4(q4 ¡ 1)
(q4It ¡ J)I:
Hence e divides q4(q4 ¡ 1). We obtain the following statement about the invariant factors
of I.
Corollary. Let m denote the product of the distinct primes dividing q2 +1 . Then the
invariant factors of I are contained in the set f1;2;4;8g[f mn j mn divides 2(q2 +1 ) g .
The multiplicity of 1 as an invariant factor is equal to r2 = q6 ¡ 1 p
3q5 + 1 p
3q.I f
q 2> 3 the sum of the multiplicities of the invariant factors divisible by m is equal to
q6 +1¡r `= 1
2
p
3( q 5+
p
3 q 4¡
p
3 q 2¡q+2
p
3). The sum of the multiplicities of the
invariant factors from the set f2;4;8g is equal to 1
2
p
3q(q2 ¡ 1)(q2 ¡
p
3q +1 )=» 5(1).
The smallest Ree group 2G2(3) is isomorphic to the group P¡L2(8) (see [2]). I have
calculated the incidence matrix for this case with the help of the GAP computer algebra
system [11]. The invariant factors of this 63 £ 28-matrix are 19 times 1, 8 times 2 and
1 times 4. They were computed with MAPLE [1].
The methods in this paper can in principle also be applied to determine the `-rank of the
incidence matrix of the classical (Hermitean) unital, which has P¡U3(q2) as its automor-
phismgroup. FirststepsinthisdirectionhavebeendonebyGeckin[4]. Acompleteanswer
is not yet known in this case, since the information about the decomposition numbers of
that group is not sufﬁcient to ﬁnd all of the composition factors of the permutation module
on the points of the design.          
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