Abstract -This paper analyzes the existence of smooth trajectories through singular points of differential algebraic equations, or DAEs, arising from traveling wave solutions of a degenerate convection-diffusion model. The DAE system can be written in the quasilinear form A(x)x ′ = b(x). In this setting, singularities are displayed when the matrix A(x) undergoes a rank change. The singular hypersurface may be smoothly crossed by trajectories in a finite time if x * is a geometric singularity satisfying certain directional conditions. The basis of our analysis is a two-phase fluid flow model in one spatial dimension with dissipative mechanism involved.
Introduction
Recently a great interest has been shown in the studies of differential-algebraic equations, or DAEs. Special attention has been paid to particular structures, such as semi-explicit and linearly implicit (or quasilinear) ones. The interest is due to the fact that semi-explicit and quasilinear DAEs arise naturally in the analysis of, among others, nonlinear electrical circuits [4] , [5] , [8] , [13] , [14] , [45] , electrical power systems [6] , [46] , [47] , gas-and magnetohydro-dynamics models of fluid flows [11] , [12] , [18] , Newton's methods for nonlinear equations [32] , [34] , and elastoplasticity [38] . Excellent surveys of DAEs, their properties, and numerical treatment are given in [8] , [15] , [16] , [24] , [28] , [37] , [46] . The papers [6] , [10] , [13] , [14] , [19] , [20] , [25] , [26] , [27] , [40] , [41] , [44] , [47] provide qualitative analyses of DAEs. Numerical software for DAEs is described in [8] , [15] , [16] .
A major taxonomy of DAEs classifies them into regular problems, locally displaying a welldefined constant index (see [8] , [15] , [16] and references therein), and singular problems, where the conditions supporting the definition of an index fail at certain points. Singular DAEs arise both in the quasilinear context A(x)x ′ = b(x) [26] , [27] , [33] , [34] , [40] , [41] , [44] , and in the semiexplicit one u ′ 1 = f 1 (u 1 , u 2 ), 0 = f 2 (u 1 , u 2 ) [5] , [18] , [22] , [32] , [36] , [46] , [47] . Our main goal in this paper is to show that in some cases of singular index-0 and index-1 equations it is possible to find trajectories crossing the singular manifold in finite time, at least in certain directions, while in other directions the same singular point may behave like a typical equilibrium point.
The motivation behind such an analysis stem from certain problems in traveling wave solutions of convection-diffusion systems in which one is interested in trajectories of quasilinear or semiexplicit DAEs connecting the left and right equilibria u l and u r by a smooth solution u(θ), θ = x − st, such that lim θ→−∞ u(θ) = u l , lim θ→+∞ u(θ) = u r , lim θ→±∞ u ′ (θ) = 0, and s is the wave speed [10] , [36] , [39] . Our illustrative examples use the DAEs obtained from the two-phase fluid flow model representing the flow of spray droplets in gas [29] , [35] . A simplified version of this model (no liquid droplets) describes the well-known gas dynamics model in Eulerian coordinates [39] . To our knowledge this paper would give the first discussion of the relationship between the theory of DAEs and the convection-diffusion system of spray dynamics. However, the results concerning singularity crossing phenomena are general in their nature and can of course be applied to other DAEs with singularities, such as those arising in magnetohydrodynamics [18] , elasticity [38] , electric power systems [47] or mechanical multi-body systems [2] , [23] .
The paper is organized as follows. The relevant theory of index-0 and index-1 quasilinear and semi-explicit DAEs is presented in Section 2. We discuss various aspects of singular points of DAEs, in particular the most relevant geometric singular points. Section 3 provides a qualitative analysis of the crossing phenomena. It utilizes desingularized vector fields which can be traced back at least to Takens [43] . In Section 4, the two-phase fluid flow model is discussed, and traveling wave DAEs are derived and analyzed. Conclusions and summary are given in Section 5. We study the number of equilibria of the DAE in the Appendix.
Background

Some structural forms
DAEs in general form are defined by the implicit system
where the partial derivative ∂F/∂u ′ is singular, at least at some points. Here, F : Ω ⊆ R 2n+1 → R n , where Ω is an open and connected set. Several applications provide systems of the form F ((q(u)) ′ , u, t) = 0, and a new framework for the analysis of these problems has been recently proposed [3] , [17] , [21] .
Equation (1) is called a fully-implicit DAE. Several special forms of (1) are considered important. First, the semi-explicit DAE has, in the autonomous context, the form
where (3) is a purely algebraic system of equations representing the constraints.
If ∂f 2 /∂u 2 is nonsingular, then (2)- (3) is an index-1 DAE [8] . Differentiating (3) with respect to t yields
Thus, (2) and (4) give an ODE. If this ODE is solvable and the solution of the ODE satisfies (3) at t = t 0 , then this solution must also satisfy the DAE by the solvability conditions [8] . This means that (3) is invariant for the ODE (2),(4). Additionally, a straightforward application of the Implicit Function Theorem makes it possible to describe the dynamics in (3) through an explicit ODE using u 1 -coordinates.
Quasilinear DAEs have the following form
where A and b represent sufficiently smooth matrix-and vector-valued functions. Note that (5) encompasses the semi-explicit DAE (2)-(3) as a particular case. Conditions supporting the definition of an index for these quasilinear problems may be stated from differents point of view, which include the differential [8] , geometrical [28] and projector [15] , [21] frameworks. In particular, a constant-rank assumption in the matrix A is typical in this context. When this or other related assumptions are not met at certain points, we are led to a singularity of (5), as discussed below.
Singular points
The simplest singularities of quasilinear problems (5) are characterized by a singular (noninvertible) matrix A(x * ), x * being in the closure of the set of points where A(x) is non-singular. In particular, we will focus on cases in which A(x) is singular only on a hypersurface Ψ of the state space, defining (5) as a singular index-0 DAE. This occurs locally if x * is a non-critical singular point [25] , that is, if the condition (detA) ′ (x * ) = 0 is satisfied. This assumption implies that dim KerA(x * ) = 1 (see e.g. [25] , [31] [4] , [5] , [9] , [46] , [47] , [48] .
Our interest is focused on the existence of smooth (C 1 ) trajectories of DAEs crossing the singular manifold in finite time. This phenomenon may in some cases provide smooth connections of equilibria located on different sides of the singularity and, therefore, is of central importance in the study of traveling waves in systems of the form (2)- (3) or (5) . Previous results in this direction can be found in [11] , [18] , [35] , [36] , [46] .
Singularity-crossing phenomena will be investigated for geometric singularities [26] , [27] , also called pseudo-equilibria in the semi-explicit index-1 context [46] , [47] . Geometric singularities can be defined from the so-called canonical system
which can be rewritten, with the notation
Geometric singularities are defined by the condition b(x * ) ∈ ImA(x * ), whereas algebraic singularities are characterized by b(x * ) / ∈ ImA(x * ) [26] , [27] . It may easily be shown that dim KerA(x * ) = 1 implies that these conditions are equivalent to AdjA(x * )b(x * ) = 0 and AdjA(x * )b(x * ) = 0, respectively. Therefore, non-critical geometric singularities are those which satisfy g(x * ) = 0, and non-critical algebraic singularities verify g(x * ) = 0.
It is shown in [25] that algebraic singularities, under generic transversality assumptions, behave as impasse points, where a pair of trajectories collapse in finite time with infinite speed. It follows that no smooth solution may exist if g(x * ) = 0. Hence, the search for singularity crossing phenomena must be restricted to geometric singular points only. This issue is addressed in the next section.
Singularity crossing phenomena
Geometric singularities generically define an (n − 2)-dimensional manifold, that is, a codimension one submanifold of the singular set (see e.g. [41] ). Hence, in planar problems geometric singularities will generically be a set of isolated points. Furthermore, for an arbitrary dimension n, it may be shown that, at a geometric singular point x * of (5), we have 0 ≤ Rkg ′ (x * ) ≤ 2. In this setting, singularity-crossing phenomena will be characterized (under additional hypotheses) for:
1. Rank-2 geometric singularities, where Rkg ′ (x * ) = 2, and which are generic within the set of geometric singular points.
2. Rank-1 geometric singularities, where Rkg ′ (x * ) = 1. This case comprises generic singular equilibria.
It is worth emphasizing that singular equilibria are excluded from the rank-2 case. Note also that there may exist singular equilibria satisfying Rkg ′ (x * ) = 0: these cases have been considered in [33] , [34] . Nevertheless, within the set of singular equilibria, the property Rkg ′ (x * ) = 1 is generic. Geometric singularities which are not equilibria are sometimes called extraneous singularities (see references in [33] ).
The existence of smooth trajectories crossing the singularity in the above two cases is studied below and a numerical example is presented in Section 4.4. Recent results in this direction can be found in [7] . For a normal form treatment, see [30] , [41] , [49] .
The analysis
The key aspect in our analysis is that a time-reparameterization converts trajectories of the quasilinear system (5) into those of the desingularized field g(x) = AdjA(x)b(x). Around a regular point x * , this can be derived as follows. Observe that the invertibility of A allows one to rewrite the system as
and ω = detA does not change sign in a neighborhood of x * . Let y(t) be a solution of
with y(0) = x * . Define
which is a local diffeomorphism around 0. Then
Note that if ω > 0 around x * then ξ(t) is increasing and the integral curves of g are mapped into those of h, time-orientation being preserved. If, on the contrary, ω < 0 in a neighborhood of x * , then ξ(t) is decreasing and the time-orientation is reversed along trajectories in that region.
Our purpose is to show that, if ω(x * ) = 0, that is, if x * is a singular point, there are cases in which a singular reparameterization may lead to a well-defined C 1 solution through x * .
Theorem 1 Assume A, b (and hence g, ω) to be C 1 . Let x * be a non-critical geometric singularity of (5), that is, an equilibrium of the desingularized field g such that ω(x * ) = 0, ω ′ (x * ) = 0. Let W be a locally invariant 1-dimensional C 1 -manifold, transversal to the singular set, such that x * is an exponential attractor or repeller for g, that is, such that W − {x * } is locally foliated by two integral curves y + (t), y − (t) of g verifying y + → x * and y − → x * exponentially as t → +∞ (in the attracting case) or t → −∞ (in the repelling one). Due to the transversality assumption, y + (resp. y − ) can be chosen so that ω(y + ) > 0 (resp. < 0) along the trajectory. If x * is attracting define, for sufficiently large t,
is locally a C 1 solution of (5) with x(0) = x * and ω(x(s)) = 0 for s = 0.
Proof: Note that all the integrals are convergent due to the exponential decay assumption. Consider for example ∞ t ω(y + (τ ))dτ in (9) . From the C 1 condition, we have ω(y + (τ )) ≤ C 1 y + (τ ) − x * for some C 1 > 0. Furthermore, the exponential rate for y + guarantees the existence of some α, C 2 > 0 such that y + (τ ) − x * < C 2 exp(−ατ ). Hence, ω(y + (τ )) ≤ C exp(−ατ ) and the integral is bounded.
It is easy to check that x(s) is a C 1 solution away from x * : let us then focus on the smoothness of x(s) at s = 0. The key aspect in this regard is that the restriction of the vector field g/ω to W admits a continuous extension through the singularity. This can be seen from a reasoning similar to the one supporting the existence of smooth solutions through weak singularities [32] , [33] . Let (u 1 , . . . , u n ) be a local C 1 -parameterization for which W is described by u 1 = . . . = u n−1 = 0, whereas u n is defined as ω(x). The existence of such a parameterization easily follows from the smoothness and transversality conditions. Let us denote the corresponding local coordinate change as x = ψ(u) (with x * = ψ(0)), and writeg
that is,g = u ng1 for some continuousg 1 . It follows that g/ω admits the continuous extension represented by g 1 (x) =g 1 (ψ −1 (x)) through the singularity.
This property allows one to show that x(s) has indeed a continuous derivative at s = 0, since
but, as it was shown at the beginning of this section, this can be written as
A straightforward argument shows that g 1 (x * ) provides a continuous extension of the derivative through the geometric singularity, proving the C 1 nature of the solution. 2 The set W typically corresponds to a stable or unstable 1-dimensional manifold. The following result shows that this situation may be displayed for a wide class of geometric singularities. It directly follows from the stable/unstable manifold theorem (see e.g. [1] , [42] 
Theorem 2 Let x * be a non-critical geometric singularity. Assume that Rkg ′ (x * ) = 1 and g ′ (x * ) has one non-vanishing eigenvalue, which must be either real positive or real negative. Then, there exists a locally invariant one-dimensional manifold W s or W u for g. If the manifold is transversal to the singular set, then all the assumptions in Theorem 1 hold and, hence, the manifold describes the graph of a trajectory smoothly crossing the singular set.
If Rkg ′ (x * ) = 2 and g ′ (x * ) has two non-vanishing real eigenvalues with opposite signs, then there exists two locally invariant one-dimensional manifolds W s and W u . If both manifolds are transversal to the singular set, then the assumptions in Theorem 1 are met for both manifolds. The manifolds describe the graph of two trajectories smoothly crossing the singular set in opposite directions.
4 Case study: a two-phase fluid flow DAE model
The model
The model is taken from [29] , eq.(2.9), as follows
Here, the subscripts g and l stand for "gas" and "liquid". The variables ρ, u and e denote density, velocity and specific total energy, respectively. The density ρ l is assumed to be constant. The specific internal energy is denoted as ε, and it is related to the specific total energy by
The volume fraction of the gas phase is written as α, whereas 1 − α denotes the fraction of the liquid phase. Also,
It can be shown that the above system is in the conservative form
where
, and the B(u) on the right-hand side represents the dissipative mechanism.
Making use of the vector u defined above, one can rewrite the above system as follows
where ρ l is constant and
A DAE system for the traveling wave solution of the above model is derived in section 4.3.
Traveling waves
The convection-diffusion model (19) has been a research topic of many papers during the last few decades. The system with B(u) ≡ 0 may yield shock solutions even for analytic initial data [36] . The shock wave solutions of the hyperbolic system are, under some conditions, equivalent to traveling wave solutions of the convection-diffusion systems [35] , [36] . Such a traveling wave connects the left and right equilibria in the following sense.
Definition 1
The system (19) admits a traveling wave solution u ∈ C 2 in (x, t) ∈ Ω if there exists s ∈ R and u l , u r ∈ R n , and a function φ(z) such that
• lim ψ→±∞ φ ′ (ψ) = 0, and
The papers by Sainsaulieu [35] and Schecter [36] are relevant here. They formulate and prove the existence of traveling wave solutions u(x − st) for certain systems with degenerate diffusion. While Sainsauleiu's proofs use fixed-point arguments in a function space, Schecter's results are obtained by using the Center Manifold Theory. The following result is taken from [36] .
Let us assume that (19) contains no diffusion terms in the first p equations. Write u = (u 1 , u 2 ) with u 1 ∈ R p , u 2 ∈ R q , and p + q = n. Suppose that A(u) ≡ f ′ (u) and B(u) are partitioned as follows
Theorem 3 Suppose that the system (19) with matrices (27) satisfies the following conditions (1) A(u) and B(u) are C 2 functions of u, (2) A(u l ) has a simple real eigenvalue λ with left eigenvector l, right eigenvector r, lr=1,
lB(u l )r > 0, and (7) for each nonzero real ω, the equation (A(u l ) − λI)v = iωB(u l )v has only the trivial solution.
Then for small σ < 0 there exists a traveling wave solution u of (19) , (27) , where s = λ + σ, and
with a = l(DA(u l )r)r > 0 and b = lB(u l )r > 0.
Application of the above theorem is illustrated by Example 1 of Section 4.5 to follow.
Traveling wave DAE and quasilinear reduction
Under certain structural assumptions, the search for a traveling wave solution emanating from a given left equilibrium naturally leads to a DAE formulation. In this context, the remainder of this section attempts to illustrate how the framework developed in Section 3 may be of help in the discussion of the existence of traveling wave solutions in the presence of singularities. Specifically, from (20)- (25) we get a first order traveling wave DAE of the form
where ε e l is a linear function of u 6 given by (26) , and all the letters with the superscript l are constants equal to the value of each variable at the left state.
In system (29)-(34), the first and second equations are linear functions of u 1 and u 3 , respectively, allowing one to write
for certain c 1 , c 2 . Then, (34) reads ε e l u 3 (u 4 − s) + c 3 = 0 (or ε e l ≡ const). Combining (26) and (34) we get
for certain constants c 4 , c 5 . Substituting in (31) , (32) and (33) the expressions for u 1 , u 3 and u 6 given by (35) and (36), we are led to a system of the form
The algebraic equation (38) may be written in the form
with
again for certain constants k 1 , k 2 , k 3 , k 4 . This makes it possible to eliminate u 5 from (37) and (39), yielding, after some manipulations, a system of the form
With the notation ω(u 2 , u 4 ) = κf ′ 1 (u 4 )(u 2 − s), b 1 =h 1 /η, b 2 =h 3 , this system can be written as
where b 1 and b 2 are C ∞ in the region defined by the conditions u 2 > s, u 4 > s. Note that this is a quasilinear system arising as the reduction of a singular semiexplicit DAE, singularities being now defined by the zero set of ω.
A singularity crossing example
Before addressing the existence of traveling waves for the fluid model presented in 4.1, we analyze from a local point of view an example illustrating how trajectories may cross the singular manifold, in the light of the results presented in in Section 3. We focus on the quasilinear form (44), using the particular set of parameters
where p is yet to be determined. The value of p may be easily computed so that it yields a singular equilibrium (except for round-off errors), leading to p = 3.075379. The singular set is given by the zeros of ω, and in this particular case is defined in the region u 2 > s, u 4 > s, by the straight lines: u 4 = 1.151676 and u 4 = 1.919215. On the other hand, the desingularized field is given by
Note that the zeros of g include both
• the set of geometric singularities, where ω = 0, and
• the set of regular zeros of the vector field b, where ω = 0.
Geometric singularities are obtained from the conditions ω = 0, g 2 = 0 (since ω = 0 ⇒ g 1 = 0). Simple calculations show that there are no geometric singularities on the line u 4 = 1.151676, whereas on u 4 = 1.919215 we get two geometric singular points, namely
The latter corresponds to the singular equilibrium defined by the particular choice of the parameter p.
Figs. 1 and 2 show the (normalized) vector fields of systems (44) and (45), respectively. This means that Rkg ′ (x * ) = 2 and the eigenvalues are real with opposite sign. It is easy to check that ω > 0 if 1.151676 < u 4 < 1.919215. According to the eigenvectors, we conclude that there are two trajectories crossing the singularity through x * 1 , more or less in the directions SE → NW and NE → SW.
The point x * 2 comes from the choice of the parameter p. In the absence of round-off errors, it would exactly correspond to a singular equilibrium. However, it may be shown that, generically, a small perturbation leads to a geometric singular point not being an equilibrium, and a regular equilibrium close to the singularity. Therefore, x * 2 will be in fact a rank-2 geometric singularity. Indeed, we have T .
In this case the behavior is more cumbersome. Note that there is actually a regular equilibrium very close to this geometric singularity. This regular equilibrium is placed at u 2 = 3.061331, u 4 = 1.919216.
Simplified model: gas dynamics only
The general two-phase flow model presented in 4.1 simplifies to the well-known system of gas dynamics equations if α = 1. The first, third and fifth equations of (20)- (25) become respectively
The corresponding traveling wave DAEs are
If κ = 0, then the above DAE has index 1 provided that u 2 = s. The dimension of the solution manifold is 2. If κ = 0 and u 2 = s, then the index is still 1, but the dimension of the solution manifold is 1.
Note that if we assume p g = Ru 1 u 5 (as in [39] ), then the above system can be rewritten in the degenerate form (19) with the matrices (27) as follows
and
This DAE has index 1 and it takes the autonomous semi-explicit form (2)-(3) which can readily be transformed into an equivalent quasilinear form (5).
Example 1: Consider the system (46)- (48) One can check that all the conditions of Theorem 3 are satisfied. Then, from (28) we get for s = 1 (σ = −0.290569)
This result is confirmed by the phase portrait of the system (49)- (51) shown in Fig. 3 for the coordinates (u 5 , u 2 ), where we assumed that
Note that the exact values of the three variables at the right equilibrium of this nonlinear system are ( The DAE (49)-(51) has exactly two equilibria. One can easily compute the variable u 1 from (49), and then substitute u 1 into (50) and (51) where both right-hand sides are zero. Then, by solving one of the two algebraic equations for u 5 and substituting it into the second equation, we arrive at an algebraic (quadratic) equation in u 2 only. Obviously, one of its roots is u l 2 , the value of u 2 at the left equilibrium. The other root is a candidate for the right equilibrium u r 2 . The singularity is: u 2 − s = 0. It can be shown that when the two equilibria are located on the opposite sides of u 2 ≡ s, there exist no traveling waves. This is due to the fact that the corresponding quasilinear DAE, A(u)u ′ = b(u), has no geometric singular points at u 2 ≡ s, i.e. there exists no point
T on the singular manifold such that b(u * ) ∈ ImA(u * ). Therefore, the DAE (49)-(51) has a traveling wave solution only if the two equilibria are located on the same side of the singularity manifold u 2 − s ≡ 0. It is obvious that the DAE has index 1 on each side of the singularity and the crossing phenomenon can not occur.
Conclusions
The traveling wave solution of convection-diffusion systems naturally yield DAEs. The singularities of the DAEs may in some instances be "killed" by an equilibrium placed at the singularity, resulting in a singular equilibrium point (e.g. the point x * 2 in Section 4.4). In effect, the equilibrium does not behave as an equilibrium in a typical ODE sense. It is rather a pseudo-equilibrium and one is able to integrate, at least in some directions, through that singularity. In such a case the trajectory can connect the equilibria located on the opposite sides of the singularity since the crossing of the singularity is achieved in a finite time [12] , [18] , [40] . However, the same pseudo-equilibrium may be reached from other directions in an infinite time. Then, of course, the connection between two equilibria on the opposite sides of the singularity is not possible.
The trajectory can also cross the singularity at a point where b(x * ) = 0 and b(x * ) ∈ ImA(x * ) as illustrated by the point x * 1 in Section 4.4. A trajectory can reach and leave such a geometric singularity in a finite time allowing a traveling wave to connect two equilibria located on the opposite sides of the singularity.
The case-study and the model investigated in this paper seem to offer a new insight into the theory of degenerate convection-diffusion systems and their traveling wave solutions [36] . Similar results in magnetohydrodynamics have been reported earlier [10] , [18] , [32] .
respectively. Combining the last two equations we get
Replacing p g by an equivalent function of u 2 , u 4 , and θ we obtain with A k = A k (u 4 ) being polynomials of degrees k.
We are interested in the number of real solutions of (57). Assume that 1 < δ = p q < 2, where p, q > 0 are relatively prime integers (q < p < 2q), let f δ (x) ≡ A 3 (x) + x δ A 4 (x) + x 2δ A 5 (x) with A j (x) being polynomials of degree j. Set y = x is a polynomial of degree 5q + 2p having most of its coefficients vanishing, except the coefficients of y t , t ∈ S = {kq, jq + p, iq + 2p |k = 0, 1, 2, 3; j = 0, 1, 2, 3, 4; i = 0, 1, 2, 3, 4, 5}. Note that S has cardinality 15 unless Proof of all Facts: It suffices to observe that with almost all its coefficient being zero (except on the set S), the function F p q allows at most 14 degrees of freedom, |S| − 1. Thus, if we impose as many as 14 positive roots on f p q (y), then we have no elbow room left! The additional roots appearing in Facts 1 and 2 arise from realizing that 5q + 2p − 13 and 5q + 2p − 14 are odd numbers. 
