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Introduction Ge´ne´rale
Depuis le de´but des anne´es 1990, l’industrie de la gestion alternative a connu un
de´veloppement conside´rable. La croissance spectaculaire des actifs sous gestion – de quelques
milliards de dollars en 1995, a` plus de 2 600 milliards de dollars en 2007 (Cf. HedgeFund
Intelligence, 2008) – en fait de´sormais un acteur incontournable de la sphe`re ﬁnancie`re.
L’inﬂuence de ces fonds alternatifs (en anglais, hedge funds), pre´sents sur les principaux
marche´s ﬁnanciers, va bien au-dela` de leurs poids ﬁnanciers. Leur activisme dans les
conseils d’administration des entreprises et l’utilisation d’eﬀet de levier de´cuplent l’im-
pact des hedge funds sur la sphe`re ﬁnancie`re classique.
De´ﬁnir pre´cise´ment la gestion alternative n’est pourtant pas chose aise´e (Cf. Hilderbrand,
2007). L’Autorite´ des Marche´s Financiers (AMF, l’organisme de re´gulation des marche´s
franc¸ais) de´ﬁnit la gestion alternative comme une gestion qui a pour objectif la perfor-
mance absolue en controˆlant son exposition aux facteurs traditionnels de risque. Selon
la Securities and Exchange Commission (SEC, l’organisme de re´gulation des marche´s
ame´ricains), un hedge fund est un ve´hicule prive´ et non re´fe´rence´ de fonds commun de
placement qui utilise des techniques sophistique´es de couverture et d’arbitrage. L’univers
de la gestion alternative regroupe un ensemble de fonds (pas ou peu controˆle´s par les auto-
rite´s de tutelle), qui peuvent de fait adopter des strate´gies d’investissement tre`s diverses.
Les fonds alternatifs ont en outre la possibilite´ d’investir dans de nombreuses classes d’ac-
tifs et d’utiliser un vaste ensemble d’outils ﬁnanciers. Aﬁn d’e´viter certaines contraintes
ﬁscales et re´glementaires, la structuration des hedge funds est ge´ne´ralement complexe.
Un manque de transparence est ainsi souvent reproche´ aux acteurs de la gestion alterna-
tive. En eﬀet, les informations relatives aux strate´gies misent en œuvre par les ge´rants sont
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de´libe´re´ment prote´ge´es et conﬁdentielles, ce qui entretient une opacite´ ge´ne´rale de cette
industrie. Les gestionnaires justiﬁent cette re´tention d’information par des arguments d’ex-
clusivite´ et de viabilite´ de leurs strate´gies. Les ge´rants cherchent a` exploiter d’e´ventuelles
opportunite´s d’arbitrage ; la divulgation de leurs strate´gies entraˆınerait une correction de
ces ineﬃciences, et donc, la disparition de leurs  martingales .
Le terme  hedge  (couverture), a` ce propos, peut induire en erreur. Le premier hedge
fund aurait e´te´ fonde´ par Alfred Winslow en 1949 (Cf. Lhabitant, 2002). Ce fonds autori-
sait une couverture du risque de marche´ en adoptant une strate´gie d’achats et de ventes
simultane´s d’actions (en anglais Long/Short). Ainsi, les hedge funds ne se couvrent pas,
bien suˆr, contre tous les risques ﬁnanciers (Cf. Asness et alii, 2001 ; Fromont, 2006), mais
ils tentent ne´anmoins d’en maˆıtriser une partie, en ne s’exposant qu’a` certains facteurs de
risque choisis.
L’engouement des investisseurs pour ce type de produits s’explique en partie par la diversi-
ﬁcation qu’ils apportent (Cf. Amin et Kat, 2003-a). Les perspectives de gains importants
pour un risque visiblement mode´re´ en font de plus un type de produit attrayant (Cf.
Amin et Kat, 2003-b). Nombre d’e´tudes (Cf. Agarwal et Naik, 2004 par exemple) tendent
a` montrer que l’allocation d’une poche alternative au sein d’un portefeuille d’actifs ou de
fonds plus classiques permet d’espe´rer un portefeuille de risque global moindre pour un
rendement e´quivalent.
Par ailleurs, les me´thodes d’analyses ﬁnancie`res  classiques  ne s’accordent pas tou-
jours avec les spe´ciﬁcite´s des fonds alternatifs. La plupart des mode`les ﬁnanciers sup-
posent des de´pendances line´aires entre les rentabilite´s des fonds et les facteurs de risque.
Ces mode`les se fondent souvent sur l’hypothe`se de normalite´ de la distribution des ren-
dements des actifs. Or, les particularite´s structurelles des fonds alternatifs (utilisation de
levier, de produits de´rive´s, investissement dans des titres peu liquides, valorisation de
faible fre´quence, existence de de´lais de sortie. . .) rendent diﬃciles l’e´valuation de la perfor-
mance et des risques re´els (Cf. Fung et Hsieh, 2000). La volatilite´, par exemple, ne reﬂe`te
que (tre`s) partiellement le risque d’un fonds alternatif. L’utilisation d’actifs non liquides
Introduction Ge´ne´rale 3
et de produits de´rive´s, ainsi que l’application de strate´gies dynamiques d’exposition aux
risques (Cf. Gibson et Gyger, 2007), ont un impact important et signiﬁcatif sur la dis-
tribution des rendements. Les expositions non-line´aires des fonds a` certains facteurs de
risque induisent des rendements par nature non-Gaussiens (Cf. Agarwal et Naik, 2000 ;
Amin et Kat, 2003-b). Le cadre d’analyse classique du choix de portefeuille (moyenne-
variance) propose´ par Markowitz (1952) n’est en conse´quence pas adapte´ au traitement
de tels actifs. Les mode`les de risques et d’allocation d’actifs qui de´coulent de ce cadre
d’analyse ne sont alors plus re´alistes. Cette the`se ambitionne de proposer un nouveau
cadre d’analyse moins restrictif et compatible avec les caracte´ristiques des fonds alter-
natifs. Nous proposons en particulier d’e´largir aux quatre premiers moments l’analyse
traditionnelle moyenne-variance. La conside´ration des moments d’ordre supe´rieur et plus
ge´ne´ralement des de´pendances non-line´aires des actifs complexiﬁent ne´anmoins grande-
ment les mode´lisations ﬁnancie`res. Il n’est alors pas toujours possible d’obtenir des for-
mules explicites  ferme´es  en conside´rant des approches mathe´matiques traditionnelles.
Nous choisissons ainsi dans la suite de la the`se d’employer des  proce´de´s de calcul natu-
rel  (en anglais, natural computation) pour re´aliser certaines approximations et simpliﬁer
les proble`mes complexes rencontre´s.
Les techniques de calcul naturel regroupent trois grandes classes de me´thodes ; leur
caracte´ristique commune est d’eˆtre en lien direct avec des manifestations de phe´nome`nes
naturels (biologiques, physiques, e´cologiques. . . ; Cf. de Castro, 2007). La premie`re classe
s’inspire de phe´nome`nes naturels pour re´inventer des me´thodes de re´solution de proble`mes.
La deuxie`me se fonde sur une utilisation intensive de l’informatique pour reproduire ou
synthe´tiser ces phe´nome`nes. La troisie`me utilise des e´le´ments naturels (mole´cules ou neu-
rones biologiques par exemple) pour de´velopper de nouvelles techniques nume´riques. Par
exemple, les algorithmes ge´ne´tiques utilise´s pour rechercher des solutions optimales sont
directement issus des the´ories de l’e´volution de Darwin. Ces techniques inspire´es de la
nature font de´sormais l’objet d’intenses de´veloppements. Elles constituent un champ ac-
tif de recherche en mathe´matiques applique´es, dont les re´sultats sont re´gulie`rement pu-
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blie´s dans des revues scientiﬁques spe´cialise´es (Natural Computing, Neurocomputing, Neu-
ral Networks, IEEE Transactions on Neural Networks, IEEE Transactions on Knowledge
and Data Engineering, Artiﬁcial Intelligence in Medicine, Neural Processing Letters. . .)
et lors de confe´rences internationales (Neural Information Processing Systems, Internatio-
nal Conference on Artiﬁcial Neural Networks, European Symposium on Artiﬁcial Neural
Networks, International Work-Conference on Artiﬁcial Neural Networks, Workshop on
Self-Organizing Maps, Interdisciplinary Center for Neural Computation).
Le cerveau humain reste une des sources pre´ponde´rantes d’inspiration des proce´de´s
de calcul naturel. McCulloch et Pitts (1943) mode´lisent les premiers neurones biologiques
a` partir d’automates binaires. Ils montrent notamment qu’interconnecte´s en re´seau, ces
simples neurones peuvent reproduire les re´sultats de fonctions relativement complexes.
Une deuxie`me ge´ne´ration de neurones, inte´grant notamment une fonction d’activation
non-line´aire a permis de reproduire partiellement les faculte´s d’analyse et d’apprentissage
de leurs homologues naturels (Cf. Rosenblatt, 1958). L’invention de la re´tropropagation
du gradient (apprentissage non-supervise´ ; Cf. Rumelhart et alii, 1986) et la de´monstration
du the´ore`me d’approximation universelle (un type spe´ciﬁque de re´seaux de neurones peut
en the´orie approximer n’importe quelle fonction ; Cf. Hornik et alii, 1989) ont permis une
plus importante diﬀusion de ces me´thodes au sein de la communaute´ scientiﬁque.
Combine´s en re´seau, ces mode`les connexionnistes oﬀrent des possibilite´s inte´ressantes
par rapport aux autres mode`les line´aires ou statistiques classiques. Les proble`mes de pro-
jection et de re´duction de dimension, souvent traite´s au moyen d’Analyse en Composantes
Principales (Cf . Jolliﬀe, 1986), peuvent eˆtre re´solus au moyen de re´seaux de neurones
spe´ciﬁques (Cf. Lee et Verleysen, 2005). Les mode´lisations de se´ries temporelles peuvent
e´galement eˆtre re´alise´es eﬃcacement a` l’aide de techniques connexionnistes (Cf. Lendasse
et alii, 2000). Ils ont ainsi e´te´ applique´s a` de tre`s nombreux domaines : optimisation et
pre´vision (traﬁc de re´seau routier, consommation d’e´lectricite´), reconnaissance (vocale ou
optique), approximation (de fonctions inconnues ou complexes), ou compression (d’image
ou de donne´es).
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Dans le domaine ﬁnancier, de`s 1990, Hawley et alii appliquent ces me´thodes pour
traiter des proble`mes aussi divers que la de´tection des entreprises en diﬃculte´, la gestion
de portefeuille, l’e´valuation des introductions en bourse et la de´tection d’opportunite´s
d’arbitrage. Aujourd’hui encore, les vastes possibilite´s oﬀertes par ces techniques sont
commune´ment employe´es par la recherche acade´mique en ﬁnance. Elles sont par exemple
utilise´es pour pre´voir le prix d’actifs (Cf. Avouyi-Dovi et Caulet, 1995), pour discriminer
diﬀe´rents actifs ﬁnanciers (Cf. Maillet et Rousset, 2003 ; de Bodt et alii, 2004), ou en-
core pour corriger les variations saisonnie`res des se´ries temporelles (Cf. Ben Omrane et de
Bodt, 2007). Pourtant, le caracte`re non-supervise´ de ces mode`les (et leur caracte´ristique
dite de  boˆıte noire ) constitue une critique re´currente. Ne´anmoins, une utilisation cir-
conspecte et des controˆles a posteriori (Cf. de Bodt et alii, 2002 et 2004) permettent de
concevoir raisonnablement des mode`les fonde´s sur ces techniques neuronales. Nous envisa-
geons ainsi d’exploiter les proprie´te´s des re´seaux de neurones pour inte´grer les spe´ciﬁcite´s
des rendements des fonds alternatifs.
Notons que le cadre d’analyse que nous proposons s’ave`re e´galement particulie`rement
utile lorsqu’il s’agit d’e´tudier les rentabilite´s des actifs plus classiques. Car si les rendements
des fonds alternatifs se caracte´risent par leur non-normalite´, l’hypothe`se de rendements
Gaussiens pour les actifs ﬁnanciers est aussi largement rejete´e par la litte´rature empirique
(Cf. Fama, 1965 ; Mandelbrot, 1997). Le caracte`re asyme´trique et leptokurtique des ren-
tabilite´s des actifs ﬁnanciers – certes moins prononce´ que pour les fonds alternatifs – a
en eﬀet suscite´ plusieurs de´veloppements et extensions du cadre d’analyse classique (Cf.
Bollerslev et alii, 1992 ; Pagan, 1996 ; Harvey et Shephard, 1996 ; Campbell et alii, 1997 ;
Cont, 2001 et Gourie´roux et Jasiak, 2001 ; Jondeau et Rockinger, 2003-a).
En premier lieu, les queues de distributions empiriques sont plus e´paisses que celles d’une
loi Normale. Les distributions empiriques sont e´galement asyme´triques ; il est ainsi plus
probable d’observer des rendements extreˆmes ne´gatifs que positifs. Ensuite, les phe´nome`nes
de corre´lation se´rielle de la volatilite´, qui se manifestent par l’apparition de  grappes  de
volatilite´s e´leve´es (en anglais, volatility clusters), ainsi que les e´volutions des corre´lations
transversales (les corre´lations ont tendance a` augmenter durant les pe´riodes de fortes vo-
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latilite´s, Cf. Gagliardini et Gourie´roux, 2006) vont e´galement a` l’encontre du postulat
Gaussien. Si ces faits stylise´s sont aujourd’hui bien connus, leurs justiﬁcations restent
encore partielles. Ainsi, les phe´nome`nes de bulles spe´culatives (Cf. Blanchard et Wat-
son, 1982 ; Abreu et Brunnermeier, 2003) et l’existence de modes d’incitation optionnelle
(Cf. Black et Scholes, 1973 ; Brennan, 1993 ; Bris et alii, 2007) induisent une asyme´trie
dans les distributions de rentabilite´ des actifs. Par ailleurs, les phe´nome`nes de contagion,
d’he´te´rosce´dasticite´ des rentabilite´s, ainsi que l’he´te´roge´ne´ite´ des anticipations des agents
(Cf. Bollerslev, 1986 ; Hamao et alii, 1990 ; Embrechts et alii, 1999 ; Hong et Stein, 1999 et
2003 ; Chen et alii, 2001 ; Lillo et alii, 2009), sont a` l’origine du caracte`re asyme´trique et
leptokurtique des fonctions de densite´ des rentabilite´s des actifs. Enﬁn, l’existence de risque
de cre´dit et de liquidite´ peut eˆtre a` l’origine de certains phe´nome`nes de pertes extreˆmes
(Cf. Kritzman, 1994). Les e´ve`nements de marche´ survenus au cours du quatrie`me trimestre
2008 en sont une parfaite illustration.
Cette the`se cherche a` re´pondre a` un certain nombre de questions auxquels les praticiens
et les chercheurs acade´miques sont souvent confronte´s lors de l’application de mode`les ﬁ-
nanciers a` des classes d’actifs comprenant des fonds alternatifs. Plus pre´cise´ment, nous
pre´sentons dans un premier chapitre une me´thode de pre´traitement des bases permettant
d’estimer les valeurs manquantes des se´ries d’actifs. Le second chapitre propose ensuite
un mode`le de se´lection de portefeuilles optimaux inte´grant la non-normalite´ des actifs. Le
troisie`me chapitre traite de la proble´matique des valeurs aberrantes (de´tection et correc-
tion) pre´sentes dans des bases de donne´es ﬁnancie`res. Enﬁn, un quatrie`me chapitre discute
d’un mode`le de caracte´risation des styles des fonds alternatifs prenant en compte les dy-
namiques de gestion.
Dans le premier chapitre, nous cherchons a` re´pondre a` la proble´matique de ge´ne´ration
de rendements re´alistes. L’objectif est double : nous proposons d’une part une me´thode
d’estimation des valeurs manquantes (e´galement appele´e me´thode de comple´tion) qui
peuvent (ne pas) apparaˆıtre dans les bases de donne´es ﬁnancie`res pour de multiples rai-
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sons ; et d’autre part, une me´thode de ge´ne´ration de scenarii re´alistes de marche´. En
eﬀet, qu’il s’agisse de me´thode de comple´tion ou de simulation, l’hypothe`se distribution-
nelle de rendements normaux (ou syme´triques) e´tait jusqu’a` pre´sent ge´ne´ralement retenue.
L’utilisation de mode`les standard pour des classes d’actifs dont les rendements sont juge´s
non-normaux n’est pourtant pas recommande´e, car elle induit des biais d’analyse marque´s.
Il est ainsi ne´cessaire de de´velopper des mode`les adapte´s aux spe´ciﬁcite´s des fonds alter-
natifs. Nous proposons de comple´ter les valeurs manquantes en associant trois approches
comple´mentaires : une version modiﬁe´e de l’algorithme de Kohonen, les  Cartes Ro-
bustes Auto-Organise´es  (en anglais Robust Self-Organized Maps ou RSOM ; Cf. Guinot
et alii, 2006), une reconstruction factorielle a` partir des Fonctions Orthogonales Empi-
riques (en anglais Empirical Orthogonal Functions ou EOF ; Cf. Hanson et Lawson, 1974),
et enﬁn un algorithme de ge´ne´ration ale´atoire contrainte de se´ries temporelles (en anglais
Constrained Randomization ; Cf. Schreiber, 1998). Nous adoptons ensuite une approche
non parame´trique qui se fonde, a` nouveau, sur les cartes robustes pour ge´ne´rer des sce-
narii. Les proprie´te´s d’interpolation non-line´aire des cartes nous permettent d’obtenir des
scenarii respectant les distributions et les de´pendances des actifs a` simuler. Nous illustrons
aussi l’impact de la comple´tion de bases de fonds alternatifs sur des mesures de risque et
des allocations d’actifs et nous les comparons a` celles issues de techniques plus classiques.
Le deuxie`me chapitre pre´sente une ge´ne´ralisation de la frontie`re eﬃciente propose´e par
Markowitz (1952). Motive´ par le caracte`re non-Gaussien des distributions des rentabilite´s
des actifs ﬁnanciers (Cf. Fama, 1965 ; Mandelbrot, 1997) et plus particulie`rement des fonds
alternatifs, nous e´tendons le cadre initial espe´rance-variance d’e´valuation des portefeuilles
aux moments d’ordre supe´rieur qui caracte´risent les cœﬃcients d’asyme´trie et d’e´paisseur
de queues de distribution des rendements (en anglais, skewness et kurtosis). Ne´anmoins, les
moments d’ordre trois et quatre e´tant particulie`rement sensibles aux donne´es aberrantes
(Cf. Kim et White, 2004), nous proposons d’utiliser des statistiques robustes,  les mo-
ments line´aires  (en anglais L-moments ; Cf. Hosking, 1990), pour quantiﬁer l’asyme´trie
des distributions et les risques extreˆmes associe´s aux rentabilite´s de portefeuilles. L’intro-
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duction d’une mesure directionnelle de distance (directement lie´e aux pre´fe´rences de l’in-
vestisseur) autorise ensuite la re´solution d’un programme de maximisation multi-objectif
(conside´rant simultane´ment espe´rance, variance, asyme´trie et kurtosis). La conside´ration
de l’ensemble des distances, correspondant a` des pre´fe´rences  raisonnables  d’agents
rationnels, nous permet d’obtenir l’ensemble des portefeuilles (localement) optimaux. En-
ﬁn, l’introduction de fonctions d’utilite´ ge´ne´rales, inte´grant notamment les pre´fe´rences des
agents pour les moments d’ordre supe´rieur, nous permet d’e´valuer l’inﬂuence de ces mo-
ments sur les choix d’investissement des agents rationnels.
Dans le troisie`me chapitre, nous proposons un mode`le de  de´bruitage  des se´ries
ﬁnancie`res. Initialement de´veloppe´ en traitement du signal, ce proce´de´ consiste a` suppri-
mer le bruit (la partie re´siduelle qui perturbe un signal, une image, un son. . ., les se´ries
de rendements dans notre cas). Au moyen d’un re´seau de neurones mode´lisant les vola-
tilite´s instantane´es et transversales d’une base d’actifs, nous de´tectons et nous corrigeons
les valeurs aberrantes. Ce pre´traitement des bases semble en eﬀet utile. Comme le montre
Rosenberg et Houglet (1974), quelques erreurs dans les donne´es suﬃsent a` biaiser large-
ment les conclusions issues des mode´lisations ﬁnancie`res. Les allocations d’actifs obtenues
dans le cadre espe´rance-variance propose´ par Markowitz (1952) sont particulie`rement sen-
sibles a` ces proble`mes d’estimation (Cf. parmi d’autres Britten-Jones, 1999). De nombreux
auteurs (Cf. Michaud, 1998 ; Ledoit et Wolf, 2003) proposent d’ailleurs des solutions ro-
bustes pour de´terminer les portefeuilles optimaux. Deux types d’approche sont ainsi pos-
sibles. La premie`re consiste a` eﬀectuer un pre´traitement de la base de donne´es ; il va
s’agir de de´tecter et corriger les rendements  anormaux . La seconde substitue aux mo-
ments empiriques traditionnels (sujets aux erreurs d’estimation) des statistiques robustes.
L’asyme´trie et la kurtosis e´tant particulie`rement sensibles a` ces donne´es errone´es, il nous
semblait inte´ressant d’e´tudier l’impact de ces donne´es  aberrantes  sur les mode`les d’al-
location de portefeuilles inte´grant ces moments d’ordre supe´rieur. Nous proposons ainsi
de comparer les allocations de portefeuilles obtenues a` partir du mode`le propose´ par Jurc-
zenko et alii (2006) - lorsque les donne´es sont brutes ou de´bruite´es - et celui propose´ au
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chapitre 2 mobilisant des statistiques robustes.
Enﬁn, dans le quatrie`me chapitre, nous de´veloppons un mode`le d’analyse de style
adapte´ aux fonds alternatifs. Ge´ne´ralement suppose´s constants, les styles adopte´s par les
ge´rants sont susceptibles d’e´voluer en fonction des conditions de marche´. Cette de´rive peut
eˆtre volontaire (choix tactique du ge´rant) ou simplement subie (Cf. Fama et French, 2007)
en raison de l’e´volution des caracte´ristiques intrinse`ques des actifs de´tenus, le style retenu
par le ge´rant e´tant un e´le´ment primordial pour l’e´valuation de la performance des fonds. La
litte´rature acade´mique s’est ainsi largement inte´resse´e a` l’identiﬁcation du style des fonds
et l’e´valuation des biais concernant les styles auto-de´clare´s des ge´rants. Nous de´veloppons
un mode`le d’analyse de style dynamique fonde´ sur les cartes auto-organise´es de Kohonen
(1995). Cette approche permet d’e´viter certains e´cueils des mode`les traditionnels de l’ana-
lyse de style (Cf. Sharpe, 1988), comme l’arbitraire du choix des indices, la coline´arite´ des
indices de style retenus et les hypothe`ses lie´es aux me´thodes d’estimation du mode`le de
re´gression multivarie´e. De fac¸on pre´liminaire, nous proposons d’appliquer notre nouvelle
me´thodologie a` un univers de fonds d’actions ame´ricaines, pour lesquels un grand nombre
d’informations sont publiques (le style auto-de´clare´ du ge´rant, les principales positions, la
classiﬁcation attribue´e par le fournisseur de donne´es, etc.). Une projection dynamique des
fonds sur la carte rend alors possible l’e´tude des styles adopte´s par fonds et leur e´volution.
Nous de´terminons ainsi deux types de fonds : ceux qui adoptent une strate´gie stable et
cohe´rente sur la pe´riode, et ceux, plus opportunistes, qui changent re´gulie`rement de styles.
Parmi ces derniers, nous tentons d’identiﬁer les ge´rants qui anticipent avec succe`s les fu-
tures conditions de marche´ de ceux les subissant.
Avant de pre´senter en de´tail les travaux re´alise´s pour traiter ces diﬀe´rentes proble´matiques,
nous proposons ci-apre`s un re´sume´ de´taille´ des quatre parties de la the`se.
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Re´sume´ du chapitre sur “Hedge Fund Time-series Com-
pletion and Scenarii Generation for Robust Asset Al-
location and Risk Measurement”
Les e´tudes empiriques constituent une e´tape incontournable de la recherche en ﬁnance.
Elles permettent, entre autres, de valider ou d’appliquer les re´sultats de mode`les the´oriques.
Disposer d’observations  propres  et en nombre suﬃsant est un pre´alable ne´cessaire
a` l’application de ces mode`les. Aussi, l’existence de donne´es manquantes constitue un
proble`me re´current pour nombre d’analyses (Cf. Malhotra, 1987 ; Schafer, 1997 ; diCesare,
2006). Outre ces proble`mes de valeurs manquantes, d’autres conside´rations empiriques,
tel qu’un nombre d’observations trop restreint, limitent le pouvoir explicatif de certains
mode`les. Le recours a` la simulation et aux techniques de ge´ne´rations de scenarii s’impose
alors. Ce premier chapitre de notre travail de the`se propose dans un premier temps un
mode`le de reconstruction des valeurs manquantes dans des se´ries temporelles. Dans un
second temps, la ge´ne´ralisation de ce principe nous permet de proposer un mode`le de
ge´ne´ration de scenarii re´alistes de marche´.
Rubin (1976) propose l’une des premie`res analyses syste´matiques des valeurs man-
quantes. Parmi les diverses me´thodes de traitement propose´es, on distingue ge´ne´ralement
deux grandes cate´gories. La premie`re consiste a` supprimer purement et simplement les ob-
servations manquantes. La me´thode dite de  l’eﬀacement de cas  (ge´ne´ralement nomme´e
sous sa terminologie anglaise  Listwise deletion ) supprime ainsi l’ensemble des obser-
vations pour lesquelles au moins une valeur est non renseigne´e. Une variante, moins des-
tructrice d’information, propose de supprimer uniquement les observations incomple`tes
lorsque celles-ci sont ne´cessaires a` l’aboutissement des calculs (me´thode des paires ou des
 se´ries apparie´es , appele´e  Pairwise deletion  en anglais). Ces premie`res me´thodes
ont le de´savantage e´vident de re´duire signiﬁcativement la taille de l’e´chantillon d’observa-
tion. Par conse´quent, elles ont tre`s vite e´te´ supplante´es par des techniques plus complexes
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permettant de reconstruire les valeurs manquantes. En de´pit du fait qu’une estimation
inexacte de ces dernie`res peut induire un biais signiﬁcatif sur les re´sultats des mode`les
(Cf. Harel, 2008), nous privile´gions cette approche.
Dans le cas spe´ciﬁque des bases de donne´es ﬁnancie`res, l’absence de certaines valeurs
peut survenir pour de multiples raisons : erreurs du fournisseur, ﬁltres pre´alables sur
les valeurs aberrantes, etc. Plusieurs me´thodes de simulations et de recouvrement de ces
donne´es sont propose´es dans la litte´rature, mais celles-ci ne´cessitent ge´ne´ralement une
connaissance a priori du type de donne´es. En ce qui concerne l’estimation des donne´es
manquantes dans des se´ries temporelles de rendements d’actifs boursiers, l’algorithme de
maximisation de la vraisemblance des valeurs manquantes (en anglais,  Expectation-
Maximization  ; Cf. Dempster et alii, 1977) et ses nombreuses variantes ( Expectation-
Conditional-Maximization  par exemple ; Cf. McLachlan et Krishnan, 1997) constitue un
des mode`les de re´fe´rence. La simulation a de tre`s nombreuses applications en ﬁnance (Cf.
Jamshidian et Zhu, 1996). Boyle (1977), par exemple, propose de recourir aux simulations
de Monte Carlo pour ge´ne´rer des trajectoires d’actifs et e´valuer le prix d’options. Ce type
de me´thodes a largement gagne´ en popularite´ ces dernie`res anne´es. Les ge´ne´rations de sce-
narii sont par exemple souvent re´alise´es via des me´thodes de Monte Carlo (Cf. Guastaroba
et alii, 2009). Celles-ci ne´cessitent toutefois d’eﬀectuer des hypothe`ses sur la distribution
des rendements, les lois normales ou de Student e´tant ge´ne´ralement retenues.
L’hypothe`se de normalite´ des rentabilite´s des actifs est par ailleurs largement rejete´e
(Cf. Fama, 1965 ; Mandelbrot, 1997). De nombreuses e´tudes mettent en exergue les faits
stylise´s observe´s sur les rendements pour justiﬁer le rejet du postulat Gaussien (Cf. Bol-
lerslev et alii, 1992 ; Pagan, 1996 ; Harvey et Shephard, 1996 ; Campbell et alii, 1997 ;
Cont, 2001 et Gourie´roux et Jasiak, 2001). Les rentabilite´s sont en eﬀet asyme´triques,
leptokurtiques, he´te´rosce´dastiques et caracte´rise´es par une instabilite´ de leurs corre´lations
transversales (Cf. Gagliardini et Gourie´roux, 2006) vont e´galement a` l’encontre du postulat
Gaussien). Toute mode´lisation Gaussienne tend donc a` sous-estimer les risques extreˆmes
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(Cf. Alexiev, 2005). La dissyme´trie qui peut eˆtre lie´e aux bulles spe´culatives (Cf. Blan-
chard et Watson, 1982 ; Abreu et Brunnermeier, 2003), aux modes d’incitation optionnelle
(Cf. Brennan, 1993 ; Bris et alii, 2007), a` l’he´te´roge´ne´ite´ des investisseurs (Cf. Hong et
Stein, 1999 et 2003 ; Chen et alii, 2001) et aux risques de cre´dit et de liquidite´ (Cf. Kritz-
man, 1994) est par ailleurs renforce´e pour les fonds alternatifs qui ont recours aux ventes
a` de´couvert et qui adoptent des strate´gies dynamiques. Lorsque l’on conside`re les bases
de donne´es ﬁnancie`res de fonds, a fortiori alternatifs, l’hypothe`se de normalite´ ne peut
en conse´quence eˆtre retenue (Cf. Sﬁridis, 2005). Les mode`les de comple´tion de valeurs
manquantes classiques doivent donc eˆtre adapte´s aux spe´ciﬁcite´s des actifs ﬁnanciers.
La ne´cessite´ de disposer d’un mode`le d’estimation des valeurs manquantes est d’au-
tant plus cruciale que les bases de donne´es de fonds alternatifs sont biaise´es compte tenu
des pratiques en cours sur les marche´s ﬁnanciers. Par exemple, la possibilite´ de ne pas
communiquer la performance des fonds est a` l’origine de deux biais majeurs : celui d’auto-
se´lection et le biais dit  d’histoire instantane´e . Avant de pre´senter ces derniers, il nous
faut rappeler que les fonds alternatifs sont soumis a` des re`gles strictes concernant leurs
moyens de communication. Le recours a` la publicite´ leur est par exemple interdit et la
communication de leurs performances passe´es pas toujours permise. Ainsi l’inclusion d’un
fonds alternatif au sein d’une base de donne´es oﬀre un moyen le´gal de communication. Le
choix d’inte´grer leurs performances dans une base de donne´es est ge´ne´ralement re´alise´ par
des gestionnaires cherchant a` attirer de nouveaux investisseurs. Le biais d’auto-se´lection
(en anglais,  self-reporting  ou  superior funds ) provient du fait que les fonds dont
la taille est juge´e optimale n’ont plus inte´reˆt a` communiquer leurs performances. Le biais
 d’histoire instantane´e  (en anglais,  backﬁll  ou  instant history  ; Cf. Fung et
Hsieh, 2000 ; Lhabitant, 2004) re´sulte des pratiques des gestionnaires alternatifs qui at-
tendent la ﬁn de la pe´riode d’incubation (pe´riode conse´cutive a` la cre´ation du fonds, qui
correspond a` la mise en place et la validation de la strate´gie) pour inclure leur fonds au
sein d’une base de donne´es publique et reconnue. Lors de l’inclusion de leur fonds, ils ont
la possibilite´ de reporter (une partie de) l’historique de performances passe´es correspon-
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dant a` la pe´riode d’incubation. Ainsi, seuls les gestionnaires qui re´alisent des performances
positives sur cette pe´riode vont choisir strate´giquement de renseigner celles-ci.
Plusieurs auteurs ont tente´s d’estimer l’impact de cette pratique sur les bases de fonds
et d’indices alternatifs (Cf. Brown et alii, 1999 ; Fung et Hsieh, 2000 ; Posthuma et van
der Sluis, 2003). S’il n’est pas possible de connaˆıtre la part des fonds qui n’atteignent pas
la phase de maturation, certains fournisseurs d’indices pre´cisent ne´anmoins la date d’in-
clusion du fonds dans l’indice. Il est ainsi possible de dissocier les rendements ayant e´te´
rajoute´s ex post des autres. L’impact du biais d’histoire instantane´e est ainsi directement
mesurable. Cet impact du biais d’histoire instantane´e sur les rendements annualise´s est
estime´ en moyenne entre 2 et 6 points suivant les e´tudes. En de´pit de certaines divergences
concernant l’estimation du biais, toutes les e´tudes s’accordent ne´anmoins sur le fait que
les performances passe´es sont surestime´es et parfois lisse´es. Ainsi, Fung et Hsieh (2000),
Posthuma et van der Sluis (2003) et Malkiel et Saha (2005) recommandent de supprimer
syste´matiquement les rendements correspondants a` la pe´riode d’incubation (comprise en
ge´ne´ral entre un et deux ans d’apre`s ces meˆmes auteurs). La suppression de ces pe´riodes
d’incubation ainsi que la ne´cessite´ de disposer de base de donne´es cylindre´e rend ainsi
ne´cessaire de disposer de mode`les de comple´tion de valeurs manquantes. En outre, la
me´thode de reconstruction retenue doit eˆtre adapte´e aux spe´ciﬁcite´s des rendements em-
piriques, ceux des fonds alternatifs en particulier. Le premier chapitre tente de re´pondre a`
cette proble´matique. Dans une premie`re partie nous pre´sentons notre mode`le de traitement
des valeurs manquantes. Celui-ci re´sulte de la combinaison de trois me´thodes : les cartes
de Kohonen (Cf. Kohonen, 1995), les fonctions orthogonales empiriques (Cf. Hanson et
Lawson, 1974) et l’algorithme des  Generalized Surrogate Data  (Cf. Schreiber, 1998).
La proble´matique de ge´ne´ration de scenarii est ensuite aborde´e. Des scenarii re´alistes sont
obtenus en tirant partie des proprie´te´s d’interpolation non-line´aire des cartes de Kohonen.
Cette approche permet la ge´ne´ration de scenarii sans avoir a` spe´ciﬁer d’hypothe`se forte
sur les distributions des rendements des actifs a` simuler.
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Les cartes de Kohonen (ou cartes auto-organise´es, note´es SOM pour  Self-Organizing
Maps  en anglais) constituent un puissant outil de classiﬁcations issues des techniques
neuronales. Les SOM correspondent a` une version stochastique de l’algorithme des Centres
Mobiles (e´galement appele´  algorithme de Forgy  ; Cf. Forgy, 1965). Au moyen d’une
projection non-line´aire sur un espace de faible dimension (ﬁcelle ou grille), les SOM per-
mettent simultane´ment d’explorer, de regrouper et de visualiser des donne´es de grandes
dimensions. Elles sont utilise´es dans de nombreux domaines, et en ﬁnance en particulier
(Cf. Deboeck et Kohonen, 1998 ; Maillet et Rousset, 2003 ; Ben Omrane et de Bodt, 2007).
Au moyen d’un apprentissage ite´ratif, les cartes de Kohonen permettent de ge´ne´rer des
groupes homoge`nes d’individus, ainsi que des individus repre´sentatifs (e´galement appele´s
 vecteurs codes ) de chacun de ces groupes. Ce type de re´seau a de bonnes proprie´te´s de
convergence (Cf. Cottrell et Fort, 1987), et ce malgre´ l’absence de certaines valeurs dans
la base d’apprentissage (Cf. Samad et Harp, 1992). Une simple adaptation de l’algorithme
classique rend possible l’estimation des valeurs manquantes (Cf. Fessant et Midenet, 2002 ;
Wang, 2003). Ainsi, lorsqu’une base de se´ries temporelles n’est pas comple`te, les SOM per-
mettent certes de classiﬁer les se´ries, mais aussi de ge´ne´rer les individus repre´sentatifs de
chacun des groupes : les vecteurs codes. Ces vecteurs ne contiennent, par de´ﬁnition, au-
cune valeur manquante. Il est ainsi assez naturel d’estimer les valeurs manquantes des
se´ries a` l’aide de celles correspondantes a` l’individu repre´sentatif du groupe auquel appar-
tient la se´rie. Les SOM permettent ainsi tre`s simplement de reconstruire et d’estimer, de
fac¸on non-line´aire, les valeurs non renseigne´es. Ne´anmoins, de par leur construction, les
individus repre´sentatifs s’apparentent en quelque sorte a` des  moyennes ponde´re´es  des
se´ries de la base d’apprentissage. Le remplacement des valeurs manquantes par celles des
vecteurs codes correspondants a pour conse´quence d’engendrer des se´ries dont la volatilite´
est sous-estime´e. De plus, cette estimation est discre`te dans la mesure ou` lorsque deux
se´ries appartiennent a` un meˆme groupe et ont des valeurs non renseigne´es pour une meˆme
observation (date), elles se verront attribuer un meˆme candidat pour le remplacement de
ces valeurs manquantes. Ainsi, cette reconstruction ne permet pas de restituer ﬁde`lement
les moments d’ordre supe´rieur ou e´gal a` deux. En outre, les structures de de´pendance
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des se´ries appartenant a` un meˆme groupe seront e´galement modiﬁe´es. Un autre algo-
rithme permettant la reconstruction des valeurs manquantes est obtenu en conside´rant les
Fonctions Orthogonales Empiriques (en anglais Empirical Orthogonal Functions, note´es
EOF ). Les EOF constituent une me´thode de de´composition factorielle initialement uti-
lise´e en traitement du signal. Elles permettent la de´composition d’un ensemble de donne´es
en fonction de bases orthogonales. Cet algorithme s’apparente a` celui, plus connu, de
l’Analyse en Composante Principale (note´ PCA pour Principal Component Analysis en
anglais). La me´thode des EOF se diﬀe´rencie de celle de la PCA dans la mesure ou` que
les composantes sont de´termine´es non seulement a` partir des individus (se´ries tempo-
relles), mais (a` la diﬀe´rence de la PCA) e´galement en fonction des observations (dates).
De fac¸on analogue a` la PCA, les EOF permettent d’appliquer un processus de de´bruitage
des donne´es en supprimant la partie re´siduelle des se´ries correspondant aux composantes
ne´gligeables obtenues. Les EOF permettent de reconstruire des donne´es de fac¸on conti-
nue et line´aire. Apre`s une premie`re initialisation des valeurs manquantes (moyenne des
se´ries par exemple), l’application de la technique de  de´bruitage  par les EOF permet
d’obtenir un nouvel ensemble de candidats, plus vraisemblables, pour le remplacement des
valeurs manquantes. L’application successive de cette technique permet de converger vers
des estimations plus pre´cises de ces valeurs. Cette me´thode, initialement propose´e pour la
reconstruction des images satellitaires (Cf. Boyd et alii, 1994), a ensuite e´te´ applique´e a`
de nombreux types de donne´es (Cf. van den Branden et Verboven, 2009). La qualite´ des
estimations obtenues via les EOF est largement conditionne´e par le choix des premie`res
initialisations. La qualit des reconstructions issues des EOF est de plus limite´e par le fait
que celles-ci sont line´aires.
Les SOM et les EOF constituent donc deux techniques de reconstruction des valeurs man-
quantes qui sont comple´mentaires. La premie`re me´thode est non-line´aire mais discre`te,
alors que la seconde est line´aire mais continue. Nous proposons ainsi une combinaison de
ces deux me´thodes permettant de tirer partie des avantages de chacune. Les premie`res esti-
mations issues des cartes de Kohonen servent a` initialiser la seconde me´thode. Enﬁn, nous
proposons de comple´ter l’algorithme de comple´tion combine´, par un algorithme issu de la
16
physique applique´e appele´ Generalized Surrogate Data Method (Cf. Schreiber, 1998). Cet
algorithme ite´ratif, inspire´ du recuit simule´ (e´galement appele´ algorithme de Metropolis-
Hastings ; Cf. Chib et Greenberg, 1995) permet la ge´ne´ration de nombres ale´atoires res-
pectant des contraintes pre´de´ﬁnies. Ainsi, la me´thode des Generalized Surrogate Data
applique´e a` nos estimations de valeurs manquantes nous permet de nous assurer que cer-
taines particularite´s statistiques (tels les niveaux de corre´lation ou les moments d’ordre
supe´rieur par exemple ; Cf. Chen et alii, 2008) des se´ries temporelles reconstruites sont
bien respecte´es.
Les proble`mes rencontre´s lors de la ge´ne´ration de valeurs re´alistes nous conduisent na-
turellement a` nous inte´resser aux mode`les de ge´ne´ration de scenarii (Cf. Jamshidian et
Zhu, 1996). Un scenario correspond a` la re´alisation d’un ensemble de variables multivarie´es
(des rendements d’actifs dans notre cas). Plusieurs solutions d’imple´mentation regroupent
ce type de simulations : de la simple approche historique, a` des me´thodes plus complexes
utilisant des techniques de re´-e´chantillonnage des observations passe´es (les me´thodes de
Bootstrap ; Cf. Efron et Tibshirani, 1993), des me´thodes de simulations factorielles (Cf.
Loretan, 1997) ou encore des me´thodes de simulations parame´triques de donne´es multi-
varie´es (simulations de Monte Carlo ; Cf. Glasserman, 2003).
L‘approche historique est une me´thode particulie`rement re´pandue, probablement en
raison de sa simplicite´. Elle ne ne´cessite que de faibles hypothe`ses concernant les distribu-
tions des rendements ou les structures de de´pendance entre les actifs conside´re´s. Ces der-
niers sont implicitement inte´gre´s a` partir des observations passe´es. Cette approche ne´cessite
de disposer de se´ries historiques de prix suﬃsamment longues. En eﬀet, une simulation
historique qui serait fonde´e sur une pe´riode d’analyse trop courte (ou non repre´sentative)
ge´ne`rerait des donne´es biaise´es. De plus, le nombre de scenarii re´alisables est limite´ par le
nombre d’observations disponibles. Les techniques de scenarii re´-e´chantillonne´s combinent
les me´thodes de simulations historiques et celles, usuelles, de re´-e´chantillonnages. A partir
des donne´es historiques, chaque re´alisation correspond a` un scenario. Les scenarii sont
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ensuite re´-e´chantillonne´s. Le bootstrap rend possible la simulation de scenarii lorsque le
nombre de re´alisations est faible. Cette technique conserve les avantages de l’approche
historique (Cf. Kouwenberg, 2001). Elle est toutefois sujette a` des bais (Cf. Kohavi, 1995)
et ne´cessite que l’horizon des scenarii soit supe´rieur a` la pe´riodicite´ de la base de donne´es
d’entre´e. Puisque les se´ries de fonds alternatifs ont ge´ne´ralement une pe´riodicite´ mensuelle,
il sera impossible d’obtenir des scenarii d’horizon infe´rieur ou e´gal a` un mois.
Enﬁn, les me´thodes de simulations reposent sur diverses hypothe`ses qui caracte´risent les
processus re´gissant les rendements des actifs. Les simulations de Monte Carlo consistent a`
ge´ne´rer des re´alisations de rendements apre`s en avoir spe´ciﬁe´ leurs distributions. Le choix
des distributions ade´quates est eﬀectue´ au regard de tests statistiques re´alise´s sur des
donne´es empiriques (des se´ries de rendements). Ainsi, lorsque l’on conside`re des scenarii
de´ﬁnis sur plusieurs actifs, l’estimation de la distribution jointe peut s’ave´rer complexe.
En outre, la puissance des tests d’ade´quation des mode`les est restreinte de`s que l’on simule
plusieurs se´ries. L’hypothe`se Gaussienne permet de contourner ces diﬃculte´s. En eﬀet, les
distributions marginales (correspondant a` un actif) sont obtenues par l’estimation des deux
premiers moments empiriques et la structure de de´pendance est comple`tement de´ﬁnie a`
partir de la matrice de corre´lation. Lorsque l’hypothe`se de normalite´ est e´carte´e, la fonction
de copule permet de de´ﬁnir explicitement la de´pendance entre les variables (Cf. Nelson,
1998). Les copules permettent ainsi de construire une variable multivarie´e a` partir des
diﬀe´rentes lois marginales. Leur conside´ration permet ainsi de re´pondre a` de nombreuses
proble´matiques ﬁnancie`res (mode`les de gestion des risques et de simulation ; Cf. Jouanin
et alii, 2004 ; Kaut et Wallace, 2006). L’approche par les copules est ne´anmoins diﬃcile-
ment envisageable de`s lors qu’un nombre important d’actifs est conside´re´ (Cf. Mikosch,
2006). D’autres techniques de simulations s’attachent a` mode´liser le plus ﬁde`lement pos-
sible certains faits stylise´s concernant les rendements. Par exemple, les processus de type
autore´gressif (du type  Multivariate Generalized AutoRegressive Conditional Heteroske-
dastic  en anglais, note´ M-GARCH ; Cf. Bollerslev et alii, 1988) mode´lisant la variance
conditionnelle, permettent de rendre compte des eﬀets de la corre´lation se´rielle des vola-
tilite´s. La calibration de ce type de mode`le se fonde sur les re´alisations passe´es conjointes
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des rendements et de la volatilite´. Ce type d’approche n’est ainsi pas approprie´ pour des
fonds alternatifs car les performances peuvent eˆtre manipule´es (Cf. Goetzmann et alii,
2007) et la volatilite´ ainsi sous-e´value´e et/ou lisse´e.
Nous e´cartons donc les approches parame´triques et nous retenons le cadre du re´-e´chan-
tillonnage historique des rendements pour de´velopper une me´thode de ge´ne´ration de sce-
narii. Nous exploitons a` nouveau les caracte´ristiques des cartes de Kohonen aﬁn d’e´tablir
une classiﬁcation transversale des se´ries temporelles. Cette classiﬁcation permet d’obtenir
des vecteurs codes caracte´ristiques d’une re´alisation multivarie´e, en d’autres termes un
scenario. A chaque neurone de la carte va correspondre un scenario. En exploitant les
proprie´te´s d’interpolation des SOM (Cf. Sarzeaud et Ste´phan, 2000), la cre´ation de cartes
de tre`s grandes tailles autorise la ge´ne´ration d’un nombre important de scenarii. Notre
mode`le conserve les bonnes proprie´te´s des mode`les de simulations historiques (aucune hy-
pothe`se forte sur la distribution des rendements n’est ne´cessaire). En outre, il autorise une
mode´lisation plus ﬁne des scenarii. Nous l’illustrons en comparant nos re´sultats a` ceux
obtenus via un re´-e´chantillonnage historique et les simulations de Monte Carlo retenant
des hypothe`ses de distributions normale et de Student. Nos re´sultats sugge`rent que notre
mode`le semble bien adapte´ a` la ge´ne´ration de scenarii. En supposant que les re´alisations
simule´es sont e´quiprobables, il nous est alors possible d’en de´duire un ensemble de mesures
de risque.
Apre`s une pre´sentation de´taille´e des me´thodes propose´es, nous les appliquons en consi-
de´rant un ensemble de se´ries de rendements de fonds alternatifs issu de la base de donne´es
HFRTM . L’ensemble choisi est constitue´ des rendements mensuels en dollars ame´ricains
de 50 fonds alternatifs sur une pe´riode allant de de´cembre 1995 a` de´cembre 2005. La
base des fonds retenus est initialement sans aucune valeur manquante. Enﬁn, les fonds
conside´re´s suivent des strate´gies diverses. Cette diversite´ induit notamment l’existence
de de´pendances non-line´aires. Elle rend ainsi l’exercice de simulation particulie`rement
inte´ressant.
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Aﬁn d’e´valuer la qualite´ de notre me´thode de reconstruction des valeurs manquantes,
nous de´truisons artiﬁciellement et ale´atoirement une partie des observations de la base de
donne´es. Diﬀe´rentes proportions de valeurs manquantes (de 5% a` 25% des observations)
sont conside´re´es. Nous proposons d’e´valuer la qualite´ des reconstructions fournies par
notre mode`le en les comparant avec celles issues d’algorithmes standard (ECM dans notre
cas). De meˆme, les scenarii ge´ne´re´s a` partir de cette meˆme base par notre mode`le de
classiﬁcation transversale sont compare´s a` ceux obtenus par simulation de Monte Carlo
(avec des hypothe`ses distributionnelles normale et de Student).
Nous montrons enﬁn l’impact de ces reconstructions et simulations sur les re´sultats
de mode`les ﬁnanciers re´pandus. Plus pre´cise´ment, nous e´valuons les conse´quences de l’ap-
plication de me´thodes de reconstruction inadapte´es sur les compositions des portefeuilles
obtenus par des mode`les d’allocation d’actifs classiques, ainsi que dans le cadre du calcul
de mesures de risque traditionnelles (Valeur-en-Risque). Ces premie`res expe´rimentations
semblent valider notre mode`le d’estimation de valeurs manquantes. Sur cette base de fonds
alternatifs, les reconstructions et simulations sont en eﬀet en moyenne meilleures que celles
obtenues via les me´thodes ECM ou Monte Carlo.
Les premiers re´sultats obtenus, tout a` fait encourageants, nous incitent a` prolonger
cet axe de recherche. Il apparaˆıt ainsi ne´cessaire d’appliquer ces me´thodes a` diﬀe´rentes
bases de donne´es (notamment sur des bases constitue´es d’actifs dont les rentabilite´s sont
clairement non-normales) ainsi qu’a` des donne´es simule´es. L’ajout de contraintes sur les
caracte´ristiques des se´ries reconstruites (l’autocorre´lation notamment) pourra ame´liorer
sensiblement notre me´thode.
Le mode`le de simulation propose´ ouvre e´galement de nombreuses perspectives. Il
sera tout d’abord ne´cessaire de pre´senter un ensemble de tests sur les structures des
de´pendances des se´ries reconstruites ou simule´es ainsi que sur la ﬁabilite´ des mesures de
risques obtenues, et notamment des Valeur-en-Risques, lorsque les donne´es sont comple´te´es
ou simule´es (Cf. Kupiec, 1995 ; Christoﬀersen, 1998 ; Engle et Manganelli, 2004). Si les
de´pendances des se´ries simule´es reﬂe`tent bien celles des se´ries initiales, nous pourrons
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alors proposer des ame´liorations pour l’ensemble des tests de de´termination de copule.
Il sera e´galement inte´ressant de de´velopper ce dernier aﬁn de prendre en compte les pro-
babilite´s d’occurrence des scenarii. La conside´ration de mesure d’intensite´ de crise (par
exemple,  Index of Market Shocks , Cf. Maillet et Michel, 2003) permettra en outre
d’adopter une approche conditionnelle. Il sera possible de de´terminer les e´tats des marche´s
auxquels correspondent les scenarii ge´ne´re´s. Nous pourrons ainsi conside´rer uniquement
les scenarii correspondant a` un e´tat de crise (Cf. Annexe 5), et en de´duire des mesures de
risques extreˆmes (de type stress test).
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Re´sume´ du chapitre sur “Eﬃcient Frontier for Robust
Higher-moment Portfolio Selection”
L’hypothe`se d’investisseurs averses au risque maximisant l’espe´rance d’utilite´ de leur ri-
chesse future, propose´e initialement par Bernoulli (1738) et de´veloppe´e par von Neumann
et Morgenstern (1944), est au cœur de la the´orie ﬁnancie`re moderne. Associe´e a` l’hypothe`se
de non-satie´te´, l’aversion au risque des investisseurs implique des fonctions d’utilite´ stric-
tement croissantes et strictement concaves. Sous certaines conditions, ce cadre  stan-
dard  d’analyse d’agents averses au risque maximisant leur espe´rance d’utilite´ peut se
ramener au cadre  espe´rance-variance  propose´ par Markowitz (1952). En conside´rant
des fonctions d’utilite´ quadratiques (Cf. Fishburn, 1979) ou des distributions elliptiques
syme´triques – a` laquelle appartient la loi normale – (Cf. Chamberlain, 1983 ; Owen et Rabi-
novitch, 1983), la pre´fe´rence d’un agent pour un investissement est entie`rement de´termine´e
par les deux premiers moments de la distribution des rentabilite´s.
Il est toutefois aujourd’hui bien connu que ces deux types d’hypothe`ses apparaissent fra-
giles. D’une part, une fonction de pre´fe´rence quadratique implique la proprie´te´ inde´sirable
de satie´te´ (l’augmentation de la richesse re´duit l’utilite´) pour un certain niveau de ri-
chesse, ainsi qu’une aversion absolue pour le risque croissante (la demande d’actifs risque´s
diminue lorsque la richesse s’accroˆıt), ce qui revient a` admettre que les actifs ﬁnanciers
sont des biens  infe´rieurs  (Cf. Arrow, 1964 ; Pratt, 1964 ; Huang et Litzenberger,
1988). Par ailleurs, l’hypothe`se d’une fonction de pre´fe´rence quadratique ne permet pas
de rendre compte de certains paradoxes. Par exemple, dans un tel cadre, la participa-
tion d’agents a` des loteries risque´es ne peut eˆtre justiﬁe´e (Cf. Friedman et Savage, 1948 ;
Kahneman et Tversky, 1979 ; Golec et Tamarkin, 1998 ; Barberis et Huang, 2007) et les
comportements des agents tels que la prudence et la tempe´rance (Cf. Kimball, 1990 et
1993) ne peuvent pas eˆtre pris en compte. D’autre part, l’hypothe`se de distributions des
rentabilite´s elliptiques syme´triques pose elle aussi proble`me car elle ne permet pas de
mode´liser le caracte`re asyme´trique et leptokurtique des rentabilite´s des actifs ﬁnanciers
(Cf. Fama, 1965 ; Bollerslev, 1987 ; Jondeau et Rockinger, 2003-a). Comme rappele´ lors
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du chapitre pre´ce´dent, l’asyme´trie de la distribution des rentabilite´s des actifs peut s’ex-
pliquer par l’existence de phe´nome`nes de bulles spe´culatives (Cf. Blanchard et Watson,
1982 ; Abreu et Brunnermeier, 2003) ou de modes d’incitation optionnels (Cf. Black et
Scholes, 1973 ; Brennan, 1993 ; Bris et alii, 2007). Plus ge´ne´ralement, les phe´nome`nes de
contagion et d’he´te´rosce´dasticite´ des rentabilite´s, ainsi que l’he´te´roge´ne´ite´ des anticipa-
tions des agents (Cf. King et Wadhwani, 1990 ; Hamao et alii, 1990 ; Embrechts et alii,
1999 ; Lillo et alii, 2009), sont a` l’origine du caracte`re asyme´trique et leptokurtique des
fonctions de densite´ des rentabilite´s des actifs. Les moments d’ordre supe´rieur a` celui de
la variance ont ainsi e´te´ introduits dans l’analyse aﬁn de rendre compte plus ﬁnement des
caracte´ristiques des pre´fe´rences des agents (Cf. Marschak, 1938 ; Hicks, 1939). Leur impor-
tance a longtemps e´te´ justiﬁe´e par le fait que ces moments apparaissent explicitement dans
les de´veloppements limite´s des fonctions d’utilite´. Ainsi, la de´rive´e d’un de´veloppement de
Taylor d’une fonction d’utilite´ d’un agent globalement averse au risque par rapport a` la
skewness est ge´ne´ralement positive (Cf. Arditti, 1967 ; Kraus et Litzenberger, 1976). Pour
autant, Brockett et Kahane (1992) et Brockett et Garven (1998) montrent qu’il n’est pas
possible d’e´tablir une relation syste´matique entre le signe des de´rive´s d’une fonction d’uti-
lite´ et les pre´fe´rences pour les moments.
Initialement propose´e par Arditti (1967), Levy (1969), Jean (1971), Rubinstein (1973),
Ingersoll (1975), et Kraus et Litzenberger (1976), pour rendre compte de l’inﬂuence du
coeﬃcient d’asyme´trie de la distribution inconditionnelle des rentabilite´s boursie`res sur les
pre´fe´rences des agents et l’e´valuation des actifs, l’analyse des moments d’ordre supe´rieur a
ensuite e´te´ e´tendue aux quatre premiers moments inconditionnels par Homaifar et Graddy
(1988), Athayde et Floˆres (1999) et Hwang et Satchell (1999).
La non-normalite´ des rendements des actifs d’une part et les pre´fe´rences des agents
d’autre part (Cf. Scott et Horwath, 1980) imposent de prendre en conside´ration les ca-
racte´ristiques de dissyme´trie et de queues de distributions e´paisses dans les mode`les de
choix de portefeuille. Nous proposons, dans ce chapitre, une approche non-parame´trique
de la frontie`re eﬃciente traduisant comple`tement, en termes de composition de porte-
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feuille, tous les arbitrages possibles entre les diﬀe´rents moments de la distribution qui
de´terminent la fonction d’utilite´. Nous supposons que le comportement des investisseurs
peut eˆtre de´crit par des fonctions d’utilite´ compatibles avec le crite`re de dominance sto-
chastique d’ordre quatre (Cf. Levy, 1992 ; Vinod, 2004), ce qui nous permet de lier le crite`re
de l’espe´rance d’utilite´ a` l’ensemble des moments de la distribution des rentabilite´s par
l’utilisation d’un de´veloppement en se´rie de Taylor. L’introduction d’une fonction d’uti-
lite´ quartique nous permet ensuite d’obtenir un crite`re de de´cision en incertitude dans un
cadre moyenne-variance-asyme´trie-kurtosis exact (Cf. Benishay, 1987, 1989 et 1992). Ce
type de fonction d’utilite´ peut en eﬀet satisfaire – pour un choix judicieux de parame`tres –
les cinq proprie´te´s de´sirables de tout investisseur rationnel (Cf. Pratt, 1964 ; Arrow, 1970 ;
Kimball, 1990) : a` savoir la “gourmandise”, la stricte aversion pour le risque, un coeﬃcient
d’aversion absolue pour le risque de´croissant en la rentabilite´, un coeﬃcient de prudence
absolue strictement de´croissant avec la rentabilite´, et enﬁn, une aversion relative pour le
risque constante ou croissante en la rentabilite´ (Cf. Crainich et Eeckhoudt, 2008).
Deux approches sont ge´ne´ralement distingue´es dans la litte´rature pour construire l’en-
semble des portefeuilles optimaux au sens du crite`re de de´cision moyenne-variance-asyme´trie-
kurtosis. La premie`re, dite primale, s’attache a` de´terminer l’ensemble de portefeuilles telles
que leurs caracte´ristiques en termes de moments soient optimales. La seconde, duale, s’at-
tache a` maximiser une fonction indirecte d’utilite´ qui de´pend des moments de la distribu-
tion des rentabilite´s associe´es a` l’investissement.
La premie`re approche est mobilise´e, par exemple, par Bere´nyi (2001 et 2002) et Da-
vies et alii (2006). Ils de´ﬁnissent un programme de maximisation sous contraintes pour
de´terminer l’ensemble des fonds de fonds alternatifs eﬃcients au sens du crite`re moyenne-
variance-asyme´trie-kurtosis. Leur mode`le ne permet cependant pas d’e´tablir de relation
explicite avec la satisfaction de l’agent car les parame`tres ponde´rant chacun des moments
optimise´s ne sont pas directement lie´s a` l’espe´rance d’utilite´ de l’investisseur. Par ailleurs,
l’allocation optimale propose´e, issue du programme de maximisation, n’est au ﬁnal qu’une
approximation, c’est-a`-dire un compromis, puisque ce programme consiste a` minimiser les
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de´viations par rapport aux autres moments. Cette de´marche ne permet d’obtenir qu’une
solution  proche  de la frontie`re eﬃciente e´largie, mais la solution propose´e n’est pas
ne´cessairement optimale au sens de Pareto. Dans la meˆme cate´gorie d’approches, cer-
tains auteurs s’attachent a` re´soudre analytiquement le programme d’optimisation. Par
exemple, Athayde et Floˆres (1999), Adcock (2004 et 2008), Jurczenko et Maillet (2006-b)
ainsi que Mencia et Sentana (2008), proposent des solutions analytiques caracte´risant la
frontie`re eﬃciente e´tendue, avec l’objectif de minimiser la variance pour une espe´rance, une
asyme´trie et un indice de kurtosis donne´s. Ces approches analytiques souﬀrent e´galement
du caracte`re restrictif des liens suppose´s entre les moments (Cf. Athayde et Floˆres, 2003)
et de l’inade´quation avec les donne´es re´elles de l’hypothe`se distributionnelle (Cf. Adcock,
2008). Elles restent e´galement partielles dans leurs objectifs puisqu’elles s’inte´ressent prin-
cipalement au moment d’ordre deux au de´triment des autres. L’approche primale du choix
de portefeuille est ainsi viable dans le plan restreint de l’espe´rance-variance, dans la mesure
ou` l’univers des portefeuilles (et leurs combinaisons) constitue un ensemble convexe. Une
relation d’ordre (de pre´fe´rence) peut ainsi eˆtre de´ﬁnie. Il y a, en outre, un arbitrage entre
le rendement attendu d’un portefeuille et le risque associe´. L’e´largissement de l’approche
primale aux moments d’ordre supe´rieur apparaˆıt cependant particulie`rement de´licate car
une relation d’ordre ne peut eˆtre de´ﬁnie (Cf. Zhang, 2008). Dans le cadre e´tendu aux
quatre premiers moments, les combinaisons des portefeuilles de´crivent un ensemble non
ne´cessairement convexe. La conside´ration du proble`me dual devient ainsi ne´cessaire pour
de´terminer les pre´fe´rences des investisseurs puisqu’il est impossible de de´ﬁnir une relation
d’ordre dans le cadre primal.
L’approche duale a pour origine la spe´ciﬁcation d’une fonction d’utilite´ indirecte et
elle consiste en une expansion de Taylor (Cf. Loistl, 1976) de la fonction objective du
programme, pour de´terminer les portefeuilles optimaux (Cf. par exemple Jondeau et
Rockinger, 2003-a et 2006 ; Jurczenko et Maillet, 2006-b). Cette approche est courante
dans le cadre des e´tudes empiriques des mode`les multi-moments. En eﬀet, l’introduction
de fonctions d’utilite´ spe´ciﬁques induit une agre´gation des pre´fe´rences des investisseurs
pour les moments et elle permet de re´duire largement la complexite´ du programme de
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maximisation de l’utilite´ du portefeuille. Outre la ne´cessite´ de choisir a priori le type
de la fonction d’utilite´, le principal inconve´nient de cette approche concerne l’applica-
tion d’une expansion de Taylor qui ne converge vers l’utilite´ espe´re´e que sous certaines
conditions sur les rendements (Cf. Loistl, 1976 ; Jondeau et Rockinger, 2003 ; Jurczenko
et Maillet, 2006-a ; Garlappi et Skoulakis, 2008). Pour certaines formes de fonction d’uti-
lite´ (exponentielle par exemple), cette convergence n’est de plus assure´e que pour des
plages restreintes de re´alisation des rendements, ce qui reste proble´matique en ﬁnance
(spe´ciﬁquement pour quelques varie´te´s d’investissements) en raison de la fre´quence im-
portante des larges de´viations. Par ailleurs, la prise en compte de moments supe´rieurs,
lorsqu’ils existent, ne conduit pas ne´cessairement a` une ame´lioration de l’approximation
(Cf. Jurczenko et Maillet, 2006-b).
Toutefois, puisque la frontie`re eﬃciente e´largie est une surface non convexe, les ap-
proches duales – tout autant que les primales – permettent d’obtenir uniquement des
solutions optimales locales, mais pas ne´cessairement globales. Il est en eﬀet ne´cessaire de
rendre convexe le proble`me en ajoutant des restrictions sur les moments, sur les fonc-
tions de densite´ (se´parantes) ou encore sur les fonctions d’utilite´ – voir Rubinstein (1973),
Ingersoll (1975) et Athayde et Floˆres (2004). En particulier, l’approche duale spe´ciﬁque
implique le risque de ne pas obtenir de solution atteignable compatible avec la technologie
du marche´. De plus, lorsque la dimension du proble`me (le nombre d’actifs) croˆıt, il de-
vient particulie`rement complexe d’interpre´ter ge´ome´triquement la frontie`re eﬃciente. La
de´termination des portefeuilles optimaux n’est ainsi pas assure´e.
Pour contourner en partie ces diﬀe´rentes limites, nous retenons une me´thode de re´solution
de proble`me a` objectifs multiples : les mode`les de Polynomial Goal Programming (PGP).
Cette approche rend ainsi possible l’optimisation simultane´e des quatre premiers moments.
La version standard du PGP, de´veloppe´e par Charnes et Cooper (1961), est un outil d’aide
a` la de´cision fonde´ sur une philosophie de satisfaction globale qui a pour roˆle d’assister le
de´cideur cherchant a` satisfaire simultane´ment diﬀe´rents objectifs et d’e´voluer vers une so-
lution de compromis satisfaisante. Dans sa version initiale, le mode`le du PGP ne permet
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pas de prendre en compte les interactions non-line´aires entre les contraintes. A l’instar
de Briec et alii (2004 et 2007), nous choisissons alors d’utiliser la fonction de distance,
e´galement appele´e fonction  de pe´nurie  (shortage function en anglais). Cette fonction
de pe´nurie, introduite a` l’origine en the´orie de la production par Luenberger (1995), est
une fonction de distance qui combine simultane´ment re´duction d’inputs et augmentation
des outputs, dont la fonction duale est celle du proﬁt de l’entreprise. Elle oﬀre une par-
faite repre´sentation d’un ensemble de choix multidimensionnels et elle permet d’e´valuer la
position de toute combinaison d’intputs-outputs par rapport a` la frontie`re de l’ensemble
des portefeuilles possibles. Elle a de plus l’avantage d’inte´grer les deux approches primale
et duale. Cette me´thodologie a de´ja` e´te´ applique´e en ﬁnance par Morey et Morey (1999)
et Briec et alii (2004) pour e´valuer la performance des fonds et par Briec et alii (2007)
pour obtenir des portefeuilles optimaux avec des asyme´tries sous-jacentes signiﬁcatives.
La fonction de pe´nurie permet ainsi de projeter n’importe quel portefeuille (a priori) in-
eﬃcient, sur la frontie`re eﬃciente e´largie. Elle permet de juger de la performance d’un
portefeuille par rapport a` sa projection sur la frontie`re eﬃciente primale.
Suivant l’approche de Briec et alii (2004 et 2007), nous montrons que la fonction de
pe´nurie permet d’obtenir un optimum global. Nous e´tablissons l’e´quivalence duale entre
notre approche et la fonction d’utilite´ indirecte repre´sente´e par les moments des distribu-
tions des rentabilite´s possibles. Ces deux re´sultats nous permettent de conclure que notre
approche domine les pre´ce´dentes approches duale et primale propose´es dans la litte´rature.
Elle ne suppose pas en outre l’existence d’un actif sans risque et elle permet aise´ment de
restreindre strictement les ventes a` de´couvert.
Nous ge´ne´ralisons les re´sultats de Briec et alii (2004 et 2007) en conside´rant le cadre
d’analyse espe´rance-variance-asyme´trie-kurtosis. Puisque la fonction de pe´nurie de´pend
des quatre premiers moments d’un portefeuille, il est ne´cessaire d’expliciter les moments
des rendements du portefeuille par les co-moments associe´s des rentabilite´s des actifs
conside´re´s. Athayde et Floˆres (2002) ont propose´ une notation compacte, utilisant les
produits tensoriels (des produits de Kronecker) et des matrices de co-moments, pour ca-
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racte´riser les moments d’ordre trois et quatre. Nous proposons une nouvelle formulation
des moments d’ordre supe´rieur, parfaitement e´quivalente, mais permettant de re´duire sen-
siblement le temps de calcul des diﬀe´rents moments. Des vecteurs de co-moments sont
introduits. Quel que soit l’ordre conside´re´, une formulation re´cursive nous permet alors de
de´ﬁnir ces vecteurs.
Nous utilisons e´galement des statistiques robustes pour l’estimation des moments. En
eﬀet, une des principales limites des applications du cadre moyenne-variance-asyme´trie-
kurtosis re´side dans le proble`me d’estimation des moments. Les biais survenant lors de
l’estimation de la moyenne et la variance impactent en eﬀet signiﬁcativement les porte-
feuilles optimaux (Cf. Michaud, 1989 ; Best et Grauer, 1991). Les coeﬃcients d’asyme´trie
et d’aplatissement sont plus sensibles encore aux donne´es aberrantes (Cf. Kim et White,
2004). Ainsi la puissance explicative ou descriptive des mode`les d’allocation d’actifs in-
corporant des moments d’ordre supe´rieur est limite´e en raison de ces diﬃculte´s a` estimer
ﬁde`lement les moments. Nous proposons ici de de´velopper la technique de se´lection de
portefeuilles propose´e dans Jurczenko et alii (2006), en substituant aux moments tradi-
tionnels des statistiques robustes : les L-moments.
Introduits par Sillitto (1951) et popularise´s par Hosking (1989), les L-moments per-
mettent de caracte´riser, comme les moments classiques, la forme des distributions statis-
tiques. Ils correspondent a` des combinaisons line´aires de statistiques d’ordre. Outre leur
robustesse, ils pre´sentent de nombreux avantages par rapport aux moments tradition-
nels, spe´ciﬁquement dans les champs de la ﬁnance empirique. D’abord, de`s lors que la
moyenne existe, tous les L-moments existent (Cf. Chan, 1967 ; Arnold et Meelden, 1975).
Contrairement aux moments traditionnels, une distribution peut toujours eˆtre entie`rement
caracte´rise´e par ses L-moments, meˆme si certains de ses moments classiques ne sont pas
de´ﬁnis (Cf. Jondeau et Rockinger, 2003-a ; Jurczenko et Maillet 2006-a). Hosking et Wallis
(1987) privile´gient ainsi l’utilisation des L-moments pour leur robustesse et parce qu’ils
oﬀrent, en comparaison avec les moments traditionnels, une meilleure approximation des
lois de distribution en ge´ne´ral. Les L-moments sont en particulier plus adapte´s a` l’estima-
28
tion des queues de distribution (valeurs extreˆmes). En outre, les L-moments apparaissent
particulie`rement inte´ressants pour les applications ﬁnancie`res, dans la mesure ou` ce sont
des mesures de risque cohe´rentes (Cf. Artzner et alii, 1999). Enﬁn, les L-moments empi-
riques sont (plus) robustes aux donne´es aberrantes (Vogel et Fennessey, 1993), puisqu’ils ne
sont inﬂuence´s que line´airement par les de´viations extreˆmes (Cf. Hosking, 1990) ; ils sont
ainsi plus ade´quats que les moments traditionnels dans le cadre de notre proble´matique
(Cf. Sankarasubramanian et Srinivasan, 1999 ; Carrillo et alii, 2006-b).
Une illustration de notre mode`le de se´lection de portefeuille est ensuite propose´e. La
base retenue est constitue´e des cours d’actions europe´ennes en euros fournis par Bloomberg.
Nous choisissons les actions les plus liquides inte´gre´es a` l’indice DJ European Stoxx et nous
retenons uniquement les titres des socie´te´s inte´gre´s a` l’indice sur l’ensemble de la pe´riode
de juin 2001 a` juin 2006. Enﬁn, les actions pour lesquelles des ope´rations sur titre (telles
que des divisions d’action par exemple) induisent des variations de prix ne reﬂe´tant pas la
variation de la valeur des socie´te´s sont e´carte´es. Nous retenons ﬁnalement 162 titres des 600
initialement pre´sents dans l’indice. Ces 162 titres repre´sentent une capitalisation boursie`re
ﬂottante de plus de 1 300 milliards d’euros (soit pre`s d’un quart de la capitalisation
ﬂottante de l’indice). La non-normalite´ des rendements des actifs pre´sents dans cette base
rend a priori l’application de notre mode`le de se´lection de portefeuille inte´ressante au
regard des pre´fe´rences des agents pour les moments d’ordre supe´rieur. Nous de´terminons,
au moyen de la fonction de pe´nurie, l’ensemble des portefeuilles optimaux dans l’espace
moyenne-variance-asyme´trie-kurtosis.
A partir de l’ensemble de ces portefeuilles optimaux, nous projetons les portefeuilles
dans les plans correspondants a` chacune des couples de moments. Nous e´valuons ainsi
les arbitrages entre les moments. Dans sa version robuste, la frontie`re eﬃciente, dans le
plan des deux premiers moments, de´crit une forme comparable a` celle issue de l’analyse
classique. Les investisseurs cherchant a` accroˆıtre leur espe´rance de gains doivent accepter
de supporter une plus grande dispersion des rendements. Nous observons e´galement un lien
fort entre les deuxie`me et quatrie`me moments. Les investisseurs cherchant a` accroˆıtre leur
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espe´rance de gains doivent e´galement accepter un risque de perte extreˆme plus important.
Ces observations, assez naturelles et intuitives, sont cohe´rentes avec celles de Maringer et
Parpas (2009).
Les conclusions concernant le troisie`me moment sont moins e´videntes. Nous notons,
tout de meˆme, que les portefeuilles qui ont les plus grandes espe´rances de rendement pour
une volatilite´ minimum ont une distribution asyme´trique a` gauche (skewness ne´gative).
Nous observons ainsi le phe´nome`ne de prime pour l’asyme´trie (Cf. Post et alii, 2008).
Globalement, l’utilisation des L-moments conduit aux meˆmes conclusions que celles obte-
nues a` partir des moments traditionnels. La tempe´rance des investisseurs (mesure´e par le
L-moment d’ordre quatre des rendements des portefeuilles choisis) est e´troitement relie´e
a` leur aversion au risque (mesure´e par le L-moment d’ordre deux). La relation entre les
moments d’ordre pair et impair n’est toutefois pas line´aire. Ces premie`res conclusions
sugge`rent que l’asyme´trie d’un portefeuille est un e´le´ment a` prendre en conside´ration lors
de la construction d’un portefeuille eﬃcient, alors que la kurtosis, tre`s lie´e a` la variance,
peut eˆtre ne´glige´e.
Apre`s avoir rappele´ la formulation du proble`me de choix de portefeuille d’un agent
rationnel cherchant a` maximiser son utilite´ dans le cadre moyenne-variance-asyme´trie-
kurtosis, nous choisissons une classe de fonctions d’utilite´ tre`s ge´ne´rale, reﬂe´tant une aver-
sion au risque  mixte  et respectant les crite`res de dominance stochastique d’ordre
quatre (Cf. Caballe´ et Pomansky, 1996). Cette classe de fonction d’utilite´ nous permet
alors d’estimer le niveau d’utilite´ des agents au moyen d’une approximation de Taylor a`
l’ordre quatre. Les pre´fe´rences des agents pour les moments d’ordre supe´rieur sont ainsi
directement prises en compte. Nous conside´rons des fonctions d’utilite´ quartiques, CRRA
(pour Constant Relative Risk Aversion) et des fonctions plus ge´ne´rales dites puissance-
exponentielles. Conside´rant successivement les moments classiques et les L-moments, nous
de´terminons parmi les portefeuilles primaux optimaux, ceux qui le sont e´galement dans
le proble`me dual (pour diﬀe´rentes valeurs de parame`tres). Quelle que soit la me´thode
d’estimation des moments (robuste ou traditionnelle), nous obtenons des portefeuilles tre`s
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proches de ceux de la frontie`re eﬃciente classique. Nous concluons ainsi comme Jondeau
et Rockinger (2003-b) que les moments d’ordre supe´rieur sont a` conside´rer dans le cas ou`
les agents seraient particulie`rement sensibles a` ceux-ci, ou lorsque les donne´es sont forte-
ment non Gaussiennes. De plus, les L-moments permettent une re´duction des proble`mes
d’estimation des moments traditionnels et ils sont ainsi a` privile´gier lors de la recherche
de portefeuilles optimaux (Cf. Darolles et alii, 2008).
Ces derniers re´sultats nous encouragent a` poursuivre dans le futur cette recherche en
conside´rant des actifs dont les rentabilite´s s’e´cartent signiﬁcativement de la rentabilite´
normale hypothe´tique. Il serait e´galement inte´ressant de poursuivre l’e´tude de Davies et
alii (2006) concernant la prise en compte de l’asyme´trie et des risques extreˆmes pour
des mode`les d’allocation de fonds de fonds alternatifs, caracte´rise´s par des distributions
s’e´loignant tre`s signiﬁcativement de la distribution normale.
Un de´veloppement mathe´matique de la formulation du proble`me d’optimisation de por-
tefeuille serait en outre inte´ressant. En eﬀet, la nouvelle formule de de´termination des
moments d’ordre supe´rieur introduite dans ce chapitre ouvre des perspectives encoura-
geantes. Lors de la de´termination des moments d’ordre supe´rieur a` partir des matrices de
co-moments des titres, de nombreux termes sont encore redondants. Notre nouvelle formu-
lation permettrait de ne conserver que la partie utile de ces matrices et re´duire a` nouveau
leurs tailles, et donc le temps d’exe´cution ne´cessaire a` la de´termination des moments du
portefeuille.
De plus, puisque les coeﬃcients des fonctions d’utilite´ mobilise´es (de´ﬁnissant la pre´fe´rence
pour les moments) ne de´pendent que du premier moment du rendement ; davantage de
recherches sur les fonctions d’utilite´ en ge´ne´rale sont ne´cessaires et en particulier sur les
de´formations subjectives des densite´s objectives eﬀectue´es par les investisseurs (Cf. Kah-
neman et Tversky, 1979 ; Chauveau et Nalpas, 2008 ; Kliger et Levy, 2008) dans le cadre
de fonctions d’utilite´ de´pendantes des rangs (Cf. Cenci et Filippini, 2006 ; Polkovnichenko,
2005).
Par ailleurs, l’utilisation des L-moments combine´e a` celle des fonctions de pe´nurie autori-
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serait la de´ﬁnition d’un ensemble de mesures de performance qui permettrait, entre autres,
d’uniﬁer les approches de Briec et Kerstens (2007) et de Darolles et alii (2008).
Une autre extension possible serait de ge´ne´raliser le mode`le d’e´valuation des actifs Gini-
CAPM (Cf. Shalit et Yitzhaki, 1989 ; Okunev, 1990 ; Benson et alii, 2003). L’introduction
des moments line´aires pourrait e´galement eˆtre eﬀectue´e dans un cadre cette fois condi-
tionnel, en utilisant des processus de type GARCH pour la spe´ciﬁcation des L-covariances
(Cf. Jondeau et Rockinger, 2003-a, 2008 ; Jondeau et alii, 2007), ou encore en utilisant des
mode`les de quantile dynamique autore´gressif (par exemple le mode`le CAViaR de Engle
et Manganelli (2004), le QAR de Koenker et Xiao (2006), le CHARN de Martins-Filho
et Yao (2006), le DAQ de Gourie´roux et Jasiak (2008) ou encore les CARE et EWQR de
Taylor (2008-a et 2008-b)).
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Re´sume´ du chapitre sur “Outliers Detection, Correc-
tion of Financial Time-series Anomalies and Dis-
tributional Timing for Robust Eﬃcient Higher-order
Moment Asset Allocations”
La de´tection et le traitement des donne´es aberrantes sont un pre´alable important des
e´tudes statistiques et e´conome´triques. En eﬀet, de manie`re ge´ne´rale, la pre´sence de donne´es
aberrantes (en anglais, outliers) peut engendrer des proble`mes de spe´ciﬁcations, des pre´vi-
sions errone´es et une infe´rence approximative. Les commentaires de Bernoulli (1777)
sugge`rent que l’e´limination des donne´es  discordantes  e´tait une pratique assez com-
mune il y a plus de deux cents ans. Les ouvrages de Barnett et Lewis (1978) et Hawkins
(1980) oﬀrent a` cet e´gard une pre´sentation ge´ne´rale des premie`res me´thodes de de´tection
et de traitement de ces donne´es aberrantes.
La de´tection des valeurs anormales est un proble`me tre`s ge´ne´ral, les causes de la pre´sence
d’outliers e´tant en eﬀet multiples. Il peut s’agir par exemple de pannes mate´rielles, d’er-
reurs de mesure, de manipulations frauduleuses de donne´es, d’erreurs humaines ou plus
simplement de de´viations  naturelles  de la population. . . La de´tection de valeurs aber-
rantes, la de´tection d’anomalies, la de´tection de bruit et la de´tection de de´viations sont
autant d’appellations de techniques traitant de la de´tection d’erreurs au sens large.
Un inte´reˆt particulier est porte´ sur ces techniques de de´tection de re´alisations atypiques
puisqu’elles rendent possible la correction de ces donne´es avant que leur utilisation n’ait
des conse´quences dommageables. Il semble pourtant qu’il n’y ait pas, a` notre connaissance,
de de´ﬁnition universelle des donne´es aberrantes. Le concept ge´ne´ral de Grubbs (1969) tend
toutefois a` s’imposer :
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 An outlying observation, or “outlier”, is one that appears to deviate markedly from
other members of the sample in which it occurs. 
Frank Grubbs, 1969, “Procedures for Detecting Outlying Observations in Samples”,
Technometrics 11, p.1.
Grubbs (1969) propose ainsi de conside´rer comme aberrante toute re´alisation d’une
variable qui s’e´loigne  sensiblement  de sa moyenne. A partir de ce concept, diﬀe´rentes
techniques ont e´te´ propose´es pour de´tecter ces erreurs. Hodge et Austin (2004) proposent
une synthe`se tre`s comple`te des diﬀe´rentes me´thodes existantes. Ces derniers les regroupent
en trois cate´gories : les mode`les d’apprentissage non-supervise´s, les mode`les supervise´s et
les mode`les parame´triques.
Les mode`les non-supervise´s ont l’avantage majeur de ne pas ne´cessiter d’hypothe`se forte a
priori. Ils s’apparentent tre`s largement aux me´thodes de regroupement (en anglais cluste-
ring) non-supervise´s (telles que les cartes de Kohonen discute´es dans le Chapitre 1). Une
fois les donne´es classiﬁe´es, les observations qui constituent des groupes homoge`nes sont
alors conside´re´es comme normales ; inversement, les re´alisations s’e´loignant sensiblement
de celles des autres individus du groupe sont conside´re´es comme aberrantes, ou plutoˆt
 non normales .
Les mode`les d’apprentissage supervise´ doivent disposer d’un ensemble d’observations pre´al-
ablement labellise´es. A partir de sous-e´chantillons pour lesquels la normalite´ (ou anorma-
lite´) a e´te´ e´tablie, ces mode`les apprennent a` diﬀe´rencier le type de re´alisations (normales
ou aberrantes).
Enﬁn, le troisie`me type de techniques mode´lise explicitement la normalite´, au sens strict
ou non. Il s’agit ge´ne´ralement de spe´ciﬁer la distribution des donne´es conside´re´es normales
et d’en de´duire la (non) normalite´ au regard de la probabilite´ associe´e a` cette re´alisation.
En ﬁnance, les se´ries de rendements d’actifs sont couramment sujettes a` ce proble`me de
valeurs aberrantes. De`s 1974, Rosenberg et Houglet insistent sur leur fre´quence, et l’impact
qu’ont ces valeurs sur les mode`les ﬁnanciers. Le traitement de ces rendements atypiques
constitue ainsi une proble´matique incontournable. Lorsqu’il s’agit de de´terminer les ren-
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dements potentiellement atypiques pre´sents dans des se´ries d’actifs, la troisie`me approche
(mode´lisation explicite de la normalite´) est ge´ne´ralement retenue. Dans ce cas, l’hypothe`se
du mouvement Brownien et le paradigme Gaussien constituent le cadre standard. Mais
retenir le concept de Grubbs revient alors a` conside´rer toute re´alisation extreˆme comme
anormale. Le terme d’anormalite´ contient alors une certaine ambigu¨ıte´. Il peut reﬂe´ter
le fait que la re´alisation du rendement est non-gaussienne, ou simplement improbable.
Avant de supprimer ou corriger ces valeurs extreˆmes, il apparaˆıt ainsi le´gitime de s’inter-
roger sur l’essence meˆme du concept de donne´es aberrantes en ﬁnance. Comme anticipe´ par
Mandelbrot (1963), de nombreuses constatations empiriques ont conduit a` invalider les hy-
pothe`ses sous-tendant le paradigme Markov-Gaussien. Aﬁn d’ancrer notre raisonnement,
nous citons ce meˆme auteur :
“The risk-reducing formulas behind portfolio theory rely on a number of demanding and
ultimately unfounded premises. First, they suggest that price changes are statistically
independent from one another... The second presumption is that all price changes are
distributed in a pattern that conforms to a standard bell curve.
Do ﬁnancial data neatly conform to such assumptions ? Of course, they never do.”
Benoˆıt Mandelbrot, 1999, “A Multifractal Walk down Wall Street”, Scientiﬁc American
280, p 71.
De par sa formulation, le concept de valeur aberrante est directement sujet au proble`me
de l’induction dans la de´couverte scientiﬁque (Cf. Popper, 1934) puisqu’il ne´cessite d’ef-
fectuer une hypothe`se subjective sur la distribution des rendements. Popper reprend ainsi
les discussions amorce´es par Hume (1748) sur les limites du principe de l’induction et du
positivisme scientiﬁque, pour qui aucune se´rie ﬁnie d’observations ne peut permettre d’af-
ﬁrmer l’universalite´ d’un phe´nome`ne observe´. Karl Popper utilise alors la me´taphore de la
 the´orie  des cygnes blancs falsiﬁe´e lors de la de´couverte de cygnes noirs en Australie
en 1697. Taleb (2007) reprend cette image pour l’appliquer aux e´ve`nements de marche´ ;
il de´ﬁnit un  cygne noir  en ﬁnance comme un e´ve`nement rare (dans la mesure ou`
aucune re´alisation passe´e ne s’apparente a` cet e´ve`nement). Le krach ﬁnancier du lundi
noir est un exemple parfait de ce type de re´alisation. Le 28 octobre 1929, l’indice Dow
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Jones plongeait de plus de 12%. Une telle baisse n’e´tait survenue depuis la cre´ation de
l’indice le 26 mai 1896. Sous l’hypothe`se distributionnelle de normalite´ des rendements de
l’indice, cet e´ve`nement est de´ﬁnitivement hautement improbable. Faut-il alors conside´rer
cette re´alisation comme aberrante ou rejeter le postulat de la normalite´ des rentabilite´s
des actifs ? Nous envisagerons cette question dans le Chapitre 3.
Il nous semble en eﬀet ne´cessaire de conside´rer des hypothe`ses moins restrictives que le
simple paradigme Gaussien lors de la de´ﬁnition du concept de donne´es aberrantes. Ce cadre
e´largi doit notamment permettre de diﬀe´rencier les re´alisations extreˆmes des re´alisations
atypiques. En eﬀet, comme le soulignent Borland et alii (2005), ces anomalies sont cru-
ciales pour l’estimation des risques ﬁnanciers.
L’estimation pre´cise des moments des distributions d’actifs est un e´le´ment primordial
lors de la re´alisation de mode´lisations ﬁnancie`res. En eﬀet, de tre`s nombreux mode`les
ﬁnanciers se fondent sur les moments des rentabilite´s des actifs ﬁnanciers ; les erreurs d’es-
timation des moments empiriques vont ainsi se re´percuter directement sur les re´sultats
des mode`les. L’hypothe`se de normalite´ des rendements permettant de de´crire l’ensemble
des distributions a` partir des deux premiers moments, de nombreux mode`les se fondent
sur les espe´rances et les (co)variances des rendements des actifs. L’impact des rendements
anormaux sur les portefeuilles eﬃcients dans le cadre traditionnel de l’espe´rance-variance
a ainsi e´te´ largement e´tudie´. Best et Grauer (1992) ou encore Chopra et Ziemba (1993)
par exemple, e´valuent l’impact de l’erreur de l’estimation des moments sur les portefeuilles
eﬃcients. Ils concluent qu’une erreur d’estimation sur l’espe´rance des rendements a des
conse´quences plus marque´es sur les portefeuilles eﬃcients qu’une erreur sur la variance ou
sur les covariances.
La constatation du caracte`re asyme´trique et leptokurtique des distributions des rende-
ments des actifs ont incite´ les chercheurs acade´miques a` prendre explicitement en compte
les moments d’ordre supe´rieur (Cf. Lai, 1991 ; Chunhachinda et alii, 1997 ; Wang et Xia,
2002 ; Chang et alii, 2003 ; Sun et Yan, 2003 ; Jondeau et Rockinger, 2003-b ; Jurczenko
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et Maillet, 2006-a ; Jurczenko et alii, 2006) pour de´terminer l’ensemble des portefeuilles
eﬃcients. Or ces moments sont extreˆmement sensibles a` ces rendements atypiques (Cf. par
exemple, White et alii, 2008 ; Jondeau et Rockinger, 2009). En raison de cette sensibilite´
extreˆme des mesures d’asyme´trie et de kurtosis aux rendements atypiques, certains au-
teurs (Kim et White, 2004) estiment que les moments d’ordre supe´rieur sont virtuellement
de´termine´s par des erreurs de donne´es et que la prise en compte de ces derniers est vaine.
Nous avons propose´ un mode`le d’allocation d’actifs inte´grant les quatre premiers mo-
ments (traditionnels, Cf. Annexe 4, et robustes, Cf. Chapitre 2) des distributions des
rendements des portefeuilles. Nous poursuivons donc cette analyse dans ce troisie`me cha-
pitre en e´tudiant l’impact des donne´es aberrantes pre´sentes dans les se´ries temporelles
des actifs ﬁnanciers sur les mode`les d’allocation d’actifs dans le cadre moyenne-variance-
skewness-kurtosis. Plus pre´cise´ment, notre objectif consiste a` e´tablir une diﬀe´renciation
entre les re´alisations extreˆmes et les rendements aberrants. En cela, notre contribution
s’inse`re dans un champ de la litte´rature relativement re´cent, qui consiste a` identiﬁer parmi
les e´ve´nements extreˆmes ceux qui le sont re´ellement (Cf. Mittnik et alii, 2000 ; Huisman
et alii, 2001 ; Johansen et Sornette, 2001 ; Gonzalo et Olmo, 2004). Nous supposons qu’une
re´alisation extreˆme, lorsqu’elle survient, a un impact sur le marche´ dans son ensemble.
Parmi les articles traitant du proble`me des donne´es aberrantes dans la de´termination
des portefeuilles eﬃcients (Cf. Michaud, 1998, par exemple), deux types d’approches sont
ge´ne´ralement propose´s.
La premie`re approche consiste a` substituer aux moments traditionnels des mesures dites
 robustes  (Cf. Ledoit et Wolf, 2003 ; Martellini et Ziemann, 2007). Celles-ci peuvent eˆtre
obtenues au moyen de techniques de re´-e´chantillonnages (Cf. Michaud, 1989 ; Kosowski et
alii, 2007), ou directement en conside´rant des statistiques robustes (Cf. Yitzhaki, 2003 ;
et Kim et White, 2004). Suivant cette approche, nous avons propose´ dans le Chapitre 2
un mode`le d’allocation d’actifs inte´grant les quatre premiers moments des distributions
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des rendements des actifs dans un cadre robuste. Les L-moments (Cf. Hosking, 1990)
constituent une alternative permettant de palier les limites des moments traditionnels. Ce
mode`le ayant e´te´ largement pre´sente´ au cours du Chapitre 2, nous nous inte´ressons plus
en de´tail dans la suite a` la seconde approche.
La seconde voie consiste alors a` retraiter en amont la base de donne´es. Il s’agit de la
ﬁltrer, en de´tectant les valeurs dites  anormales  et en les corrigeant, avant d’utiliser
de nouvelles se´ries re-traite´es lors de la phase d’estimation. Depuis la typologie princeps
de Fox (1972) e´largie par Chen et Liu (1993), quatre types d’outliers sont ge´ne´ralement
distingue´s :
• un point aberrant ponctuel qui aﬀecte uniquement une observation de la se´rie, et
non ses valeurs futures (Additive Outlier),
• un point aberrant progressif (I nnovative Outlier) qui aﬀecte temporairement le pro-
cessus a` la manie`re des innovations conside´re´es classiquement en analyse des se´ries
temporelles,
• un changement transitoire (Transitory Change) qui aﬀecte le niveau de la se´rie a`
une certaine date mais dont l’inﬂuence de´croˆıt ensuite de manie`re exponentielle,
• un changement de niveau (Level Shift) qui aﬀecte toutes les observations d’un impact
constant a` partir d’une certaine date.
Le premier type de re´alisations extreˆmes est ge´ne´ralement conside´re´ comme e´manant
d’un changement exoge`ne, alors que le second est suppose´ eˆtre lie´ a` un choc endoge`ne.
Par ailleurs, les deux premie`res cate´gories concernent ge´ne´ralement des observations aty-
piques, alors que les deux dernie`res cate´gories sont associe´es a` des changements structurels
e´phe´me`res ou permanents.
Franses et Ghijsels (1999) adoptent une approche originale pour de´terminer les rendements
atypiques de type Additive Outliers. Plutoˆt que de conside´rer directement la distribution
des rendements, ils proposent de mode´liser explicitement le processus de volatilite´ puis
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de de´ﬁnir les re´alisations aberrantes a` partir de l’impact que celles-ci ont sur la volatilite´.
Ils retiennent la mode´lisation de la volatilite´ par un processus stationnaire autore´gressif
avec he´te´rosce´dasticite´ conditionnelle (GARCH de l’anglais Generalized AutoRegressive
Conditional H eteroskedasticity) propose´e par Engle (1982) et Bollerslev (1986) qui per-
met de rendre compte du phe´nome`ne de regroupements temporels des grandes volatilite´s
et mode´liser les eﬀets des variations des volatilite´s conditionnelles. Dans ce cadre, Baillie
et Bollerslev (1989) observent que la volatilite´ re´siduelle issue de ces mode`les GARCH est
fre´quemment caracte´rise´e par un coeﬃcient d’aplatissement supe´rieur a` celui d’une distri-
bution normale. Balke et Fomby (1994) expliquent le caracte`re leptokurtique de ce re´sidu
par la pre´sence de rendements aberrants au sein de la se´rie.
Ainsi, Franses et Ghijsels (1999) proposent un mode`le de de´tection et de correction des
rendements atypiques fonde´ sur une mode´lisation de la volatilite´ par une approche de
type GARCH et dont les re´alisations atypiques sont de´termine´es a` partir du re´sidu de
la mode´lisation de la volatilite´. Cette approche a l’avantage notable de rendre compte
des changements de niveau (Level Shift et Transitory Change) caracte´ristiques de la
volatilite´. Ainsi les pe´riodes de fortes turbulences de marche´, caracte´rise´es par de fortes
volatilite´s, sont explicitement inte´gre´es dans leur mode´lisation. Les re´alisations extreˆmes
ne seront ainsi pas ne´cessairement conside´re´es comme aberrantes. Ce premier mode`le per-
met en particulier la de´tection et la correction des outliers additifs. Charles et Darne´
(2005) ont re´cemment propose´ une extension de ce mode`le permettant de de´tecter aussi
les re´alisations atypiques dites  innovantes  (I nnovative Outliers).
Suivant l’approche de Charles et Darne´ (2005), nous proposons de substituer au mode`le
GARCH utilise´ une classe plus ge´ne´rale de mode`les : les re´seaux de neurones GARCH
(note´ ANN-GARCH, de l’anglais Artiﬁcial Neural Network GARCH ). Introduits par Do-
naldson et Kamstra (1997), les ANN-GARCH se de´composent en un mode`le GARCH
traditionnel auquel s’ajoute un re´seau de neurones de type  perceptron multicouche .
L’objectif de la composante neuronale est de mode´liser la partie non-line´aire pre´visible
pre´sente dans le re´sidu du mode`le GARCH. En ﬁnance, les ANN-GARCH sont utilise´s
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pour mode´liser et pre´voir la volatilite´ des actifs. Les diﬀe´rentes e´tudes comparant les per-
formances des GARCH aux ANN-GARCH concluent que l’apport des re´seaux de neurones
permet le plus souvent une mode´lisation plus re´aliste de la volatilite´, tout en re´duisant si-
gniﬁcativement l’erreur de mode´lisation ou de pre´vision (Cf. Dounias et Thomaidis, 2008).
Par ailleurs, l’introduction de cette composante non-parame´trique permet de re´duire les
risques de mode`le et ainsi d’ame´liorer sensiblement la de´tection des rendements aberrants.
Pour illustrer et tester notre mode`le de de´tection et correction des points aberrants,
nous conside´rons une base de donne´es quotidiennes comprenant le prix des principaux ac-
tifs composant l’indice CAC40. L’e´tude couvre la pe´riode du 1er janvier 1996 au 21 janvier
2009. Aﬁn de disposer d’une base comple`te, nous supprimons les 11 titres dont l’inclu-
sion au sein de l’indice a e´te´ re´alise´e apre`s le premier janvier 1996. Cette base de prix,
re´cente, a la particularite´ d’inclure plusieurs crises (1997, 1998, 2001 et 2008) ainsi qu’un
cycle e´conomique complet. Elle semble ainsi particulie`rement adapte´e a` l’e´tude des valeurs
extreˆmes. En outre, les tests re´alise´s sur les se´ries de rendements conduisent clairement
a` rejeter l’hypothe`se de normalite´ et ils valident sans ambigu¨ıte´ le caracte`re autore´gressif
des volatilite´s conditionnelles pour l’ensemble des se´ries e´tudie´es.
Nous comparons, dans un premier temps, les diﬀe´rences induites par la substitution
d’un mode`le ANN-GARCH a` un mode`le GARCH. En de´pit d’une re´duction de l’erreur
re´siduelle du mode`le de volatilite´ de l’ordre de 11%, l’utilisation des ANN-GARCH ne
semble pas avoir d’impact signiﬁcatif sur la de´tection des rendements atypiques poten-
tiels. Parmi les 178 re´alisations atypiques re´ve´le´es par le mode`le de Charles et Darne´
(2005), 174 le sont e´galement par notre mode`le. Nous e´tudions les diﬀe´rences constate´es
entre les rendements reconstruits. Le choix du mode`le (GARCH ou ANN-GARCH ) ne
semble pas avoir de conse´quences majeures sur ces se´ries reconstruites. Seules les se´ries
dont la distribution est particulie`rement leptokurtique ont des rendements reconstruits
signiﬁcativement diﬀe´rents suivant la me´thode utilise´e. Nous choisissons ne´anmoins de re-
tenir la de´tection des outliers par ANN-GARCH.
Une premie`re observation e´tonnante provient du fait que parmi les principaux rendements
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aberrants de´tecte´s, quasiment aucun ne survient parmi les crises majeures identiﬁe´es. Nous
cherchons alors une justiﬁcation e´conomique aux 174 outliers de´tecte´s et une analyse quali-
tative est conduite. A partir d’archives de de´peˆches boursie`res et ﬁnancie`res, nous re´sumons
l’information ayant engendre´ les rendements extreˆmes. Dans une tre`s large majorite´ des
cas, nous e´tablissons que ces rendements atypiques proviennent d’informations concernant
les socie´te´s, et non une simple conse´quence de turbulences ge´ne´ralise´es de marche´. Une
analyse quantitative comple´mentaire est e´galement conduite. Nous nous proposons d’uti-
liser un indicateur de chocs de marche´ (IMS, pour Index of Market Shocks en anglais,
Cf. Maillet et Michel, 2003) pour comparer les chocs observe´s pour un titre spe´ciﬁque aux
turbulences ge´ne´rales de marche´. Cette seconde analyse nous permet de valider le caracte`re
idiosyncratique des rendements atypiques de´tecte´s.
Nous abordons ensuite l’e´tude de l’impact de ces donne´es aberrantes sur les mode`les
d’allocation prenant en compte les moments d’ordre supe´rieur. Nous orientons notre ana-
lyse sur la composition et les quatre premiers moments d’un ensemble de portefeuilles
eﬃcients qui soient re´alistes aux regards des pre´fe´rences des investisseurs. En eﬀet, il est
peu probable qu’un portefeuille d’asyme´trie maximale ou de coeﬃcient d’aplatissement
minimal soit retenu par un agent rationnel, inde´pendamment de toute conside´ration sur
les autres moments. Nous choisissons ainsi de restreindre notre analyse aux portefeuilles
dont les volatilite´s ne sont pas statistiquement diﬀe´rentes de celle du portefeuille de vo-
latilite´ minimale. Dans cet ensemble restreint, nous cherchons les portefeuilles (locaux)
d’espe´rance et d’asyme´trie maximale ainsi que ceux de volatilite´ et de kurtosis minimum.
A partir des bases brutes ou retraite´es par la me´thode de correction-de´tection issue d’un
mode`le ANN-GARCH, nous cherchons les portefeuilles qui posse`dent des caracte´ristiques
remarquables (eﬃcients dans l’espace moyenne-variance-skewness-kurtosis) en conside´rant
les moments traditionnels ou robustes. Nous retenons une feneˆtre glissante d’un an pour
re´aliser ensuite une simulation dynamique de quatre portefeuilles cibles en adoptant un
re-balancement mensuel. L’e´tude des se´ries de rendements des portefeuilles dynamiques
nous permet enﬁn d’e´valuer l’apport du de´bruitage et des statistiques robustes.
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Au regard de nos tests, les proprie´te´s des portefeuilles obtenus sont signiﬁcativement
ame´liore´es lorsque l’on conside`re la base de donne´es corrige´e des rendements aberrants. A
l’exception du portefeuille de volatilite´ minimale pour lequel aucune des deux techniques
envisage´es ne conduit a` une ame´lioration quelconque. En ce qui concerne les L-moments,
nos conclusions sont plus mitige´es. Ils sont certes moins sensibles aux points aberrants, et
donc plus stables que les moments traditionnels ; mais cette stabilite´ semble induire une
certaine inertie qui pe´nalise les portefeuilles dynamiques obtenus.
Nous envisageons ainsi de poursuivre cet axe de recherche en exploitant directement
la variabilite´ des moments empiriques. Plusieurs voies sont de`s lors possibles.
La premie`re ame´lioration potentielle consistera a` utiliser un re´seau de neurones dit  re´cur-
rent , aﬁn de mieux s’adapter a` la dynamique des moments estime´s. Le mode`le non-
line´aire de pre´vision de la volatilite´ propose´ par Miazhynskaia et alii (2006) pourra ainsi
eˆtre repris et de´veloppe´ pour ame´liorer les pre´visions de notre perceptron multi-couches.
L’exploitation des variations des moments conditionnels des rendements des actifs nous
incite naturellement a` examiner plus avant les re´cents travaux de Jondeau et Rockinger
(2008). Ces derniers ge´ne´ralisent le concept  d’anticipation de la volatilite´  de marche´
( volatility timing , en anglais) en introduisant l’ide´e d’une anticipation des quatre pre-
miers moments des distributions des rentabilite´s des actifs ( distributional timing , en
anglais). La formalisation de telles anticipations rend ne´cessaire de disposer d’estimations
conditionnelles de volatilite´, mais e´galement des cœﬃcients d’asyme´trie et d’aplatissement
des queues de distributions. La prise en compte de ces anticipations nous permettra ainsi
d’ame´liorer notablement notre exercice d’allocation d’actifs dynamique en inte´grant direc-
tement les anticipations des agents.
Une dernie`re piste d’ame´lioration consistera a` e´tudier l’impact des diﬀe´rents parame`tres
conside´re´s dans notre e´tude. La taille de la feneˆtre glissante retenue dans notre exercice
d’allocation dynamique pourra ainsi sensiblement inﬂuer sur nos re´sultats. Nous envisa-
geons e´galement une e´tude approfondie sur les conse´quences du choix de la valeur critique
permettant de diﬀe´rencier les valeurs extreˆmes des valeurs aberrantes.
Enﬁn, l’e´tude des valeurs extreˆmes pourra enﬁn eˆtre comple´te´e par la conside´ration de
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lois de distribution plus adapte´es. Nous pensons notamment utiliser une distribution de
Pareto ge´ne´ralise´e pour e´valuer les probabilite´s d’occurrence des rendements extreˆmes ou
aberrants de´tecte´s.
Il sera ﬁnalement inte´ressant de comparer les portefeuilles dynamiques obtenus apre`s une
reconstruction de type ANN-GARCH avec des me´thodes plus classiques de reconstruction
des valeurs manquantes (telles que celles pre´sente´es au Chapitre 1 par exemple).
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Re´sume´ du chapitre sur “Carte de style et facteurs de
risque”
La re´fe´rence a` un  style  de gestion est aujourd’hui une pratique largement re´pandue
dans l’industrie de la gestion collective. Les re´sultats d’e´tudes acade´miques (Cf. Basu,
1983 ; Fama et French, 1992) ont fonde´ les bases de strate´gies d’investissement incontour-
nables pour l’industrie. Ils ont, en outre, profonde´ment modiﬁe´ les analyses d’e´valuation
et d’attribution de performance. Les styles traditionnels de gestion reposent essentielle-
ment sur une caracte´risation des strate´gies ﬁnancie`res syste´matiques mises en place par les
ge´rants. Lorsque l’on conside`re des portefeuilles investis en actions, ces strate´gies consistent
a` privile´gier la se´lection de socie´te´s disposant de certaines proprie´te´s (faible ratio be´ne´ﬁce-
cours, taille de la capitalisation, croissance du chiﬀre d’aﬀaires, etc.). Les ge´rants sont
re´gulie`rement amene´s a` communiquer sur le style de leurs fonds. Ainsi, la connaissance du
style oﬀre aux investisseurs une meilleure compre´hension du comportement des fonds et
des risques associe´s. En eﬀet, les performances des styles semblent eˆtre lie´es au de´roulement
du cycle d’activite´ (Cf. Fama et French, 1989 ; Gertler et Gilchrist, 1994 ; Liew et Vassalou,
2000 ; Barberis et Shleifer, 2003). En de´pit de cet engouement pour la caracte´risation des
styles de gestion, de nombreux proble`mes techniques se posent lors de la de´termination
du style d’investissement des fonds. Tout d’abord, il n’existe pas de de´ﬁnition rigoureuse
des styles (chaque fournisseur d’indice retient ainsi sa propre me´thodologie pour de´ﬁnir
ses indicateurs de style). Ensuite, les proce´dures d’identiﬁcation se fondent sur diﬀe´rentes
hypothe`ses fortes, diﬃcilement ve´riﬁables en pratique (inde´pendance des facteurs, stabilite´
des styles. . .). Enﬁn, peu de mode`les autorisent la prise en compte de la dynamique des
styles retenus par le ge´rant (Cf. Chan et alii, 2002 ; Annaert et van Campenhout, 2007 ;
Monarcha, 2008), alors que de nombreuses e´tudes concluent a` des changements tempo-
rels du style des ge´rants (Cf. Swinkels et van der Sluis, 2001 ; Kim et alii, 2005) ayant
des re´percutions directes sur les performances des fonds (Cf. Cremers et Petajisto, 2007 ;
Huang et alii, 2008).
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Dans son article fondateur, Sharpe (1988) propose d’introduire la notion de style pour
caracte´riser les orientations de gestion. Il suppose que les diﬀe´rences de comportements
des ge´rants se traduisent directement par les strate´gies retenues et qu’elles se re´percutent
sur leurs performances. Les performances sont ainsi conside´re´es comme une re´alisation des
facteurs de styles. Dans ce cadre, ces facteurs doivent ainsi pouvoir eˆtre extraits de l’his-
torique des rendements des fonds. Sharpe (1992) propose alors une approche statistique
pour de´terminer les styles pre´ponde´rants des portefeuilles. Ce mode`le reste aujourd’hui
encore la re´fe´rence en la matie`re dans l’industrie de la gestion collective.
La caracte´risation – ou discrimination – du style d’un fonds est ne´anmoins une pratique
bien ante´rieure aux travaux de Sharpe. En eﬀet, les de´ﬁnitions des cate´gories de fonds
d’investissement e´tant suﬃsamment vagues pour autoriser un large panel de strate´gies
d’investissement ; la ne´cessite´ de caracte´riser plus en de´tail les strate´gies adopte´es par les
gestionnaires s’est rapidement impose´e.
Les mode`les d’analyse de style ont vocation a` de´crire au mieux les spe´ciﬁcite´s des ac-
tifs ﬁnanciers. Outre l’analyse de´taille´e de la strate´gie d’un ge´rant, les mode`les d’analyse
de style rendent possible la de´termination d’indices de gestion ad hoc. Ces indices per-
sonnalise´s permettent aux gestionnaires de de´ﬁnir plus pre´cise´ment leurs objectifs et se
de´marquer des autres fonds de leur univers de gestion. Ils sont alors en mesure de justiﬁer
des diﬀe´rences de performances avec l’indice ge´ne´ral de leur cate´gorie. Pour un investis-
seur, ces indices sur mesure autorisent une analyse plus ﬁne de l’aptitude des ge´rants a`
ge´ne´rer de la performance dans un cadre de gestion bien de´ﬁni.
En outre, dans la mesure ou` le style annonce´ va eˆtre de´terminant lors de l’attribution de
performance, les ge´rants peuvent eˆtre incite´s a` communiquer sur l’adoption d’un style qui
leur est favorable. Certaines e´tudes empiriques montrent ainsi l’existence d’e´carts entre les
styles de gestion de´clare´s et ceux eﬀectivement applique´s par le ge´rant e´tudie´ (Cf. Brown
et Goetzmann, 1997 ; diBartolomeo et Witkowski, 1997 ; Kim et alii, 2005).
L’utilite´ des mode`les d’analyse de style est accrue lorsque l’on conside`re les fonds alter-
natifs. Les objectifs de gestion sont ge´ne´ralement la performance absolue avec une expo-
sition directe limite´e aux marche´s d’actifs traditionnels. Il n’y a pas d’indices de re´fe´rence
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consensuels permettant de reﬂe´ter le positionnement rendement-risque vise´ par le fonds.
Les gestionnaires alternatifs sont, de plus, peu enclins a` de´voiler leurs strate´gies. Il apparaˆıt
alors ne´cessaire de disposer d’un mode`le d’analyse de style permettant la de´termination
d’indices de gestion ade´quats. Finalement, l’identiﬁcation des facteurs de style permet aux
investisseurs d’acque´rir une meilleure connaissance des risques eﬀectivement supporte´s (Cf.
Fung et Hsieh, 1997 ; Lhabitant, 2002). A travers une meilleure e´valuation de la perfor-
mance ajuste´e au risque des fonds, les me´thodes d’analyse de style peuvent e´galement
oﬀrir aux investisseurs de nouvelles opportunite´s de gestion active. Ammann et Verhofen
(2006), par exemple, montrent comment l’analyse de style permet aux investisseurs de
de´ﬁnir des allocations tactiques en fonction des conﬁgurations de marche´. Enﬁn, dans le
cadre de la gestion passive, de tels mode`les peuvent eˆtre mobilise´s de fac¸on a` construire
des portefeuilles diversiﬁe´s en termes de facteurs spe´ciﬁques (Cf. de Roon et alii, 2004).
Suivant l’approche originale de Rousset et Maillet (2003), nous proposons dans ce cha-
pitre d’utiliser les cartes de Kohonen (Cf. Kohonen, 1995 et le Chapitre 1) pour de´ﬁnir un
mode`le d’analyse de style. Apre`s une pre´sentation des faits stylise´s empiriques a` l’origine
de la conside´ration des styles caracte´ristiques des marche´s d’actions, nous pre´sentons les
mode`les d’analyse de style les plus re´pandus. Nous e´voquons ensuite les limites auxquelles
font face ces derniers avant de pre´senter notre me´thode de de´termination des styles par les
cartes de Kohonen. Nous montrons en particulier comment celles-ci permettent de surmon-
ter certaines des principales diﬃculte´s rencontre´es par les mode`les usuels. Nous proposons
alors une nouvelle e´valuation des biais des styles de gestion annonce´s. Au moyen de pro-
jections successives des fonds sur la carte, nous e´tudions enﬁn la dynamique des styles
retenus par les ge´rants.
Les mode`les d’analyse de fonds ont e´volue´ en lien e´troit avec les mode`les d’e´valuation
des actifs. Les premie`res tentatives de caracte´risations des fonds s’attachaient principale-
ment a` cre´er des groupes homoge`nes en termes d’exposition aux risques de marche´. Ces
mode`les regroupaient les fonds en fonction de leur risque syste´matique issu du Mode`le
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d’Evaluation Des Actifs Financiers (CAPM en anglais ; Cf. Sharpe, 1964) pour regrouper
et tenter d’expliquer les rendements des diﬀe´rents groupes de fonds. Avec l’e´mergence de
l’ Asset Pricing Theory  (APT, Cf. Ross, 1976), apparaˆıt une nouvelle ge´ne´ration de
mode`les prenant en compte plusieurs facteurs. Une tre`s large majorite´ des mode`les de style
actuels, le mode`le de Sharpe notamment, s’inscrit toujours dans ce cadre multi-factoriel.
Ces derniers se diﬀe´rencient essentiellement par leur choix et l’identiﬁcation des facteurs.
En amont de chacun de ces mode`les, l’e´le´ment de´terminant re´side ainsi dans la de´ﬁnition
des facteurs de style. Le choix de ces derniers de´pend directement du type d’actifs que l’on
souhaite analyser.
Lorsque l’on conside`re des marche´s d’actions, la de´ﬁnition des facteurs repre´sentatifs a
e´te´ largement inﬂuence´e par l’observation d’anomalies de marche´. Une anomalie peut eˆtre
ici de´ﬁnie comme un phe´nome`ne constate´ empiriquement sur les marche´s, mais inexplique´
par les mode`les d’e´valuation d’actifs.
Par exemple, les entreprises de petite capitalisation de´montrant empiriquement une capa-
cite´ a` ge´ne´rer des rendements supe´rieurs a` celles de grosse capitalisation, de nombreuses
e´tudes ont conclu a` l’existence d’une prime  Small Cap  (Cf. Lakonishok et Shapiro,
1986), c’est-a`-dire d’un biais dans les rendements des actions en fonction de la taille de la
capitalisation.
L’e´tude des liens entre les ratios comptables des entreprises et l’e´volution de leurs cours
de bourse a e´galement donne´ lieu a` l’introduction de nouveaux styles. Lakonishok et
alii (1994) observent par exemple que le ratio  valeur comptable sur cours  (Book-
to-Market) est de´terminant lors de l’estimation du rendement attendu d’un titre. Fama et
French (1998) constatent en particulier que les entreprises dont le ratio  valeur comptable
sur cours  est faible, disposent d’un potentiel de gain supe´rieur a` celui du marche´. Ils
concluent ainsi a` l’existence d’une prime  Value .
La prise en compte de ces anomalies a donne´e lieu a` la de´ﬁnition de quatre facteurs ex-
plicatifs pour les marche´s actions : les styles Growth, Value, Large et Small. Ces quatre
styles constituent aujourd’hui les facteurs principaux auxquels se re´fe`rent les ge´rants de
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fonds investis en actions.
Si les de´ﬁnitions des styles Large et Small sont imme´diates (a` partir des niveaux de
capitalisations des titres de´tenus), celles des styles Growth et Value sont plus incertaines et
toujours discute´es. La premie`re distinction entre les styles Growth et Value trouve son ori-
gine dans les travaux de Graham (1949). Une entreprise est qualiﬁe´e de Value lorsque son
prix de marche´ est assorti d’une de´cote par rapport a` sa valeur intrinse`que. Cette dernie`re
est de´ﬁnie comme e´tant e´gale a` la diﬀe´rence entre la valeur des actifs circulants de la
ﬁrme, diminue´e de celle de l’ensemble de ses dettes. Cet indicateur vise a` mesurer l’apti-
tude de la ﬁrme a` continuer de distribuer un ﬂux re´gulier de dividendes. Il s’agit souvent
d’entreprises ope´rant dans des secteurs traditionnels avec une croissance de leurs activite´s
(revenus et proﬁts) lente et re´gulie`re. Les valeurs Growth caracte´risent les titres be´ne´ﬁciant
d’un taux de croissance historique et pre´visionnel des be´ne´ﬁces nettement supe´rieur a` celui
du marche´. Elles disposent ge´ne´ralement de faibles ratios Book-to-Market et de taux de
distribution de dividendes e´galement faibles. Il s’agit typiquement de socie´te´s innovantes
et avant-gardistes dans des secteurs modernes et dynamiques. Empiriquement, Lakonishok
et alii (1994) observent que les ﬁrmes a` fort Book-to-Market ont de faibles be´ne´ﬁces, mais
procurent des rendements moyens supe´rieurs a` ceux constate´s en ge´ne´ral sur le marche´
(tous styles confondus). Inversement, les entreprises ayant un Book-to-Market faible, dis-
posent de be´ne´ﬁces e´leve´s, mais de rendements faibles. L’ambigu¨ite´ concernant ces styles
est d’abord structurelle. En eﬀet, en fonction des cycles e´conomiques et des e´volutions
spe´ciﬁques des entreprises (Cf. Fama et French, 2007), le style d’un titre peut e´voluer.
Il re´sulte de ces e´volutions des de´rives de style dites  passives  pour les portefeuilles
comprenant ces actions. Par ailleurs, au gre´ des cycles de marche´, les facteurs de style vont
oﬀrir des perspectives de gain variables. Sur le long terme, le style Value semble de´livrer
les meilleures performances, ne´anmoins a` plus court terme, il peut e´videmment eˆtre do-
mine´ par le style Growth. Les ge´rants ayant adopte´s et annonce´s un style particulier sont
ainsi largement incite´s a` s’en e´carter lorsque les anticipations sur leurs styles ne sont pas
bonnes. On parle dans ce cas de de´rives  actives . Enﬁn, la complexite´ des me´thodes
d’attribution de style peut e´galement eˆtre la source de biais lors des auto-de´clarations
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des styles des ge´rants (Cf. diBartolomeo et Witkowski, 1997). Ces incertitudes concer-
nant la de´ﬁnition de styles  purs  ont motive´ l’introduction de nuances de styles. Ainsi
les fonds dont la caracte´ristique Growth est particulie`rement marque´e seront conside´re´s
comme  Aggressive Growth . De meˆme, le style  Deep Value  est attribue´ aux fonds
inte´grant des titres particulie`rement sous e´value´s. Enﬁn, un style composite regroupe les
fonds sans style particulier ou combinant de fac¸on e´quilibre´e diﬀe´rents styles ( Blend ,
ou GARP : Growth-at-Reasonable-Price ; Cf. Ainsworth et alii, 2008).
A l’e´chelle d’un portefeuille, deux grandes approches permettent la de´termination
des styles. La premie`re consiste a` analyser les diﬀe´rents titres composant le portefeuille
(Holding-based Style Analysis, ou HBSA en abre´ge´, Cf. Daniel et alii, 1997). Dans un pre-
mier temps, les caracte´ristiques de chacun des actifs du portefeuille sont analyse´es. Pour
des actions, par exemple, les ratios comptables (passe´s, actuels et futurs estime´s) vont
permettre d’en de´duire les styles. Dans un second temps, les styles des titres de´tenus sont
agre´ge´s autorisant ainsi la de´termination du style pre´ponde´rant du portefeuille analyse´.
La quantite´ d’information requise rend complexe la mise en place eﬀective d’une telle
analyse : la composition des portefeuilles n’est ge´ne´ralement pas divulgue´e (ou avec un
certain retard et un proble`me d’asynchronisme ave´re´) ; les ratios ne´cessaires (en particu-
lier les consensus des pre´visions des analystes) sont diﬃcilement accessibles (Cf. Otten et
Bams, 2001). Ainsi les me´thodes du type HBSA restent principalement utilise´es par les
fournisseurs d’indices ou les gestionnaires eux-meˆmes et sont diﬃcilement applicables par
les autres investisseurs.
La seconde approche, introduite par Sharpe (1988 et 1992), permet de mesurer la sensibi-
lite´ du portefeuille a` diﬀe´rents facteurs de risque. Cette approche, commune´ment appele´e
Return-based Style Analysis (RBSA) adopte un fondement statistique pour e´valuer le style
des fonds. Elle consiste en une re´gression contrainte des rendements du fonds sur ceux des
facteurs de risque. Simple a` mettre en œuvre, l’approche RBSA permet une interpre´tation
directe des styles des fonds (dans la mesure ou` les facteurs retenus sont de vrais actifs).
Du fait de leur simplicite´ d’imple´mentation, ce type de mode`les s’est ainsi rapidement
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impose´. Dans son article fondateur, Sharpe utilise l’analyse de style pour caracte´riser
des fonds d’investissements globaux. Les styles retenus correspondent a` des indices des
grandes classes d’actifs : actions, obligations, bonds du Tre´sor. Avec l’e´mergence des styles
caracte´ristiques Growth, Value, Large et Small, les grands fournisseurs d’indices ont en-
suite de´veloppe´ des me´thodologies (Cf. MSCI, Stoxx, Lipper, par exemple) permettant
de de´composer les indices ge´ne´raux en sous-indices de style. La commercialisation de ces
indices a rendu possible l’e´valuation simpliﬁe´e des sensibilite´s des fonds d’actions a` ces
facteurs. Enﬁn, des re´sultats re´cents tendent a` montrer qu’une approche de type HBSA
n’induit pas ne´cessairement de meilleurs re´sultats que l’approche RBSA (Cf. ter Horst et
alii, 2004).
Les concepts de facteurs de style pre´sente´s, nous proposons de rappeler les principales
me´thodologies de type RBSA. Cochrane (2001), partant d’un mode`le ge´ne´ral d’e´valuation
des actifs, montre que la plupart des mode`les classiques d’e´valuation ne sont que des cas
particuliers de celui qu’il conside`re. Son mode`le permet de re´concilier les deux grandes ap-
proches en la matie`re : les mode`les absolus (raisonnement a` l’e´quilibre) et les mode`les
relatifs (raisonnement par arbitrage). Les mode`les absolus sont de´ﬁnis a` partir d’une
e´conomie a` l’e´quilibre. Ils sont adapte´s a` l’e´tude des interactions entre les actifs ﬁnan-
ciers et l’e´conomie re´elle. L’approche relative consiste a` de´terminer la valeur des actifs a`
partir de prix d’autres actifs, sans chercher l’origine de ces derniers. Reprenant le cadre
uniﬁe´ de Cochrane (2001), nous pre´sentons les mode`les d’analyse de style les plus re´pandus.
Cette formulation permet notamment de mettre en avant le fait que les mode`les de style
se diﬀe´rencient, avant tout, par le choix des facteurs retenus. Nous e´voquons, ensuite, les
critiques majeures auxquelles font face ces mode`les (Cf. Corielli et Meucci, 2004). Les
approches multifactorielles, notamment celle propose´e par Sharpe (1988), imposent que
les facteurs de style respectent trois conditions : eˆtre mutuellement exclusifs (les indices
choisis ne doivent pas inclure un meˆme titre), tout en e´tant exhaustifs (chaque indice de-
vant eˆtre le plus large et le plus repre´sentatif possible), et enﬁn line´airement inde´pendants
(Cf. Sharpe, 1992 ; Lobosco et diBartolomeo, 1997 ; de Roon et alii, 2004). Or, une simple
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analyse des facteurs traditionnellement utilise´s met en e´vidence de fortes coline´arite´s entre
ces indices. De plus, les contraintes portant sur les beˆtas des re´gressions induisent un biais
d’estimation (Cf. de Roon et alii, 2004). Ainsi, toutes les re´gressions mises en œuvre dans
le cadre de l’analyse de style classique risquent d’eˆtre fallacieuses.
Outre ces proble`mes d’ordre statistique, le choix du fournisseur d’indices de style a un
impact signiﬁcatif sur la de´termination du style du fonds (Cf. Gallo et Lockwood, 1997).
Ces divergences illustrent l’absence de de´ﬁnitions consensuelles des styles Growth et Value,
chaque fournisseur adoptant sa propre me´thodologie.
La ne´cessite´ de choisir a priori les indices de style caracte´ristiques du fonds constitue
une autre limite majeure. Ben Dor et alii (2003) de´montrent l’importance du choix de
facteurs approprie´s. Ils montrent en particulier comment l’omission d’un facteur signiﬁcatif
peut conduire a` des conclusions errone´es. Ainsi, une connaissance des fonds analyse´s est
ne´cessaire aﬁn de choisir les facteurs caracte´ristiques.
Enﬁn, le cadre d’analyse statique constitue une limite du mode`le. En eﬀet, les styles
adopte´s par les ge´rants sont susceptibles d’e´voluer en fonction des conditions de marche´.
Cette de´rive peut eˆtre volontaire (choix tactique du ge´rant, Cf. Annaert et van Campen-
hout, 2007 ; Basak et alii, 2007 ; Ainsworth et alii, 2008) ou simplement subie (Cf. Fama
et French, 2007) en raison de l’e´volution des cycles e´conomiques et des caracte´ristiques
intrinse`ques des actifs de´tenus. Par exemple, les valeurs technologiques pouvaient eˆtre
conside´re´es comme Growth au plus haut de la bulle  Internet . Apre`s l’e´clatement de
cette bulle, ces meˆmes valeurs peuvent eˆtre conside´re´es comme des titres Value. Ainsi,
pour un fonds ge´re´ passivement, supposer que les sensibilite´s des fonds aux facteurs
sont constantes reste acceptable. De`s lors que nous conside´rons des fonds retenant des
strate´gies actives d’investissement, le mode`le traditionnel de Sharpe (1988) ne permet pas
la de´termination du style de ces portefeuilles (Cf. Corielli et Meucci, 2004). Ne´anmoins,
des approches conditionnelles existent : Ferson et Schadt (1996) concluent par exemple a`
des changements de styles d’investissement en fonction des anticipations e´conomiques. Ces
changements ont depuis e´te´ largement mode´lise´s (Cf. Kim et alii, 2005 ; Swinkels et van
der Sluis, 2006). Il apparaˆıt ainsi essentiel de prendre en compte les dynamiques des styles
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d’investissement (Cf. Chan et alii, 2002 ; Annaert et van Campenhout, 2007 ; Monarcha,
2008). Concernant les changements de style (style drift en anglais), il semble ne´cessaire
de plus de diﬀe´rencier les de´rives passives (subies par le ge´rant) des re´orientations (tilt en
anglais) choisies par les gestionnaires. En eﬀet, des travaux re´cents (Cf. Ainsworth et alii,
2008) re´e´valuent les biais d’auto-de´claration en diﬀe´renciant ces deux types de divergence.
Brown et Goetzmann (1997) proposent une approche originale de la caracte´risation
des styles de gestion. Exploitant le lien fort entre les me´thodes d’analyse factorielle et
les algorithmes de classiﬁcation, ils proposent de re´unir les fonds en groupes homoge`nes.
A chacun de ces groupes correspond un facteur de risque (de´ﬁni comme la moyenne des
fonds de chaque groupe). Les facteurs e´tant issus de l’univers de fonds eux-meˆmes, aucune
hypothe`se concernant ces derniers n’est requise a priori pour en de´terminer les styles. Les
changements d’orientation de gestion sont inte´gre´s aux facteurs de risque. En contrepartie,
les facteurs obtenus par ce mode`le sont abstraits ; ils ne correspondent ge´ne´ralement pas
a` des actifs tangibles e´change´s sur les marche´s ﬁnanciers.
Les critiques formule´es a` l’encontre des mode`les de style pre´sente´s nous incitent a`
de´velopper une approche alternative dont les facteurs permettent de pallier les proble`mes
e´voque´s. Nous proposons, dans ce chapitre, un mode`le d’analyse de style fonde´ sur les cartes
auto-organise´es (Cf. Kohonen, 1995 et Chapitre 1). Nous retenons une version robuste des
cartes de Kohonen (Cf. Guinot et alii, 2006) qui assure la convergence de la carte vers
une solution stable. Applique´ a` une base de se´ries de rendements d’actifs, l’apprentissage
des cartes robustes permet la ge´ne´ration simultane´e de facteurs de risque spe´ciﬁques et de
groupes homoge`nes de fonds. Les avantages de cette approche sont multiples. Tout d’abord,
dans la mesure ou` cette classiﬁcation est non-supervise´e, aucune hypothe`se concernant les
facteurs explicatifs pressentis n’est requise. Ainsi, de fac¸on analogue au mode`le de Brown
et Goetzmann (1997), l’e´tape cruciale de se´lection des indices de style repre´sentatifs est
e´carte´e. De plus, les facteurs de risque e´tant directement extraits de la base des fonds, les
biais de gestion lie´s aux changements de style des titres (passive style drift, en anglais ;
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Cf. Ainsworth et alii, 2008) est inte´gre´ dans les facteurs obtenus.
Ainsi les facteurs issus des cartes de Kohonen ne correspondent pas ne´cessairement
a` des actifs ou des indices de marche´. Une fois la carte obtenue, il est ainsi ne´cessaire
d’eﬀectuer une correspondance entre les facteurs ge´ne´re´s et les styles traditionnellement
conside´re´s. Une premie`re approche consiste a` projeter des indices connus (de styles ou
sectoriels) sur la carte. Leurs classes d’appartenance seront ainsi repre´sentatives des styles
des indices qu’elles inte`grent. En raison des fortes coline´arite´s des indices de styles entre
eux, cette premie`re approche n’est pas toujours satisfaisante. Nous proposons donc une
approche alternative ope´rant a` partir de classiﬁcations conditionnelles des fonds et des
indices. L’hypothe`se de Sharpe (1988) est alors reprise : le gestionnaire ayant retenu
un style particulier doit surperformer lorsque le facteur associe´ domine le marche´. Nous
conside´rons, pour chaque indice standard, les pe´riodes pour lesquelles celui-ci surperforme
le marche´. Des classiﬁcations, conditionnelles aux pe´riodes retenues, sont re´alise´es. Les
nouvelles classes conditionnelles sont alors indexe´es en fonction de la performance des in-
dividus repre´sentatifs de chacune. A chaque fonds est attribue´ le score de la classe condi-
tionnelle a` laquelle il appartient. Le style des groupes inconditionnels est alors de´termine´
en conside´rant les scores conditionnels de l’ensemble des fonds aﬀecte´s a` chaque groupe.
Nous illustrons notre me´thode d’analyse de style en utilisant les valeurs liquidatives
hebdomadaires de la base de donne´es de fonds d’actions ame´ricaines distribue´e par Lip-
per. La base regroupe les valeurs liquidatives de 598 fonds et 86 indices repre´sentatifs
du marche´. La pe´riode de classiﬁcation va du 30/08/2002 au 25/05/2007. Une particula-
rite´ de cette base est d’eˆtre fournie avec le style communique´ par les ge´rants ; il nous
est donc possible d’e´valuer l’importance du biais concernant le style annonce´ par les
ge´rants. La technique de scoring conditionnel employe´e nous permet d’estimer qu’envi-
ron 70% des gestionnaires adoptent des strate´gies de gestion cohe´rentes avec les styles
auto-de´clare´s. Dans un second temps, nous e´tudions la dynamique des styles. Nous nous
inte´ressons en particulier aux fonds dont le style auto-de´clare´ diﬀe`re de celui estime´ par
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les cartes robustes. L’e´tude dynamique des styles de gestion de ces fonds nous permet de
diﬀe´rencier deux grandes classes. La premie`re regroupe des fonds anticipant avec succe`s
les tendances de marche´ (les bons market timers en anglais). La seconde cate´gorie de
fonds rassemble les gestionnaires adoptant essentiellement une strate´gie de momentum.
Lorsqu’une bulle spe´culative apparaˆıt sur le marche´, ces ge´rants y participent en achetant
des actifs sure´value´s, bien souvent jusqu’a` l’e´clatement de ladite bulle. La projection dy-
namique des fonds sur la carte, de´montre des changements multiples de positionnement.
Nous concluons dans ce cas a` une gestion opportuniste. Ainsi environ 10% des ge´rants
de la base anticipent convenablement les futures conditions favorables de marche´, les 20%
restant ne faisant que suivre les grandes tendances de marche´.
L’utilisation des cartes de Kohonen pour de´velopper des mode`les d’analyse de style
oﬀre ainsi de nouvelles perspectives en ce qui concerne l’analyse de style. Nous envisageons
notamment diﬀe´rentes ame´liorations ou extensions du mode`le pre´sente´.
En ce qui concerne la calibration optimale du re´seau, l’e´tude de l’inﬂuence des pa-
rame`tres re´gissant la carte pourra eˆtre davantage de´veloppe´e. Les choix des tailles (nombre
de neurones) et des topologies optimales (forme cubique, sphe´rique) devraient permettre
d’ame´liorer sensiblement nos analyses. Il sera e´galement inte´ressant de re´aliser un de´bruitage
pre´alable des donne´es (Cf. Bonhomme et Robin, 2008).
L’approche conditionnelle adopte´e, bien que tout a` fait concluante sur notre e´tude,
pourra e´galement eˆtre ame´liore´e. La technique de scoring en particulier pourra avan-
tageusement prendre en compte les e´carts de performance entre les facteurs de style
repre´sentatifs.
La classiﬁcation et l’analyse de fonds sur lesquels nous disposions d’informations quali-
tatives nous a permis de valider la me´thodologie propose´e. Les cartes de Kohonen e´tant
parfaitement adapte´es a` l’e´tude des styles des fonds alternatifs (Cf. Maillet et Rousset,
2003), nous envisageons l’e´tude de la dynamique des strate´gies d’investissement et de cou-
verture employe´es par les ge´rants de fonds de fonds alternatifs (Cf. Bodson et alii, 2008).
Le manque de transparence caracte´ristique de ce type de gestion rend l’analyse de style
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incontournable (Cf. Monarcha, 2008). Il sera ainsi inte´ressant de cre´er une carte de style
a` partir des fonds n’adoptant qu’une unique strate´gie (les fonds dit multi-strate´gies et
autres fonds de fonds e´tant, dans un premier temps, e´carte´s). Une fois les facteurs expli-
cite´s, nous serons en mesure d’e´tudier la dynamique et les de´rives (style drift en anglais ;
Cf. Ainsworth et alii, 2008) des strate´gies retenues, en particulier celles des ge´rants de
fonds multi-strate´gies et de fonds de fonds.
Enﬁn, les cartes de Kohonen autorisant la classiﬁcation de variables qualitatives, diﬀe´rentes
caracte´ristiques ope´rationnelles (structuration, conﬂit d’inte´reˆt potentiel et d’autres risques
ope´rationnels ; Cf. Brown et alii 2008-a, 2008-b et 2009) pourront avantageusement eˆtre
incluses aux classiﬁcations avant de de´ﬁnir de nouvelles mesures de performance.
Chapter 1
Hedge Fund Time-series Completion
and Scenarii Generation for Robust
Asset Allocation and Risk
Measurement
1.1 Introduction
Missing values occur recurrently in asset price database. Non-quotation dates, too re-
cent inception dates, intention not to report bad performances or mistakes of data providers
are several reasons why prices may not be provided. Since most of ﬁnancial models need
complete and cylindrical samples, pre-processing imputation methods have to be applied.
Due to hedge funds strong peculiarities (see, Ackerman, McEnally and Ravenscraft [1999]),
the need of pre-treatments is intensiﬁed when considering this asset class. More precisely,
because hedge funds remain free from several requirements of regulatory bodies, they are
subject to various biases (see, Eling [2006]). Backﬁll bias directly arise from the hedge
fund manager possibilities to not disclose their performances. During the beginning of
a hedge funds life, the incubation period, the manager set his investment strategy and
generally not disclosed its performances. When he chooses to include its fund into a hedge
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funds database, he may disclose past returns (if those are favourable) and in this case, he
may smooth past returns and make the fund performances appealing. Number of authors
(Brown, Goetzmann and Ibboston [1999]; Fung and Hsieh [2000]; Posthuma and van der
Sluis [2003], and Malkiel and Saha [2005], among others) evaluate the impact of backﬁll
on the real returns. Even if there is no consensus on the exact impact of backﬁlled returns,
these studies estimate that the incubation period vary from 12 to 24 months and conclude
to a signiﬁcant bias that overestimates the annualized return from 1.4% to 5%. These
authors suggest that the track records of hedge funds corresponding to the incubation
period should be removed from the dataset before any ﬁnancial model computation. Con-
sequently, the deletion of potential backﬁlled returns may drastically reduce the length of
the available input dataset.
These facts exacerbate the need of missing values imputations and simulations meth-
ods. Methods to handle missing data and generate scenarii have been active areas of
statistical research. Under the Gaussian hypothesis, the Expected Maximization (see
Dempster, Laird and Rubin [1977]) and Monte Carlo simulations stand for the standard
references. More elaborated approaches without requiring Gaussian hypothesis also exist,
but these methods are generally ad hoc methodologies, depending on the type of time
series to be ﬁlled. It is now, well established that asset returns do not follow a Gaussian
distribution. Thus, such a hypothesis is no more acceptable for several asset classes and es-
pecially for hedge funds. Their returns exhibit strong peculiarities (see Agarwal and Naik
[2000], and Brooks and Kat [2002]). They are also often characterized by a signiﬁcant
level of skewness and a high kurtosis.
The goal of this paper is twofold. Firstly, we provide a way to deal with missing values
in order to get cylindrical and complete sample that respects initial statistical properties
(ﬁrst four moments and dependency structure in our case). Secondly, we propose a way to
simulate realistic multivariate returns or scenarii ensuring, for instance, that the sample
is large enough to get statistically signiﬁcant model outputs. The proposed methods
operate the Kohonen algorithm altogether with Empirical Orthogonal Functions and the
Constrained Randomization Method. The interest of theses methods is that they do not
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required any hypothesis and they are also totally data driven.
Self-Organizing Maps (SOM) (see Kohonen [1995]) algorithm constitute powerful non-
linear ﬁnancial classiﬁcation tools. SOM aims ideally to group homogeneous individuals,
highlighting a neighborhood structure between clusters in a chosen network. Furthermore,
it has the kindly property to be robust in presence of missing data (see Samad and Harps
[1992]). Completion algorithm derived from SOM have already been proposed (see Fes-
sant and Midenet [2002], Wang [2003]), but since the SOM learning could lead to diﬀerent
neighborhood structures and since completion algorithm coming from SOM make an in-
tensive use of this neighborhood structure, we choose to use a modiﬁed version of SOM,
the Robust SOM (see Guinot, Maillet and Rousset [2006]). Initially proposed for signal
processing, Empirical Orthogonal Functions (see Hanson and Lawson [1974]) correspond
to a factorial decomposition method such as the principal component analysis. They also
allow to handle missing values (see Boyd, Kennelly and Pistek [1994]). One of their main
advantages is that they allow a continuous imputation of missing values. The main issues
are that they are known to be sensitive to initialization stage. A potential issue with SOM
or EOFs based completion algorithms is that they may failed to keep higher moments
and the correlation structure of the original time series database. Thus, we proposed to
combine Robust SOM plus EOFs and constrained randomization algorithm in order to
develop a completion algorithm that respects the above statistics. We choose to compare
our algorithm with the Expected Conditional Maximization (ECM) (see Meng and Rubin
[1993], and Sexton and Swensen [2000]) for missing values and we show the impact of the
use of an appropriate completion algorithm by performing diﬀerent asset allocations after
those completion algorithms.
The structure of this paper is as follow. In the second section, we present diﬀerent
algorithms for imputation methods (SOM, EOFs, and the Constrained Randomization
Methods algorithm) and we show how to combine these algorithms to obtain our robust
algorithm to ﬁll hedge funds missing value. In the third section, we present how SOM
allow us to obtain realistic returns or scenarii. The last section is then dedicated to empir-
ical illustrations. We extract from the large HFRTM database a set of hedge fund returns
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composed with 50 funds on a 10-year period of 120 monthly values. We artiﬁcially delete
diﬀerent levels of data before rebuilting them. The qualities of the reconstruction are
evaluated through the comparison with real returns and with those obtained via ECM
algorithm. A comparison between our simulation process and a Gaussian Monte Carlo is
also proposed. Then, we illustrate the importance of accurate reconstructions through the
results provided by traditional asset allocation and risk models.
1.2 Imputation Methods
Methods to handle missing data have been an area of statistical research for many years
(see Little and Rubin, [2002]). Rubin [1976] provides one of the ﬁrst systematic studies on
missing data. Since his seminal work on missing data, imputation methods have became
an active area of statistical practice. The ﬁrst proposed methods were the Listwise deletion
and the Pairwise deletion. The ﬁrst one consists in remove the whole time series if there
exists a missing value; the second one consists in removing the whole observation (the date)
of each time series. These simplistic approaches reduce drastically the size of the sample.
However, more adapted solutions have thus been proposed. Even if a wrong imputation
could lead to bias in rebuilt time series (Cf. Harel [2008]), estimation methods have
supplanted these ﬁrst basic methods. Many methods have been proposed, from simple
mean imputation to complex simulations. Under the Gaussian hypothesis, Expectation
Maximization (EM) algorithm presented in Dempster, Laird and Rubin [1977] allows us
to accurately recover missing data. This method became quickly the standard. Other
elaborated tools also permit missing data estimation, but they need strong assumption on
the diﬀusion process driving the returns. Due to vast panel of strategies used in alternative
industry, such a speciﬁcation can diﬃcultly be done. We present in this section, each
algorithm used in our method and then the way to combine them.
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1.2.1 Self-Organizing Map Algorithms
The SOM is a method that represents statistical data sets in an ordered fashion as a
natural groundwork on which the distributions of the individual indicators in the set can
be displayed and analyzed. It is based on the unsupervised learning principle where the
training is entirely data-driven and no information about the input data is required (see
Kohonen [1995]).
The SOM consists of a network, compound in n neurons, units or code vectors organized
on a regular low-dimensional grid. If I = [1, 2, ..., n] is the set of units, the neighborhood
structure is provided by a set of neighborhood function Λ deﬁned on I2. The network
state at time t is given by:
m (t) = [m1 (t) ,m2 (t) , ...,mn (t)] , (1.1)
where mi (t) is the T -dimensional weight vector of the unit i.
For a given state m and input x, the winning unit iw (x,m) is the unit of which weight
miw(x,m) is the closest to the input x.
The SOM algorithm is recursively deﬁned by the followings steps (see Figure 1.1):
1. Draw randomly an observation x.
2. Find the winning unit iw (x,m) also called the Best Matching Unit (noted BMU)
such that:
BMU = iw [x (t+ 1) ,m (t)] = Argmin
i∈I
{‖x (t+ 1)−mi (t)‖} , (1.2)
where ‖.‖ is the Euclidian norm.
3. Once the BMU is found, the weight vectors of the SOM are updated so that the
BMU and these neighbors are moved closer to the input vector. The SOM update
rule is:
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mi (t + 1) = mi (t)− εtΛ (BMU, i) [mi (t)− x (t + 1)] , ∀i ∈ I, (1.3)
where εt is the adaptation gain parameter, which is ]0, 1[-valued, generally decreasing with
time.
The number of neurons taken into account during the weight update depends on the
neighborhood function Λ that also decreases with time.
Figure 1.1. Illustration of the Kohonen Iterative Process.
When SOM are used in classiﬁcation, the algorithm is applied to the complete database
that is generally a sample of some unknown stationary distributions. A ﬁrst concern
refers to the question of the stability of the SOM solution (speciﬁcally the neighborhood
organization) to changes in the sample and to contaminations by large outliers. A second
concern regards the stability of the data presentation order and the initialization. To limit
the dependence of the outputs to the original data sample and to the arbitrary choices
within an algorithm, it is common to use a bootstrap process with a re-sampling technique
(see Efron and Tibshirani [1993]). Here, this idea is applied to the SOM algorithm,
when estimating an empirical probability for any pair of individuals to be neighbors in
a map. This probability is estimated by the number of times the individuals have been
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neighbors at ray 0 (belong to the same cluster) when running several times the same
SOM algorithm using re-sampled data series (see Figure 1.2). In the following, we call
P the matrix containing empirical probabilities for two individuals to be considered as
neighbors at the end of the classiﬁcation. Following Guinot, Maillet and Rousset [2006],
the algorithm uses only individuals in the given re-sampled set of individuals (representing
60% or so of the original population). We generalize the previous approach by adding a
drawing of observations from the original series (without replacement, around 60%) for
each individuals. At the end of the ﬁrst step, the remaining incomplete individuals are
classiﬁed using computed distances to the code vectors. Thus, at each step, the table
of empirical probabilities concerns all individuals in the original dataset, even if only a
partial part of them have been used within the algorithm.
Figure 1.2. Step 1, Bootstrap Process for Building the Table P of the Individual’s.
When the matrix P is built, the ﬁrst step is over. In the second step (see Figure 1.3),
the SOM algorithm is also executed several times, but without re-sampling. For any map
Mi, we can build the table PM , similar to the previous one, in which values are 1 for a
pair of neighbors and 0 for others. Then, using the Frobenius norm, we can compute the
distance between both neighborhood structures, deﬁned respectively at the end of step 1
(re-sampling the data) and step 2 (computing several maps with the original data). The
selected Robust Map, called hereafter RMap for the sake of simplicity, is the one that
minimizes the distance between the two neighborhood structures as follows:
RMap = Argmin
Mi,i∈I
{‖P− PMi‖Frob} , (1.4)
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where ‖.‖Frob is the Frobenius norm that is:
‖A‖Frob =
1
n2
√√√√ n∑
i=1
n∑
j=1
a2[i,j], (1.5)
with n the dimension of the square matrix A, whose elements are a[i,j], ∀i ∈ I2.
Figure 1.3. Step 2, RMap Selection.
The map whose neighbourhood structure is the closest to the empirical probability table P obtained at
step 1, is selected.
The beneﬁts of such a procedure are double. First the bootstrap process applied during
the step one allows to minimize the eﬀect of possible outliers present in the database.
Second, the chosen RMap is the one which maximizes the likelihood of the neighborhood
structure.
SOM allows for classiﬁcation of data samples with multiple variables and missing val-
ues. Fessant and Midenet [2002] propose an adapted Kohonen algorithm that ﬁrst clusters
the data, and then replaces the missing observations. When the SOM algorithm iterates,
if a vector x with missing value(s) is drawn, we consider the subset NM of variables which
are not missing in vector x. We deﬁne a norm on this subset (denoted ‖.‖M) that allows
us to ﬁnd the BMU (with previous notation):
BMU = iw [x (t + 1) ,m (t)] = Argmin
i∈I
{‖x (t + 1)−mi (t)‖M} , (1.6)
with
‖x−mi‖M =
∑
k∈NM
(xk −mi,k)2 ,
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where⎧⎪⎪⎨⎪⎪⎩
xk for k = [1, ..., T ] denotes the k
th value of the chosen vector,
mi,k for k = [1, ..., T ] , for i = [1, ..., n] is the k
th value of the ith code vector,
NM is the set of the net asset values xk that are not missing.
Once the Kohonen algorithm has converged, we get some cluster containing our time
series. Fessant and Midenet [2002] proposed to ﬁll the missing values of time-series by the
corresponding values of the associated code vector.
1.2.2 Empirical Orthogonal Functions
Empirical Orthogonal Functions (EOFs, see Hanson and Lawson [1974]) gather and
generalize Principal Component Analysis, Singular Spectral Analysis and they refer to
Singular Value Decomposition (SVD). We choose here to use EOFs, generally applied to
factorial analysis (loading factors), as a denoising tool as well as a tool for recovering
missing values (Boyd, Kennelly and Pistek [1994]).
EOFs can be calculated by using standard and well-known SVD by solving the following
eigenvalue problem: ⎧⎨⎩ Xv = ρuX∗u = ρv, (1.7)
where X is 2-dimensional data matrix, u and v are column vectors denoting horizontal
and vertical eigenvectors, respectively, and ρ is the singular value (square root of the
eigenvalue). The X∗ is the adjoint of the matrix X, which is the same as the conjugate
transpose of X. If X contains only real values, X∗ is an ordinary transpose of X.
When all eigenvectors and singular values are calculated, they are ranked in a descend-
ing order denoted as ρi for i = [1, ..., n].
Then the original matrix X can be reconstructed as:
X = UDV∗ =
n∑
k=1
ρkukvk, (1.8)
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where U and V are collections of respective eigenvectors, D is a diagonal matrix with the
singular values in its diagonal and n is the smallest dimension of X (or the number of
nonzero singular values in the case where X is not full rank).
When EOFs are used to denoise the data, not all eigenvectors and singular values
are used to reconstruct the data matrix. Instead, it is assumed that the eigenvectors
corresponding to smaller singular values contain more noise with respect to the real data
than the ones corresponding to larger values. Therefore, it is logical to select the q largest
singular values and the corresponding vectors and reconstruct the denoised data matrix
as:
Xq=
q∑
k=1
ρkukvk. (1.9)
Brand [2002] proposed a recursive approach to estimate missing values. Since EOFs
cannot be directly used with databases including missing values, those missing values must
be replaced by some initial values in order to use the EOFs. A classical replacement is the
mean value of the whole data matrix or the mean in one direction, row wise or column
wise. The latter approach is more logical when the data matrix has some temporal or
spatial structure in its columns or rows.
After the initial value replacement the SVD is done and the selected q singular values
and eigenvectors are used to build the reconstruction. The initial missing values of X are
replaced with the values from the reconstruction. After the replacement, a new SVD and
reconstruction process are done again. The above procedure is repeated recursively until
convergence criterion is fulﬁlled.
1.2.3 Robust Flexible Completion
The two methodologies previously presented are combined into the global methodol-
ogy as presented hereafter. The RSOM algorithm for missing values is ﬁrst ran. Then
these ﬁrst estimations serve as initialization for the EOFs method (the model calibration,
number of code vector for SOM and singular values for EOFs, is done using validation
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method).
As previously seen, SOM algorithm allows nonlinear projection. Code vectors will
succeed to capture the nonlinear characteristics of presented inputs. However, SOM im-
putation is discrete: each time series belonging to the same cluster will have the same
imputation candidate.
EOFs for missing values is very sensitive to initialization process. Because of the
linearity of the EOFs approach, it will fail to reﬂect the nonlinear structures of the dataset.
But contrary to SOM, EOFs remain continuous.
Due to these opposite characteristics, these two algorithms get along well together.
The above two-step procedure, when dealing with ﬁnancial time series, will aﬀect some
important statistical properties of the over-all rebuilt dataset. In particular, higher mo-
ments (second, third and fourth centered moments), auto-correlations and the correlations
with the other time series. We propose here to combine the SOM plus EOFs, adapted to
the presence of missing values, and the Constrained Randomization algorithm introduced
by Schreiber [1998]. This last computational method - initially presented as a speciﬁc
reshuﬄing data sampling technique - allows to make a simulation of artiﬁcial time-series
that fulﬁlls given constraints, but are random in other aspects.
Figure 1.4 summarizes the proposed procedure for data completion, called Robust
Flexible Completion (RFC). The ﬁrst step starts with computing some empirical features
of the data (moments and correlation of returns in our present case). Then, in parallel, a
RSOM is run. Coordinates of Code Vectors in each of BMU are then considered as natural
ﬁrst candidates for missing value completion. This ﬁrst estimation is used to initialize the
EOFs procedure. Then, the constrained randomization, using as constraints some of the
empirical features of the data determined at the ﬁrst step, can start. If the candidate
meets the constraints, then it takes the place of the missing value into the original data;
if not, a residual noise1 is drawn, then added to the previous candidates and the test of
the constraints starts again. This process lasts until all constraints are fulﬁlled and all
missing values replaced. We use the present values and their potential estimations done
1The noise is drawn from a central Skew Student’s t-distribution introduced in Hansen [1994] with six
degrees of freedom as mentioned in Patton [2004].
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with RSOM plus EOFs to get the variance residual on the present values. According to
these estimations, we ﬁt the noise to draw for each time series.
Figure 1.4. Representation of the RFC
1.3 Scenarii Generation
When pure mathematical (closed form solution) analysis is not possible, simulations
and scenarii provide a numerical alternative. From asset pricing to risk and performance
measurement, simulations and scenarii generation are now widely spread in ﬁnance. We
deﬁne, here, a scenario as a realization of a multivariate random variable (the return of
each asset in our case). Number of methods exists to simulate return.
The simplest one is the historical approach. It is based on the assumption that past
realisations are representative of future outcomes. The scenarii are usually considered
as equally probable. The advantages of this method are that no assumption on the dis-
tribution of the asset returns is required. Indeed, the moment structures as well as the
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dependancy of assets are inherent to the data. The main limits of such an approach are
ﬁrst, that the assumption regarding past realisations is somehow restrictive. It is reason-
able to suppose that future returns diﬀer signiﬁcantly from the past ones. Secondly, the
number of observations limits the number of scenarii.
To overcome to this last drawback, and produce a larger set of scenarii, it is common
to use a bootstrap process (see Efron and Tibshirani [1993]). There are number of variant
re-sampling techniques, but the general idea remains the same. From the original sample,
a subsample is randomly drawn and compounded to get a new re-sample realization.
Thus, bootstrap scenarii keep the advantages of the historical approach and allow to get
the wanted level of outcomes. The only constraint is that the frequency of the original
database has to be less than the horizon of scenarii. Since hedge fund return database
frequencies are typically monthly, any bootstrap combination of return will lead several
months horizon scenarii.
The remaining methods are parametric. The two widely spread approaches are the
Monte Carlo simulation and the ARCH-based methods. The Monte Carlo simulations are
based on speciﬁc distribution function assumptions. The choice of a Gaussian assumption
has the kind advantage that the dependency structure is provided by the variance covari-
ance matrix (see appendix C). In the case of rejection the Gaussian hypothesis, Monte
Carlo simulation implementation is largely complexiﬁed (Embrechts, McNeil and Strau-
mann [1999] and Embrechts [2008]). The dependency structure could be modelled with a
copula (see Nelson [1997]). But this last approach suﬀers from the curse of dimensionality
(see for instance, Mikosh [2006]) since the choice of the right copula becomes practically
unrealizable.
We propose here to consider again the SOM algorithm. We have seen that SOM
allows for classiﬁcation of data samples with multiple variables; but when applied to
longitudinal set, SOM can also classiﬁed multivariate realizations. Indeed, as pointed out
by see Sarzeaud and Ste´phan, [2000], non-linear interpolation can be realized with SOM.
This last property is used to provide scenarii generation. The idea is to obtain a large
map in which the subsets of returns at a particular date (the multivariate realizations) are
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classiﬁed. Once the map has converged, each code vector represents a realistic realization
of the multivariate return distribution. Considering large map, or multiple nested SOM
classiﬁcation allows us to generate the wanted number of scenarii. Such an approach
is particularly useful when dealing with time series without enough historical data since
historical simulation cannot be done.
1.4 Empirical Illustrations
The original data - provided by HFRTM - consist in monthly Net Asset Values of Hedge
Funds since January 85. From this sample, applying traditional ﬁlter rules, we keep 50
funds on a 10-year period. At the end, this one contains 50 funds and the number of
observations is 120 (from December 1995 to December 2005). Note that, at purpose, no
missing values are contained in this database.
Several funds included in the HFRTM database use assets such as option and others
exotic ﬁnancial products inducing strong higher moment peculiarities. Furthermore, more
than 10 diﬀerent hedge funds strategies (see appendix 1) are present in this base leading
to a very low global dependency (the mean correlation is .228, the mean Kendall’s tau
.160 and the mean Spearman’s rho .226) and providing an interesting dataset to apply
completion algorithm.
We artiﬁcially introduce various levels of missing data (from 5% to 25%) in our time
series. We launch the imputation process hundred draws for each level of missing values.
We implement the routines of the imputation methods in Matlab. The mean running time
of excecution of the RFC is found to be above 5 minutes (45 seconds for SOM, 1 minute
15 seconds for EOF and 3 minutes and 15 seconds for the constrained randomization
process) whereas ECM operates in less than 1 minute. But the RFC execution time could
be reduced by limiting the constraints on the surrogate process depending of the wanted
precision for the rebuilt process. Table 1.1 hereafter summarizes the mean properties of
the errors in the ﬁrst 4 moments and correlation when using the ECM algorithm and the
two-step procedure presented in this article.
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Table 1.1. Mean Errors on the Statistics of rebuilt Time Series.
Missing Squared Error after Completion
Values (in %) Mean Std. Dev Skewness Kurtosis Correlation
5 0.49 [5.07] 0.05 [0.12] 0.41 [4.49] 0.03 [0.87] 0.22 [0.24]
10 2.86 [14.03] 0.18 [0.28] 1.42 [18.29] 0.09 [3.99] 0.54 [0.57]
15 4.73 [23.17] 0.38 [0.40] 2.33 [20.19] 0.20 [4.82] 1.14 [0.81]
20 5.60 [44.47] 0.71 [0.41] 2.72 [22.29] 0.41 [3.87] 2.12 [1.17]
25 5.91 [33.46] 1.17 [0.43] 4.42 [35.70] 0.62 [8.67] 2.90 [1.05]
Source: HFRTM ; Monthly Net Asset Values (12/1995-12/2005). Computations from the authors. Mean
Errors on the statistics when using respectively the adapted RFC and the ECM (in brackets) algorithm
for Missing Values (time 1E−7,1E−5,1E−2,1E−7 respectively for mean, standard deviation, skewness and
correlation) - for a hundred draws.
To illustrate the accuracy of the estimation procedure, the Figure 1.5 presents hereafter
the non-parametric empirical densities of the centered errors of the ﬁrst four moments for
each fund obtained for hundred trials of the complete algorithm for a 25 % deletion level.
Figure 1.5. Error Densities of the First Four Moments.
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Source: HFRTM ; Monthly Net Asset Values (12/1995-12/2005). Computations from the authors. Rep-
resentation of the densities of the ﬁrst four moments of the 20 fund returns obtained for a 25% deletion
level after hundred draws. Moments are on the x-axis, the diﬀerent funds are on the y-axis, whilst the
empirical estimations of the densities appear on the z-axis
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1.4.1 Impact of Estimation Errors on Asset Allocation
For empirical illustrations, we choose practical examples. Since considering a fund of
hedge fund, with 20 underlyings funds seems to be a reasonable assumption, we restrict
our dataset to only 20 funds (following diﬀerent hedge fund strategies) return time-series.
We consider this subset of funds as our short list, and we perform asset allocations and
eﬃcient frontiers. On these 20 time series returns, we remove the ﬁrst quarter of half of
these time series (the 31 ﬁrst returns). To allow an eﬃcient imputation process of our
algorithm, we add the 30 remaining complete returns times series. Thus the imputation
process is done with 10% of missing values.
We consider the mean-variance framework proposed by Markowitz [1952]. We assume
that the investor does not have access to a riskless asset, implying that the portfolio
weights must sum to one. In addition we impose a no short-sale portfolio constraint: asset
positions must be non-negative. Let wp and E denote respectively the (N × 1) vector
of weights and of expected returns for the N risky assets in the portfolio p; Ω be the
non-singular (N ×N) variance-covariance matrix of the risky assets. Thus for a given
level of expected return wanted E∗, the optimal vector of weight wp∗ corresponding to the
minimum variance portfolio selection problem is:
Min
wp∗
w
′
pΩwp
s.t.
⎧⎪⎪⎪⎨⎪⎪⎪⎩
w
′
p E = E
∗
w
′
p∗1 = 1
wp∗ ≥ 0
(1.10)
We perform this optimization problem for diﬀerent levels of expected returns wanted,
with the true complete 20 funds returns database, with RFC and the moments obtained
with the ECM algorithm, see Figure 1.6.
Our estimation of the eﬃcient frontier is clearly more in line with the true one. But
since we focus on the asset allocation, we choose to highlight the composition of the
maximum Sharpe portfolio. The weight associated to such a portfolio is as follow (with
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Figure 1.6. Eﬃcient Frontier after Completion.
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Source: HFRTM ; Monthly Net Asset Values (12/1995-12/2005). Computations from the authors. Fron-
tiers obtained after Missing Values Completions (for a 10% level of deletion). On the x-axis is the
annualized volatility, on the y-axis the annualized expected returns. The dash grey line, continuous grey
line and the bold continuous black line correspond respectively to eﬃcient frontiers with true data, ECM
completed data and RFC completed data.
previous notation):
Max
wp∗
w
′
p E−Rf
w′pΩwp
s.t.
⎧⎨⎩ w
′
p∗1 = 1
wp∗ ≥ 0
(1.11)
where Rf is the risk free rate on the considered period.
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1.4.2 Impact of Estimation Errors on Risks Measures
Diﬀerent methods of Value-at-Risk have been developed. In the following section,
we will brieﬂy present the most used models (historical, parametric, semi-parametric,
simulated).
Historical VaR corresponds to the quantile of return time series. On one hand, histori-
cal simulation is an attractive method because of the simplicity to implement and because
it is a non parametric method (there is no need of assumptions about the underlying re-
turns distribution). On the other hand, historical simulation is totally dependent of the
selected period. A too short or unappropriated chosen period will lead to non accurate re-
sult. Therefore, historical simulation is a good proxy for more sophisticated VaR methods
(subject to model risk).
Parametric VaR focus on the cumulative density function (cdf) of returns. The two
often used distributions are Gaussian and t-Student law. Gaussian assumption has the
main advantage to be simple to estimate (only mean and standard deviation of returns
need to be estimate) and remain easy to perform in a multidimensional framework (all
the dependency structure is synthesized in the correlation matrix). Number of studies
conclude that the normal assumption could be able to access VaR at a low conﬁdence
level (say 95%) but due to the fat tail or skew properties of many asset returns, the risk
is underestimated when using a normal VaR. As an alternative the t-Student could be
chosen to ﬁt to empirical return. Thus, once the hypothesis of the distribution of returns
have been set, the VaR at a wanted level α is simply:
V aRα (R) = E (R) + F
−1 (α) .σ (R) (1.12)
where E (.) is the mean function and σ (.) the standard deviation function and R the
return time series.
Due to the stylized fact of hedge fund returns (non Gaussianity, positively skewed
and leptokurtic return distribution), see Figure 1.7, we can hardly maintain Gaussian or
t-Student return distribution hypothesis when dealing with hedge funds asset class. A
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Figure 1.7. Density Estimation of HFR Global Index.
Source: HFRTM ; Monthly Net Asset Values (12/1995-12/2005). Computations from the authors. Com-
parison of empirical kernel density estimation of HFR Global Index returns with standard Gaussian
distribution. The nonparametric density is estimated with a Gaussian kernel using the cross-validation
criterion (Cf. Silverman, 1986
possible alternative consists of using semi-parametric VaR (see Favre and Galeano [2002]).
Cornish-Fisher expansions (Cornish and Fisher [1937]), see Appendix B.1. It makes pos-
sible to adjust normal distribution to the true returns distribution according to skewness
and excess kurtosis.
Table 1.2. Root Mean Square Error of Value-at-Risk obtained after Completion.
Historical VaR Gaussien VaR Cornish Fisher VaR
ECM RFC ECM RFC ECM RFC
VaR 95% 2.4% 2.2% 2.2% 1.5% 3.5% 2.1%
VaR 99% 7.3% 3.2% 3.1% 2.2% 12.4% 4.7%
Source: HFRTM ; Monthly Net Asset Values (12/1995-12/2005). Computations from the authors. Root
Mean Square Error of Value-at-Risk obtained after completion (for a 10% level of deletion) with ECM
and RFC.
We perform the three VaRmodels at level 95% and 99% with the true return time series,
and the two algorithms for missing values (see appendix C Table 1.5 and 1.6 for details).
Table 2 shows the Root Mean Square Error (absolute) obtained with true data and those
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obtained after recovery. Even for the Gaussian VaR which should be accurate with an
ECM recovery, the SOM plus EOFs and constrained randomization perform better. The
former algorithm permits to reduce estimation error of VaR measure from 20 to more than
700 basis points.
A last alternative to perform VaR when asset returns are non Gaussian, is the Monte
Carlo simulation approach (MC VaR), see appendix B.2 for details. We choose to perform
the MC VaR on two portfolios, the Maximum Sharpe exhibited previously (with weights
obtained with the complete return time series) and the equaly-weighted portfolio. We
also choose two distributions of risk factors, the Gaussian distribution, and a Student
distribution with 6 degrees of freedom. The number of Monte Carlo iterations is set to 10
000 and we choose to measure VaR at a 99% and 95% thresholds.
Table 1.3. Absolute Error of Monte Carlo Value-at-Risk obtained for the Maximum Sharpe
Portfolio.
Gaussian Risk Factors Student Risk Factors
ECM RFC ECM RFC
VaR 95% 0.10% 0.03% 0.03% 0.10%
VaR 99% 0.14% 0.03% 0.07% 0.04%
Source: HFRTM ; Monthly Net Asset Values (12/1995-12/2005). Computations from the authors. Abso-
lute Error of Monte Carlo Value-at-Risk obtained for the maximum Sharpe portfolio with true returns
and those obtained after completion (for a 10% level of deletion) with ECM and RFC.
Table 1.4. Absolute Error of Monte Carlo Value-at-Risk obtained for the equaly-weigthed
portfolio.
Gaussian Risk Factors Student Risk Factors
ECM RFC ECM RFC
VaR 95% 0.32% 0.10% 0.01% 0.01%
VaR 99% 0.37% 0.04% 0.06% 0.03%
Source: HFRTM ; Monthly Net Asset Values (12/1995-12/2005). Computations from the authors. Abso-
lute Error of Monte Carlo Value-at-Risk obtained for the equaly-weigthed portfolio with true returns and
those obtained after completion (for a 10% level of deletion) with ECM and RFC.
Exhibit 10 shows the VaR measures obtained when applying MC VaR to the Sharpe
portfolio and Exhibit 11 those obtained with the equaly weighted portfolio. Excepted for
the case of MC VaR at 95% determination of Sharpe Portfolio with Student hypothesis
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for the risk factor distribution, the risk measures obtained after RFC completion are more
in line with the true one than those obtained after ECM reconstruction. More precisely,
the mean absolute error on MC VaR is about 5 basis points when applying RFC and 14
basis points with ECM. Thus, RFC allows a reduction of absolute errors of 65%.
1.5 Conclusion
The presented method for data completion uses SOM description of the data as the
starting point for EOFs to ﬁll missing values. The ﬁrst estimation is then slightly modiﬁed
with a constrained randomization. The main interest of the technique can be found in
the fact that some of the important empirical features of the input are respected during
the rebuilding process of missing observations. Speciﬁcally higher moments and local
correlations, whose accuracy of estimations are crucial in some ﬁnancial applications, are
taken into account when substitutions are performed. Moreover, one can easily think about
some generalizations of the submitted algorithm, adding for instance some features under
studies into the constraints of the so-called Constrained Randomization procedure, such as
auto-correlation structure, depending on what is the ﬁnal aim of the ﬁnancial applications
(asset allocation or risk management, see Jondeau and Rockinger, 2003). One also can
think to modify RFC to perform scenario generation and prediction.
1.6 Appendix
1.6.1 HFRTM Main Classiﬁcation - Strategies Deﬁnitions
• Global Macro funds aim to proﬁt from changes in global economies as inﬂuenced
by major economic trends and/or events. They use leverage and derivatives to
accentuate the impact of market moves. In consequence their expected volatilities
are very high.
• Emerging market hedge funds invest in equity or debt of emerging markets. There
are no viable futures or other derivative products for hedging. Emerging market
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hedge funds can be partially hedge via U.S. treasury futures and currency markets,
but their expected volatility is very high.
• Fund of Funds mixes and matches hedge funds. This blending of diﬀerent strategies
and asset classes aims to provide a high level of diversiﬁcation and a more stable
long-term investment return than any of the individual funds. Returns, risk, and
volatility can be controlled by the mix of underlying strategies and funds.
• Market neutral hedge funds tend to negate the impact and risk of general market
movement. There are two principal sub-categories: Market neutral Arbitrage (at-
tempts to hedge out most market risk by taking oﬀsetting positions) and Market
Neutral Securities Hedging (invests equally in long and short equity portfolios gen-
erally in the same sectors of the market). Due to the deep level of exposure to the
stock market, the expected volatility is generally low.
• Convertible arbitrage hedge funds entail buying a corporate convertible bond, while
simultaneously selling short the common stock of the same company that issued the
bond. The idea is to make money from the bond’s yield if the bond goes up but also
make money from the short sale if the stock goes down. As the convertible bond
and the stock can move independently, this investment is very risky. The expected
volatility is then high.
• Fixed income arbitrage hedge funds tend to exploit pricing ineﬃciencies between
ﬁxed income securities and neutralize exposure to interest rate risk. This type of
fund often exploits arbitrage opportunities in interest rate swaps, government bonds,
nongovernmental bonds, forward agreements.
• Event-driven hedge funds focus on price movements observed during anticipation of
corporate event such as leveraged buy-outs, mergers and hostile takeovers. The most
common event driven strategies are distressed securities and merger arbitrage.
• Long/short equity hedge funds combine long positions with short sales. For example,
a long/short manager might purchase a portfolio of core stocks that occupy the S&P
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500 and hedge by selling (shorting) S&P 500 Index futures. If the S&P 500 goes
down, the short position will oﬀset the losses in the core portfolio, limiting overall
losses.
• Dedicated short bias hedge funds are specialized in the short sale of over-valued
securities. Because losses on short-only positions are theoretically unlimited (because
the stock can rise indeﬁnitely), these strategies are particularly risky.
• Managed Futures funds invest in the global currency, interest rate, equity, metal,
energy and agricultural markets. They do this through the use of futures, forwards
and options.
1.6.2 Expected Maximization Methods
As benchmark to estimate how well perform our two steps procedure, we choose to
compare our results with those obtained by the EM algorithm.
The Expectation Maximization (EM) algorithm presented in Dempster, Laird and Ru-
bin [1977] is a technic to ﬁnd the maximum likelihood estimates in missing data situation.
Since estimates of the mean and of the covariance matrix of an incomplete dataset depend
on the unknown missing values, and since, conversely, estimates of the missing values de-
pend on the unknown statistics of the data, this estimation problem is a non linear one
and has to be done iteratively.
The EM algorithm consists of two steps:
1. E-step calculates the expectation of the complete data suﬃcient statistics given the
observed data and current parameter estimates.
2. M-step updates the parameter estimates through the maximum likelihood approach
based on the current values of the complete suﬃcient statistics.
The algorithm then proceeds in an iterative manner until the diﬀerence between the
last two consecutive parameter estimates converges to a speciﬁed criterion. The ﬁnal E-
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step calculates the expectation of each missing value given the ﬁnal parameter estimates
and the observed data; this will be used as the imputation value.
For each iteration (t), the E-step consist to calculate:
Q
(
θ
∣∣θ(t) ) = E [L (θ |Y ) ∣∣Yobs, θ(t) ] , (1.13)
where
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
L (. |Y ) denotes the likelihood function conditionally to the sample,
θ the vector of parameter to be estimated,
Yobs the non missing values,
Y the sample,
θ(t) the last vector of parameter estimated.
Then the (t+ 1)th M-step ﬁnds θ(t+1) to maximize Q
(
θ
∣∣θ(t) ) such that:
Q
(
θ(t+1)
∣∣θ(t) ) = max
θ
Q
(
θ
∣∣θ(t) ) . (1.14)
The main drawback of the EM algorithm is when the M-step is not in close form. In
this case, the M-step could be diﬃcult to perform. Meng and Rubin [1993] proposed an
alternative algorithm called the Expectation Conditional Maximization (ECM) to solve
this problem. The M-step is decomposed in multiple conditional maximization. Let con-
sider θ = [θ1, θ2, ..., θk] a k-dimensional vector of parameters. Then the CM-step consists
in k successive maximizations, with previous notation:
Q
(
θ(t+1)
∣∣θ(t) ) = max
θi
Q
(
θ
∣∣θ(t) ) , for i = 1, ..., k. (1.15)
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1.6.3 VaR Methodologies
Brut Simulation Methods
Simulation of multivariate variable is a classiﬁcal problem. Under the Gausian assump-
tion, we only have to focus on the two ﬁrst empirical moments as well as the correlation
stucture. Cholesky decomposition allows to easily perform such a simulation. Let’s con-
sider a multivariate Gaussian variable X, with mean vector μ, and a covariance matrix
Σ. Compute the Cholesky decomposition (matrix square root) of Σ is to ﬁnd the unique
lower triangular matrix A such that:
AA′= Σ. (1.16)
To generate a realization X of X, we just need to draw Z a vector whose component
are independant standard variates
X = μ +AZ. (1.17)
Once we have generated futur code vector values, we are now able, applying the sur-
rogate data procedure describe below to rebuild the futur values of funds returns.
Cornish-Fisher VaR
Cornish-Fisher expansions provide an elegant way to integrate the higher moments
of distribution. Cornish-Fisher expansions (Cornish and Fisher [1937]) permit to adjust
normal distribution to the true returns distribution according to skewness and excess
kurtosis:
f (r) =
{
1 +
γ1 [f (r)]
3!
H2 (r) +
γ2 [f (r)]
4!
H3 (r) + 10
γ1 [f (r)]
2
36
H6 (r)
}
φ (r) (1.18)
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where φ (r) is the standard normal probability density function, γ1 is the skewness and γ2
is the excess kurtosis and Hi (r) = (−1)i φ (r)−1
[
∂iφ(r)
∂ri
]
the Hermite polynomial at order
i.
Thus the quantile at level α (denotes Qα) is then:
Qα [f (r)] = Qα [Φ (r)] +
γ1[f(r)]
3!
H2 {Qα [Φ (r)]}+ γ2[f(r)]4! H3 {Qα [Φ (r)]}
−γ1[f(r)]2
36
{
2Qα [Φ (r)]
3 − 5Qα [Φ (r)]
} (1.19)
where Φ (r) is the standard normal probability density function
Thus the Cornish-Fisher VaR (see Zangari, [1996]) at level α is then (with previous
notation):
V aRα (R) = E (R) + Qα [f (r)] .σ (R) (1.20)
PCA VaR
The PCA allows to ﬁnd an equivalent input space where the risk factors are non
correlated. This is done through linear transformation. PCA can be calculated by solving
the following eigenvalue problem:
P−1ΩP = D (1.21)
where Ω is the variance covariance matrix associated to our data X, D is a diagonal
matrix containing the singular values and P is transformation matrix performing the linear
transformation.
This P matrix is then used to obtain the time series of the non correlated risk factor
returns.
R = XP (1.22)
After having chosen the distribution of risk factors, we apply the Monte Carlo simula-
tion to get Rsimu the matrix of realistic risk factor realizations. Then we apply the reverse
linear transformation by multiplying P−1 to Rsimu, we come back to the real input space
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and get Xsimu the matrix of realistic return realizations.
Xsimu= RsimuP
−1 (1.23)
Once we have Xsimu, we only need to apply the weight of the considered portfolio to
the simulated returns and using the appropriated quantile at the wanted threshold, to the
obtained series, to get the MC VaR.
1.6.4 Value-at-Risk Estimation
Table 1.5. Value-at-Risk 99%.
Historical VaR Gaussian VaR Cornish Fisher VaR
True ECM RFC True ECM RFC True ECM RFC
Funds 1 -7.0% -4.6% -4.6.% -3.2% -4.7% -3.0% -8.5% -3.8% -7.0%
Funds 2 -3.3% -3.9% -2.7% -2.4% -3.3% -2.4% -2.4% -2.7% -2.2%
Funds 3 -6.4% -6.1% -5.0% -6.0% -6.8% -5.3% -6.3% -6.1% -5.2%
Funds 4 -6.1% -7.0% -6.1% -2.1% -3.0% -2.2% -5.2% -5.6% -5.2%
Funds 5 -8.5% -8.0% -8.0% -9.7% -13.1% -9.3% -8.3% -6.6% -7.3%
Funds 6 -3.1% -5.9% -2.6% -2.6% -3.7% -2.0% -3.4% -6.2% -2.3%
Funds 7 -39.6% -30.4% -29.0% -32.6% -35.4% -24.0% -43.3% -23.5% -25.4%
Funds 8 -17.5% -18.4% -17.5% -13.0% -15.0% -12.7% -18.1% -19.6% -20.5%
Funds 9 -4.8% -6.9% -4.4% -3.1% -3.5% -2.9% -4.6% -6.3% -4.5%
Funds 10 -5.7% -9.7% -5.1% -4.9% -6.1% -4.5% -4.6.% -10.5% -4.9%
Funds 11 -6.9% -10.6% -7.6% -6.6% -8.3% -5.8% -6.5% -9.8% -7.3%
Funds 12 -14.8% -43.8% -14.8% -14.1% -25.1% -13.6% -11.9% -58.3% -13.5%
Funds 13 -2.3% -7.7% -3.6% -3.5% -5.4% -3.9% -2.8% -8.3% -3.2%
Funds 14 -4.2% -4.2% -4.2% -3.9% -4.4% -3.9% -3.3% -3.1% -3.6%
Funds 15 -10.7% -15.8% -10.7% -11.5% -15.6% -10.9% -9.9% -13.2% -10.3%
Funds 16 -.8% -1.5% -1.2% -1.0% -1.3% -1.4% .2% -1.4% .5%
Funds 17 -13.9% -13.9% -13.9% -11.0% -10.1% -8.9% -12.9% -12.4% -12.8%
Funds 18 -13.0% -15.3% -12.6% -10.4% -11.3% -10.0% -12.2% -16.1% -11.8%
Funds 19 -5.6% -5.6% -5.6% -1.9% -3.1% -2.1% -5.7% -5.5% -5.7%
Funds 20 -21.7% -26.5% -12.4% -15.2% -18.6% -11.8% -21.3% -40.7% -11.3%
Source: HFRTM ; Monthly Net Asset Values (12/1995-12/2005). Computations from the authors.
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Table 1.6. Value-at-Risk 95%.
Historical VaR Gaussian VaR Cornish Fisher VaR
True ECM RFC True ECM RFC True ECM RFC
Funds 1 -1.1% -2.7% -1.1.% -2.1% -3.0% -1.9% -1.9% -2.0% -1.5%
Funds 2 -1.1% -1.6% -1.2% -1.5% -2.1% -1.5% -1.1% -1.5% -1.0%
Funds 3 -4.2% -4.2% -3.9% -3.9% -4.5% -3.4% -4.1% -4.1% -3.5%
Funds 4 -1.0% -1.7% -1.2% -1.4% -2.1% -1.4% -1.8% -2.6% -1.8%
Funds 5 -6.5% -6.5% -5.0% -6.7% -8.8% -6.4% -6.1% -2.3% -5.6%
Funds 6 -1.7% -3.2% -1.3% -1.6% -2.5% -1.2% -1.1% -3.1% -1.2%
Funds 7 -24.9% -21.8% -15.7% -22.6% -23.4% -16.0% -21.2% -17.0% -12.8%
Funds 8 -8.3% -12.2% -8.5% -8.9% -10.2% -8.6% -5.0% -8.1% -5.3%
Funds 9 -1.7% -2.0% -1.5% -2.0% -2.4% -1.9% -2.2% -2.8% -2.1%
Funds 10 -2.6% -2.1% -1.9% -3.2% -4.0% -2.9% -2.1.% -3.6% -1.6%
Funds 11 -4.2% -6.8% -3.5% -4.3% -5.8% -3.8% -4.3% -6.2% -4.0%
Funds 12 -7.9% -14.9% -8.7% -9.5% -17.6% -9.2% -7.7% -20.1% -8.0%
Funds 13 -2.0% -3.3% -2.0% -2.0% -3.6% -2.4% -1.4% -3.6% -1.7%
Funds 14 -2.2% -2.3% -2.2% -2.5% -2.7% -2.5% -1.2% -1.8% -1.3%
Funds 15 -6.1% -10.3% -6.1% -8.0% -10.8% -7.5% -7.0% -9.7% -6.9%
Funds 16 -.1% -1.0% -.4% -.7% -.9% -.9% -.2% -.6% .2%
Funds 17 -9.4% -7.3% -6.1% -7.6% -6.9% -6.0% -7.7% -7.0% -6.1%
Funds 18 -7.3% -7.3% -6.5% -7.1% -7.6% -6.7% -7.7% -8.6% -7.3%
Funds 19 -.2% -1.2% -.5% -1.0% -1.9% -1.2% -1.4% -2.0% -1.6%
Funds 20 -8.0% -10.6% -7.0% -10.4% -13.2% -7.9% -9.7% -14.5% -6.4%
Source: HFRTM ; Monthly Net Asset Values (12/1995-12/2005). Computations from the authors.
Chapter 2
Eﬃcient Frontier for Robust
Higher-order Moment Portfolio
Selection
2.1 Introduction
Since the ﬁrst mention of higher-order moments than the variance of returns by Marschak
(1938) and Hicks (1939), it is now generally accepted by the ﬁnancial community that in-
vestors generally exhibit preferences for positively skewed and light-tailed asset return
distributions (see, for instance, Beedles and Simkowitz (1978), Dittmar (2002), Jurczenko
and Maillet (2006a), and Mitton and Vorkink (2007)). Developments with higher moments
followed since the origin three main (complementary) directions in ﬁnance: a tentative in-
tegration in the von Neumann-Morgenstern utility function of a rational investor (Cf.
Arrow (1964) and Pratt (1964)) of higher-order moments of returns by Arditti (1967),
Samuelson (1970) and Tsiang (1972); an attempt to generalize the Markowitz (1952) ef-
ﬁcient frontier to incorporate the eﬀect of higher moments on optimal asset allocations
by Jean (1971 and 1973), Arditti and Levy (1972), Ingersoll (1975) and Schweser (1978);
and a ﬁrst partial explicit modelling of returns by Rubinstein (1973), and Kraus and
Litzenberger (1976), through extensions of the CAPM by Sharpe (1964). True depar-
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tures from Gaussianity may indeed aﬀect the optimal allocation of assets (see Jondeau
and Rockinger (2003b and 2006)) and the mean-variance portfolio selection criterion pro-
posed by Markowitz (1952) is a priori somehow inadequate for some risky assets whose
characteristics are very special (see Jondeau and Rockinger (2006)). In such a context,
diﬀerent multi-moment approaches have been proposed in the ﬁnancial literature to in-
corporate higher-order moment preferences into asset allocation problems1, in order to
characterize generalized geometric eﬃcient frontiers (see Athayde and Floˆres (2002 and
2003)); but all suﬀer more or less from the traditional drawbacks of algebraic moments.
First, higher-order moments do not always exist (see Embrechts, Kluepelberg and Mikosh
(1997), and Jondeau and Rockinger (2003a and 2003b)), and even when they do, such
moments do not always uniquely deﬁne a probability distribution, so that two distinct
distributions can have the same sequence of moments (see Heyde (1963) for the example
of the Log-normal density). Secondly, conventional moments tend to be very sensitive
to a few extreme observations (see Hampel, Ronchetti, Rousseeuw and Stahel (2005)).
The asymptotic eﬃciency of the empirical moments is also rather poor, especially for
distributions with fat tails. This last property is an immediate consequence of the fact
that the asymptotic variances of these estimators are mainly determined by higher-order
moments, which tend to be rather large, or even unbounded, for heavy-tailed distributions.
The objective of this paper is to overcome the limits of traditional multi-moment as-
set allocation models by using an alternative set of statistics in traditional optimization
programs, namely L-moments. Recent attempts for modelling distributions in a multi-
variate framework are indeed built on the concept of order-statistics, for calibrating a
Bernstein Copula in Baker (2008) or for deﬁning extreme co-movements using L-moments
in Serﬂing and Xiao (2007). The latter, which are linear functions of the expectations of
order statistics, were introduced under this name by Sillitto (1951) and comprehensively
1See Athayde and Floˆres (2002 and 2006), Briec, Kerstens and Jokung (2007), Jurczenko and Mail-
let (2006b), and Jurczenko, Maillet and Merlin (2006) for the primal approaches of the mean-variance-
skewness-kurtosis portfolio decision problems; and Simaan (1993), Gamba and Rossi (1998a and 1998b),
Jurczenko and Maillet (2001 and 2006a), and Jondeau and Rockinger (2006) for the dual approaches of
the higher-order moment asset allocation problems.
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reviewed by Hosking (1989). As so-called U-statistics (see Hoeﬀding (1948)), L-moments
oﬀer one main advantage over Conventional moments (denoted herein C-moments as in
Ulrych, Velis, Woodbury and Sacchi (2000), and Chu and Salmon (2008)). Their empirical
counterparts are less sensitive to the eﬀects of sampling variability, since they are linear
functions of the ordered data, and are therefore shown to provide more robust estimators
of higher moments than the corresponding sample C-moments (Sankarasubramanian and
Srinivasan (1999)). More precisely, L-moments are deﬁned as certain linear functions of
the Probability Weighted Moments (Greenwood, Landwehr, Matalas and Wallis (1979))
and can characterize a wider range of distributions compared to C-moments. Indeed, they
exist whenever the mean of the distribution does, even though some C-moments do not
(which is very likely to be the case in ﬁnance). As we will see later on, they are also
particularly well adapted for addressing some speciﬁc concerns in the ﬁeld of ﬁnance. And
the beauty is that they are easy and fast(er) to compute, besides being reliable estimators
of characteristic shape parameters of general distributions.
Because of their proven advantages, L-moments have already found wide applications
in various ﬁelds such as meteorology, hydrology, geophysics and regional analysis (see
Hosking and Wallis (1997)) - where large deviations really matter, namely for instance
when studying extreme ﬂoods or low ﬂows (see among the main references: Hosking and
Wallis (1987), Ben-Zvi and Azmon (1997), Wang (1997), Bayazit and O¨no¨z (2002), Moi-
sello (2007), and Shao, Chen and Zhang (2008)), rainfall extremes (see Guttman, Hosking
and Wallis (1993), Lee and Maeng (2003), and Parida and Moalafhi (2008)), raindrop
sizes (see Kliche, Smith and Johnson (2008)), velocity of gale force winds (see Pandey,
Gelder and Vrijling (2001), Whalen, Savage and Jeong (2004), and Modarres (2008)) or
the measurement of earthquake intensities (Thompson, Baise and Vogel (2007)). Lately,
they have also found an interest in ﬁnance, ﬁrst, as Monsieur Jourdain by Molie`re with-
out noticing it, when using a special case of an L-moment which is the Gini coeﬃcient
(see Gini (1912) and below) as a substitute to the volatility in asset pricing models (see
Shalit and Yitzhaki (1989), Okunev (1990), and Benson, Faﬀ and Pope (2003)); then,
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secondly, for more general purposes: for ﬁtting return distributions (Hosking, Bonti and
Siegel (2000), Carrillo, Herna´ndez and Seco (2006a), and Karvanen (2006)) and the rate of
proﬁt densities (Wells (2007)), the design of a GMM-type Goodness-of-Fit test (see Chu
and Salmon (2008)), risk modelling purposes (see Martins-Filho and Yao (2006), Tolikas
and Brown (2006), Tolikas, Koulakiotis and Brown (2007), Gourie´roux and Jasiak (2008),
and Tolikas (2008)), calibrating extreme return distributions (Gettinby, Sinclair, Power
and Brown (2006), French (2008), and Tolikas and Gettinby (2009)) or rogue-volatility
densities (Maillet and Me´decin (2008), and Maillet Me´decin and Michel (2008)), and very
recently for deﬁning a new set of measures of performance for hedge funds (see Darolles,
Gourie´roux and Jasiak (2008)).
Thanks to the so-called shortage function technique and relying on robust L-statistics,
we thus generalize in this article the traditional mean-variance-skewness-kurtosis eﬃcient
frontier in the four L-moment space, proposing a new and fast formulation of higher-order
(L-)comoments of eﬃcient portfolios. The shortage function of Luenberger (1995) was in-
deed ﬁrst applied to the portfolio performance evaluation in the traditional mean-variance
framework by Morey and Morey (1999), then developed by Briec, Kerstens and Lesourd
(2004), and recently extended to multi-horizon performance appraisals (Briec and Ker-
stens (2009)). In brief, the shortage function rates the performance of any portfolio by
measuring a distance between the coordinates of this speciﬁc portfolio and those of its ra-
dial projection onto the multi-moment eﬃcient frontier. Based on this distance deﬁnition,
the so-called Goal Attainment Method enables us to solve the multiple conﬂicting and
competing allocation objectives, without assuming a detailed knowledge of the preference
parameters of the indirect investor’s utility function.
After a theoretical presentation of L-moments and of the shortage function approach
in a portfolio selection context, we propose to rewrite the multi-moment optimization
program of the investor within a new compact notation, using both C-moments and L-
moments, then derive the four L-moment eﬃcient set and provide various illustrations
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using a universe of 162 European stocks. Our empirical results regarding links between
moments of eﬃcient portfolios and the various shapes of the higher-order moment eﬃcient
frontier - from (pseudo-)parabolae to (deformed) cones, conﬁrm the earlier ﬁndings by
Jean (1973) and Ingersoll (1975) presenting the ﬁrst three-dimensional representation of
the eﬃcient set. They are also consistent with more recent evidences provided in other
frameworks (see for instance, Athayde and Floˆres (2004), Jurczenko, Maillet and Merlin
(2006), Maringer and Parpas (2008)). However, it is worth noting that our attempt to
evaluate the cost of not using higher-order moments is still not conclusive in a traditional
“mixed” utility setting, since diﬀerences between optimal asset allocation implied utilities
are found to be marginal. In other words, the mean-variance criterion - corner stone of
the Modern Portfolio Theory of de Finetti2 (1940) and Markowitz (1952) - is shown to
be rather accurate as predicted, among others, by Levy and Markowitz (1979) and Kroll,
Levy and Markowitz (1984). As mentioned by Jondeau and Rockinger (2006), the use of
higher-order moments, in a the traditional expected utility framework and in a restrictive
“mixed” utility setting (in which sensitivities only depends upon the ﬁrst moment), may
thus only prove their eﬃciency either if the underlying assets are largely non-Gaussian (in
some speciﬁc sense) or if the representative investor exhibits some very peculiar features
regarding her prudence and temperance characteristics. Nevertheless, we also suggest that
complementary controls of higher-order moments of some traditional low-dispersion return
eﬃcient portfolios (such as the Global Minimum-Variance Portfolio) may be of interest for
the investors.
The remainder of the article is organized as follows. In section 2, we formally present
the L-moments, brieﬂy recall some of their main properties, and illustrate their compu-
tations on a long record of stock index quotes. In section 3, we precisely deﬁne in a
new notation higher-order moments of returns on portfolios and describe how the optimal
portfolio selection L-moment program can be solved in a shortage function framework.
In section 4, we present the data and discuss the results of the various optimal asset al-
2See Markowitz (2006), Pressacco and Seraﬁni (2007) and Barone (2008).
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locations. Section 5 concludes. The Appendices are dedicated to proofs, some technical
details, Tables and Figures.
2.2 Robust Higher-order Moments for Portfolio Se-
lection
Introduced by Sillitto (1951) and popularized by Hosking (1989), L-moments can be
interpreted, like C-moments, as simple descriptors of the shape of a general distribution,
albeit oﬀering a number of advantages.
First, all population (higher) L-moments exist and uniquely determine a probability
distribution, provided that the mean exists (see Chan (1967), and Arnold and Meelden
(1975)). In this case, a distribution can always be speciﬁed by its L-moments, even if
some of its higher-order C-moments do not exist. Furthermore, this speciﬁcation is always
unique. For the standard errors of L-moments to be ﬁnite, it is also only required that
the distribution has a ﬁnite variance; no condition on higher-order moments is necessary
(Hosking (1990)). Moreover, although moment ratios can be arbitrarily large, sample mo-
ment ratios have algebraic bounds (see Dale´n (1987)) and sample L-moment ratios can
take any values that the corresponding population quantities can (Hosking (1990)). Moti-
vated by the sampling properties of L-statistics, Hosking and Wallis (1987) thus advocate
that L-moments provide a better approximation of the unknown parent distribution than
C-moments. They also provide reliable estimators for Extreme Value densities and have
been widely used in ﬁelds where exceptions are at stake (see Hosking (1990)).
Secondly, L-moments exhibit some speciﬁcally interesting features for ﬁnancial applica-
tions. Since a (complete) set of L-moments determine a unique density, the so-called Ham-
burger problem (see Jondeau and Rockinger (2003a) and Jurczenko and Maillet (2006a))
- when C-moments lead to several laws - is limited. Since they always exist, the problem
of working with non-deﬁned quantities such as higher C-moments is avoided. L-moments
are also coherent shape measures of risk (see Artzner, Delbaen, Eber and Heath (1999)),
since they are translation and scale invariants (Serﬂing and Xiao (2007), and Gourie´roux
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and Jasiak (2008)). They, furthermore, allow us a clearer focus on a speciﬁc part of the
distribution, thus avoiding confusion between the center and the extreme parts of the
distribution as in the traditional case (see Haas (2007)). Finally, the sample estimates of
L-moments are more robust to data outliers (Vogel and Fennessey (1993)) - since they are
only linearly inﬂuenced by large deviations (see Hosking (1990)) - and more eﬃcient than
C-moments (see Sankarasubramanian and Srinivasan (1999), and Carrillo, Herna´ndez and
Seco (2006b)), especially within a Generalized Method of (L-)Moment context (see Get-
tinby, Sinclair, Power and Brown (2006), Chu and Salmon (2008), and also Gourie´roux
and Jasiak (2008)).
After having brieﬂy recalled the diﬀerent analytical representations of the univariate
population L-moments3 - we mainly refer here to the work by Hosking and Wallis (1997),
we will present in the following sub-section their sample unbiased estimator counterparts
and shall illustrate the four ﬁrst L-moment estimates on a long sample of one century of
daily quotes of the Dow Jones Index.
2.2.1 Population L-comoments
Population L-moments are deﬁned as certain linear functions of the expectations of
the order statistics from the population distribution of the underlying random variable.
Let us start with some basic notations and deﬁnitions.
Let {Xt}, with t = [1, ..., T ], be a conceptual random sample of size T drawn from
a continuous probability distribution F (.) of a real-valued random variable X, with T ∈
IN∗; Q (u) = F−1 (u) , for u =]0, 1[, a quantile function, and X[1:T ] ≤ X[2:T ] ≤ ... ≤
X[T :T ] denoting the corresponding order statistics. Then the k-th population univariate
L-moment (using the L-functional representation) is deﬁned, ∀k ∈ IN∗ and k < T , as
3Other variants of L-moments, called TL-moments (encompassing the PL-moments, the LH-moments
and the LL-moments), LQ-moments (see Maillet and Me´decin (2008), for a comprehensive review and an
application to extreme volatilities), as well as the LSD-moments (SD-PWM - see Haktanir (1997), and
Whalen, Savage and Jeong (2004)), have already been used in extreme studies, since they are proven to
be even less sensitive to outliers. However, to be as close as possible to the portfolio value as perceived by
the investors, we will stick, in this article, with the traditional simple L-moments in our portfolio context.
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(see, for instance, Hosking (1990)):
λk (X) =
k−1∑
j=0
(−1)j {[k (k − j − 1)!j!]−1 [(k − 1)!]}× E (X[k−j:k])
=
∫ 1
0
Q (u) P ∗k−1 (u) du,
(2.1)
with: ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
E
(
X[r:k]
)
=
{
[(r − 1)! (k − r)!]−1 (k!)}× ∫ 1
0
Q (u)ur−1 (1− u)k−r du
P ∗k (u) =
k∑
r=0
p∗k, r u
r
p∗k, r = (−1)k−r
{[
(r!)2 (k − r)!]−1 (k + r)!} ,
where λk (.) is the L-moment of order k, r = [1, ..., k], 0 < u < 1, E (.) is the expectation
operator and p∗k, r corresponds to the r-th coeﬃcient of the shifted orthogonal Legendre
polynomial of degree k denoted P ∗k (.) and deﬁned as P
∗
k (u) = Pk (2u− 1) where Pk (.) is
the traditional Legendre polynomial of degree k.
Thus, the shifted orthogonal Legendre polynomial satisﬁes, ∀ (k, s) ∈ IN∗2:⎧⎨⎩
∫ 1
0
P ∗r (u) P
∗
s (u) du = (2r − 1)−1
= 0
if r = s
if r = s,
(2.2)
with P ∗0 (u) = 1.
In particular, the ﬁrst four population L-moments are:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
λ1 (X) = E
(
X[1:1]
)
λ2 (X) = (2)
−1 E
(
X[2:2] −X[1:2]
)
λ3 (X) = (3)
−1 E
[(
X[3:3] −X[2:3]
)− (X[2:3] −X[1:3])]
λ4 (X) = (4)
−1 E
[(
X[4:4] −X[1:4]
)− 3 (X[3:4] −X[2:4])] .
(2.3)
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Knowing relation (2.1), they also satisfy the following equalities:
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
λ1 (X) =
∫ 1
0
Q (u) du
λ2 (X) =
∫ 1
0
Q (u) (2u− 1) du
λ3 (X) =
∫ 1
0
Q (u) (6u2 − 6u + 1) du
λ4 (X) =
∫ 1
0
Q (u) (20u3 − 30u2 + 12u− 1) du.
(2.4)
Note that λ1 (.) , λ2 (.) , λ3 (.) and λ4 (.) are population measures of location, scale and
shape, strictly analogous to the corresponding traditional central moments. The ﬁrst L-
moment is the mean of the population distribution and the second L-moment, deﬁned
in terms of a conceptual random sample of size 2, is a measure of the typical spread of
the random variable X, being half the expected value of Gini’s Mean Diﬀerence (see Gini
(1912)), which has some desirable properties in ﬁnance when replacing the traditional
variability measure (see Yitzhaki (2003)). In short, the third L-moment simply represents
the diﬀerence between the upper tail and the lower tail, and hence measures the asym-
metric shape of the population distribution from which the conceptual random sample
has been drawn. Similarly, the fourth L-moment measures the kurtosis of the probability
distribution function, and can be expressed as a (rescaled) diﬀerence between the typical
spread in the tails and the typical spread in the center.
While Equation (2.1) is the classical L-functional’s representation for the population
L-moments, there exist several other representations for λk (.) that prove to be useful for
ﬁnancial applications (see below). For example, using the deﬁnition of the Probability
Weighted Moments, we can also express Equation (2.1) as a linear function of the Proba-
bility Weighted Moments, that is (see Hosking (1989)):
λk (X) =
k∑
r=1
p∗k−1, r−1 βr−1 (X) , (2.5)
with:
βr−1 (X) = r−1E
(
X[r:r]
)
=
∫ 1
0
Q (u) ur−1 du,
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where k ∈ IN∗, βr (.) are the Probability Weighted Moments of order r, with r =
[2, ..., k], and p∗k−1, r−1 is the (r − 1)-th coeﬃcient of the shifted Legendre polynomial of
degree (k − 1) deﬁned in Equation (2.1).
Using the deﬁnition and orthogonal property of the shifted Legendre polynomials, the
k-th population L-moment can also be represented as the covariance between the random
variable X and its distribution function denoted F (.), that is (see Serﬂing and Xiao
(2007)):
λk (X) =
⎧⎨⎩ E (X)Cov {X,P ∗k−1 [F (X)]}
if k = 1
if k = 1,
(2.6)
with:
E {P ∗k [F (X)]} =
∫ 1
0
P ∗k (u) du = 0,
where P ∗0 (u) = 1, with k ∈ IN∗, P ∗k (.) the shifted orthogonal Legendre polynomial of
degree k deﬁned as previously, and Cov (., .) the covariance operator.
Since E [F (X)] = 1/2, relation (3.22) allows us to obtain alternative expressions for
the ﬁrst four population L-moments such as:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
λ1 (X) = E (X)
λ2 (X) = 2E {[X −E (X)]× [F (X)−E [F (X)]]}
λ3 (X) = 6E
{
[X − E (X)]× [F (X)− E [F (X)]]2}
λ4 (X) = 20E
{
[X − E (X)]× [F (X)− E [F (X)]]3}− 3 (2)−1 λ2 (X) ,
(2.7)
where λ1 (.) and λ2 (.) represent respectively the (L-)mean and the L-variance, and λ3 (.)
and λ4 (.) correspond to the unscaled L-skewness and L-kurtosis of the population distri-
bution F (.).
The population L-moments presented in Equation (2.7) are deﬁned for a given proba-
bility distribution, but, in practice, they are directly estimated with some uncertainty from
a ﬁnite sample draw, corresponding to an unknown distribution. The following sub-section
is devoted to a brief presentation of the (original) sample counterparts of the population
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L-moments.
2.2.2 Sample Portfolio Return L-moments
Following Hosking (1989), sample L-moments can be estimated in a straightforward
manner by estimating the empirical Probability Weighted Moments, denoted βˆr (.), in
conjunction with their L-statistic representations in (3.21).
Indeed, let X[1:T ] ≤ X[2:T ] ≤ ... ≤ X[T :T ] be again the order statistics of a random
sample {Xt} of size T , drawn from a continuous non-degenerated probability distribution
F (.) of a real-valued random variable X, with t = [1, ..., T ] and T ∈ IN∗. The r-th
Probability Weighted Moment estimator is given, ∀r ∈ IN∗ and 1 < r < T , by:
β̂r (X) = (T )
−1 ×
T∑
t=1
{
r∏
j=1
[
(t− j)
(T − j)
]
X[t:T ]
}
, (2.8)
where β̂r (.) is the unbiased estimator of βr (.) .
Thus, for a sample of size T , the k-th sample L-moment is deﬁned as:
λ̂k (X) =
k∑
r=1
p∗k−1, r−1 β̂r−1 (X) , (2.9)
where λ̂k (X) is the k-th sample L-moment corresponding to the population L-moment
λk (.) of a real-valued random variable X, (r × k × T ) ∈ (IN∗)3 with r < k < T , p∗r−1, k−1
is the (r − 1)-th coeﬃcient of the shifted Legendre polynomial of degree (k − 1) deﬁned
as in Equation (2.1).
The L-moment estimator (2.9) is an unbiased L-statistic estimator of the population
L-moment. In particular, in a time-series context, the ﬁrst four sample L-moments from
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(2.9) are given by (with previous notations):
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
λ̂1 (X) = (T )
−1 T∑
t=1
X[t:T ]
λ̂2 (X) = [T (T − 1)]−1
T∑
t=1
(2t− 1− T ) X[t:T ]
λ̂3 (X) = [T (T − 1) (T − 2)]−1
T∑
t=1
[6 (t− 1) t− 6 (t− 1) T
+ (T − 1) (T − 2)]X[t:T ]
λ̂4 (X) = [T (T − 1) (T − 2) (T − 3)]−1
×
T∑
t=1
[20 (t− 1) (t− 2) (t− 3)− 30 (t− 1) (t− 2) (T − 3)
+12 (t− 1) (T − 2) (T − 3)− (T − 1) (T − 2) (T − 3)]X[t:T ].
(2.10)
Under the second central moment existence condition, the standard theory for U-
statistics and L-statistics states that the (ﬁrst) k-th sample L-moments are asymptotically
jointly normally distributed, with a similar result for the vector of the sample L-moment
ratios (see, for instance, Hoeﬀding (1948)).
Figure 2.1 illustrates the ﬁrst (rescaled) L-moment estimations against the traditional
sample moments, calculated on a long sample of one century of daily quotes of the Dow
Jones Index. The set of ﬁgures on the left part (Figure 2.1) corresponds to time-evolutions
of the second, third and fourth moments, recursively computed since the 1st of January
1900, whilst the set of right ﬁgures represents the one-year rolling window ﬁrst moment
non-parametric empirical densities. As expected, it is clear from these ﬁgures that sam-
ple L-moments are far more stable than C-moment estimates. Moreover, densities of
L-moments are more concentrated around a unique mode of L-moment values and exhibit
fewer extreme values, indicating faster decreasing tails. This visually conﬁrms that higher-
order L-moments are less prone to the inﬂuence of outliers, and thus may be seen as more
accurate.
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Figure 2.1. Comparison of Classical Moments versus L-moments.
Source: Bloomberg, Daily Net Asset Values (01/01/1896-01/18/2008) in USD; computations by the au-
thors. On the left side, the y-axis corresponds to the level (times 1.106 for the third and fourth moments)
of the recursive classical moments (in black thin line); the corresponding recursive L-moments (in bold
grey line) are rescaled in order to get the same means as their related Conventional moments. On the right
side, all various moments are estimated using a one-year rolling window. The annual daily Lmoments
are rescaled in order to have the same means as their related C-moments. The nonparametric densities
are estimated with a Gaussian kernel using the cross-validation criterion (see Silverman (1986)). The
probability density function of the classical moments corresponds to black thin lines whilst the one of the
L-moments is in bold grey.
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The main properties of population L-moments and their corresponding sample quanti-
ties now stated and their empirical robustness illustrated, we generalize in the next section,
by using the shortage function approach of Luenberger (1995), the mean-variance eﬃcient
frontier in the ﬁrst four L-moment space.
2.3 Portfolio Selection with Higher-order Moments
In the context of portfolio selection, the aim of the investors is to determine their asset
allocation in order to maximize their utility function. We refer here to a general class of
utility functions exhibiting a “mixed” risk aversion respecting the fourth-order stochastic
dominance criterion (see Caballe´ and Pomansky (1996)), which alternate the signs of par-
tial derivatives. In such a setting, we thus consider an exact (or accurate approximative)
fourth-order Taylor expansion of a general utility function (see for details Jurzcenko and
Maillet (2006a), and Garlappi and Skoulakis (2008)) with a strictly (monotone) increas-
ing ﬁrst derivative representative of the preference of non-satiable individuals, a strictly
decreasing second derivative for risk-averse agents, a strictly increasing third derivative
for prudent investors, and a strictly decreasing fourth derivative for temperate behaviors.
More precisely (see Appendix 1 for a few illustrations with some usual utility functions),
the expected utility of the random return on a portfolio p (denoted Rp) held by a ratio-
nal investor, can be represented by an indirect utility function, denoted V (.), successively,
concave and increasing with the expected return - denoted E (Rp), concave and decreasing
with the variance - reading σ2 (Rp), concave and increasing with the skewness - written
m3 (Rp), and, concave and decreasing with the kurtosis
4 - deﬁned by κ4 (Rp). Such an
expected utility function can be written in a general form as:
E [U (Rp)] = V
[
E (Rp) , σ
2 (Rp) , m
3 (Rp) , κ
4 (Rp)
]
, (2.11)
with:
4Whilst, in general, skewness and kurtosis correspond to the standardised third and fourth centered
moment, they are used here as the third and fourth centered moment.
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V1 =
∂ V (.)
∂ E(Rp)
> 0, V2 =
∂ V (.)
∂ σ2(Rp)
< 0, V3 =
∂ V (.)
∂ m3(Rp)
> 0 and V4 =
∂ V (.)
∂ κ4(Rp)
< 0,
where Rp = W/W0− 1 is the (random) return on the portfolio p held by the investors,
with W0 their initial wealth (being equal to unity for the sake of simplicity), W their ran-
dom ﬁnal wealth, and V (.) a general (non-)linear indirect utility function whose arguments
are the ﬁrst four conventional moments of returns on portfolio p.
The various ﬁrst derivatives of such a general indirect utility function characterize
at the same time both economic agent behavioural assumptions - his rational reaction
to increases in downside risk, fear of ruin, will of self-protection and self-insurance (see
Chiu (2005 and 2008), Crainich and Eeckhoudt (2008)), and a (simple) transformation
of a density function of his return on wealth (see, for instance, Eeckhoudt, Gollier and
Schneider (1995)). More precisely, the ﬁrst derivative with respect to the expected return
governs the so-called “greediness” of the investor, the second sensitivity represents his
“risk aversion”, whilst the third5 and fourth terms characterize respectively the “prudence”
(Kimball (1990) and Lajeri-Chaherli (2004)) and “temperance” (Kimball (1992 and 1993),
Eeckhoudt, Gollier and Schneider (1995), Menezes and Wang (2005))6.
From a theoretical point of view, the link between moments and preferences (Scott and
Horwath (1980)) is still under question for at least four main reasons. First, moments are
only single statistics that can only be imperfect summaries of the plain return distribution
characteristics (see Romano and Siegel (1986))7. Depending on the exact transfer (pre-
serving function) of probability weights, we can imagine all sorts of density distortions that
basically break the rationale of the investor choice when comparing asset allocations (see
5Some interesting recent works, however, also show that the ratio [U
′′′
(.) /U
′
(.)] is also linked to a
risk aversion characteristic of a rational agent, who makes an arbitrage between the ﬁrst and the third
moments (Cf. Crainich and Eeckhoudt (2008)).
6Lajeri-Chaherli (2004) extends the expansion to the order ﬁve, mentioning in reference the ﬁfth-order
risk apportionment “edginess”, whilst Caballe´ and Pomansky (1996) reﬁne even further the expansion
to the n-th order, referring to the “risk aversion of order n”, as an analogue to the traditional classical
absolute risk aversion (see also Eeckhoudt and Schlesinger, (2006)). However, to our knowledge, no
more precise label of utility characteristic yet exists for extensions to higher-order moments than the
ﬁfth. In the following, we nevertheless restrict our analysis to the four ﬁrst moments, mainly for the
sake of tractability, but also due to some questions regarding the existence of empirical counterparts of
higher-order C-moments.
7The counterexample they mentioned being that the apparently left-skewed distribution of x =
{−2, 1, 3} with associated probabilities of f(x) = {.4, .5, .1}, has a null skewness.
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Brockett and Kahane (1992) for some explicit examples). Secondly, ﬁrst moments merely
share the same information contained in the return series: the higher the order (and the
power of the conventional moment), the more important the focus on the tail and extreme
events ceteris paribus. Hence, some of them exhibit certain correlations per construction.
In other words, redundant information8 is present in the various comoments (see Galaged-
era and Maharaj (2008)). Thirdly, the explicit expressions of links between moments and
preferences strongly depend upon the precise preference deﬁnition (see Haas (2007)) and
on the performance of measures of higher-order moments (see Kim and White (2004), for
various measures). Fourthly, in a more general prospect theory framework (Kahneman and
Tversky (1979)), the rational investor may also further relax the linearity-in-probability
property inherent in expected utility theory, by allowing the physical probabilities to be
nonlinearly subjectively transformed into “decision weights” (see Kliger and Levy (2008)).
Nevertheless, from a more practical point of view, a wealth of literature (see Jondeau
and Rockinger (2006), Jurczenko and Maillet (2006a), and Briec and Kerstens (2007),
for a precise reference list on the subject) points out a realistic positive preference of
investors for the highest right asymmetries and the lowest tail-fatnesses; we will take this
common sense hypothesis as granted in the following, where we simply try to extend the
two-moment Markowitz’ analysis in an expected utility framework, only considering higher
moments with better properties.
Since we will also only consider “mixed” utility functions, the signs of the sensitivities
Vn (partial derivatives), for n = [1, ..., 4], will alternate. Furthermore, in a portfolio con-
text, one could intuitively expect that the investor cares more about a (positive) expected
return than about other characteristics9, and, as a result, that the sensitivities decrease
8It is straightforward to show, for instance, that some terms in the conventional cokurtosis matrix also
appear in both covariance and coskewness matrices (see among others Jurczenko and Maillet (2006a), on
notations of higher-order co-moments).
9It is diﬃcult to believe that most rational investors care more about higher-order moments than
about the expected return in their asset allocation decisions (which can be the case in a lottery for
instance, where the potential big prize may entail a large skewness, allowing them to forget in some sense
the likely negative proﬁt of the game). This is the reason why in the following, we further restrict the
search for optimal portfolios in regions where the expected returns are positive, and only select, in some
representations, portfolios where impacts on the utility functions of moments are ranked according to
their order (see Section 4).
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with the order of related moments.
In such a framework, the agent’s portfolio general problem can be stated as (with
previous notations):
Max
w′p
{E [U (Rp)]} = Max
w′p
{V [E (Rp) , σ2 (Rp) , m3 (Rp) , κ4 (Rp)]}
s.t. : w
′
p1N =1,
(2.12)
where 1N is the (N × 1) unit vector and V (.) a general non-explicited (non-)linear function
depending on the four ﬁrst C-moments of returns on portfolio p that we explicit hereafter.
2.3.1 Higher-order C-comoments of Portfolio Returns
Actually, the mean, variance, skewness and kurtosis of portfolio p returns used in
Equation (11) are given by, with (i, j, k, l) = [1, ..., N ]4 (and with previous notations):
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
E (Rp) =
N∑
i=1
wpi E (Ri)
σ2 (Rp) = E
{
[Rp − E (Rp)]2
}
=
N∑
i=1
N∑
j=1
wpiwpj σij
m3 (Rp) = E
{
[Rp −E (Rp)]3
}
=
N∑
i=1
N∑
j=1
N∑
k=1
wpiwpjwpkmijk
κ4 (Rp) = E
{
[Rp −E (Rp)]4
}
=
N∑
i=1
N∑
j=1
N∑
k=1
N∑
l=1
wpiwpjwpkwplκijkl,
(2.13)
with: ⎧⎪⎪⎪⎨⎪⎪⎪⎩
σij = E {[Ri −E (Ri)] [Rj − E (Rj)]}
mijk = E {[Ri − E (Ri)] [Rj −E (Rj)] [Rk − E (Rk)]}
κijkl = E {[Ri − E (Ri)] [Rj − E (Rj)] [Rk − E (Rk)] [Rl − E (Rl)]} ,
where wpi, Ri, σij , mijk and κijkl represent, respectively, the weight of the asset i in
portfolio p, the return on the asset i, the covariance between the returns on assets i and j,
the coskewness between the returns on assets i, j and k, and the cokurtosis between the
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returns on assets i, j, k and l.
These various C-moments of portfolio returns were previously written in a matrix
format (see Diacogiannis (1994), Athayde and Flore`s (2002, 2003, 2004 and 2006), Har-
vey, Liechty, Liechty, Mueller (2002), Prakash, Chang and Pactwa (2003), Jondeau and
Rockinger (2003a, 2003b and 2006) and Jurczenko, Maillet and Merlin, (2006)) deﬁned as
such (with previous notations):
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
E (Rp) = w
′
p E
σ2 (Rp) = w
′
p Ωwp
m3 (Rp) = w
′
p ×Σ× (wp ⊗wp)
κ4 (Rp) = w
′
p × Γ × (wp ⊗wp ⊗wp) ,
(2.14)
where wp is the weight vector of assets in p, E is the (N × 1) vector of expected returns,
Ω is the (N ×N) matrix of covariance, Σ is the (N ×N2) global matrix of coskewness,
and Γ is the (N ×N3) global matrix of cokurtosis between all risky security returns, and
the sign ⊗ standing for the symbol of the Kronecker product10.
In this representation, matrices Σ and Γ are built using the following scheme:
⎧⎪⎨⎪⎩
Σ
(N×N2)
= (Σ1 Σ2 · · · ΣN)
Γ
(N×N3)
= (Γ11 Γ12 · · · Γ1N | Γ21 Γ22 · · · Γ2N | ... | ΓN1 ΓN2 · · · ΓNN )
(2.15)
10If A is a (M × P ) matrix and B a (N ×Q) matrix, the (MN × PQ) matrix (A⊗B) is called the
Kronecker product of A and B, and is deﬁned as such:
A⊗B
(MN×PQ)
=
⎛⎜⎜⎜⎝
a11B a12B · · · a1PB
a21B a22B · · · a2PB
...
...
. . .
...
aM1B aM2B · · · aMPB
⎞⎟⎟⎟⎠ ,
where:
anpB
(N×Q)
=
⎛⎜⎜⎜⎝
anpb11 anpb12 · · · anpb1Q
anpb21 anpb22 · · · anpb2Q
...
...
. . .
...
anpbN1 anpbN2 · · · anpbNQ
⎞⎟⎟⎟⎠ ,
with amp and bnq are the elements of matrices A and B, and (m,n, p, q) = [1, ...,M ] × [1, ..., N ] ×
[1, ..., P ]× [1, ..., Q] ⊂ IN∗4.
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where Σk and Γkl are the (N ×N) associated sub-matrices of Σ and Γ, with single ele-
ments (sijk)(i,j)=[1,..,N ]2 and (κijkl)(i,j)=[1,..,N ]2, for any given coupled (k × l) = (IN∗)2.
We now propose herein a strictly equivalent notation for deﬁning C-moments. Let us
ﬁrst start by deﬁning the n-th recursive convolution matrix operator of a function H(.),
denoted per convention H(©n) (wp), for n ∈ IN∗, such as:
H(©n) (.) ≡ H {H [...H (.)]}︸ ︷︷ ︸
n operations
, (2.16)
and with for n = 0, per deﬁnition, H (©0) (.) = Id (.) the identity function.
Secondly, we can deﬁne the following recurrent relation, applied to weight wp, with
n ∈ IN (and with previous notations):
H(©n) (wp) = Vec
[
H [©(n−1)] (wp)×w′p
]
= H [©(n−1)] (wp)⊗wp, (2.17)
where the function H (.) is deﬁned such as H (Wp) = Vec
(
Wp ×w′p
)
, with Wp being
a vector of transformed weights wp and Vec (.) the operator that reshapes a (N ×M)
matrix in a (NM × 1) vector, with (N,M) = IN∗2.
Thirdly, deﬁne the (repeated) Hadamard product of returns on any set of n assets of
the portfolio p under studies, such that (per convention) we have, with n ∈ [2, ..., 4]:
n⊙
q=1
Rˇ
(
a[q]
)
(T×1)
≡ Rˇ (a[1]) ... Rˇ (a[n])︸ ︷︷ ︸
n terms
, (2.18)
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where the sign  stands for the symbol of the (simple) Hadamard product11, and with
Rˇ (q) the q-th column of Rˇ, Rˇ = R − (E× 1′T )′ being the (T ×N) matrix of centered
returns, R the (T ×N) matrix of returns on the N assets, 1T the (T × 1) unit vector and
the a[q] (with q ∈ [1, ..., n] ⊂ [1, ..., N ]) being the ranks (column number) of the assets in
the matrix of excess returns Rˇ (taken in any order), that we want to compute the related
higher-order comoment, and which identify the location of a speciﬁc element in global
matrices of higher-order comoments of individual stock returns.
With the two previous deﬁnitions and the recurrent relation, we are now able to deﬁne
any (scalar) C-moment12 of order n, denoted mn (Rp), as well as any related global (higher-
order) comoment (N × N n−1) matrix Mn, with elements13 Mn(i,j)=(N×Nn−1), with j =
n−1∑
q=1
(
a[q]N
n−1−q), being such that, with n ∈ [2, ..., 4] (and with previous notations):
11The (N ×M) Hadamard product matrix (AB) of two similar (N ×M) matrices A and B, is
deﬁned as such:
(AB)(n,m)
(1×1)
= A(n,m) ×B(n,m)
⇐⇒
AB
(N×M)
=
⎛⎜⎜⎜⎝
a11b11 a12b12 · · · a1M b1M
a21b21 a22b22 · · · a2M b2M
...
...
. . .
...
aN1bN1 aN2bN2 · · · aNMbNM
⎞⎟⎟⎟⎠ ,
where anm and bnm are elements of A and B, with (n,m) = [1, ..., N ]× [1, ...,M ] ⊂ IN∗2.
12This notation can furthermore be extended to higher higher-order L-comoments with no diﬃculty.
For instance, the ﬁfth-order Linear moment and comoment read (with the same notations):{
m5 (Rp) = w
′
p ×M5 ×H(©5) (wp)
mijklm = M5 [i,(j−1)N3+(k−1)N2+(l−1)N+m] = T
−1 × 1′T ×
[
Rˇ (i) Rˇ (j) Rˇ (k) Rˇ (l) Rˇ (m)] .
Since L-moments always exist, this expression may interestingly lead to further future reﬁnements.
13As pointed out by Jondeau, Poon and Rockinger (2007), many elements are the same in the matrices
Σ and Γ: only N(N +1)(N +2)/6 out of N3 for Σ and N(N +1)(N +2)(N +3)/24 out of N4 for Γ are
diﬀerent. Imposing the a[q], q ∈ [1, ..., n] ⊂ [1, ..., N ] , the ranks of the assets (that we want to compute a
speciﬁc higher-order comoment) to be ordered as in the matrix Rˇ (and not free as in the above notation),
allows us to only provide the distinct elements of the matrix Mn. For illustration purpose, we note that
for the 162 stocks used in the following empirical application (see below), the coskewness and cokurtosis
matrices contain more than 3 millions and 650 millions redundant terms. Not computing these terms and
weighting the distinct ones according to the number of their repetitions, leads us to divide by ten or so
the computation time of matrix Σ and Γ. Moreover, the parsimonious new approach permits us to handle
large-scale portfolio problems more easily.
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⎧⎪⎪⎪⎨⎪⎪⎪⎪⎩
mn (Rp)
(1×1)
= w
′
p ×Mn ×H [©(n−2)] (wp)
ma[1]...a[n]
(1×1)
= Mn[
a[1],
n−1∑
q=1
(a[q+1]−1)×Nn−1−q
] = T−1 × 1′T ×
[
n⊙
q=1
Rˇ
(
a[q]
)]
.
(2.19)
Using this generic writing, the system of C-moments in equation (2.14) then can simply
be expressed as such (with previous notations):
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
E (Rp) = w
′
p E×1
σ2 (Rp) = w
′
p ×Ωwp = w′p × (Ω ×wp) ≡ w′p ×
[
Ω×H(©0) (wp)
]
m3 (Rp) = w
′
p ×Σwp = w′p × [Σ× [H (wp)]] ≡ w′p ×
[
Σ×H(©1) (wp)
]
κ4 (Rp) = w
′
p × Γwp = w′p × {Γ×H [H (wp)]} ≡ w′p ×
[
Γ×H(©2) (wp)
]
,
(2.20)
where Σ and Γ are (still) the global (N ×N2) coskewness and (N ×N3) cokurtosis ma-
trices (strictly equivalent to their previous tensor forms), but with each element being
expressed in the new notation such as, ∀(i, j, k, l) = [1, ..., N ]4 (with previous notations):
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
σij
(1×1)
= Ω[i,j] = T
−1 × 1′T ×
[
Rˇ (i) Rˇ (j)]
mijk
(1×1)
= Σ[i,(j−1)N+k] = T−1 × 1′T ×
[
Rˇ (i) Rˇ (j) Rˇ (k)]
κijkl
(1×1)
= Γ[i,(j−1)N2+(k−1)N+l] = T−1 × 1′T ×
[
Rˇ (i) Rˇ (j) Rˇ (k) Rˇ (l)] .
The previous new compact notation exhibits some advantages compared to the tradi-
tional one (Athayde and Floˆres (2002)), which essentially relied on a tensor notation of
coskewness and cokurtosis of asset returns on a portfolio, its global skewness and kurtosis.
This new notation, more “computational-oriented”, is strictly equivalent to the previous
one (since the Hadamard product terms are all included in the Kronecker matrices of
weights), but ﬁrst can be generalized in a more compact form in a recursive manner from
the ﬁrst moment to the n-th higher than the fourth, and, furthermore, gives a direct ex-
pression of all elements of the skewness and kurtosis matrices; secondly, it still allows us
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to disentangle the weight and the asset return impacts on higher-order moments; thirdly,
it explicits the links between higher-order comoments and fourthly, it uses only tradi-
tional simple (low-level) pre-programmed operators (for building matrices of coskewness
and cokurtosis) and thus appears to lead to a substantial overall gain in terms of execution
time14.
The traditional multi-moment asset allocation setting now revisited, we shall adapt it
hereafter to the analogues of the above C-moments of returns on any portfolio p, in the
robust framework of Linear moments.
2.3.2 Higher-order L-comoments of Portfolio Returns
Let us also recall that R, E and Rˇ denote respectively the (T ×N), (N × 1) and
(T ×N) vectors of eﬀective returns, expected returns and centered realized returns on
the N risky assets. In the context of robust L-comoment computations, the expectation
(denoted E
(
Rwp
)
, with Rwp being a random variable) of the (N × 1) vector of observed
returns, Rwp, on the portfolio deﬁned by its weight wp, the matrices Ω
(L)
wp , Σ
(L)
wp and Γ
(L)
wp ,
representing respectively the (N × 1) vectors of the L-covariance, L-coskewness and L-
cokurtosis15 of the security returns with the returns on the portfolio p, can be deﬁned16
14When we empirically double-checked the strict equivalence of the two alternative notations of higher-
order comoments (i.e. the traditional Kronecker versus the new recursive Hadamard forms), it appears
that the new one leads to a (limited) reduction of the execution time (by 7% or so), representing, how-
ever, several hours of spared computation time in large-scale portfolio selection applications. Moreover,
both previous notations using C-comoments include a lot of redundant information in global matrices of
coskewness and cokurtosis (see previous Footnote). Only computing the distinct elements may represent
a 90% economy of execution time in a large-scale problem (see below).
15Note that the dimension of the second C-comoment matrix Ω and those of the second L-comoment
matrix Ω(L)wp , are diﬀerent; the same is true for higher-order comoments (i.e. Σwp and Σ
(L)
wp , Γwp and
Γ(L)wp ).
16 The ﬁrst L-moment strictly corresponds to the arithmetic mean return. Since we propose robust
statistics to assess portfolio return peculiarities, it was natural to wonder if the use of the alternative
measures of expected performance could have been more appropriate in a portfolio choice context. Some
authors have shown that a bias could arise when using an arithmetic mean; a geometric mean is certainly
more accurate when estimating a long term expected return. But with the one-week horizon used in our
application, this bias is not relevant (see Hughson, Stutzer and Yung (2006)). Other authors prefer to
use a robust statistic for a location parameter (such as the median) instead of the classical mean when
estimating expected returns (see McCulloch (2003)). Two reasons motivate us to stay here in the classical
paradigm. First, the median (or the ﬁrst Trimmed L-moment) neglects the impact of (some of) the
extreme returns on the performance; considering the median could thus in some cases blur the investor
perception. Secondly, we also computed Four-moment optimal portfolios using the median, but we did
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as (with previous notations):
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
E
(
Rwp
)
(1×1)
= w
′
pE
Ω
(L)
wp
(N×1)
= 2E
{
Rˇ× {F (Rwp)− E [F (Rwp)]}}
Σ
(L)
wp
(N×1)
= 6E
{
Rˇ× {F (Rwp)− E [F (Rwp)]}2}
Γ
(L)
wp
(N×1)
= 20E
{
Rˇ× {F (Rwp)−E [F (Rwp)]}3} ,
(2.21)
where F (.) is the distribution of the random variable Rwp .
Using the covariance representation of L-moments deﬁned in Equation (3.22) and the
bilinear property of the covariance operator (see, for instance, Yitzhaki (2003)), the various
population L-(co)moments of the returns on any attainable portfolio are respectively given
by (with previous notations):
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
λ1
(
Rwp
)
= E
(
Rwp
)
=
N∑
i=1
wiE (Ri)
λ2
(
Rwp
)
= 2Cov[Rwp, F
(
Rwp
)
] =
N∑
i=1
wi λ-Cov
(
Ri, Rwp
)
λ3
(
Rwp
)
= 6Cov{Rwp, {F
(
Rwp
)− E [F (Rwp)]}2} = N∑
i=1
wi λ-Cos
(
Ri, Rwp
)
λ4
(
Rwp
)
= Cov
{
Rwp , 20
{
F
(
Rwp
)−E [F (Rwp)]}3 − 3{F (Rwp)− E [F (Rwp)]}}
=
N∑
i=1
wi
[
λ-Cokurt
(
Ri, Rwp
)− 3 (2)−1 λ-Cov (Ri, Rwp)] ,
(2.22)
and, for any asset i, with i ∈ [1, ..., N ]:
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
λ-Cov
(
Ri, Rwp
)
= 2E
{
[Ri − E (Ri)]× {F
(
Rwp
)−E [F (Rwp)]}}
λ-Cos
(
Ri, Rwp
)
= 6E
{
[Ri −E (Ri)]× {F
(
Rwp
)− E [F (Rwp)]}2}
λ-Cokurt
(
Ri, Rwp
)
= 20E
{
[Ri −E (Ri)]× {F
(
Rwp
)− E [F (Rwp)]}3}
E
[
F
(
Rwp
)]
= 1/2,
where λ-Cov(.), λ-Cos(.) and λ-Cokurt(.) correspond respectively to the L-covariance, L-
not ﬁnd any clear diﬀerence between the two approaches (same overall conclusions in Section 4 apply; see
also Footnote 21).
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coskewness and L-cokurtosis between any asset i return and the portfolio p return deﬁned
by its holdings wp.
The L-covariance, L-coskewness and L-cokurtosis of portfolio returns used in Equation
(2.21) can be written in a compact matrix format17 as such, for n ≥ 2 (with previous
notations):
M(L) nwp
(N×1)
= p∗n−1, n−1 T
−1
{
Rˇ
{
n−1⊙
q=1
{
q0 ×
[
F
(
Rwp
)× 1′N − 1/2]}
}}′
× 1T , (2.23)
with M
(L) 2
wp = Ω
(L)
wp , M
(L) 3
wp = Σ
(L)
wp , M
(L) 4
wp = Γ
(L)
wp and p
∗
n−1, n−1 = [2 (n− 1)]! [(n− 1)!]−2
a factor being equal to the (n-1)-th (highest) coeﬃcient of the shifted orthogonal Legendre
polynomial P ∗n−1 (.) of degree n− 1, as previously deﬁned in equation (2.1).
The L-moments, written in a generic manner such as (with previous notations):
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
λ1
(
Rwp
)
= w
′
p E
λ2
(
Rwp
)
= w
′
p Ω
(L)
wp
λ3
(
Rwp
)
= w
′
p Σ
(L)
wp
λ4
(
Rwp
)
= w
′
p Γ
(L)
wp − 3 (2)−1w′p Ω(L)wp ,
(2.24)
These L-moments can be reformulated in a (even) more compact manner18 reading, for
n ≥ 2:
λn
(
Rwp
)
= w
′
p Mc
(L) n
wp , (2.25)
with:
Mc(L) nwp = T
−1
{
Rˇ
{{
P ∗n−1
[
F
(
Rwp
)]− E {P ∗n−1 [F (Rwp)]}}× 1′N}}′ × 1T ,
17Compared to higher-order C-comoment writings, we note here that L-comoment analogues do not
contain any redundant element.
18The use of higher-order L-comoments, computed with this compact writing instead of the previous
related C-moment one, leads empirically to a drastic reduction in the execution time (divided by about
four or so) in our general Goal Attainement problem (see below), whilst computing the ﬁrst L-moments
instead of the ﬁrst C-moments of portfolio returns is approximately 40% faster.
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where Mc(L) 2wp = Ω
(L)
wp , Mc
(L) 3
wp = Σ
(L)
wp , and Mc
(L) 4
wp = Γ
(L)
wp − 3 (2)−1Ω(L)wp .
Since we now have the complete characterization of all L-moments of portfolio returns,
we can then deﬁne hereafter more precisely the set of eﬃcient portfolios.
2.3.3 Higher-order L-moments and the Eﬃcient Frontier Deﬁni-
tion
We now consider the problem of an investor selecting a portfolio from N risky assets
(with N ≥ 4) in the four L-moment framework. We assume that the investor does not
have access to a riskless asset, and that the portfolio weights sum to one. In addition, we
impose19 a no short-sale portfolio constraint.
Any portfolio p is here entirely deﬁned by wp ∈ IRN , the vector of weights of assets,
and the set of the attainable portfolios A can then be expressed as follows:
A =
{
w ∈ IRN : w′1 = 1 and w ≥ 0
}
, (2.26)
where w
′
is the (1×N) transposed vector of the investor’s holdings in the various risky
assets, 1 is the (N × 1) unitary vector and 0 is the (N × 1) null vector
As in Markowitz (1952), the deﬁnition of moments of portfolio’s returns indeed leads to
the disposal representation of the set of the feasible portfolios, denoted F, in the extended
four L-moment space20 (see Briec, Kerstens and Lesourd (2004), and Briec, Kerstens and
Jokung (2007)), reading:
F = {λw : w ∈ A} + [(−IR+)× IR+ × (−IR+)× IR+] , (2.27)
where λw is the (4× 1) vector of the ﬁrst four L-moments21 of the portfolio return Rw,
19 This assumption can however be relaxed to some extent with no loss of generality (see Footnote 28).
20For the sake of simplicity, for each point of the eﬃcient frontier, we choose to consider “portfolios” even
if we should only speak about “classes of equivalence induced by these portfolios” (see end of Appendix
2).
21 As mentioned earlier, we make use here of the traditional L-moments instead of other variants (such
as the Trimmed L-moments for instance). Despite the fair argument by Darolles, Gourie´roux and Jasiak
(2008), highlighting that for large samples the “...Trimmed L-moments of order 1 bridge the mean and
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i.e.:
λw = [λ1 (Rw) ; λ2 (Rw) ; λ3 (Rw) ; λ4 (Rw)]
′
.
This disposal representation is necessary here to ensure the convexity of the feasible port-
folio set in the four L-moment space (see Briec and Kerstens, (2007), and Zhang (2008) for
an illustration on consequences of the non-convexity of the set of portfolios on the choice
of optimal ones).
We deﬁne a strict (generic) order relation, denoted by , on IR4, that is for any
(λ, λ˜) ∈ (IR4)2:
λ  λ˜ ⇐⇒ [λ1 ≥ λ˜1, λ2 ≤ λ˜2, λ3 ≥ λ˜3, λ4 ≤ λ˜4], (2.28)
altogether with a strict relation, denoted by , as such:
λ  λ˜ ⇐⇒ [λ1 > λ˜1, λ2 < λ˜2, λ3 > λ˜3, λ4 < λ˜4]. (2.29)
The four L-moment weakly eﬃcient frontier L is then deﬁned as follows:
L =
{
λw ∈ F : ∀ λ˜ ∈ IR4, λ˜  λw ⇒ λ˜ /∈ F
}
. (2.30)
whilst the four L-moment strong eﬃcient frontier M is deﬁned as follows:
the median”, we choose not to use them in a portfolio choice context for three main reasons. As a ﬁrst
reason, it is clear that Trimmed or Quantile L-moments provide more accurate estimates of the underlying
distribution characteristics when focusing on extremes in a risk estimation exercise for instance; it is far
from obvious, however, that the inﬂuence of large deviations should be too much reduced in a portfolio
choice framework, since extremes should have - in a sense - some inﬂuence on the ﬁrst and the second
moments of returns. Deleting some really “bad” returns of a hedge fund record for instance and computing
the related ﬁrst Trimmed L-moment will probably result in an upward bias of the future anticipated
performance of the fund. Secondly, if there exist more robust alternatives to the sensitive mean operator
for the location parameter of a distribution (such as the median or the ﬁrst Trimmed L-moment of order
n), a more realistic and safer approach in a portfolio choice framework would probably be to stick with
the ﬁrst conventional moment, since it is more in line with the value of the portfolio, as directly perceived
by the investor and recommended by market authorities. The third and last reason is that replacing mean
by median in our preliminary tests, did not lead to huge diﬀerences in our application; that is to say
that the main general conclusions of the following empirical study (see Section 4) stay the same in our
long-only plain vanilla stock application (see also Footnote 16).
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M =
{
λw ∈ D : ∀ λ˜ ∈ IR4, [(λ˜  λw) and (λ˜ = λw)] ⇒ λ˜ /∈ D
}
. (2.31)
The strong eﬃcient portfolio frontier is then the set of portfolios, deﬁned by their weights
w, such that the associated L-moment quadruplet is not strictly dominated in the four-
dimensional space. It is then given in the simplex by:
E = {w ∈ A : λw ∈M} . (2.32)
By analogy with tools developed in the ﬁeld of the production theory (see Luenberger
(1995)), the next section introduces the so-called shortage function as an indicator of a
portfolio L-moment (in)eﬃciency, and presents the non-convex higher-order L-moment
version of the portfolio optimization program. The solution of the resulting program will
be called the four L-moment Eﬃcient Set.
2.3.4 The Shortage Function and the Robust Eﬃcient Frontier
In order to obtain the set of portfolios of the weakly eﬃcient frontier, we need to resolve
a multi-objective optimization problem. That is maximize simultaneously the ﬁrst and
the third order L-moments and minimize the second and the fourth L-moments. Several
methods allowing the solution of multi-objective problems have been proposed in the
literature. Goal Programming, a branch of multi-objective optimization theory introduced
by Charnes, Cooper and Ferguson (1955), operates with a set of linear objective functions.
Since higher L-moments are clearly non-linear, such an approach should be banned in
our case. Another intuitive approach is to aggregate all objectives in a global weighted
target function. Optimal portfolios could then be obtained using a traditional non-linear
optimizer, but one still needs to specify the importance of the diﬀerent objectives, which
is ﬁnally equivalent to introducing a utility function into the problem.
In the following, we choose to use a sequential quadratic programming method to
solve our problem. The introduction of a shortage function enables us to optimize si-
2.3 Portfolio Selection with Higher-order Moments 110
multaneously all the objectives, since this latter function measures the distance between
some points of the possibility set and the eﬃcient frontier (see Luenberger (1995)). The
properties of the set of the portfolio return moments on which the shortage function is
deﬁned have already been discussed in the mean-variance plane by Briec, Kerstens and
Lesourd (2004) and in the higher moment space by Jurczenko, Maillet and Merlin (2006),
Ryoo (2007), Briec and Kerstens (2007), Briec, Kerstens and Jokung (2007), and Yu,
Wang and Lai (2008). Their deﬁnitions can be extended to obtain a portfolio eﬃciency
indicator in the four L-moment framework. The shortage function associated to any port-
folio w in the feasible set A, with reference to the direction vector g = ( g1 ; g2 ; g3; g4) ,
with g ∈ (IR+ × IR− × IR+ × IR−) \ {0}, in the mean-L-variance-L-skewness-L-kurtosis
space, is the real-valued function Sg (.) deﬁned such as:
Sg (w) = Sup
δ∈IR+
{δ : (λw + δg) ∈ F} . (2.33)
We have the following existence result regarding the shortage function.
Proposition 1. For every g ∈ (IR+ × IR− × IR+ × IR−) \ {0} and every w ∈ A, there
exists a unique element δ∗, δ∗ ∈ IR+, such that:
Sg(w) = λw + δ
∗g. (2.34)
See Appendix 2 for proof.
The use of the shortage function in the mean-L-variance-L-skewness-L-kurtosis can
unfortunately only guarantee the weak eﬃciency for a portfolio since it does not exclude
projections on the vertical and horizontal parts of the frontier allowing portfolios for
additional improvements, but hopefully constraints can be easily imposed in the practical
implementation for searching only strong eﬃcient portfolios22 (see below).
The disposal representation of the feasible portfolio set can now be used for deriving
22Wierzbicki (1986) proposes a theorem of characterization of strong eﬃcient solutions (based on the
evaluation of marginal substitution rates between objectives) that allows us to remove a part of weak
eﬃcient portfolios from the set of optimal solutions. However, we did not want at this stage to impose
any explicit preference speciﬁcation in a particular utility function setting.
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the lower bound of the true but unknown four L-moment eﬃcient frontier, through the
computation of the associated portfolio shortage function. Let us consider a speciﬁc port-
folio p, deﬁned by its vector of weights denoted wp, compound from a set of N assets
and whose performance needs to be evaluated in the four L-moment dimensions. We then
deﬁne the function Φwp, g (.) from A to IR+ by:
Φwp, g(w) = Sup
δ∈IR+
{
δ : λw 
(
λwp + δg
)}
. (2.35)
We also remark that:
Φwp,g(w) = Min
i∈[1,...,4]
{[
λi (Rw)− λi
(
Rwp
)]
(gi)
−1} , (2.36)
where gi is the i-th component, with i = [1, . . . , 4], of the direction vector g.
The function Sg is related to the function Φwp, g (.) by the following relation:
Sg(wp) = Sup
w∈A
{
Φwp,g(w)
}
. (2.37)
Using the Goal Attainment method (see Gembicki and Haimes (1975) for a general com-
prehensive presentation), the shortage function for this portfolio is then computed by
solving the following non-linear optimization program Pwp,g:
w∗ = ArgMax
(w, δ)∈(A× IR+)
{
Φwp, g(w)
}
, (2.38)
where w∗ is a (N × 1) weakly eﬃcient portfolio weight vector that (weakly) maximizes
the expected performance, L-variance, L-skewness, and L-kurtosis relative improvements
over the evaluated portfolio p in the direction vector g.
Using the vectorial notations of the portfolio return higher L-moments in (3.23) and
using the ﬁrst four L-moments of the speciﬁc evaluated portfolio wp in the expression of
the direction vector g, the non-parametric portfolio optimization program (2.38) can then
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be written in a restated version23 such as (with previous notations):
w∗ = ArgMax
(w, δ)∈(A× IR+)
{δ}
s.t.
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
λ1
(
Rwp
)
+ δ λ1
(
Rwp
) ≤ w′E
λ2
(
Rwp
)− δ λ2 (Rwp) ≥ w′ Ω(L)w
λ3
(
Rwp
)
+ δ λ3
(
Rwp
) ≤ w′ Σ(L)w
λ4
(
Rwp
)− δ λ4 (Rwp) ≥ w′ Γ(L)w − 3 (2)−1w′ Ω(L)w ,
(2.39)
with:
g =
[
λ1
(
Rwp
)
;−λ2
(
Rwp
)
;λ3
(
Rwp
)
;−λ4
(
Rwp
)]′
.
Due to the non-convex nature of the optimization program, we still need to establish
the necessary and suﬃcient conditions showing that a local optimal solution of (2.38) is
also a global optimum. We actually use the following result.
Proposition 2. If (w∗, δ∗) ∈ (A×IR+) is a local solution of the following non-linear
optimization program Pwp, g:
Max
(w, δ)∈(A× IR+)
Φwp,g(w), (2.40)
it is then a global solution.
See Appendix 2 for proof.
Indeed, despite the non-convex nature of the ﬁrst four L-moment portfolio selection
program, the shortage function maximization achieves a global optimum for the non-linear
portfolio optimization program. This makes the shortage function technique superior to
the other primal and dual approaches of the four moment eﬃcient set, since the latter only
23However, restricting (for instance) the search in the direction of an increase in the expected return
may lead us to miss some peculiar portfolios that exhibit low (negative) expected returns but have other
advantageous characteristics (namely low volatility, outstanding high skewness and rather small kurtosis).
Nevertheless, in the speciﬁc context of portfolio selection, it is doubtful that such portfolios (lotteries)
might be considered by any rational investor as optimal. We thus restrict our study to positive expected
returns in the algorithm implementation that follows. The same problem arises when looking for a
systematic increase in the skewness. In this case, we have to authorize the third coordinate of vector g to
be zero.
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guarantees to end with a local optimum. In the next section, we illustrate the shortage
function technique in the case of a robust strong eﬃcient portfolio selection.
For obtaining the set M, which corresponds to the set of portfolios whose ﬁrst four
L-moments are not simultaneously dominated, we then consider the evolutionary opti-
mization problem Pwp,gj at step j, j ∈ IN∗, such as (with previous notations):
w∗ = ArgMax
(w, δ)∈(A× IR+)
{δ}
s.t.
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Δ1,wp(w, δ, g
j) ≤ 0
Δ2,wp(w, δ, g
j) ≥ 0
Δ3,wp(w, δ, g
j) ≤ 0
Δ4,wp(w, δ, g
j) ≥ 0,
(2.41)
where Δi,wp(.), with i = [1, ..., 4] , being the following admissible portfolio directional
diﬀerences: ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Δ1,wp(w, δ, g
j) = λ1
(
Rwp
)
+ δgj1 −w′E
Δ2,wp(w, δ, g
j) = λ2
(
Rwp
)
+ δgj2 −w′ Ω(L)w
Δ3,wp(w, δ, g
j) = λ3
(
Rwp
)
+ δgj3 −w′ Σ(L)w
Δ4,wp(w, δ, g
j) = λ4
(
Rwp
)
+ δgj4 −w′ Γ(L)w + 3 (2)−1w′ Ω(L)w ,
with gji is the i-th component of the direction vector g at step j.
For illustration purposes, we start to solve the problem considering a portfolio p with
a ﬁrst simple direction function g1 = (g11, g
1
2, g
1
3, g
1
4), such as g
1 = (1,−1, 1,−1). Let
(w1, δ1) be a solution of Pwp, g1 and let S
1 =
{
i = [1, . . . , 4] : Δi,wp(w
1, δ1, g1) = 0
}
be the set of indexes of saturated constraints. If not all constraints are saturated, i.e.
S1 = {1, . . . , 4}, then we consider the optimization problem Pwp, g2 , where g2 is deﬁned
by g2i = g
1
i if i /∈ S1, and g2i = 0 if not. For a solution (w2, δ2) of the problem Pwp, g2 ,
if all constraints are saturated, then the portfolio deﬁned by w2 is strongly eﬃcient.
Otherwise, we consider the new problem Pwp, g3 and we continue in the same manner
until all constraints are saturated.
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The idea of this optimization process is to saturate at each step at least one of the
four constraints, whilst keeping saturated the already saturated constraints. In this aim,
at each step, the starting point is the one obtained at the previous step, and the direction
function is modiﬁed in order for the optimization process to follow a path along the weak
eﬃcient frontier. When all constraints are saturated, we then obtain a strongly eﬃcient
solution w∗, i.e. a set of moment λw∗ that belongs to eﬃcient portfolio set M.
We have here chosen for the starting direction function g1 = (1,−1, 1,−1) for the
sake of simplicity. Indeed, with such a ﬁxed vector, the whole strong eﬃcient frontier
will be obtained by considering diﬀerent starting points. However, for completing (and
boosting) the optimization process, diﬀerent starting points (portfolios p) and diﬀerent ﬁrst
direction functions g1 in (0; a] × [−b; 0) × (0; c] × [−d; 0) are considered in the following
practical implementation. The values of a, b, c and d are set in realistic ranges of potential
improvements24 and take into account the diﬀerences of scale between the four L-moments.
2.4 Data and Empirical Results
In the following empirical application, we explore a dataset of quotes of some of the
most liquid European stocks, provided by Bloomberg, in the period from June 2001 to
June 2006. The database consists of weekly Euro denominated returns of a sample of
162 stocks included in the DJ European Stoxx index. First, the selected stocks were not
chosen randomly as in some previous studies, but were selected for obtaining a cylindric
sample. The 162 stocks considered (representing approximately more than 1.3 trillion of
Euros in terms of free ﬂoat market capitalization at the end of the sample25) consist of all
stocks present over the whole sample period that have not experienced a corporate action
(such as a stock split for instance) during the sample period. Secondly, as in Jondeau
and Rockinger (2006), we have chosen a weekly sample frequency. Indeed, it is worth
emphasizing here that the frequency of data is often claimed to aﬀect both departures
24These parameters are ﬁxed hereafter to the maximum values of the L-moments found on individual
assets in the sample.
25that corresponds to a quarter or so of the total capitalization of the European index.
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from normality and serial correlation patterns of returns and volatilities. In our case,
the frequency of observations26 has been chosen in order to be low enough for being well
adapted to an asset allocation problem (in which reallocations cannot happen very often),
but high enough for keeping in the sample the main peculiarities of the ﬁnancial returns,
such as the skewed-heteroskedasticity phenomenon, that generally goes with unconditional
asymmetric and leptokurtic underlying return distributions. Thirdly, the period of study
is also rich in events (end of the internet bubble crash, the 9/11/2001 event, the market
correction of May 2006...) and is characterized by a bear market on the ﬁrst part of
the sample (2001-2003), followed by a strong bull market (2003-2006). If we note that
market performance is very high on the total period (with an annualized return of 18%
for the DJ European Stoxx index, whilst the typical annualized return on the American
stock DJI is equal to 5% on the period 1900-2006), we also remark that we have various
market conditions (rallies, bear markets, booms and crashes) in the sample period (which
is similar to those studied on the American stock market by Maringer and Parpas (2007));
it allows us to think that the sample is not too speciﬁc for our general purpose.
Since our aim is to evaluate whether, in some instances, the widely-used mean-variance
criterion may be inappropriate in selecting the optimal portfolio weights, we shall check,
before all, the univariate non-Gaussianity of the sample stock return series, using main clas-
sical Normality tests, namely Jarque-Bera, Kolmogorov-Smirnov, Lilliefors and Anderson-
Darling tests. The Jarque-Bera test is one of the most used portmanteau Goodness-of-Fit
measures of departure from normality and is based on sample skewness and kurtosis. The
statistic of the test has an asymptotic Chi-squared density; however, it has been proven
to have limited power in a small sample, because empirical counterparts of conventional
third and fourth moments approach Gaussianity only very slowly. The second test we
performed is the Kolmogorov-Smirnov one, which is another main classical Gaussianity
test; it is based on the observed largest diﬀerence between the data-driven cumulative
Empirical Density Function and the sample estimate of the Normal reference distribution.
26In Jurczenko, Maillet and Merlin (2006), a monthly frequency (on hedge funds) was used, and ﬁrst
preliminary tests made here with daily returns (on stocks) showed no diﬀerence in overall general results
of this article.
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Correcting for the bias of using sample estimates of characteristic parameters of the refer-
ence law leads to the third test considered, which was proposed by Lilliefors. This test is
designed with the null hypothesis that data come from a normally distributed population,
when the tested hypothesis does not specify which normal distribution (i.e. without spec-
ifying expected value and variance). One of the peculiarities of this test is to be not too
sensitive to outliers and thus more sensible to the adequation of the central part of the
distribution. Finally, we also used the Anderson-Darling test, which is known for being
one of the most powerful statistics for detecting departures from normality (see Stephen
(1974), d’Agostino and Stephens (1986)). This test is based upon the concept that when
given a hypothesized underlying distribution, the data can be transformed into a Uniform
distribution, and is then crucially linked to tails of the data density.
We thus began by testing the eﬀective (non-)normality of our stock return sample,
focusing on diﬀerent aspects of Gaussianity: using an explicit test on both skewness and
kurtosis (according to Jarque-Bera tests), testing the largest inadequations (based on
Kolmogorov-Smirnov tests), emphasizing the diﬀerences in centers of distributions (with
Liliefors tests), as well as discrepancies in the tails (deﬁned through Anderson-Darling
tests). Not surprisingly, the vast majority of the original stock return series cannot indeed
be considered as Gaussian (see below).
We then start the eﬃcient portfolio search algorithm by generating randomly one
thousand arbitrary portfolios, and then optimize each one in their four moments using
our distance function approach in 9,637 directions27. We present hereafter the empirical
four-moment eﬃcient frontiers and their projections in the various planes. Due to the large
number of stocks considered in the eﬃcient portfolios, this optimization problem belongs
to a large-scale asset allocation problem class (see Perold (1984)). The main consequence
is that we observe some strong discontinuities in the empirical eﬃcient frontiers. This last
feature is also intensiﬁed by the addition of strong short-sale constraints28.
27It corresponds to the number of combinations of 11 possible intensities (from 0 to 1 with a .1 step for
each L-moment).
28 These constraints are realistic in the case of pure equity portfolios, but can easily be relaxed, to some
extent, to relative constraints to the exposed capital as in Pa´stor and Stambaugh (2000) and So and Tse
(2001).
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In the following, we will ﬁrst start by evaluating the trade-oﬀs between each pair of
moments; we secondly analyze the eﬃcient portfolios and their global characteristics, pay-
ing special attention to the higher moments that are neglected in the traditional analysis.
In all the following representations, we further restrict the eﬃcient portfolio set in consid-
ering only those with a positive mean (in a portfolio selection context) and a reasonable
second annualized volatility29. After having presented some eﬃcient portfolio frontiers,
we thirdly evaluate the optimality of (primal) potential eﬃcient portfolios when grouping
portfolios together based on their similarities in terms of L-moments, then when valuing
them according to a speciﬁc utility function in the dual approach. Fourthly, we will make
the higher moments of eﬃcient portfolios more appealing, transforming the real third and
fourth L-moments to intensify potential distortions and evaluate the impact on optimal
asset allocations. Finally, we will see that almost similar portfolios in terms of ﬁrst and
second L-moments may exhibit some diﬀerences in higher moments that might be, for the
investor, interesting to control.
Figure 2.2. First Four L-moment Constrained Eﬃcient Frontier in the L1-L2 Plane.
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Source: Bloomberg, weekly net asset Values (06/2001-06/2006) in EUR; computations by the authors. The
constrained eﬃcient frontier is compounded with 2,610 simulated portfolios, obtained after optimization
in 9,637 directions of random portfolios built with 162 European equities. Sizes of dots and their colour
shadings (from black small low levels to white large high levels) represent (respectively) the third (fourth)
L-moments on the left ﬁgure (the right ﬁgure).
29The maximum annualized volatility level considered here is 40%, corresponding to a L-moment2
inferior to .22. This restriction allows us to avoid representing the distortions caused by the no-short sale
constraints for portfolios with high levels of volatility.
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The Figures 2.2 to 2.7 represent the frontiers of the projections of the four L-moment
eﬃcient portfolios in two speciﬁc L-moment dimensions. In Figure 2, the traditional two-
moment frontier (see Markowitz (1952)) is represented in its robust version. We ﬁnd
exactly the same type of shape for this restricted frontier: the relation between the mean
and the L-moment2 is a non-linear increasing one. If investors want to target better
mean returns, they have to accept a higher dispersion of returns. When we look at the
other characteristics of these eﬃcient portfolios, we see that some high skewness portfolios
appear for mild medium means and reasonable second L-moments (see Figures 2.2 and
2.3).
Figure 2.3. First Four L-moment Constrained Eﬃcient Frontier in the L2-L3 Plane.
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Source: Bloomberg, weekly net asset Values (06/2001-06/2006) in EUR; computations by the authors. The
constrained eﬃcient frontier is compounded with 1,932 simulated portfolios, obtained after optimization
in 9,637 directions of random portfolios built with 162 European equities. Sizes of dots and their colour
shadings (from black small low levels to white large high levels) represent (respectively) the ﬁrst (fourth)
L-moments on the left ﬁgure (the right ﬁgure).
We also remark that the second and fourth L-moments seem to vary in the same direction.
This is conﬁrmed in Figure 2.4, in which we represent the lowest fourth L-moments of the
four L-moment eﬃcient portfolios for each level of the L-moment2. Thus, the value of the
L-moment2 of eﬃcient portfolios depends positively on the level of the ﬁrst and fourth L-
moments. Accordingly, when investors tend to reach higher expected returns, they have to
face an increase of the L-moment2 and the L-moment4 (see also Figure 2.5). In other words,
increases of L-moment4 go with increases of L-moment2 for eﬃcient portfolios. This result
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Figure 2.4. First Four L-moment Constrained Eﬃcient Frontier in the L2-L4 Plane.
0.05 0.1 0.15 0.20
1
2
3
4x 10
−3
Annualized L−moment2
L−
m
om
en
t 4
0.05 0.1 0.15 0.20
1
2
3
4x 10
−3
Annualized L−moment2
L−
m
om
en
t 4
with First L-moments Coloured with Third L-moments Coloured
Source: Bloomberg, weekly net asset Values (06/2001-06/2006) in EUR; computations by the authors. The
constrained eﬃcient frontier is compounded with 731 simulated portfolios, obtained after optimization in
9,637 directions of random portfolios built with 162 European equities. Sizes of dots and their colour
shadings (from black small low levels to white large high levels) represent (respectively) the ﬁrst (third)
L-moments on the left ﬁgure (the right ﬁgure).
is consistent with those by Maringer and Parpas (2008)30, and seems natural and intuitive
when considering the traditional interpretation of L-moment2 in terms of dispersion of
returns and of the L-moment4 as a consequence of the presence of extreme returns (that,
ceteris paribus, entails a higher dispersion measure). The two positive relations (between
the ﬁrst and the second, the second and the fourth L-moments of four-moment eﬃcient
portfolios) impose a clear positive link between the ﬁrst and fourth L-moments, as seen in
Figure 2.6: the investors are here compensated for bearing more extreme risks.
Regarding now the relations between L-moment3 and others L-moments for eﬃcient
portfolios, it seems far less clear as already seen in Figure 2.2 and indicated in the literature
on the impact of skewness on the expected utility (see Brockett and Kahane (1992),
Brockett and Garven (1998), and Christodoulakis and Peel (2006)). Moreover, frontiers
present large discontinuities as already pointed out by Athayde and Floˆres (2002)31. In
Figure 2.6, the highest mean eﬃcient portfolios for each level of L-moment3 are presented.
30despite exhibiting an apparent inverse relation since they used the fourth standardized moment. By
construction, standardizing the fourth moment necessarily leads to an inverse relation with volatility.
31The discontinuities are here reinforced by the imposed no-short sale constraint, and also, to an even
greater extent, by the fact that we perform here a large scale optimization (see Athayde and Floˆres (2002)).
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Figure 2.5. First Four L-moment Constrained Eﬃcient Frontier in the L1-L4 Plane.
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Source: Bloomberg, weekly net asset Values (06/2001-06/2006) in EUR; computations by the authors. The
constrained eﬃcient frontier is compounded with 731 simulated portfolios, obtained after optimization in
9,637 directions of random portfolios built with 162 European equities. Sizes of dots and their colour
shadings (from black small low levels to white large high levels) represent (respectively) the second (third)
L-moments on the left ﬁgure (the right ﬁgure).
Figure 2.6. First Four L-moment Constrained Eﬃcient Frontier in the L1-L3 Plane.
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Source: Bloomberg, weekly net asset Values (06/2001-06/2006) in EUR; computations by the authors. The
constrained eﬃcient frontier is compounded with 1,925 simulated portfolios, obtained after optimization
in 9,637 directions of random portfolios built with 162 European equities. Sizes of dots and their colour
shadings (from black small low levels to white large high levels) represent (respectively) the second (fourth)
L-moments on the left ﬁgure (the right ﬁgure).
We ﬁrst note that the maximum mean return portfolio has a negative skewness. That is:
willing high mean returns has a price in terms of L-moment3 (called a skewness premium;
see Post, Vliet and Levy (2008) and relevant literature). From Figure 2.6 (and Figure
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2.2), it also appears that the highest L-moment3 eﬃcient portfolios have medium mean
returns (and L-moment2). Finally, the lowest mean (L-moment2) eﬃcient portfolios are
associated with a low (negative) asymmetry as shown in Figure 3 and Figure 6, the former
representing the link between the highest L-moment3 for various L-moment2 of the four L-
moment eﬃcient portfolios. An interesting feature for the investor is revealed in this ﬁgure:
for some quite low volatility portfolios, the third L-moment could be strongly improved
with second (and fourth) L-moment(s) only marginally deteriorated. The non-linear non-
monotonic discontinuous relations found between L-moment3 and other L-moments for
eﬃcient portfolios (see also Figure 2.7) are consistent with the relations presented by
Athayde and Floˆres (2004), Jurczenko, Maillet and Merlin (2006), and Maringer and
Parpas (2008), but diﬀer from the relation found in Harvey, Liechty, Liechty and Mu¨ller
(2002)32.
Figure 2.7. First Four L-moment Constrained Eﬃcient Frontier in the L3-L4 Plane.
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Source: Bloomberg, weekly net asset Values (06/2001-06/2006) in EUR; computations by the authors. The
constrained eﬃcient frontier is compounded with 1,244 simulated portfolios, obtained after optimization
in 9,637 directions of random portfolios built with 162 European equities. Sizes of dots and their colour
shadings (from black small low levels to white large high levels) represent (respectively) the ﬁrst (second)
L-moments on the left ﬁgure (the right ﬁgure).
The investigation of the various two-moment trade-oﬀs between L-moments leads to
the following preliminary conclusions. First, the strong link found between the even L-
32This diﬀerence could be explained by a database bias (four equity stocks are used and one of them
dominates the others in the ﬁrst and third moments).
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moments seems to be in accordance with the traditional two-moment analysis and can
be thought of as rational (even if not automatic - see Brockett and Garven (1998), and
Haas (2007)). Since the even L-moments of eﬃcient portfolios are thus found to be in
correlation, the temperance of agents (sensitivity to the fourth moment) is closely linked
with their risk aversion (sensitivity to the second moment). As seen in Jurczenko and
Maillet (2004) in the context of option pricing with higher-moments and as mentioned
by Galagedera and Maharaj (2008) examining an extended higher comoments conditional
CAPM with realized variables, the (co-)kurtosis seems not to bring a lot of information
into the analysis when the (beta) second moment is already in (at least for the type of
assets and data sample considered here). Secondly, as already pointed out in the literature,
the relation between odd moments is proved unclear. Indeed, the relation between ﬁrst
and third moments for the eﬃcient portfolios is shown to be non-monotonic (see Post,
Vliet and Levy (2008), and Crainich and Eeckhoudt (2008)). Extreme (highest or lowest)
greediness of investors (highly sensitive to the ﬁrst moment) goes with a lower prudence
(sensitivity to the third moment), whilst extremely prudent agents will choose portfolios
with mild (non extreme) characteristics in terms of ﬁrst, second and fourth moments.
Thirdly, as a consequence, we may say that the prudence characteristic of the investor
is crucial when determining her asset allocation, and that taking into account the third-
moment might lead to favorable improvements of the utility of the investor, only causing
small changes in the three other moment characteristics of optimal portfolios. We further
investigate, hereafter, these preliminary conclusions, not only dealing with moments two-
by-two as previously, but taking into account all moments at the same time, and focusing
more on higher moments than in the above analysis.
We represent in Figure 2.8 the whole set of the four-moment eﬃcient portfolios in the
traditional plane of Markowitz. All portfolios in this Figure are said to be (potentially)
Pareto eﬃcient since one may ﬁnd a rational agent, exhibiting a speciﬁc set of marginal
rates of substitution between L-moments, that chooses one of these portfolios without any
hope of simultaneous improvements in all moments going with another choice. All these
portfolios, which do not belong to the Mean-L-moment2 frontier anymore, show either
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Figure 2.8. First Four L-moment Constrained Eﬃcient Frontier in the L1-L2-L3 Space.
with Third L-moments Coloured with Fourth L-moments Coloured
Source: Bloomberg, weekly net asset Values (06/2001-06/2006) in EUR; computations by the authors. The
constrained eﬃcient frontier is compounded with 65,253 simulated portfolios, obtained after optimization
in 9,637 directions of random portfolios built with 162 European equities. Sizes of dots and their colour
shadings (from black small low levels to white large high levels) represent (respectively) the third (fourth)
L-moments on the left ﬁgure (the right ﬁgure).
a high L-moment3 or a low L-moment4 amongst all possible portfolios, or a compromise
between the two. Color shadings represent either the third or the fourth L-moments
respectively on the left and right sub-ﬁgures. Three pieces of complementary information
to the previous analysis should be mentioned here. First, almost all the interior of the two-
moment frontier is full of four-moment eﬃcient portfolios, except the right bottom part
of the Figure 2.8 that does not contain any optimal portfolios: almost any compromise
between moments is here reachable, except low mean returns accompanied by high second,
third and fourth moments (which are dominated by a better mean portfolio). Secondly,
we do not observe a clear link between moments when enlarging the analysis in the four
dimensions. For instance, minimization of the second L-moment from high levels (right
part of the ﬁgure) results in various levels of other moments. Thirdly, and surprisingly,
agents who are extremely prudent (paying high attention to the third L-moment) will
choose portfolios in the same region (characterized by high-mean, high-volatility, high-
skewness and also high-kurtosis portfolios) than the agents having the lowest temperance
(almost insensitive to the kurtosis). But we also remark that choosing amongst these
portfolios represents a large (probably unrealistic) price in terms of expected return. In
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that sense, diverging too far from the two-moment only optimization paradigm (looking
for interesting higher moments) has a cost, which may be seen as almost unreasonable
by most investors. However, and once again, we also see portfolios, near the traditional
frontier (upper limb), that exhibit better third L-moments. The third and fourth moments
of the Mean-L-moment2 frontier portfolios could thus probably be improved, with only a
marginal deterioration of the ﬁrst two L-moments.
Figure 2.9. First Four L-moment Constrained Eﬃcient Frontier in the L1-L2-L3 Space.
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Source: Bloomberg, weekly net asset Values (06/2001-06/2006) in EUR; computations by the authors. The
constrained eﬃcient frontier is compounded with 65,253 simulated portfolios, obtained after optimization
in 9,637 directions of random portfolios built with 162 European equities. Lines correspond to Mean
L-moment2 Eﬃcient Portfolios when the level of L-moment3 is constrained. Sizes of dots and their colour
shadings (from black small low levels to white large high levels) represent the Four L-moments of Eﬃcient
Portfolios in the Mean-L-moment2 plane (i.e. the traditional Eﬃcient Portfolios).
We highlight this last fact through Figure 2.9 where we plot the frontiers of Mean-
L-moment2 eﬃcient portfolios for various given levels of L-moment3, together with the
global mean-L-moment2 eﬃcient frontier. The sizes of the dots (altogether with their
color shadings here) represent the level of fourth L-moment. We thus obtain various
peculiar shapes of frontiers for each level of L-moment3, that are each time very similar to
the two-dimension theoretical parabola, with diﬀerent asymptotes and apexes depending
upon the third moment. This result is then comparable to the representations of the
Mean-Variance-Skewness presented in Jurczenko and Maillet (2001), Buckley, Saunders
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and Seco (2008), and Menc´ıa and Sentana (2008) in a restricted three-moment world,
and by Jurczenko, Maillet and Merlin (2006), Kerstens, Mounir and Woestyne (2007), or
Maringer and Parpas (2008) in a four parameter space. The L-moment2 eﬃcient portfolios
with low volatilities indeed appear to be located on the most negative L-moment3 parts of
the shapes. This highlights the fact that for low and high L-moment2 targeted portfolios,
L-moment3 and L-moment4 could be signiﬁcantly improved by reasonable changes in the
L-moment2, as shown in Table 3.13 in the case of low volatility portfolios.
Table 2.1. P-statistics of Normality Goodness-of-Fit Tests of the various Optimal Portfolio
Return Series (frequencies of rejections at 1%, 5% and 10% conﬁdence levels)
Jarque-Bera
Kolmogorov-
Smirnov Liliefors
Anderson-
Darling
Original European Stock
Returns Series (.91)/[.96]/.98 (.20)/[.38]/.58 (.68)/[.81]/.86 (.82)/[.90]/.94
Four L-moment General
Eﬃcient Portfolios (.65)/[.72]/.75 (.15)/[.38]/.50 (.64)/[.82]/.89 (.78)/[.91]/.94
Four L-moment Quartic
Optimal Portfolios (.88)/[.93]/.95 (.13)/[.35]/.50 (.69)/[.80]/.84 (.74)/[.81]/.83
Four L-moment CRRA
Optimal Portfolios (.69)/[.78]/.82 (.12)/[.15]/.18 (.20)/[.26]/.45 (.46)/[.48]/.56
Four C-moment Power-
expo Optimal Portfolios (.98)/[.99]/1.00 (.10)/[.23]/.43 (.60)/[.79]/.84 (.78)/[.85]/.86
Four L-moment Power-
expo Optimal Portfolios (.83)/[.95]/1.00 (.14)/[.39]/.44 (.55)/[.60]/.63 (.65)/[.76]/.78
Source: Bloomberg, weekly net asset Values (06/2001-06/2006) in EUR; computations by the authors.
From the sets of the (162) original return series, the (65,253) general Four L-moment Eﬃcient Portfolios
(see Figure 8), the (379) Four L-moment CRRA Optimal Portfolios, the (123) Four L-moment Quartic
optimal portfolio, the (92) Four C-moment Power-expo optimal portfolios, the (341) Four L-moment
Power-expo Optimal Portfolios (see Figure 11), we compute the Jarque-Bera, the Kolmogorov-Smirnov,
the Liliefors and the Anderson-Darling Goodness-of-Fit tests. The table reports the frequency of P-
statistics below the usual probability thresholds (1% between parentheses, 5% between brackets and 10%
between accolades), i.e. the relative number of (stock) portfolio series being non-normal in the sense of
the usual Gaussianity tests.
Now comes the question of utility implications of an allocation also considering higher
moments in a dual representation of the investor allocation problem, which is a diﬃcult
question mainly because of the complexity of the problem of optimizing utility functions33.
33Several issues indeed arise when optimizing utility functions (see Jondeau and Rockinger (2006) and
Garlappi and Skoulakis (2008)). First, excessive sensitivities of utility functions to parameters often
plague optimization procedures. Secondly, when performing multi-objective optimization, ﬁve theoretical
conditions (such as independence of the sub-objectives) have to be respected to ensure the existence of
an optimum (see Keeney and Raiﬀa (1993)). Thus, the multi-objective optimization problem applied
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Figure 2.10. Clusters of the Four L-moment Optimal Portfolios according to their L-
moments in the L1-L2 Plane.
Source: Bloomberg, weekly net asset Values (06/2001-06/2006) in EUR; computations by the authors.
The colours represent the clusters of the Four L-moment Eﬃcient Portfolios according to their L-moment
similarity. This ﬁgure is obtained using a Self-Organizing Maps’ classiﬁcation algorithm on a string of ﬁve
cells, applied on vectors of (unscaled) L-moments deﬁning the optimal portfolios (see Kohonen (2000),
and Appendix 3).
In a very general context, we can start by using the vectors of L-moments of the potential
eﬃcient portfolios for deﬁning regions in which the L-moments of eﬃcient portfolios are
almost similar (arbitrarily valuing at the same rate the various L-moments since they are
of the same order of magnitude). Figure 2.10 indeed represents the location of portfolios
classiﬁed into ﬁve clusters that have been built using a Self-Organizing Maps algorithm
(see Kohonen (2000) and Appendix 3), based on the vectors of L-moments. Each region
in Figure 2.10 (color shadings on the map) represents a set of similar portfolios in terms
of their L-moments; we remark that we can distinguish clear regions of portfolios with
similar L-moment characteristics. Cluster 4, for instance, groups together most of the
traditional two-moment optimal portfolios, whilst cluster 2 is compounded with the highest
skewness and kurtosis portfolios. In other words, in such a general framework (with
no formal speciﬁcation in link with an explicit utility function), individuals may pick
to portfolio choice (see Ehrgott, Klamroth and Schwehm (2004)) has to be rigorously deﬁned. Lastly, as
shown by Marschinski, Rossi, Tavoni and Cocco (2007), the parameter uncertainty has strong implications
in the determination of optimal solutions.
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their optimal portfolios in various rather homogeneous regions (corresponding to several
preference and risk prototypes), according, ﬁrst, to the characteristics of the underlying
L-moments (Figure 2.10) and, second, to the way they value them (Figure 2.11 below).
In Figure 2.11, we propose to illustrate the optimal choice, now valuing the investors’
sensitivities and moments according to some ﬂexible usual representations of utility func-
tions (see Appendix 1). We select and represent, from the set of the optimal Four L-
moment Eﬃcient Portfolios, the ones that maximize the level of utility for various param-
eters in relevant ranges, for a Quartic utility function computed with L-moments (imposing
here the sensitivities to moments to decrease with the order of the moment) and a Quartic
(CRRA) utility function (for plausible reported values of the risk aversion coeﬃcient - see
Jondeau and Rockinger (2006)34). We also generalized our results (bottom ﬁgures) using
a more ﬂexible Power-exponential utility function. In almost all cases, selected eﬃcient
portfolios are lying on (or not far from) the traditional two-moment frontier.35 We indeed
converge to the previous reported results concerning the accuracy of a second-moment ap-
proximation, since the four-moment optima all lie on the traditional two-moment frontier.
As in Simaan (1993) these results suggest, furthermore, that the opportunity cost of the
static mean-variance investment strategy is empirically irrelevant in our case. In other
words, either the considered class of the utility function is not general enough and/or the
departures from Gaussianity and non-linearities present in our database on the period are
not large enough to signiﬁcantly impact the traditional asset allocation.
This fact is strengthened by the results presented in Table 3.13 and Figure 2.12. As
already mentioned, most of the original stock return series cannot indeed be considered
as Normal (see Table 3.13). The same is also observed regarding the optimized portfolio
34As an alternative, we also considered a fourth-order Taylor expansion of the CARA (for Constant
Absolute Risk Aversion) exponential utility function, that has also been widely studied in the literature.
Yet, it should be noticed, as written in Jondeau and Rockinger (2006), that we found the same basic
results with both types of utility functions.
35 Despite the widespread approach in the investor preference literature being to scale the initial agent
wealth to one (see Jondeau and Rockinger (2006)), we also tested per curiosity optimal utility-linked
choices considering some levels of wealth (for intensifying the role of the higher moments). Our ﬁrst
results were not conclusive in the sense that we found no clear impact on the moment preferences (when
sticking to realistic decreasing order sensitivities). Moreover, utility function approximations became in
this case far more complicated, since terms appear to concern the dependence upon higher moments (due
to the presence of various wealth-moment interactions).
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Figure 2.11. Optimal Portfolios for various Four-moment Dependent Utility Functions in
the L1-L2 Plane.
CRRA Utility Function Quartic Utility Function
with L-moments with L-moments
U (W ) = (1 − γ)−1 W1−γ U (W ) = β0 + β1W + β2W2 + β3W3 − β4W4
with γ ∈ ] 0, 50 ]. with βi ∈ [0, 1]fori = [1, ..., 4]
and βi ≥ βi+1 for i = [1, ..., 4] .
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Power-expo Utility Function Power-expo Utility Function
with Conventional Moments with L-moments
U (W ) = α−1
[
1 − exp
(
−αW1−γ
)]
with α ∈ [ − 50, 50 [ \ {0} , γ ∈ [ − 10, 10 [ \ {1} and α (1− γ) > 0.
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Source: Bloomberg, weekly net asset Values (06/2001-06/2006) in EUR; computations by the authors.
From the set of directionally optimized portfolios, we select portfolios that are optimal for each of the
considered utility functions. In the top left ﬁgure, black points represent optimal portfolios when consid-
ering CRRA utility functions. In the top right ﬁgure, black points represent optimal portfolios associated
to Quartic utility functions that respect the condition of decreasing order moment preferences. In the
bottom ﬁgures, black points represent optimal portfolios with respect to Power-expo utility functions
using conventional moments (bottom left ﬁgure) and L-moments (bottom right). Consideration of both
C-moments and L-moments allows us to ensure that the two frontiers remain in line and to show the
impact of the use of robust statistics in portfolio choice.
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returns. The Jarque-Bera, Anderson-Darling and Liliefors tests highly reject the Gaussian
hypothesis, whilst the Kolmogorov-Smirnov test overall result is more contrasted. The two
former tests mostly evaluate diﬀerences in the tails of the distributions, while the Lilliefors
is especially sensitive to distribution gaps located at the node. For the Kolmogorov-
Smirnov test, only the size of the largest diﬀerence counts. Diﬀerences between empirical
probability density functions and the theoretical Gaussian-benchmark ones are then mainly
diﬀerences in the skewness and the kurtosis, small diﬀerences in the tails and in the centers
of distributions, more likely than large diﬀerences somewhere speciﬁc. It is fair to mention
here that most of the series - original stock and various optimized portfolio returns -
clearly diﬀer from the ideal Gaussian hypothesis of the Markowitz’ model. Our negative
result concerning the impact of higher moments on the utility-based optimal choice is
not due to a hypothetical (almost-)Gaussianity of the underlying series. What could
happen now if we were to intensify the original values of the skewness and the kurtosis
(keeping the two ﬁrst moments unchanged)? In Figure 2.12, we select and represent,
from the set of all directionally optimized portfolios, those that are optimal for one of
the various Quartic Utility functions - making their higher moments more attractive by
a simple linear transformation (multiplying the third L-moment and dividing the fourth
L-moment by 2 and 4, with the ﬁrst and second L-moments unchanged36). In the left
(right) ﬁgure, the bold grey line represents the Quartic eﬃcient frontier with no change
(original data), whilst the thin black line represents the eﬃcient frontier when the third
moments of underlying portfolios are multiplied by 2 (respectively by 4), the bold grey
dotted line corresponds to the eﬃcient frontier when the fourth moments are divided by
2 (by 4), and the thin black dotted line is related to the eﬃcient frontier when both third
and fourth L-moments are (respectively) multiplied and divided by 2 (by 4). We clearly
see that, even for unreasonable changes in the higher L-moments (a 100% increase), the
optimal portfolios still lie close to the traditional frontier, whilst it is just for a drastic
unrealistic intensiﬁcation that some optimal portfolios start to go away from the usual
36 Since all the two-moment optimal portfolios exhibit neither the highest L-moment3 nor the smallest L-
moment4 for all levels of L-moment2, we also tried other simple linear transformations such as mutliplying
by 2 and 4 (dividing by 2 and 4) both higher L-moments, with no signiﬁcant change in the conclusion.
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frontier (but only for some low-medium volatility portfolios). This clearly illustrates that
even if we greatly intensify the non-normal features of the data, no clear impact could be
highlighted in terms of utility improvements.
Figure 2.12. Eﬃcient Frontiers for CRRA Utility Functions with Intensiﬁed Higher-order
Moments.
CRRA Utility Function with L-moments
U (W ) = (1− γ)−1 W 1−γ
with γ ∈ ] 0, 50 ].
with Intensiﬁed L3- (x2) and with Intensiﬁed L3- (x4) and
L4- (/2) moment Features L4- (/4) moment Features
0.05 0.1 0.15 0.2 0.250.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
Annualized L−moment2
An
nu
al
iz
ed
 M
ea
n
 
 
0.05 0.1 0.15 0.2 0.250.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
Annualized L−moment2
An
nu
al
iz
ed
 M
ea
n
 
 
Source: Bloomberg, weekly net asset Values (06/2001-06/2006) in EUR; computations by the authors.
From the set of directionally optimized portfolios, we select those that are optimal for one of the various
CRRA utility functions. On the left (right) ﬁgure, the grey bold line represents the CRRA eﬃcient
frontier with no change (original data), whilst the thin black line represents the eﬃcient frontier when the
third moments of underlying portfolios are multiplied by 2 (respectively by 4), the bold grey dotted line
represents the eﬃcient frontier when the fourth moments are divided37 by 2 (by 4) and the thin black
dotted line represents eﬃcient frontier when third moments are multiplied by 2 (by 4) and fourth moments
are divided by 2 (by 4).
This last conclusion, considering our pure equity sample in the period 2001-2006 and
some classical higher-moment utility functions, so greatly moderates the previous ones
when we only considered the higher moment portfolio characteristics without valuing them
through a precise utility function. Whatever indeed the truncation order of the utility
function chosen, the accuracy of the approximation of the expected utility is still deﬁnitely
an empirical issue (see Hlawitschka (1994)). Several authors (such as, for instance, amongst
others: Markowitz (1991), and Hsieh and Fung (1999) - see Jurczenko and Maillet (2006a),
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and Jondeau and Rockinger (2006), for larger lists of references) show using diﬀerent assets,
databases, time periods, constraints, utility functions and parameter sets, that a second-
order Taylor expansion already quite accurately approximates the expected utility, leaving
us a priori with only small potential improvements when dealing with higher moments (see
Jondeau and Rockinger (2003b and 2006)). These studies conﬁrm the previous research on
this subject, since we were not able in a traditional expected utility framework to clearly
underline the positive eﬀect of incorporating higher-moments in the asset allocation.
However, a potential application for the investors of the higher L-moments could be in
the control of the features of optimal portfolios, since some eﬃcient portfolios, similar in
terms of the two ﬁrst moments, exhibit large diﬀerences in higher L-moments as presented
in Table 2.2, where we compare some characteristics of second moment alike portfolios.
From the set of the Four L-moment Eﬃcient Portfolios with an L-moment2 that is not
signiﬁcantly diﬀerent from that of the Minimum L-moment2 Portfolio (at a 5% threshold
using the Log-normal hypothesis38 by Alizadeh, Brandt and Diebold (2002) - see Figure
2.13), we select the Local Maximum Mean, the Local Maximum L-moment3 and the Local
Minimum L-moment4 Portfolios. The Table 2.2 presents the ﬁrst four L-moments and the
Sharpe ratios of the selected local best portfolios and indicates that small (non-signiﬁcant)
changes in the L-moment2 may lead to some diﬀerences in other characteristics, advocating
for a potential advantageous control of other features of the traditional optimal portfolios.
2.5 Conclusion
We introduce in this article a general method for deriving the set of strong eﬃcient
portfolios in the non-convex Four L-moment space, using a shortage optimization func-
tion (see Luenberger (1995), Briec, Kerstens and Lesourd (2004), Jurczenko, Maillet and
38We ﬁrst tested the hypothesis of Log-normality of the second L-moment using one-year rolling sample
volatility of returns on the global Minimum L-moment2 Portfolio, and the resulting P-statistics of Jarque-
Bera, Kolmogorov-Smirnov, Liliefors and Anderson-Darling tests were, respectively, .14, .13, .14, .14,
leading to a non-rejection of the null. Using a Fisher test, we then considered the set of portfolios having
a return standard deviation not signiﬁcantly diﬀerent from the one of the return on the global Minimum
L-moment2 Portfolio. We, secondly, considered portfolios non-signiﬁcantly diﬀerent in L-moment2, using
an empirical cumulative density function; overall results were similar.
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Figure 2.13. Set of Portfolios with Second L-moments almost Equivalent to the one of the
Minimum L-moment2 Portfolio.
Source: Bloomberg, weekly net asset Values (06/2001-06/2006) in EUR; computations by the authors.
The black area represents the region in which the Four L-moment Eﬃcient Portfolios have an L-moment2
not signiﬁcantly diﬀerent at a 5% threshold from the L-moment2 of the Minimum L-moment2 (using
the Log-normal volatility hypothesis by Alizadeh, Brandt and Diebold (2002) - diﬀerences in the Second
L-moment are in the third digit). Grey dots represent (from the highest mean to the lowest) the Local
Maximum Mean portfolio, the Local Minimum L-moment4, the Local Minimum L-moment2, and the
Local Maximum L-moment3
Merlin (2006), and Briec, Kerstens and Jokung (2007)) and a set of robust statistics
called L-moments. In this framework, the portfolio eﬃciency is simply evaluated by look-
ing simultaneously for L-variance and L-kurtosis contractions, and mean and (positive)
L-skewness expansions. We thus approximate the true but unknown Four L-moment Ef-
ﬁcient Frontier by a non-parametric portfolio frontier, using an eﬃciency measure that
guarantees a global optimum in a four-dimensional space. In addition, the shortage func-
tion approach can adapt itself to any particular multi-moment asset allocation focusing
on return-maximization, (L)-skewness-maximization, (L)-variance-minimization, and (L)-
kurtosis-minimization. Furthermore, dual interpretations are available without imposing
any extra simplifying hypotheses (see Briec, Kerstens and Jokung (2007)).
An empirical application provides a four-dimensional representation of the primal
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Table 2.2. Statistical Properties of Minimum L-moment2 Portfolio versus the Local Max-
imum Mean, Local Maximum L-moment3 and Local Minimum L-moment4 Portfolios
Mean L-moment2 L-moment3 L-moment4 Sharpe ratio
Minimum
L-moment2
.15 .05 −.70 1.30 1.19
Local Maximum
Mean .28 .06 −.90 1.40 2.34
Local Maximum
L-moment3
.11 .05 .20 1.70 .71
Local Maximum
L-moment4
.17 .06 −1.10 .60 1.29
Source: Bloomberg, weekly net asset Values (06/2001-06/2006) in EUR; computations by the authors.
From the set of Four L-moment Eﬃcient Portfolios with a L-moment2 that is not signiﬁcantly diﬀerent
from the one of the Minimum L-moment2 portfolio (at a 5% threshold), we select the Local Maximum
Mean, Local Maximum L-moment3 and Local Minimum L-moment4 Portfolios (see Figure 2.13). The
table presents the ﬁrst four L-moments (the two ﬁrst L-moments being annualized and the two last ones
being divided by 1,000), and Sharpe ratios of selected local best portfolios.
non-convex four L-moments eﬃcient portfolio frontier and illustrate the computational
tractability and relative robustness of the approach. The Eﬃcient Frontier estimation
recovered from a sample universe of 162 European stocks shows various rational trade-oﬀs
between moments that are coherent with previous approaches (see Athayde and Floˆres
(2004), Jurczenko, Maillet and Merlin (2006), and Maringer and Parpas (2008)). Never-
theless, comparisons between approximations of traditional CRRA, Quartic and Power-
expo Utility functions based on a fourth-order Taylor expansion, computed with C- or L-
moments (with decreasing absolute values of sensitivities to moments), show that optimal
portfolios mainly lie on the conventional mean-variance eﬃcient frontier in a traditional
expected utility setting. In other words, we conclude as Jondeau and Rockinger (2003b
and 2006) that higher moments can only matter when investors exhibit major preferences
for higher moments and when underlying assets are massively non-Gaussian, that is when
we depart a lot from the traditional analysis by Markowitz (1952). However, we also
advocate for the use of local optimal higher L-moment eﬃcient portfolios that may have
for the investors some advantages over the traditional mean-variance solutions (see also
Darolles, Gourie´roux and Jasiak (2008)).
A ﬁrst natural extension of this study will be to apply the proposed method to non-
linear asset payoﬀs of protected, option-like or alternative investments, where divergences
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from Normality are truly large and have speciﬁc forms (large pointwise discrepancies, and
not only, as in our case study, small diluted diﬀerences). A second straightforward potential
extension is to be found in a conditional version of our four L-moment asset allocation
model. A conditional time-varying modelling of the Four L-moments can be achieved either
by using a multivariate GARCH-based model speciﬁcation for the asset return covariances
(see Jondeau and Rockinger (2003a and 2008), and Jondeau, Poon and Rockinger (2007)),
or within a robust dynamic autoregressive quantile model (see the CAViaR model by
Engle and Manganelli (2004), the QAR by Koenker and Xiao (2006), the CHARN by
Martins-Filho and Yao (2006), the DAQ by Gourie´roux and Jasiak (2008), the CARE and
EWQR by Taylor (2008a and 2008b)). A third possible extension of our work would be in
the development of an asset pricing relation, exploiting the potential improvement of our
new notation of higher-order moments, that generalizes the Gini-CAPM (see Shalit and
Yitzhaki (1989), Okunev (1990), and Benson, Faﬀ and Pope (2003)) in the four L-moment
direction, which can be done for instance by imposing some restrictions on the joint asset
return distribution (see Shalit and Yitshaki (2005)), and possibly estimated with Realized
(L-)comoments (see Galagedera and Maharaj (2008)). Finally, it would be of great interest
to investigate the relative performance of our Four L-moment approach with respect to
alternative robust non-parametric (see Ledoit and Wolf (2003 and 2004), Kim and White
(2004), and Gourie´roux and Liu (2006)) and parametric (Adcock (2008), Buckley, Saunders
and Seco (2008), Menc´ıa and Sentana (2008), Cvitanic´, Polimenis and Zapatero (2008))
extended multi-moment asset allocation and pricing models in an international setting
(see Guidolin and Timmerman (2008)).
2.6 Appendix
2.6.1 Appendix 1
We brieﬂy present below the main utility functions and their approximations based on
the ﬁrst four moments used in Figure 12.
Let U (.) be a general utility function of the end-of-period wealth W . A Taylor series
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expansion allows us to obtain the expected utility (see Jondeau and Rockinger (2006),
Jurczenko and Maillet (2006a), and Garlappi and Skoulakis (2008) for precise conditions39
for the development to be exact or approximative), written as such:
E [U (W )] = U
(
W
)
+ U (1)
(
W
)
E
[
W −W ]+ 2−1U (2) (W)E [(W −W )2]
+ (3!)−1 U (3)
(
W
)
E
[(
W −W)3] + (4!)−1 U (4) (W)E [(W −W )4] , (2.42)
where E(.) is the expectation operator, U (n), for n = [1, ..., 4], corresponds to the n-th
derivative of the utility function with respect to her ﬁnal wealth denoted W, with W0 the
initial wealth (equal to the unity by simpliﬁcation40), W = E (W ) = [1 + E (Rp)] the
expected ﬁnal wealth, Rp = W/W0 − 1 the random return on the portfolio held by the
investor.
Thus, if we consider a Constant Relative Risk Aversion Utility function (see Mehra
and Prescott (1985)) such as (with previous notations):
U (W ) = (1− γ)−1 W 1−γ, (2.43)
39Even if the Taylor series expansion is a standard and a well established way to express utility functions
in terms of moments (see Samuelson (1970)), it is to be noticeable that all moment preferences (ﬁrst
derivatives) only depend upon the ﬁrst moment of return (alone). This feature is not merely intuitive
since an investor targeting a high return portfolio would be more sensitive to extreme events compared
to an investor choosing a less proﬁtable portfolio. This claims for a more general utility representation
than the usual ones we tested here. In addition, Loistl (1976) argues that such approximations could also
be largely biased if some conditions are not respected (see Garlappi and Skoulakis (2008) for details on
these conditions).
40A well-known criticism of portfolio choice models is the absence of any wealth eﬀect in the analysis
(see Quizon, Binswanger and Machina, (1984)); some authors suggest that the relative risk aversion
increases with wealth, whilst others conclude with the opposite eﬀect (see Peress, (2004)). Nevertheless,
the main approach in the investor preference literature is to scale the initial agent wealth to one. We
ﬁrst thought that such an approach could be very restrictive and, accordingly, we also tested optimal
utility-linked choices considering various levels of wealth (as an attempt to intensify the role of the higher
moments). Our ﬁrst results were not, however, conclusive. More precisely, we did not ﬁnd any clear
impact on the moment preferences. Added to the fact that the utility function approximations become
more complicated in terms of dependence to the higher moments (due to the presence of various wealth-
moment interactions), we, secondly, chose to rescale to one the initial wealth for the sake of simplicity.
This renormalization allows us to write simply the expansion and to easily make the link between moments
and preferences in the context of series expansion. It ensures also the complete equivalence between the
expected utility expressions both in terms of return and terminal wealth - with a simple substitution of
W (in this Appendix and in Figure 12) by Rp (in the corpus of the text). See Brockett and Golden (1987)
and Jondeau and Rockinger (2006) for discussions regarding completely monotone utility functions and
independence to wealth levels (see also Footnote 35 in the text).
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we obtain using C-moments:
E[U (W )] = (1− γ)−1 (m1)1−γ − 2−1γm2(m1)−γ−1 + (3!)−1 ×
γ (γ + 1)m3(m1)−γ−2 − (4!)−1 γ (γ + 1) (γ + 2)m4(m1)−γ−2,
(2.44)
with γ = ]0, 20] \ {1} and where the mn, for n = [1, ..., 4], are the ﬁrst four centered
moments of the returns.
If we now consider a Quartic Utility function (see Jondeau and Rockinger (2006) and
Jurczenko and Maillet (2006a)) as such (with previous notations):
U (W ) = β0 + β1W − β2W 2 + β3W 3 − β4W 4, (2.45)
we have under the same restrictions:
E[U (W )] = a0 + a1m
1 − a2(m1)2 + a3(m1)3 + a4(m1)4+
[a2 + 3a3m
1 + 6a4(m
1)2]m1 + [a3 + 4a4m
1]m3 + a4m
4.
(2.46)
where, for n = [1, ..., 4], the mn being the ﬁrst four centered moments of the returns
and ai ∈ IR.
If we ﬁnally consider a Power-exponential Utility function (see Saha (1993), and Holt
and Laury (2002)) as such (with previous notations):
U (W ) = α−1
[
1− exp (−αW 1−γ)] , (2.47)
we now have using C-moments:
E[U (W )] = β1 + 2
−1β2m2 + (3!)
−1 β3m3 + (4!)
−1 β4m4, (2.48)
where, for n = [1, ..., 4], the mn being the ﬁrst four centered moments of the returns and
the βn ∈ IR are such as:
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β1 = α
−1 {1− exp [−α(m1)1−γ]}
β2 = (1− γ) exp [−α(m1)1−γ]× [−γ(m1)1−γ − α (1− γ) (m1)−2γ]
β3 = (1− γ)2 exp [−α(m1)1−γ ]× [2αγ(m1)−1−2γ + α2 (1− γ) (m1)−3γ
−γ(m1)−γ + α(m1)−1−2γ ]
β4 = (1− γ)2 exp [−α(m1)1−γ ]×
[2αγ (2γ − 1) (m1)−2−2γ − 5α2γ (1− γ) (m1)−1−3γ + γ2(m1)−γ−1
α (−γ2 − γ + 1) (m1)−2γ − α3 (1− γ)2 (m1)−4γ − α2 (1− γ) (m1)1−3γ] ,
with α ∈ IR \ {0} , γ ∈ IR \ {1} , α (1− γ) > 0 , where α and (1− γ) respectively
govern the Relative and Absolute Risk Aversions. 
2.6.2 Appendix 2
We hereafter recall the propositions given in the corpus of the article regarding the
optimization programs and present their proofs.
Proposition 1. For every g ∈ (IR+ × IR− × IR+ × IR−) \ {0} and every w ∈ F, there
exists a unique element δ∗, δ∗ ∈ IR+, such that:
Sg(w) = λw + δ
∗g. (2.34)
Proof of Proposition 1.
First, we recall that the set of the feasible portfolios A can be expressed as follows:
A =
{
w ∈ IRN : w′1 = 1 and w ≥ 0
}
, (2.26)
where w
′
is the (1×N) transposed vector of the investor’s holdings in the various risky
assets, 1 is the (N × 1) unitary vector and 0 is the (N × 1) null vector. Also recall that the
set of the feasible portfolios in the four L-moment space in a free disposal representation,
denoted F (see Briec, Kerstens and Lesourd (2004), and Briec, Kerstens and Jokung
(2007)) writes:
F = {λw : w ∈ A} + [(−IR+)× IR+ × (−IR+)× IR+] , (2.27)
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where λw is the (4× 1) vector of the ﬁrst four L-moments of the portfolio return Rw, i.e.:
λw = [λ1 (Rw) ; λ2 (Rw) ; λ3 (Rw) ; λ4 (Rw)]
′
.
Secondly, we recall the deﬁnition of the (generic) partial order relation, denoted by ,
on IR4, that is for any (λ, λ˜) ∈ (IR4)2:
λ  λ˜ ⇐⇒ [λ1 ≥ λ˜1, λ2 ≤ λ˜2, λ3 ≥ λ˜3, λ4 ≤ λ˜4], (2.28)
altogether with a strict relation, denoted by , as such:
λ  λ˜ ⇐⇒ [λ1 > λ˜1, λ2 < λ˜2, λ3 > λ˜3, λ4 < λ˜4]. (2.29)
Thirdly, for every w ∈ A and for every g ∈ (IR+ × IR− × IR+ × IR−) \ {0}, let us
deﬁne the set Dw,g of admissible distances from the portfolio w to the weakly eﬃcient
frontier in the direction g, such as:
Dw,g = {δ ∈ IR+ : (λw + δg) ∈ F} . (2.49)
Let now the mapping Λ(.) from A to IR4 deﬁned by, for every w ∈ A:
Λ(w) = λw. (2.50)
The mapping Λ(.) is continuous since all coordinate functions are polynomial functions.
Moreover, since A is a compact set, then Λ(A) is also a compact set (see Theorem 4.14,
p.89, in Rudin (1976)). We thus have:
F = Λ(A) + [(−IR+)× IR+ × (−IR+ × IR+)] . (2.51)
So there exists λw ∈ IR4 such that for every λw ∈ F, λw  λw. This implies that Dw, g
is bounded.
The set F is the sum of a compact set and a closed set, so it is a closed set. Moreover,
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the mapping δ → (λw + δg) is continuous on IR+, and then Dw,g is closed. We deduce
that Dw, g is also a compact. Then, there exists δ
∗ ≥ 0 such that Sg(w) = (λw + δ∗g).
At this point, we note, however, that the mapping Λ(.) is not necessarily bijective (de-
pending on the considered set of portfolio characteristics), meaning that several diﬀerent
portfolios may potentially be located on the same point of the eﬃcient frontier. In order
to avoid this uncertainty, we can also think in terms of equivalence classes of portfolios,
formally deﬁning the equivalence relation on the set of portfolios by:
w ∼ w˘ ⇐⇒ Λ(w) = Λ(w˘), (2.52)
for every w and w˘ in A.
Then, the equivalence class associated to a portfolio w, and denoted w˙, is:
w˙ = {w˘ ∈ A | w ∼ w˘}, (2.53)
where the sign ∼ stands for the equivalence relation expressed in terms of utility for the
investor.
We also remark that the fact that a set of L-moments determine a unique density
function (on the contrary of C-moments, see the so-called Hamburger problem - Cf. Ham-
burger (1920), Jondeau and Rockinger (2003a), and Jurczenko and Maillet (2006a)) allows
us to make the link between the weights of a portfolio, the density of returns on it, its
L-moments and the utility function of the investor (provided that the density function can
be perfectly described by the ﬁrst four L-moments, which is the case for a large family of
four parameter densities). For the sake of simplicity, however, we considered in the corpus
of the text the term portfolio weights, even if, strictly speaking, we should have referred
to equivalence classes of these portfolio weights. 
Proposition 2. If (w∗, δ∗) ∈ (A×IR+) is a local solution of the following non-linear
optimization program Pwp, g.
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Max
(w, δ)∈(A× IR+)
Φwp,g(w), (2.40)
it is then a global solution.
Proof of Proposition 2.
Let us denote:
J =
{
(w, δ) ∈ (A× IR+) : λw  (λwp + δg)
}
, (2.54)
which is the hypograph of the mapping Φwp,g(.) with the order relation, denoted 
and deﬁned above.
We then have:
Φwp, g(w) = Sup
δ∈IR+
{δ : (w, δ) ∈ J} . (2.55)
Assume that the couple (w1, δ1) constitutes a local maximum, but is not a global one.
In that case, there exists a couple (w2, δ2) ∈ J such that:
δ2 > δ1. (2.56)
This implies that for all δ ∈ [δ1, δ2] , (w2, δ) ∈ J. Therefore, a neighborhoodN [(w1, δ1) , ε]
where ε > 0, such that δ1 ≥ δ for all (w, δ) ∈ N [(w1, δ1) , ε] does not exist. Consequently,
if (w∗, δ∗) is a local maximum, then it is also a global maximum. 
2.6.3 Appendix 3
We brieﬂy present herein the data mining technique we applied for grouping together
optimal portfolios as illustrated in Figure 2.10 (and in Figure 2.14 below). Self-Organizing
Maps (SOM or Kohonen Maps) are a clustering method with their roots in Artiﬁcial Neural
Networks. SOM can be used at the same time both to reduce the amount of relevant data
by clustering, and for projecting the data nonlinearly onto a lower dimensional display.
Due to its unsupervised learning and topology preserving proprieties, the SOM algorithm
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has proven to be especially suitable in visual analysis of high dimensional sets. They have
already been applied in various ﬁelds in general, and in ﬁnance in particular, for clustering
elements sharing some similarities. With no pretension of exhaustivity, some examples of
SOM’ ﬁnancial applications are to be found in Deboeck and Kohonen (1998), Resta (2001),
Maillet and Rousset (2003), Das and Das (2004), Moreno, Marco and Olmeda (2006), and
Ben Omrane and de Bodt (2007). For further details on this data-mining technique, see
Kohonen (2000) and Guinot, Maillet and Rousset (2006).
A direct characterization of (65,253) optimal portfolios based on the four L-moment
computations is not an easy task. It is very natural to try to reduce the dimension of the
problem by considering an exploratory algorithm such as SOM. Our goal is here to group
optimal portfolios according to their ﬁrst four L-moments and to visualize their various
locations relative to the eﬃcient frontier. SOM thus enable us to create homogeneous
clusters as well as virtual portfolios representative of each cluster. In the following, we
will consider the (65, 253× 4) matrix X, where each line x corresponds to the estimated
ﬁrst four L-moments of any optimal portfolio.
In order to deﬁne the network, the number of neurons (i.e. the number of clusters) as
well as the shape of the grid (a string or a lattice generally) have to be speciﬁed. Let us
consider K the number of neurons (units or “code vectors”) and I = [1, 2, ..., K] the total
set of neurons.
The network state at the iteration j is given by:
V (j) = [V1 (j) ,V2 (j) , ...,VK (j)] , (2.57)
where Vi (j) is the weight vector of unit i, its size being equal to the dimension of the data
to be classiﬁed. In our case, we classify portfolios according to their ﬁrst four L-moments,
each weight vector is thus a 4-dimensional vector.
The network is ﬁrst randomly initialized (iteration 1) from the input set (with previous
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notations):
V (1) = [V1 (1) ,V2 (1) , ...,VK (1)]
=
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
⎡⎢⎢⎢⎢⎢⎢⎣
λˆ11 (1)
λˆ12 (1)
λˆ13 (1)
λˆ14 (1)
⎤⎥⎥⎥⎥⎥⎥⎦ ,
⎡⎢⎢⎢⎢⎢⎢⎣
λˆ21 (1)
λˆ22 (1)
λˆ23 (1)
λˆ24 (1)
⎤⎥⎥⎥⎥⎥⎥⎦ , ... ,
⎡⎢⎢⎢⎢⎢⎢⎣
λˆK1 (1)
λˆK2 (1)
λˆK3 (1)
λˆK4 (1)
⎤⎥⎥⎥⎥⎥⎥⎦
⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
(2.58)
where λik, with i ∈ I and k = [1, ..., 4], corresponds to the empirical k− th L-moment of a
portfolio randomly drawn from X.
The SOM algorithm is then recursively deﬁned by the following iterations.
1. Draw randomly another observation x for the set of optimal portfolio L-moments.
2. Find the associated winning unit iw (x,V) also called the Best Matching Unit
(noted BMU), that is the unit whose weight Viw(x,V) is the closest to input x (with
previous notations):
BMU = iw [x (j + 1) ,V (j)] = ArgMin
(Vi, i)∈(IR4×I)
{‖x (j + 1)−Vi (j)‖} , (2.59)
where ‖.‖ is the Euclidian norm.
3. Once the BMU is found, the weight vectors of the SOM are updated so that the
BMU and the activated neighbors are moved closer to the input vector. The SOM update
rule is, ∀i ∈ I (with previous notations):
Vi (j + 1) = Vi (j)− τ (j)kBMU, i (j) [Vi (j)− x (j + 1)] , (2.60)
where τ (.) is the learning rate function, which is a ]0, 1[-valued decreasing function. The
function kBMU, i (.) is the neighborhood (Gaussian) kernel around the winner unit BMU ,
that also decreases with iterations.
Following Guinot, Maillet and Rousset (2006), we choose to apply a robust version of
the Kohonen algorithm named “Robust Maps”. Through an intensive use of bootstrap,
this enables us to overcome the potential convergence problem of the general algorithm.
Also for practical considerations, we choose to classify all optimal portfolios using their
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empirical ﬁrst four L-moments, and to group and project them onto an arbitrary string
compound of ﬁve neurons. Thus, the overall algorithm leads to the creation of ﬁve homo-
geneous clusters of four L-moment eﬃcient portfolios.
Figure 2.10 in the text is based on the classiﬁcation of raw estimated L-moments of
optimal portfolios. In order to make the picture more clear, and also to mitigate the prob-
lem of L-moment diﬀerences in scale (which is, however, less critical than for C-moments,
since L-moments are all rescaled diﬀerences of returns and not of the magnitude of returns
at various powers), we also run the algorithm on quantiles (ranking) of the L-moments
of optimal portfolios (based on their empirical cumulative distributions). The aim is here
to cluster the highest values of the population L-moment of eﬃcient portfolios together,
taking into account all ﬁrst L-moments at the same time. The resulting classiﬁcation (see
Figure 2.14 below) based on estimated quantiles of L-moments slightly diﬀers from the ﬁrst
classiﬁcation based on raw L-moments (see Figure 2.10 in the text). The clusters seem to
be more homogeneous (more concentrated), with a clear breakdown operated by the two
ﬁrst L-moments (along the traditional eﬃcient frontier). Thus, the clusters are sequenced
by descending order in terms of the ﬁrst two L-moments: investors willing large mean re-
turns (and accepting large related second L-moments) should choose a portfolio in cluster
1, whilst a more risk averse agent should pick up a portfolio within cluster 5. Focusing
now on higher L-moments, it appears that the ﬁrst cluster groups together portfolios with
a high L-moment4 (and L-moment3 above zero), whilst the second cluster (in the center
of the parabola) exhibits a high average L-moment3. Lowest L-moment4 portfolios are
grouped in the fourth cluster, whereas those with the lowest (negative) third L-moments
mostly belong to the ﬁfth cluster. Finally, the third cluster corresponds to portfolios with
medium L-moment4 values. Overall, we can see from this clusterization, based on quan-
tiles of L-moments (rather than on L-moments themselves), that regions in the projected
eﬃcient plane may be easily explained by the various L-moment characteristics of the
optimal primal eﬃcient portfolios.
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Figure 2.14. Clusters of the Four L-moment Optimal Portfolios according to their L-
moment Rankings in the L1-L2 Plane.
Source: Bloomberg, weekly net asset Values (06/2001-06/2006) in EUR; computations by the authors.
The colours represent the clusters of the Four L-moment Eﬃcient Portfolios according to their L-moment
ranking similarity. This ﬁgure is obtained using a Self-Organizing Maps’ classiﬁcation algorithm on a
string of ﬁve cells, applied on vectors of L-moment empirical quantiles related to optimal portfolios (see
Kohonen (2000)).
Chapter 3
Outliers Detection, Correction of
Financial Time-series Anomalies and
Distributional Timing for Robust
Eﬃcient Higher-order Moment
Asset Allocations
3.1 Introduction
The estimation of moments is a key issue in ﬁnancial modelling. Under the Gaussian
hypothesis of asset return distribution, numbers of models were ﬁrst based on expected
returns and standard deviations. With the recognition that asset returns do not com-
ply with such a paradigm, some developments regarding expansions with higher-order
moments, namely skew and kurtosis, have been proposed over the last twenty years in
various ﬁelds such as option pricing (Cf. Corrado and Su, 1996), asset pricing (Cf. Har-
vey and Siddique, 2000) and asset allocation (Cf. Athayde and Floˆres, 2002). However,
as pointed out by Kalymon (1971), Jorion (1986) and Michaud (1989), for instance, the
estimation risk should be taken into account in ﬁnancial models. More speciﬁcally, as
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shown by Rosenberg and Houglet (1974), the higher the order of the estimated moment
required, the more the estimation is likely to be biased. Indeed, empirical moments are
highly subject to bias due to the potential inﬂuence of so-called “outliers”. In a broad
deﬁnition, outliers are considered to be some realizations that are not likely to happen
regarding a supposed distribution (Cf. Barnett and Lewis, 1978). This ﬁrst general ac-
ceptance led to three more formal deﬁnitions in ﬁnance. The ﬁrst one consists of deﬁning
an outlier according to a chosen distribution as well as a threshold upon which the re-
alization is supposed to be “aberrant” (Cf. Johansen and Sornette, 2001; Gonzalo and
Olmo, 2004). The second one explicitly considers a time-series structure of the ﬁnancial
variable before evaluating realizations that are not likely to happen (Cf. Carnero et al.,
2007). Thirdly, outliers may also be deﬁned as consequences of economic, political or
ﬁnancial events that have been observed in ﬁnancial time-series but that are very unlikely
to happen again (Cf. Franses and van Dijk, 2000). As the Gaussian distribution remains
the standard when modelling ﬁnancial returns, “abnormal” returns are often considered
as outliers. This leads to an ambiguity due to the fact that “abnormal” could stand for
non-Gaussian but also for not common. This highlights the importance of distinguishing
extreme from aberrant returns when dealing with outliers in ﬁnance, since the confusion is
still common (Cf. Gonzalo and Olmo, 2004). As shown by Johansen and Sornette (2001),
only a minor part of these extreme returns (the most extreme) should be considered as
outliers.
A number of studies emphasize the impact of outliers on the moments of asset return
distributions and the resulting bias in optimal portfolio determination. For instance, Best
and Grauer (1992) provide a complete study of the sensitivity of the mean-variance ef-
ﬁcient frontier to abnormal returns. Due to the high impact of these errors on eﬃcient
portfolios, several methods to limit the eﬀect of these anomalies have been proposed. First,
we can use robust approaches (Cf. Hampel et al., 2005) to estimate eﬃcient portfolios.
For instance, we can apply resampling methods, such as a bootstrap procedure in Michaud
(1998), to reduce the impact of outliers on optimized portfolios, or we can directly con-
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sider robust statistics instead of conventional variance, as in the Mean-Gini Capital Asset
Pricing proposed by Shalit and Yitshaki (1989). Secondly, we can also apply an outlier
detection model and correction method as a pre-processing method before running the
traditional approach applied on the denoized series of returns. Chen and Liu (1993), for
instance, propose modelling returns with an AutoRegressive Conditional Heteroskedastic-
ity (ARCH) model and develop a method to correct the detected outliers. Their seminal
work in the ﬁeld leads to several developments and is still a standard when detecting and
correcting outliers in a ﬁnancial return database (Cf., among others, Franses and Ghijsels,
1999; Franses and van Dijk, 1999; Charles, 2004; Doornik and Ooms, 2005; Charles and
Darne´, 2005 and 2006).
However, as pointed out by Grane´ and Veiga (2009), this main stream approach for
correcting outliers has to be followed with caution. On one hand, neglecting the existence
of (some) outliers during the estimation phase of the detection methodology may end up
with biased parameters (Cf. Fox, 1972; van Dijk et al., 1999). Consequently, a potential
issue about the methodology is that outliers are deﬁned according to statistics based on
non-accurate GARCH parameters. On the other hand, the strong empirical evidence that
asset returns do not follow a Gaussian distribution, questions the hypothesis of a Normal
GARCH model followed by the returns and leads some authors to incorporate higher-order
moments of return distributions in the ﬁeld of Eﬃcient Portfolio Selection (Cf. Lai, 1991;
Chunhachinda et al., 1997; Jondeau and Rockinger, 2006; and Jurczenko et al., 2006).
However, some authors at the same time (for instance, Kim and White, 2004) argue that
the consideration of higher-order moments is useless, since a large part of these measures
comes from outliers (Cf. Jondeau and Rockinger, 2009, for a study of the eﬀect of shocks
on higher-order moments).
The goal of this paper is thus two-fold. We propose to modify the standard GARCH-
based outlier detection model proposed by Franses and Ghijsels (1999) and Franses and
van Dijk (1999), ﬁrst dealing with critics of the non-robustness of the Quasi-Maximum
Likelihood estimation method and second, with the introduction of an extended Artiﬁcial
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Neural Network GARCH model (denoted ANN-GARCH, Cf. Donaldson and Kamstra,
1997; Miazhynskaia et al., 2006; Roh, 2007; Medeiros et al., 2008 and Bildirici and Ersin,
2009) that accommodates more eﬃciently the empirical peculiarities of asset returns re-
garding their non-normality and non-linearity features. Even if speciﬁc GARCH models
(for instance GARCH with Student, NIG or GEV distributions) may be more appropri-
ate for the study of outliers, we choose in the following to keep as the benchmark the
simplest volatility model since, ﬁrst, Gaussian GARCH models are still widely used (Cf.
Hansen and Lunde, 2005) and, secondly, because we expect that the Artiﬁcial Neural Net-
work better adjusts the true empirical distribution and explains the non-linear part of the
Gaussian GARCH residual. Finally, keeping the standard model as a benchmark allows us
to compare our results with those of Franses and Ghijsels (1999) and Charles and Darne´
(2005). We also consider in the following the impact of outliers on the higher-order mo-
ment asset allocation model proposed by Jurczenko et al. (2006), as well as on its robust
version by Jurczenko et al. (2008). As Jondeau and Rockinger (2009) did, we show the
importance of considering robust statistics when using higher-order moment-based models
applied to some distibutional strategies, evaluated in the Expected Utility and the Cumu-
lative Prospect Theory frameworks.
This paper is organized as follows. Section 3.2 is dedicated to a brief presentation of
the ANN-GARCH model (Cf. Bildirici and Ersin, 2009), and to the outlier detection-
correction model proposed by Franses and Ghijsels (1999) and generalized by Charles
and Darne´ (2005). It also shows how the Artiﬁcial Neural Network GARCH may be
incorporated to improve the outlier detection procedure. In section 3.3, we present the two
versions of higher-order moment asset allocation models (traditional and robust) proposed
by Jurczenko et al. (2006 and 2008). Section 3.4 is devoted to empirical illustrations which
apply the outlier detection procedure to a CAC40 daily stock market dataset. Finally, we
compare the feature of some notorious Eﬃcient Portfolios provided by four moment asset
allocation models (robust or not) when the data are raw or corrected from outliers. The
last section concludes.
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3.2 Detecting and Correcting the Outliers
In the following section, we shall start by presenting the basics of GARCH modelling
as well as its extended ANN-GARCH version. We then show how the related implied
time-series structures could be used to detect outliers. We then present the various ways
to correct the outliers for cleaning the market data and show in more detail how to correct
outliers when using both Gaussian-GARCH and ANN-GARCH time-series structures.
3.2.1 From GARCH to ANN-GARCH Modelling
Literature dealing with volatility models has been extensive since the seminal work of
Engle (1982) regarding the AutoRegressive Conditional Heteroskedasticity (ARCH) model
of volatility that has the ability to reﬂect the observed volatility clusters (Cf. Mandelbrot,
1963). Bollerslev (1986) proposed a generalization through the ARCH (named GARCH),
with a conditional variance of the innovation term in the return equation being assumed
to depend linearly on past volatilities as well as on past shocks. These models represent a
certain type of conditional heteroskedasticity characterized by successive periods of high
and low volatility in the history of a time-series. The original GARCH model imposes
symmetry on the response of the variance to past shocks or “news”, where the volatility
depends only on the size and not on the sign of the shock.
A GARCH(p, q) model takes the general strong form (Cf. Bollerslev, 1986, and Drost
and Nijman, 1993): ⎧⎪⎨⎪⎩
εt = ηt
√
ht
ht = α0 +
p∑
j=1
βjht−j +
q∑
i=1
αiε
2
t−i,
(3.1)
where εt, for t = [1, . . . , T ], is a sequence of standardized innovations (returns in our
case), ηt is assumed to be distributed as standard normal, with suﬃcient conditions for
conditional variance positivity and unconditional variance existence being that αi ≥ 0 for
i = [0, . . . , q], with q ∈ N, βi ≥ 0 for i = [1, . . . , p], with p ∈ N∗, and
∑m
i=1 δi < 1, where
δi = (αi + βi), for i = [0, . . . , m] and m = max(p, q) and with per convention: αi = 0
for i > q and β0 = βi = 0 for i > p. The GARCH family models found some impor-
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tant applications in ﬁnance where volatility plays a role. However, two major drawbacks
mitigate the explanation power of these approaches. First, GARCH models are generally
estimated with a Quasi Maximum Likelihood procedure which may lead to estimations of
biased parameters (Cf. Zumbach, 2000). Secondly, these methods become inappropriate
if errors are assumed to be “strongly” non Gaussian. The fact that residual is highly non-
normal (Cf. Jondeau and Rockinger, 2003) led to the introduction of fat-tailed distribution
related versions. Various alternative leptokurtic distributions such as the t-Student (Cf.
Bollerslev, 1987), the General Error Distribution (Cf. Nelson, 1991) or the Normal Inverse
Gaussian (Cf. Barndorﬀ-Nielsen, 1997; Anderson, 2001) have been proposed to improve
the original Gaussian GARCH model’s performance, but unfortunately, the study of the
related GARCH devolatilized residuals show that they are still signiﬁcantly non-Gaussian.
Following the model proposed by Donaldson and Kamstra (1997), we hereafter intro-
duce a hybrid model that combines GARCH and an Artiﬁcial Neural Network model in
an outlier correction framework. It consists of a traditional GARCH model enhanced with
a standard MultiLayer Perceptron (denoted hereafter as MLP). The goal of the latter is
to explain some of the non-linear parts of the GARCH residual. The ANN-GARCH(p, q)
model takes the general form (with previous notations):
⎧⎪⎨⎪⎩
εt = ηt
√
ht
ht = α0 +
p∑
i=1
βiht−i +
q∑
j=1
αjε
2
t−j +M (It−1) .
(3.2)
where It−1 = [ht−1, . . . , ht−p, εt−1, . . . , εt−q] and M (.) stand, respectively, for the inputs of
the MLP and the general non-linear function corresponding to the MLP.
The main reason for adopting this speciﬁcation (Equation 3.2) is to provide more
ﬂexibility in the approximation of mean and conditional volatility, while still taking ad-
vantage of the simple and parsimonious speciﬁcation that a GARCH model oﬀers. Based
on the initial approach, the methodology presented below can also be applied to a wider
class of ANN-GARCH models, possibly including asymmetric GARCH speciﬁcations (Cf.
Bildirici and Ersin, 2009). In our case, and following the same architecture as Donaldon
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and Kamstra (1997), the chosen MLP consists of a three layer network (the input layer, a
hidden neuron layer and the output layer). Every neuron on a layer is fully connected to
all neurons on the next layer (see Figure 3.1 for a simple illustration1).
More formally, we denote by Λli,j the weight of the connection between the neuron i of
layer l and the neuron j of layer (l + 1). The MLP takes as input the vector of information
It−1, propagates this vector’s value through hidden layers, and computes the activation
of the output neuron (via a traditional logistic function). The function corresponding to
the MLP, that we note M(It−1), thus depends upon It−1 and also Λ, the weight of each
connection. If the input layer has (p + q) neurons and the output layer has a single neuron,
then the MLP will appear as a non-linear function from Rp+q into R. The function M(.)
is non-linear and diﬀerentiable. In our case (p + q input neurons, a hidden layer with k
neurons and a unique output layer), the function M(.) can be deﬁned as such:
M(It−1) =
k∑
j=1
[
Λ2j,1Φ
(
p+q∑
i=1
It−1,i Λ1i,j
)]−1
, (3.3)
where k is the total number of neurons in the hidden layer, It−1,i is the ith element of
the input vector It−1, Λ1i,j is the weight of the connection between the i
th neuron of the
input layer and the jth neuron in the hidden layer, Λ2j,1 is the weight of the connection
between the jth neuron in the hidden layer and the output neuron and with Φ(.) being
the non-linear exponential activation function deﬁned as Φ(.) = [1 + exp (.)]−1.
Regarding the parameter estimation of the ANN-GARCH model, we proceed with a
two-step estimation. First, the GARCH model is estimated by using the robust method
proposed by Muler and Yohai (2008), called the Bounded Maximum Likelihood method
(Cf. Appendix 3.6.1), since parameter estimates of GARCH models may be biased if we
had followed a standard Quasi-Maximum Likelihood approach (Cf. Carnero et al., 2007)2.
1An extensive presentation of MLP can be found in Bishop (1995).
2For the sake of security, we also performed a two-pass QML-GARCH parameter estimation. From
the ﬁrst estimation, we detect all signiﬁcant outliers and re-estimated for a second time the GARCH
parameters, but with the outliers removed. The aim of the second estimation round is to mitigate the
eﬀect of the most severe outliers on the parameters and can be seen as an estimation on a safe and robust
clean data set, when a stretch of the true ouliers are taken to be missing (Cf. Grossi, 2004 and Riani, 2004
for extended forward search methods applied to outliers). We then compared the test statistics obtained
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Figure 3.1. Simpliﬁed Representation of a Typical MultiLayer Perceptron.
Representation of the structure of two successive layers in an MLP. For the sake of simplicity, only one
output neuron is represented here.
Then, the unanticipated conditional volatility is deduced as: νt = ε
2
t − ht. Secondly, the
network learning process is performed, explaining furthermore the unexplained volatility.
Knowing both the input vector It−1 and the target output νt, the adaptation of MLP’s
parameters is made by using the retropropagation algorithm (Cf. Bishop, 1995). The
structure of the MLP (deﬁned here by k, the number of neurons in the hidden layer) is
designed according to a cross-validation technique (Cf. Lendasse et al., 2003). In this
scheme, the learning process consists of minimizing the quadratic error QEt between the
predicted and the observed values, for t = [1, . . . , T ], such as (with previous notations):
QEt =
t∑
i=1
[νi −M (Ii−1)]2 , (3.4)
where, for each date t, νt and It−1 stand respectively for the set of outputs (corresponding
to the series of unexpected conditional volatilities in our case) and the collection of time-
varying input vectors.
in the ﬁrst run and with their values obtained with the second run parameter estimations. As a result,
whilst minor diﬀerences were observed in the two sets of test statistics, no large discrepancies were found
either in the dates where outliers appear, or in their amplitudes. Moreover, the results obtained by the
traditional QML method, the two-run QML and the BQML are very close for all stocks in our sample.
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3.2.2 GARCH-related Outlier Detection Models
Based on the Franses and Ghijsels (1999) standard Gaussian GARCH outlier detection
model, we adapt the procedure to an ANN-GARCH volatility modelling. Thus, when we
consider the return series εt, a GARCH(1,1) model is written as (with previous notations):⎧⎨⎩ εt = ηt
√
ht
ht = α0 + β1ht−1 + α1ε2t−1.
(3.5)
The conditions α1 + β1 < 1 and (α1 + β1)
2 + α21 (κε − 1) < 1, with κε the kurtosis of
innovations, guarantee that the return series has a ﬁnite variance and a ﬁnite fourth-order
moment (Cf. He and Tera¨svirta, 1999).
The GARCH(1,1) model can be written as an ARMA(1,1) model for the squared
returns ε2t (see Bollerslev, 1986):
ε2t = α0 + (α1 + β1)ε
2
t−1 + νt − β1νt−1, (3.6)
where νt = ε
2
t − ht.
As shown by Franses and Ghijsels (1999), we can exploit the analogy between a GARCH
and an ARMA model to adapt the method of Chen and Liu (1993) for detecting both
Additive Outliers (denoted hereafter as AO for short) and Innovative Outliers (IO) in
an extended GARCH framework. An AO is deﬁned as an exogenous shock that directly
aﬀects the series and only its level of observation at a given date. On the contrary, an IO
is possibly generated by an endogenous change in the series, and aﬀects all observations
after a certain date of arrival through the memory of the process. In the following, we shall
start by supposing that there exists a unique outlier in the observed time-series. Later
on, we will suppose that the series may contain more than one unique outlier, and the
global outlier detection process will simply consist of applying sequentially the very same
procedure as for the detection of the unique outlier.
For making clear the distinction between AO and IO in a GARCH framework, we ﬁrst
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need to express νt as depending on the past innovations. From Equation (3.5) we have:
νt = ε
2
t − α0 − β1ht−1 − α1ε2t−1
= −α0 (1 + β1)−1 + ε2t − α1ε2t−1 − α1ε2t−2 − β21ht−2.
(3.7)
which leads to express νt in terms of past residuals such as:
νt = −α0 (1− β1)−1 +
t−1∑
k=0
(
πkε
2
t−k
)
, (3.8)
where πk =
[−α1βk−11 ]1{k>0} , k ∈ N+ and 1{.} is the indicator function on the set N∗.
Let us now deﬁne an outlier in terms of the squares of the observed time-series. More
precisely, we suppose that instead of the true series εt, we observe the series et that is
deﬁned by:
e2t = ε
2
t + ω
[
1{t=τ} + α1 (β1 − α1)t−τ−1 1{t>τ and IO}
]
, (3.9)
where τ is the date of occurrence of the single outlier, ω denotes the magnitude of the
unique outlier and 1{t>τ and IO} the indicator function deﬁned on a set of dates t, with
t ∈ [τ, . . . , T ] and with eτ being an IO.
The conditional variance hˆt estimated from the noisy observed time-series et is as such:
hˆt = α0 + β1hˆt−1 + α1e2t−1. (3.10)
If an outlier occurs at time τ , then from equation (3.8), for any t ≥ τ , we get the
observed residual, νˆt = e
2
t − hˆt , which is given such as (with previous notations):
νˆt = νt + ω
[
1{t=τ} + α1 (β1 − α1)t−τ−1 1{t>τ and IO}
]
. (3.11)
The expression (3.11) can be interpreted as a regression model for the unanticipated
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volatility νˆt (see Charles and Darne´, 2005):
Vˆ = ωX+V, (3.12)
where Vˆ, V and X are some (T -dimensional) vectors, with T the length of the time-series,
deﬁned ∀t ∈ [1, . . . , T ] as such:⎧⎨⎩ Vˆ[t] = νˆt and V[t] = νtX[t] = 0 + 1{t=τ} + α1 (β1 − α1)t−τ−1 1{t>τ and IO}.
The detection of the outlier can now start by computing the following two statistics:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Tˆ SAO(τ) = ωˆσˆ
−1
νˆ
(
T∑
t=τ
X2[t]
)−1/2
=
(
T∑
t=τ
X[t]νˆt
)
σˆ−1νˆ
(
T∑
t=τ
X2[t]
)−1/2
Tˆ SIO(τ) = ωˆσˆ
−1
νˆ = νˆτ σˆ
−1
νˆ ,
(3.13)
where σˆν denotes the estimated standard deviation of the residual.
Finally we evaluate Tˆ SAO(τ) and Tˆ SIO(τ) for all possible dates τ , with τ = [1, . . . , T ],
and compute the following test-statistic:
Tˆ Smax = Argmax
τ∈[1,...,T ]
{
Tˆ SAO(τ), Tˆ SIO(τ)
}
. (3.14)
If the value of the statistic exceeds the predetermined critical value C, an outlier is detected
at the observation for which Tˆ Smax is obtained. Based on extensive simulations, Chen
and Liu (1993) propose a critical value of C = 4. The simulations we performed following
the same process (but with another time-series) lead, in our case, to a critical value of
C = 10 (as in Charles and Darne´, 2005).
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3.2.3 From Detection to Correction of Outliers
At this stage of the process, the potential outliers have now been detected. Various
methods could then be applied to correct, remove and/or substitute these values. The ﬁrst
approach simply consists of removing the aberrant realizations from the original sample.
To our knowledge, this is one of the oldest ways to deal with outliers (Cf. Bernoulli,
1778), and is still common nowadays (Cf. Chen and Liu, 1993). A second way to cope
with these aberrant realizations is to consider them as missing values. A great number of
methods to rebuild missing values exist in the literature. When dealing with asset returns,
the Expectation-Maximisation algorithm is one of the main references (Cf. Dempster et
al., 1977). However, such a reconstruction failed to respect the higher-order (conditional)
moment structure of the time-series under studies since they only focus on the ﬁrst two
moments. To overcome this problem, some methods have been recently proposed. For
instance, Maillet and Merlin (2005), Merlin et al. (2009), Sorjamaa et al. (2009) propose
various non-linear classiﬁcation algorithms that lead to eﬃcient completion of missing val-
ues. A third natural approach in our context consists of the use of a time-series structure
and its implicit distributional assumption. We previously considered two kinds of struc-
ture: the traditional GARCH(1,1) model and the modiﬁed ANN-GARCH(1,1) that we
will use in the following for evaluating the impact of outliers on portfolio selection.
In both approaches, the correction of outliers consists of the following steps. First,
from the estimations of the GARCH(1,1) model and the observed series et, we obtain
estimations of the conditional volatility series, denoted hereafter hˆt, of the unanticipated
conditional volatility, such as νˆt = e
2
t − hˆt, and of the outlier intensity, simply deﬁned by
ωˆ = νˆτ .
Thus, we replace et by e
∗
τ , the GARCH-corrected return series, deﬁned as (with previous
notations):
e∗t = sign(et)
{
e2t − ωˆ
[
1{t=τ} + α1 (β1 − α1)t−τ−1 1{t>τ and IO}
]}1/2
. (3.15)
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We ﬁnally return to the ﬁrst step of the correction for the series e∗t , and repeat all steps
of the procedure until no Tˆ Smax test-statistic exceeds the critical value C.
If we now consider the ANN-GARCH time-series structure, the previous methodology
can also be modiﬁed for an ANN-GARCH(1,1) volatility (hereafter denoted h˘t) model as
(with previous notations):
⎧⎨⎩ εt = ηt
√
ht
h˘t = α0 + β1h˘t−1 + α1ε2t−1 +M
(
h˘t−1, εt−1
)
.
(3.16)
In this case, the variable ν˘t – the unanticipated ANN-GARCH(1,1) volatility, can be
expressed, like in the equation 3.8, such as (with previous notations):
ν˘t = −α0 (1− β1)−1 +
t−1∑
k=0
{
πk
[
ε2t−k +M
(
h˘t−1−k, εt−1−k
)]}
. (3.17)
In such a model, the extra non-linear component explained by the Artiﬁcial Neural Net-
work is simply removed from the GARCH residual, the outlier intensity here being: ω˘ = ν˘τ .
The ANN-GARCH(1,1)-outlier corrected series e˘∗t is then accordingly deﬁned as (with pre-
vious notations):
e˘∗t = sign(et)
{
e2t − ω˘
{
1{t=τ} +
[
α1 (β1 − α1)t−τ−1
+M
(
h˘t−1−k, εt−1−k
)]
1{t>τ and IO}
}}1/2
.
(3.18)
As for the GARCH(1,1)-based procedure, we have then to return to the ﬁrst step of
the correction for the series e∗t with the second detected outlier, and repeat all steps until
no Tˆ Smax test-statistic exceeds the critical value C.
We have seen various approaches to detect and correct potential outliers. Before tack-
ling the problem of evaluating the impact of outliers on Eﬃcient Portfolio selection, we
recall in the next section the higher-order moment asset allocation model setting, in the
traditional as well as robust frameworks.
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3.3 Portfolio Selection with Higher-order Moments
The mean-variance decision criterion proposed by Markowitz (1952 and 1991) is some-
how inadequate for most of the risky asset allocation problems. Not only are the asset
return distributions asymmetric and leptokurtic, but investors tend also to display pref-
erences for positively skewed and light-tailed asset return distributions (see, for instance,
Beedles and Simkowitz, 1978; Dittmar, 2002; Chang et al., 2003; Semenov, 2004; Barberis
and Huang, 2007; Agren, 2006). Diﬀerent multi-moment approaches have been proposed
in the ﬁnancial literature to incorporate higher-order moment preferences into the asset
allocation problems. We choose in the following to adopt the shortage function approach
as in Briec et al. (2004) and Jurczenko et al. (2006 and 2008). The introduction of the
shortage function enables us to optimize multiple objectives and consider alternatively
classical as well as robust (to outliers) moments. We ﬁrst recall the formulation of the
classic comoments (denoted C-moments) and then present the robust statistic chosen: the
linear moments (denoted L-moments).
3.3.1 Higher-order C-comoments of Portfolio Returns
In the following, we consider R, a (T ×N) matrix return database and a portfolio
p invested in those N assets with weight wpi, for i = [1, . . . , N ]. The mean, variance,
skewness and kurtosis of portfolio p returns are given by:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
E (Rp) =
N∑
i=1
wpi E (Ri)
σ2 (Rp) = E
{
[Rp − E (Rp)]2
}
=
N∑
i=1
N∑
j=1
wpiwpj σij
m3 (Rp) = E
{
[Rp −E (Rp)]3
}
=
N∑
i=1
N∑
j=1
N∑
k=1
wpiwpjwpkmijk
κ4 (Rp) = E
{
[Rp −E (Rp)]4
}
=
N∑
i=1
N∑
j=1
N∑
k=1
N∑
l=1
wpiwpjwpkwplκijkl,
(3.19)
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with: ⎧⎪⎪⎪⎨⎪⎪⎪⎩
σij = E {[Ri −E (Ri)] [Rj − E (Rj)]}
mijk = E {[Ri − E (Ri)] [Rj −E (Rj)] [Rk − E (Rk)]}
κijkl = E {[Ri − E (Ri)] [Rj − E (Rj)] [Rk − E (Rk)] [Rl − E (Rl)]} ,
where wpi, Ri, σij , mijk and κijkl represent, respectively, the weight of the asset i in
portfolio p, the return on the asset i, the covariance between the returns on assets i and j,
the coskewness between the returns on assets i, j and k, and the cokurtosis between the
returns on assets i, j, k and l.
Based on the ﬁrst writing proposed by Athayde and Flore`s (2002), Jurczenko et al.
(2008) give a new vectorial notation allowing us to rewrite every higher co-moment matrix
in a compact form with a recurrent relation. Thus, any (scalar) C-moment of order n,
denoted mn (Rp), as well as any related global (higher-order) comoment (N × N n−1)
matrix Mn, with elements Mn(i,j)=(N×Nn−1), with j =
∑n−1
q=1
(
a[q]N
n−1−q), being such as,
with n ∈ [2, ..., 4] (and with previous notations):
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
mn (Rp)
(1×1)
= w
′
p ×Mn ×H [©(n−2)] (wp)
ma[1]...a[n]
(1×1)
= Mn[
a[1],
n−1∑
q=1
(a[q+1]−1)×Nn−1−q
] = T−11′T
[
n⊙
q=1
Rˇ
(
a[q]
)]
,
(3.20)
with: ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
H(©n) (wp)
(N×1)
=
⎧⎨⎩ H [©(n−1)] (wp)⊗w′p for n > 0wp for n = 0,
n⊙
q=1
Rˇ
(
a[q]
)
(T×1)
≡ Rˇ (a[1]) ... Rˇ (a[n])︸ ︷︷ ︸
n terms
,
where the signs ⊗ and  stand respectively for the symbol of the Kronecker and Hadamard
product, and with Rˇ (q) the q-th column of Rˇ, Rˇ = R − (E× 1′T )′ being the (T ×N)
matrix of centered returns, R the (T ×N) matrix of returns on the N assets, 1T the
(T × 1) unit vector and the a[q] (with q ∈ [1, ..., n] ⊂ [1, ..., N ]) being the ranks (column
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number) of the assets in the matrix of excess returns Rˇ (taken in any order), that we want
to compute.
3.3.2 Higher-order L-moments of Portfolio Returns
From the earlier work of Sillito (1951), Hosking (1989) provides a generalization of the
L-moment computation. The L-moments are weighted linear sums of order statistics that
are analogous to Conventional moments as simple descriptors of the shape of a general
distribution. The use of L-moments covers (among others) the characterization of proba-
bility distributions and the summarization of observed data samples. Hosking and Wallis
(1987) argue that L-moments provide better approximation of unknown distribution than
C-moments. More speciﬁcally, when dealing with extreme realizations, L-moments lead
to reliable estimations since they are more robust to outliers (Cf. Vogel and Fennessey,
1993). Indeed, they are only linearly inﬂuenced by large deviations and thus are more
eﬃcient than C-moments when characterizing distribution (Cf. Sankarasubramanian and
Srinivasan, 1999; and Carrillo et al., 2006). It is also to be noticed that L-moments always
exist (whatever the order considered), whereas this is not true for traditional C-moments.
The problem of working with non-deﬁned quantities such as higher C-moments is then
avoided. Finally, L-moments are also coherent shape measures of risk (Cf. Artzner et al.,
1999), since they are translation and scale invariant (Cf. Serﬂing and Xiao, 2007; and
Gourie´roux and Jasiak, 2008).
In a general manner, L-moments can be expressed as a linear function of the Probability
Weighted Moments, that is (see Hosking, 1989):
λk (X) =
k∑
r=1
p∗k−1, r−1 βr−1 (X) , (3.21)
with:
βr−1 (X) = r−1E
(
X[r:r]
)
=
∫ 1
0
Q (u) ur−1 du,
where k ∈ N∗, βr (.) are the Probability Weighted Moments of order r, with r = [2, ..., k],
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and p∗k, r corresponds to the r-th coeﬃcient of the shifted orthogonal Legendre polynomial
of degree k denoted P ∗k (.) and deﬁned as P
∗
k (u) = Pk (2u− 1) where Pk (.) is the tradi-
tional Legendre polynomial of degree k.
Using the deﬁnition and orthogonal property of the shifted Legendre polynomials, the
k-th population L-moment can also be represented as the covariance between the random
variable X and its distribution function denoted F (.), that is (see Serﬂing and Xiao, 2007):
λk (X) =
⎧⎨⎩ E (X)Cov {X,P ∗k−1 [F (X)]}
if k = 1
if k = 1,
(3.22)
with:
E {P ∗k [F (X)]} =
∫ 1
0
P ∗k (u) du = 0,
where P ∗0 (u) = 1, with k ∈ IN∗, P ∗k (.) the shifted orthogonal Legendre polynomial of de-
gree k deﬁned as previously, Cov (., .) the covariance operator and F (.) is the distribution
of the random variable X.
Relying on the covariance representation of L-moments deﬁned in Equation (3.22) and
the bilinear property of the covariance operator, Serﬂing and Xiao (2007) introduced the
L-(co)moments of multivariate variables. Jurczenko et al. (2008), relying on these last
results, show that the ﬁrst four L-moments of a portfolio returns could be expressed such
as (with previous notations):
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
λ1
(
Rwp
)
= w
′
p E
λ2
(
Rwp
)
= w
′
p Ω
(L)
wp
λ3
(
Rwp
)
= w
′
p Σ
(L)
wp
λ4
(
Rwp
)
= w
′
p Γ
(L)
wp − 3 (2)−1w′p Ω(L)wp ,
(3.23)
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with: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
E
(
Rwp
)
(1×1)
= w
′
pE
Ω
(L)
wp
(N×1)
= 2E
{
Rˇ× {F (Rwp)− E [F (Rwp)]}}
Σ
(L)
wp
(N×1)
= 6E
{
Rˇ× {F (Rwp)− E [F (Rwp)]}2}
Γ
(L)
wp
(N×1)
= 20E
{
Rˇ× {F (Rwp)−E [F (Rwp)]}3} ,
where F (.) is the distribution of the random variable Rwp.
3.3.3 The Shortage Function and the Eﬃcient Frontiers
The shortage function measures the distance between some points of the possible set
of portfolio and the eﬃcient frontier (Cf. Luenberger, 1995). The properties of the set
of the portfolio return moments on which the shortage function is deﬁned have already
been discussed in the mean-variance plane by Briec et al. (2004) and in the higher-order
moment space by Jurczenko et al. (2006) and Briec et al. (2007). Their deﬁnitions can
be extended to obtain a portfolio eﬃciency indicator in the four L-moment framework
(Cf. Jurczenko et al., 2008). The shortage function associated with any portfolio w in the
feasible set F =
{
w ∈ RN : w′1 = 1 and w ≥ 0}, with reference to the direction vector
g = ( g1 ; g2 ; g3; g4) , with g ∈ (R+ × R−× R+ × R−) \ {0}, in the four (robust) moment
space, is the real-valued function Sg (.) deﬁned as:
Sg (w) = Sup
δ∈R+
{δ : (λw + δg) ∈ F} . (3.24)
Let us consider a speciﬁc portfolio p, deﬁned by its vector of weights denoted wp, composed
of a set of N assets and whose performance needs to be evaluated in the four (L-)moment
dimensions. The portfolio optimization problem corresponding to the investor willing to
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improve the eﬃciency of its portfolio in the direction d = (d1, d2, d3, d4) is:
w∗ = Argmax
(w, δ)∈(F×R+)
{δ}
s.t.
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
M1
(
Rwp
)
+ δ d1 ≤M2 (Rw)
M2
(
Rwp
)− δ d2 ≥M2 (Rw)
M3
(
Rwp
)
+ δ d3 ≤M3 (Rw)
M4
(
Rwp
)− δ d4 ≥M4 (Rw) ,
(3.25)
where Mi for i = [1, . . . , 4] correspond to the moments (robust or not) of order i.
From equation (3.20), the C-moments of the portfolio could be written as (with previous
notations): ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
E (Rp) = w
′
p E×1
σ2 (Rp) = w
′
p ×Ωwp = w′p × (Ω ×wp)
m3 (Rp) = w
′
p ×Σwp = w′p ×
{
Σ× [H(©1) (wp)]}
κ4 (Rp) = w
′
p × Γwp = w′p ×
{
Γ×H(©2) (wp)
}
.
(3.26)
The previous optimization problem considering C-moments is then equivalent to (with
previous notations):
w∗ = Argmax
(w, δ)∈(F×R+)
{δ}
s.t.
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
w′pE+ δ d1 ≤ w′E
w′pΩwp + δ d1 ≥ w′Ωw
w′pΣwp + δ d1 ≤ w′Σw
w′pΓwp + δ d1 ≥ w′Γw.
(3.27)
From Equation 3.23, the previous optimization problem can easily be rewritten in a
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robust L-moment framework as such (with previous notations):
w∗ = Argmax
(w, δ)∈(F×R+)
{δ}
s.t.
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
w′pE+ δ d1 ≤ w′E
w′pΩ
(L)
wp + δ d1 ≥ w′Ω(L)w
w′pΣ
(L)
wp + δ d1 ≤ w′Σ(L)w
w′pΓ
(L)
wp − 3/2w′pΩ(L)wp + δ d1 ≥ w′Γ(L)w − 3/2w′Ω(L)w .
(3.28)
Since the various higher-order moments optimization program (classical and robust) are
now deﬁned, we can now evaluate the impact of outliers on such asset allocation models.
3.3.4 Distributional Timing and Higher-order Moments
When dealing with investors’ higher-order moment preferences and asset allocation
models, the optimization of a utility function (approximated to the fourth order by a Tay-
lor expansion) leads to optima that are close to those obtained with the Mean-Variance
criterion (Cf. Levy and Markowitz, 1979; Kroll et al., 1984). These last results suggest
that higher-order moments have no signiﬁcant impact on the investor’s portfolio choice.
However, Jondeau and Rockinger (2006) as well as Jurkzenko et al. (2008) report that
for highly asymmetric and fat-tailed distributions, the mean-variance criterion may still
fail to approximate investor preferences. Jondeau and Rockinger (2009) also emphasize
the importance of higher-order moments in a dynamic asset allocation framework. In a
dynamic setting indeed, asset return distributions may vary, leading to partial-short term
forecasts. These dynamic properties have been applied to the ﬁrst two moments. The
concept of market and volatility timing stands for the idea that when doing portfolio asset
allocation, investors use return and volatility forecasts (Cf. Kandel and Stambaught, 1996;
Barberis, 2000, among others). Several empirical studies have shown that the volatility
timing is of signiﬁcant economic value for investing (Cf. for instance Fleming et al., 2001).
Simulations of strategies based on volatility forecasts highlight the fact that taking into
account volatility variability is valuable for investors.
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Jondeau and Rockinger (2009) generalize this timing concept to the ﬁrst four moments
and call it the “distributional timing”. To reveal the impact of higher-order moment
evolution on asset allocation, dynamics of moments are captured with a conditional model
for higher-order moments. Extending the GARCH model for conditional skewness and
kurtosis of Harvey and Siddique (1999), Jondeau and Rockinger (2006) ﬁrst consider a
generalized t-Student Distribution that models asymmetry and kurtosis within a more
ﬂexible parameter scheme. Jondeau and Rockinger (2008) secondly evaluate an extension
of the Dynamic Conditional Correlation model of Engle (2002) with a Skew t-Student
multivariate distribution (Cf. Sahu et al., 2003) for the innovation, modelling εt as such
(with previous notations): ⎧⎨⎩ εt = Σ
1/2
t ηt
ηt ∼ g (ηt |θt )
(3.29)
where Σt stands for the conditional covariance matrix and g (. |θt ) is a Skew t-Student
multivariate distribution of ηt with time-varying shape parameters θt = [θ1, t θ2, t].
Their model leads to a realistic higher-order moment characterization with both a
dynamically adjustable asymmetry and a variable tail thickness. Coeﬃcients driving the
conditional skewness and kurtosis are modelled as such (with previous notations):⎧⎨⎩ θ1, t = c0 + c
−
1 |ηt−1|1{ηt−1<0} + c+1 |ηt−1|1{ηt−1≥0} + c2θ1, t−1
θ2, t = d0 + d
−
1 |ηt−1|1{ηt−1<0} + d+1 |ηt−1|1{ηt−1≥0} + d2θ2, t−1
(3.30)
where θ1, t and θ2, t, for t = [1, . . . , T ], govern respectively the asymmetry and the fat-
tailedness feature of the distribution, |.| stands for the absolute value operator, 1{.} is the
indicator function, and c0, c
−
1 , c
+
1 , c2, d0, d
−
1 , d
+
1 and d2 are real coeﬃcients.
From their moment forecasts, they use a utility-based asset allocation model to evaluate
the usefulness of the “distributional timing”. They show that distributional timing is im-
portant for the asset allocation and that, in a dynamic setting, the higher-order comoment
computations have some economic value.
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However, some issues may limit the performance of such a model. First, even if the
t-Student hypothesis leads to a time-series structure that respects the third and fourth
moments, the global shape of asset return distributions may diﬀer signiﬁcantly from the
chosen t-Student (speciﬁcally in the center of the distribution where the most important
part of the returns belongs). Secondly, the extreme comoments might not be well-modelled
since the parametrization of the t-Student does not take into account any dependence of
extremes. Thirdly, this last approach suﬀers from the curse of dimensionality; for large
scale optimization problems, it is just computationally infeasible.
Leo´n et al. (2005) propose an alternative approach to model conditional higher-order
moments, which is more practical since the model speciﬁcation and the estimation step
are simpliﬁed. Their model is thus estimated assuming a Gram-Charlier series expansion
of the Normal density function for the innovation term. Such an expansion enables us to
take into account the departure from Gaussiantity of the innovation term and leads to an
easier estimation than the one of a non-central t-Student distribution. The estimation is
made within a two-step procedure. Assuming a traditional Gaussian GARCH(1, 1) model,
parameters are ﬁrst estimated using the classical Maximum Likelihood method. If then
the necessary conditions on parameters are veriﬁed (ﬁnite variance and existence of ﬁrst
four moments, Cf. He and Tera¨svirta, 1999), a second Maximum Likelihood optimization
is performed on a more complete model (using the ﬁrst step parameter estimates as a
starting point), to ﬁnally to obtain parameters governing the conditional skewness and
kurtosis. Similarly, we propose hereafter to use an Artiﬁcial Neural Network to extend
the conditional higher-order moment modelling, and adopt in a dynamic framework an
Artiﬁcial Neural Network - Generalized AutoRegressive Moment model (denoted ANN-
GARM in the following). The extended ANN-GARM(p, q) model takes the general form
(with previous notations):
⎧⎪⎨⎪⎩
εt = ηt
√
ht
Mt = α
0 +
p∑
i=1
βiMt−i +
q∑
j=1
αjεt−j + M˚ (It−1)
(3.31)
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where, for t = [1, . . . , T ],Mt = [σ
2(ε) m3(ε) κ4(ε)]
′
, εt = [ε
2
t ε
3
t ε
4
t ]
′
, It−1 = [Mt−1, . . . ,Mt−p,
εt−1, . . . , εt−q] and, for i = [1, . . . , q], αi = [αi1 α
i
2 α
i
3]
′
, for i = [1, . . . , p], βi = [βi1 β
i
2 β
i
3]
′
,
and where M˚ (.) is an MLP with three output neurons aiming to estimate the unantici-
pated volatility, skewness and kurtosis.
Based on a GARM(1, 1) speciﬁcation of the conditional higher-order moment dynamics,
we should be able to use moment forecasts to improve out-of-sample properties of optimized
portfolios, thanks to a better risk assessment (Cf. Fleming et al., 2001; Dubauskas and
Teresiene´, 2005; and Jondeau and Rockinger, 2009).
3.4 Data and Empirical Results
In the following empirical application, we explore a dataset of quotes of stocks included
in the CAC40 Index. The time-series of the market Index constituents are provided by
Datastream on a daily basis. The considered period is from January 1996 to January 2009.
The dataset consists of daily Euro (converted from French Franc before 2000) denominated
returns of a sample of 29 stocks included in the CAC40 for the global period. Since we
needed a complete dataset, we thus simply removed from the sample the 11 stocks that
were included in the Index after January 1996.
Figure 3.2 represents the CAC40 Index evolution. The considered period is well
adapted to the studies of outliers and extreme events. The period indeed includes more
than a complete economic cycle and is characterized by a succession of bear and bull mar-
kets. More speciﬁcally, we can ﬁnd in the sample period events such as the Asian (1997)
and Russian (1998) crises, the Internet bubble boom and crash, the 9/11/2001 event, the
market correction of May 2006 and the recent Subprime crisis. In order to diﬀerentiate
systematic risk from speciﬁc risks (company or sector), we also consider in the following
the Index of Market Shocks (IMS for short, Cf. Maillet and Michel, 2003 and 2005). This
measure relies on an analogy with geophysics: the IMS is equivalent to the Richter scale
used for earthquakes. More precisely, as a market is the place where economic agents with
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Figure 3.2. French Equity Market Evolution
Source: Datastream, daily quotes (01/01/1996-01/22/2009) in EUR; computations by the authors. This
ﬁgure represents French Equity market evolution (black thin line corresponding to the left y-axis) as well
as the Indicator of Market Shocks (grey area corresponding to the right y-axis).
diﬀerent investment horizons exchange, the IMS deﬁnition is a weighted aggregation of ﬁl-
tered volatility measures, corresponding to diﬀerent horizons of the interacting investors.
The comparisons of CAC40 Index-based IMS and a speciﬁc stock-based IMS provide a
way to diﬀerentiate speciﬁc from systematic shocks. Figure 3.2 shows the evolution of the
CAC40 Index-based IMS.
We also performed some additional tests on stock return Gaussianity. Tables 3.13 and
3.14 in Appendix 3.6.2 presents the results of traditional (uncorrected) tests, at a 5% signif-
icance threshold. Unsurprisingly, the Gaussian hypothesis is rejected and a GARCH(1,1)
modelling is justiﬁed for all series.
3.4.1 About the Detection of Market Data Outliers on the French
Market
We ﬁrst start by applying the GARCH and ANN-GARCH outlier detection and cor-
rection methods on the original set of (raw) returns. We ﬁnd 174 outliers when using an
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ANN-GARCH and 178 outliers with a GARCH approach. The ﬁrst 174 GARCH detected
outliers correspond exactly to those detected with the ANN-GARCH. Due to a better
volatility modelling with the ANN-GARCH, the residual and the associated test-statistic
are lower3. Thus, even if the ANN-GARCH leads to an 11% average improvement of Root
Mean Squared Errors of the volatility modelling, we cannot conclude that ANN-GARCH
modelling signiﬁcantly improves the outlier detection process.
Figure 3.3 illustrates the most signiﬁcant outliers detected with both methods. Outlier
intensities are plotted on the left axis whereas the diﬀerences between the two estimated
outlier intensities are plotted on the left axis. Only minor diﬀerences are observed between
the two outlier detection procedures. The addition of the artiﬁcial neural network improves
the volatility modelling. As a consequence, the ANN-GARCH process estimates outlier
with lower intensity. Signiﬁcant diﬀerences are observed for return time-series with high
kurtosis.
We observe that the correction process has a strong impact on higher moments and
clearly reduce the departure from Gaussianity of stock returns (see Table 3.1 and Table
3.12 for complete results).
Table 3.1. Descriptive Statistics
Series Type Moment 1∗ Moment 2∗ Moment 3 Moment 4
ALCATEL- Unadjusted -1.71 54.22 .17 16.97
LUCENT Normal GARCH Adjusted -3.37 51.43 -.33 7.17
ANN-GARCH Adjusted -3.41 52.64 -.12 6.66
PERNOD- Unadjusted 14.28 32.04 .22 7.98
RICARD Normal GARCH Adjusted 11.65 30.45 .27 6.64
ANN-GARCH Adjusted 11.02 30.22 .27 6.63
VIVENDI Unadjusted 6.40 39.46 -.48 20.35
Normal GARCH Adjusted 3.79 30.45 .05 6.37
ANN-GARCH Adjusted 3.76 35.25 .04 5.97
Source: Datastream, daily quotes (01/01/1996-01/22/2009) in EUR; computations by the authors. This
Table presents the ﬁrst four moments of several stocks when the data are raw (Unadjusted), corrected
with the method proposed by Charles and Darne´ (2005, Normal GARCH Adjusted) or corrected with the
MLP enhanced method we propose (ANN-GARCH Adjusted ). ∗Moments are annualized and expressed
in %.
3The four outliers neglected by the ANN-GARCH detection have a test-statistic just below the critical
value of the chosen threshold equal to 10.
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Figure 3.3. Comparison of ANN-GARCH and GARCH detected Outliers
Source: Datastream, daily quotes (01/01/1996-01/22/2009) in EUR; computations by the authors. This
ﬁgure represents the intensity of the most signiﬁcant outliers detected with GARCH (in the grey line) and
ANN-GARCH models (in the black line) on the left axis. Big dots, squares, ticks and crosses represent
respectively GARCH detected AO, GARCH detected IO, ANN-GARCH detected AO and ANN-GARCH
detected IO. On the right axis are represented the diﬀerences of intensity between ANN-GARCH and
GARCH detected Outliers multiplied by 1,000 and ploted in the dashed grey line.
Table 3.2 provides descriptive statistics of the detected outliers. Every time-series from
the dataset is impacted by outliers. We ﬁnd that Additive Outliers appear twice as often as
Innovative Outliers (see Table 3.2). The breakdown between positive and negative outliers
seems well balanced. We also observed that Innovative Outliers (Additive Outliers) are
more related to negative (positive) returns, which illustrate the well-known asymmetric
behavior of volatility (Cf. Glosten et al., 1993). We ﬁnd an average number of 6 outliers
for each time series with high dispersion depending on the considered asset (from 1 to 18).
Table 3.3 presents some of the most signiﬁcant detected outliers. From this restricted
set, only one outlier is found to be innovative (concerning the stock Vivendi on June the
24th of 2002). Most of these associated returns are negative, which seems in accordance
with the asymmetric eﬀect of “news” proposed by Black (1976). For each observed outlier,
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Table 3.2. Descriptive Statistics of the Outliers
Outlier Intensities T-statistics
Mean Minimum Maximum Mean Minimum Maximum
GARCH AO 8.47 3.42 29.79 17.14 12.01 45.52
IO 12.79 3.89 15.74 15.99 12.07 31.62
ANN- AO 8.23 3.41 29.03 16.58 12.00 45.37
GARCH IO 12.21 5.56 17.92 15.76 12.07 31.68
Outliers Number of Series Number of Outliers in Series
Positive Negative subject to Outliers Mean Minimum Maximum
GARCH AO 76 46 29 4.13 1 18
IO 17 39 24 1.86 0 5
ANN- AO 74 45 29 4.06 1 17
GARCH IO 17 38 22 1.81 0 5
Source: Datastream, daily quotes (01/01/1996-01/22/2009) in EUR; computations by the authors.
we try to evaluate the cause and explanation of the extreme events. A ﬁrst qualitative
assessment is made. Using past BloombergTM market reports, we try to ﬁnd any relevant
information that could explain the outlier. Then, this analysis is completed with a quan-
titative one. We compare the values of the Indicator of Market Shocks obtained with the
CAC40 Index with the one computed from the stock speciﬁc return time-series. If only the
stock-based speciﬁc IMS is high, then one can speculate about the realization of a speciﬁc
risk that day. From Table 3.3, very few (idiosyncratic) outliers appear during the major
ﬁnancial crises (signaled by a value greater than 3.48, corresponding to a 95% threshold
of the IMS distribution; Cf. Maillet and Michel, 2005).
Table 3.3. Largest Outliers on the Database
Date Return Company t-stat Type Explanation IMS
1. 09/17/1998 -38.40% ALCATEL-LUCENT 45.52 AO Crash of telecom sector 7.92 [1.30]
2. 01/07/2005 -16.77% UNIBAIL-RODAMCO 42.30 AO Exceptional coupon 6.18 [.29]
3. 07/26/2002 -22.05% SAINT GOBAIN 37.18 AO Quarter results 5.13 [3.55]
4. 07/03/2002 -21.91% VIVENDI 35.63 AO CEO resigned 8.70 [1.47]
5. 10/30/2002 40.54% ALCATEL-LUCENT 35.13 AO Quarter results 5.14 [4.73]
6. 09/28/2001 -20.40% SCHNEIDER ELECTRIC 34.70 AO Failure of the Legrand merger 6.69 [2.33]
7. 01/21/2005 25.80% VALLOUREC 32.21 AO Takeover V & M Tubes 1.68 [.26]
8. 06/24/2002 -23.31% VIVENDI 31.68 IO Key board member resigned 3.64 [1.05]
9. 10/17/1996 23.66% LAGARDERE GROUPE 29.95 AO Takeover Thomson 1.65 [.27]
10. 06/26/2001 -22.93% CAP GEMINI 27.72 AO Profit Warning 5.53 [1.12]
11. 07/02/2002 -25.52% VIVENDI 27.42 IO Rumour that CEO resigned 5.08 [1.12]
12. 10/17/2002 26.38% CAP GEMINI 23.75 AO Profit Warning 6.39 [5.25]
13. 12/17/2008 -17.24% BNP PARIBAS 23.30 AO Profit Warning 9.97 [10.44]
14. 11/21/2002 11.91% UNIBAIL-RODAMCO 22.92 AO Change in fiscal system 1.16 [3.77]
15. 10/13/2008 18.12% VINCI (EX SGE) 22.02 IO Market turmoil .96 [4.93]
Source: Datastream, daily quotes (01/01/1996-01/22/2009) in EUR; computations by the authors.
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3.4.2 About Financial Features of some Notorious Eﬃcient Port-
folios
Regarding the portfolio allocation problem, we now want to evaluate the impact of
outliers on eﬃcient portfolios. Considering, for instance, extreme higher-order moment
portfolios, such as the Global Minimum Kurtosis portfolio, may lead to the selection of
some unrealistic portfolios. Indeed, Jondeau and Rockinger (2003, among others) observe
that higher-order moments have only a marginal impact on portfolios that maximize utility
function.
However, as pointed out by Jurczenko et al. (2008), a potential application for the
investors of higher (L-)moments may lie in controlling the features of optimal portfolios,
since some eﬃcient portfolios, similar in terms of the ﬁrst two moments, exhibit large
diﬀerences in higher-order L-moments. Thus, we choose to restrict the set of optimal
portfolios to those with a volatility that is not signiﬁcantly diﬀerent from that of the Global
Minimum Volatility Portfolio (GMV P ) at a 5% threshold using the Log-normal hypothesis
of Alizadeh et al. (2002). We also select the Local Maximum Mean (LMMP ), the Local
Maximum (L-)moment3 (LMSP and LML3P ) and the Local Minimum (L-)moment4
Portfolios (LMKP and LML4P )
4. One way to remain in this restricted portfolio set
is to integrate this constraint in the optimization process. For each optimization, we
ﬁrst compute the composition of the Minimum Volatility Portfolio and the distribution
of its volatility. The associated conﬁdence interval is then added to the second moment
constraint.
Using a one-year rolling window, we perform a dynamic asset allocation with a monthly
reallocation. Note that the outlier corrected database is only used for optimal weight de-
termination (all the following statistics are based on the true database). Figure 3.4 shows
the evolution of (L-)Moments of the notorious portfolios. The details of moment pecu-
liarities are presented hereafter but we can already see that L-moments are clearly more
4In the following, for the sake of simplicity and to diﬀerentiate portfolios obtained with unadjusted
returns from those corresponding to corrected-from-outliers series, we add an extra ˘ onto the name of
the portfolios when they are obtained with corrected returns. For instance the Local Minimum L-moment4
Portfolios are denoted LML4P and ˘LML4P .
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stable than the traditional C-moments. The inﬂuence of outliers is evaluated according to
the ex post observed moments of these particular portfolios. We also consider additional
descriptive statistics of portfolios such as the traditional Sharpe ratio, the Concentration
Coeﬃcient (denoted CC, Cf. Gillman, 2004), and a measure of the allocation stability
which is the Turn-over Ratio (denoted TR). Since the Sharpe ratio does not take into
account the non normality of the distribution, we also consider utility based measures (Cf.
Appendix 3.6.3). For each local optimization, we select the portfolio optimized with raw
returns and C-moments as benchmark and compute the cost or management fee an in-
vestor is willing to pay to switch from the benchmark portfolio to robust dynamic strategy.
These utility measures are computed in two frameworks: the traditional Expected Utility
and the Cumulative Prospect Theories. Indeed, the traditional Expected Utility Theory
hardly takes into account higher order moment preferences (Cf. Jurczenko et al., 2008).
The Prospect Theory provides an eﬃcient alternative to account for numbers of anomalies
(Cf. Ingersoll, 2008) such as the skewness preference of investors. A weighting function
is applied to the cumulative probability distribution of the portfolio returns. The main
eﬀect of this transformation is to make the agent overweigh the tails of that distribution.
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Figure 3.4. Time-evolutions of some Notorious Eﬃcient Portfolios
12/1996 01/1999 01/2001 12/2002 12/2004 11/2006
5
10
15
20
25
30
35
12/1996 01/1999 01/2001 12/2002 12/2004 11/2006
4
6
8
10
12
14
16
18
Volatility of GMV P , ˘GMV P , L-moment2 of GMV P , ˘GMV P ,
GML2P and ˘GML2P GML2P and ˘GML2P
12/1996 01/1999 01/2001 12/2002 12/2004 11/2006
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
12/1996 01/1999 01/2001 12/2002 12/2004 11/2006
−12
−10
−8
−6
−4
−2
0
2
4
6
8 x 10
−4
Skewness of LMSP , ˘LMSP L-moment3 of LMSP , ˘LMSP
LML3P and ˘LML3P LML3P and ˘LML3P
12/1996 01/1999 01/2001 12/2002 12/2004 11/2006
0
2
4
6
8
10
12
14
12/1996 01/1999 01/2001 12/2002 12/2004 11/2006
0
0.5
1
1.5
2
2.5
3 x 10
−3
Kurtosis of LMKP , ˘LMKP L-moment3 of LMKP , ˘LMKP
LML4P and ˘LML4P LML4P and ˘LML4P
Source: Datastream, daily quotes (01/01/1996-01/22/2009) in EUR; computations by the authors. We use
a one-year rolling window to evaluate the time evolution of the moments. In each subgraph, the black thin
line corresponds to the portfolio obtained with unadjusted (raw) returns and a C-moment optimization,
the black bold line corresponds to the portfolio obtained with unadjusted (raw) returns and an L-moment
optimization, the grey thin line corresponds to the portfolio obtained with ANN-GARCH-adjusted re-
turns and a C-moment optimization and the grey bold line corresponds to the portfolio obtained with
ANN-GARCH-adjusted returns and an L-moment optimization. LMMP , GMV P , GML2P , LMSP ,
LML3P , LMKP and LML4P stands for the Local Maximum Mean, the Global Minimum Volatility, the
Global Minimum L-moment2, the Local Maximum Skewness, the Local Maximum L-moment3, the Local
Minimum Kurtosis and the Local Minimum L-moment4 Portfolio. We add an extra ˘ onto the name of
portfolios when they are obtained with corrected returns.
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Table 3.4 presents the values of ratios for the Local Maximum Mean Portfolio. In
this case, we do not display statistics corresponding to L-moment portfolio optimization
since the C-moment1 and L-moment1 are strictly equivalent. Using adjusted data leads
to an improvement of every moment except for volatility. The two portfolios are very
close regarding their volatility (with a 35 basis point diﬀerence), but when correcting for
the outliers, expected return signiﬁcantly increases whilst skewness becomes positive and
extreme risk, measured by the kurtosis, is reduced by a fourth. Regarding the performance
measures (see Table 3.5), the portfolio obtained after data correction is preferred whatever
the ratio considered. Adjusting the returns from outliers leads to a more concentrated al-
location and the turn-over of the two portfolios are quite equivalent. These results indicate
that the ﬁrst moment is highly subject to bias and optimizations in which expected return
matters could also be improved by adjusting the data from outliers.
Table 3.4. Local Maximum Mean Portfolios
Moment 1 Moment 2 Moment 3 Moment 4
LMMP 9.66 18.97 [9.24] -.04 [-.27] 20.66 [1.46]
˘LMMP 12.43 19.32 [9.33] .18 [-.14] 15.18 [1.49]
Source: Datastream, daily quotes (01/01/1996-01/22/2009) in EUR; computations by the authors. The
ﬁrst two moments are annualized and expressed in %. The corresponding values of L-moments are
indicated in brackets. L-moments 3 and 4 are multiplied by 1,000. LMMP corresponds to the Local
Maximum Mean Portfolio. We add an extra ˘ onto the name of the portfolio when it is obtained with
corrected returns.
Table 3.5. Performance Measures for Local Maximum Mean Portfolios
SR CC TR WP2 WP10 WP∗2 WP
∗
10
LMMP .35 6.92 1.63 .00 .00 .00 .00
˘LMMP .48 5.39 1.65 2.53 2.44 21.85 18.75
Source: Datastream, daily quotes (01/01/1996-01/22/2009) in EUR; computations by the authors. SR
stands for the Sharpe Ratio, CC is for the Concentration Coeﬃcient and TR denotes the Turn-over Ratio.
The Willing-to-Pay measures are denoted WPγ and WP∗γ when they are computed respectively in the
traditional Expected Utility and in the Cumulative Prospect Theory frameworks, γ being the level of the
risk aversion. The corresponding values of the Willing-to-Pay measures (compared to the LMMP ) are
annualized and expressed in percent. LMMP corresponds to the Local Maximum Mean Portfolio. We
add an extra ˘ onto the name of the portfolio when it is obtained with corrected returns.
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When focusing on Global Minimum Risk Portfolios (see Table 3.6), whatever the robust
approach chosen (L-moments or ANN-GARCH Adjusted), the volatility is deteriorated.
This empirical observation is in accordance with previous empirical studies that conclude
that the minimum volatility portfolio is robust to outliers (see for instance, Jorion, 1986;
Michaud, 1988; Chopra and Ziemba, 1993; Jagannathan and Ma, 2003; and Ledoit and
Wolf, 2003). Now regarding the use of the L-moments, in both cases, it increases the
risk of the portfolios. A potential explanation is that L-moments are said to be robust to
outliers because they are stable (or not too sensitive to new outcomes). So when dealing
with dynamic asset allocation, L-moments may not be reactive enough to capture short
term market evolutions. Regarding the others moments, the ˘GML2P exhibits a higher
expected return and skewness while the portfolios obtained from adjusted returns have
improved third and fourth moments but lower ﬁrst moments. Consequently, performance
measures that mostly focus on the ﬁrst two moments (the Sharpe ratio as well as the
Willing-to-Pay ratio in the Expected Utility framework) are lower for portfolios obtained
with adjusted returns. In the opposite, if we consider ratios that emphazise the higher-
order moments, the three robust portfolios seem better than the GMV P . The use of an
ANN-GARCH return correction leads to more concentrated portfolios, and an optimiza-
tion with L-moments provides more stable allocations.
Table 3.6. Global Minimum Volatility Portfolios
Moment 1 Moment 2 Moment 3 Moment 4
GMV P 13.87 16.57 [8.60] -.22 [-.17] 9.30 [1.25]
GML2P 14.52 16.71 [8.63] -.11 [-.16] 9.80 [1.28]
˘GMV P 13.21 17.28 [9.04] .12 [-.14] 8.66 [1.26]
˘GML2P 12.58 18.42 [9.68] .01 [-.06] 7.89 [1.36]
Source: Datastream, daily quotes (01/01/1996-01/22/2009) in EUR; computations by the authors. The
ﬁrst two moments are annualized and expressed in %. The corresponding values of L-moments are
indicated in brackets. L-moments 3 and 4 are multiplied by 1,000. GMV P and GML2P correspond to
the Global Minimum Volatility and Global Minimum L-moment2. We add an extra ˘ onto the name of
portfolios when they are obtained with corrected returns.
We now move to the study of the inﬂuence of outliers on higher-order moments and
the related optimized portfolios. Table 3.8 presents the results obtained through the four
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Table 3.7. Performance Measures for Global Minimum Volatility Portfolios
SR CC TR WP2 WP10 WP∗2 WP
∗
10
GMV P .65 7.07 1.08 .00 .00 .00 .00
GML2P .68 7.31 .97 .58 .48 7.81 6.56
˘GMV P .59 5.83 1.04 -.97 -1.76 4.68 3.12
˘GML2P .51 5.34 .87 -1.95 -4.39 14.06 9.37
Source: Datastream, daily quotes (01/01/1996-01/22/2009) in EUR; computations by the authors. SR
stands for the Sharpe Ratio, CC is for the Concentration Coeﬃcient and TR denotes the Turn-over Ratio.
The Willing-to-Pay measures are denoted WPγ and WP∗γ when they are computed respectively in the
traditional Expected Utility and in the Cumulative Prospect Theory frameworks, γ being the level of the
risk aversion. The corresponding values of the Willing-to-Pay measures (compared to the GMV P ) are
annualized and expressed in percent. GMV P and GML2P correspond to the Global Minimum Volatility
and Global Minimum L-moment2. We add an extra ˘ onto the name of portfolios when they are obtained
with corrected returns.
optimizations of the local maximum skewness. When using unadjusted returns, the use
of L-moments seems not to provide better results than with C-moments. In our experi-
mentation, L-moment optimization is even worst than C-moments (the observed skewness
is -.3 with C-moments versus -.57 with L-moments). Once again, we can argue that the
L-moment is not reactive enough to take into account the distribution timing of the skew-
ness. Nevertheless, when the returns are adjusted, the C-moment optimized portfolio is
slightly improved in term of skewness (-.03 versus .01). The improvement is even more
important when the adjusted returns are optimized with L-moments. This observation
strengthens the idea of Kim and White (2004) that higher-order moments are mostly sub-
ject to bias. With no surprise, the performance measures show that L-moments, when
applied to raw returns, failed to provide better portfolios. Nevertheless, optimizations
done with ANN-GARCH corrected returns leads to a strong improvement of the LMSP ,
especially when L-moments are used. Again, we see that the ANN-GARCH correction
leads to more concentrated allocation.
Furthemore, Table 3.10 shows the statistics on the diﬀerent LMKP . Using unadjusted
returns with L-moments or adjusted returns with C-moments leads to a comparable im-
provement. The combination of these two robust approaches allows us to obtain an even
lower kurtosis portfolio. Nevertheless, this improvement of the fourth moments comes with
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Table 3.8. Local Maximum Skewness Portfolios
Moment 1 Moment 2 Moment 3 Moment 4
LMSP 10.10 18.85 [9.16] -.03 [-.26] 21.16 [1.46]
LML3P 9.43 19.56 [9.53] -.57 [-.29] 18.60 [1.54]
˘LMSP 13.85 18.09 [9.38] .01 [-.11] 8.97 [1.36]
˘LML3P 13.76 20.81 [10.60] .21 [-.05] 10.82 [1.65]
Source: Datastream, daily quotes (01/01/1996-01/22/2009) in EUR; computations by the authors. The
ﬁrst two moments are annualized and expressed in %. The corresponding values of L-moments are
indicated in brackets. L-moments 3 and 4 are multiplied by 1,000. LMSP and LML3P correspond to
the Local Maximum Skewness and Local Maximum L-moment3 Portfolios. We add an extra ˘ onto the
name of portfolios when they are obtained with corrected returns.
Table 3.9. Performance Measures for Local Maximum Skewness Portfolios
SR CC TR WP2 WP10 WP∗2 WP
∗
10
LMSP .37 6.84 1.72 .00 .00 .00 .00
LML3P .32 6.04 1.88 -.97 -2.44 -23.43 -26.56
˘LMSP .60 5.70 1.65 4.10 5.46 9.30 15.62
˘LML3P .51 4.22 2.16 2.83 .20 31.25 28.12
Source: Datastream, daily quotes (01/01/1996-01/22/2009) in EUR; computations by the authors. SR
stands for the Sharpe Ratio, CC is for the Concentration Coeﬃcient and TR denotes the Turn-over Ratio.
The Willing-to-Pay measures are denoted WPγ and WP∗γ when they are computed respectively in the
traditional Expected Utility and in the Cumulative Prospect Theory frameworks, γ being the level of the
risk aversion. The corresponding values of the Willing-to-Pay measures (compared to the LMSP ) are
annualized and expressed in %. LMSP and LML3P correspond to the Local Maximum Skewness and
Local Maximum L-moment3 Portfolios. We add an extra ˘ onto the name of portfolios when they are
obtained with corrected returns.
a weakening of the ﬁrst two moments. Consequently, as shown in Table 3.11, performance
measures that mostly focus on the ﬁrst two moments are lower when a robust approach is
chosen. But when we consider performance measures that focus on higher-order moments,
robust portfolios are preferred.
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Table 3.10. Local Minimum Kurtosis Portfolios
Moment 1 Moment 2 Moment 3 Moment 4
LMKP 13.85 16.61 [8.63] -.22 [-.17] 9.22 [1.29]
LML4P 12.11 17.56 [9.15] -.05 [-.17] 8.68 [1.32]
˘LMKP 13.79 17.28 [9.05] -.13 [-.15] 8.64 [1.26]
˘LML4P 11.90 17.68 [9.28] -.04 [-.14] 8.26 [1.26]
Source: Datastream, daily quotes (01/01/1996-01/22/2009) in EUR; computations by the authors. The
ﬁrst two moments are annualized and expressed in %. The corresponding values of L-moments are
indicated in brackets. L-moments 3 and 4 are multiplied by 1,000. LMKP and LML4P correspond to
the Local Minimum Kurtosis and Local Minimum L-moment4 Portfolios. We add an extra ˘ onto the
name of portfolios when they are obtained with corrected returns.
Table 3.11. Performance Measures for Local Minimum Kurtosis Portfolios
SR CC TR WP2 WP10 WP∗2 WP
∗
10
LMKP .65 7.12 1.10 .00 .00 .00 .00
LML4P .51 6.49 1.86 -1.95 -3.22 9.23 6.25
˘LMKP .62 6.02 1.14 -.20 -1.17 4.68 3.12
˘LML4P .51 5.55 1.79 -2.24 -3.61 9.37 7.81
Source: Datastream, daily quotes (01/01/1996-01/22/2009) in EUR; computations by the authors. SR
stands for the Sharpe Ratio, CC is for the Concentration Coeﬃcient and TR denotes the Turn-over Ratio.
The Willing-to-Pay measures are denoted WPγ and WP∗γ when they are computed respectively in the
traditional Expected Utility and in the Cumulative Prospect Theory frameworks, γ being the level of the
risk aversion. The corresponding values of the Willing-to-Pay measures (compared to the LMKP ) are
annualized and expressed in %. LMKP and LML4P correspond to the Local Maximum Skewness and
Local Maximum L-moment3 Portfolios. We add an extra ˘ onto the name of portfolios when they are
obtained with corrected returns.
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3.5 Conclusion
We propose in this paper an ANN-GARCH procedure to detect and correct outliers that
occur in ﬁnancial database. Based on the ﬁrst work of Chen and Liu (1993) and Franses
and Ghijsels (1999), Charles and Darne´ (2005) have developed a GARCH approach that
detects and corrects Additive and Innovative Outliers. We extend this last work through
the introduction of an Artiﬁcial Neural Network. The goal of this network is to capture a
part of the non-linear relation that remains in unanticipated conditional volatility.
Using a French stock return database, we compare GARCH and ANN-GARCH outlier
detections. Even if a ANN-GARCH model allows us to signiﬁcantly reduce the unexplained
conditional volatility, the detection of outliers provided by both models provides very
similar results.
We then look for justiﬁcation for the most signiﬁcant detected outliers. A ﬁrst quan-
titative approach allows us to diﬀerentiate global market shocks (systematic risk) from
more stock-speciﬁc risks. A qualitative analysis based on past economic news complete
the ﬁrst quantitative analysis. Rational economic explanations for the detected outliers
were found and in most cases linked to sound motives.
Then, we moved to the study of the impact of the outliers onto portfolio allocations.
Using unadjusted and adjusted return series, we perform two kinds of optimizations: tra-
ditional C-moment and Robust L-moment optimizations. We evaluate the impact of de-
tected outliers by considering the ex post moments of portfolios optimized and dynamically
reallocated. Through our experiments, we ﬁrst observe that the ﬁrst, third and fourth mo-
ments are highly subject to biases when the data is not corrected for abnormal returns.
Secondly, none of the robust methods improved the main characteristic of the Global Min-
imum Volatility Portfolio. Considering L-moments allows us to slightly reduce the impact
of these outliers but the ANN-GARCH pre-processing seems more appropriate to limit
the eﬀects of aberrant returns. Our experiments suggest that a combination of these two
robust methods leads to an improvement of the moment optimization. We also consider
two complementary frameworks to evaluate the utility associated to each portfolio: a tra-
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ditional power utility function (with various levels of risk aversion) in the Expected Utility
framework and a “value” function in the context of the Cumulative Prospect Theory. In-
deed, it is known that the Expected Utility framework may fail to eﬃciently capture the
agent preferences for higher-order moments since it mainly focuses on the ﬁrst two mo-
ments of return distributions. Both in the Expected Utility and the Cumulative Prospect
Theory frameworks, our main over-all conclusion is that the ANN-GARCH-based method
for deletion of outliers, coupled with the use of a robust approach based on higher-order
L-moment, clearly improves the portfolio allocation process.
3.6 Appendices
3.6.1 Appendix 1: About Robust Estimation of GARCH(1,1)
Models
We present here the traditional way to estimate GARCH models through Maximum
Likelihood Estimation and Robust Bounded Maximum Likelihood Estimation proposed
by Muler and Yohai (2008). For the sake of simplicity, we restrict the following estimations
to the case of a GARCH(1,1) case.
We consider a series εt following a strong GARCH(1,1) process with εt = ηt
√
ht where
the ηt are Independent and Identically Normally Distributed such as (with previous nota-
tions): ⎧⎨⎩ εt = ηt
√
ht
ht = α0 + β1ht−1 + α1ε2t−1.
(3.5)
From Equation 3.8, we have:
ht = −α0 (1− β1)−1 +
t−1∑
k=1
(
α1β
k−1
1 ε
2
t−k
)
, (3.32)
Posing t = log(ε
2
t ) and ξt = log (η
2
t ), then we have t = ξt + log (ht). Since the Gaussian
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density f (.) is symmetric around 0, then the density φ (.) of ξt is given by:
φ (ξt) = f [exp (.5ξt)] exp (.5ξt) . (3.33)
We consider θ = [α0 α1 β1] as the set of parameters we want to estimate. From
Equation 3.32, we obtained:
hˆt
(
ε2t |θ
)
= −α0 (1− β1)−1 +
t−1∑
k=1
(
α1β
k−1
1 ε
2
t−k
)
. (3.34)
The usual form of the QML estimate based on the εt’s consists of maximizing:
θˆ = Argmax
θ∈R3
{
−.5
{
T∑
t=2
ε2t
[
hˆt (ε
2
t |θ )
]−1
+
T∑
t=2
log
[
hˆt (ε
2
t |θ )
]}}
= Argmax
θ∈R3
{
−
T∑
t=2
exp
{
t − log
[
hˆt (ε
2
t |θ )
]}
× log
[
hˆt (ε
2
t |θ )
]}
= Argmax
θ∈R3
{
T∑
t=2
ϕ
{
t − log
[
hˆt (ε
2
t |θ )
]}}
,
(3.35)
where ϕ (.) = − log [φ (.)].
The QML estimation is not robust since few outliers may have a large inﬂuence on
recovered parameters (see also Zumbach, 2000). As pointed out by Muler and Yohai (2008),
one reason for the lack of robustness of the QML-estimate is that ϕ (.) is unbounded, and
so large outliers may have an unbounded eﬀect on θˆ. To gain robustness, Muler and
Yohai (2008) proposed an M-estimate for GARCH parameters that includes a mechanism
restricting the propagation of the outlier eﬀect on estimated hˆt.
More precisely, the computation of the vector of parameters are provided by the es-
timation of the following equation for conditional volatility denoted h˘∗t:ι (ε
2
t |θ, ι), since
depending on the parameter θ and on a threshold ι, with ι ∈ R+, as such:
h˘∗t:ι
(
ε2t |θ, ι
)
= α0 +
[
α1χι
(
∩
ε
2
t−1
)
+ β1
]
h˘∗t−1:ι
(
ε2t−1 |θ, ι
)
, (3.36)
where
∩
ε
2
t−1 = ε
2
t−1×
[
h˘∗t−1:ι
(
ε2t−1 |θ, ι
)]−1
is the reduced squared return series and with the
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truncature function χι (.) depending on the arbitrary threshold ι, as such:
χι (u) = u1{u≤ι} + ι1{u>ι}.
Finally, the Bounded QML-estimate of θ based on the εt consists of minimizing, like in
the QML case (Cf. Equation 3.35), the following quantity (with previous notations):
θˆ = Argmax
θ∈R3
T∑
t=2
ϕ
{
t − log
[
h˘t:ι
(
ε2t |θ, ι
)]}
. (3.37)
Muler and Yohai (2008) show that the Bounded (Quasi) Maximum Likelihood estimator
has both the properties of robustness against outliers and of consistency when the series
follow GARCH models without outliers. From their Monte Carlo experimentations, they
suggest using a value for the threshold ι equals to 4.
3.6.2 Appendix 2: Gaussianity Tests
3.6 Appendices 184
T
ab
le
3.
12
.
F
ir
st
F
ou
r
M
om
en
ts
of
S
to
ck
s
of
th
e
S
am
p
le
A
n
n
u
a
li
ze
d
M
ea
n
A
n
n
u
a
li
ze
d
V
o
la
ti
li
ty
S
k
ew
n
es
s
K
u
rt
o
si
s
U
n
-
G
A
R
C
H
A
N
N
U
n
-
G
A
R
C
H
A
N
N
U
n
-
G
A
R
C
H
A
N
N
U
n
-
G
A
R
C
H
A
N
N
a
d
ju
st
ed
A
d
ju
st
ed
A
d
ju
st
ed
a
d
ju
st
ed
A
d
ju
st
ed
A
d
ju
st
ed
a
d
ju
st
ed
A
d
ju
st
ed
A
d
ju
st
ed
a
d
ju
st
ed
A
d
ju
st
ed
A
d
ju
st
ed
1
.
A
C
C
O
R
9
.3
6
%
1
.9
2
%
2
.4
5
%
3
4
.8
7
%
3
1
.6
3
%
3
1
.1
5
%
.1
0
.0
1
.0
2
6
.6
3
5
.4
9
5
.4
8
2
.
A
IR
L
IQ
U
ID
E
8
.9
9
%
3
.8
4
%
4
.2
0
%
2
8
.4
8
%
2
8
.2
0
%
2
8
.0
9
%
.1
8
-.
0
4
-.
0
5
5
.9
4
5
.4
6
5
.4
6
3
.
A
L
C
A
T
E
L
-L
U
C
E
N
T
-1
.7
1
%
-3
.3
7
%
-3
.4
1
%
5
4
.2
2
%
5
1
.4
3
%
5
2
.6
4
%
.1
7
-.
3
3
-.
1
2
1
6
.9
8
7
.1
7
6
.6
6
4
.
A
X
A
8
.5
8
%
-2
.4
3
%
-2
.3
9
%
4
0
.6
4
%
3
5
.1
1
%
3
5
.0
4
%
.6
2
-.
1
7
-.
1
8
1
0
.8
1
7
.5
8
7
.5
8
5
.
B
N
P
P
A
R
IB
A
S
9
.4
2
%
3
.0
4
%
3
.7
2
%
3
7
.2
4
%
3
5
.4
5
%
3
5
.0
0
%
.1
4
-.
1
0
-.
1
1
8
.7
5
6
.2
8
6
.2
8
6
.
B
O
U
Y
G
U
E
S
1
7
.3
2
%
8
.8
1
%
9
.2
2
%
3
9
.3
7
%
3
6
.7
5
%
3
6
.9
8
%
.3
9
.0
6
.0
6
8
.2
7
5
.8
3
5
.8
4
7
.
C
A
P
G
E
M
IN
I
1
4
.0
4
%
5
.0
4
%
5
.5
6
%
4
9
.6
3
%
4
7
.8
9
%
4
7
.9
7
%
.1
5
.0
0
.0
0
7
.6
6
5
.4
1
5
.4
1
8
.
C
A
R
R
E
F
O
U
R
5
.3
9
%
.6
3
%
1
.5
7
%
3
1
.7
6
%
3
0
.5
7
%
3
0
.6
5
%
.0
7
-.
0
2
-.
0
3
6
.3
3
5
.6
9
5
.7
0
9
.
D
A
N
O
N
E
1
0
.9
4
%
8
.2
7
%
9
.1
5
%
2
6
.6
1
%
2
5
.7
5
%
2
5
.3
6
%
.1
4
.0
7
.0
7
7
.0
7
6
.5
3
6
.5
3
1
0
.
E
S
S
IL
O
R
IN
T
L
1
5
.5
4
%
8
.6
9
%
9
.6
6
%
3
0
.5
0
%
2
8
.6
2
%
2
8
.9
5
%
.5
9
.3
2
.3
1
8
.2
3
6
.7
1
6
.7
0
1
1
.
L
’O
R
E
A
L
1
3
.0
5
%
5
.9
5
%
5
.9
8
%
3
1
.8
6
%
2
9
.4
8
%
2
8
.9
9
%
.2
2
-.
0
3
-.
0
4
6
.3
8
6
.0
1
6
.0
2
1
2
.
L
A
F
A
R
G
E
4
.6
2
%
-1
.9
0
%
-1
.0
1
%
3
4
.3
9
%
3
3
.1
0
%
3
3
.4
2
%
.0
6
-.
1
9
-.
2
0
6
.5
0
5
.6
1
5
.6
1
1
3
.
L
A
G
A
R
D
E
R
E
G
R
O
U
P
E
1
3
.4
0
%
8
.0
1
%
8
.5
0
%
3
8
.5
1
%
3
5
.5
8
%
3
5
.9
2
%
.5
4
.1
5
.1
4
9
.3
6
5
.9
2
5
.9
3
1
4
.
L
V
M
H
9
.0
2
%
2
.5
6
%
2
.6
4
%
3
4
.8
2
%
3
2
.9
8
%
3
3
.4
5
%
.4
4
.1
5
.1
6
7
.3
8
5
.2
6
5
.2
5
1
5
.
M
IC
H
E
L
IN
6
.9
6
%
-.
7
8
%
.0
5
%
3
5
.5
6
%
3
5
.2
5
%
3
5
.2
5
%
.1
5
-.
1
1
-.
1
0
6
.2
1
5
.8
0
5
.7
9
1
6
.
P
E
R
N
O
D
-R
IC
A
R
D
1
4
.2
8
%
1
1
.6
5
%
1
1
.0
2
%
3
2
.0
4
%
3
0
.4
5
%
3
0
.2
2
%
.2
2
.2
7
.2
7
7
.9
9
6
.6
4
6
.6
3
1
7
.
P
E
U
G
E
O
T
3
.4
3
%
-.
2
4
%
.3
6
%
3
4
.0
9
%
3
1
.4
9
%
3
1
.1
6
%
.0
6
.1
0
.1
1
7
.1
1
5
.5
5
5
.5
5
1
8
.
P
P
R
8
.3
7
%
2
.5
7
%
2
.9
5
%
3
6
.3
4
%
2
9
.0
1
%
2
8
.9
4
%
.4
1
.0
2
.0
2
8
.4
6
7
.4
2
7
.4
3
1
9
.
R
E
N
A
U
L
T
5
.2
4
%
-.
1
4
%
-.
1
0
%
4
0
.8
9
%
3
7
.5
0
%
3
7
.3
1
%
.0
1
-.
0
4
-.
0
5
6
.7
6
5
.7
3
5
.7
2
2
0
.
S
A
IN
T
G
O
B
A
IN
8
.7
0
%
3
.0
7
%
4
.0
5
%
3
6
.2
9
%
3
2
.6
1
%
3
2
.4
4
%
.1
7
-.
0
2
-.
0
1
1
2
.2
7
5
.4
7
5
.4
7
2
1
.
S
A
N
O
F
I-
A
V
E
N
T
IS
1
5
.8
2
%
1
1
.0
4
%
1
1
.8
2
%
3
3
.0
5
%
3
2
.2
1
%
3
2
.0
7
%
.2
1
.1
1
.1
2
6
.1
5
4
.7
6
4
.7
6
2
2
.
S
C
H
N
E
ID
E
R
E
L
E
C
.
1
1
.0
0
%
7
.8
7
%
8
.0
2
%
3
6
.9
1
%
3
2
.0
7
%
3
1
.7
7
%
-.
0
4
.0
0
-.
0
1
8
.3
9
5
.2
1
5
.2
2
2
3
.
S
O
C
IE
T
E
G
E
N
E
R
A
L
E
9
.9
8
%
2
.9
2
%
3
.5
7
%
3
9
.1
9
%
3
7
.6
6
%
3
7
.5
4
%
.1
1
-.
1
4
-.
1
4
9
.0
2
7
.3
1
7
.3
2
2
4
.
S
T
M
IC
R
O
E
L
E
C
.
1
0
.4
3
%
-2
.7
9
%
-2
.4
6
%
4
8
.3
0
%
4
7
.8
1
%
4
7
.7
0
%
.3
0
.0
6
.0
7
5
.0
2
4
.5
6
4
.5
6
2
5
.
T
O
T
A
L
1
2
.5
5
%
7
.1
7
%
7
.5
0
%
3
0
.3
7
%
2
9
.4
9
%
2
9
.1
4
%
.1
9
-.
0
8
-.
0
9
7
.2
0
5
.4
9
5
.4
9
2
6
.
U
N
IB
A
IL
-R
O
D
A
M
C
O
1
3
.3
4
%
1
0
.5
5
%
1
0
.9
1
%
2
5
.9
0
%
2
5
.2
7
%
2
5
.0
3
%
-.
2
0
-.
0
9
-.
0
9
9
.1
0
5
.3
7
5
.3
7
2
7
.
V
A
L
L
O
U
R
E
C
2
8
.4
5
%
1
8
.7
1
%
1
9
.5
2
%
4
0
.8
2
%
3
8
.7
3
%
3
8
.5
9
%
.3
9
-.
0
1
.0
0
8
.6
5
5
.2
7
5
.2
8
2
8
.
V
IN
C
I
(E
X
S
G
E
)
2
0
.3
3
%
1
3
.0
9
%
1
4
.0
2
%
3
3
.6
5
%
3
1
.1
7
%
3
1
.5
4
%
.6
3
.2
0
.2
0
9
.4
3
5
.3
5
5
.3
5
2
9
.
V
IV
E
N
D
I
6
.4
0
%
3
.7
9
%
3
.7
6
%
3
9
.4
6
%
3
0
.4
5
%
3
5
.2
5
%
-.
4
8
.0
5
.0
4
2
0
.3
6
6
.3
7
5
.9
7
So
ur
ce
:
D
at
as
tr
ea
m
,
da
ily
qu
ot
es
(0
1/
01
/1
99
6-
01
/2
2/
20
09
)
in
E
U
R
;
co
m
pu
ta
ti
on
s
by
th
e
au
th
or
s.
3.6 Appendices 185
Table 3.13. Statistical Properties of Stock Returns
J-B Stat. J-B P-stat. K-S Stat. K-S P-stat. A-D Stat. A-D P-stat.
1. ACCOR 1826.42 .00 .06 .00 28.09 .00
2. AIR LIQUIDE 1211.40 .00 .06 .00 21.18 .00
3. ALCATEL-LUCENT 27011.15 .00 .08 .00 62.86 .00
4. AXA 8646.43 .00 .09 .00 72.34 .00
5. BNP PARIBAS 4577.39 .00 .08 .00 47.07 .00
6. BOUYGUES 3914.91 .00 .08 .00 44.28 .00
7. CAP GEMINI 3011.53 .00 .06 .00 84.73 .00
8. CARREFOUR 1533.02 .00 .06 .00 29.90 .00
9. DANONE 2299.70 .00 .07 .00 32.78 .00
10. ESSILOR INTL 3967.70 .00 .08 .00 43.22 .00
11. L’OREAL 1600.82 .00 .05 .00 19.66 .00
12. LAFARGE 1693.44 .00 .06 .00 27.49 .00
13. LAGARDERE GROUPE 5760.19 .00 .08 .00 65.09 .00
14. LVMH 2761.08 .00 .07 .00 32.46 .00
15. MICHELIN 1432.27 .00 .06 .00 29.24 .00
16. PERNOD-RICARD 3464.83 .00 .08 .00 47.42 .00
17. PEUGEOT 2338.10 .00 .06 .00 29.74 .00
18. PPR 4208.69 .00 .08 .00 50.31 .00
19. RENAULT 1957.72 .00 .06 .00 25.82 .00
20. SAINT GOBAIN 11890.55 .00 .07 .00 45.95 .00
21. SANOFI-AVENTIS 1397.99 .00 .06 .00 22.78 .00
22. SCHNEIDER ELECTRIC 4011.38 .00 .06 .00 25.99 .00
23. SOCIETE GENERALE 5020.29 .00 .08 .00 54.91 .00
24. ST MICRO. 616.95 .00 .06 .00 20.80 .00
25. TOTAL 2459.71 .00 .05 .00 20.91 .00
26. UNIBAIL-RODAMCO 5162.32 .00 .07 .00 34.16 .00
27. VALLOUREC 4492.47 .00 .07 .00 59.09 .00
28. VINCI (EX SGE) 5937.05 .00 .08 .00 81.16 .00
29. VIVENDI 41764.41 .00 .10 .00 76.14 .00
Source: Datastream, daily quotes (01/01/1996-01/22/2009) in EUR; computations by the authors. J-
B Stat., J-B P-stat., K-S Stat., K-S P-stat., A-D Stat. and A-D P-stat. stand respectively for the
Jarque-Bera Statistic, the Jarque-Bera P-statistic, the Kolmogorov-Smirnov Statistic, the Kolmogorov-
Smirnov P-statistic, the Anderson-Darling Statistic and the Anderson-Darling P-statistic. P-statistics are
expressed in %.
3.6.3 Appendix 3: Utility-based Performance Measures
Goetzmann and Kumar (2001) propose a portfolio diversiﬁcation measure based on
portfolio weights. It allows us for evaluating the naive diversiﬁcation of a portfolio (without
taking into account dependencies between asset returns). We propose here to consider the
inverse measure: the Concentration Coeﬃcient (denotes CC) deﬁned as such:
CC = T−1
T∑
t=1
[
N∑
n=1
(
w2t,n
)]−1
(3.38)
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Table 3.14. Heteroskedasticity Tests of Stock Returns
McLeod-Li Test LM Test
McL-L Stat. P-stat. Q-stat. P-stat.
1. ACCOR 245.13 .00 244.85 .00
2. AIR LIQUIDE 92.68 .00 92.57 .00
3. ALCATEL-LUCENT 27.76 .00 27.72 .00
4. AXA 191.09 .00 190.86 .00
5. BNP PARIBAS 107.87 .00 107.74 .00
6. BOUYGUES 80.42 .00 80.37 .00
7. CAP GEMINI 38.40 .00 38.36 .00
8. CARREFOUR 189.13 .00 188.91 .00
9. DANONE 143.64 .00 143.47 .00
10. ESSILOR INTL 122.46 .00 122.32 .00
11. L’OREAL 178.85 .00 178.70 .00
12. LAFARGE 176.52 .00 176.44 .00
13. LAGARDERE GROUPE 43.65 .00 43.61 .00
14. LVMH 146.29 .00 146.12 .00
15. MICHELIN 81.58 .00 81.54 .00
16. PERNOD-RICARD 204.66 .00 204.43 .00
17. PEUGEOT 178.70 .00 179.41 .00
18. PPR 120.47 .00 120.33 .00
19. RENAULT 153.73 .00 153.98 .00
20. SAINT GOBAIN 44.29 .00 44.25 .00
21. SANOFI-AVENTIS 171.53 .00 171.33 .00
22. SCHNEIDER ELECTRIC 68.64 .00 68.56 .00
23. SOCIETE GENERALE 143.86 .00 143.91 .00
24. STMICROELECTRONICS (PAR) 50.47 .00 50.44 .00
25. TOTAL 248.56 .00 248.26 .00
26. UNIBAIL-RODAMCO 20.71 .00 20.68 .00
27. VALLOUREC 34.69 .00 34.65 .00
28. VINCI (EX SGE) 84.09 .00 83.99 .00
29. VIVENDI 345.83 .00 345.42 .00
Source: Datastream, daily quotes (01/01/1996-01/22/2009) in EUR; computations by the authors. McL-
L Stat. refers to the test of McLeod and Li (1983) for a GARCH(1,1) model estimated with Maximum
Likelihood method, while the Q-stat. is the test statistic of the Lagragian Multiplier (Cf. Engle, 1982).
The P-stat. correspond to P-statistics of related tests and are expessed in %.
where T and N are respectively the number of observations and assets, and wt,n corre-
sponds to the weights allocated to asset n at date t, with t = [1, . . . , T ] and n = [1, . . . , N ].
This measure leads to an intuitive interpretation of portfolio concentration since CC varies
from 1 for a low diversiﬁed portfolio (fully invested in one asset) to N for a highly diver-
siﬁed portfolio (the equally-weighted portfolio).
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Another important measure in a dynamic setting is the allocation stability. It is tra-
ditionally measured with the Turnover Ratio (denoted TR with previous notations):
TR = (2T )−1
T−1∑
t=1
N∑
n=1
[|wt+1,n −wt,n|] . (3.39)
The portfolio turnover measurement should be considered by an investor before deciding
to purchase a given mutual fund or similar ﬁnancial instrument. Indeed, a strategy with
a high turnover rate will incur more transaction costs than another one with a lower rate.
Unless the superior asset selection renders beneﬁts that oﬀset the added transaction costs
they cause, a less active trading posture may generate higher returns. In addition, cost
conscious fund investors should take note that the transactional brokerage fee costs are not
included in the calculation of a fund’s operating expense ratio and thus represent what can
be, in high-turnover portfolios, a signiﬁcant additional expense that reduces investment
return.
As a complement measure, we use the satisfaction-based measure called Willing-to-Pay
(West et al., 1993; and Fleming et al., 2001) to value the performance gains associated
with a particular trading strategy. The idea is to estimate the performance fees an in-
vestor is ready to pay to switch between initial and targeted strategies (denoted as R and
R∗ respectively). Considering a general satisfaction function u (.), the performance fee
measure is deﬁned as the sure return that has to be subtracted from the random return
on the targeted strategy so that the investor becomes indiﬀerent to both strategies:
u (R) = u (R∗ −WP ) . (3.40)
The satisfaction of the agent is evaluated in two diﬀerent frameworks. First we choose
to consider the traditional Expected Utility Theory framework and secondly, as a comple-
ment, the Cumulative Prospect Theory (Cf. Kahneman and Tversky, 1979).
Following Jondeau and Rockinger (2009), we choose to consider a Power-utility function
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such as the Expected Utility written:
E [U (1 + R)] = (1− γ)−1 (1 + R)1−γ , (3.41)
with γ > 1 being the level of risk aversion.
Since our goal is to study the impact of the third and fourth moments on the investor pref-
erences, we use a fourth-order Taylor series expansion (Cf. Jondeau and Rockinger, 2006)
to approximate the level of utility provided by the investments, as such (with previous
notations):
E [U (1 + R)] ∼= (1− γ)−1 + m1 (R)− 2−1m2 (R) + 6−1γ (γ + 1)×
m3 (R)− 24−1γ (γ + 1) (γ + 2)m4 (R) , (3.42)
where mi (R) = E (R
i), for i = [1, . . . , 4], are the non-central moments of order i. In this
case, the Willing-to-Pay measure is obtained as follows:
E [U (1 + R)] = E [U (1 + R∗ −WP )] , (3.43)
where E (.) stands for the mean operator, U (.) is the investor utility function, R and R∗
are the initial and the targeted strategies and WP is the ﬁx amount the investor is willing
to pay to have R∗ instead of R.
Secondly, since the Expected Utility theory still fails to explain some economic behav-
iors, we also propose to consider the Cumulative Prospect Theory introduced by Tversky
and Kahneman (1979). As we already mentioned, the impact of higher-order moments in
the Expected Utility framework seems to be quite insigniﬁcant in the portfolio choice of
investors. Following Barberis and Huang (2007), we apply the Cumulative Prospect The-
ory in the context of portfolio choice. This last theory diﬀers from the Expected Utility
Theory in many points. For instance, the prospect theory focuses on gains and losses but
not on the ﬁnal wealth. The value function that drives investor preferences is concave over
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gains but convex over losses. A subjective weighting function is applied to the Cumulative
Distribution Function (see Figure 3.5). The eﬀect of this transformation is mainly to make
the agent overweigh the tails of the distribution.
We consider an investment with T possible returns represented by the complete set
of the order statistics of returns
{
R[1:T ], R[2:T ], . . . , R[T :T ]
}
, altogether with the associated
Cumulative Distribution Function F (.) and density f(.), both related to the realizations
of R.
Formally, the Cumulative Prospect Theory says that the agent evaluates an investment
according to the associated satisfaction computed such as:
u (R) =
T∑
t=1
qtv
(
R[t:T ]
)
, (3.44)
where ∀t ∈ [1, . . . , T ]:
qt =
⎧⎨⎩ + (ft + . . . + fT )−+ (ft+1 + . . .+ fT ) for R[t:T ] ≥ 0− (f1 + . . . + ft)−− (f1 + . . .+ ft−1) otherwise.
and v (.) is a value function which is concave over gains and convex over losses.
Following Kahneman and Tversky (1979), we use the following functional form (with
previous notations):
v (R) = (R)α 1{R≥0} − λ (−1−R)α 1{R<0}, (3.45)
where v (.) is the value function, α ∈ [0, 1] and λ > 1 corresponding to the degree of
sensitivity to risk and where the probability-weighting function is set as such:
+ [F (R)] = − [F (R)] =  [F (R)] (3.46)
where:
 [F (R)] = F (R)δ
{
F (R)δ + [1− F (R)]δ
}−1/δ
,
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with F (.) being the Cumulative Distribution Function associated to R.
It is to be noticed that several other probability-weighting functions have also been
proposed in the lierature (Cf. for instance Wu and Gonzalez, 1996; Lattimore et al., 1992;
Prelec, 1998; Ingersoll, 2008):
⎧⎪⎪⎪⎨⎪⎪⎪⎩
 [F (R)] = F (R)γ {F (R)γ + [1− F (R)]γ}−α
 [F (R)] = αF (R)γ {αF (R)γ + [1− F (R)]γ}−1
 [F (R)] = γ exp {−β [− logF (R)]α} ,
(3.47)
where γ ∈ ] 0, 1 ], α > 0 and β > 0.
In such Cumulative Prospect Theory framework, the revisited Willing-to-Pay measure,
denoted here WP ∗, is obtained as follows (with previous notations):
u (R) =
T∑
t=1
qtv
(
R[t:T ]
)
=
T∑
t=1
q∗t v
(
R∗[t:T ] −WP ∗
)
, (3.48)
Some experimental evidences by Barberis and Huang (2007) suggest to use δ = .65,
α = .88 and λ = 2.25.
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Figure 3.5. Subjective versus Objective Probability Functions of the Returns on the Global
Minimum Volatility Portfolio
Source: Datastream, daily quotes (01/01/1996-01/22/2009) in EUR; computations by the authors. This
ﬁgure represents a speciﬁc probability-weighting function of returns on the Global Minimum Volatility
Portfolio obtained with δ = .65, α = .88 and λ = 2.25. The black (grey) bold line represents the estimated
kernel Transformed (raw) Cumulative Density Function of returns (on the left axis), whereas the black
(grey) thin line represents the weighted (raw) Distribution (on the right axis).
Chapitre 4
Carte de style et facteurs de risque
4.1 Introduction
En quelques anne´es, l’analyse de style s’est impose´e comme re´fe´rence incontournable de
la gestion de portefeuille. Face a` la grande diversite´ des types de gestion oﬀerts, celle-ci est
devenue fondamentale pour justiﬁer des diﬀe´rences de performances entre les fonds d’un
meˆme univers. Une vaste litte´rature est consacre´e a` ce sujet. Les acade´miciens ont propose´
plusieurs approches pour e´valuer le style d’un fonds. Dans ce chapitre, nous supposons
qu’un style est de´ﬁni en fonction des facteurs de risque auxquels le fonds est expose´. Les
sensibilite´s du fonds aux facteurs permettent d’e´valuer les rendements futurs attendus et
de ve´riﬁer la cohe´rence des performances passe´es par rapport aux objectifs de´ﬁnis. Pour
les investisseurs, le style de gestion est ainsi une information primordiale.
Les mode`les d’analyse de style ont e´volue´ conjointement avec les mode`les d’e´valuation
des actifs. Par exemple, les premie`res tentatives de regroupement des fonds utilisaient le
risque syste´matique du  Mode`le d’E´valuation des Actifs Financiers  (CAPM, Cf. Sharpe,
1964). Avec l’e´mergence de  l’Asset Pricing Theory  (APT ) de Ross (1976), apparaˆıt
une nouvelle ge´ne´ration de mode`les multifactoriels. Outre les retraitements statistiques
possibles, les mode`les de style vont se diﬀe´rencier a` partir du choix des facteurs.
La de´ﬁnition des facteurs est tre`s largement inﬂuence´e par l’observation d’anomalies
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de marche´. De nombreuses e´tudes concluent a` l’existence de biais dans les rendements
des actions en fonction de la taille de la capitalisation (Cf. Lakonishok et Shapiro, 1986).
D’autres (Cf. Lakonishok et alii, 1994 et Fama et French, 1998, par exemple) observent
que le ratio de  valeur comptable sur cours (Book-to-Market, note´ B/M) est e´galement
de´terminant lors de l’estimation du rendement d’un titre. Ces anomalies ont donne´ lieu a`
l’introduction de quatre facteurs explicatifs : les styles Growth, Value, Large et Small. Si
les de´ﬁnitions pre´cises des styles Large et Small sont imme´diates, celles des styles Growth
et Value sont plus incertaines. Le style Growth caracte´rise les entreprises dont on anticipe
une croissance organique signiﬁcative. Une strate´gie d’investissement dite Value consiste
a` acheter des titres d’entreprises conside´re´es comme sous-e´value´es.
A l’e´chelle d’un portefeuille, deux grandes approches sont envisageables. La premie`re
consiste a` de´terminer les caracte´ristiques de style de chacun des titres composant ce por-
tefeuille avant de les agre´ger (Holding-based Style Analysis). Les investisseurs ne disposant
ge´ne´ralement pas de la composition des portefeuilles, la re´alisation de ce type d’analyse
de style est rarement possible. La seconde, introduite par Sharpe (1988 et 1992), permet
de mesurer la sensibilite´ du portefeuille a` diﬀe´rents facteurs de risque. Cette approche,
commune´ment appele´e Return-based Style Analysis (RBSA) consiste en une re´gression
contrainte des rendements du fonds sur ceux des facteurs de risque. Des re´sultats re´cents
tendent a` montrer qu’une approche de type Holding-based Style Analysis n’induit pas de
meilleurs re´sultats que l’approche RBSA (Cf. ter Horst et alii, 2004). Ce mode`le, bien que
tre`s largement re´pandu, est l’objet de se´ve`res critiques. Le fait que les facteurs conside´re´s
soient ge´ne´ralement fortement coline´aires constitue l’une d’elles ; car alors, toute re´gression
sur ceux-ci risque d’eˆtre fallacieuse.
Les mode`les pre´sente´s jusqu’alors souﬀrent de deux limites majeures. L’analyse ef-
fectue´e est statique ; les sensibilite´s du fonds aux facteurs sont suppose´es constantes sur
l’ensemble de la pe´riode conside´re´e. Pour un fonds ge´re´ passivement, cette approche est
tout a` fait valide. Mais de`s lors que nous conside´rons des fonds adoptant une gestion ac-
tive, celle-ci n’est plus viable. La seconde critique est lie´e a` la ne´cessite´ de spe´ciﬁer a priori
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les facteurs de risque. Une connaissance pre´alable des fonds analyse´s est ne´cessaire aﬁn de
choisir les facteurs. Il faut ainsi connaˆıtre les biais susceptibles d’expliquer les e´volutions
du fonds. Ainsi Sharpe (1988) choisit des facteurs re´els de l’e´conomie (indices actions,
obligations) sans pour autant inte´grer les styles Growth, Value, Large et Small. Il faut
attendre le mode`le a` trois facteurs pour que Fama et French (1998) proposent de prendre
en conside´ration ces derniers.
Brown et Goetzmann (1997) adoptent une approche originale. Exploitant le lien fort
entre me´thodes d’analyse factorielle et algorithmes de classiﬁcation, ils proposent de re´unir
les fonds en groupes homoge`nes. A chacun de ces groupes correspond un facteur de risque
(de´ﬁni comme la moyenne des fonds de chaque groupe). Ce mode`le, simple a` mettre en
œuvre, dispose d’un fort pouvoir explicatif. En particulier, les facteurs e´tant issus de l’uni-
vers de fonds, il n’est pas ne´cessaire de connaˆıtre a priori les styles. Les biais, meˆme s’ils
n’ont pas encore e´te´ observe´s, seront inte´gre´s aux facteurs de risque.
A la suite de Maillet et Rousset (2003) et Aaron et alii (2004, 2005), nous choisis-
sons les cartes auto-organise´es de Kohonen (Self-Organizing Maps, SOM, Cf. Kohonen,
2000) pour de´velopper un mode`le d’analyse de style. Initialement pre´sente´es comme une
me´thode de classiﬁcation, les SOM permettent la ge´ne´ration simultane´e de facteurs de
risque spe´ciﬁques et de groupes homoge`nes de fonds. En outre, les e´cueils lie´s a` la coline´arite´
des facteurs sont e´vite´s. L’e´tape cruciale de se´lection des indices de style repre´sentatifs est
de meˆme e´carte´e, les facteurs de risques inte´grant implicitement les nouveaux biais poten-
tiels. L’avantage des SOM est qu’elles autorisent une analyse dynamique. L’e´valuation de
la stabilite´ du style de gestion des fonds est rendue possible en projetant dynamiquement
les fonds sur la carte. Nous appliquons notre me´thode d’analyse de style a` la population
des fonds d’actions ame´ricaines pre´sents dans la base Lipper. Elle regroupe les Valeurs
Liquidatives (VL) de 598 fonds et 86 indices repre´sentatifs du marche´. La pe´riode de la
classiﬁcation s’e´tend du 30/08/2002 au 25/05/2007. Cette base a la particularite´ d’eˆtre
renseigne´e avec le style communique´ par les ge´rants ; nous pouvons ainsi e´valuer l’impor-
tance du biais de l’auto-de´claration. L’e´tude dynamique du style de gestion nous permet
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de conclure a` deux cate´gories de gestionnaires ; ceux adoptant une strate´gie constante,
ﬁde`le a` celle annonce´e et ceux, plus opportunistes, qui changent re´gulie`rement de style.
Parmi ces derniers, nous diﬀe´rencions les gestionnaires anticipant eﬃcacement les orien-
tations futures du marche´ (les bulles) de ceux suivant simplement les tendances de marche´.
Ce chapitre est organise´ de la manie`re suivante. Dans la section 4.2, nous commenc¸ons
par rappeler les principales me´thodes RBSA. La section suivante est consacre´e aux cartes
de Kohonen, nous pre´sentons la fac¸on dont celles-ci sont utilise´es pour de´terminer les styles
pre´ponde´rants des fonds. La section 4.4 illustre notre mode`le en l’appliquant a` un univers
de fonds d’action ame´ricaine. La section 4.5 conclut.
4.2 L’analyse de style
Cochrane (2001) propose un mode`le ge´ne´ral qui re´concilie les deux grandes approches
en matie`re de mode`le d’e´valuation des actifs : les mode`les absolus (raisonnement a` l’e´quilibre)
et les mode`les relatifs (raisonnement par arbitrage). Les mode`les absolus sont de´ﬁnis a`
partir d’une e´conomie a` l’e´quilibre. Ils sont ainsi particulie`rement adapte´s a` l’e´tude des
interactions entre les actifs ﬁnanciers et l’e´conomie re´elle. L’approche relative consiste a`
de´terminer la valeur des actifs a` partir de prix d’autres actifs, sans chercher l’origine de ces
derniers. Reprenant sa formulation, nous pre´sentons les diﬀe´rentes me´thodes d’e´valuation
des actifs classiques avant de pre´senter les mode`les d’analyse de style qui en de´coulent.
4.2.1 Les mode`les d’e´valuation
L’hypothe`se principale du mode`le ge´ne´ral de Cochrane est que le prix d’un actif cor-
respond a` l’espe´rance de sa valeur future actualise´e conditionnellement a` l’information
disponible :
Pt = Et (mt+1Xt+1) , (4.1)
avec Pt le prix de l’actif, Et (.) l’ope´rateur d’espe´rance conditionnelle a` l’information dispo-
nible en t, Xt+1 les valeurs futures de l’actif, et mt+1 le facteur d’actualisation stochastique.
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Applique´e a` l’actif sans risque, l’e´quation (4.1) nous permet d’e´tablir que Et (mt+1) =
1
Rf
. Nous obtenons ainsi :
Pt = Et (mt+1)Et (Xt+1) + Covt (mt+1, Xt+1)
= Et(Xt+1)
Rf
+ Covt (mt+1, Xt+1) .
(4.2)
avec Covt (.) l’ope´rateur de covariance conditionnelle a` l’information disponible en t.
Nous retrouvons bien ici, la notion de prime de risque. Le rendement des actifs est e´gal
au taux sans risque auquel s’ajoute une prime de risque. Cette prime de risque de´pend
directement du lien entre l’actif conside´re´ et la consommation. Les actifs qui covarient avec
la consommation sont ainsi plus volatils, la prime de risque associe´e sera donc importante.
Au contraire, les actifs corre´le´s ne´gativement avec la consommation (des assurances typi-
quement) vont oﬀrir un rendement infe´rieur au taux sans risque. Nous re´e´crivons l’e´quation
(4.2) en y appliquant l’espe´rance et en conside´rant les rendements (note´s Ri = Xt
Pt
) :
1 = Et (m)Et
(
Ri
)
+ Covt
(
m,Ri
)
. (4.3)
Le CAPM (Cf. Sharpe, 1964) adopte un raisonnement d’e´quilibre permettant de de´ﬁnir
un unique facteur de risque, le portefeuille de marche´. Puisque Et (mt+1) =
1
Rf
, il vient :
Et
(
Ri
)
= Rf −RfCovt
(
m,Ri
)
. (4.4)
En conside´rant un facteur d’actualisation de la forme m = a − bRW , avec RW le
portefeuille de marche´ (les valeurs de a et b sont obtenues par re´solution d’un simple
syste`me), nous retrouvons ainsi la formulation habituelle du CAPM :
Et
(
Ri
)
= Rf − βiEt
(
RW − Rf) , (4.5)
avec βi =
Covt(RW ,Ri)
σ2t (R
W )
et σ2t (.) l’ope´rateur de variance conditionnelle a` l’information dis-
ponible en t.
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L’APT propose´ par Ross (1976) adopte une approche descriptive. Il suppose que les
rendements des actifs sont inﬂuence´s par diﬀe´rents facteurs exoge`nes (macroe´conomiques).
Le rendement attendu du portefeuille est fonction de ceux d’un panier de facteurs expli-
catifs et des sensibilite´s du fonds par rapport a` ceux-ci. Dans le cadre du mode`le ge´ne´ral
pre´sente´ par Cochrane, l’APT correspond au cas particulier ou` m = a−b′f avec E (f) = 0.
L’introduction de ce facteur d’actualisation nous permet d’obtenir a` partir de l’e´quation
(4.3) :
1 = aE
(
Ri
)−E (b′f)E (Ri)+ Cov (a,Ri)− Cov (b′f, Ri) . (4.6)
Or E
(
b
′
f
)
= 0 par construction et Cov
(
b
′
f, Ri
)
= E
(
b
′
f × Ri) − E (b′f)E (Ri),
ainsi :
E
(
Ri
)
=
1
a
− E (Rf
′) b
a
. (4.7)
En posant βi = E
(
ff
′)−1
E (fRi), α = 1
a
et F = −E
(
ff
′)
b
a
= −αE (mf), nous
retrouvons la formulation ge´ne´rale de l’APT :
Ri = α + βiF+ εi, (4.8)
ou` Ri est le vecteur des rendements re´alise´s de l’actif i conside´re´, F est la matrice des
rendements des facteurs de risque, βi est la sensibilite´ de l’actif aux facteurs de risque, α
est le rendement constant qui ne de´pend pas des facteurs et εi est un bruit blanc.
4.2.2 Les mode`les d’analyse de style
La spe´ciﬁcation du facteur d’actualisation stochastique permet a` Cochrane de retrouver
les mode`les traditionnels d’e´valuation d’actif. De fac¸on similaire, nous montrons dans cette
partie comment les mode`les d’analyse de style se distinguent essentiellement par le choix
des facteurs.
Avec le CAPM, Sharpe (1964) adopte une approche statistique lui permettant de
conclure a` un unique facteur de risque, le portefeuille de marche´. Il permet de relier le
rendement attendu d’un titre a` son risque syste´matique, au moyen d’une mesure d’exposi-
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tion, le beˆta. Jensen (1968) propose le premier regroupement d’actifs fonde´ sur un mode`le
d’e´valuation d’actifs. Connor et Korajczyk (1986), Lehmann et Modest (1987) regroupent
les actifs en fonction de leur risque syste´matique. Ne´anmoins, le CAPM souﬀre de nom-
breuses critiques (Cf. Roll, 1977). En particulier, deux anomalies en illustrent les limites.
La premie`re (Cf. Fama et French, 1998) provient de l’observation qu’un portefeuille de
titres avec un faible ratio B/M est ge´ne´ralement plus rentable qu’un portefeuille ayant
des titres de forts B/M. Les styles Growth et Value ont ainsi e´te´ de´ﬁnis. Le style Growth
caracte´rise les entreprises de´montrant une capacite´ a` faire e´voluer signiﬁcativement leur
taux de croissance et dont on anticipe une croissance forte. Elle dispose ge´ne´ralement d’un
faible ratio B/M et d’un taux de distribution de dividendes tre`s faible. Il s’agit typique-
ment de socie´te´s leader dans des secteurs modernes et dynamiques. Une entreprise est dite
Value lorsqu’elle dispose d’un rendement dont l’e´volution est re´gulie`re. Il s’agit souvent
d’entreprises ope´rant dans des secteurs traditionnels avec une croissance de leurs revenus
et proﬁts lente mais re´gulie`re ; leurs ratios B/M sont e´leve´s et leurs dividendes presque
constants. Empiriquement, Lakonishok et alii (1994) observent que les ﬁrmes a` fort B/M
ont de faibles be´ne´ﬁces, mais procurent des rendements moyens futurs supe´rieurs a` ceux
du marche´. Inversement, les entreprises ayant un B/M faible, disposent de be´ne´ﬁces e´leve´s,
mais des rendements futurs faibles.
La taille de la capitalisation est e´galement un facteur discriminant. Les entreprises de
petite capitalisation sont juge´es plus risque´es que celles disposant d’une large capitalisa-
tion. En outre, la liquidite´ est ge´ne´ralement moindre sur les titres des petites capitalisa-
tions. Il en re´sulte ainsi une prime de risque associe´e aux titres de faibles capitalisations.
La multiplication des travaux empiriques proposant d’autres variables explicatives des
rentabilite´s exce´dentaires a rendu diﬃcile la validation du CAPM (par exemple, Lako-
nishok et Shapiro, 1986 ; Chopra et Ritter, 1989 ; Fama et French, 1992). Les mode`les
d’e´valuation ont e´volue´ vers la prise en compte de facteurs de risque autres que le seul
risque de marche´.
En 1976, Ross propose l’APT. Il suppose que les rendements des actifs sont inﬂuence´s
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par diﬀe´rents facteurs exoge`nes (macroe´conomiques). Le rendement attendu du portefeuille
est fonction d’un panier de facteurs explicatifs et des sensibilite´s du fonds par rapport a`
ceux-ci. Pour eˆtre valide, ces mode`les ne´cessitent d’avoir des facteurs inde´pendants. En ef-
fet, la coline´arite´ des facteurs peut conduire a` une re´gression fallacieuse et ainsi induire un
biais dans la de´termination des sensibilite´s. Aﬁn de s’accommoder de ces contraintes sta-
tistiques, des me´thodes de de´composition factorielle ont e´te´ propose´es. Ross utilise l’Ana-
lyse en Composantes Principales pour identiﬁer des facteurs line´airement inde´pendants.
Sous l’hypothe`se de normalite´ des rendements, les composantes principales sont e´galement
inde´pendantes. La de´termination de l’exposition du fonds aux diﬀe´rents facteurs orthogo-
naux (en e´vitant les e´cueils de multi coline´arite´) est ainsi rendue possible. Soit X la matrice
de taille (K × T ) des rendements des indices de style choisis ; soit P la matrice de taille
(K × T ) des vecteurs propres de la matrice XX′, avec X′ la transpose´e de X. La matrice
des facteurs line´airement inde´pendants s’e´crit alors F = XP. Pour que cette approche
soit valide, il est ne´cessaire que les facteurs choisis soient Gaussiens. Une telle hypothe`se
est diﬃcilement ve´riﬁable en pratique. Une me´thode re´cente de de´composition factorielle
permet de s’aﬀranchir de cette hypothe`se : l’Analyse en Composante Inde´pendante (ACI,
Cf. Hyvarinen et alii, 2001). Contrairement a` l’Analyse en Composantes Principales, l’hy-
pothe`se de normalite´ des rendements est leve´e. L’ACI permet d’exprimer un ensemble
d’observations multidimensionnelles comme une combinaison de variables latentes incon-
nues. Ces variables latentes inconnues sont appele´es  les sources  ou  les composantes
inde´pendantes . Elles sont suppose´es eˆtre statistiquement inde´pendantes les unes des
autres. L’inde´pendance est e´value´e ici au-dela` du moment d’ordre 2 et inte´gre´e directe-
ment dans la fonction d’optimisation (Cf. Bonhomme et Robin, 2008). De fac¸on formelle,
en re´e´crivant sous forme matricielle la relation de´ﬁnie en (4.8), nous obtenons :
R = α +BF+ e⇔ F = W′(R− α− e), (4.9)
avec R = (R1,R2, ...,RN) la matrice de taille (N × T ) des rendements des actifs, F =
(F1,F2, ...,FK) la matrice de taille (K × T ) des rendements des diﬀe´rents facteurs de
risque, B = (β1, β2, ..., βN) la matrice de taille (N ×K) des sensibilite´s des actifs aux
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facteurs de risque, α est le vecteur de taille (N) des rendements constants, W est la
matrice de taille (K ×N) d’extraction des facteurs, T la taille de l’e´chantillon et N le
nombre d’actifs.
Pour avoir les facteurs, il suﬃt de trouver la matrice d’extraction. Le programme
consiste en la maximisation de la non-Gaussianite´ des facteurs sous-jacents suivant la
formule :
W = Argmax
W
NG [W(R− α)] , (4.10)
avec NG(.) une fonction qui mesure la non Gaussianite´ des rendements.
Quelle que soit la me´thode de de´composition factorielle choisie, l’APT fait face a` deux
limites principales. L’imple´mentation de ces mode`les ne´cessite une connaissance a priori
des facteurs auxquels est expose´ le fonds conside´re´. Les facteurs de risque e´tant abstraits,
l’interpre´tation des sensibilite´s du fonds a` ces facteurs n’est pas toujours aise´e.
Sharpe (1988 et 1992) pre´sente un mode`le adoptant cette fois une approche relative
s’inscrivant dans le cadre de l’APT. Il conside`re que les paris et strate´gies employe´s par
le ge´rant (surponde´ration d’un type d’actif ou d’un secteur donne´) vont de´ﬁnir le style du
ge´rant. L’hypothe`se du mode`le de style de Sharpe est que les diﬀe´rences de comportement
vont eˆtre re´percute´es directement sur les rendements des fonds ge´re´s. Il choisi des facteurs
re´els de l’e´conomie et conside`re un panier d’indices de marche´s (actions, obligations...). Au
moyen d’une re´gression multivarie´e sous contraintes, il de´termine les sensibilite´s du fonds
aux facteurs. En de´pit du choix (arbitraire) des indices repre´sentatifs et des proble`mes
d’ordre statistique lie´s a` la coline´arite´ potentielle des facteurs utilise´s, ce mode`le devient
une re´fe´rence de l’analyse de style. En outre, l’utilisation de facteurs re´els permet une
interpre´tation directe des strate´gies mises en œuvre par le ge´rant.
Fama et French (1996) proposent un mode`le a` trois facteurs. L’objectif du mode`le est
de pouvoir justiﬁer les biais lie´s aux styles Growth, Value, Large et Small. Le premier fac-
teur correspond a` un facteur de marche´ classique. Les deux autres facteurs sont les facteurs
 SMB  (correspondant a` la diﬀe´rence des rendements d’un portefeuille de petites capi-
talisations et ceux d’un portefeuille de larges capitalisations) et  HML  (correspondant
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a` la diﬀe´rence des rendements d’un portefeuille ayant un ratio de B/M e´leve´ moins ceux
d’un portefeuille de B/M faible). L’inte´gration de ces nouveaux facteurs permet ainsi de
palier (en partie) aux critiques des mode`les pre´ce´dents. De nouvelles anomalies de marche´
mettent en e´vidence les limites de ce mode`le. De nouveaux facteurs explicatifs sont alors in-
troduits. Cahart (1997) propose par exemple d’ajouter un quatrie`me facteur repre´sentatif
des strate´gies dites  momentum , consistant a` suivre les tendances de marche´, les bulles
spe´culatives.
Les me´thodes pre´sente´es sont purement statiques. Les beˆtas obtenus sont ﬁge´s sur
la pe´riode d’analyse. Une telle approche est viable lorsque l’on conside`re un portefeuille
ge´re´ passivement, mais va e´chouer si l’on e´value un ge´rant adoptant une gestion active. Les
mode`les pre´ce´dents ne permettent pas de de´tecter les changements de strate´gies employe´es
par le ge´rant. Pourtant, de`s 1996, Ferson et Schadt concluent a` des changements de styles
d’investissement en fonction des anticipations e´conomiques. Il apparaˆıt alors essentiel de
prendre en compte les dynamiques des styles d’investissement (Cf. Chan et alii, 2002).
Brown et Goetzmann (1997) proposent une approche originale issue d’un algorithme de
classiﬁcation. L’ide´e consiste a` cre´er des groupes homoge`nes de fonds. Une fois les groupes
de´ﬁnis, les facteurs de risque sont simplement les moyennes des rendements des fonds des
groupes. Les facteurs e´tant de´termine´s a` partir des fonds eux-meˆmes, ce mode`le permet
d’obtenir des facteurs de risque reﬂe´tant, entre autre, les strate´gies actives de gestion.
Adoptant une approche similaire, Maillet et Rousset (2003) et Aaron et alii (2004) pro-
posent d’analyser les styles des fonds en exploitant une me´thode de classiﬁcation appele´e
cartes auto-organise´es de Kohonen (Self-Organizing Maps, note´es SOM). Cet algorithme
permet la de´termination simultane´e des groupes homoge`nes de fonds, et des facteurs de
risque. Un avantage des cartes de Kohonen par rapport a` l’algorithme utilise´ par Brown
et Goetzmann (1997), est la conservation de la topologie. Les facteurs repre´sentatifs des
groupes de fonds sont eux-meˆme ordonne´s sur la carte en fonction de leurs similitudes.
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L’algorithme des cartes de Kohonen permet d’obtenir des classiﬁcations non-line´aires
sans connaissance a priori des donne´es a` classiﬁer. Diﬀe´rentes applications ﬁnancie`res ex-
ploitant les SOM ont e´te´ propose´es : de la simple exploration d’univers de fonds, a` la
pre´vision de rendements futurs. Malgre´ sa robustesse, le caracte`re stochastique de l’algo-
rithme peut engendrer des proble`mes de convergence. Nous choisissons donc une version
robuste des cartes de Kohonen (Guinot et alii, 2006). Nous pre´sentons, dans cette section,
l’algorithme SOM puis sa version robuste. Nous montrons ensuite, comment les cartes
robustes peuvent eˆtre utilise´es dans le cadre d’un mode`le d’analyse de style.
4.3.1 Cartes auto-organise´es de Kohonen
Une carte auto-organise´e est un re´seau constitue´ de neurones, unite´s ou vecteurs codes
ou encore facteur de risque dans notre cas. Ils sont organise´s sur une grille re´gulie`re de
faible dimension. Nous conside´rons I = [1, ..., K], l’ensemble des unite´s du re´seau constitue´
de K neurones. Une structure de voisinage associe´e au re´seau permet de de´ﬁnir la topologie
de la carte.
L’e´tat du re´seau a` l’instant l est donne´ par :
F (l) = [F1 (l) ,F2 (l) , ...,FK (l)] , (4.11)
ou` Fk (l), pour k = [1, ..., K] est un vecteur repre´sentatif du facteur de risque et dont la
dimension est e´gale a` celle des donne´es a` classiﬁer .
Etant donne´ un e´tat du neurone F (l), et un input ri, nous appellerons unite´ gagnante
BMU (pour Best Matching Unit), le neurone dont le vecteur repre´sentatif (nomme´ plus
simplement le poids) FBMUl est le plus proche (en fonction de la me´trique conside´re´e,
ge´ne´ralement la norme Euclidienne) de l’input ri.
L’algorithme SOM est tout d’abord initialise´ de fac¸on ale´atoire dans l’espace des inputs.
Puis, il est de´ﬁni re´cursivement par les e´tapes suivantes :
1. tirer ale´atoirement un input ri,
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Figure 4.1. Repre´sentation du processus ite´ratif d’apprentissage de cartes auto-
organise´es.
2. trouver l’unite´ gagnante BMU tel que
BMUl+1 = Argmin
k∈I
{‖ri (l + 1)− Fk (l)‖} , (4.12)
ou` ‖.‖ est ge´ne´ralement la norme Euclidienne,
3. Une fois le BMU trouve´, les poids des neurones sont actualise´s de manie`re a` ce
que le BMU et ses voisins (les neurones active´s par la fonction de voisinage) se rapprochent
de l’input. La re`gle d’actualisation est la suivante :
Fk (l + 1) = Fk (l)− εlΛ [neight (FBMU ,Fk)] [Fk (l)− ri (l + 1)] , (4.13)
pour k = [1, ..., K], avec neight (., .) la fonction de´ﬁnissant le rang du voisinage entre deux
neurones (neight (FBMU ,Fk) vaut 1 si le BMU et Fk sont directement voisins, 2 si un
neurone les se´pare. . . ) et ou` εl est le parame`tre d’adaptation (de´croissant avec le nombre
d’ite´ration et prenant des valeurs comprises entre ]0,1[). Le nombre de neurones dont les
poids sont actualise´s durant la phase d’apprentissage de´pend de la fonction de voisinage
Λ (.) qui est e´galement de´croissante avec le nombre d’ite´rations.
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4.3.2 Cartes robustes
Si la qualite´ des classiﬁcations obtenues via SOM est ge´ne´ralement satisfaisante, le
caracte`re stochastique de l’algorithme ne nous garantit pas une convergence syste´matique
de la classiﬁcation. De`s lors que deux classiﬁcations successives n’aboutissent pas aux
meˆmes re´sultats, utiliser une simple classiﬁcation de Kohonen pour de´velopper un mode`le
de style peut s’ave´rer hasardeux. Pour nous pre´munir de tels proble`mes de convergence,
nous proposons d’appliquer une version modiﬁe´e de l’algorithme de Kohonen propose´e par
Guinot et alii (2006) : les cartes robustes (Robust Self-Organizings Maps, note´es RSOM,
Cf. Figure 4.2). Aﬁn de limiter la de´pendance du re´seau aux donne´es d’apprentissage du
mode`le, il est classique d’appliquer un processus de Bootstrap avec des techniques de re´-
e´chantillonnage. L’ide´e de la technique du Bootstrap est ici applique´e a` SOM en estimant
une probabilite´ pour chaque individu d’eˆtre dans le meˆme groupe. Cette probabilite´ est
estime´e empiriquement par le nombre de fois ou` deux individus sont  Ze´ro-voisins  (font
partie du meˆme groupe) lors de l’apprentissage SOM eﬀectue´ sur les se´ries temporelles re´-
e´chantillonne´es. Par la suite, nous notons P la matrice contenant la probabilite´ empirique
de deux individus d’eˆtre dans le meˆme groupe a` la ﬁn d’une classiﬁcation. L’algorithme
de classiﬁcation n’utilise que les individus pre´sents dans la base re´-e´chantillonne´e (60%
des individus originaux). Nous ge´ne´ralisons cette approche en ajoutant un tirage sans
remplacement des observations (60% des observations originales). A la ﬁn de la premie`re
e´tape, les individus e´carte´s lors du processus de re´-e´chantillonnage sont classiﬁe´s a` partir
de leurs distances aux vecteurs codes. Ainsi, a` chaque e´tape de la classiﬁcation, nous
obtenons la probabilite´ d’eˆtre dans le meˆme groupe pour chaque individu (y compris ceux
e´carte´s lors du re´-e´chantillonnage).
Lorsque la matrice P est construite, la premie`re phase est termine´e. Durant la seconde
phase, l’algorithme SOM est a` nouveau exe´cute´ un grand nombre de fois (en conservant
cette fois-ci l’ensemble des observations). A chaque carte obtenue Mi, nous construisons
une table PMi similaire a` la pre´ce´dente (ses valeurs sont 1 si deux individus sont voisins
et 0 sinon). La carte robuste se´lectionne´e (note´e ci-dessous RMap) est celle qui minimise
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Figure 4.2. Repre´sentation de l’algorithme de cartes robustes.
la distance entre les deux structures de voisinage :
RMap = Argmin
Mi,i∈I
{‖P − PMi‖Frob} , (4.14)
avec ‖A‖Frob = 1n2
√
n∑
i=1
n∑
j=1
a2[i,j], et n la dimension de la matrice carre´ A, dont les e´le´ments
sont a[i,j], ∀ (i, j) ∈ I2.
4.3.3 Analyse de style par cartes robustes
Nous abordons maintenant la pre´sentation du mode`le d’analyse de style fonde´ sur les
cartes robustes. L’objectif est de de´ﬁnir un mode`le multifactoriel qui prenne en compte les
dynamiques de gestion et qui permette d’e´viter les biais lie´s au choix des indices de style
repre´sentatifs. Un moyen d’y parvenir est d’extraire les facteurs de fac¸on non supervise´e
de l’univers des fonds. Ainsi, a` partir des performances passe´es des fonds, nous eﬀectuons
une classiﬁcation en carte robuste. Cette carte nous permet d’obtenir simultane´ment des
groupes de fonds homoge`nes ainsi que des facteurs repre´sentatifs de chaque groupe. Les
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vecteurs codes caracte´ristiques des classes obtenues sont alors conside´re´s somme les fac-
teurs de style de notre mode`le. L’extraction non supervise´e de ces facteurs de risque nous
permet d’e´viter de devoir spe´ciﬁer a priori les facteurs de style repre´sentatifs. L’ensemble
des biais de gestion adopte´s par les ge´rants est, en outre, inte´gre´ par ces facteurs. Si, au
sein de notre univers d’analyse, une part signiﬁcative de ge´rants adopte des changements
de gestion, les facteurs obtenus par la carte robuste inte`grerons cette dynamique.
Notre mode`le d’analyse de style est entie`rement de´ﬁni par les groupes obtenus. Il est
ainsi naturel de s’interroger sur la calibration optimale de la carte. Il nous faut spe´ciﬁer
deux parame`tres principaux, la nature des donne´es conside´re´es pour prendre en compte les
performances passe´es (valeurs liquidatives, rendements, rendements relatifs. . . ) et la taille
de la carte. Dans une e´tude pre´liminaire (Cf. Annexe 4.6.2), nous rappelons les crite`res
standard permettant de juger de la qualite´ des cartes de Kohonen. Nous conside´rons
spe´ciﬁquement les erreurs topologiques et de quantiﬁcation ainsi que deux crite`res ad hoc,
les corre´lations intra et extra classes. Les e´le´ments principaux de calibration sont : la taille
de la carte, les pre´traitements possibles de la base (VL brutes, VL relatives, rendements et
rendements relatifs), le choix des fonctions de voisinage et de distances intervenant lors de
l’apprentissage des SOM (conside´re´es aux e´quations 4.12 et 4.13 respectivement). A l’aune
de ces crite`res, nous e´tablissons que les parame`tres les plus adapte´s a` notre proble`me de
classiﬁcation de fonds correspondent a` une carte de dimension (4× 4) cre´e´e a` partir des
rendements relatifs des fonds et dont l’apprentissage est eﬀectue´ avec une fonction de
voisinage Gaussienne et une fonction de distance Euclidienne.
Il nous faut ensuite traiter le proble`me de l’interpre´tation des facteurs obtenus. Une
premie`re me´thode consiste a` projeter des indices (de style ou sectoriels) connus sur la
carte. Leur classe d’appartenance sera ainsi repre´sentative du style correspondant. Du
fait des fortes coline´arite´s des indices de styles entre eux, cette premie`re approche n’est
pas toujours satisfaisante, elle ne permet pas ne´cessairement d’identiﬁer avec pre´cision les
styles de chacun des groupe. Nous en proposons donc une seconde, base´e sur une classi-
ﬁcation conditionnelle des fonds et des indices. L’hypothe`se de Sharpe est alors reprise :
le gestionnaire ayant retenu un style particulier doit surperformer lorsque le facteur cor-
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respondant surperforme. Nous conside´rons, pour chaque indice standard, les pe´riodes sur
lesquelles celui-ci domine le marche´. Ces pe´riodes sont retenues pour re´aliser des classiﬁca-
tions conditionnelles. Les nouvelles classes conditionnelles sont alors indexe´es en fonction
de la performance des individus repre´sentatifs de chacune. A chaque fonds est attribue´ le
score de la classe conditionnelle a` laquelle il appartient. Le style des groupes incondition-
nels est alors de´termine´ en conside´rant les scores conditionnels de l’ensemble des fonds
qu’elle regroupe.
Les facteurs explicite´s, la dynamique des styles des fonds est alors e´value´e. Pour cela,
nous retenons un ensemble de pe´riodes pour lesquelles nous souhaitons e´valuer ces styles.
Pour chacune de ces sous-pe´riodes, nous de´terminons le positionnement des fonds sur la
carte (au moyen de la projection des se´ries de performances des fonds restreintes a` la
pe´riode conside´re´e sur les vecteurs codes, en appliquant l’e´quation 4.12).
L’e´tude du positionnement dynamique des fonds sur la carte, nous permet d’e´valuer
la stabilite´ des styles retenus par les diﬀe´rents gestionnaires. Parmi les ge´rants juge´es
instables, nous cherchons a` diﬀe´rencier ceux anticipant avec succe`s les futures conditions
de marche´ (market timer), de ceux adoptant simplement une approche momentum, c’est-
a`-dire, suivant les tendances de marche´, les bulles spe´culatives.
Nous introduisons pour cela la notion de  pari actif du ge´rant . Chaque changement
de gestion constate´ (mate´rialise´ par une migration sur la carte) va correspondre a` un pari.
Il s’agit donc de de´terminer si ces paris sont gagnants ou pas. A chaque changement de
classe de la carte, nous conside´rons les deux vecteurs codes repre´sentatifs des classes (avant
et apre`s changement). Nous comparons leurs performances sur la sous-pe´riode conse´cutive
au changement de classe. Si la performance du vecteur code de la classe de de´part est
infe´rieure a` celle du vecteur code de la classe d’arrive´e, alors nous supposerons que le
ge´rant a gagne´ son pari. Le nombre de paris gagnants rapporte´ au nombre de paris total
nous renseigne sur la capacite´ du ge´rant a` anticiper les futures conditions de marche´.
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4.4 De´termination des styles par cartes robustes sur
le marche´ des fonds d’actions ame´ricaines
Nous choisissons d’illustrer notre mode`le d’analyse de style par l’e´tude de la population
des fonds actions ame´ricains. Les donne´es sont fournies par Lipper, la base est constitue´e
des Valeurs Liquidatives (VL) en dollar de 598 fonds (Cf. Figure 4.3). La pe´riode de
l’e´tude s’e´tend du 30 aouˆt 2002 au 25 mai 2007. La fre´quence d’observation des VL est
hebdomadaire (cotation le vendredi).
Figure 4.3. Evolution des performances des fonds du marche´ (absolues a` gauche, relatives
a` droite.
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Source : Lipper, base de fonds et indices ame´ricains en dollar, donne´es hebdomadaires (valeur vendredi) du
30/08/2002 au 29/12/2006; calcul des auteurs. Les valeurs liquidatives absolues et relatives (par rapport
a` la moyenne des fonds) repre´sente´es ci-dessus sont base´es a` 100 en de´but de pe´riode.
Aﬁn de faciliter l’interpre´tation des cartes obtenues, nous incluons a` l’univers de fonds,
un large ensemble d’indices. Nous disposons au total de 86 indices repre´sentatifs du marche´.
Certains rendent compte des performances du marche´ global alors que d’autres, plus
spe´cialise´s, illustrent l’e´volution de secteurs ou de styles bien pre´cis (Cf. Figure 4.4). Cette
repre´sentation nous permet e´galement d’illustrer les proble`mes potentiels auxquels font
face les mode`les d’analyse de style traditionnels. En eﬀet, durant les 9 premiers mois, les
4 indices de styles retenus (MSCI USA, MSCI USA Value, MSCI USA Growth et MSCI
USA Small Cap) sont parfaitement confondus. Sur les pe´riodes suivantes, les diﬀe´rences
de style sont plus marque´es, mais les indices restent visiblement tre`s de´pendants.
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Figure 4.4. Evolution des performances des indices de style du marche´.
Source : Lipper, base d’indices ame´ricains en dollar, donne´es hebdomadaires (valeur vendredi) du
30/08/2002 au 29/12/2006; calcul des auteurs. Les valeurs liquidatives absolues repre´sente´es ci-dessus
sont base´es a` 100 en de´but de pe´riode. Les courbes e´paisse, ﬁnes, pointille´e et tiret repre´sentent respecti-
vement l’e´volution du MSCI USA, MSCI USA Value, MSCI USA Growth et MSCI USA Small Cap.
4.4.1 Cre´ation et validation de la carte
Nous classiﬁons via l’algorithme des cartes robustes, la base des fonds et indices
ame´ricains a` partir de leurs rendements relatifs. Les performances repre´sente´es sur la
Figure 4.5 correspondent aux  vecteurs codes  des diﬀe´rentes classes. Ces classes, ainsi
que les facteurs de risque correspondants ont e´te´ de´ﬁnis par l’algorithme SOM lui-meˆme.
Aﬁn de pouvoir se re´fe´rer a` une cellule particulie`re, nous nume´rotons de 1 a` 16 (dans
une carte 4 × 4) chacune d’elle. Par convention, la nume´rotation se fait de bas en haut
(axe Sud-Nord par analogie avec une carte ge´ographique) puis de gauche a` droite (axe
Ouest-Est), la case 1 est donc la case en bas a` gauche et la case 16 en haut a` droite (les
cases 4 et 13 sont donc, respectivement, les angles Nord Ouest et Sud Est).
Une premie`re e´tape concernant la validation de la carte consiste a` e´valuer les similitudes
entre chacune des classes et a` s’assurer du bon ordonnancement de ces dernie`res. La ma-
trice des distances uniﬁe´es (U-matrice, Uniﬁed distance matrix ) permet la repre´sentation
en deux dimensions des distances entre les unite´s de la carte (Cf. Figure 4.6). Plus
formellement, si la carte initiale est de taille (n×m), alors la U-matrice est de taille
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Figure 4.5. Performances relatives repre´sentatives des seize classes (pour chaque cluster
a` gauche, superpose´es a` droite).
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Source : Lipper, base de fonds et indices ame´ricains en dollar, donne´es hebdomadaires (valeur vendredi)
du 30/08/2002 au 29/12/2006; calcul des auteurs. Les valeurs liquidatives relatives (par rapport a` la
moyenne des fonds) repre´sente´es ci-dessus sont base´es a` 100 en de´but de pe´riode.
[(n+ n− 1)× (m+ m− 1)] et est de´ﬁnie par :
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la moyenne des U (k, l) adjacents a` U (i, j) sinon.
(4.15)
Nous ve´riﬁons ainsi que les proximite´s des classes sur la carte respectent celles des
individus dans la base, et que la base de donne´es ne correspond pas a` une topologie trop
particulie`re pour eˆtre prise en compte par l’algorithme ( trou au milieu de la carte ,
forme dite  en fer a` cheval . . . ). Au regard de la Figure 4.6, nous constatons que la
carte se scinde en deux zones, la partie basse et la partie haute. Cette ce´sure se mate´rialise
par la bande blanche horizontale au milieu de la ﬁgure. Ces deux groupes se subdivisent
(moins nettement) ensuite en deux parties (est et ouest). De fac¸on ge´ne´rale, les distances
observe´es sont faibles. La carte semble ainsi bien repre´senter le continuum des proﬁls des
fonds. Il est donc possible d’interpre´ter les proximite´s des cellules de la carte en termes
de similarite´s, sans qu’il soit vraiment ne´cessaire de prendre de plus amples pre´cautions
d’analyse.
L’organisation et la cohe´rence globale de la carte valide´es, nous nous inte´ressons mainte-
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Figure 4.6. Carte des distances se´parant les individus repre´sentatifs des classes.
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Source : Lipper, base d’indices ame´ricains en dollar, donne´es hebdomadaires (valeur vendredi) du
30/08/2002 au 29/12/2006; calcul des auteurs. Les valeurs liquidatives absolues repre´sente´es ci-dessus
sont base´es a` 100 en de´but de pe´riode. Le graphique repre´sente les distances deux a` deux, des individus
repre´sentatifs concomittant.
nant a` l’homoge´ne´ite´ des diﬀe´rents groupes. Les R2 intra classes sont obtenus en re´gressant
les rendements (bruts) des fonds d’une classe sur ceux du meilleur indice de la classe, de´ﬁni
comme celui, parmi ceux range´s dans la dite classe, qui donne le meilleur R2, en moyenne,
pour l’ensemble des fonds de la classe conside´re´e. Les autres coeﬃcients de de´termination
(R2 extra classe et R2 population) sont issus de la re´gression des rentabilite´s brutes des
fonds a` l’exte´rieur de la classe conside´re´e, sur ceux de l’indice le plus repre´sentatif de
cette classe. Un coeﬃcient de de´termination moyen R2 intra classe supe´rieur au R2 moyen
extra classe valide le fait que l’indice retenu est bien caracte´ristique du style de gestion
des fonds de la classe conside´re´e. Les coeﬃcients de corre´lation de Pearson moyens (note´s
dans la table 4.1, respectivement, C moyen intra classe et C moyen extra classe) sont
obtenus en moyennant les coeﬃcients de corre´lation line´aire des rentabilite´s relatives (a` la
moyenne ge´ne´rale) des fonds, calcule´s deux a` deux (respectivement, par paire d’individus
a` l’inte´rieur d’une meˆme classe et par paire d’individus dont l’un est a` l’inte´rieur et l’autre
a` l’exte´rieur de cette classe).
Les coeﬃcients intra classes, toujours plus e´leve´s que ceux extra classes, peuvent s’in-
terpre´ter comme des indicateurs de la cohe´sion interne des classes – au sens du coeﬃcient
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Table 4.1. Caracte´ristiques line´aires de la classiﬁcation.
Classe
Nombre
de fonds
Nombre
d’indices
R2 moyen
intra
classe
R2 moyen
extra
classe
R2 moyen
population
entie`re
C moyenne
intra
classe
C moyenne
extra
classe
1 100 18 0.94 0.78 0.80 0.65 -0.05
2 34 8 0.94 0.81 0.82 0.50 0.02
3 56 7 0.93 0.82 0.83 0.55 -0.01
4 41 2 0.91 0.80 0.80 0.46 -0.02
5 34 3 0.92 0.80 0.80 0.48 0.02
6 13 1 0.90 0.84 0.84 0.08 0.01
7 11 2 0.82 0.84 0.84 0.13 0.00
8 39 8 0.84 0.74 0.74 0.37 -0.05
9 36 1 0.87 0.85 0.85 0.26 0.00
10 30 3 0.91 0.85 0.85 0.17 -0.02
11 8 2 0.93 0.85 0.85 0.15 -0.02
12 34 4 0.87 0.80 0.80 0.45 -0.07
13 18 8 0.82 0.85 0.85 0.32 -0.01
14 43 7 0.86 0.85 0.85 0.41 -0.06
15 30 2 0.89 0.85 0.85 0.40 -0.06
16 72 10 0.92 0.79 0.80 0.57 -0.12
Source : Lipper, base d’indices ame´ricains en dollar, donne´es hebdomadaires (valeur vendredi) du
30/08/2002 au 29/12/2006; calcul des auteurs. Les coeﬃcients R2 sont issus des re´gressions des ren-
tabilite´s hebdomadaires brutes sur celles de l’indice (donnant les meilleurs re´sultats moyens par classe) ;
les coeﬃcients C sont les corre´lations des rentabilite´s relatives par rapport a` la moyenne des fonds pris
deux a` deux, et conside´re´s a` l’inte´rieur d’une meˆme classe (intra), a` l’inte´rieur et a` l’exte´rieur (extra).
de corre´lation linaire de Pearson. S’agissant de performances relatives, le fait remarquable
ici est que les coeﬃcients intra classes sont en moyenne 7 fois plus importants que les
coeﬃcients extra classes. Ainsi, meˆme si les corre´lations line´aires ne sont pas prises en
compte directement dans l’algorithme, la classiﬁcation obtenue (qui s’attache directement
a` l’e´volution des performances des fonds) met en e´vidence les liens qui existent entre les
e´volutions des performances de fonds et celles d’indices de style.
4.4.2 Interpre´tation de la carte des fonds en terme de styles :
approches classique et conditionnelle
Nous abordons la recherche des biais de style. Une premie`re ide´e naturelle est de repe´rer
les indices de style au sein de la carte. Les analyses pre´ce´dentes nous ont permis de valider
la cohe´rence de la carte (en terme de proximite´ des classes sur la carte et des individus
dans la base, ainsi qu’en terme de topologie), nous pouvons ainsi exploiter la proprie´te´ de
conservation de la topologie de l’algorithme RSOM pour de´duire les styles pre´ponde´rant
de chacune des classes. Parmi les 86 indices pre´sents dans notre base, nous en retenons
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4 comme repre´sentatifs des biais principaux : le MSCI USA pour le biais Large, MSCI
USA Growth pour le biais Growth, MSCI USA Small Cap pour le biais Small, MSCI USA
Value pour le biais Value. Nous incluons e´galement l’indice global Dow Jones Industrial
Average pour de´terminer les fonds indiciels ou sans biais ainsi que le Nasdaq pour les fonds
a` dominante technologique. La Figure 4.7 indique le positionnement de ces indices sur la
carte (obtenu par la de´termination du vecteur code le plus similaire, Cf. e´quation 4.12).
Figure 4.7. Repe´rage des indices repre´sentatifs et des facteurs sur la carte.
Source : Lipper, base d’indices ame´ricains en dollar, donne´es hebdomadaires (valeur vendredi) du
30/08/2002 au 29/12/2006; calcul des auteurs. Les valeurs liquidatives relatives repre´sente´es ci-dessus
correspondent aux rendements relatifs des individus repre´sentatifs (vecteurs codes).
Cette premie`re tentative de repe´rage des styles est en ligne avec l’analyse issue des
corre´lations intra classes ; les diﬀe´rents biais de style se retrouvent repre´sente´s au sein de
classes situe´es aux extre´mite´s de la carte. Nous identiﬁons quatre styles pre´ponde´rants :
les fonds  matie`res premie`res  et  e´nergies  (en haut a` gauche), les fonds indiciels
globaux (en bas a` droite), les fonds Small Cap et Mid Cap (en haut a` droite) et les fonds
 technologiques et Small Growth (en bas a` gauche).
L’analyse pre´ce´dente, trop sommaire, ne nous permet pas de d’identiﬁer avec pre´cision
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les biais de gestion recherche´s. Les indices de styles technologique et Mid Growth, en
particulier, se retrouvent aﬀecte´s a` la meˆme classe (en bas a` gauche de la carte).
Table 4.2. Matrice de corre´lation des indices de style.
Dow Jones
Industrial
Average CR
MSCI USA
TR USD
NASDAQ
Composite
CR
MSCI USA
Growth
TR USD
MSCI USA
Value
TR USD
MSCI USA
Small Cap
TR USD
DJ Industrial
Average CR
1 0.96 0.83 0.92 0.94 0.80
MSCI USA
TR USD
0.95 1 0.90 0.96 0.97 0.88
NASDAQ
Composite
0.81 0.89 1 0.93 0.83 0.90
MSCI USA
Growth USD
0.89 0.96 0.93 1 0.88 0.86
MSCI USA
Value USD
0.93 0.95 0.78 0.84 1 0.85
MSCI USA
Small Cap
0.79 0.88 0.89 0.86 0.83 1
Source : Lipper, base d’indices ame´ricains en dollar, donne´es hebdomadaires (valeur vendredi) du
30/08/2002 au 29/12/2006; calcul des auteurs. Cette table pre´sente les corre´lations de Pearson (sur
la partie triangulaire supe´rieure) et les corre´lations de Spearman (sur la partie triangulaire infe´rieure) des
se´ries de rendements des indices de style conside´re´s.
La table 4.2 pre´sente les corre´lations de Pearson et de Spearman des rendements des
diﬀe´rents indices de style conside´re´s, respectivement sur la partie triangulaire supe´rieure et
triangulaire infe´rieure. Les P-values correspondantes sont toutes tre`s infe´rieures a` 0.001 ;
les corre´lations pre´sente´es sont ainsi signiﬁcatives. L’indice des fonds Small Cap, le MSCI
USA Small Cap TR a la plus faible corre´lation avec les autres indices (entre 0.79 et 0.94).
Les corre´lations entre les indices Value et Growth, sont e´galement assez faibles (a` 0.88 et
0.84 respectivement pour les corre´lation de Pearson et Spearman). Le Nasdaq pre´sente de
faibles corre´lations avec les indices Larges (en particulier ses corre´lations de Pearson et de
Spearman avec le Dow Jones Industrial Average CR sont respectivement de 0.83 et 0.81)
et Value (0.83 et 0.78). Il pre´sente, au contraire, une de´pendance e´leve´e vis-a`-vis du style
Growth (0.93). Les autres mesures de corre´lation traduisent de fortes de´pendances des
indices entre-eux. Les indices Global, Large, Growth et Value ont des corre´lations toutes
supe´rieures a` 0.88. Les tre`s fortes de´pendances line´aires entre ces indices nous confortent
donc dans l’utilisation de classiﬁcation non-line´aire pour de´terminer les styles des fonds. La
dynamique des de´pendances des facteurs de style entre eux est, de plus, fortement instable.
La Figure 4.8 pre´sente l’e´volution des corre´lations de Pearson des indices DJ Stoxx Growth
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et DJ Stoxx Value ainsi que celle des indices sectoriels DJ Stoxx. Les corre´lations des indices
de style ﬂuctuent de moins de 20% a` plus de 80%. Celles des indices sectoriels sont encore
plus instables (en moyenne, les indices sont positivement corre´le´s a` 0.3, mais ils peuvent
atteindre des niveaux de de´corre´lations importants). Les caracte´ristiques des de´pendances
line´aires (e´leve´es et instables) nous incitent ainsi a` l’adoption d’une analyse conditionnelle
et non-line´aire aﬁn de de´terminer les niveaux d’exposition des fonds aux styles.
Figure 4.8. Evolution des corre´lations des indices de style Large et Small, et Growth et
Value.
Source : Datastream, base d’indices europe´ens en euros, donne´es quotidienne du 12/11/1998 au
12/11/2007; calcul des auteurs. Ce graphique pre´sente l’e´volution des plus petites corre´lations de Pearson,
calcule´es sur 3 mois en glissant, des indices DJ Stoxx sectoriels et des indices DJ Stoxx Growth , Value,
Large et Small.
Nous proposons d’e´valuer la dynamique des styles de gestion au moyen de classiﬁcations
conditionnelles. L’ide´e sous-jacente au mode`le est la suivante : un fonds caracte´rise´e par un
biais de gestion va surperformer le marche´ lorsque l’indice repre´sentatif de ce biais domine
lui-meˆme le marche´. Nous conside´rons donc nos 4 indices de style ainsi que l’indice ge´ne´ral
repre´sentatif. Pour chacun des indices de style, nous retenons les pe´riodes pour lesquelles
l’indice a domine´ le marche´. Pour les biais Bear et Bull, nous se´lectionnons le tiers des
dates de la pe´riode totale pour lesquelles le marche´ (approxime´ par la moyenne transversale
des rendements des fonds de la base) a e´te´ le plus et le moins performant respectivement. A
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partir de ces pe´riodes restreintes (par indice), nous eﬀectuons a` nouveau une classiﬁcation
en carte robuste. Puis nous indexons les classes de la carte conditionnelle en fonction de la
performance des fonds repre´sentatifs de chacune (1 pour la classe conditionnelle la moins
performante, 16 pour la classe conditionnelle la plus performante). Nous reprenons ensuite
notre premie`re classiﬁcation en carte robuste initiale (non conditionnelle) et de´terminons,
au sein de chaque classe, la proportion des individus aﬀecte´s aux classes conditionnelles
les plus performantes.
Figure 4.9. Aﬀection de biais au moyen de classiﬁcations conditionnelles.
Biais Bull Bias Bear
Biais Large Bias Small
Biais Growth Bias Value
Source : Lipper, base de fonds et indices ame´ricains en dollar, donne´es hebdomadaires (valeur vendredi)
du 30/08/2002 au 29/12/2006; calcul des auteurs. Sont repre´sente´s ici, la proportion des individus de
chaque classe aﬀecte´es via RSOM conditionnelle aux classes les plus performantes (14, 15, 16).
La Figure 4.9 montre les re´sultats obtenus par notre analyse conditionnelle lorsque
l’on conside`re les 3 meilleurs groupes conditionnels (classe 14, 15 et 16). Les classes
marque´es par un biais en terme de capitalisation semblent conformes a` celles pre´ce´demment
de´termine´es. Les fonds Large Cap se retrouvent en bas a` droite de la carte, les fonds
Small Cap se situent en haut de la carte. Les styles Growth et Value (dont les in-
dices repre´sentatifs se trouvaient pre´ce´demment dans deux classes voisines) se trouvent
repre´sente´s par des ensembles de classes bien distantes sur la carte.
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4.4.3 Recherche des biais dans l’auto-de´claration des styles des
ge´rants
Une particularite´ de la base Lipper, est d’eˆtre fournie avec le style auto-de´clare´ des
ge´rants. La Figure 4.10 pre´sente les diﬀe´rentes cate´gories retenues. Lipper retient 13 styles
principaux (partie gauche de la ﬁgure). Le style Equity Income correspond a` une strate´gie
d’investissement dans des titres ayant un ratio dividende sur prix e´leve´. Selon Lipper, ce
style s’apparente fortement au style Large Value ; aﬁn de simpliﬁer notre analyse, nous
l’associons au style Large Value. Les 12 types de style restant sont de´ﬁnis en combinant
les styles : Growth, Value et Core (absence de biais Growth ou Value) avec la taille des
capitalisation : Small Cap, Mid Cap, Large Cap et Multi Cap (non contraint en terme de
niveau de capitalisation). La prise en compte des scores conditionnels Growth et Value
d’une part, et Large Cap et Small Cap d’autre part, nous permet d’obtenir des cate´gories
de style comparables a` celles de Lipper. Par exemple, pour de´terminer si un fonds est
Growth, Value ou Core, nous conside´rons les scores conditionnels Growth, Value. Si pour
la conditionnelle Growth, le fonds a e´te´ aﬀecte´ a` l’une des trois classes les plus performantes,
alors il est conside´re´ comme tel. Nous proce´dons de fac¸on simillaire pour la de´termination
du biais Value, le biais Core est retenu si le fonds n’est ni Growth ni Value. La recherche
de biais de taille de capitalisation ope`re suivant le meˆme principe. Nous confrontons alors
le style auto-de´clare´ des ge´rants a` celui obtenu au moyen de notre mode`le.
Nous observons ainsi que 285 des 598 (soit 47%) ge´rants de fonds de la base com-
muniquent un style global errone´. 118 ge´rants communiquent une taille de capitalisation
fausse, 98 ge´rants communiquent un style (Growth, Value ou Core) inexact. Enﬁn 69
ge´rants ne respectent ni la taille de la capitalisation, ni le biais Growth, Value ou Core
annonce´s.
Les taux d’erreurs varient tre`s sensiblement en fonction des classes conside´re´es. Les
classes 6, 7, 8, 11 et 14 sont ainsi particulie`rement sujettes au biais de style proclame´.
Intuitivement, l’origine de ces biais est de deux types. Il peut s’agir d’un biais structurel (en
de´pit du style communique´, le ge´rant adopte une autre strate´gie), ou d’un biais re´sultant
des changements successifs de strate´gie du ge´rant. L’analyse dynamique des fonds va nous
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Figure 4.10. Superposition des auto-de´clarations des styles et la classiﬁcation en rende-
ments relatifs obtenue via une carte robuste.
Classiﬁcation Lipper Classiﬁcation en rendements relatifs
Equity Income
Large−Cap Core
Large−Cap Growth
Large−Cap Value
Mid−Cap Core
Mid−Cap Growth
Mid−Cap Value
Multi−Cap Core
Multi−Cap Growth
Multi−Cap Value
Small−Cap Core
Small−Cap Growth
Small−Cap Value
Source : Lipper, base de fonds et indices ame´ricains en dollar, donne´es hebdomadaires (valeur vendredi)
du 30/08/2002 au 29/12/2006; calcul des auteurs. Sont repre´sente´es ici, les proportions des styles auto-
de´clare´s au sein de chaque classe obtenue par classiﬁcation de Kohonen.
Table 4.3. Taux d’erreur des styles auto-de´clare´s.
Classe 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Biais Large
Small 44 62 27 35 11 33 61 80 0 6 56 35 18 74 32 25
Biais Value
Growth 25 8 44 41 16 50 28 40 27 38 67 29 27 9 32 38
Source : Lipper, base d’indices ame´ricains en dollar, donne´es hebdomadaires (valeur vendredi) du
30/08/2002 au 29/12/2006; calcul des auteurs. Les taux d’erreur sont exprime´s en %.
permettre de diﬀe´rencier l’origine de ce biais.
4.4.4 Stabilite´ de la carte des styles ame´ricains et dynamique
des ge´rants
De`s 1996, Ferson et Schadt concluent a` des changements de styles d’investissement en
fonction des anticipations e´conomiques. Il apparaˆıt alors essentiel de prendre en compte
les dynamiques des styles d’investissement (Cf. Chan et alii, 2002) lorsque l’on cherche
a` analyser les performances passe´es d’un fonds. Les mode`les traditionnels du type RBSA
ne permettent pas cette prise en compte. Des me´thodes d’e´valuation de la dynamique des
styles des ge´rants ont de´ja` e´te´ propose´es. Swinkels et van der Sluis (2006) utilisent, par
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exemple, un ﬁltre de Kalman pour e´valuer ces changements. Meˆme si ces mode`les abou-
tissent a` des re´sultats globalement satisfaisants, ils restent limite´s du fait des diﬃculte´s
d’estimation et de calibration. Nous montrons ici, comment l’approche par les cartes de
Kohonen, nous permet, de fac¸on simple et intuitive, de suivre l’e´volution des styles retenus
par le ge´rant.
A partir de notre classiﬁcation initiale, nous subdivisons notre pe´riode d’analyse en 9
semestres. Nous aurions pu choisir des sous-pe´riodes d’analyse allant de quelques mois a`
un ou deux ans. Nous retenons (arbitrairement) celle du semestre dans la mesure ou` elle
correspond assez bien a` l’horizon des tactiques d’investissement des ge´rants. Pour chacune
de ces sous-pe´riodes, nous de´terminons le positionnement des fonds sur la carte (au moyen
de la projection des se´ries de rendements relatifs restreintes a` la pe´riode conside´re´e sur les
vecteurs codes en appliquant l’e´quation 4.12).
Figure 4.11. Repre´sentation du parcours du fonds Russell Diversiﬁed Equity Fund sur la
carte.
Source : Lipper, base d’indices ame´ricains en dollar, donne´es hebdomadaires (valeur vendredi) du
30/08/2002 au 29/12/2006; calcul des auteurs. La ﬁgure repre´sente l’e´volution des classiﬁcations suc-
cessives du fonds Russell Diversiﬁed Equity Fund.
La Figure 4.11 illustre l’e´volution du fonds Russell Diversiﬁed Equity Fund sur l’en-
semble de la pe´riode. Le fonds est initialement classiﬁe´ en classe 13 ; en mars 2003 il migre
vers la classe 9, d’octobre 2005 a` octobre 2006 il se positionne en classe 5 pour enﬁn revenir
en classe 9. L’e´tude des distances entre les classes (Cf. Figure 4.6) nous a re´ve´le´ que les
classes 13 et 9, et 9 et 5 e´taient particulie`rement proches. Par ailleurs, lors de l’aﬀectation
des biais, nous avons de´termine´ que ces classes e´taient repre´sentatives du style Growth.
En de´pit de 3 changements de classe, nous ne pouvons pas conclure a` un changement de
gestion. Puisqu’un simple changement de classe ne traduit pas ne´cessairement un change-
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ment de style nous proposons d’utiliser un crite`re additionnel : la distance moyenne par
rapport a` la classe d’origine.
Figure 4.12. Comparaison des parcours de deux fonds sense´s appliquer un meˆme style de
gestion.
Putnam Funds For Growth and Income Russell Special Growth Fund
Source : Lipper, base de fonds et indices ame´ricains en dollar, donne´es hebdomadaires (valeur vendredi)
du 30/08/2002 au 29/12/2006; calcul des auteurs. Les graphiques du haut repre´sentent l’e´volution des
classiﬁcations successives des fonds ; les graphiques du bas indiquent le positionnement dynamique du
fonds (axe de gauche) et pre´sentent l’e´loignement des fonds par rapport a` leurs classes d’origine (axe de
droite).
Pour chaque fonds de l’univers, nous de´terminons son positionnement dynamique. La
Table 4.4 pre´sente les statistiques des dynamiques des fonds de notre univers. Nous consta-
tons que seul 4% des fonds restent dans leurs classes d’origine. Mais, comme nous l’avons
pre´ce´demment e´voque´, une migration d’un fonds vers une classe adjacente ne traduisant
pas ne´cessairement un changement de style, nous conside´rons que la strate´gie reste stable,
tant que le fonds ne s’e´loigne pas de plus d’une classe. A l’aune de ce crite`re, nous consta-
tons que 222 gestionnaires de fonds adoptent une strate´gie (relativement) constante dans le
temps. La Figure 4.12 illustre les deux types de gestionnaire ; ceux adoptant une strate´gie
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constante (a` gauche) et ceux, plus opportunistes changeant largement de style au gre´ des
conditions de marche´s.
Table 4.4. Dynamique des fonds, changement de classe des fonds.
Nombre de changement
de classiﬁcation 0 1 2 3 4 5 6 7 8
Nombre de fonds 4.0% 2.7% 11.7% 14.4% 18.1% 16.4% 14.9% 11.9% 6.0%
Dure´e moyenne passe´e
dans chaque classe 9.0 4.5 3 2.2 1.8 1.5 1.2 1.1 1.0
Distance moyenne par
rapport a` la classe initiale 0.0 0.4 0.5 0.7 0.8 1.1 1.2 1.5 1.5
Source : Lipper, base d’indices ame´ricains en dollar, donne´es hebdomadaires (valeur vendredi) du
30/08/2002 au 29/12/2006; calcul des auteurs.
Une fois les ge´rants stables determine´s, nous nous inte´ressons plus en de´tails a` ceux
changeant re´gulie`rement de style. Nous cherchons a` diﬀe´rencier les ge´rants anticipant avec
succe`s les futures conditions de marche´s (market timer), de ceux adoptant simplement une
approche momentum, c’est-a`-dire, suivant les tendances de marche´s, les bulles spe´culatives.
Nous introduisons pour cela la notion de  pari actif du ge´rant . Chaque changement
de gestion constate´ (mate´rialise´ par une migration sur la carte) va correspondre a` un pari. Il
s’agit donc de de´terminer si ces paris sont gagnants ou pas. Ainsi, a` chaque changement de
classe de la carte, nous conside´rons les deux vecteurs codes repre´sentatifs des classes (avant
et apre`s changement). Nous comparons leurs performances sur la sous-pe´riode conse´cutive
au changement de classe. Si la performance du vecteur code de la classe de de´part est
infe´rieure a` celle du vecteur code de la classe d’arrive´e, alors nous conside´rons que le pari
est gagne´. Le nombre de paris gagnants rapporte´ au nombre de paris totaux nous permet
de repe´rer les bon ge´rants. Les ge´rants ayant obtenu une note de 1 ont re´ussi tous leurs
paris, ceux ayant obtenu 0 ont au contraire, manque´ chacune de leurs anticipations.
Table 4.5. Score dynamique des fonds.
Nombre de changement de classiﬁcation 4 5 6 7 8
Score dynamique moyen 0.39 0.43 0.42 0.45 0.49
Source : Lipper, base d’indices ame´ricains en dollar, donne´es hebdomadaires (valeur vendredi) du
30/08/2002 au 29/12/2006; calcul des auteurs.
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Sur l’ensemble des 376 fonds dont le style a e´te´ juge´ instable, nous obtenons un score
moyen de 0.44. Cette premie`re constatation appuie notre de´marche d’e´tude de la dyna-
mique des styles dans la mesure ou` l’instabilite´ de ces styles induit globalement une sous
performance. Ne´anmoins, comme l’illustre la Figure 4.13, les scores dynamiques sont tre`s
he´te´roge`nes. Une dizaine de fonds changent de style a` tort syste´matiquement ; alors que
d’autres anticipent avec succe`s les futures conditions de marche´s.
Figure 4.13. Histogramme des scores de dynamique des fonds.
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Source : Lipper, base d’indices ame´ricains en dollar, donne´es hebdomadaires (valeur vendredi) du
30/08/2002 au 29/12/2006; calcul des auteurs. La ﬁgure repre´sente la re´partition des scores dynamiques
des fonds.
4.5 Conclusion
Prolongeant les premiers travaux de Deboek et Kohonen (1998), et Maillet et Rousset
(2003), nous avons propose´, dans cet article, une nouvelle me´thodologie pour l’analyse
de style des fonds. L’utilisation d’une classiﬁcation robuste de Kohonen (Cf. Guinot et
alii, 2006 et Maillet et Merlin, 2007) permet d’obtenir des regroupements homoge`nes de
fonds ; chacun d’eux e´tant repre´sentatif d’un style du marche´. Les proprie´te´s topologiques
des cartes de Kohonen autorisent une visualisation des facteurs de risque organise´s sur la
carte.
Outre le caracte`re visuel de l’analyse, l’avantage principal de notre me´thode est de
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 laisser parler les donne´es . Nous ne de´pendons pas exclusivement de la qualite´ infor-
mationnelle des indices de styles publie´s, des cate´gories de classes d’actifs ou des auto-
de´clarations des ge´rants, mais nous exerc¸ons, au contraire un certain controˆle – par com-
paraison – en cartographiant directement les fonds.
L’approche conditionnelle propose´e, nous permet d’e´tablir un lien entre les facteurs de
risque – abstraits – obtenus et les indices de style ou sectoriels commune´ment utilise´s. Ce
lien explicite´, la carte de style nous permet de reve´riﬁer l’importance des biais des styles
auto-de´clare´s des ge´rants. La projection dynamique des fonds sur la carte rend possible
l’e´valuation de la stabilite´ des fonds sur la carte, mais e´galement celle de la capacite´ des
ge´rants a` anticiper les conditions de marche´ futures.
Les prochains de´veloppements de cet article seront d’appliquer notre me´thode a` un
univers de fonds alternatifs. Les mode`les d’e´valuation des styles ne sont pas adapte´s
a` cette classe d’actifs. En outre, les facteurs re´gissant leurs performances ne sont pas
ne´cessairement observables (volatilite´, liquidite´ . . . ). Plus spe´ciﬁquement, nous envisa-
geons la cre´ation d’une carte de style a` partir des seuls fonds alternatifs ne retenant qu’une
unique strate´gie. La projection dynamique des fonds dits multi-strate´gies nous permettra
alors d’e´valuer les capacite´s des multi-gestionnaires a` arbitrer entre les diﬀe´rentes strate´gies
alternatives.
4.6 Annexe
4.6.1 Annexe 1 : Construction des indices de style
Les indices de style sont au cœur des analyses de style commune´ment eﬀectue´es dans
les socie´te´s de gestion (Return-based Style Analysis). Il nous parait donc important de
pre´senter les principales me´thodologies de construction d’indice. Nous noterons ici que
certains fournisseurs d’indices ont choisi d’eˆtre parfaitement transparents (Standard &
Poor’s, MSCI ) quant a` la me´thodologie utilise´e pour cre´er leurs indices de style ; d’autres
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se montrent moins ouverts (FTSE et Stoxx ).
La caracte´ristique Growth d’un titre ﬁnancier est ge´ne´ralement mesure´e au moyen de
diﬀe´rents ratios : la croissance du chiﬀre d’aﬀaire, la croissance des be´ne´ﬁces pre´visibles,
celle des cash ﬂows, l’historique de croissance des be´ne´ﬁces et la croissance des actifs nets
de l’entreprise. Les ratios commune´ment utilise´s pour de´terminer le style Value sont le
ratio de be´ne´ﬁce sur actif net (PER), le cours sur actif net, le cours sur chiﬀre d’aﬀaires,
le cours sur cash ﬂows.
Pour de´terminer ses indices de style, S&P conside`re, pour un indice action donne´, l’en-
semble des ratios pour chacun des constituants de l’indice. Des scores Growth et Value
sont de´termine´s pour chacun des titres. Trois variables sont utilise´es pour de´terminer le
potentiel de croissance (le taux de croissance des be´ne´ﬁces net par action, celui du chiﬀre
d’aﬀaire par action et le taux de croissance interne, tous trois sont mesure´s sur cinq ans).
Le potentiel Value est quant a` lui de´termine´ a` partir du cours sur actifs nets, du cours sur
cash ﬂow, du cours sur chiﬀre d’aﬀaires et de la croissance des dividendes. Le de´tail des
calculs permettant d’obtenir ces scores Value et Growth n’est pas communique´. Ces scores
permettent d’eﬀectuer un classement servant a` cre´er des indices de style pur ; les indices
Value et Growth sont constitue´s de 33% des titres ayant obtenu les plus grands scores
respectivement Value et Growth. Les 34% restants sont attribue´s conjointement aux deux
indices, le poids attribue´ a` chacun de´pendant de l’e´loignement du titre par rapport aux
indices dits purs pre´ce´demment cre´e´s.
La me´thodologie MSCI (Cf. MSCI, 2007) utilise elle aussi 8 variables : 3 sont utilise´es
pour de´terminer le caracte`re Value (cours sur actifs nets, la pre´vision a` un an des be´ne´ﬁces
par actions et la croissance des dividendes), et cinq pour le Growth (la pre´vision a` long
terme et court terme du taux de croissance du be´ne´ﬁce par action, le taux de croissance
interne, le be´ne´ﬁces par actions historique et le taux de croissance historique du chiﬀre d’af-
faire par action). Ces diﬀe´rentes variables sont tout d’abord agre´ge´es (somme ponde´re´e)
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aﬁn d’obtenir un score Value et un score Growth. Ces deux scores sont ensuite normalise´s
pour en de´duire quatre groupes, Growth, Growth-Value, Value et Non-Growth-Non-Value.
L’ensemble des titres de l’indice global va eˆtre aﬀecte´ aux indices de style en fonction de
leur groupe. Les titres avec un style faiblement marque´ seront aﬀecte´s aux deux indices.
Concernant la me´thodologie FTSE (Cf. FTSE, 2002), les facteurs retenus pour de´ﬁnir
le style Growth sont la croissance du chiﬀre d’aﬀaire et le be´ne´ﬁce par action sur les trois
dernie`res anne´es, la projection a` deux ans du chiﬀre d’aﬀaire et du be´ne´ﬁce par action
ainsi que le return on equity. Les ratios utilise´s pour de´ﬁnir le style Value sont les ratios de
cours sur actif net, cours sur chiﬀre d’aﬀaires, cours sur cash ﬂow et le taux de dividende.
Ces mesures sont normalise´es puis agre´ge´es (moyenne ponde´re´e) pour chacun des titres
de l’indice aﬁn d’obtenir un score Growth et Value pour chacun d’eux. Ces mesures per-
mettent enﬁn la cre´ation des indices de style (sans plus de pre´cision a` notre connaissance).
Enﬁn Stoxx utilise une approche assez diﬀe´rente (Cf. STOXX, 2007). En eﬀet, ils
conside`rent uniquement 6 variables (deux historiques : cours sur actif net et taux de di-
vidende, deux actuelles : PER et be´ne´ﬁce par action, et deux pre´vus : PER et croissance
des be´ne´ﬁces) avec lesquelles ils eﬀectuent des regroupements et en de´duisent 5 groupes :
les Strong Growth, Weak Growth, Neutral, Weak Value et Strong Value.
Tous ces indices, en raison des biais de construction et, dans une moindre mesure, des
biais de se´lection issus de l’indice ge´ne´ral, vont aﬀecter les mesures de style obtenues (Cf.
Gallo et Lockwood, 1997).
4.6.2 Annexe 2 : Etude pre´liminaire, calibration de la carte et
choix des inputs
Avant de de´velopper notre mode`le d’analyse de style, il nous faut de´terminer le type
d’input permettant l’obtention des cartes les plus exploitables. En eﬀet, la classiﬁcation
obtenue va eˆtre de´terminante pour l’obtention des styles des fonds d’investissement. Aussi,
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nous nous proposons d’e´tudier la qualite´ de la carte en fonction de diﬀe´rents parame`tres et
traitement - par ordre d’importance : la nature des donne´es en entre´e (valeurs liquidatives,
valeurs liquidatives relatives, rendements, rendements relatifs), les fonctions de distances,
puis les fonctions de voisinage. Outre la taille et la forme de la carte, diﬀe´rents parame`tres
vont permettre de ge´ne´rer des cartes sensiblement diﬀe´rentes. Apre`s e´nume´ration de ceux-
ci, nous pre´senterons les mesures permettant d’appre´cier de la qualite´ des diﬀe´rentes
classes, avant d’en d’e´duire les parame`tres adequats pour la de´termination des styles des
fonds d’actions ame´ricaines de la base Lipper.
Nature des donne´es
La nature des donne´es classiﬁe´es va eˆtre de´terminante. Comme dans toute classiﬁcation,
la question centrale est d’identiﬁer les caracte´ristiques principales sur lesquelles e´tablir la
classiﬁcation. Plusieurs choix s’oﬀrent a` nous dans le cadre de l’analyse de style de fonds.
Ceux-ci peuvent en eﬀet eˆtre caracte´rise´ par un historique de valeurs liquidatives, de
leurs rendements, ou de leurs rendements relatifs (ou encore de leurs corre´lations avec
les autres fonds). Dans la mesure ou` l’utilisation des valeurs liquidatives des fonds est
sujette au proble`me d’e´chelle entre ces valeurs, le choix des variables de classiﬁcation
porte naturellement en premier lieu sur les rendements ou les valeurs liquidatives remise
a` l’e´chelle. Ainsi, les historiques des rendements des fonds sont utilise´s tels que :
ri,t =
NAVi,t
NAVi,t−1
− 1
pour i = [1, ..., m] et t = [2, ..., T ], avec NAVi,t la valeur liquidative du fonds i, a` la date
t. De meˆme, les valeurs liquidatives seront remises en base 100 au de´but de l’e´chantillon,
a` savoir :
NAV i,t = 100×
t∏
j=2
(ri,j + 1)
Aﬁn de limiter l’inﬂuence des eﬀets de marche´ sur notre classiﬁcation, nous choisissons
e´galement de classiﬁer des rendements centre´s par rapport a` la moyenne des rendements
de l’univers a` chaque date. Ainsi, les rendements centre´s (en coupe transversale) seront
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utilise´s et sont de´ﬁnis tels que :
r˜i,t = ri,t − 1
n
n∑
j=1
(rj,t)
Nous conside´rons e´galement les valeurs liquidatives relatives au marche´ :
NAV i,t = 100×
t∏
j=2
(r˜i,j + 1)
Contrairement aux parame`tres pre´ce´dents (fonction de voisinage et norme de proxi-
mite´), le choix de la variable a` classer dans le cadre d’une analyse de style est crucial
comme nous le verrons, apre`s avoir pre´sente´ dans la sous-section suivante les principaux
crite`res de jugement de la qualite´ de la carte.
Choix de la fonction de distance
Le premier parame`tre conside´re´ est la fonction de distance, note´e ‖.‖ et introduite
dans l’e´quation 4.12. Cette distance permet de de´terminer le vecteur code le plus proche
de l’individu se´lectionne´, appele´ BMU. La mesure ge´ne´ralement utilise´e est la distance
issue de la norme Euclidienne. Toutefois, d’autres mesures peuvent ame´liorer sensiblement
les re´sultats de la classiﬁcation. En eﬀet, les se´ries ﬁnancie`res peuvent contenir des valeurs
 anormales  sinon  aberrantes . Il serait le´gitime de penser a priori que les va-
leurs particulie`res vont avoir un impact sensible sur les re´sultats de la classiﬁcation. Nous
conside´rons ainsi successivement la norme euclidienne, la norme 1, la norme inﬁnie et enﬁn
la mesure de corre´lation. Sur la base de donne´es e´tudie´e, sur la pe´riode conside´re´e et dans
le cadre de l’analyse de style, aucune norme ne semble domine´e les autres d’un point de
vue qualitatif (meilleure lisibilite´ des styles) ou quantitatif (erreurs de classiﬁcation plus
faibles).
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Choix de la fonction de voisinage
Le second parame`tre permettant de modiﬁer l’apprentissage de Kohonen est la fonction
de voisinage Λ (.) introduite dans l’e´quation (4.13). Quatre fonctions sont ge´ne´ralement
envisage´es dans la litte´rature : la fonction Gaussienne, la fonction Gaussienne tronque´e,
la fonction noyau d’Epanechnikov et la fonction dite a` bulle :
1. la fonction Gaussienne,
Λ (x) = exp
(
− x
2
0.1
)
(4.16)
2. la fonction Gaussienne tronque´e,
Λ (x) = exp
(
− x
2
0.1
)
.1x∈[−0.25,0.25] (4.17)
3. la fonction noyau d’Epanechnikov,
Λ (x) = max
(
0, 1− x2) (4.18)
4. la fonction dite a` bulle,
Λ (x) = 1x∈[−0.5,0.5] (4.19)
avec x la valeur issue de la fonction neight (., .) de´ﬁnissant le rang du voisinage entre le
BMU et les neurones de la carte (neight (BMU,mi) vaut 1 si le BMU et le neurons sont
voisins, 2 si un neurone les se´pare... )
La Figure 4.14 repre´sente ces diﬀe´rentes fonctions de voisinage. La` encore, les nombreux
essais mene´s ne sont pas concluants quant a` une supe´riorite´ particulie`re de l’une ou l’autre
des fonctions de voisinage
Crite`res jugeant de la qualite´ de la carte
Aﬁn de juger de la qualite´ des diﬀe´rentes cartes, nous nous appuyons sur les mesures les
plus largement utilise´es (Cf. Po¨lzlbauer, 2004). L’erreur de quantiﬁcation est ge´ne´ralement
utilise´e pour rendre compte de la qualite´ de regroupement. L’erreur topographique sert
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Figure 4.14. Repre´sentation des diﬀe´rentes fonctions de voisinage.
Source : donne´es simule´es ; calcul des auteurs. La ﬁgure repre´sente les diﬀe´rentes fonctions de voisinage.
Les fonctions gaussienne, gaussienne tronque´e, noyau d’Epanechnikov et a` bulle sont repre´sente´es en
pointille´s noirs gras, en pointille´s ﬁns noirs, par une courbe ﬁne grise et par une courbe e´paisse grise
respectivement. L’axe des abscisses a e´te´ de´libe´re´ment masque´, le domaine de de´ﬁnition de ces fonctions
e´voluant au cours des ite´rations de l’algorithme de Kohonen.
dans le cas particulier des SOM ; elle mesure la pertinence de la projection, c’est-a`-dire,
la qualite´ de conservation topologique de la carte ainsi que son aptitude a` repre´senter les
donne´es. Il y a clairement un arbitrage entre ces deux types de mesures. En augmentant
la qualite´ de la projection, on de´grade celle de la topologie. D’autres mesures seraient en-
visageables (celles issues des normes Cosinus ou de Mahalobis) ; nous choisissons de nous
limiter aux deux mesures les plus couramment utilise´es, ainsi que deux mesures ad hoc,
spe´ciﬁques a` notre proble`me de classiﬁcation de fonds, les corre´lations intra et extra classe
des rendements des fonds.
L’erreur de quantiﬁcation (Quantization Error, QE) est conside´re´e lors de l’utilisation
d’algorithme de regroupement (clustering). Cette mesure ne tient absolument pas compte
de la topologie de la carte obtenue. Il s’agit de la distance moyenne des individus avec
l’e´le´ment repre´sentatif (neurone) de leur cluster. Elle se formalise comme suit :
QE =
m∑
j=1
(
xj −BMUxj
)2
, (4.20)
avec m, le nombre d’individus pre´sents dans la base d’apprentissage.
L’erreur topographique est la plus simple des mesures de pre´servation de la topologie.
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Pour chaque individu pre´sent dans la base de donne´es, les deux premiers Best Matching
Units sont de´termine´s. S’ils sont adjacents sur la carte, alors l’erreur associe´e est nulle ;
sinon elle correspond au rang du voisinage des vecteurs codes conside´re´s :
V E =
∑m
j=1 [BMU (xj , 1) , BMU (xj, 2)]
m
, (4.21)
avec V (Fi,Fj) =
⎧⎨⎩ 0 si Fi et Fj sont voisins sur la carte,1 sinon,
et BMU (x, i) le ie`me vecteur code le plus proche de l’individu x.
Enﬁn, la mesure de distorsion est de´ﬁnie comme (avec les notations pre´ce´dentes) :
d =
m∑
i=1
n∑
j=1
Λ {neight [BMU (xi, j) ,Fj] ‖xi − Fj‖} . (4.22)
La corre´lation intra classe va nous servir a` mesurer l’homoge´ne´ite´ de chaque groupe
obtenu. Il s’agit de la corre´lation moyenne des rendements des fonds appartenant a` un
meˆme groupe. Pour les classes des fonds Ci pour i = [1, ..., n], la corre´lation intra se
formalise comme suit :
cintra =
∑
j=1
∑
k corr (xj,xk)
m (m− 1) , (4.23)
pour j = [1, ..., m] tel que l’individu xj appartienne a` la classe Ci, k = [1, ..., m] tel que
l’individu xk appartienne a` la classe Ci et m le nombre de fonds aﬀecte´s a` la classe Ci.
La corre´lation extra va nous servir a` mesurer le degre´ de discrimination d’une classe
par rapport aux autres. Nous calculons, pour mesurer cette discrimination, la moyenne
des corre´lations de chaque fonds d’une classe, avec les fonds hors classe. La corre´lation
extra, pour les classes des fonds Ci pour i = [1, ..., n], se formalise comme suit :
cextra =
∑
j=1
∑
k corr (xj,xk)
m (t−m) , (4.24)
pour j = [1, ..., m] tel que l’individu xj appartienne a` la classe Ci, k = [1, ..., t−m] tel que
l’individu xk n’appartienne pas a` la classe Ci et m le nombre de fonds aﬀecte´s a` la classe
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Ci, et t le nombre d’individus classiﬁe´.
Nous avons pre´sente´ les diﬀe´rentes possibilite´s qui s’oﬀraient a` nous pour classiﬁer un
univers de fonds (types d’inputs, mesures de distance, fonction de voisinage). Les diﬀe´rents
crite`res pre´sente´s vont nous permettre d’e´valuer la qualite´ des classiﬁcations possibles et
de retenir la plus approprie´e pour analyser le style des fonds.
Application a` la base de fonds d’actions ame´ricaines Lipper
La Figure 4.15 pre´sente, pour chacune des classiﬁcations envisage´es (VL, VL relatives,
rendements et rendements relatifs) les e´volutions des performances des fonds et des indices
au sein de chaque groupe obtenu. Les caracte´ristiques des groupes obtenus par classiﬁca-
tion en VL et en VL relatives apparaissent assez peu diversiﬁe´es : une classe (en bas a`
gauche) regroupe les fonds sous performants, une autre (en haut a` droite) regroupe les
fonds les plus performants. Les 14 autres classes semblent assez proches. Les classes ob-
tenues en rendements et en rendements relatifs semblent plus exploitables. Les classes
sont visuellement plus discriminantes et les fonds sont mieux re´partis au sein de chaque
classe. La topologie des classes - l’organisation des classes - les unes par rapport aux autres
semble mieux organise´e pour la classiﬁcation eﬀectue´e en rendements relatifs. Les fonds
sous performants se situent sur la partie basse de la carte, ceux sur-performants sur la
partie haute. Les fonds marque´s par de fortes et faibles performances en de´but de pe´riode
se retrouvent principalement a` droite ; ceux avec une performance caracte´ristique en ﬁn
de pe´riode se retrouvent a` gauche.
La plus inte´ressante des classiﬁcations dans un contexte d’analyse de style semble ainsi
eˆtre obtenue en utilisant les rendements relatifs. Les diﬀe´rentes mesures de qualite´ de la
carte vont nous permettre de justiﬁer plus avant le choix de ce type de classiﬁcation. Un
proble`me se pose ne´anmoins concernant l’erreur de quantiﬁcation ; en eﬀet, celle-ci mesure
la distance des individus (se´ries temporelles de rendements ou de cours de fonds), avec
l’individu repre´sentatif de leur classe. Les erreurs de quantiﬁcation obtenues apre`s classi-
ﬁcation en rendements ou en valeurs liquidatives ne seront donc pas comparables. Pour
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Figure 4.15. Evolutions des valeurs liquidatives des individus repre´sentatifs des seize
classes suivant le type de classiﬁcation utilise´e.
Classiﬁcation en VLs Classiﬁcation en VLs relatives
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Source : Lipper, base de fonds et indices ame´ricains en dollar, donne´es hebdomadaires (valeur vendredi) du
30/08/2002 au 29/12/2006; calcul des auteurs. Les valeurs liquidatives absolues et relatives (par rapport
a` la moyenne des fonds) des individus repre´sentatifs repre´sente´es ci-dessus sont base´es a` 100 en de´but de
pe´riode.
pallier le proble`me, nous eﬀectuons un retraitement des donne´es (input et vecteurs codes)
issues des classiﬁcations en valeurs liquidatives, nous transformons ceux-ci en rendements
de fac¸on a` avoir de donne´es de natures similaires et rendre les mesures comparables.
La Table 4.6 pre´sente les re´sultats obtenus. Les moyennes des corre´lations intra classes sont
du meˆme ordre de grandeur (0.15) pour les classiﬁcations eﬀectue´es en valeurs liquidatives
et en valeurs liquidatives relatives. L’utilisation des rendements pour eﬀectuer les cartes
permet d’ame´liorer sensiblement l’homoge´ne´ite´ des classes puisque nous obtenons un co-
eﬃcient de corre´lation intra classe moyen de 0.26. Enﬁn, les groupes de fonds classiﬁe´s
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en rendements relatifs obtiennent la meilleure corre´lation intra classe avec un coeﬃcient
moyen de 0.31. En ce qui concerne le crite`re de corre´lation extra classe, il semble peu
discriminant concernant le choix du type de donne´es. En eﬀet la corre´lation extra est du
meˆme ordre de grandeur (proche de 0) quel que soit le type de classiﬁcation. Nous notons
tout de meˆme que la classiﬁcation en rendements relatifs permet l’obtention de classes
marginalement plus de´corre´le´es. Le crite`re de l’erreur de quantiﬁcation (modiﬁe´e comme
de´crit ci-dessus) est e´galement assez peu discriminant ; quel que soit le type de classiﬁ-
cation adopte´e, celle-ci vaut approximativement 0.04. La` encore, l’erreur est le´ge`rement
infe´rieure pour la classiﬁcation en rendements relatifs. Le crite`re d’erreur topographique
permettant de juger de la cohe´rence et de la stabilite´ de la carte en terme de voisinage,
pre´sente la classiﬁcation en rendements relatifs comme la plus cohe´rente. En de´pit du
fait que ces crite`res mesurent et quantiﬁent des proprie´te´s tout a` fait diﬀe´rentes, ils nous
conduisent a` adopter une classiﬁcation en rendements relatifs.
Table 4.6. Mesures d’appre´ciation des cartes en fonction du type de donne´es choisi ex-
prime´es en pourcentages
Mesures Valeursliquidatives
Valeurs
liquidatives
relatives
Rendements Rendementsrelatifs
Moyenne des corre´lations
intra classe 15.52 15.71 25.78 30.59
Moyenne des corre´lations
extra classe 10.73 -0.58 -2.19 -2.46
Erreur de quantiﬁcation 4.62 4.60 4.49 4.45
Erreur topographique 20.08 15.35 4.29 2.27
Source : Lipper, base d’indices ame´ricains en dollar, donne´es hebdomadaires (valeur vendredi) du
30/08/2002 au 29/12/2006; calcul des auteurs. Cette table pre´sente les mesures d’appre´ciation des cartes
en fonction du type d’inputs.
La Table 4.7 pre´sente les erreurs topographiques et de quantiﬁcation obtenues suivant
les diﬀe´rentes fonctions retenues, qui sont du meˆme ordre de grandeur quelle que soit la
classiﬁcation conside´re´e. Les diﬀe´rences n’e´tant pas suﬃsamment signiﬁcatives, nous choi-
sissons de conserver la calibration la plus courante de la carte : une fonction de voisinage
gaussienne, avec la norme euclidienne comme fonction de distance.
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Table 4.7. Mesure de la qualite´ des classiﬁcations obtenues en rendements relatifs (ex-
prime´es en pourcentages)
Fonction Fonction Erreur Erreur de Mesure de
de voisinage de distance topographique quantiﬁcation distortion
Bulle Norme Euclidienne 7.30 1.20 3.48
Norme inﬁnie 7.55 0.30 3.45
Norme 1 7.16 0.30 3.25
Corre´lation 7.35 0.90 3.36
Gaussienne Norme Euclidienne 7.24 1.20 3.35
Norme inﬁnie 7.57 2.11 3.22
Norme 1 7.19 2.41 3.26
Corre´lation 7.43 1.51 3.49
Gaussienne tronque´e Norme Euclidienne 7.21 1.81 3.31
Norme inﬁnie 7.54 5.42 3.24
Norme 1 7.32 9.94 3.42
Corre´lation 7.40 2.41 3.47
Epanechnikov Norme Euclidienne 7.20 0.30 3.29
Norme inﬁnie 7.49 0.60 3.38
Norme 1 7.24 2.71 3.26
Corre´lation 7.41 1.81 3.38
Source : Lipper, base d’indices ame´ricains en dollar, donne´es hebdomadaires (valeur vendredi) du
30/08/2002 au 29/12/2006; calcul des auteurs. Cette table pre´sente les mesures d’appre´ciation des cartes
suivant les fonctions de voisinage et norme choisies.
Conclusion Ge´ne´rale
Les quatre essais pre´sente´s dans cette the`se ambitionnent de re´pondre a` certaines
proble´matiques auxquelles praticiens et chercheurs acade´miques sont couramment confron-
te´s lors de l’application de mode`les ﬁnanciers a` des classes d’actifs comprenant des fonds
alternatifs : les pre´traitements des bases, la se´lection de portefeuilles optimaux, la de´tection
de valeurs aberrantes, la caracte´risation des styles des fonds alternatifs.
Les spe´ciﬁcite´s des fonds alternatifs rendent en eﬀet ne´cessaire la conside´ration d’un
cadre d’analyse qui leur soit adapte´. La taille et la liquidite´ des actifs investis, la trans-
parence, le syste`me de re´mune´ration et les strate´gies employe´es par les ge´rants, le cadre
le´gal et les clauses contractuelles diﬀe´rencient largement cette classe d’actifs des fonds
d’investissements traditionnels. Les particularite´s des hedge funds induisent en particulier
que l’hypothe`se de normalite´ des rendements ne peut eˆtre retenue. Ce rejet du postulat
Gaussien remet alors en cause bon nombre de mode`les de la ﬁnance moderne (Cf. Hoc-
quard et ali i, 2008).
Dans le premier chapitre, nous avons traite´ du proble`me de non-renseignement de cer-
taines valeurs dans les bases de donne´es ﬁnancie`res (Cf. Malhotra, 1987 ; diCesare, 2006).
De nombreux mode`les requie`rent en eﬀet de disposer d’un ensemble d’observations com-
plet. La ne´cessite´ d’un traitement pre´alable des donne´es est accrue lorsque l’on conside`re
des fonds alternatifs. Le cadre le´gal peu contraignant dont ils disposent et le fait qu’ils
ne soient pas soumis a` l’obligation de communiquer (toutes) leurs performances rendent
les bases de donne´es de fonds alternatifs particulie`rement sujettes a` ce proble`me de se´ries
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incomple`tes. Ainsi, la premie`re application qu’il nous a semble´ utile de pre´senter propose
d’estimer et de remplacer ces valeurs manquantes.
Les mode`les de comple´tion existants (a` notre connaissance) sont soit trop destructeurs
d’information, soit inapproprie´s en raison des hypothe`ses qu’ils sous-tendent. Les cartes de
Kohonen, combine´es aux fonctions orthogonales empiriques et a` l’algorithme de ge´ne´ration
ale´atoire contrainte rendent possible la re´alisation d’un mode`le de comple´tion de donne´es
respectant les caracte´ristiques des rendements des fonds alternatifs. Conjecturant qu’une
re´alisation future ne constitue – ﬁnalement - qu’une valeur manquante, nous avons ensuite
montre´ comment les cartes de Kohonen pouvaient e´galement eˆtre utilise´es pour de´velopper
un mode`le de ge´ne´ration de sce´narii.
Nous avons applique´ nos mode`les de comple´tion et de simulation a` un ensemble de fonds al-
ternatifs. Nous nous sommes attache´s a` illustrer les conse´quences de l’utilisation de mode`les
inadapte´s (l’algorithme  Expectation-Conditional-Maximisation  et ceux de simulation
de Monte Carlo en particulier) sur des mode`les usuels en ﬁnance d’allocation d’actifs et de
mesures de risque. Diﬀe´rents crite`res nous ont permis d’e´valuer l’aptitude de nos mode`les a`
ge´ne´rer des donne´es qui respectent les caracte´ristiques des se´ries. Nous avons tout d’abord
conside´re´ l’erreur quadratique des moments associe´s aux diﬀe´rentes se´ries reconstruites.
Par rapport aux mode`les standard, nous avons pu re´duire tre`s sensiblement l’impact des
biais de reconstruction et de simulation (ame´lioration de 80%) sur les quatre premiers mo-
ments. Nous avons ensuite montre´ les conse´quences de ces erreurs sur la composition de
portefeuilles de re´fe´rence (ratio de Sharpe maximum et de volatilite´ minimale ; Cf. Zhou,
2007 ; Siegel et Woodgate, 2007). L’impact de ces biais sur plusieurs mesures de risque a
e´galement e´te´ e´tudie´. Nous e´tablissons qu’a` l’exception des VaR Gaussiennes, les mesures
obtenues sont moins biaise´es apre`s l’application de nos me´thodes. Nous avons ainsi montre´
l’importance de retenir une me´thodologie dont les hypothe`ses s’accordent avec les donne´es
exploite´es, et la ne´cessite´ d’e´carter certains mode`les standard lorsque des fonds alternatifs
sont conside´re´s.
A ce stade, les re´sultats obtenus nous incitent a` poursuivre nos travaux dans cet axe de
recherche. S’inspirant des travaux de Figueroa Garc´ıa et alii (2008), les proprie´te´s d’auto-
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corre´lation des se´ries de rendements de fonds alternatifs pourront notamment eˆtre inte´gre´es
a` l’algorithme de ge´ne´ration ale´atoire contrainte. Quant a` la me´thode de simulations, des
tests sur la ﬁabilite´ des mesures de risques obtenues pourront eˆtre re´alise´s (Cf. Filipovic´ et
Vogelpoth, 2007). Il sera e´galement inte´ressant d’e´valuer la qualite´ de nos simulations au
regard de techniques rejetant la normalite´ des rendements des actifs (Cf. Ho¨rmann et alii,
2008 ; Behr et Po¨tter, 2009). Notre approche valide´e, il sera possible en adoptant un cadre
conditionnel de conside´rer uniquement les scenarii de type stress tests, et d’en de´duire
des mesures de risques extreˆmes. Enﬁn, si les scenarii ge´ne´re´s respectent ﬁde`lement les
de´pendances, nous les combinerons aux me´thodes de de´termination de la copule ade´quate
(Cf. Durrleman et alii, 2000). En eﬀet, les donne´es simule´es permettront alors d’ame´liorer
signiﬁcativement l’infe´rence et la puissance des tests de validation du choix de la bonne
spe´ciﬁcation des copules (en anglais, Goodness-of-F it ; Cf. Fermanian et Scaillet, 2002 ;
Genest et alii, 2009).
Dans le deuxie`me chapitre, nous nous sommes inte´resse´s aux mode`les de se´lection
et d’optimisation de portefeuille. Dans le cadre d’analyse e´largi a` un crite`re espe´rance-
variance-asyme´trie-kurtosis, l’approche duale est ge´ne´ralement retenue. En eﬀet, les fonc-
tions d’utilite´ quartique autorisent une prise en compte simple des pre´fe´rences pour les
moments d’ordre supe´rieur (Cf. Christodoulakis et Peel, 2006). L’approche primale est
par contre largement complexiﬁe´e lorsque l’on conside`re les pre´fe´rences des agents pour
l’asyme´trie positive et une certaine de´ﬁance vis-a`-vis des risques extreˆmes (Cf. Maringer et
Parpas, 2009). En eﬀet, dans le plan espe´rance-variance, l’univers des portefeuilles consti-
tue un ensemble convexe, il est ainsi possible de de´ﬁnir une relation d’ordre pour obtenir
l’ensemble des portefeuilles eﬃcients. De`s lors que nous conside´rons les moments d’ordre
supe´rieur, cet ensemble n’est pas ne´cessairement convexe.
L’introduction de la fonction de pe´nurie nous a permis de re´uniﬁer les deux approches
primale et duale (Cf. Briec et alii, 2007). Nous avons notamment pu expliciter le lien exis-
tant entre la direction de projection de la fonction de pe´nurie retenue et les pre´fe´rences
des agents. Par ailleurs, pour limiter les proble`mes d’estimation des moments des porte-
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feuilles, nous avons retenu un ensemble de statistiques robustes - les L-moments, qui se
substituent favorablement aux moments traditionnels. Nous avons e´galement pu reformu-
ler le proble`me d’optimisation de portefeuille a` partir de vecteurs de co-L-moments. Cette
re´e´criture nous a notamment permis de re´duire les temps d’exe´cution des optimisations
de portefeuille de manie`re signiﬁcative.
Conside´rant une base d’actions europe´ennes, nous avons obtenu un ensemble de porte-
feuilles optimaux correspondant aux pre´fe´rences quartiques d’agents rationnels. Cet en-
semble nous a conduits a` repre´senter les surfaces eﬃcientes multidimensionnelles, et a`
analyser les interactions entre les diﬀe´rents moments. Ainsi des arbitrages de l’asyme´trie
par rapport aux deux premiers moments semblent re´alisables, la kurtosis fortement lie´e a`
la volatilite´ semble par contre ne´gligeable lors de la recherche de portefeuilles optimaux.
Pour des niveaux d’asyme´trie ﬁxe´s, nous avons retrouve´ les formes convexes des frontie`res
eﬃcientes du cadre traditionnel moyenne-variance. La conside´ration de fonctions d’utilite´
ge´ne´rales nous a ensuite amene´ a` l’e´tude des pre´fe´rences d’agents rationnels (Cf. Mitton
et Vorkink, 2007 ; Crainich et Eeckhoudt, 2008). La prise en compte des moments d’ordre
supe´rieur ne semble modiﬁer que tre`s marginalement le choix des agents rationnels. L’in-
tensiﬁcation des pre´fe´rences des agents pour des asyme´tries positives et de faibles kurtosis
nous a ne´anmoins permis de ve´riﬁer le caracte`re ne´gligeable du quatrie`me moment.
La premie`re ame´lioration envisage´e sera de formuler les (co-)moments d’ordre supe´rieur de
sorte que les termes redondants soient supprime´s. Nous serons alors en mesure de re´duire a`
nouveau la taille des matrices de co-moments, et donc le temps d’exe´cution ne´cessaire a` la
de´termination des moments des portefeuilles (Cf. Jondeau et al i i, 2007). Il sera e´galement
inte´ressant d’appliquer notre me´thodologie pour re´soudre des proble`mes d’allocation de
fonds de fonds alternatifs (Cf. Bergh et van Rensburg, 2008). Enﬁn, une prise en compte
des dynamiques des co-moments d’ordre supe´rieur est e´galement pre´vue (Cf. Guidolin et
Timmermann, 2008) dans le cadre de la de´ﬁnition de strate´gies base´es sur les pre´visions
des densite´s conditionnelles de rentabilite´s ( distribution timing , Cf. Jondeau et Ro-
ckinger, 2008).
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Le chapitre 3 est consacre´ a` l’e´tude de l’impact des donne´es aberrantes sur les mode`les
d’allocation d’actifs (Cf. Michaud et Michaud, 2008). Les se´ries temporelles d’actifs ﬁnan-
ciers sont en eﬀet sujettes a` de nombreuses erreurs. Dans la mesure ou` les moments d’ordre
supe´rieur sont particulie`rement sensibles a` ces erreurs (Cf. Serﬂing, 2008), il e´tait naturel
de s’attendre a` ce que les mode`les d’allocation d’actifs inte´grant explicitement l’asyme´trie
et la kurtosis des portefeuilles soient particulie`rement sensibles a` ces valeurs. Nous avons
illustre´ la ne´cessite´ d’appliquer un pre´traitement pour la correction des valeurs aberrantes
avant d’utiliser ces donne´es dans des mode`les d’allocation d’actifs.
Nous avons pre´sente´ un mode`le de de´tection d’outlier de´ﬁni a` partir d’une mode´lisation
de la volatilite´ (Cf. Franses et Ghijsels, 1999 ; et Charles et Darne´, 2005) par un processus
de type ANN -GARCH (Cf. Donaldson et Kamstra, 1997 ; Miazhynskaia et alii, 2006 ;
et Bildirici et Ersin, 2009). Le perceptron multi-couches rend possible l’explication et la
pre´vision d’une partie du re´sidu non prise en compte par un mode`le GARCH. Ainsi, l’intro-
duction du ANN -GARCH nous a permis d’ame´liorer sensiblement le mode`le de de´tection
et de correction des valeurs aberrantes propose´ par Charles et Darne´ (2005).
Aﬁn d’illustrer et de tester notre mode`le, nous nous sommes attache´s a` corriger les va-
leurs aberrantes pre´sentes dans une base de donne´es constitue´e des cours quotidiens des
principales actions incluses dans l’indice CAC40. La pe´riode retenue (du 1er janvier 1996
au 21 janvier 2009) comporte de nombreux e´ve`nements extreˆmes de marche´. Cette base
nous a conduits a` de´terminer plus de 184 rendements aberrants. Nous avons alors cherche´
a` de´terminer l’origine de ces rendements extreˆmes. Une premie`re de´marche qualitative
(relative a` une recherche de de´peˆches concernant les entreprises) nous a permis de ve´riﬁer
que la plupart correspondait a` la re´alisation d’un risque spe´ciﬁque. Nous avons comple´te´
cette premie`re analyse par une de´marche quantitative. La comparaison des indicateurs
de turbulence de marche´ calcule´s sur l’indice du CAC 40 et sur chacun des titres nous a
permis de ve´riﬁer cette premie`re conclusion.
Nous avons ensuite propose´ une e´tude comparative des portefeuilles eﬃcients obtenus en
appliquant notre me´thode de se´lection de portefeuilles fonde´e sur les fonctions de pe´nurie
en conside´rant des moments traditionnels ou robustes (L-moments) lorsque les donne´es
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sont brutes ou corrige´es par notre algorithme de de´tection des donne´es aberrantes. Re-
tenant quatre portefeuilles caracte´ristiques de la frontie`re eﬃciente e´tendue, nous avons
proce´de´ a` des simulations dynamiques d’allocation d’actifs. Nous avons ﬁnalement e´value´
l’impact des rendements aberrants sur les mode`les d’allocation d’actifs au regard des ca-
racte´ristiques ex ante des portefeuilles obtenus. Il apparaˆıt ainsi qu’a` l’exception du por-
tefeuille de volatilite´ minimum, les portefeuilles eﬃcients sont particulie`rement sensibles
aux outliers. Le retraitement des rendements par la me´thode des ANN -GARCH apparaˆıt
plus eﬃcace que la conside´ration des statistiques robustes. Ne´anmoins, la combinaison de
ces deux approches nous a permis d’ame´liorer signiﬁcativement les caracte´ristiques ex post
des portefeuilles simule´s.
Nous envisageons deux pistes majeures d’ame´liorations. La prise en compte explicite de
la dynamique des moments d’ordre supe´rieur devrait permettre une ame´lioration signi-
ﬁcative de nos re´sultats. De fac¸on analogue au chapitre 2, la de´ﬁnition de strate´gies
base´es sur les pre´visions des densite´s conditionnelles de rentabilite´s ( Distributional Ti-
ming , Cf. Jondeau et Rockinger, 2008) nous permettra d’illustrer encore plus franche-
ment l’impact des rendements aberrants. La composante neuronale de notre mode`le pourra
e´galement inte´grer la dynamique des moments en conside´rant un perceptron multi-couches
dit re´current (Cf. Miazhynskaia et alii, 2006).
Dans le chapitre 4, nous avons ﬁnalement propose´ un mode`le d’analyse de style qui est
potentiellement applicable aux fonds alternatifs (Cf. Fung et Hsieh, 2002 ; Kuenzi et Shi,
2007). L’opacite´ caracte´ristique de la gestion alternative renforce le besoin d’explication
et d’analyse des strate´gies retenues par les ge´rants (Cf. Monarcha, 2008). Une approche
statistique fonde´e sur l’analyse des performances passe´es a e´te´ retenue pour e´valuer le style
des fonds. Nous avons pre´sente´ les principaux mode`les de style, puis nous nous sommes
attache´s a` en rappeler les limites. L’hypothe`se la plus restrictive (selon nous) re´side dans
le fait que les analyses standard sont statiques ; les sensibilite´s des fonds aux diﬀe´rents
facteurs de style sont suppose´es constantes dans le temps (Cf. Annaert et van Campenhout,
2007). Cette dernie`re hypothe`se apparaˆıt fragile dans la mesure ou` non seulement le ge´rant
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peut eˆtre amene´ a` changer de tactique (Cf. Basak et alii, 2007 ; Ainsworth et alii, 2008),
mais les titres eux-meˆmes sont sujets a` des variations de style (Cf. Fama et French, 2007).
Nous avons ainsi retenu les cartes de Kohonen pour fonder notre mode`le d’analyse de
style (Cf. Maillet et Rousset, 2003 ; Aaron et alii 2004 et 2005). A partir d’une classiﬁcation
robuste de fonds, nous avons pu extraire directement les facteurs de style de la base de
fonds conside´re´e. Les proble`mes de variations du style des titres ainsi que ceux lie´s a`
l’identiﬁcation des facteurs probants ont ainsi pu eˆtre contourne´. Adoptant une approche
conditionnelle, nous avons pu caracte´riser les facteurs obtenus en termes d’actifs re´els de
l’e´conomie. Nous nous sommes ensuite inte´resse´s a` la prise en compte de la dynamique des
styles retenus par les ge´rants (Cf. Basak et alii, 2007 ; Baghai-Wadji et alii, 2008 ; Huang
et alii, 2008). Les projections successives des fonds sur les facteurs ge´ne´re´s par la carte
nous a permis d’e´valuer cette dynamique. Au travers de cette dernie`re analyse, nous avons
ainsi pu appre´cier la stabilite´ des types de gestion adopte´s par les ge´rants.
Aﬁn de valider notre approche, nous avons conside´re´ un univers de fonds investis en actions
ame´ricaines pour lesquels nous disposions d’informations qualitatives, en particulier le style
auto-de´clare´ des ge´rants. Nous avons ainsi constate´ qu’un tiers des strate´gies annonce´es ne
correspondaient pas exactement a` celles obtenues. L’analyse dynamique des styles des fonds
nous a e´galement permis d’identiﬁer les gestionnaires de´montrant une certaine aptitude
a` anticiper les orientations de marche´ et les styles dominants (Cf. Cremers et Petajisto,
2009 ; Huang et alii, 2008).
Cette analyse re´alise´e sur un ensemble de fonds raisonnablement transparents consti-
tue une premie`re e´tape de notre travail de recherche sur les styles d’investissement. Nous
pre´voyons d’appliquer une analyse similaire sur un univers de fonds alternatifs. Nous porte-
rons alors une attention particulie`re aux e´volutions des couvertures et des leviers employe´s
par les gestionnaires (Cf. Bodson et al i i, 2008). Plus ge´ne´ralement, l’analyse des de´rives
de gestion (style drifts en anglais ; Cf. Ainsworth et alii, 2008) nous conduira a` revisiter
les mode`les d’attribution de performance des fonds alternatifs. A travers l’e´tude dyna-
mique des strate´gies des ge´rants, nous taˆcherons de de´tecter des engouements pour un
style spe´ciﬁque. Nous pourrions alors comple´ter les re´cents travaux re´alise´s sur l’origine
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et l’impact des bulles spe´culatives (Cf. Bird et alii, 2008 ; Dorn et alii, 2008). Une autre
extension de notre mode`le consistera a` inclure des informations qualitatives a` notre base
de classiﬁcation. En eﬀet, les cartes de Kohonen autorisent la classiﬁcation de donne´es
he´te´roge`nes (qualitatives et quantitatives). Nous disposerons alors d’un cadre uniﬁe´ pour
inte´grer les approches traditionnelles de type RBSA et celles plus re´centes (Cf. Brown
et alii, 2009) consistant a` e´valuer les performances et le risque de hedge funds au regard
d’informations re´sultant des audits ope´rationnels et juridiques (due diligences en anglais).
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Abstract. Analysis of financial databases is sensitive to missing values (no 
reported information, provider errors, outlier filters…). Risk analysis and 
portfolio asset allocation require cylindrical and complete samples. Moreover, 
return distributions are characterised by non-normalities due to 
heteroskedasticity, leverage effects, volatility feedbacks and asymmetric local 
correlations. This makes completion algorithms very useful for portfolio 
management applications, specifically if they can deal properly with the 
empirical stylised facts of asset returns. Kohonen maps constitute powerful non-
linear financial classification tools (see [3], [4] or [6] for instance), following 
the approach of Cottrell et al. (2003), we use a Kohonen algorithm (see [2]), 
altogether with the Constrained Randomization Method (see [8]) to deal with 
mutual fund missing Net Asset Values. The accuracy of rebuilt NAV estimated 
series is then evaluated according to a comparison between the first moments of 
the series. 
1   Introduction 
The presence of missing data in the underlying time series is a recurrent problem for 
asset allocation and risk measure which require to deal with cylindrical and complete 
samples. Moreover, many financial databases contain missing values. For common 
stock returns measured at a low frequency, the Gaussian hypothesis is considered as a 
fairly good approximation, but financial assets such as options can introduce non-
linearities and asymmetries to the portfolio returns. Because of the non-normality, 
symmetric measures of risk as the standard deviation cannot be applied; they do not 
distinguish between heavy left tails and heavy right tails. Hedge Fund asset return in 
this sense seems to be very particular. Several empirical studies conclude that many 
hedge fund index return distributions are not normal and exhibit negative skewness, 
positive excess kurtosis, and highly significant positive first-order autocorrelation (see 
[1] for instance). Thus, for hedge fund asset class, higher moments should be taken 
into account for the analysis. The importance of higher moments of returns, especially 
the skewness and kurtosis in evaluating portfolio risk and performance has been 
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already highlighted by a number of authors, proposing and analyzing the inclusion of 
higher moments in portfolio theory. For illustration in the following, we extracted 
from the large HFRTM database, a dataset of hedge fund net asset values composed 
with 49 funds on a 5-year period of 60 monthly values. Note that, at purpose, no 
missing values are contained in this database. 
2   Classical Self-Organized Maps Algorithm 
The SOM algorithm is based on the unsupervised learning principle where the 
training is entirely data-driven and no information about the input data is required (see 
[5]). The SOM consist of a network, compound in n neurons, units or code vectors 
organised on a regular low-dimensional grid. If [ ]nI ...,,2,1=  is the set of the units, 
the neighbourhood structure is provided by a neighbourhood function Λ  defined on 
2I  . The network state at time t is given by:  
( ) ( ) ( ) ( )[ ]tttt Tmmmm ...,,, 21=  (1) 
where ( )tim  is the T-dimensional weight vector of the unit i. 
For a given state m  and input x , the winning unit ( )mx,wi  is the unit whose weight 
( )mxm ,wi   is the closest to the input x . 
The SOM algorithm is recursively defined by the following steps: 
1.   Draw randomly an observation x . 
2.   Find the winning unit ( )mx,wi  also called the Best Matching Unit (noted BMU) 
such that:  
( ) ( )[ ] ( ) ( ){ }ttArgminttiBMU i
Ii
wt
i
mxmx
m
−+=+=
∈
+ 1,1
,
1  (2) 
where .    is the Euclidian norm. 
3.   Once the BMU is found, the weight vectors of the SOM are updated so that the 
BMU and his neighbours are moved closer to the input vector. The SOM update rule 
is: 
( ) ( ) ( ) ( ) ( )[ ] IittiBMUΛtt itii ∈∀+−−=+ ,1,1 xmmm ε  (3) 
where tε  is the adaptation gain parameter, which is ]0,1[-valued, generally 
decreasing with time. The number of neurons taken into account during the weight 
updates depends on the neighbourhood function Λ  that also generally decreases with 
time (see [5]). 
Figure 1 represents the code vectors obtained using the dataset of hedge funds 
described above. 
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Fig. 1. Representation of Code Vectors on the Kohonen maps 
3   Self-Organizing Maps with Partial Data Algorithm 
SOM allows for classification of data samples with multiple variables and missing 
values (see [7]). Cottrell et al. (2003) propose an adapted Kohonen algorithm that first 
clusters the data, and then replaces the missing observations (see [2]). When the SOM 
algorithm iterates, if a vector x  with missing value(s) is drawn, we consider the 
subset NM of variables which are not missing in vector x . We define a norm on this 
subset (denotes
M.
) that allows us to find the BMU (with previous notations):  
( ) ( )[ ] ( ) ( ){ }M
Ii
w ttArgminttiBMU mxmx ,1,1 +=+=
∈
 (4) 
with: 
( )∑
∈
−=−
NMk
i,kkMi
2
mxmx  
where: 
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Once the Kohonen algorithm has converged, we got some cluster containing our time 
series. Cottrell et al. (2003) first propose to fill the missing values of time-series by 
the cross-sectional mean of observed values present in the cluster. 
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4   Combing Self-Organized Maps and Constrained Randomization 
     for Data Completion 
Such an approach, when dealing with financial time series, will affect drastically 
some important statistical properties of the over-all rebuilt dataset. In particular, 
higher moments (second, third and fourth centred moments), auto-correlations and the 
correlations with the other time-series are neglected in the analysis. We propose here 
to combine the Self-Organizing Maps, adapted to the presence of missing values, and 
the Constrained Randomization algorithm introduced in [8]. This last computational 
method - initially presented as a specific reshuffling data sampling technique - allows 
for the simulation of artificial time-series that fulfil given constraints, but are random 
in other aspects. 
    The Figure 2 summarizes the proposed procedure for data completion. The first 
step starts with computing some empirical features of the data (moments of returns in 
our present case). Then, in parallel, a SOM is run with the non-missing values in the 
original dataset. Coordinates of Code Vectors in each of BMU are then considered as 
natural first candidates for missing value completion. The constrained randomization, 
using as constraints some of the empirical features of the data determined at the first 
step, can then start. If the candidate meets the constraints, then it takes the place of the 
missing value into the original data; if not, a standard normal residual is drawn, then 
added to the previous candidates and the test for the constraints starts again. This 
process lasts until all constraints are fulfilled and all missing values replaced. 
 
Data Sample with
Missing Values
SOM Learning Statistical CharacheristicComputations
Map 1 Substitute Candidates
Constrained Randomization
Simulations
Constraints
Map 2
 
 
Fig. 2. Representation of the Scheme when Mixing Self-Organizing Maps and Constrained 
Randomization in Data Completion  
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5   Empirical Illustrations 
Table 1 and Table 2 hereafter summarize the mean properties of the errors in 
moments when - respectively - using the adapted Kohonen algorithm alone and the 
two-step procedure presented in this article. As a first remark, we can note that - with 
no surprise - the addition of a Constrained Randomization procedure allows to 
recover missing values that more in line with the statistical characterization of the 
original series, as indicated by the comparison of Table 1 and Table 2. As the second 
remark, this is true in our example for all (reasonable) level of missing values in the 
original database. Finally, in this example, the improvement of accuracy regarding the 
moments is between 11% and 46%, the mean improvement is of order of 27%. 
Table 1. Mean Errors on Moments when using the adapted SOM algorithm for Missing Values- 
fifty draws 
Missing Values 
(in %) Mean Variance Skewness Kurtosis
5.00 2.99 6.96 11.55 9.81
10.00 5.38 12.71 20.71 17.71
15.00 7.47 17.82 27.20 24.21
20.00 9.15 23.51 31.90 29.74
25.00 10.85 28.04 36.89 34.40
30.00 13.91 34.04 40.44 40.85
35.00 15.59 38.83 45.62 45.83
40.00 19.57 42.81 45.04 47.97
45.00 21.62 47.01 54.13 52.88
50.00 23.60 54.77 61.67 62.21
Absolute Error (in %) after Completion
 via  Kohonen Maps
 
Source: HFRTM; Monthly Net Asset Values (12/1999-12/2004). Computations from the authors.  
 
Table 2. Mean Errors on Moments when using the adapted SOM algorithm for Missing Values 
and Constrained Randomization - fifty draws 
Missing Values 
(in %) Mean Variance Skewness Kurtosis
5.00 2.65 4.63 6.26 5.59
10.00 4.56 8.95 12.99 10.52
15.00 6.13 13.39 17.72 15.43
20.00 7.26 17.69 21.55 20.13
25.00 8.55 22.08 27.26 24.82
30.00 9.42 26.65 30.79 30.38
35.00 10.43 30.04 34.07 34.62
40.00 12.02 33.48 36.22 36.82
45.00 12.98 37.42 41.45 41.47
50.00 14.43 43.82 48.51 49.56
Absolute Error (in %) after Completion
 via  Kohonen Maps 
Combined with Constrained Randomization
 
Source: HFRTM; Monthly Net Asset Values (12/1999-12/2004). Computations from the authors.  
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    For a more illustrative example, let us suppose a 17% annualized return fund. We 
destruct artificially 5%, 20% and 50% of the time series, at a 5% level of missing 
values, both methodologies get the same result with 0.5 points error on annualized 
return estimated (the annualized return estimated is between 16.5% and 17.5%). At a 
20% level of missing value, the difference between the two methodologies is more 
observable: 1.5 points for a completion with Kohonen maps versus 1 point for a 
completion with Kohonen Maps combined with Constrained Randomization Method. 
At a 50% level of missing value, the difference becomes explicit: 4 points for a 
completion with Kohonen Maps versus 2 points for a completion with Kohonen Maps 
combined with Constrained Randomization Method. 
6   Conclusion 
The presented method for data completion uses SOM description of the data as the 
starting point for a constrained randomization. The main interest of the technique can 
be found in the fact that some of the important empirical features of the input are 
respected during the rebuilding process of missing observations. Specifically higher 
moments, whose accuracy of estimations are crucial in some financial applications, 
are taken into account when substitutions. Moreover, one can easily think about some 
generalizations of the proposed algorithm, adding for instance some features under 
studies into the constraints of the so-called Constrained Randomization procedure, 
such as local correlation structure or tail of the density focuses, depending on what is 
the final aim of the financial applications (asset allocation or risk management). One 
may also think about the robustness of the algorithm, namely specifying robust 
estimators in the constraints and allowing for data resampling when building the 
Kohonen Maps (see [4]). 
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Abstract – Self-Organizing Maps aims ideally to group homogeneous individuals, highlighting a 
neighbourhood structure between classes in a chosen network. Recent approaches propose to 
exploit the homogeneity of the underlying classes for data completion purposes (see [2]). The aim 
of this paper is two-fold. First, we present and slightly modified two complementary approaches 
in completing the stochastic method proposed by Rousset and Maillet [11] based on bootstrap 
process for increasing the reliability of the induced neighbourhood structure and, second, we use 
the induced Robust Map of  the last approach  for data completion, generalising the results by 
Merlin and Maillet [9] with robust statistics of the moments of the series. An empirical 
illustration of this new completion scheme is finally provided based on a sample of Hedge Fund 
Net Asset Values. 
 
Key words – Self-Organizing Maps, Missing Value, Bootstrap, Constrained Randomization, 
Neighbourhood Structure  
 
 
1   Introduction 
 
The presence of missing data in the underlying time series is a recurrent problem when dealing 
with databases. Moreover, many financial databases contain missing values. For common stock 
returns measured at a low frequency, the Gaussian hypothesis is considered as a fairly good 
approximation, but financial assets such as options can introduce non-linearities and asymmetries 
to the portfolio returns. Because of the non-normality, symmetric measures of risk as the standard 
deviation cannot be applied; they do not distinguish between heavy left tails and heavy right tails. 
Hedge Fund asset return in this sense seems to be very particular. Several empirical studies 
conclude that many hedge fund index return distributions are not normal and exhibit negative 
skewness, positive excess kurtosis, and highly significant positive first-order autocorrelation (see 
[1] for instance). Thus, for the hedge fund asset class, higher moments should be taken into 
account for the analysis. The importance of higher moments of returns, especially the skewness 
and kurtosis in evaluating portfolio risk and performance has been already highlighted by a 
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number of authors (see [7]), proposing and analyzing the inclusion of higher moments in portfolio 
theory. For illustration in the following, we extracted from the large HFRTM database, a dataset of 
hedge fund net asset values composed with 149 funds on a 10-year period of 120 monthly values. 
Note that, at purpose, no missing values are contained in this database. 
 
2   Classical Self-Organized Maps Algorithm 
 
The SOM algorithm is based on the unsupervised learning principle where the training is entirely 
data-driven and no information about the input data is required (see [8]). The SOM consist of a 
network, compound in n neurons, units or code vectors organised on a regular low-dimensional 
grid. If [ ]nI ...,,2,1=  is the set of the units, the neighbourhood structure is provided by a 
neighbourhood function Λ  defined on 2I . The network state at time t is given by: 
( ) ( ) ( ) ( )[ ]tttt Tmmmm ,...,, 21=  (1) 
where ( )tim  is the T-dimensional weight vector of the unit i. 
For a given state m and input x, the winning unit ( )mx,wi  is the unit whose weight ( )mx,m wi  is the 
closest to the input x. 
The SOM algorithm is recursively defined by the following steps: 
1. Draw randomly an observation x. 
2. Find the winning unit ( )mx,wi  also called the Best Matching Unit (noted BMU) such 
that : 
( ) ( )[ ] ( ) ( ){ }ttArgminttiBMU i
Ii
wt
i
mxmx
m
−+=+=
∈+
1,1
,
1  (2) 
where .  is the Euclidian norm. 
3. Once the BMU is found, the weight vectors of the SOM are updated so that the BMU 
and his neighbours are moved closer to the input vector. The SOM update rule is : 
( ) ( ) ( ) ( ) ( )[ ] IittiBMUΛtt itii ∈∀+−−=+ ,1,1 xmmm ε  (3) 
where tε  is the adaptation gain parameter, which is ]0,1[-valued, generally decreasing with time. 
The number of neurons taken into account during the weight updates depends on the 
neighbourhood function Λ  that also generally decreases with time (see [3]). 
 
 
   Source: HFRTM; Monthly Net Asset Values (12/1994-12/2004). Computations from the authors. 
Figure 1: Representation of Code Vectors on the Kohonen Maps                                          
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3   Building a Robust Map 
 
When SOM are used in classification, the algorithm is applied to the complete database that is 
generally a sample of some unknown stationary distribution. A first concern refers to the question 
of the stability of the SOM solution (specifically the neighbourhood organisation) to changes in 
the sample and to contamination by large outliers. A second concern regards the stability to the 
data presentation order and the initialisation. For limiting the dependence of the outputs to the 
original data sample and to the arbitrary choices within an algorithm, it is common to use a 
bootstrap process with a re-sampling technique (see [4]). Here, this idea is applied to the SOM 
algorithm, when estimating an empirical probability for any pair of individuals to be neighbours 
in a map. This probability is estimated by the number of times the individuals have been 
neighbours at ray 1 when running several times the same SOM algorithm using re-sampled data 
series (see Figure 2). In the following, we call P the matrix containing empirical probabilities for 
two individuals to be considered as neighbours at the end of the classification. Following Rousset 
and Maillet [11], the algorithm uses only individuals in the given re-sampled set of individuals 
(representing 60% or so of the original population). We generalize the previous approach by 
adding a drawing without replacement in the original series of most the observations (around 
60%) for each individuals. At the end of the first step, the left incomplete individuals are 
classified using computed distances to the code vectors. Thus, at each step, the table of empirical 
probabilities concerns all individuals in the original dataset, even if only a partial part of them 
have been used within the algorithm. 
 
Figure 2: Step1, bootstrap process for building the table P of the individual's empirical probabilities 
to be neighboured one-to-one. 
 
When the matrix P is built, the first step is over. In the second step (see Figure 3), the SOM 
algorithm is also executed several times, but without re-sampling. For any map Mi, we can build 
the table
i
PM , similar to previous one, in which values are 1 for a pair of neighbours and 0 for 
others. Then, using the Frobenius norm, we can compute the distance between both 
neighbourhood structures, defined respectively at the end of step 1 (re-sampling the data) and step 
2 (computing several maps with the original data). The Robust Map selected, called hereafter R-
Map for the sake of simplicity, is the one which minimizes the distance between the two 
neighbourhood structures as follows:  
 
{ }
FrobIi
PPArgmin
i
i
M
,M
Map-R −=
∈
 (4) 
Data Sample 1 Data Sample 2
SOM learning
Data Sample p
Map 1 Map 2
 P
Map p
Data Sample 
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where Frob. is the Frobenius norm, that is:   
[ ]∑∑
= =
=
n
i
n
j
jiFrob an 1 1
2
,2
1A  (5) 
with n the dimension of the square matrix A , whose elements are [ ] ( ) 2, ,, Ijia ji ∈∀ . 
Comparison with the table of probabilities to be neighbours for 
individuals
Map 1 Map 2
R-map
Map p
SOM learningData Sample
 
Figure 3: Step2, get the R-Map by selecting the map whose neighbourhood structure is the closest to 
the empirical probability table P obtained at step 1. 
 
4   Robust Self-Organizing Maps with Partial Data Algorithm 
 
SOM allow for classification of data samples with multiple variables and missing values (see 
[12]). Cottrell et al. (2003) propose an adapted Kohonen algorithm that first clusters the data, and 
then replaces the missing observations (see [2]). When the SOM algorithm iterates, if a vector x 
with missing value(s) is drawn, we consider the subset NM of variables which are not missing in 
vector x. We define a norm on this subset (denotes M. ) that allows us to find the BMU (with 
previous notations):  
 ( ) ( )[ ] ( ) ( ){ }Mi
Ii
w ttArgminttiBMU mxmx −+=+= ∈ 1,1  (6) 
with: ( )∑
∈
−=−
NMk
i,kkMi
2mxmx  
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Once the Kohonen algorithm has converged, we got some cluster containing our time series. 
Cottrell et al. (2003) first propose to fill the missing values of time-series by the cross-sectional 
mean of observed values present in the cluster. It is then straightforward to adapt the previous 
algorithm with the use of the Robust Map defined in the previous sub-section. 
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5 Combining the Robust Self-Organizing Maps and a 
Constrained Randomization Procedure for Data Completion 
 
The previous approach will nevertheless affect drastically some important statistical properties of 
the over-all rebuilt dataset. In particular, higher moments (second, third and fourth centred 
moments) are neglected in the analysis. Merlin and Maillet [9] propose to combine the Self-
Organizing Maps, adapted to the presence of missing values, and the Constrained Randomization 
algorithm introduced in [13]. This last computational method - initially presented as a specific 
reshuffling data sampling technique - allows for the simulation of artificial time-series that fulfil 
given constraints, but are random in other aspects. 
 
The Figure 4 summarizes the proposed procedure for data completion. The first step starts with 
computing some empirical features of the data (moments of returns in our present case). Then, in 
parallel, the Robust Map is determined only using the non-missing values in the original dataset. 
Coordinates of Code Vectors in each unit of the Robust Map are then considered as natural first 
candidates for missing value completion (see [2]). The constrained randomization, using as 
constraints some of the empirical features of the data determined at the first step, can then start. If 
the candidate meets the constraints, then it takes the place of the missing value into the original 
data; if not, a residual noise is drawn1, and added to the previous candidates then the test for the 
constraints starts again.  
 
Figure 4: Representation of the Scheme when Mixing Robust Self-Organizing Maps and Constrained 
Randomization in Data Completion. 
In comparison with Merlin and Maillet [9], who use the (simple) sample empirical counterparts of 
the four first moments of the originals series, we use here L-moments as defined in [6] in the 
procedure of Constrained Randomization such as: 
                                                 
1 Since our application focuses on financial variables, the noise is drawn from a central Skew Student’s t-
distribution introduced in [5], with five degrees of freedom as mentioned in [10].  
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( ) ( ) ε<− FrobNMxLxL  (7) 
where Frob.  is the Frobenius norm, ( ).L  is the first four L-moments matrix, NMx  is the original 
series (without missing value), and x  the ultimate rebuilt complete dataset. 
Indeed, L-moments are some linear combinations of order statistics bi, [ ]ri ...,,1=  that have 
simple interpretations as measures of the location, dispersion and shape of the data sample. The 
have also the advantage of being more stable and less sensitive to outliers. More precisely, the 
first L-moments are defined by: 
⎪⎪⎩
⎪⎪⎨
⎧
−+−=
+−=
−=
=
01234
0123
012
01
123020
66
2
bbbbl
bbbl
bbl
bl
 (8) 
where: 
( ) ( ) ( )
( ) ( ) ( )⎪⎪⎩
⎪⎪⎨
⎧
−−−
−−−=
=
∑
∑
+=
−
=
−
T
rj
jr
T
j
j
X
rnnn
rjjjTb
XTb
1
1
1
1
0
...21
...21
 
and with [ ]TXXX ...,,, 21  is the set of observations sorted by increasing order. 
 
The algorithm of completion thus starts by filling missing observations with the corresponding 
value of the Code Vector associated to the individuals on the non-missing value periods. If the 
new rebuilt value meets the conditions of equation (7) then the algorithm stops; otherwise a 
random alea is drawn from a Skew Student’s t-distribution with five degrees of freedom, and is 
added to the previous substitute. If the new rebuilt value meets the conditions of equation (7), 
then the algorithm stops and the database is completed; if not, another draw is made and added to 
the corresponding value of the Code Vector; and so on until the condition in equation (7) is 
fulfilled. 
 
 
6   An Empirical Illustration 
 
Table 1 hereafter summarizes the mean properties of the errors in L-moments when using 
respectively the two-step procedure and the algorithm presented by Cottrell et al. (2003) in [2] (in 
brackets) in the worst case2. As a general remark, we can note that - with no surprise - the 
addition of the Constrained Randomization procedure to the a R-Map determination procedure 
allows to recover missing values that are more in line with the statistical characterization of the 
original series. The error terms are very low in general (under 1% for the first and second L-
moments), even for unrealistic high rates of missing data.  Note also that errors in the higher L-
moments are always lower than the rate of deletion. Finally, in this example, the improvement of 
                                                 
2 The worst case corresponds to the Map obtained during the second step of the R-Map construction which 
maximizes the distance between its neighbourhood structure and the P matrix obtained during the first step 
of the R-Map construction. It allows to compare the two methodologies in the sense that the algorithm 
provide in [2] can come up with some large errors in case of bad luck.   
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the accuracy regarding the L-moments is between 80% and 90% when comparing the two-step 
procedure and the original procedure worst case. 
 
Source: HFRTM; Monthly Net Asset Values (12/1994-12/2004). Computations from the authors. 
Table 1. Mean Errors on L-moments when using respectively the adapted Robust SOM algorithm for 
Missing Values and Constrained Randomization (in bold) and the SOM algorithm for Missing 
Values presented in [2] (in brackets) – for fifty draws. 
To illustrate the accuracy of the estimation procedure, we present hereafter the non-parametric 
empirical densities of the first four L-moments for each fund obtained for fifty trials of the 
complete algorithm for a 20 % deletion level. 
l3
l1
l4
l2
 
Source: HFRTM; Monthly Net Asset Values (12/1994-12/2004). Computations from the authors. 
Figure 5: Representation of the densities of the first four L-moments of the 149 fund returns obtained 
for a 20% deletion level after fifty draws (centred on the L-moment estimates before completion). 
Centred L-moments are on the x-axis, the different funds are on the y-axis, whilst the empirical 
estimations of the densities appear on the z-axis.  
 
 
7   Conclusion 
 
The presented method for data completion uses SOM description of the data, in a modified robust 
version presented in [11] as the starting point for a constrained randomization presented in [13] 
revised in this paper for being less sensitive to outliers and noise in the data. The main interest of 
the technique can be found in the fact that some of the important empirical features of the input 
are respected during the rebuilding process of missing observations. Specifically higher moments, 
Missing Values 
5 0.01 [0.07] 0.01 [0.06] 0.25 [1.56] 0.16 [1.23]
10 0.02 [0.11] 0.01 [0.10] 0.33 [2.45] 0.19 [2.05]
15 0.02 [0.14] 0.01 [0.15] 0.45 [3.09] 0.27 [2.58]
20 0.03 [0.16] 0.02 [0.20] 0.46 [3.44] 0.32 [3.27]
25 0.03 [0.19] 0.02 [0.24] 0.54 [4.33] 0.37 [3.63]
Mean Variances Skewness Kurtosis
Absolute Error (in %) after Completion via Robust Kohonen Maps combined with Constrained Randomization
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whose accuracy of estimations are crucial in some financial applications, are taken into account 
when substitutions. Moreover, one can easily think about some generalizations of the proposed 
algorithm, adding for instance some features under studies into the constraints of the so-called 
Constrained Randomization procedure, such as local correlation structure or tails of the density 
focuses, depending on what is the final purpose and uses of the completed database. Empirical 
applications such asset allocation or risk management could take benefit of such technique in the 
sense that their efficiency crucially depends on the reliability of the financial data characteristics. 
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Abstract. In this paper, a new method for the determination of missing
values in temporal databases is presented. This new method is based
on two projection methods: a nonlinear one (Self-Organized Maps) and
a linear one (Empirical Orthogonal Functions). The global methodology
that is presented combines the advantages of both methods to get accurate
candidates for missing values. An application of the determination of
missing values for fund return database is presented.
1 Introduction
The presence of missing values in the underlying time series is a recurrent prob-
lem when dealing with databases. Number of methods have been developed to
solve the problem and fill the missing values. The methods can be classified into
two distinct categories: deterministic methods and stochastic methods.
Self-Organizing Maps [1] (SOM) aim to ideally group homogeneous individ-
uals, highlighting a neighborhood structure between classes in a chosen lattice.
The SOM algorithm is based on unsupervised learning principle where the train-
ing is entirely stochastic, data-driven. The SOM algorithm allows projection of
high-dimensional data to a low-dimensional grid. Through this projection and
focusing on its property of topology preservation, SOM allows nonlinear inter-
polation for missing values.
Empirical Orthogonal Functions (EOF) [2] are deterministic, enabling linear
projection to a high-dimensional space. They have also been used to develop
models for finding missing data [3]. Moreover, EOF models allow continuous
interpolation of missing values, but are sensitive to the initialization.
This paper presents a new methodology, which combines the advantages of
both the SOM and the EOF. The nonlinearity property of the SOM is used as
a denoising tool and then the continuity property of the EOF method is used to
efficiently recover missing data.
2 Self-Organizing Map
The SOM algorithm is based on an unsupervised learning principle, where train-
ing is entirely data-driven and no information about the input data is required
[1]. Here we use a 2-dimensional network, compound in c units (or code vectors)
shaped as a square lattice. Each unit of a network has as many weights as the
length T of the learning data samples, xn, n = 1, 2, ..., N . All units of a network
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can be collected to a weight matrix m (t) = [m1 (t) ,m2 (t) , ...,mc (t)] where
mi (t) is the T -dimensional weight vector of the unit i at time t and t represents
the steps of the learning process. Each unit is connected to its neighboring units
through neighborhood function λ(mi,mj , t), which defines the shape and the
size of the neighborhood at time t. Neighborhood can be constant through the
entire learning process or it can change in the course of learning.
Learning starts by initializing the network node weights randomly. Then,
for randomly selected sample xt+1, we calculate a Best Matching Unit (BMU),
which is the neuron whose weights are closest to the sample. BMU calculation is
defined as mBMU(xt+1) = argminmi,i∈I {‖xt+1 −mi (t)‖}, where I = [1, 2, ..., c]
is the set of network node indices, BMU denotes the index of the best matching
node and ‖.‖ is standard Euclidean norm.
If the randomly selected sample includes missing values, the BMU cannot be
solved outright. Instead, an adapted SOM algorithm, proposed by Cottrell and
Letre´my [4], is used. The randomly drawn sample xt+1 having missing value(s)
is split into two subsets xTt+1 = NMxt+1 ∪Mxt+1 , where NMxt+1 is the subset
where the values of xt+1 are not missing and Mxt+1 is the subset where the
values of xt+1 are missing. We define a norm on the subset NMxt+1 as
‖xt+1 −mi (t)‖NMxt+1 =
∑
k∈NMxt+1
(xt+1,k −mi,k(t))2 , (1)
where xt+1,k for k = [1, ..., T ] denotes the kth value of the chosen vector and
mi,k(t) for k = [1, ..., T ] and for i = [1, ..., c] is the kth value of the ith code
vector.
Then the BMU is calculated with
mBMU(xt+1) = arg min
mi,i∈I
{
‖xt+1 −mi (t)‖NMxt+1
}
. (2)
When the BMU is found the network weights are updated as
mi (t+ 1) =mi (t)− ε(t)λ
(
mBMU(xt+1),mi, t
)
[mi (t)− xt+1] ,∀i ∈ I, (3)
where ε(t) is the adaptation gain parameter, which is ]0, 1[-valued, decreasing
gradually with time. The number of neurons taken into account during the
weight update depends on the neighborhood function λ(mi,mj , t). The number
of neurons, which need the weight update, usually decreases with time.
After the weight update the next sample is randomly drawn from the data
matrix and the procedure started again by finding the BMU of the sample. The
recursive learning procedure is stopped when the SOM algorithm has converged.
Once the SOM algorithm has converged, we obtain some clusters containing
our data. Cottrell and Letre´my proposed to fill the missing values of the dataset
by the coordinates of the code vectors of each BMU as natural first candidates
for missing value completion:
pi(Mx) (x) = pi(Mx)
(
mBMU(x)
)
, (4)
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where pi(Mx) (.) replaces the missing values Mx of sample x with the correspond-
ing values of the BMU of the sample. The replacement is done for every data
sample and then the SOM has finished filling the missing values in the data.
3 Empirical Orthogonal Functions
This section presents Empirical Orthogonal Functions (EOF) [2, 5]. In this
paper, EOF are used as a denoising tool and for finding the missing values at
the same time [3].
The EOF are calculated using standard and well-known Singular Value De-
composition (SVD), X = UDV∗ =
∑K
k=1 ρkukvk, where X is 2-dimensional
data matrix, U and V are collections of singular vectors u and v in each di-
mension respectively, D is a diagonal matrix with the singular values ρ in its
diagonal and K is the smaller dimension ofX (or the number of nonzero singular
values if X is not full rank). The singular values and the respective vectors are
sorted to decreasing order.
When EOF are used to denoise the data, not all singular values and vectors
are used to reconstruct the data matrix. Instead, it is assumed that the vectors
corresponding to larger singular values contain more data with respect to the
noise than the ones corresponding to smaller values [2]. Therefore, it is logical
to select q largest singular values and the corresponding vectors and reconstruct
the denoised data matrix using only them.
In the case where q < K, the reconstructed data matrix is obviously not the
same than the original one. The larger q is selected, the more original data,
which also includes more noise, is preserved. The optimal q is selected using
validation methods, for example [6].
EOF (or SVD) cannot be directly used with databases including missing
values. The missing values must be replaced by some initial values in order
to use the EOF. This replacement can be for example the mean value of the
whole data matrix X or the mean in one direction, row wise or column wise.
The latter approach is more logical when the data matrix has some temporal or
spatial structure in its columns or rows.
After the initial value replacement the EOF process begins by performing
the SVD and the selected q singular values and vectors are used to build the
reconstruction. In order not to lose any information, only the missing values of
X are replaced with the values from the reconstruction. After the replacement,
the new data matrix is again broken down to singular values and vectors with
the SVD and reconstructed again. The procedure is repeated until convergence
criterion is fulfilled.
4 Global Methodology
The two methodologies presented in the previous two sections are combined and
the global methodology is presented. The SOM algorithm for missing values
is first ran through performing a nonlinear projection for finding the missing
117
ESANN'2007 proceedings - European Symposium on Artificial Neural Networks
Bruges (Belgium), 25-27 April 2007, d-side publi., ISBN 2-930307-07-2.
values. Then, the result of the SOM estimation is used as initialization for the
EOF method.
For The SOM we must select the optimal grid size c and for the EOF the
optimal number of singular values and vectors q to be used. This is done using
validation, using the same validation set for all combinations of the parameters
c and q. Finally, the combination of SOM and EOF that gives the smallest
validation error is used to perform the final filling of the data.
Even the SOM as well as the EOF are able to fill the missing values alone, the
experimental results demonstrate that together the accuracy is better. The fact
that these two algorithms suit well together is not surprising. Two approaches
can be considered to understand the complementarity of the algorithms.
Firstly, SOM algorithm allows nonlinear projection. In this sense, even for
dataset with complex and nonlinear structure, the SOM code vectors will succeed
to capture the nonlinear characteristics of the inputs. However, the projection is
done on a low-dimensional grid (in our case two-dimensional) with the possibility
of losing the intrinsic information of the data.
EOF method is based on a linear transformation using the Singular Value
Decomposition. Because of the linearity of the EOF approach, it will fail to
reflect the nonlinear structures of the dataset, but the projection space can be
as high as the dimension of the input data and remains continuous.
5 Experimental Results
For illustration, we use a dataset of North American fund returns1 composed
with 679 funds on a 4-year period of 219 weekly values. This gives us a datasetX
of the size 219×679 with a total of 148 701 values. The fund return correspond
to the yield of asset values between two consecutive dates as rt =
vt+1
vt
−1, where
vt is the value of the considered asset at time t.
Figure 1 shows 10 rescaled fund values
(
v
′
t = 100
∏t
i=1 (1 + ri)
)
. The fund
values are correlated time series including first order trends. There are no missing
values contained in the database.
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Fig. 1: Rescaled asset values of 10 funds present in the database.
1Data provided by Lipper, A Reuters Company.
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Before running any experiments, we randomly remove 7.5 percent of the
data to a test set. The test set contains 11 152 values. For validation, the same
amount of data is removed from the dataset. Therefore, for the model selection
and learning we have a database with total of 15 percent missing values.
The Monte Carlo Cross-Validation with 10 folds is used to select the optimal
parameters for the SOM, the EOF and the SOM+EOF method. The 10 selected
validation sets are the same for each method. All validation errors are shown in
Figure 2. In the case of the SOM+EOF, the errors shown are minimum errors
after EOF with different SOM sizes.
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Fig. 2: Validation errors w.r.t. SOM size or number of EOF. SOM validation
error (Solid line), EOF (dashed line) and SOM+EOF (dash-dotted line).
The optimal size of the SOM grid is found to be 28×28, which is a total of
784 units. Therefore, we have more code vectors in the SOM than observations
(629). It means that we have nonlinear interpolation between observations and
better approximation of the missing values with more units than data.
When the EOF is performed alone, initial values are substituted as the col-
umn means of the original matrix, calculated only with the known values. From
the Figure 2 the smallest error with the EOF method is achieved with q equal
to 6. This number of EOF is very small compared to the maximum of 219 EOF,
which is the smaller dimension of the data. It suggests quite strong noise influ-
ence in the data and that there is only a small number of efficient EOF needed
to represent the denoised data.
The smallest error achieved with the SOM+EOF method is with SOM grid
size 27×27 and with EOF parameter q equal to 39. The number of selected EOF
is much larger with the SOM initialization than with the column mean initializa-
tion. It suggests there are more efficient EOF to use in the approximation of the
missing values than with the plain column mean initialization and that the SOM
has already denoised the data. The optimal SOM grid size in the SOM+EOF
method is found out to be roughly the same size than when performing the SOM
alone. It is quite intuitive to think that the best possible filling achieved with
SOM is enhanced with linear, high-dimensional projection of the EOF. From the
Figure 2 it is clearly notable that with every SOM size the SOM+EOF method
gives lower validation error than either SOM or EOF alone.
Table 1 contains the validation and test errors of all three methods.
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Table 1: Learning and Test Errors for SOM, EOF and SOM+EOF.
10−5 Learning Error Test Error
SOM 5.83 5.57
EOF 6.61 6.13
SOM + EOF 4.63 4.34
From the Table 1, we can see that the SOM+EOF outperforms the SOM
reducing the validation error by 21 percent and the test error by 22 percent.
The EOF alone is not performing as well as the SOM alone.
6 Conclusion
In this paper, we have compared 3 methods for finding missing values in temporal
databases. The methods are Self-Organizing Maps (SOM), Empirical Orthogo-
nal Function (EOF) and the combination of the two SOM+EOF.
The advantages of the SOM include the ability to perform nonlinear pro-
jection of high-dimensional data to lower dimension with interpolation between
discrete data points. For the EOF, the advantages include high-dimensional lin-
ear projection of high-dimensional data and the speed and the simplicity of the
method. The SOM+EOF includes the advantages of both individual methods,
leading to a new accurate approximation methodology for finding the missing
values. The performance obtained in test show the accuracy of the new method-
ology.
It has also been shown experimentally that the optimal number of code vec-
tors used in the SOM has to be larger than the number of observations. It is
necessary in order to take the advantage of the self-organizing property of the
SOM and the interpolation ability for finding the missing data.
For further work, the modifications and performance upgrades for the global
methodology are fine-tuned for different types of datasets. The methodology
will then be applied to datasets from climatology.
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Hedge Fund Portfolio Selection with
Higher-order Moments: A Nonparametric
Mean–Variance–Skewness–Kurtosis
Efficient Frontier
Emmanuel Jurczenko, Bertrand Maillet and Paul Merlin
ABSTRACT
This chapter proposes a nonparametric optimisation criterion for the static portfolio selection
problem in the mean–variance–skewness–kurtosis space. Following the work of Briec et al.
(2004 and 2006), a shortage function is defined, in the four-moment space, that looks simul-
taneously for improvements in the expected portfolio return, variance, skewness and kurtosis
directions. This new approach allows us to optimise multiple competing and often conflict-
ing asset allocation objectives within a mean–variance–skewness–kurtosis framework. The
global optimality is here guaranteed for the resulting optimal portfolios. We also establish
a link to a proper indirect four-moment utility function. An empirical application on funds
of hedge funds serves to show a three-dimensional representation of the primal nonconvex
mean–variance–skewness–kurtosis efficient portfolio set and to illustrate the computational
tractabilty of the approach.
3.1 INTRODUCTION
The mean–variance decision criterion proposed by Markowitz (1952) is inadequate for allo-
cating wealth when dealing with hedge funds. Not only are hedge fund return distribu-
tions asymmetric and leptokurtic, but they also display significant coskewness and cokurtosis
with the returns of other asset classes, due to the option-like features of alternative invest-
ments (see Weisman, 2002; Goetzmann et al., 2004; Agarwal and Naik, 2004 and Davies
et al., 2004).
Different approaches have been developed in the financial literature to incorporate the
individual preferences for higher-order moments into optimal asset allocation problems,
though no single conclusive approach seems to have emerged yet. These approaches can
be divided between primal and dual program for determining the mean–variance–skewness–
kurtosis efficient frontier.
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Davies et al. (2005) and Berényi (2001 and 2002) use polynomial goal programming
(PGP) to determine the set of the mean–variance–skewness–kurtosis efficient funds of hedge
funds.1 A shortcoming of this primal approach is that the allocation problem solved in the
PGP cannot be related precisely to the expected utility function. In particular, the choice of
the parameters used to weight the moment deviations is not related to the parameters of the
utility function. Another drawback of the estimation of the four-moment efficient frontier via
multi-objective programming is that it is not compliant with the Pareto-optimal definition
of an efficient portfolio frontier. Indeed, minimising deviations from the first four moments
simultaneously only guarantees a solution close to the mean–variance–skewness–kurtosis
efficient frontier. Consequently, no portfolio performance measure can be inferred from
the exercise. Some primal contributions solve analytically the mean–variance–skewness–
kurtosis portfolio optimisation problem. For example, Athayde and Flôres (2002), Adcock
(2003) and Jurczenko and Maillet in Chapter 6 look for the analytical solution characterising
the minimum variance frontier in the mean–variance–skewness–kurtosis space, assuming
shorting, with the objective of minimising the variance for a given mean, skewness and
kurtosis. These approaches are, however, partial since they focus mainly on one objective
of the mean–variance–skewness–kurtosis optimisation program at the cost of the others.2
Dual approaches start instead from a particular specification of the indirect mean–variance–
skewness–kurtosis utility by using a Taylor series expansion of the investors’ objective
functions to determine the optimal portfolios (see, for instance, Guidolin and Timmermann,
2005; Jondeau and Rockinger, 2003 and 2006 and Jurczenko and Maillet in Chapter 1 of
this book.3 While such approaches have been used extensively in empirical applications to
test multi-moment CAPM, they suffer from severe limitations in the context of hedge fund
asset allocations. The Taylor series expansion may converge to the expected utility under
restrictive conditions only. For some utility functions (such as the exponential one), the
expansion converges for all possible levels of return, while for others (e.g. logarithm-power
type utility functions), convergence is ensured only over a restricted range that may be
problematic for some alternative investments due to the presence of leverage effects. In
addition, the truncation of the Taylor series raises several difficulties. In particular, there
is generally no rule for selecting the order of truncation. The inclusion of an additional
moment does not necessarily improve the quality of the approximation (see Chapter 1).
Dual approaches are also hampered by the lack of knowledge of the individual preferences
for the first four moments of the portfolio return distribution and suffer from their lack of
integration with the primal approaches briefly outlined above. Moreover, since the mean–
variance–skewness–kurtosis efficient frontier is a nonconvex surface, previous parametric
primal and dual approaches can only guarantee local optimal solutions to the portfolio
optimisation problems in the four-moment space, not a global one. They inevitably require
one to convexify some part of the nonconvex four-moment efficient frontier by using
ad hoc moment restrictions, separating return distributions or separating utility functions
(see Rubinstein, 1973; Ingersoll, 1987 and Athayde and Flôres, 2004). Dual approaches
carry, in particular, the risk that certain target portfolios based upon particular specifications
of the utility function are infeasible in practice. As the dimensionality of the portfolio
1 For studies of the use of this approach in the mean–variance–skewness portfolio selection case, see Lai (1991), Chunhachinda
et al. (1997), Wang and Xia (2002), Chang et al. (2003) and Sun and Yan (2003).
2 See also Simaan (1993), Gamba and Rossi (1997, 1998a and 1998b), Pressacco and Stucchi (2000) and Jurczenko and Maillet
(2001), for similar optimisation programmes in the mean–variance–skewness space.
3 See Harvey et al. (2004) for the mean–variance–skewness portfolio selection case.
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selection problem increases, it then becomes difficult to develop a geometric interpretation
of the portfolio efficient frontier and to select the preferred portfolio among the boundary
points.
To circumvent these problems, we use a particular distance function – the shortage func-
tion – to incorporate investors’ preferences for higher moments into the optimal construction
of a fund of hedge funds. The shortage function enables us to solve for the multiple con-
flicting and competing allocation objectives without assuming a detailed knowledge of the
preference parameters of the indirect utility function. It integrates the primal and the dual
approaches.
The shortage function, first introduced by Luenberger (1995) in production theory, is a
distance function that looks simultaneously for reduction in inputs and expansion in outputs,
and that is dual to the profit function. It offers a perfect representation of multidimensional
choice sets and can position any point relative to the boundary frontier of the choice set.
It has been used subsequently by Morey and Morey (1999) and Briec et al. (2004) for
gauging the performance of funds in the mean–variance framework, and more recently by
Briec et al. (2006) for solving portfolio selection problems involving significant degrees of
skewness. In this chapter, we extend the shortage function from the mean–variance–skewness
space to the mean–variance–skewness–kurtosis one to take into account the aversion to
kurtosis in addition to individual preferences for expected return, variance and skewness. The
shortage function projects any (in)efficient portfolio exactly onto the four-dimensional mean–
variance–skewness–kurtosis portfolio frontier. It rates portfolio performance by measuring
a distance between a portfolio and its optimal projection onto the primal mean–variance–
skewness–kurtosis efficient frontier. Following the same line of reasoning as Briec et al.
(2004 and 2006), we prove that our shortage function achieves a global optimum on the
boundary of the nonconvex mean–variance–skewness–kurtosis portfolio frontier and establish
a duality result between the shortage function and the indirect mean–variance–skewness–
kurtosis utility function.
Thanks to the global optimality and duality results, the shortage function approach stands
out compared to the existing four-moment primal and dual approaches, which only guarantee
a local optimal solution to the investor’s portfolio optimisation programme. Moreover, our
multi-moment portfolio selection approach is more general than the previous ones since we
are not assuming the existence of a riskless asset and forbidding short-sales.
The remainder of the chapter is organised as follows. In Section 3.2 we describe the optimal
hedge fund portfolio selection program within a four-moment framework. In Section 3.3 we
introduce the shortage function, study its axiomatic properties and establish the link between
the shortage function and the indirect mean–variance–skewness–kurtosis utility function.
Section 3.4 describes the data and hedge fund classification and provides illustrative empirical
results. Section 3.5 concludes. Proofs are presented separately in the appendix.
3.2 PORTFOLIO SELECTION WITH HIGHER-ORDER
MOMENTS
We consider the problem of an investor selecting a portfolio from N risky assets (with
N ≥ 4) in the mean–variance–skewness–kurtosis framework (see Chapter 1). We assume
that the investor does not have access to a riskless asset, implying that the portfolio weights
must sum to one. In addition, we impose a no short-sale portfolio constraint: asset positions
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must be non-negative. Let wp and E denote respectively the N × 1 vector of weights and
of expected returns for the N risky assets in the portfolio p;  the nonsingular N ×N
variance–covariance matrix of the risky assets; and  and  represent respectively the(
N ×N 2) skewness–coskewness matrix and the (N ×N 3) kurtosis–cokurtosis matrix of the
N risky asset returns, defined as (Athayde and Flôres, 2004 and Chapter 2 of this book):
⎧⎪⎪⎨
⎪⎪⎩
∑
N×N 2
= 12 · · ·N

N×N 3
= 1112 · · ·1N 2122 · · ·2N    N112 · · ·NN 
(3.1)
where k and kl are the N ×N associated submatrices of  and  , with elements
(
sijk
)
and
(
ijkl
)
, with i	 j	 k	 l∈ IN ∗4, and the sign ⊗ stands for the Kronecker product.4
It should be noted that, because of the symmetries, not all the elements of these matri-
ces need to be computed. Only N N + 1 /2 elements of the N ×N variance–covariance
matrix must be computed. Similarly the skewness–coskewness and kurtosis–cokurtosis
matrices have dimensions
(
N ×N 2) and (N ×N 3), but only N N + 1 N + 2 /6 and
N N + 1 N + 2 N + 3 /24 elements are independent.5
The set of the feasible portfolios p can be expressed as follows:
p =
{
wp ∈ IRN 
w′p1= 1 and wp ≥ 0
}
(3.2)
where w′p is the 1×N transposed vector of the investor’s holdings of risky assets and 1 is
the N × 1 unitary vector.
The mean, variance, skewness and kurtosis of the return of a given portfolio p belonging
to p are respectively given by:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
E
(
Rp
)=E [∑N
i=1
(
wpi Ri
)]=w′pE
2
(
Rp
)=E {[Rp −E (Rp)]2}=∑Ni=1∑Nj=1wpiwpj ij =w′pwp
s3
(
Rp
)=E {[Rp −E (Rp)]3}=∑Ni=1∑Nj=1∑Nk=1wpiwpjwpksijk =w′p  (wp ⊗wp)
4
(
Rp
)=E {[Rp −E (Rp)]4}=∑Ni=1∑Nj=1∑Nk=1∑Nl=1wpiwpjwpkwplijkl
=w′p 
(
wp ⊗wp ⊗wp
)
(3.3)
4 Let A be an n×p matrix and B an m× q matrix. The mn×pq matrix A⊗B is called the Kronecker product of A and B:
A⊗B=
⎛
⎜⎜⎜⎝
a11B a12B · · · a1NB
a21B a22B · · · a2NB






  



aN1B aN2B · · · aNNB
⎞
⎟⎟⎟⎠
where the sign ⊗ stands for the Kronecker product.
5 For N =4, where these matrices have respectively 16, 64 and 256 terms, ten different elements for the variance–covariance matrix,
20 elements for the skewness–coskewness matrix and 35 elements for the kurtosis–cokurtosis matrix are to be computed.
Hedge Fund Portfolio Selection with Higher-order Moments 55
with, ∀i	 j	 k	 l∈ 1	    	N 4:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
Rp =
∑N
i=1wpi Ri
ij =E
{
Ri −E Ri
[
Rj −E
(
Rj
)]}
sijk =E
{
Ri −E Ri
[
Rj −E
(
Rj
)]
Rk −E Rk
}
ijkl =E
{
Ri −E Ri
[
Rj −E
(
Rj
)]
Rk −E Rk Rl −E Rl
}
where
(
wpi
)
, Ri,
(
ij
)
,
(
sijk
)
and
(
ijkl
)
represent, respectively, the weight of the asset i in
the portfolio p, the return on the asset i, the covariance between the returns of asset i and j,
the coskewness between the returns of asset i, j and k and the cokurtosis between the returns
of asset i, j, k and l, with i× j× k× l= IN ∗4.
Following Markowitz (1952) leads to the following disposal representation, denoted p,
of the set of the feasible portfolios in the mean–variance–skewness–kurtosis space (see Briec
et al., 2004 and 2006):
p =
{
mp 
wp ∈p
}+ [IR+ × −IR+× IR+ × −IR+] (3.4)
with:
mp =
[
4
(
Rp
)
s3
(
Rp
)
2
(
Rp
)
E
(
Rp
)]′
where mp is the 4× 1 vector of the first four moments of the portfolio return p. This
disposal representation is necessary to ensure the convexity of the feasible portfolio set in
the mean–variance–skewness–kurtosis space.
The four-moment (weakly) efficient portfolio frontier is then defined as follows:
p =
{
mp 
mq >mp ⇒mq 
p
}
The weakly efficient frontier is the set of all the mean, variance, skewness, kurtosis
quadruplets that are not strictly dominated in the four-dimensional space.
The set of the weakly efficient portfolios in the four-moment case is then given in the
simplex as:
p =
{
wp ∈p 
mp ∈p
}
(3.5)
By analogy with production theory (Luenberger, 1995), the next section introduces
the shortage function as an indicator of the mean–variance–skewness–kurtosis portfolio
(in)efficiency.
3.3 THE SHORTAGE FUNCTION AND THE
MEAN–VARIANCE–SKEWNESS–KURTOSIS EFFICIENT
FRONTIER
In production theory, the shortage function measures the distance between some point
of the production possibility set and the efficient production frontier (Luenberger, 1995).
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The properties of the set of portfolio return moments on which the shortage function is
defined have already been discussed in the mean–variance plane by Briec et al. (2004) and
in the mean–variance–skewness space by Briec et al. (2006). It is now possible to extend
their definitions to get a portfolio efficiency indicator in the four-moment case.
The shortage function associated with a feasible portfolio p with reference to the direction
vector g in the mean–variance–skewness–kurtosis space is the real-valued function Sg 
defined as:
Sg
(
wp
)= sup{ 
mp + g∈p	g∈ IR+ × IR− × IR+ × IR−} (3.6)
with:
{
mp =
(
4
(
Rp
)
s3
(
Rp
)
2
(
Rp
)
E
(
Rp
))′
g= −g + gs − g + gE′
where g is the directional vector in the four-moment space.
The use of the shortage function in the mean–variance–skewness–kurtosis space can
only guarantee weak efficiency for a portfolio, since it does not exclude projections
on the vertical and horizontal parts of the frontier allowing for additional improve-
ments. Furthermore, portfolios that are weakly dominated in terms of their expected
return, variance, skewness and kurtosis are only weakly mean–variance–skewness–kurtosis
efficient.
The disposal representation of the feasible portfolio set can be used to derive the lower
bound of the true unknown four-moment efficient frontier through the computation of the
associated portfolio shortage function. Let us consider a specific portfolio wk from a sample
of P portfolios – or assets –
(
wp
)
, with p= 1	    	P, whose performances need to be
evaluated in the four-moment dimensions. The shortage function for this portfolio is then
computed by solving the following quartic optimisation program:
w∗p =Arg
wp
Max
st
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
E Rk+ gE ≤E
(
Rp
)
2 Rk− g ≥2
(
Rp
)
s3 Rk+ gs ≤ s3
(
Rp
)
4 Rk− g′ ≥4
(
Rp
)
w′p 1= 1
wp ≥ 0
(3.7)
where wp∗ is the N × 1 efficient portfolio weight vector that maximises the performance,
risk, skewness and kurtosis relative improvement over the evaluated portfolio in the
direction vector g. Using the vectorial notation of the portfolio return higher moments
(3.1) and using the first four moments of the evaluated portfolio k in the expression of the
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direction vector g, the nonparametric portfolio optimisation program (3.7) can then be
restated as:
w∗p = Arg
wp
Max
st
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
E Rk+ E Rk≤w′pE
2 Rk− 2 Rk≥w′pwp
s3 Rk+ s3 Rk≤w′p 
(
wp ⊗wp
)
4 Rk− 4 Rk≥w′p
(
wp ⊗wp ⊗wp
)
w′p 1= 1
wp ≥ 0
(3.8)
with:
g= [−4 Rk s3 Rk−2 RkE Rk]′
The optimisation programs (3.7) and (3.8) are special cases of the following standard
nonlinear quartic program:
z∗ =Arg
z
Min c′z
st
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
Lj z≤j
Qk z≤k
Cl z≤l
Q∗q z≤q
(3.9)
where z ∈ IRp, Lj  is a linear map for j = 1	    	 J, Qk  is a positive semi-definite
quadratic form for k, k = 1	    	K, Cl  is a cubic form for l, l = 1	    	L, and
Q∗q  is a quartic form for q, q = 1	    	Q. In the case of the portfolio optimisation
programme (3.8), p = n	 J = K = L = Q = 1. The programme is not a standard convex
nonlinear optimisation problem.
Due to the non-convex nature of the optimisation program, we need to state the necessary
and sufficient conditions showing that a local optimal solution of (3.8) is also a global
optimum (see the appendix).
Despite the nonconvex nature of the mean–variance–skewness–kurtosis portfolio selec-
tion program, the shortage function maximisation achieves a global optimum for the cubic
program. This makes the shortage approach superior to the other primal and dual approaches
of the mean–variance–skewness–kurtosis efficient set listed in the introduction, since those
guarantee only a local optimum solution. To our knowledge, it encompasses also all the
existing primal portfolio selection methods with higher-order moments considered in the
financial literature. In the next section, we illustrate the shortage function approach in the
case of hedge fund selection.
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3.4 DATA AND EMPIRICAL RESULTS
Figures 3.1 to 3.8 provide different geometrical representations of a four-moment efficient
frontier obtained after the optimisation of hedge funds in 1296 64 directions using our
directional distance function approach.
The original data – provided by HFR – consist of monthly net asset values of hedge
funds (expressed in EUR) since January 1995. The maximum number of funds in the
database is reached in September 2004 (4279 funds were observed). We then delete funds
with missing values and normalise fund values to index 100 at the beginning of the final
sample. At the end, 20 funds remain – which can be considered a fair number of funds
for a fund of hedge funds – and the number of observations considered is 120 (from
January 1995 to January 2005) – which can be considered long enough for this kind of
application.
Figure 3.1 (3.2) represents the four-moment optimal portfolios in the mean–variance–
third moment space (the mean–variance–fourth moment space). The maximisation of the
expected return leads, at the optimum, to an increase of the variance – as in the Markowitz
case – and the maximisation (minimisation) of the expected return (variance) implies, for
hedge funds, also an increase (decrease) in the skewness (fourth moment). That is, while the
individual preferences for higher-order moments cause high kurtosis and standard deviation
Figure 3.1 Mean–variance–skewness–kurtosis constrained efficient frontier in the mean–variance–
third moment space. Source: HFR, monthly net asset values (1995–2005), computations by the authors.
The constrained efficient frontier is obtained after optimisation of 20 hedge funds in 1296 directions.
Grey shading represents the level of the fourth noncentral moment.
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Figure 3.2 Mean–variance–skewness–kurtosis constrained efficient frontier in the mean–variance–
fourth moment space. Source: HFR, monthly net asset values (1995–2005), computations by the
authors. The constrained efficient frontier is obtained after optimisation of 20 hedge funds in 1296
directions. Grey shading represents the level of the third noncentral moment.
to be traded for higher expected return and skewness, hedge fund returns do not seem
to exhibit the same type of trade-offs between even or odd moments that are typically
observed in the underlying securities markets. These results are confirmed by Figures 3.3 to
3.8, which present the coordinates of the mean–variance–skewness–kurtosis efficient port-
folios in several moment planes. Indeed, Figure 3.3 shows that mean–variance efficient
portfolios are efficient in terms of kurtosis, but not necessarily in terms of skewness. For
instance, given the mean, it is possible to increase the skewness at the cost of the vari-
ance. It is, however, not possible to decrease the fourth-order moment when controlling
for variance. Likewise, for intermediate or extreme levels of variance, it is possible to
increase the skewness of an optimal portfolio at the cost of its expected return. These obser-
vations contradict the point raised by Davies et al. (2004 and 2005) and Andersen and
Sornette (2001), namely that mean–variance optimisers may be nothing more than skew-
ness minimisers and kurtosis maximisers. Figures 3.4 and 3.5 document the existence in
the four-moment efficient set of a V-shaped relationship between the third moment and the
mean and the variance, and Figures 3.6 and 3.7 illustrate the existence of a concave and
positive relation between the optimal fourth moment and the expected portfolio return and
variance.6
6 Since the properties of the efficient set depend heavily on the technological characteristics of the underlying assets, further
investigations on hedge fund strategies and asset classes are required to assess the generality of our empirical findings.
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(a)
(b)
Figure 3.3 Mean–variance–skewness–kurtosis constrained efficient frontier in the mean–variance
plane. Source: HFR, monthly net asset values (1995–2005), computations by the authors. The con-
strained efficient frontier is obtained after optimisation of 20 hedge funds in 1296 directions. (a) grey
shading represents the level of the third noncentral moment; (b) grey shading represents the level of
the fourth noncentral moment.
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Figure 3.4 Mean–variance–skewness–kurtosis constrained efficient portfolios in the mean–variance
plane. Source: HFR, monthly net asset values (1995–2005), computations by the authors. Optimal
points are obtained after optimisation of 20 hedge funds in 1296 directions.
Figure 3.5 Mean–variance–skewness–kurtosis efficient portfolios in the mean–fourth moment plane.
Source: HFR, monthly net asset values (1995–2005), computations by the authors. Optimal points are
obtained after optimisation of 20 hedge funds in 1296 directions.
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Figure 3.6 Mean–variance–skewness–kurtosis efficient portfolios in the variance–fourth moment
plane. Source: HFR, monthly net asset values (1995–2005), computations by the authors. Optimal
points are obtained after optimisation of 20 hedge funds in 1296 directions.
Figure 3.7 Mean–variance–skewness–kurtosis constrained efficient portfolios in the mean–third
moment plane. Source: HFR, monthly net asset values (1995–2005), computations by the authors.
Optimal points are obtained after optimisation of 20 hedge funds in 1296 directions.
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Figure 3.8 Mean–variance–skewness–kurtosis constrained efficient portfolios in the variance–third
moment plane. Source: HFR, monthly net asset values (1995–2005), computations by the authors.
Optimal points are obtained after optimisation of 20 hedge funds in 1296 directions.
3.5 CONCLUSION
In this chapter we have introduced a general method for deriving the set of efficient
portfolios in the nonconvex mean–variance–skewness–kurtosis space, using a shortage opti-
misation function (see Luenberger, 1995 and Briec et al., 2004 and 2006). The portfo-
lio efficiency is evaluated by looking simultaneously for variance and kurtosis contrac-
tions and mean and (positive) skewness expansions. This shortage function is linked to
an indirect mean–variance–skewness–kurtosis utility function. An empirical application on
funds of hedge funds provides a three-dimensional representation of the primal nonconvex
four-moment efficient portfolio frontier and illustrates the computational tractabilty of the
approach.
We approximate the true but unknown mean–variance–skewness–kurtosis efficient fron-
tier by a nonparametric portfolio frontier, using an efficiency measure that guarantees global
optimality in the four-moment space. In addition, our shortage function can adapt itself
to any particular multi-moment asset allocation focusing on return maximisation, skewness
maximisation, variance minimisation and kurtosis minimisation. Furthermore, dual interpre-
tations are available without imposing any simplifying hypotheses (see Briec et al., 2006).
Unfortunately, no global optimal solution can be guaranteed for the indirect mean–variance–
skewness–kurtosis utility function. These findings indicate that future developments in asset
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allocation models should probably focus on developing portfolio optimisation methods using
moment-based primal, rather than utility-based dual, optimisation approaches.
A natural extension of our framework is the development of a shortage function excluding
any projections on the vertical or horizontal parts of the nonconvex feasible portfolio set and
optimising the direction vector in the four moment dimensions.
Another extension of our work is the development of a more robust nonparametric multi-
moment efficient frontier. This can be done either by working with robust estimators (see
Parkinson, 1980; Brys et al., 2004; Kim and White, 2004 and Ledoit and Wolf, 2003, 2004a
and 2004b) of the conventional higher-order moments, by using proper statistical inference
tools for the nonparametric efficient frontier (see Simar and Wilson, 2000) or by substituting
conventional moment definitions by alternative ones such as L-moments (see Hosking, 1990
and Serfling and Xiao, 2005). Finally, it would be of great interest to use our approach to
gauge the performance of hedge funds.
APPENDIX
Let the local solution of the following quartic optimisation programme:
w∗p =Arg
wp
Max 
st
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
E Rk+ gE ≤E
(
Rp
)
2 Rk− g ≥2
(
Rp
)
s3 Rk+ gs ≤ s3
(
Rp
)
4 Rk− g′ ≥4
(
Rp
)
w′p1= 1
wp ≥ 0
where wp∗ represents the N × 1 efficient portfolio weight vector that maximises the per-
formance, risk, skewness and kurtosis improvement with respect to the ones of the evaluated
portfolio in the direction vector g be
(
∗	w∗p
)
. Then
(
∗	w∗p
)
is also a global solution of
(3.7).
Proof Let us denote:
D={(	wp)∈ IR+ × IRN  
 E Rk+ gE ≤E (Rp)  (3.10)
2 Rk− g ≥2
(
Rp
)
 s3 Rk+ gs ≤ s3
(
Rp
)
4 Rk− g′ ≥4
(
Rp
)
with
(
w′p1
)= 1 and wp ≥ 0}
We have:
Sg
(
wp
)=Max { 
 (	wp)∈D} (3.11)
Assume that the couple
(
1	wp1
)
constitutes a local maximum, but is not a global one. In
that case, there exists a couple
(
2	wp2
)∈D such that:
2 >1 (3.12)
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But since p satisfies the free disposal property, this implies that for all  ∈ 1	 2,
there exists wp ∈ p such that
(
	wp
) ∈D. Therefore, there does not exist a neighbour-
hood V
[(
1	wp1
)
	 
]
where  > 0, such that 1 ≥  for all
(
	wp
) ∈ V [(1	wp1) 	 ].
Consequently, if
(
∗	w∗p
)
is a local maximum, then it is also a global maximum. 
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Abstract. This paper develops a hybrid model combining a Hidden
Markov Chain (HMC) and Multilayer Perceptrons (MLP) on the Wavelet-
heterogeneous Index of Market Shocks (WhIMS) to identify dynamically
regimes in ﬁnancial turbulences. The WhIMS is an aggregate measure
of volatility computed at diﬀerent frequencies. We estimate the model
based on a French market stock index (CAC40 Index) and compare the
prediction performance of the HMC-MLP model to classical linear and
non-linear models. A state separation of ﬁnancial disturbances based on
the WhIMS and conditional probabilities of the HMC-MLP model is then
performed using a Robust SOM.
1 Introduction
Financial markets occasionally experience sudden and large falls in asset prices.
Such extreme events constitute a severe threat for the stability of the ﬁnancial
system and international investors not only with the larges losses they cause
but also with the deterioration of the risk-return trade-oﬀ and the increase of
conditional correlation and volatility across the markets (see e.g. Longin and
Solnik, 2002).
Following Maillet et al. (2004), this paper proposes to identify regimes in
ﬁnancial turbulences, i.e. normal and crisis states. We present a model for the
Wavelet-heterogeneous Index of Market Shocks (WhIMS) based on a Hidden
Markov Chain (HMC) and Multilayer Perceptrons (MLP). The WhIMS is an
easily computable measure that quantiﬁes the intensity of market movements
(see Maillet and Michel, 2003, Boucher et al., 2008). In short, its construction is
based on an analogy with the so-called Richter scale used for measuring earth-
quake intensity. The main step consists in applying a Wavelet Packets Sub-band
Decomposition constrained Independent Component Analysis (WPSD-cICA)
ﬁrst to decompose the return volatility at diﬀerent time scales and, secondly,
∗We here acknowledge Rachid Bokreta and Caroline Barrault for excellent preliminary
research assistance and an active participation in earlier versions. The usual disclaimer applies.
to extract independent factors resulting of the decomposition. Then, we ﬁt
volatility extreme values from a Generalized Extreme Value (GEV) based on
the L-moment method.
We ﬁrst present the Autoregressive Hidden Markov Chain Models. We es-
timate the model based on a French stock market index (CAC40 Index) and
compare the prediction performance of the HMC-MLP model to classical lin-
ear and non-linear models. A state separation of ﬁnancial disturbances based
on the WhIMS and conditional probabilities of the HMC-MLP model is ﬁnally
performed using a Robust SOM.
2 AutoRegressive Hidden Markov Chain Models
Over long periods, ﬁnancial time series exhibit important breaks in their be-
havior and properties. Abrupt changes may be due to several reasons, such as
bankruptcies, burst of bubbles, structural changes in business cycles conditions
(i.e. disinﬂation), or wars and related events. One way to capture structural
breaks is to use hidden Markov chains. The hidden Markov chain , initially
proposed by Baum and Petrie (1966), has been widely applied in various ﬁelds,
including speech recognition, signal processing, DNA recognition and ﬁnancial
time series.
Let us consider (Yt)t∈N the observed time series and let (Xt)t∈Z be a homo-
geneous Markov chain deﬁned by its state space S = {s1, ..., sN}, N ∈ N? and
the (N ×N) transition matrix A with aij = P (Xt+1 = si | Xt = sj), (i, j) =
[1, ..., N ]2. If we suppose, with no loss of generality, that the chain state space
is the canonical basis of RN and we note vt+1 = Xt+1 − E [Xt+1|Xt], then an
autoregressive hidden Markov chain model has the following form:{
Xt+1 = AXt + vt+1
Yt+1 = FXt+1 (Yt,t−p+1) + σXt+1 εt+1
(1)
where Yt,t−p+1 deﬁnes the vector (Yt−p+1, ..., Yt), FXt+1 ∈ {Fs1 , ..., FsN } is
an autoregressive function of order p, σXt+1 ∈ {σs1 , ..., σsN } is a real strictly
positive number, (εt)t∈N are independently, identically distributed according to
a standardized Gaussian law. In particular, we apply nonlinear autoregressive
functions, such as the multilayer perceptrons, to consider the so-called hybrid
HMC-MLP models (Hidden Markov Chain - Multilayer Perceptron models).
3 Research of a HMC-MLP Model
We focus on daily values of the WhIMS, computed from the CAC40 French stock
market index, from July 9th, 1987 until April 30th, 2008 (5,243 observations).
We ﬁrst investigated whether the series (estimated using the Quasi-Maximum
Likelihood method) is “regime switching” and what type of structure should be
chosen and, secondly, if we can distinguish diﬀerent market behaviors by using
a hybrid Hidden Markov Chain – Multilayer Perceptron model (HMC-MLP).
The linear model and the one hidden-layer perceptron that were considered in a
preliminary study showed that the signiﬁcant lags were 1, 2, 4, 5 and 6. We ﬁxed
this input vector and we let both the number of experts and hidden units vary up
to three. In the end, two conﬁgurations were selected and further investigated,
on the basis of two empirical criteria: the ﬁrst architecture is the one to have the
smallest mean squared error and the second is the one with the “best” transition
matrix. In the latter case, the “best” transition matrix is the one empirically
generating the most stable segmentation of the series, that is its trace divided
by its dimension is the closest to one.
3.1 Prediction Performance
First, we compare the estimated HMC-MLP model with the results of a linear
ARMA (see Brockwell et al., 2002) and of a Multilayer Perceptron. After in-
vestigating all ARMA(p, q) models, for p and q in a speciﬁed range (both lower
than 10), an AR(6) model minimizing the BIC criterion was selected. The re-
search of the Multilayer Perceptron is done using the Baum-Welch algorithm
(see Baum et al., 1970) for Maximum Likelihood parameter estimation and the
Viterbi algorithm (see Viterbi, 1967) to compute the most probable sequence.
The “best” model is chosen to minimize the BIC criterion and the “Statistical
Stepwise” algorithm is used to eliminate the non-signiﬁcant connections, once
the “dominating” perceptron is found. The ﬁnal selected model has two hidden
units, twelve parameters and the input vector time dimension goes up to 6.
Comparisons of the mean squared error (MSE) suggest there is no special
interest in considering a HMC-MLP model for forecasting the exact value of the
WhIMS as there is no sensible improvement when compared to the linear model
or to the perceptron (results available upon request). Intuitively, this negative
result is not surprising when recalling that sudden and violent movements in the
market are clearly diﬃcult to predict, and that crises are often due to exogenous
and unforecastable events (e.g. for the September 2001 terrorist attack). Never-
theless, a state representation of the turbulence is of interest since a qualitative
assessment (crisis versus non-crisis period) is worthy and decisive for ﬁnancial
applications.
3.2 A Three-state HMC-MLP Model
The research of a three state model having the most signiﬁcant segmentation of
the series leads to select an architecture with the following estimated transition
matrix:
Aˆ =
 .91 .06 .03.02 .83 .15
.02 .13 .85

The three experts are three hidden units perceptrons. The associated esti-
mated variances are, respectively, .77, .36 and .24 and the mean squared error is
1.03. The interpretation of a three-state model is however not straightforward
than a simple two-state one (crisis versus non-crisis), but preliminary results
suggest that a 3-state model allow better discrimination of crisis and non-crisis
periods than a 2-state model. We present hereafter a robust Kohonen (2000)
classiﬁcation for describing the behavior of the Wavelet-heterogeneous Index
of Market Shocks subject to the three experts. But, since during the learn-
ing process the outliers inﬂuence the model by moving the neurons toward the
outliers, we use a robust version of the SOM (see Maillet et al., 2005).
We consider the WhIMS and the conditional probabilities related to the
three perceptrons as input variables. The three probabilities come from the
HMC-MLP model and thus correspond to a denoized estimate of the market
conditions.
We ﬁrst conduct a hierarchical classiﬁcation performed on the map. If we
aggregate the information contained in this Kohonen map, by cutting the clas-
siﬁcation tree and only keep three clusters, we note that the WhIMS values
migrate through clusters, from small to high values; the ﬁrst and the last clus-
ter are homogeneous and correspond, respectively, to periods of calm and crisis
respectively. The intermediate cluster - associated to medium WhIMS values
and the third expert, but also to mixtures of experts mentioned above - is less
homogeneous. The separation between high values of the WhIMS - associated
with the ﬁrst expert - and low values of the Index - linked to the predictions of
the second expert - are quite insensitive to the number of clusters. Performing
a Kohonen map analysis has here the major advantage that the cut between
regimes is less arbitrary, and show that a clear separation can be made based on
the WhIMS value and the value of conditional probabilities to be in some states.
Finally, we investigate the behavior of returns in the three identiﬁed clus-
ters. Table 1 presents some performance measures of portfolios corresponding
to each identiﬁed regime. Diﬀerences between the three clusters clearly reﬂect
the various disturbance regimes from high return-low volatility (cluster 1) to low
return-high volatility (cluster 3), with an intermediate state which is undeter-
mined and corresponds to a wider range of WhIMS. The cumulated diﬀerences
on the whole sample amount to large discrepancies between conditional perfor-
mances. Moreover, the state separation based on the WhIMS leads to a better
discrimination of market conditions than those based on the other ﬁnancial dis-
turbance measures.
The three portfolios derived from the WhIMS are shown on Figure 1: the se-
ries ”State 1” (”State 2”, ”State 3”) is built considering the benchmark returns
when the period is classiﬁed in the ﬁrst (second, third) cluster (of the three-
category classiﬁcation) and a zero return when classiﬁed elsewhere, either in the
second (ﬁrst, ﬁrst) clusters or third (third, second). While the ﬁrst state (ﬁrst
cluster) is clearly associated with low WhIMS and low return, the second cluster
is more in line with volatile markets, whilst the third cluster is generally associ-
ated with large drops in the market. These results suggest that jumps or regime
switching in volatitily could potentially strongly aﬀect portfolio allocation.
4 Conclusion
This paper proposes to model the WhIMS - an index of market disturbances
- in a HMC-MLP framework to account for potential regime switching in ﬁ-
nancial turbulences. A non-linear classiﬁcation, such a robust Kohonen map
analysis, based on the WhIMS and conditional probabilities of the HMC-MLP
model allows to identify and characterise stock market conditions. From an
asset allocation and risk-management perspective, a promising direction of fu-
ture research would be to investigate how the identiﬁcation of market condition
regimes based on expert conditional probabilities altogether with WhIMS values
aﬀects the investor’s portfolio optimisation problem
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Fig. 1: Cumulated Return Series Related to the State of Turbulence of the CAC
40
Source: Bloomberg. Weekly CAC40 Index data between January 1st. 1987 and April 30th.
2008. “State 1” (“State 2”. “State 3”) corresponds to a series of cumulated returns (base
100 in January 1st. 1990) when the WhIMS and the conditional expert probabilities are
classified in the first (second, third) cluster on a three-category string (semi-logarithmic scale).
Computations by the authors.
Table 1: Comparison between Market Characterizations based on a HMM-MLP
Modelling of the IMS, WhIMS, Implied Standard Deviation or One-year Volatil-
ity
Freq. Return Vol. Sharpe Up Large
Ratio Down
All States
CAC40 100 5.24 20.56 8.46 54.38 10
State 1
WHIMS 63.68 25.5 15.5 141.88 60.54 4.09
IMS 44.54 20.85 15.58 111.34 59.12 4.14
VIX 35.78 11.36 17.66 44.51 55.76 7.58
Vol. 31.68 15.25 20.7 56.79 57.34 9.56
State 2
WHIMS 29.84 -15.69 24.43 -78.57 44.93 17.75
IMS 35.03 -2.25 19.84 -28.97 51.85 12.04
VIX 37.08 7.99 15.51 28.96 57.14 6.71
Vol. 36.32 2.28 19.36 -6.3 51.94 7.46
State 3
WHIMS 6.49 -47.44 35.49 -143.54 38.33 35
IMS 20.43 -11.58 29.26 -51.54 48.68 19.04
VIX 27.14 -5.71 28.62 -32.19 49 17.53
Vol. 32 -0.7 21.71 -19.32 54.39 13.18
Source: Bloomberg. Weekly CAC40 Index data between January 1st, 1987 and April 30th,
2008. Computations by the authors. The IMS corresponds to the Index of Market Shocks
(Maillet and Michel, 2003), whilst the WhIMS to the Wavelet-heterogeneous Index of Market
Shocks, the VIX the Index of Implied Volatility and the Volatility correspond to the one-year
daily annualized volatility of returns on the CAC40. All figures - except Sharpe ratios - are
expressed in percentages. The column “State” indicates the regime issued from the classifi-
cation. Frequency represents the number of period in the state. Mean, volatility and Sharpe
ratios represent annualized first and second central conventional moments of the conditional
return in the various states. Up (Large down) frequency counts the number of positive (large
negative) return in each state conditional samples.
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Abstract. In this paper, a new method for the determination of missing
values in temporal databases is presented. This one is based on a robust
version of a nonlinear classification algorithm called Self-Organizing Maps
and it consists of a combination of two classifications in order to take
advantage of spatial as well as temporal dependencies of the dataset. This
nested approach leads to a significant improvement of the estimation of
the missing values. An application of the determination of missing values
for hedge fund return database is presented.
1 Introduction
The presence of missing values in the underlying time series is a recurrent prob-
lem when dealing with databases. Because of the absolute need of complete time
series for most of the models, a number of methods to handle missing data have
been proposed.
Self-Organizing Maps [1] (SOM) aim ideally to group homogeneous individ-
uals through a low-dimensional projection and to highlight the neighborhood
structure between the classes. The SOM networks have the ability to be robust,
even when some values are missing [2]. SOM-based methods for recovering the
missing values have already been proposed, for instance in [3] and [4]. They usu-
ally make an intensive use of the spatial correlation and ﬁll the missing values of
a time series by the corresponding values of the network neurons after training.
However, one can mention two main drawbacks. First, the dynamics of the
time series are not taken fully into account, and secondly, the rebuilding process
is discrete. As in [5], we propose, a combination of a transversal (X-SOM) and
a longitudinal (L-SOM) classiﬁcations allowing us to overcome the above limits
and to incorporate spatial, as well as temporal dependencies.
The structure of this paper is as follows. In Section 2, the SOM algorithm and
its robust version are presented. The following section is dedicated to present
the new algorithm for conditional missing values recovery. In the last section,
a ﬁnancial time series return dataset is used to illustrate the accuracy of the
method.
2 Self-Organizing Maps
The SOM algorithm is based on an unsupervised learning principle, where train-
ing is entirely data-driven and no information about the input data is required
[1]. Here, we use a 2-dimensional network, compound in c units (or code vectors)
shaped as a square lattice. Each unit of a network has as many weights as the
length T of the learning data samples, xn, for n = [1, 2, ..., N ]. All units of a
network can be collected to a weight matrix m (t) = [m1 (t) ,m2 (t) , ...,mc (t)]
wheremi (t) is the T -dimensional weight vector of the unit i at time t and t repre-
sents the steps of the learning process. Each unit is connected to its neighboring
units through neighborhood function λ(mi,mj, t), which deﬁnes the shape and
the size of the neighborhood at time t.
First the network nodes are initialized randomly from the data sample space.
Then, the iterative learning process begins. For a randomly selected sample xt+1,
the Best Matching Unit (BMU), which is the neuron whose weights are closest
to the sample is calculated as mBMU(xt+1) = argminmi,i∈I {‖xt+1 −mi (t)‖},
where I = [1, 2, ..., c] is the set of network node indices, BMU denotes the index
of the best matching node and ‖.‖ is standard Euclidean norm.
If the randomly selected sample includes missing values, the BMU cannot be
solved outright. Instead, an adapted SOM algorithm [2] is used. The randomly
drawn sample xt+1 having missing value(s) is split into two subsets xTt+1 =
NMxt+1 ∪Mxt+1 , where NMxt+1 is the subset where the values of xt+1 are not
missing and Mxt+1 is the subset where the values of xt+1 are missing. We deﬁne
a norm on the subset NMxt+1 as
‖xt+1 −mi (t)‖NMxt+1 =
∑
k∈NMxt+1
[xt+1,k −mi,k(t)]2 , (1)
where xt+1,k denotes the kth value of the chosen data vector and mi,k(t) is the
kth value of the ith code vector. k goes through all the indexes in the subset
NMxt+1 , where values are not missing.
Then the BMU is calculated with
mBMU(xt+1) = arg min
mi,i∈I
{
‖xt+1 −mi (t)‖NMxt+1
}
. (2)
When the BMU is found the network weights are updated as
mi (t+ 1) =mi (t)− ε(t)λ
(
mBMU(xt+1),mi, t
)
[mi (t)− xt+1] , ∀i ∈ I, (3)
where ε(t) is the adaptation gain parameter, which is ]0, 1[-valued, decreasing
gradually with time. The number of neurons taken into account during the
weight update depends on the neighborhood function λ(., ., .).
After the weight update, the next sample is randomly drawn from the data
matrix and the procedure is started again by ﬁnding the BMU of the sample. The
recursive learning procedure is stopped when the SOM algorithm has converged.
Since our method is able to handle missing values by making an intensive use
of the SOM algorithm, issues regarding the SOM convergence have a signiﬁcant
impact on the missing value reconstruction quality. One way to ensure the con-
vergence is to use the Robust SOM (RSOM) [6]. The idea is to use a bootstrap
process to ensure the convergence.
First, an empirical probability for any pair of individuals to be neighbors in
the SOM map is estimated with a resampling technique: 40% of observations
and individuals are removed, the SOM learning process is performed and ﬁnally
the removed individuals are projected onto the map, allowing us to get the whole
neighborhood structure. The above technique is repeated several times and the
empirical estimate of the probability is calculated.
Then the SOM algorithm is, once again, executed several times, but without
resampling. From these maps, we select the one whose neighborhood structure
is the closest to the empirical probability obtained at the previous step.
The beneﬁts of such a procedure are double. First, the bootstrap process
applied during the step one allows the minimization of the eﬀect of possible
outliers present in the database. Second, the map chosen in the second step is
the one, which maximizes the likelihood of the neighborhood structure.
3 Nested SOM-based Estimation Methodology
SOM-based estimation methods have ever been proposed (for instance, [7] or
[3]). These methods typically classiﬁed time series and then, using peer-group
speciﬁcities like mean of individuals or the code vector itself, estimated candi-
dates for the missing values. However, one can mention two main drawbacks.
First, the dynamics of the time series are not taken into account, and second,
the rebuilding process is discrete, missing values of the time series are ﬁlled by
the corresponding values of the neurons to which the time series is closes to.
Thus, for all series belonging to the same cluster, the estimations are the same.
Following [5], we propose a double classiﬁcation to overcome the limits. As
previously seen in [7] and [3], the ﬁrst network, identiﬁed by its code vector
weights m1 (each unit corresponding to a T -dimensional weight vector), groups
individuals, through a longitudinal classiﬁcation (denoted L-SOM). Then, for
each time series xi containing missing values, the weights of the associated BMU
are substituted for any missing values
xi,k =mBMU(xi),k, (4)
for k ∈Mx.
Simultaneously, we run another SOM classiﬁcation m2, on the transversal
dataset x′ (each unit corresponds to an n-dimensional weight vector, where n
is the number of time series in x). The second cross classiﬁcation (denoted X-
SOM) no more clusterizes observations but realizations. Estimation of missing
values operates exactly as in Equation 4.
We have now, two nonlinear estimations for each missing value xi,k of the
dataset. The ﬁrst one is accurate when considering spatial dependencies, whereas
the second integrates temporal correlations more eﬃciently. We propose to lin-
early combine these two candidates according to their distances to their respec-
tive BMUs. Let d1 be the inverse of the distance from the sample xi to its
associated BMU in m1, d1 =
(∥∥∥xi −m1BMU(xi)∥∥∥NMxi
)−1
. We deﬁne d2 equiv-
alently as d2 =
(∥∥∥x′k −m2BMU(x′k)∥∥∥NMx′
k
)−1
.
Then, for each missing value of xi,k, we estimate the missing values contained
in the sample through the Nested SOM by
xi,k = d1/ (d1 + d2)m1BMU(xi),k + d2/ (d1 + d2)m
2
BMU(x′k),i. (5)
For the Nested SOM, we still have to select the optimal grid sizes c1 and c2.
This is done by using validation and the same validation sets for all combinations
of the parameters c1 and c2. The Nested SOM that gives the smallest validation
error is used to perform the ﬁnal completion of the data.
4 Experimental Results
In the following application, we illustrate our imputation method on a dataset
of hedge fund returns1 composed of 120 funds containing 120 monthly returns
from a 10-year period.
Since the hedge fund strategies are well diversiﬁed, such assets guarantee us
that the time series are not (too much) interdependent. The observed correla-
tions between the assets remain reasonable; the mean, minimum and maximum
correlations are respectively .10, −.62 and .77. Moreover, since we do not want
to favor one of the two classiﬁcations (spatial or temporal), we only keep the
ﬁrst 120 funds so that the number of observations remains equal to realizations.
Regarding the correlations of the transposed dataset, we ﬁnd that the mean,
minimum and maximum cross correlations are .00, −.75 and .74, respectively.
Figure 1 shows 15 among the 120 rescaled fund values2. The fund values are
low-correlated time series and there are no missing values originally contained
in the database.
Before running any experiments, we randomly removed 7.5 percent of the
data to a test set. The test set contains 1 080 values. For the validation, the
same amount of data is removed from the dataset. Therefore, for the model
selection and learning we have a database with a total of 15 percent missing
values.
The Monte Carlo Cross-Validation with 20 folds is used to select the optimal
parameters for the L-SOM, the X-SOM and the Nested SOM method. The 20
selected validation sets are the same for each method. The validation errors are
shown in Figure 2. In the case of the Nested SOM, the errors shown are the
minimum errors after the X-SOM with diﬀerent L-SOM sizes.
The optimal size of the L-SOM grid is found to be 10×10, which is a total
of 100 units. We have roughly as many code vectors in the map as observations
1provided by HFR.
2v′t = 100
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Fig. 1: Rescaled asset values of 15 funds present in the database.
(120). Regarding the cross classiﬁcation, the X-SOM, we ﬁnd an optimal size
of the grid to be 6×6. It means that we have a nonlinear interpolation between
observations and a better approximation of the missing values with more units
than data.
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Fig. 2: Validation errors against SOM grid sizes. The L-SOM validation error
is the solid line, X-SOM is the dotted line and The Nested SOM is the dashed
line.
The smallest error achieved with the Nested SOM method is with the L-SOM
grid size 17×17 and with the X-SOM grid size 8×8. The number of neurons is
larger for both methods when combined than the L-SOM or X-SOM classiﬁcation
alone. It suggests that the local approximations reduce errors from both L-SOM
and X-SOM estimations and enable ﬁner interpolations. From the Figure 2 it is
clearly notable that with every SOM size the Nested SOM method gives lower
validation error than either L- or X-SOM alone.
Table 1 contains the validation and test errors of all three methods. We can
see that the Nested SOM outperforms the L-SOM and the X-SOM reducing the
validation error by 19 and 28 percent, respectively, and the test error by 23 and
31 percent.
Table 1: Learning and Test Errors for the L-SOM, the X-SOM and the Nested
SOM.
10−4 Learning Error Test Error
L-SOM 1.6 1.7
X-SOM 1.8 1.9
Nested SOM 1.3 1.3
5 Conclusion
In this paper, we have proposed a new Nested SOM-based method for ﬁnding
missing values. The L-SOM classiﬁcation provides eﬃcient missing value es-
timations that respect spatial dependency structures, whereas the estimations
obtained through the X-SOM integrate eﬃciently the temporal correlations. The
combination of these two approaches allows us to overcome the main drawback of
the SOM-based imputation methods: the fact that the missing value estimations
are discrete. Indeed, considering the distance between series and their associated
Best Matching Units make it possible to obtain local continuous approximations
of the missing values. As we have shown in the experiments, the combined ap-
proach provided estimations that are more accurate than those obtained with
each of the methods applied individually.
For further work, the rule driving the local interpolation step may be (easily)
upgraded. We also plan to provide a heuristic to ﬁnd the optimal sizes of the
SOMs. The methodology will then be tested on various datasets, and compared
to various methodologies to handle missing data. One can also easily think to
adopt a conditional approach applying the X-SOM on each L-SOM peer-group
to take advantage of the time varying characteristics of the clusters.
References
[1] Teuvo Kohonen. Self-Organizing Maps. Springer-Verlag, Berlin, 1995.
[2] Tariq Samad and Steven Harp. Self-organization with partial data. Network, 3(2):205–212,
1992.
[3] Marie Cottrell and Patrick Letre´my. Missing values: Processing with the kohonen algo-
rithm. pages 489–496. Applied Stochastic Models and Data Analysis, Brest, France, 17-20
May, 2005.
[4] Antti Sorjamaa, Bertrand Maillet, Paul Merlin, and Amaury Lendasse. Som+eof for ﬁnd-
ing missing values. pages 115–120. European Symposium on Artiﬁcial Neural Networks,
Bruges, Belgium, 25-27 April, 2007.
[5] Geoﬀroy Simon, Amaury Lendasse, Marie Cottrell, Jean-Claude Fort, and Michel Verley-
sen. Double som for long-term time series prediction. Workshop on Self-Organizing Maps,
Kitakyushu, Japan, 11-14 September.
[6] Christiane Guinot, Bertrand Maillet, and Patrick Rousset. Understanding and reducing
variability of som neighbourhood structure. Neural Networks, 19(6):838–846, 2006.
[7] Franc¸oise Fessant and Sophie Midenet. Self-organising map for data imputation and cor-
rection in surveys. Neural Computing & Applications, 10(4):300–310, 2002.
Annexe 7 :
“A Non-linear Approach for Completing Missing
Values in Temporal Databases”
En collaboration avec Antti Sorjamaa, Amaury Lendasse et Bertrand Maillet.
A paraˆıtre dans European Journal of Economic and Social Systems, 2009.
A Non-linear Approach for Completing
Missing Values in Temporal Databases
Antti Sorjamaa* — Paul Merlin** — Bertrand Maillet*** —
Amaury Lendasse*
* Helsinki University of Technology
Laboratory of Computer and Information Science
P.O. Box 5400, 02015 HUT - Finland
Antti.Sorjamaa@hut.fi, Lendasse@hut.fi
** A.A.Advisors (ABN AMRO), Variances and University of Paris-1 (CES/CNRS)
106 bv de l’hôpital F-75647 Paris cedex 13 - France
paul.merlin@univ-paris1.fr
*** A.A.Advisors-QCG (ABN AMRO), Variances and University of Paris-1 (CES/CNRS and
EIF), 106 bv de l’hôpital F-75647 Paris cedex 13 - France
bmaillet@univ-paris1.fr
ABSTRACT. The presence of missing data in the underlying time-series is a recurrent problem for
market models. Such models impose to deal with cylindrical and complete samples. This paper
presents a new procedure for the missing values recovery. The proposed method is based on two
projection algorithms: a non-linear one (Self-Organizing Maps) and a linear one (Empirical
Orthogonal Functions). The presented global methodology combines the advantages of both
methods to get accurate approximations for the missing values. The methods are applied to
three financial datasets.
RÉSUMÉ. L’absence de certaines valeurs dans les séries temporelles est un problème récurrent
lors de l’utilisation de modèles financiers. En effet, de tels modèles nécessitent des bases cylin-
drées et complètes. Ce papier présente une nouvelle approche pour le recouvrement des valeurs
manquantes. Cette méthode utilise deux techniques de projection : une non-linéaire (Cartes de
Kohonen) et une linéaire (Fonction Orthogonale Empirique). La méthodologie globale présen-
tée combine les avantages des deux méthodes pour obtenir des candidats aux valeurs man-
quantes. La méthode est appliquée à trois bases de données financières.
KEYWORDS: Missing values, Self-Organizing Maps, Empirical Orthogonal Functions.
MOTS-CLÉS : Valeurs manquantes, Cartes de Kohonen, Fonctions orthogonales empiriques.
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1. Introduction
Academics as well as practitioners often face the problem of missing data in finan-
cial time-series. Non-quotation date, too recent inception date, intention not to report
a bad performance or mistake of data provider are some of the reasons why missing
values occur recurrently in financial databases. Moreover, in order to achieve good
performance, most financial models need complete and cylindrical samples. Thus,
most of the time, imputation methods have to be applied before running the model.
A number of methods, both commercial and academic, have been developed to
solve the problem and fill the missing values. They can merely be classified into two
distinct categories: deterministic and stochastic methods.
In the later group, the Self-Organizing Maps [KOH 95] (SOM) aim to ide-
ally group homogeneous individuals, highlighting a neighborhood structure between
classes in a chosen lattice. The SOM algorithm is based on unsupervised learning
principle where the training is entirely stochastic and data-driven. No information
about the input data is required. Recent approaches propose to take advantage of
the homogeneity of the underlying classes for data completion purposes [WAN 03].
Furthermore, the SOM algorithm allows projection of high-dimensional data to a low-
dimensional grid. Through this projection and focusing on its property of topology
preservation, SOM allows us for a non-linear interpolation for completing the missing
values.
Empirical Orthogonal Functions (EOF) [PRE 88] are deterministic models, en-
abling a linear projection to high-dimensional space. They have also been used to
develop models for finding missing data [BOY 94]. Moreover, EOF models provide
continuous interpolation of missing values, but have the disadvantage to be sensitive
to the initialization.
This paper describes a new method, that combines the advantages of both the SOM
and the EOF. The nonlinearity property of the SOM is used as a denoising tool and
then continuity property of the EOF method serves for efficiently recoverying the
missing data.
The SOM is presented in Section 2, the EOF in Section 3 and the global method-
ology SOM+EOF in Section 4. Section 5 presents the experimental results using three
financial datasets.
2. Self-Organizing Map
The SOM algorithm is based on an unsupervised learning principle, where training
is entirely data-driven and no information about the input data is required [KOH 95].
Here we use a 2-dimensional network, compound in c units (or code vectors) shaped
as a square lattice. Each unit of a network has as many weights as the length T of
the learning data samples, xn, with n = [1, 2, ..., N ]. All units of a network can be
collected to a weight matrixm (t) = [m1 (t) ,m2 (t) , ...,mc (t)] wheremi (t) is the
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T -dimensional weight vector of the unit i at time t and t represents the steps of the
learning process. Each unit is connected to its neighboring units through neighbor-
hood function λ(mi,mj, t), which defines the shape and the size of the neighborhood
at time t. Neighborhood can be constant through the entire learning process or it can
change during the course of learning.
Learning starts by randomly initializing the network node weights. Then, for ran-
domly selected sample xt+1, we calculate a Best Matching Unit (BMU), which is the
neuron whose weights are closest to the sample. The BMU calculation is defined as
mBMU(xt+1) = arg min
mi,i∈I
{‖xt+1 −mi (t)‖} , [1]
where I = [1, 2, ..., c] is the set of network node indices, BMU (.) denotes the index
of the best matching node and ‖.‖ is standard Euclidean norm.
If the randomly selected sample includes missing values, the BMU cannot be
solved outright. Instead, an adapted SOM algorithm [SAM 92] is used. The ran-
domly drawn sample xt+1 having missing value(s) is split into two subsets xTt+1 =
NMxt+1 ∪ Mxt+1 , where NMxt+1 is the subset where the values of xt+1 are not
missing and Mxt+1 is the subset where the values of xt+1 are missing. We define a
norm on the subset NMxt+1 as
‖xt+1 −mi (t)‖NMxt+1 =
∑
k∈NMxt+1
(xt+1,k −mi,k(t))2 , [2]
where xt+1,k for k = [1, ..., T ] denotes the kth value of the chosen vector andm i,k(t)
for k = [1, ..., T ] and for i = [1, ..., c] is the kth value of the ith code vector.
Then the BMU is calculated with
mBMU(xt+1) = arg min
mi,i∈I
{
‖xt+1 −mi (t)‖NMxt+1
}
. [3]
When the BMU is found the network weights are updated as for each i ∈ I
mi (t+ 1) =mi (t)− ε(t)λ
(
mBMU(xt+1),mi, t
)
[mi (t)− xt+1] , [4]
where ε(t) is the adaptation gain parameter, which is ]0, 1[-valued, decreasing grad-
ually with time. The number of neurons taken into account during the weight update
depends on the neighborhood function λ(m i,mj , t). The number of neurons, which
need the weight update, usually decreases with time.
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After the weight update the next sample is randomly drawn from the data matrix
and the procedure started again by finding the BMU of the sample. The recursive
learning procedure is stopped when the SOM algorithm has converged.
Once the SOM algorithm has converged, we obtain some clusters containing our
data. Fessant and Midenet [FES 02] proposed to fill the missing values of the dataset
by the coordinates of the code vectors of each BMU as natural first candidates for
missing value completion
π(Mx) (x) = π(Mx)
[
mBMU(x)
]
, [5]
where π(Mx) (.) replaces the missing values Mx of sample x with the corresponding
values of the BMU of the sample. The replacement is done for every data sample and
then the SOM has finished filling the missing values in the data.
The procedure is summarized in Table 1. There is a toolbox available for perform-
ing the SOM algorithm in [URL 01].
Table 1. Summary of the SOM algorithm for filling the missing values.
1 SOM node weights are randomly initialized
2 SOM learning process begins
3 Input x is drawn from the learning data setX
3.1 If x does not contain missing values, BMU is found according to
Equation 1
3.2 If x contains missing values, BMU is found according to Equation 3
4- Once the learning process is done, for each observation containing missing
values, the weights of the BMU of the observation are substituted to
missing values
3. Empirical Orthogonal Functions
This section presents Empirical Orthogonal Functions (EOF) [PRE 88]. In this
paper, EOF are used as a denoising tool and for finding the missing values at the same
time [BOY 94].
The EOF are calculated using standard and well-known Singular Value Decompo-
sition (SVD)
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X = UDV∗ =
K∑
k=1
ρkukvk, [6]
whereX is 2-dimensional data matrix,U andV are collections of singular vectors u
and v in each dimension respectively,D is a diagonal matrix with the singular values
ρ in its diagonal and K is the smaller dimension of X (or the number of nonzero
singular values if X is not full rank). The singular values and the respective vectors
are sorted in decreasing order.
When EOF are used to denoise the data, not all singular values and vectors are used
to reconstruct the data matrix. Instead, it is assumed that the vectors corresponding
to larger singular values contain more data with respect to the noise than the ones
corresponding to smaller values [PRE 88]. Therefore, it is logical to select q largest
singular values and the corresponding vectors and reconstruct the denoised data matrix
using only them.
In the case where q < K , the reconstructed data matrix is obviously not the same
than the original one. The larger the q, the more original data is preserved. On the
opposite, the smaller the q, the more different is the new data (but the less accurate it
is). The optimal q is selected using validation methods, for example [LEN 03].
EOF (or SVD) cannot be directly used with databases including missing values.
The missing values must be replaced by some initial values in order to use the EOF.
This replacement can be for example the mean value of the whole data matrixX or the
mean in one direction, row wise or column wise. The latter approach is more logical
when the data matrix has some temporal or spatial structure in its columns or rows.
After the initial value replacement the EOF process begins by performing the SVD
and the selected q singular values and vectors are used to build the reconstruction. In
order not to lose any information, only the missing values ofX are replaced with the
values from the reconstruction. After the replacement, the new data matrix is again
broken down to singular values and vectors with the SVD and reconstructed again.
The procedure is repeated until convergence criterion is fulfilled.
The procedure is summarized in Table 2.
4. Global Methodology
The two methodologies presented in the previous two sections are combined and
the global methodology is presented. The SOM algorithm for missing values is first
ran through performing a nonlinear projection for finding the missing values. Then,
the result of the SOM estimation is used as initialization for the EOF method. The
global methodology is summarized in Figure 1.
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Table 2. Summary of the EOF method for finding missing values.
1 Initial values are substituted into missing values of the original data matrixX
2 For each q from 1 to K
2.1 SVD algorithm calculates q singular values and eigenvectors
2.2 A number of values and vectors are used to make the reconstruction
2.3 The missing values from the original data are filled with the values from
the reconstruction
3 The q with the smallest validation error is selected and used to reconstruct
the final filling of the missing values inX
Figure 1. Summary of the (SOM+EOF) Global methodology.
For the SOM we must select the optimal grid size c and for the EOF the optimal
number of singular values and vectors q to be used. This is done using the same
validation set for all combinations of the parameters c and q. Finally, the combination
of SOM and EOF that gives the smallest validation error is used to perform the final
filling of the data.
Even the SOM as well as the EOF are able to fill the missing values alone, the
experimental results demonstrate that together the accuracy is better. The fact that
these two algorithms suit well together is not surprising. Two approaches can be
considered to understand the complementarity of the algorithms.
Firstly, the SOM algorithm allows nonlinear projection. In this sense, even for
dataset with complex and nonlinear structure, the SOM code vectors will succeed to
capture the nonlinear characteristics of the inputs. However, the projection is done on
a low-dimensional grid (in our case two-dimensional) with the possibility of losing
the intrinsic information of the data.
The EOF method is based on a linear transformation using the Singular Value
Decomposition. Because of the linearity of the EOF approach, it will not reflect the
non-linear structures of the dataset, but the projection space can be as high as the
dimension of the input data and remain continuous.
A toolbox for performing the SOM+EOF is available in [URL 02].
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5. Experimental Results
To illustrate the efficiency of the presented methodology, we run several experi-
ments on three financial return databases. The first one recovers the missing values
when they are missing at random, the second experiment has missing values only at
the beginning of several time-series and the third one is a publicly available financial
dataset used with random missing values.
In comparison, we also experiment with a widely used methodology called Expec-
tation Conditional Maximization, which is briefly presented in the following.
5.1. Expectation Maximization Methods
As a benchmark to estimate how well our combination methodology performs, we
choose to compare our results with those obtained by the Expectation Maximization
(EM) algorithm.
The EM algorithm presented by Dempster, Laird and Rubin in [DEM 77], is a
technique to find maximum likelihood estimates in a missing data situation. Since the
estimates of the mean and the covariance matrix of an incomplete dataset depend on
the unknown missing values, and, conversely, estimates of the missing values depend
on the unknown statistics of the data. This estimation problem is non-linear and has
to be done iteratively.
The EM algorithm consists of two steps:
1) E-step calculates the expectation of the complete data sufficient statistics given
the observed data and current parameter estimates.
2) M-step updates the parameter estimates through the maximum likelihood ap-
proach based on the current values of the complete sufficient statistics.
The algorithm proceeds in an iterative manner until the difference between the
last two consecutive parameter estimates converges to a specified criterion. The fi-
nal E-step computes the expectation of each missing value given the final parameter
estimates and the observed data. This result will be used as the imputation value.
For each iteration (t), the E-step consists of
Q
(
θ
∣∣∣θ(t)) = E [L (θ |Y ) ∣∣∣Yobs, θ(t) ] , [7]
where
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L (. |Y ) denotes the likelihood function conditionally to the sample,
θ the vector of parameter to be estimated,
Yobs the non-missing values,
Y the sample,
θ(t) the last vector of estimated parameter.
Thus, the (t + 1)th M-step finds θ(t+1) that maximizes Q
(
θ
∣∣θ(t) ) such that
Q
(
θ(t+1)
∣∣∣θ(t) ) = max
θ
Q
(
θ
∣∣∣θ(t)) . [8]
The main drawback of the EM algorithm is when the M-step is not in a closed
form. In this case, the M-step could be difficult to perform.
Meng and Rubin [MEN 93] proposed an alternative algorithm called the Expec-
tation Conditional Maximization (ECM) to solve this problem. The M-step is de-
composed in multiple conditional maximization. Consider θ = [θ 1, θ2, ..., θk] a k-
dimensional vector of parameters. Then the CM-step consists of k successive maxi-
mizations, for i = 1, ..., k, with previous notations
Q
(
θ(t+1)
∣∣∣θ(t) ) = max
θi
Q
(
θ
∣∣∣θ(t)) . [9]
Otherwise, the ECM algorithm performs in the same way than the EM algorithm
presented before.
5.2. North-American Fund Returns
For the first experiment, we use a dataset of North American fund returns 1 com-
posed with 679 funds on a 4-year period of 219 weekly values, which give a total of
148,701 values. Then, in the definition of the datasetX, the dimensions of the matrix
X is T ×N which is equal to 219×679.
The fund return correspond to the yield of asset values between two consecutive
dates as
rt =
vt+1
vt
− 1, [10]
1. Data provided by Lipper, A Reuters Company.
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where vt is the value of the considered asset at time t.
There are no missing values contained in the original database. Figure 2 shows
10 rescaled fund values
(
v
′
t = 100
∏t
i=1 (1 + rt)
)
. The fund values are correlated
time-series including first order trends.
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Figure 2. Rescaled asset values of 10 funds present in the database. Source: Lipper; North
American Fund Weekly Return from 28/12/2001 to 03/03/2006. Computation from the Authors.
Before running any experiments, we randomly remove for testing purposes 7.5%
of the data, which corresponds to 11,152 missing values. For each validation set, the
same amount of data is removed from the dataset. Therefore, for the model selection
and learning we have a database with a total of 15% of missing values.
We use Monte Carlo Cross-Validation method with 10 folds to select the optimal
parameters for the SOM, the EOF and the SOM+EOF. The 10 selected validation sets
are the same for each method and the validation results are presented in the following.
5.2.1. SOM
Focusing on the topology preservation property of the SOM algorithm, we project
our data on a large sized map. For each grid size, we compute the Root Mean Square
Errors (RMSE) of the reconstruction on all validation sets. Then the grid size giving
the smallest validation error is selected and the corresponding grid size is used to make
the final filling. The validation errors are shown in Figure 3.
The optimal size of the SOM grid is found to be 26×26, which is a total of 676
units, see Figure 3. Therefore, we have more code vectors in the SOM than observa-
tions (629). It means that we have a nonlinear interpolation between the observations
and better approximation of the missing values.
Once the optimal grid size is found, we apply the SOM algorithm and fill in all the
missing values. Now we have only 7.5% of the data missing due to the removed test
set. The test and validation errors are summarized in the end of the section, in Table
3.
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Figure 3. Validation errors with respect to squared number of grid size using the SOM
method. Source: Lipper; North American Fund Weekly Return from 28/12/2001 to 03/03/2006. Computation from the
Authors.
5.2.2. EOF
The validation errors with respect to q for the EOF method are shown in Figures 4
and 5. In this case, when the EOF is used alone, the missing values are initialized using
the column mean of the dataset calculated with only known values of each column.
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Figure 4. Validation errors with respect to the number of EOF with the plain col-
umn mean initialization. Source: Lipper; North American Fund Weekly Return from 28/12/2001 to 03/03/2006.
Computation from the Authors.
From the Figure 5, the smallest error is achieved with q equal to 6. This number
of EOF is relatively small compared to the maximum of 219 EOF. It suggests quite
strong noise influence in the data and that there is only a small number of efficient
EOF needed to represent the denoised data.
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Figure 5. EOF validation errors zoomed. Source: Lipper; North American Fund Weekly Return from
28/12/2001 to 03/03/2006. Computation from the Authors.
5.2.3. SOM+EOF
In our experiments, we have seen that it is not enough to select the SOM grid
size and the number of EOF separately. Instead, both parameters must be optimized
together, simultaneously. Even though this increases the computational load, it gives
more accurate results.
In Figures 6 and 7 the validation RMSEs are presented. The first figure shows the
minimum EOF errors with respect to the SOM grid size and the latter figure the EOF
errors with the selected SOM grid size.
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Figure 6. Validation errors with respect to the SOM grid size using the SOM+EOF.
Source: Lipper; North American Fund Weekly Return from 28/12/2001 to 03/03/2006. Computation from the Authors.
From the Figures 6 and 7 the smallest errors are achieved with the SOM grid size
equal to 18×18 and the number of EOF q equal to 40.
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Figure 7. Validation errors with respect to the number of EOF with the SOM grid size
18×18. Source: Lipper; North American Fund Weekly Return from 28/12/2001 to 03/03/2006. Computation from the
Authors.
The number of selected EOF is larger with SOM initialization than with the col-
umn mean initialization. It suggests there are more efficient EOF to use in the approx-
imation of the missing values than with the plain column mean initialization and that
the SOM has already denoised the data.
The SOM size is decreased when compared to the SOM method alone. It suggests
that the nonlinear interpolation is not as crucial than using the SOM alone, but instead
the denoising property is enhanced by limiting the number of SOM nodes.
It is also evident that the individual optimization of the parameters does not guar-
antee appropriate performance, which can be seen from totally different selections of
parameters when using the SOM+EOF than the methods individually.
Table 3 summarizes the errors of the SOM, the EOF and the the SOM+EOF meth-
ods.
Table 3. Validation and test RMS errors for all the methods. Source: Lipper; North American
Fund Weekly Return from 28/12/2001 to 03/03/2006. Computation from the Authors.
10−3 Validation Error Test Error
ECM 13.8 13.6
SOM 7.67 7.33
EOF 8.13 7.83
SOM+EOF 6.82 6.59
From the Table 3, we can see that the SOM+EOF outperforms the EOF reducing
the validation and test errors by 16% and the SOM errors more than 10%.
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5.2.4. More Missing Values
In order to test the robustness of the (SOM+EOF) method, we experiment the
effect of increasing the percentage of missing values in the database.
Before selecting the test or the validation sets, we randomly remove 30% of the
data. Then the same procedure as before is performed by first removing 7.5% of the
remaining data for the test set and then for each validation set an extra 7.5% is deleted.
Finally, the total amount of missing data in the learning phase is around 42%,
which makes the missing value problem considerably harder than in the previous ex-
periments.
The validation RMS errors for the SOM method are shown in Figure 8.
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Figure 8. Validation errors with respect to square number of grid size using the SOM
method. Source: Lipper; North American Fund Weekly Return from 28/12/2001 to 03/03/2006. Computation from the
Authors.
From Figure 8, the SOM grid size with the smallest RMS error is 18×18, which is
smaller than previously using the SOM method. It means that when the percentage of
missing values increases, the need for the SOM nodes decrease as there is less data to
use in the interpolation of the missing values.
The validation errors for the SOM+EOF method are presented in Figures 9 and 10.
From Figure 9, the optimal SOM size is selected to 18×18, which is the same size
than using the SOM alone. It means, that the SOM method alone is definitely not
accurate enough to perform the filling of missing values alone. Therefore, it is not
possible to enhance the noise removal power over interpolation performance in this
case.
From Figure 10, the optimal number of EOF is found to be 15, which is less than in
the case with less missing values. The smaller number of EOF is explained by the fact
that the increased number of missing values creates more uncertainty and, therefore,
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Figure 9. Validation errors with respect to the SOM grid size using the SOM+EOF.
Source: Lipper; North American Fund Weekly Return from 28/12/2001 to 03/03/2006. Computation from the Authors.
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Figure 10. Validation errors with respect to the number of EOF with the SOM grid
size 18×18. Source: Lipper; North American Fund Weekly Return from 28/12/2001 to 03/03/2006. Computation
from the Authors.
the smaller singular values and the related vectors become more and more unusable in
the reconstruction process.
The validation and test errors are summarized in Table 4.
From Table 4, it can be seen that the SOM+EOF method has decreased the vali-
dation and test errors both by 9% compared to the SOM method. The improvement
is slightly worse than in the case of less missing values. Still, there is notable perfor-
mance upgrade when using the SOM+EOF method.
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Table 4. Validation and test RMS errors for all the methods. Source: Lipper; North American
Fund Weekly Return from 28/12/2001 to 03/03/2006. Computation from the Authors.
10−3 Validation Error Test Error
ECM 9.50 13.8
SOM 7.94 7.73
EOF 9.07 9.17
SOM+EOF 7.22 7.01
Comparing the error values above with the values in Table 3, we can see that all
errors are increased roughly the same amount, except the ECM method. The validation
error is significantly better with more missing values than with less. However, the test
error is higher in comparison with the previous case as well as with the SOM, EOF
and SOM+EOF methodologies.
Based on the findings, it can be concluded that the SOM and EOF based filling
methods are robust and can handle efficiently even large amount of missing values
contained in the database.
5.3. European Fund Returns
For the next experiment, we focus on a different example of missing values. Re-
building past performance of funds is a recurrent problem for financial professionals
(too short funds history). Thus, we choose to rebuild the beginnings of several time-
series. We use a dataset of European Fund Weekly Returns 2 from 07/11/2003 to
27/10/2006 composed of 300 funds with 175 weekly values, which give a total of 52
500 values.
We randomly remove for testing purposes 10% of the data at the beginning of
several time-series. The beginning is defined as the first third of the length of the
series. We constraint the random deletion process to leave at least one fourth of the
time-series without any missing values. For validation, 10
We apply the same validation procedures as in the previous experiments to select
the optimal SOM grid size and the number of EOF.
The optimal size of the SOM grid is found to be in mean (12×12) that is 144.
Once the optimal grid size is found, we apply the SOM algorithm and fill in all the
missing values. When the EOF is performed, initial missing values are substituted as
the column means of the original matrix. At last, SOM estimations are then used as
initialization for the EOF algorithm.
2. Data provided by Standard and Poors
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The validation errors with respect to q for the EOF alone and the EOF performed
with the SOM initialization are shown in Figure 11.
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Figure 11. Validation errors with respect to the number of EOF with the plain column
mean initialization, the fine gray line, and with the SOM initialization, the bold black
line. Source: SnP; European Fund Weekly Return (07/11/2003 to 27/10/2006). Computation from the Authors.
From the Figure 11, we note that the smallest error is achieved with q equal to
13 using the EOF with plain column mean initialization and 23 when the EOF is
initialized using the SOM. Table 5 summarizes the mean errors of the three methods.
Table 5. Validation and test RMS errors for all the methods. Source: SnP; European Fund
Weekly Return from 07/11/2003 to 27/10/2006. Computation from the Authors.
10−3 Validation Error Test Error
ECM 7.98 8.25
SOM 5.09 5.06
EOF 5.02 4.85
SOM + EOF 4.53 3.83
From the Table 5 we can see that the SOM+EOF outperforms the EOF and the
SOM reducing the test error by 31% compared to the SOM and 26% compared to the
EOF.
5.4. Hedge Fund Return Dataset
The third example is performed with a ten-year monthly return dataset. From a
large internal database, we select 100 hedge funds with various strategies (we made
it publicly available by removing dates and fund names; it can be found from [URL
02]).
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The dataset contains 120 series, 121 values each, and it has no missing values
inherently in it. The procedure is the same than before and the results are shown in
Figures from 12 to 15 and the validation and test errors are summarized in Table 6.
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Figure 12. Validation Errors with Respect to the size of the SOM grid.
From Figure 12 we can see that the optimal grid size for the SOM is 7×7 giving
a RMSE of .0417. This time the optimal number of SOM nodes 42 is clearly smaller
than the number of samples 120. Also, the validation error curve is less smooth than
with the other datasets, which suggests more difficult dataset to fill.
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Figure 13. Validation Errors with Respect to the number of EOF with column mean
initialization.
From Figure 13, we can see that the optimal number of EOF is 3 giving a RMSE
of .0395. The number of EOF is very small compared to the number of available
EOF 120. This suggests very strong noise influence in the data and is supporting the
observation of more difficult dataset to fill.
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Figure 14. Validation Errors with Respect to the size of the SOM grid.
From Figure 14, the optimal SOM size is found to be 8×8. It is roughly the same
than using SOM alone, but because of the EOF methodology performed after SOM
initialization, the obtained error is lower, .0389.
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Figure 15. Validation Errors with Respect to the number of EOF with SOM initializa-
tion using a grid size 8×8.
From Figure 15, the optimal EOF is found to be 18, which is 6 times larger when
using EOF alone. This clearly demonstrates the necessity of a good initialization for
the EOF, and SOM can provide that.
Also, it can be noted that the number of EOF selected for the EOF alone is a clear
local minimum even when using SOM initialization. It suggests that not all 18 EOF
are necessary, even though the global optimum is obtained, but instead some of the
EOF between 3 and 18 could be pruned out.
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Table 6. Validation and test RMS errors for all the methods using a publicly available
financial dataset.
10−2 Validation Error Test Error
ECM 4.18 4.34
SOM 4.17 3.92
EOF 3.95 3.88
SOM + EOF 3.89 3.60
Comparing the validation and test errors in the Table 6, the SOM+EOF clearly out-
performs the other methodologies. Since this dataset is the hardest one, all the errors
are also larger by one order of magnitude compared to the American and European
fund return datasets.
6. Conclusion
In this paper, we have compared various methods for finding missing values in
temporal databases. The methods are Self-Organizing Maps (SOM), Empirical Or-
thogonal Function (EOF), the combination of the two, the SOM+EOF method and the
Expectation Conditional Maximisation Method (ECM) used as benchmark.
The advantages of the SOM include the ability to perform nonlinear projection
of high-dimensional data to lower dimension with interpolation between discrete data
points.
For the EOF, the advantages include high-dimensional linear projection of high-
dimensional data and the speed and the simplicity of the method.
The combination of the two methods include the advantages of both individual
methods, leading to a new accurate approximation methodology for finding the miss-
ing values. The several test performed shows the accuracy of the new methodology
for completing missing values.
It has also been shown experimentally that the optimal number of code vectors
used in the SOM has to be larger than the number of observations. It is necessary
in order to take the advantage of the self-organizing property of the SOM and the
interpolation ability for finding the missing data.
Furthermore, the amount of missing values is neither restricting the usage of the
method nor seriously decreasing the performance.
For further works, the modifications and performance upgrades for the global
methodology are fine-tuned for different types of datasets. The methodology will
then be applied to datasets from other field of science, for example climatology and
process data.
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