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Naslov: Avtomatska analiza in klasifikacija glasbenih besedil na podlagi
cˇustev
Avtor: Rok Lampret
Pred kratkim so v sˇtudiji [46] ugotovili, da lahko z uporabo nekaterih
novih znacˇilk obcˇutno izboljˇsajo modele za klasifikacijo in regresijo glasbenih
besedil glede na valenco in aktivnost cˇustev. Na podlagi te sˇtudije smo imple-
mentirali svoj sistem za tovrstno avtomatsko analizo glasbenih besedil. Delali
smo z glasbenimi besedili v anglesˇkem jeziku. Najprej smo s spleta pridobili
vsa glasbena besedila. Ta besedila smo z nasˇim procesorjem besedil preobli-
kovali v primerno obliko za ekstrakcijo znacˇilk. Pripravili smo vrsto funkcij
za pridobivanje znacˇilk, s katerimi smo nato iz besedil izlusˇcˇili razlicˇne tipe
znacˇilk. Nato smo znacˇilke, s pomocˇjo algoritmov za selekcijo znacˇilk, razvr-
stili po pomembnosti in izbrali le najpomembnejˇse. Z nakljucˇnim iskanjem
parametrov smo optimizirali parametre ucˇnih algoritmov, ki smo jih ucˇili
na izbranih znacˇilkah. Za ucˇenje klasifikatorjev in regresorjev smo uporabili
metodo podpornih vektorjev (angl. Support Vector Machine) in Gradient
Boosting. Uspesˇnost nasˇih modelov smo na koncu ocenili s stratificiranim
10-kratnim precˇnim preverjanjem [37]. V delu predstavimo metode, ki smo
jih uporabili za izgradnjo sistema, koncˇno resˇitev in rezultate, ki jih nasˇ
sistem dosega v primerjavi s sistemom iz prej omenjene sˇtudije.
Kljucˇne besede: glasbena besedila, prepoznavanje cˇustev, pridobivanje
znacˇilk, procesiranje naravnega jezika, strojno ucˇenje.

Abstract
Title: Automated Analysis and Emotion-based Classification of Music Lyrics
Author: Rok Lampret
In a recent study [46] on Lyrics Music Emotion Recognition a new set of fea-
tures was proposed. These new features were proved to increase accuracy of
existing models for classification and regression based on valence and arousal
of emotion in lyrics. Based on the findings of this study we have implemented
our own system for automatically acquiring, analyzing and classifying lyrics.
We only dealt with lyrics in English. First we acquired the lyrics from the
web. Then we prepared the lyrics for feature extraction, using the prepro-
cessor we implemented. A variety of functions were implemented for feature
extraction, which were then used to extract features from the preprocessed
lyrics. Using feature selection algorithms we ranked the features and se-
lected only the best. Using randomized hyper-parameter optimization we
optimized the parameters of learning methods for our models. For classifica-
tion and regression we used two learning algorithms, Support Vector Machine
and Gradient Boosting. In the end we evaluated our models with stratified
10-fold cross validation [37]. In this work we present the methods that we
used to build our system, final solution and the results that we achieved in
comparison to the study we based our system on.
Keywords: emotion recognition, feature extraction, lyrics, machine learn-




Glasba lahko vzbudi ali spremeni pocˇutje in cˇustva [34, 35, 59]. Glasbo pred-
vajajo oglasˇevalci, da spremenijo pocˇutje potrosˇnikov [1, 7], psihoterapevti
pa jo uporabljajo pri zdravljenju cˇustvenih motenj [23]. Sˇtudije kazˇejo, da
se ob poslusˇanju glasbe aktivirajo podobni deli mozˇganov za nagrajevanje,
kot jih aktivirajo seks, hrana in droge [6, 48]. Vse kazˇe na to, da je pomem-
ben razlog za popularnost glasbe skozi cˇas in prostor cˇustvena nagrada, ki jo
nekdo prejme ob poslusˇanju glasbe.
Zato ni cˇudno, da se vse bolj za merilo pri iskanju glasbe uporabljajo
tudi cˇustva in pocˇutje. Velike glasbene podatkovne baze vse hitreje rastejo.
Da so vsi vnosi v bazo pravilno kategorizirani, vzame veliko cˇasa in rocˇnega
dela. Poleg tega je kategoriziranje glasbe glede na prevladujocˇe cˇustvo oz.
pocˇutje zelo subjektivno in zelo odvisno od osebe, ki to delo opravlja. Resˇitev
za oba problema je sistem, ki tako delo avtomatizira [32]. Idealen sistem bi
lahko na podlagi znacˇilk iz zvocˇnega zapisa, besedila in drugih metapodatkov
popolnoma avtomatsko in natancˇno kategoriziral pesmi.
V tem diplomskem delu smo se posvetili implementaciji svojega sistema
za avtomatsko analizo in klasificiranje glasbenih besedil na podlagi cˇustev.
Besedila smo klasificirali v kvadrante in poloble Russellovega krozˇnega mo-
dela [57]. Izvedli smo sˇe regresijo besedil glede na vrednosti za valenco in




1.1 Vsebina diplomskega dela
Diplomsko delo vsebuje uvod, pet poglavij in zakljucˇek. V uvodnem poglavju
predstavimo tematiko dela. V poglavju 2 naredimo pregled podrocˇja prepo-
znavanja cˇustev. V poglavju 3 predstavimo problem. V poglavju 4 opiˇsemo
pristope k resˇevanju problema. V poglavju 5 predstavimo nasˇo resˇitev, od
pridobivanja besedil do ucˇenja modelov. V poglavju 6 predstavimo nasˇe re-





Merriam-Webster [19] definira cˇustvo kot
”
zavestno dusˇevno reakcijo (kot
npr. jeza ali strah), dozˇiveto subjektivno kot mocˇno obcˇutenje navadno
usmerjeno proti dolocˇenemu objektu, ki ga navadno spremljajo psiholosˇke
in cˇustvene spremembe v telesu“. Klasifikacija cˇustev je nacˇin, kako razlocˇiti
eno cˇustvo od drugega [20].
Glede na raziskave v psihologiji lahko razlocˇimo tri pristope k modelira-
nju (predstavitvi) cˇustev: kategoricˇni, dimenzionalni in komponentni pristop
[24]. Vendar celo po vecˇ kot stoletju raziskav se raziskovalci na podrocˇju
prepoznave cˇustev sˇe vedno ne strinjajo, kateri pristop k cˇustvom je za kateri
problem najboljˇsi [25].
Kategoricˇni modeli. Kategoricˇni pristop temelji na sˇtudijah o osnovnih
cˇustvih [14, 66, 67]. Taksˇen pristop pravi, da obstajajo osnovna cˇustva, ki
so zakodirana v nasˇe mozˇgane in so univerzalna [18]. Ekman [17] navaja
sˇest univerzalnih osnovnih cˇustev: veselje, zˇalost, presenecˇanje, strah, jeza
in gnus.
Enega od najstarejˇsih taksˇnih modelov je sestavil Havener [30], ki je 66
pridevnikov razvrstil v osem cˇustvenih skupin. Hu [31] je sestavil kategoricˇni
model s petimi cˇustvenimi kategorijami na podlagi oznak za razpolozˇenje
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s spletnega vira AllMusic1. Ta model je prevzelo tudi zdruzˇenje MIREX2
(angl. Music Information Retrieval Evaluation eXchange) in je nasploh danes
pogosto uporabljen model.
Dimenzionalni modeli. Dimenzionalni pristop pravi, da cˇustva niso
popolnoma locˇljiva, ampak so med seboj sistematicˇno povezana. Pri takem
pristopu so navadno cˇustva opisana v dvo- ali tridimenzionalnem prostoru.
Dimenzije tega prostora so valenca, aktivnost in dominanca.
Valenca meri, kako prijetno se oseba pocˇuti ob dolocˇenem cˇustvu [47].
Viˇsja valenca pomeni bolj prijetno cˇustvo. Npr. jeza in strah sta neprijetni
cˇustvi (nizka valenca), medtem ko je veselje prijetno cˇustvo (visoka valenca).
Aktivnost ne meri intenzitete cˇustva ampak kako aktivno oz. energicˇno se
oseba pocˇuti ob dolocˇenem cˇustvu [47]. Npr. medtem ko sta jeza in dolgcˇas
obe negativni cˇustvi, ima jeza veliko viˇsjo aktivnost kot pa dolgcˇas.
Dominanca meri, kako zelo podrejeno se oseba pocˇuti [47]. Nizka domi-
nanca pomeni, da se oseba pocˇuti podrejeno, visoka dominanca pomeni, da
oseba cˇuti, da ima nadzor. Npr. oseba se pri jezi pocˇuti nadrejeno, pri strahu
pa podrejeno.
Eden od uveljavljenih modelov za dimenzionalno predstavitev cˇustev je
Russellov krozˇni model [57] (angl. Russell’s circumplex model). Cˇustva so
predstavljena v dvodimenzionalnem VA prostoru, kjer x koordinata predsta-
vlja valenco, tj. prijetnost (V) cˇustva in y koordinata predstavlja aktivnost
cˇustva (A). V okviru tega dela smo implementirali sistem, ki glasbena be-
sedila klasificira v kvadrante ali poloble, glede na valenco ali na aktivnost
Rusellovega modela.
Komponentni modeli. Komponentni modeli cˇustev temeljijo na teoriji
ocenjevanja [58] (angl. appraisal theory). Komponentni pristop k cˇustvom
je nekaksˇen podaljˇsek dimenzionalnega pristopa in trdi, da se cˇustva tvorijo
skozi nenehno, rekurzivno subjektivno ocenjevanje tako notranjega stanja




Slika 2.1: Russellov krozˇni model, povzeto po Yang [72]
v motivaciji, psiholosˇkih reakcijah, motoricˇnem izrazˇanju in obcˇutkih osebe.
Prednost takega pristopa je, da se ne omeji na nekaj fiksnih kategorij ali
samo nekaj osnovnih dimenzij cˇustev. Vendar pa taksˇni modeli zahtevajo zelo
kompleksno in prefinjeno merjenje sprememb in se zdi, da trenutno taksˇni
modeli sˇe niso primerni za uporabo na podrocˇju prepoznavanja cˇustev iz
glasbe [25].
2.2 Prepoznavanje cˇustev
Avtomatsko prepoznavanje cˇustev je sˇiroko podrocˇje. Ukvarja se s prepozna-
vanjem cˇustev iz razlicˇnih vrst signalov:
• govora (npr. [2, 42, 52, 53, 61]),
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• glasbe (npr. [9, 54, 70, 72]),
• obrazne mimike (npr. [11, 49, 62]),
• drzˇe telesa (npr. [21]),
• besedila (npr. [44, 69])
• fiziolosˇkih signalov (npr. [26, 33]).
Veliko dela je bilo narejenega predvsem z bimodalnimi modeli za pre-
poznavanje cˇustev iz govora in obrazne mimike (npr. [12, 13, 15, 42, 73]).
Podrocˇje prepoznavanja cˇustev zdruzˇuje tehnike iz vrste drugih podrocˇij, kot
so procesiranje signalov, racˇunalniˇski vid in strojno ucˇenje. V praksi se upo-
rabljajo razlicˇni ucˇni algoritmi, pogosti so: skriti model Markova (angl. Hid-
den Markov Model, HMM ) (npr. [52]), metoda podpornih vektorjev (angl.
Support Vector Machine, SVM ) (npr. [42]), nevronske mrezˇe (angl. Neural
network) (npr. [28]), k-najblizˇjih sosedov (angl. k-nearest neighbors, kNN )
(npr. [62]), mesˇanice Gaussovih porazdelitev (angl. Gaussian Mixture Mo-
dels, GMM ) (npr. [50]) in odlocˇitvena drevesa (angl. Decision trees) (npr.
[10]).
Prepoznavanje cˇustev ima potencial aplikacije na mnogih podrocˇjih. Ne-
katera podrocˇja so: inteligentni roboti in umetna inteligenca,
”
Text-to-Speech“
sistemi za cˇustveno branje besedil, komunikacija cˇlovek-racˇunalnik, pametni
avtomobili, video igre in e-ˇsolstvo [38].
2.3 MIR
Pridobivanje informacij iz glasbe (angl. Music Information Retrieval, MIR)
je sˇiroko interdisciplinarno podrocˇje, ki se ukvarja s pridobivanjem informacij
iz glasbe. Zdruzˇuje podrocˇja strojnega ucˇenja, procesiranja signalov, psiho-
logije in muzikologije. Podrocˇje se je zacˇelo razvijati v osemdesetih letih
prejˇsnjega stoletja, vendar vecˇ pozornosti prejema sˇele zadnji dve desetletji.
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Cilji podrocˇja MIR so razlicˇni, nekateri so: razvoj priporocˇilnih sistemov, av-
tomatska transkripcija glasbe (npr. [4]), prepoznavanje instrumentov (npr.
[29]), avtomatska kategorizacija glasbe in celo avtomatsko generiranje glasbe
(npr. [51]). Za relevantno in nepristransko ovrednotenje teh opravil s po-
drocˇja MIR skrbi Pobuda o skupni evalvaciji pri pridobivanju informacij iz
glasbe - MIREX. MIREX formalizira opravila s podrocˇja MIR in postopke
za evalvacijo algoritmov, ki ta opravila resˇujejo.
Problem avtomatske kategorizacije glasbe se ukvarja predvsem s katego-
rizacijo glede na glasbene zvrsti (zˇanre) [41] in glede na cˇustva (tudi raz-
polozˇenja) v glasbi [36]. Obicˇajen postopek je, da se iz glasbenega posnetka,
glasbenega besedila in/ali drugih metapodatkov pridobijo znacˇilke, s kate-
rimi se nato z algoritmi strojnega ucˇenja zgradijo klasifikatorji. Za dober
rezultat so pomembne predvsem tri stvari: dobre znacˇilke, ucˇni algoritem in
glasbena zbirka (ucˇna mnozˇica).
2.3.1 MER
Eno pomembnih podrocˇij MIR-a je prepoznavanje cˇustev v glasbi (angl. Mu-
sic Emotion Recognition, MER). Sprva je MER temeljilo na prepoznavanju
cˇustev iz zvocˇnih zapisov [44]. Scˇasoma se je, zaradi semanticˇnega pre-
pada med nizkonivojskimi znacˇilkami zvoka in visokonivojskim razmiˇsljanjem
cˇloveka, napredek na podrocˇju prepoznavanja cˇustev iz zvocˇnega zapisa usta-
vil in so zacˇeli raziskovalci iskati nove resˇitve. Pojavili so se bimodalni modeli,
ki temeljijo na znacˇilkah iz zvocˇnega zapisa in besedil [32, 40]. Taksˇni mo-
deli dosegajo boljˇse rezultate kot pa locˇeni modeli [45]. Za klasifikacijo glasbe
glede na cˇustva iz avdio posnetkov obstaja vecˇ zbirk (npr. [9, 16, 22, 54, 60]).
Za klasifikacijo na podlagi glasbenih besedil pa se zdi, da taksˇnih javno do-
stopnih zbirk primanjkuje. Zbirke, ki bi imela za anglesˇka glasbena besedila
podatke o valenci in aktivnosti, pa do nedavnega verjetno sploh ni bilo [46]. V
nadaljevanju predstavimo nekaj relevantnih sˇtudij s podrocˇja prepoznavanja
cˇustev iz glasbe.
Pri Laurier [40] in Cho [8] se je najvecˇji napredek, potem ko so avdio
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Han idr. [27] so razvili sistem za prepoznavanje cˇustev iz glasbenih po-
snetkov. V njihovem primeru se je najboljˇse izkazala klasifikacija na podlagi
regresije s SVR (metoda podpornih vektorjev za regresijo) v polarnem ko-
ordinatnem sistemu. Klasificirali so v enajst cˇustvenih kategorij, definiranih
na dvodimenzionalnem Thayerjevem modelu [65].
Song idr. [63] so ugotovili, da se za klasifikacijo glasbenih posnetkov,
glede na cˇustva, bolje obnese SVM klasifikator s polinomskim jedrom kot pa
z RBF jedrom.
Lin idr. [43] so uporabili podatek o zvrsti glasbe, da so izboljˇsali klasifi-
kacijo glasbenih posnetkov glede na cˇustva. Za vsako glasbeno zvrst posebej
so pripravili specificˇen klasifikacijski model za cˇustva. Koncˇni sistem je glas-
beni posnetek najprej klasificiral v glasbeno zvrst in nato na podlagi glasbene
zvrsti uporabil specificˇen klasifikator za klasifikacijo v cˇustvene kategorije.
Taksˇen dvoslojen model se je izkazal za bolj natancˇnega, kot samo enoslojen
sistem.
Pred kratkim je Malheiro [46] ugotovil, da lahko z uporabo novih doda-
tnih znacˇilk obcˇutno izboljˇsa obstojecˇe modele za klasifikacijo in regresijo
glasbenih besedil. Nove znacˇilke je uporabil pri regresiji glede na valenco
in aktivnost in pri klasifikaciji glede na kvadrante in poloble Russelovega
krozˇnega modela. V ta namen je pripravil tudi glasbeno zbirko 180 besedil,
oznacˇenih z vrednostmi za valenco in aktivnost. Za testiranje je pripravil
sˇe 771 besedil, oznacˇenih glede na kvadrante. Poleg zˇe uveljavljenih znacˇilk
vsebine, ki temeljijo na modelu vrecˇe besed (angl. Bag-of-Words model), je
preizkusil sˇe vrsto novih znacˇilk na podlagi strukture, stila in pomenskosti
(semantike) besedila. Ta sˇtudija je tudi izhodiˇscˇe za to diplomsko delo. Na




Namen tega diplomskega dela je implementirati sistem za klasifikacijo glas-
benih besedil v kvadrante (in poloble) Rusellovega modela in regresijo glede
na valenco in aktivnost cˇustev. Sledili smo Malheiru [46], kar se da dosledno,
da bi bila na koncu primerjava rezultatov cˇim bolj smiselna. V cˇlanku veliko
stvari ni bilo opisanih do potankosti, zato smo morali nekoliko eksperimen-
tirati, da smo priˇsli do podobnih rezultatov. Med drugim tudi nismo mogli
uporabiti vseh orodij, ki jih je uporabil, saj so nekatera placˇljiva, druga pa
nedosegljiva na spletu.
Malheiro [46] je tudi pripravil javno dostopno zbirko rocˇno anotiranih
glasbenih besedil. Sestavlja jo ucˇna mnozˇica 180 besedil in testna mnozˇica
771 besedil. Besedila so bila skrbno izbrana, tako da je njihova porazdelitev
po kvadrantih dokaj enakomerna. Besedila obsegajo razlicˇne glasbene zˇanre
in obdobja. Samo ucˇna mnozˇica pa vsebuje tudi podatke o cˇustveni valenci
in aktivnosti besedil. Ker besedila sama niso mogla biti zbrana in objavljena,
zaradi avtorskih pravic, so podani le naslovi spletnih strani s temi besedili.
Tako je bil prvi korak pri izgradnji nasˇega sistema pridobiti vsa potrebna
besedila s spleta.
Sledilo je cˇiˇscˇenje besedil. Iz besedil smo odstranili vse, kar ni del de-
janskega glasbenega besedila. Vecˇina glasbenih besedil na spletu vsebuje sˇe
vrsto metapodatkov, kot so znacˇke za posamezne kitice (npr. refren), po-
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novitve vrstic in verzov in opisi glasbenega ozadja (odmevi, instrumenti).
Velikokrat je na zacˇetku ali na koncu besedila tudi sˇe zapisan izvajalec in
naslov pesmi, lahko tudi ime albuma in leto izdaje.
Potem ko smo imeli besedila ocˇiˇscˇena, smo jih oznacˇili s POS oznakami
(angl. Part-of-Speech tag) in besedila lematizirali. Na podlagi tega smo v
naslednjem koraku pridobili znacˇilke iz besedil. Te znacˇilke so predstavljene
na koncu tega poglavja.
Potem ko smo pridobili vse znacˇilke iz besedil, smo lahko zacˇeli z ucˇenjem
klasifikatorjev in regresorjev. Vse naucˇene modele smo nato ocenili. Iz po-
sameznih najboljˇsih modelov smo zdruzˇili znacˇilke, da smo dobili sˇe kombi-
nirane modele.
3.1 Znacˇilke vsebine
Znacˇilke vsebine (angl. Content-Based Features) so znacˇilke, ki se navezujejo
na vsebino besedila. To so najbolj splosˇne in pogosto uporabljene znacˇilke
v procesiranju naravnega jezika (angl. Natural Language Processing). Eden
najpreprostejˇsih modelov za predstavitev besedila z vsebinskimi znacˇilkami
je model vrecˇe besed. Tudi za nasˇ sistem je to osnovni model. Ta model
je natancˇneje predstavljen v poglavju 4.2. Vendar pa se da, zaradi specifik
glasbenih besedil, iz besedil izlusˇcˇiti sˇe vecˇ vrst drugih znacˇilk.
Malheiro [46] navaja, da je v svoji sˇtudiji eksperimentiral z razlicˇnimi
vrecˇami besed. Zgradil je unigrame, bigrame in trigrame iz prvotnih besedil
in besedil, ki so bila prej podvrzˇena krnjenju (angl. stemming) ali/in odstra-
njevanju prepovedanih besed (angl. stop words removal). Zgradil je sˇe bi-
do 5-grame iz POS oznak besedil. Za najboljˇse se jih je na koncu izkazalo
naslednjih pet: unigrami z odstranjevanjem prepovedanih besed, unigrami z
odstranjevanjem prepovedanih besed in krnjenjem, tf-idf bigrami z odstranje-
vanjem prepovedanih besed, bigrami in trigrami POS oznak. Mi smo ravno
tako zgradili vse te vrecˇe besed in naredili svoje poskuse z njimi.
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3.2 Stilisticˇne znacˇilke
Stilisticˇne znacˇilke (angl. Stylistic-Based Features) se navezujejo na stil, v
katerem je besedilo napisano, npr. kaksˇne besede so uporabljene v besedilu.
Malherio [46] je predlagal dva modela stilisticˇnih znacˇilk. Prvi model
znacˇilk je sˇtetje besednih vrst (na podlagi POS oznak). Uporabil je 36 oznak
besednih vrst iz projekta Penn Treebank [64]. Drugi model je sestavljen iz
treh znacˇilk: sˇtevilo slengovskih besed ali besednih zvez v besedilu, sˇtevilo
besed, ki se zacˇnejo z veliko zacˇetnico (prva beseda v vrstici ne sˇteje), in
sˇtevilo besed, ki so zapisane v celoti z velikimi cˇrkami.
3.3 Znacˇilke strukture pesmi
Znacˇilke strukture pesmi (angl. Song-Structure-Based Features) so znacˇilke,
ki se navezujejo na sestavo pesmi. Malheiro [46] pravi, da najverjetneje te
vrste znacˇilk pred njim sˇe niso bile uporabljene v LMER (angl. Lyrics-based
MER).
Predlagane znacˇilke so (verz tukaj pomeni vse kitice, ki niso refren):
sˇtevilo ponovitev refrena, sˇtevilo ponovitev naslova pesmi, sˇtevilo vseh kitic
(verzi in refreni), sˇtevilo verzov, ali se besedilo zacˇne z refrenom, delezˇ verzov
od vseh kitic, delezˇ refrenov od vseh kitic, ali se pesem koncˇa s ponovitvijo
vsaj dveh refrenov, ali se verzi in refreni v pesmi izmenjujejo (VRVR...), ali
je med dvema verzoma vsaj dvakrat refren (VRRVRR...), ali je med dvema
refrenoma vsaj en verz (VVRVR).
3.4 Semanticˇne znacˇilke
Semanticˇne znacˇilke (angl. Semantic-Based Features) so znacˇilke, ki se na-
vezujejo na semantiko besedila. Izkazˇe se, da so te znacˇilke zelo pomembne
in nosijo veliko pomena pri prepoznavanju cˇustev. Te znacˇilke so najkomple-
ksnejˇse, zato smo za pridobitev znacˇilk te vrste uporabili zˇe obstojecˇa orodja
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in slovarje. To so: Synesketch1, General Inquirer 2 (GI), Dictionary of Affect
in Language3 (DAL), Affective Norms for English Words4 (ANEW) in War-
rinerjev slovar [68]. Poleg teh orodij je Malheiro [46] uporabil sˇe dva druga.
Prvo je licencˇni program Language Inquiry and Word Count5 (LIWC). Drugo
pa je ConceptNet6. Tega bi uporabili tudi mi, vendar pa nismo mogli pre-
nesti prave verzije programa s spleta (obrazec na uradni strani projekta ne
deluje vecˇ).
Znacˇilke, ki jih iz besedil izlusˇcˇi LIWC, so se v Malheirovi [46] sˇtudiji
pokazale za zelo pomembne in se njihov primanjkljaj kazˇe v nasˇem sistemu.
LIWC na podlagi sˇtetja besed skupaj s slovarjem, v katerem vsaka beseda
spada v dolocˇene kategorije, izracˇuna dolocˇene metrike. Nekatere izmed me-
trik, ki jih LIWC izracˇuna, in kategorije besed7 so:
• sˇtevilo vseh besed v besedilu
• jezikovne metrike (sˇtevilo besed na stavek, sˇtevilo besed z vecˇ kot
sˇestimi cˇrkami)
• slovnicˇne metrike (pravilni glagoli, pridevniki, primerjalniki)
• sˇtetje cˇustvenih besed (pozitivna cˇustva, anksioznost, jeza)
• sˇtetje socialnih besed (druzˇina, prijatelji)
• sˇtetje besed, povezanih z biolosˇkimi procesi (telo, spolnost, zdravje/bo-
lezen)









• sˇtejte besed, povezanih z osebnimi zadevami (delo, prosti cˇas, dom,
denar, religija, smrt)
• sˇtetje neformalnih besed (psovke, masˇila, internetni sleng)
LIWC je vecˇ kot ocˇitno zanimivo orodje za analizo besedila, predvsem iz
psiholosˇkega in socialnega vidika.
Na podoben nacˇin je zgrajen tudi slovar GI. Vsebuje skoraj dvanajst tisocˇ
besed. Besede razvrsˇcˇa v 182 razlicˇnih kategorij, pri cˇemer vsaka beseda


































Slovarja DAL in ANEW vsebujeta podatke o cˇustveni valenci in aktivnosti
besed. DAL ima poleg tega za besede sˇe podatek
”
imagery“, ki pove, kako
lahko si je v mislih ustvariti sliko besede. ANEW ima za besede sˇe podatek
o dominanci. Podoben je tudi Warrinerjev slovar [68], le da je obsezˇnejˇsi.
Vsebuje podatke o valenci, aktivnosti in dominanci za vecˇ kot trinajst tisocˇ
anglesˇkih lem. DAL in ANEW skupaj vsebujeta nekaj vecˇ kot sedem tisocˇ
razlicˇnih besed.
V tabeli 3.1 so primeri prvih treh besed z najnizˇjo in najviˇsjo valenco v
slovarjih DAL in ANEW, v tabeli 3.2 pa za besede v slovarju Warriner [68].
Skala za valenco in aktivnost se med slovarji razlikuje, zato smo vse skale
poenotili na interval [1, 3]. Taksˇno skalo uporablja DAL. Slovarja ANEW in
Warriner [68] drugacˇe uporabljata skalo od 1 do 9. Slovarji se med seboj
razlikujejo ne samo po sˇtevilu besed (DAL jih ima 8743, ANEW 1030 in
Warriner [68] 13915), ampak tudi po
”
letu izdelave“. DAL je najstarejˇsi,
iz leta 1986, ANEW iz leta 1999 in najnovejˇsi Warriner [68], iz leta 2013.
Verjetno so tudi zaradi tega dolocˇene besede v razlicˇnih slovarjih razlicˇno
klasificirane. V tabeli 3.3 je nekaj takih primerov besed, ki v vseh treh
slovarjih spadajo v drug kvadrant.
Synesketch pa za besedilo izracˇuna osem utezˇi, sˇest za posamezna cˇustva
(veselje, zˇalost, jeza, strah, gnus, presenecˇanje) in pa dve skupni utezˇi (splosˇna
















Tabela 3.1: Primeri besed z najnizˇjo in najviˇsjo valenco iz slovarjev DAL








Tabela 3.2: Primeri besed z najnizˇjo in najviˇsjo valenco iz slovarja Warriner
[68].
v. DAL a. DAL Q v. ANEW a. ANEW Q v. Warr. a. Warr. Q
bees 1.714 1.889 q3 1.550 2.378 q2 2.035 2.133 q1
leader 1.750 1.875 q3 2.658 2.318 q1 2.310 1.990 q4
boxer 1.500 2.778 q2 2.128 2.030 q1 2.053 1.785 q4
girl 1.833 1.875 q3 2.468 1.823 q4 2.538 2.058 q1
hard 1.286 2.429 q2 2.055 2.030 q1 1.838 1.875 q3
news 1.778 2.333 q2 2.075 2.043 q1 1.990 1.903 q3
Tabela 3.3: Primeri besed, ki v slovarjih DAL, ANEW in Warriner [68] spa-
dajo v razlicˇne kvadrante.
Poglavje 4
Metode dela
V tem poglavju predstavimo pomembnejˇse metode in modele, ki smo jih upo-
rabili za izgradnjo nasˇega sistema. Naslednji opisi so povrsˇinski in so name-
njeni zgolj razumevanju principov delovanja uporabljenih metod in modelov.
Nobenega od naslednjih algoritmov nismo tudi dejansko implementirali sami,
ampak smo uporabili zˇe obstojecˇe resˇitve iz razlicˇnih Python knjizˇnic. Na
koncu vsakega opisa tudi piˇse, katero implementacijo smo uporabili.
4.1 POS oznacˇevanje
Vsaki besedi lahko dolocˇimo besedno vrsto. Nekatere besedne vrste v slo-
vensˇcˇini so glagol, samostalnik, pridevnik in prislov. POS oznacˇevanje po-
meni to, da vsaki besedi dolocˇimo oznako, ki predstavlja pripadajocˇo bese-
dno vrsto besede. Na primer, anglesˇki besedi
”
have“ pripada POS oznaka
VB, ki predstavlja glagol v osnovni obliki. Besedi
”
had“ pa pripada POS
oznaka VBD, ki predstavlja glagol v pretekli obliki. Ti dve oznaki sta fini
POS oznaki. Grobi POS oznaki za obe besedi bi bila zgolj VERB, ki pred-
stavlja vse glagole. POS razcˇlenjevalniki po navadi besedilo sami razbijejo v
zˇetone, tj. osnovne elemente besedila. Poleg besed so to sˇe locˇila in sˇtevila.
POS razcˇlenjevalniki potem dolocˇijo POS oznake posameznim zˇetonom. Za
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to smo uporabili knjizˇnico Syntaxnet1, ki vsebuje trenutno najnatancˇnejˇsi
razcˇlenjevalnik za anglesˇka besedila Parsey McParseface [55].
4.2 Model vrecˇe besed
Model vrecˇe besed je nacˇin, kako lahko besedilo poenostavljeno predstavimo.
Ta model je eden najpogosteje uporabljenih modelov za predstavitev bese-
dila z znacˇilkami ravno zaradi svoje preprostosti. Poleg uporabe v tekstovni
analizi se uporablja tudi na podrocˇju racˇunalniˇskega vida.
Vrecˇa besed je neurejena mnozˇica besed, ki so si med seboj paroma
razlicˇne in kjer za vsako besedo vemo sˇtevilo pojavitev v dokumentu. Beseda
lahko tukaj pomeni cˇrko, zlog, dejansko besedo, na podrocˇju racˇunalniˇskega
vida bi to lahko bilo zaporedje pik v sliki ipd. Dokument je lahko pred gra-
jenjem vrecˇe podvrzˇen dolocˇenim transformacijam, najpogosteje krnjenju in
odstranjevanju prepovedanih besed. Nato se vrecˇa zgradi s sˇtetjem vseh po-
sameznih razlicˇnih besed v dokumentu. Tako se zgradi model vrecˇe besed,
ki pa je pravzaprav poseben primer n-gram modela, kjer je n = 1 (unigram).
Lahko zgradimo tudi modele z bigrami, trigrami ali n-grami. Za grajenje
modela z bigrami preprosto vzamemo po dve zaporedni besedi (bigram) v
korpusu in potem v modelu to predstavlja eno besedo. Trigrami bi bili, cˇe
vzamemo po tri zaporedne besede in n-grami, cˇe vzamemo po n zapore-
dnih besed. Pri unigramih se izgubi prostorska informacija in lahko imata
dva razlicˇna dokumenta popolnoma enaki vrecˇi besed. Vzemimo na primer
naslednji dve anglesˇki povedi:
d1 = ”
John is better than Mary“
d2 = ”
Mary is better than John“
Oba dokumenta d1 in d2 bi imela enaki vrecˇi besed, vendar pa sta povedi
pomensko ravno obratni. Zato je uporaba n-gramov za n > 1 bolj primerna,
kjer moramo ohraniti sˇe nekaj prostorske informacije.
1https://github.com/tensorflow/models/tree/master/syntaxnet
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V nasˇem sistemu smo uporabili implementacijo modela vrecˇe besed iz
Python knjizˇnice scikit-learn2. V tej knjizˇnici je model vrecˇe besed imple-
mentiran v razredu CountVectorizer. S CountVectorizerjem lahko zgradimo
razlicˇne n-gram modele, lahko celo mesˇamo med sabo npr. model z unigrami
in bigrami. CountVectorizerju lahko podamo svojo mnozˇico besed, za katere
zˇelimo, da jih sˇteje v besedilu. Lahko pa tudi sam zgradi besediˇscˇe iz danih
dokumentov. Rezultat CountVectorizerjeve transformacije so vektorji pogo-
stosti simbolov. CountVectorizer vsaki besedi v besediˇscˇu dolocˇi indeks, tako
da je bi i-ta beseda v besediˇscˇu. Tako i-ta komponenta v vektorju pogostosti
simbolov predstavlja pogostost besede bi v dokumentu.
4.3 Krnjenje in lematizacija
Krnjenje (tudi korenjenje) in lematizacija sta dva nacˇina preoblikovanja be-
sed v osnovno formo. Namen je vecˇ razlicˇnih besed preslikati v eno samo









hiˇsa“. Osnova besede se pri krnjenju imenuje koren, pri lema-
tizaciji pa lema. Da dobimo osnovo besede, se moramo znebiti artefaktov
v besedah, ki se pojavijo npr. zaradi sklanjanja ali spreganja. V idealnem
primeru bi besede pretvorili v slovarske oblike besed. V slovensˇcˇini je to za
glagole nedolocˇnik, za samostalnike pa 1. oseba ednine v imenovalniku. To
poskusˇa pravzaprav dosecˇi lematizacija. S pomocˇjo morfolosˇke analize stavka
in slovarja poskusˇa za vsako besedo najti pomensko pravilno osnovno formo
besede. Po drugi strani pa krnjenje poskusˇa pri vsaki posamezni besedi najti
zgolj koren besede. Najvecˇkrat to pomeni, da besedi odrezˇe koncˇnice ali pa
morda predpone, za katere ve, da so pogosto rezultat sklanjanja, spreganja in









hiˇs“. Krnjenje ne vidi sˇirsˇega konteksta in dela samo
z eno besedo naenkrat, medtem ko lematizacija poskusˇa s pomocˇjo analize
stavka ali dokumenta delovati bolj informirano. K analizi za lematizacijo
2http://scikit-learn.org/stable/index.html
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spada tudi POS oznacˇevanje.
4.4 Izbira znacˇilk z ReliefF
ReliefF [39] je algoritem za ocenjevanje pomembnosti znacˇilk za klasifikacijske
probleme. Algoritem ReliefF je nadgradnja algoritma Relief. Za regresijske
probleme obstaja posebna razlicˇica ReliefF algoritma, ki se imenuje RReliefF.
Denimo, da imamo matriko X, ki predstavlja nasˇo mnozˇico znacˇilk. Vr-
stice v X predstavljajo ucˇne primere, stolpci v X predstavljajo posamezne
znacˇilke. Za vsak ucˇni primer v X vemo tudi njegov razred. Algoritem v
grobem deluje tako, da si n-krat izbere po en nakljucˇni ucˇni primer R v
X. Za ucˇni vzorec R najde k najblizˇjih (glede na Evklidsko razdaljo med
vektorjema znacˇilk) sosedov (vrstic v X), ki spadajo v isti razred kot R. Ti
najblizˇji sosedje se imenujejo
”
nearest hit“. Potem za ucˇni vzorec R najde sˇe
k najblizˇjih sosedov (ucˇnih vzorcev v X), ki ne spadajo v isti razred kot R. Ti
najblizˇji sosedje se imenujejo
”
nearest miss“. Cˇe je sˇtevilo razredov vecˇ kot
dva, potem algoritem najde k
”
nearest miss“ za vsak razred (drugacˇen od R)
posebej. Nato sledi posodabljanje utezˇi. Vsaka znacˇilka zacˇne z utezˇjo 0,0.
Po vsaki iteraciji se utezˇ za znacˇilko ai posodobi tako, da se ji odsˇteje vsota
razlik R-ja in vseh k
”
nearest hit“ v znacˇilki ai in priˇsteje vsota razlik R-ja
in vseh k
”
nearest miss“ v znacˇilki ai. Cˇe je razredov vecˇ, se vsota razlik med
R in k
”
nearest miss“ izracˇuna za vsak razred posebej in se vsota razlik utezˇi
z verjetnostjo razreda. Prakticˇno to pomeni, da bolj kot je znacˇilka razlicˇna
znotraj istega razreda in bolj podobna med razlicˇnimi razredi, manjˇso utezˇ
dobi. Obratno pa znacˇilke, ki so si znotraj istega razreda bolj podobne in
med razlicˇnimi razredi bolj razlicˇne, dobijo vecˇjo utezˇ. Rezultat algoritma
so izracˇunane utezˇi za vsak atribut posebej. Iz utezˇi potem ni tezˇko razbrati
najboljˇse znacˇilke.
V nasˇem sistemu smo uporabili implementacijo algoritma ReliefF iz knji-
zˇnice scikit-feature3. Edini parameter, ki ga algoritmu podamo, je k. V
3http://featureselection.asu.edu/
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praksi se izkazˇe, da je v splosˇnem k = 10 primerna vrednost [39].
4.5 Metode ucˇenja
4.5.1 Metoda podpornih vektorjev
Metoda podpornih vektorjev je algoritem za nadzorovano strojno ucˇenje.
Lahko se uporablja za klasifikacijo in regresijo. Cilj algoritma je najti hi-
perravnino v n-dimenzionalnem prostoru, kjer je n sˇtevilo znacˇilk, ki kar se
da najbolje med seboj locˇuje razlicˇne razrede. Na primer, cˇe imamo ucˇne
primere v 2-dimenzionalnem prostoru, locˇene v dva razreda, zˇelimo poiskati
premico, ki med seboj najbolje locˇi ta dva razreda. Tocˇke (ucˇni primeri), ki
so najblizˇje tej premici, imenujemo podporni vektorji. Od tu tudi ime tej
metodi. Premica, ki najbolje locˇuje ta dva razreda, ima najvecˇji rob (angl.
margin), to je razdalja od premice do podpornih vektorjev. Cˇe bi katerega
od podpornih vektorjev odstranili ali pa bi se kateri od podpornih vektorjev
spremenil, bi se najverjetneje spremenila tudi locˇevalna ravnina.
V primeru, ko razredi med sabo niso linearno locˇljivi, uporabimo trik z
jedrom (angl. kerneling). To pomeni, da ucˇne primere preslikamo v viˇsji
dimenzionalni prostor in poskusˇamo najti locˇevalno ravnino v tem viˇsje di-
menzijskem prostoru. Pogosti jedri, uporabljeni v praski, sta polinomski in
RBF (angl. Radial Basis Function). Ta jedra imajo tudi vrsto parametrov.
Parametre metode in jeder je treba previdno izbrati, saj lahko slaba izbira
privede do preohlapnega locˇevanja razredov ali pa do pretiranega prilagajanja
ucˇni mnozˇici (angl. overfitting). Pomembna parametra pri teh dveh jedrih
sta C in gama. Oba kontrolirata, kako zelo naj se locˇevalna cˇrta prilagaja
ucˇnim podatkom in preveliki vrednosti za ta dva parametra lahko povzrocˇita
pretirano prilagajanje.
V nasˇem sistemu smo uporabili implementaciji metode podpornih vektor-




Gradient Boosting je ena izmed ansambelskih metod strojnega ucˇenja. Lahko
se uporablja za klasifikacijo in regresijo. Ansambelske metode naucˇijo vecˇ
modelov (iz iste ali razlicˇnih vrst strojnega ucˇenja), da na koncu skupaj
dosezˇejo boljˇse rezultate, kot bi jih posamezni modeli. Metode tipa Boosting
gradijo vecˇ sˇibkejˇsih modelov, ki na koncu skupaj tvorijo en mocˇnejˇsi model.
Sˇibkejˇsi model tukaj pomeni tak model, ki je lahko le za malo boljˇsi od
nakljucˇnega modela. Po navadi gradijo sˇibka (plitva) odlocˇitvena drevesa.
Ansambel gradijo iterativno. V vsaki iteraciji zgradijo nov model, ki se
osredotocˇi na klasificiranje problematicˇnih ucˇnih vzorcev, ki jih modeli iz
prejˇsnjih iteracij niso pravilno napovedali, in ga dodajo koncˇni resˇitvi. Tako
poskusˇajo v vsaki iteraciji znizˇati skupno napako. To ponavljajo, dokler ni
napaka dovolj nizka. Gradient Boosting racˇuna napako z gradienti, od tu
tudi ime.
Implementacija Gradient Boostinga v Pythonu, ki smo jo uporabili, se
imenuje XGBoost4. Za preizkus tega algoritma in te specificˇne implementa-
cije smo se odlocˇili, ker je bil to zmagovalni algoritem na vecˇ tekmovanjih
v zadnjem cˇasu5. Nastavljivih je vrsto parametrov, nekateri med njimi so
n estimators, max depth, subsample, gamma in learning rate. Kontrolirajo
med drugim, koliko dreves zgraditi in do kaksˇne globine. Ponovno je treba
paziti pri izbiri parametrov, da koncˇni model ni pretirano prilagojen ucˇni
mnozˇici.
4.6 Precˇno preverjanje
Pri racˇunanju natancˇnosti modela je pomembno, da natancˇnosti ne ocenimo
na isti mnozˇici, kot smo izvedli ucˇenje modela. Ta ocena je najvecˇkrat preti-





optimizacija hiperparametrov in dejansko ucˇenje modela na podatkih. Da bi
dobili bolj realno oceno modela, po navadi podatke razdelimo na ucˇno in
testno mnozˇico. Posledicˇno se lahko zgodi, da je ucˇnih primerov zalo malo.
Tak problem resˇujemo s k-kratnim precˇnim preverjanjem (angl. k-fold Cross
Validation). Deluje tako, da vse podatke razdelimo na k-enako velikih de-
lov. V vsaki iteraciji izberemo k− 1 delov in jih zdruzˇimo. To postane ucˇna
mnozˇica. Ostane 1
k
podatkov, ki jih vzamemo za testno mnozˇico. Potem
model naucˇimo na ucˇni mnozˇici in ocenimo natancˇnost na testni mnozˇici. To
ponovimo k-krat, tako da je vsak od k delov enkrat testna mnozˇica. Na koncu
za oceno vzamemo povprecˇje vseh izmerjenih ocen. Taksˇna ocena modela je
bolj realna kot pa, cˇe bi ucˇenje in testiranje izvedli na celotni mnozˇici. Pri
klasifikacijskih primerih, kjer vemo razrede primerov, lahko uporabimo stra-
tificirano precˇno preverjanje (angl. Stratified Cross Validation), ki poskrbi,
da pri deljenju podatkov na k delov vsak del ohrani razmerja med razredi.
4.7 Optimizacija hiperparametrov
Pri ucˇnih algoritmih smo omenili, da imajo razlicˇne parametre, ki jih dolocˇi
uporabnik in da ti parametri lahko mocˇno vplivajo na koncˇni rezultat. Opti-
malni parametri so lahko zelo razlicˇni od problema do problema. Ravno zato
je tezˇko tocˇno predvideti, katere vrednosti parametrov najbolje ustrezajo za
izbrani model. Zato smo pred ucˇenjem modelov izvedli sˇe optimizacijo hi-
perparametrov. V splosˇnem optimizacija oz. iskanje hiperparametrov poteka
tako:
1. Izberemo vrednosti za parametre, ki jih zˇelimo optimizirati.
2. Podatke razdelimo na k enakih delov.
3. Model z izbranimi parametri naucˇimo na k − 1 delih podatkov.
4. Model ocenimo na preostalem delu podatkov.
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5. Koraka 3 in 4 ponovimo, tako da je vsak del podatkov enkrat testna
mnozˇica (k-kratno precˇno preverjanje).
6. Korake od 1 do 5 ponovimo za vse mozˇne kombinacije vrednosti para-
metrov.
7. Izberemo parametre, ki so imeli v precˇnem preverjanju najboljˇse pov-
precˇje ocen.
4.7.1 Izcˇrpno iskanje parametrov
Malheiro [46] omeni, da so izvedli optimizacijo hiperparametrov z izcˇrpnim
preiskovanjem. Za vsak parameter, ki ga zˇelimo optimizirati, podamo koncˇno
mnozˇico vrednosti. Algoritem preizkusi vse mozˇne kombinacije vrednosti
vseh parametrov in vrne tisto, ki se pokazˇe za najboljˇso. Preizkusi jih s
k-kratnim precˇnim preverjanjem. Taksˇno preverjanje je lahko uporabno, cˇe
teh parametrov ni veliko in/ali so mnozˇice vrednosti majhne. Pri taksˇnem
iskanju moramo tocˇno dolocˇiti, katere vrednosti zˇelimo preizkusiti. Tako za
parameter, ki je definiran na intervalu (0,∞), lahko preizkusimo razlicˇne
potence sˇtevila 10, npr. od 10−i do 10i.
4.7.2 Nakljucˇno iskanje parametrov
Pri vecˇjem naboru parametrov se izkazˇe, da je zadovoljivo in manj zah-
tevno nakljucˇno iskanje parametrov [5]. Za razliko od izcˇrpnega iskanja,
kjer podamo za vsak parameter koncˇno mnozˇico vrednosti, tukaj podamo
za vsak parameter distribucijo, iz katere se nato nakljucˇno vzorcˇijo vredno-
sti. Pri izcˇrpnem preiskovanju se iskalni prostor sistematicˇno pregleda, ven-
dar so tocˇke iskanja fiksne. Cˇe v teh fiksnih tocˇah ni optimalne tocˇke, po-
tem izcˇrpno preiskovanje sploh nima mozˇnosti najti optimalnih parametrov.
Pri nakljucˇnem preiskovanju tega problema ni zaradi nakljucˇnega vzorcˇenja.
Druga prednost, v primerjavi z izcˇrpnim iskanjem, se pokazˇe, ko imamo ve-
liko sˇtevilo parametrov oz. velike zaloge vrednosti. Pri izcˇrpnem iskanju
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je treba preiskati vse mozˇne kombinacije, medtem ko lahko pri nakljucˇnem
iskanju sami dolocˇimo, koliko iteracij zˇelimo opraviti. Seveda, vecˇ iteracij,
kot izvedemo, vecˇja je verjetnost, da najdemo optimalne parametre. Recimo,
da imamo tri parametre in za vsakega po 10 vrednosti, ki jih zˇelimo preiz-
kusiti. To je 10 ∗ 10 ∗ 10 = 1000 kombinacij, ki jih mora izcˇrpni algoritem
preizkusiti. Po drugi strani pa ima nakljucˇno iskanje pri 60 iteracijah vecˇ
kot 95% verjetnosti, da najde vrednosti znotraj 5% obmocˇja okoli optimuma
v iskalnem prostoru. Zadnjo trditev lahko enostavno dokazˇemo. V vsakem
poskusu nakljucˇno izberemo vse parametre, kar pomeni, da izberemo tocˇko
v iskalnem prostoru. Zamislimo si 5% podprostora okoli optimuma v tem
iskalnem prostoru. Verjetnost, da nakljucˇno izberemo tocˇko v tem podpro-
storu okoli optimuma, je 0.05. Verjetnost, da izberemo tocˇko izven tega
podprostora, je 1− 0.05. Pri n poskusih je verjetnost, da nikoli ne izberemo
tocˇke iz tega podprostora (1 − 0.05)n. Verjetnost, da vsaj enkrat izberemo
tocˇko iz tega podprostora v n poskusih, je potem 1− (1− 0.05)n. Cˇe zˇelimo,
da je verjetnost, da tako tocˇko najdemo, vsaj 95%, moramo resˇiti enacˇbo
1− (1− 0.05)n ≥ 0.95. Resˇitev je n ≥ 59.
Seveda nakljucˇno preiskovanje ne zagotavlja optimalnega rezultata, ki
bi ga lahko nasˇli z zelo natancˇnim izcˇrpnim preiskovanjem. Vendar pa je
verjetnost, da najdemo skoraj optimalne parametre, zelo visoka. Pri velikem
sˇtevilu parametrov je izcˇrpno preiskovanje zelo drago in je zato nakljucˇno
iskanje lahko bolj pametna izbira.
Spodaj je primer kode v Pythonu, kjer z nakljucˇnim iskanjem optimizi-
ramo parametre za SVM klasifikator. Za nakljucˇno iskanje parametrov je
v primeru uporabljena implementacija iz knjizˇnice scikit-learn, ki se ime-
nuje RandomizedSearchCV. V spremenljivki parameters definiramo obmocˇje
iskanja za vse parametre, ki jih zˇelimo optimizirati. Za parameter kernel
smo podali seznam vrednosti, za parameter C pa eksponentno distribucijo.
Parameter cv v RandomizedSearchCV konstruktorju definira, s kolikokra-
tnim precˇnim preverjanjem zˇelimo nakljucˇno izbrane parametre oceniti, za
mero uspesˇnosti pa smo si izbrali mero F1 (parameter scoring). Podan je sˇe
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argument n iters, ki definira, koliko nakljucˇnih kombinacij naj se preizkusi
pri iskanju. S klicem metode fit zacˇnemo iskanje parametrov, na koncu pa
najboljˇse parametre izpiˇsemo na zaslon.
1 from sklearn.model_selection import RandomizedSearchCV
2 from sklearn.svm import SVC
3 from scipy.stats import expon
4
5 parameters = {’kernel’:(’linear’, ’rbf’), ’C’:expon(scale=10)}
6
7 clf = RandomizedSearchCV(SVC(), parameters, n_iter=10, cv=10,
scoring="f1_macro")
8 clf.fit(X_param , y_param)
9
10 print(clf.best_params_)
Primer kode 4.1: Primer uporabe RandomizedSearchCV
4.8 Ocenjevanje
4.8.1 Mera F1
Za oceno uspesˇnosti klasifikacije smo uporabili mero F1. Mera F1 je har-
monicˇno povprecˇje natancˇnosti (angl. precision, Pr) in priklica (angl. recall,
Re). Natancˇnost predstavlja delezˇ med sˇtevilom pravilno napovedanih pozi-
tivnih vrednosti in sˇtevilom vseh pozitivno napovedanih vrednosti (pravilno
in nepravilno napovedanih). Priklic pa je delezˇ med sˇtevilom pravilno napo-
vedanih pozitivnih vrednosti in sˇtevilom vseh dejansko pozitivnih vrednosti
(ne glede na napoved). Mero F1 izracˇunamo po formuli
F1 = 2 ∗ Pr ∗Re
Pr + Re
Mero F1 lahko na tak nacˇin uporabimo samo za binarne klasifikatorje
(klasificiranje v dva razreda, pozitivnega in negativnega). Vendar pa z mero
F1 ocenjujemo tudi vecˇrazredne klasifikatorje. Mera F1macro se izracˇuna
tako, da se mera F1 izracˇuna za vsak razred posebej (instance razreda so
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pozitivni primeri, vse ostalo pa negativni) in potem vse mere povprecˇimo.






2 ∗ Pri ∗Rei
Pri + Rei
4.8.2 Mera R2
Za oceno uspesˇnosti regresorjev smo uporabili determinacijski koeficient R2.
Ta mera oceni, kako dobro se model prilega podatkom glede na to, koliksˇen
del variance znanih vrednosti pojasnimo z napovedanimi vrednostmi. Vre-
dnost 1 pomeni, da se model popolnoma prilega podatkom. Negativna vre-
dnost pomeni, da se model podatkom sploh ne prilega. Denimo, da imamo
znane vrednosti y0...yn in njihove napovedane vrednosti f0...fn. y je povprecˇje











V tem poglavju predstavimo, kako smo implementirali nasˇ sistem. Za pro-
gramiranje nasˇe resˇitve smo si izbrali programski jezik Python, ki je tudi
drugacˇe priljubljen jezik na podrocˇju strojnega ucˇenja.
5.1 Pridobitev besedil
Prvi korak je bil pridobiti vsa besedila, na katerih bomo lahko ucˇili in testirali
nasˇe modele. Malheiro [46] je javno objavil seznam anotiranih besedil, na
podlagi katerih smo delali tudi mi. Zaradi avtorskih pravic dejanska besedila
niso bila objavljena, vendar le spletni naslov, od koder so bila besedila pre-
nesena. Seznam vseh spletnih naslovov je zapisan v datoteki tipa CSV (angl.
Comma Seperated Values). Datoteke CSV imajo koncˇnico .csv. Vsaka vr-
stica v .csv datoteki predstavlja eno besedilo (ucˇni primer). Vrstica v dato-
teki za ucˇno mnozˇico vsebuje naslov pesmi, ime izvajalca pesmi, ID besedila,
podatke o valenci in aktivnosti cˇustev (povprecˇje in standardni odklon) in
spletni naslov. Vrstica v datoteki za testno mnozˇico vsebuje ID besedila,
kvadrant, v katerega spada besedilo, ime izvajalca pesmi, naslov pesmi in
spletni naslov. Vrsticam v datoteki za ucˇno mnozˇico smo zaradi prakticˇnosti
naknadno dodali sˇe podatek o kvadrantu, v katerega pesem spada, izracˇunan
na podlagi podatkov o povprecˇju valence in aktivnosti. Nekateri izmed sple-
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tnih naslovov niso bili dosegljivi, zato smo te naslove nadomestili z novimi
spletnimi naslovi. Ugotovili smo, da je v testni in ucˇni mnozˇici nekaj dupli-
katov. Nekatera besedila iz ucˇne mnozˇice so se ponovila v testni mnozˇici. V
testni mnozˇici so bila besedila, ki so se tudi po trikrat ponovila, v enem pri-
meru so bili celo razredi med njimi razlicˇni. Tako smo vsega skupaj odstranili
9 (podvojenih) besedil iz testne mnozˇice. Tako je na koncu ucˇno mnozˇico
sestavljalo 180 besedil in testno 762 besedil.
Za odpiranje in shranjevanje datotek tipa CSV smo uporabili knjizˇnico
Pandas1. Funkcija pandas.read_csv prebere vsebino CSV datoteke v objekt
pandas.DataFrame. pandas.DataFrame tudi drugacˇe uporabljamo cˇez celo-
ten sistem za prenos podatkov, kot so znacˇilke.
Nato smo s pomocˇjo knjizˇnice urllib2 prenesli HTML (angl. Hyper Text
Markup Language) vsebino iz spletnega naslova. S knjizˇnico Beautiful Soup
43 smo potem iz prenesene HTML vsebine izlusˇcˇili glasbeno besedilo. Bese-
dilo smo potem lokalno shranili v tekstovno datoteko. To smo ponovili za
vse spletne naslove.
Na spletnih straneh iz razlicˇnih virov je besedilo drugje v HTML struk-
turi, zato je bilo treba prej rocˇno preveriti vsak spletni vir. Na primer, na
straneh na naslovu www.metrolyrics.com je besedilo v HTML znacˇki <div
class="lyrics-body in vsi verzi so znotraj HTML znacˇk <p class="verse.
Nasˇ sistem trenutno zna izlusˇcˇiti glasbeno besedilo s spletnih strani iz 24
razlicˇnih virov. Cˇe je potreba po sˇe dodanih virih, pa se da sistem hitro
nadgraditi.
Spodaj sledi primer programske kode za prenos glasbenih besedil s spleta.
Na taksˇen nacˇin smo tudi mi prenesli glasbena besedila s spleta, vendar pa
je spodnji primer vseeno zelo poenostavljen.
1 # Nalozˇimo Python module Pandas, urllib in BeautifulSoup
2 import pandas as pd





4 from bs4 import BeautifulSoup
5
6 # Preberemo CSV datoteko
7 dataset = pd.read_csv(’dataset.csv’)
8
9 # Zanka cˇez vse vrstice
10 for index,row in dataset.iterrows():
11 # Iz spletnega naslova prenesmo HTML vsebino
12 source = row[’Source’]
13 html_data = urlopen(source).read()
14
15 # Iz HTML vsebine naredimo ’juho’
16 soup = BeautifulSoup(html_data, ’html’)
17
18 # Iz ’juhe’ preberemo vse verze in jih zdruzˇimo v besedilo
19 verses = soup.find_all(’p’, ’verse’)
20 verses = [verse.get_text() for verse in verses]
21 lyrics = ’\n\n’.join(verses)
22
23 # Besedilo shranimo v tekstovno datoteko
24 song_id = row[’Id’]
25 with open(song_id+’.txt’, ’w+’) as output_file:
26 output_file.write(lyrics)
Primer kode 5.1: Primer pridobivanja glasbenih besedil iz spleta
5.2 Preprocesiranje besedil
Besedila, ki smo jih prenesli s spleta, so najvecˇkrat vsebovala vrsto artefak-
tov. Pogosti artefakti so bile znacˇke (npr. za oznako refrena), podatki o
pesmi (naslov, izvajalec) ali zapisani odmevi in zvoki v avdio ozadju. Veliko
takih artefaktov lahko pokvari analizo besedil, predvsem pri analizi struk-
ture besedil. Zato smo iz besedil odstranili taksˇne artefakte. Poleg cˇiˇscˇenja
besedil smo za vsako besedilo dolocˇili sˇe refren. Besedila smo tudi sˇe oznacˇili
s POS oznakami in jih lematizirali.
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5.2.1 Podatki o besedilu
Najprej smo iz besedil odstranili podatke o besedilu, kot so naslov pesmi, ime
izvajalca, naslov albuma in leto izida. V vseh besedilih, ki smo jih pregledali,
so se ti podatki pojavili ali v prvih ali v zadnjih nekaj vrsticah besedila.
Pogosta kombinacija je, da je v prvi vrstici ime izvajalca pesmi, v drugi
vrstici naslov albuma in v tretji vrstici naslov pesmi. Algoritem za brisanje
teh podatkov pogleda vrstice prvega in zadnjega odstavka (deli besedila locˇeni
z
”
\n\n“ in primerja te vrstice z imenom izvajalca pesmi in naslovom pesmi.
To sta namrecˇ edina dva podatka, ki jih vemo o besedilu. Algoritem ne deluje
na cˇisti podobnosti, vendar pa s pomocˇjo knjizˇnice Fuzzywuzzy4 primerja
vrstice glede na razmerje podobnosti, ki mora biti vecˇje od dolocˇenega praga.
Ta prag je bil ocenjen na podlagi poskusov. Algoritem tudi odstrani vrstice,
ki vsebujejo nekatere besedne zveze, kot so
”




Nekatera besedila v originalu niso v anglesˇcˇini in sta bila zato zapisana origi-
nal in prevod besedila. Nas so zanimala samo anglesˇka besedila in smo zato
v takem primeru odstranili originalno (ne-anglesˇko) besedilo. Teh besedil je
bilo zelo malo in anglesˇki prevodi so bili zelo specificˇno oznacˇeni. Vedno je
bilo originalno besedilo na zacˇetku in nato za njim anglesˇki prevod. Anglesˇki




English translation:“. Dvopicˇje je tukaj zelo pomembno. Tako je nasˇ algori-
tem za ekstrakcijo anglesˇkih prevodov zelo enostaven, preprosto odstrani vse
vrstice do vkljucˇno vrstice, ki vsebuje eno od prej omenjenih nizov. Algori-
tem je preprost in zelo specificˇen za besedila, s katerimi smo delali, vendar
je svoje delo opravil.
Cˇe bi zˇeleli algoritem narediti bolj splosˇen, bi morali uposˇtevati vecˇ
mozˇnih scenarijev. Prevod bi se lahko pojavil pred originalom ali pa bi
bilo originalno besedilo in prevodi pomesˇani. Lahko bi zgradili algoritem, ki
4https://github.com/seatgeek/fuzzywuzzy
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bi preverjal posamezne kitice ali pa vrstice in racˇunal delezˇ anglesˇkih besed,
cˇeprav je pri zelo majhnem sˇtevilu besed to lahko nezanesljivo. Na podlagi
tega bi se potem lahko odlocˇili, katere kitice ali vrstice obdrzˇati. Za Python
obstaja vecˇ knjizˇnic za prepoznavanje jezika iz besedila, dve sta langdetect5
in polyglot6.
5.2.3 Znacˇke
Znacˇke lahko najvecˇkrat prepoznamo po oglatih oklepajih. Pogosto nad re-
frenom vidimo znacˇko [Chorus]. Tovrstne znacˇke so nam koristile, ko smo is-
kali refren v besedilu. Koristile so nam tudi sˇe znacˇke za ponovitev npr.[x3],
[2 times]. Taksˇne znacˇke smo poskusˇali interpretirati in ponoviti del bese-
dila, na katerega se navezujejo.
Je pa bilo v veliko besedilih sˇe mnogo drugih znacˇk, kot so [fade],
[spoken], [Barbara:] ipd. Taksˇne znacˇke za nas niso imele nobenega
pomena in smo jih zato preprosto odstranili. Iskanje in brisanje znacˇk smo
izvedli s pomocˇjo regularnih izrazov (angl. Regular Expression, Regex ). Stan-
dardna knjizˇnica v Pythonu za regularne izraze se imenuje re7.
5.2.4 Iskanje refrena
Zˇe vnaprej smo vedeli, da bomo morali za vsako besedilo poznati refren (cˇe
sploh obstaja), saj smo pozneje na podlagi refrena izracˇunali nekaj znacˇilk.
Najbolj preprosto je bilo v besedilih prepoznati refren, cˇe je bil zˇe oznacˇen z
znacˇko za refren (poleg besede
”
Chorus“ se za refren uporabljata sˇe
”
Hook“
predvsem pri rap besedilih in pa
”
Refrain“). V primeru, ko teh znacˇk ni
bilo prisotnih v besedilu, smo poskusˇali na podlagi dolocˇenih predpostavk
poiskati refren. Najpomembnejˇsa predpostavka je to, da je refren tista kitica,
ki se bolj ali manj enaka ponovi najvecˇkrat v besedilu. To je ne nazadnje





predpostavke so sˇe, da je refren najverjetneje zˇe ena izmed kitic na zacˇetku
besedila in pa da je kitica, v kateri se pojavi naslov, sˇe bolj verjeten kandidat
za refren. Algoritem tako gre cˇez vse kitice in za vsako glasuje glede na
hevristike. Kitica, ki na koncu zbere najvecˇ glasov, se predpostavi, da je
refren. Cˇe imata dve kitici enako sˇtevilo tocˇk, potem algoritem refrena ni
nasˇel in predpostavimo, da ne obstaja.
5.2.5 Cˇiˇscˇenje
Zadnji korak pri cˇiˇscˇenju besedil je bil sˇe preprosto odstraniti vse nezˇelene
in odvecˇne znake. Do tega koraka smo znacˇke, ki smo jih potrebovali, zˇe
uporabili in nam na tej tocˇki ne koristijo vecˇ. S pomocˇjo regularnih izrazov
smo odstranili vse dele besedila, ki so znotraj oglatih oklepajev. Besedilo,
ki je znotraj oklepajev in zavitih oklepajev, je navadno odmev iz ozadja ali
vzklic. Taksˇna besedila smo obdrzˇali, odstranili smo zgolj oklepaje. Odstra-
nili smo tudi vse odvecˇne presledke in znake za novo vrstico. Na primer,
kjer je vecˇ presledkov zaporedoma, smo jih skrajˇsali v enega, pri znakih za
novo vrstico pa smo tri ali vecˇ znakov skrajˇsali v dva. Tako lahko kasneje




Ocˇiˇscˇena besedila smo nato sˇe oznacˇili s POS oznakami. Poleg finih in grobih
POS oznak smo besedam dolocˇili sˇe leme in korene. Rezultate smo predstavili
kot tabele. Vrstica v tabeli predstavlja po eno besedo oz. zˇeton, po stolpcih
pa so POS oznake, leme in koreni. Te tabele smo nato shranili kot CSV
datoteke.
5.2.7 Primer
Spodaj je primer glasbenega besedila z razlicˇnimi artefakti: v prvih treh
vrsticah so podatki o pesmi in avtorju, vse kitice so oznacˇene z znacˇkami, v
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oklepajih in na sredini besedila so deli, ki se navezujejo na glasbeno podlago





When I see you
On the corner
My heart just skips a beat (beat)
[Chorus]
All it took was a little kiss x2
Never thought I’d feel like this
[Verse 2]
When you’re near me
In the hall ways
I’m trying not to stare
[Instrumental]
[Chorus] x2
Po cˇiˇscˇenju je besedilo videti tako:
When I see you
On the corner
My heart just skips a beat beat
All it took was a little kiss
All it took was a little kiss
Never thought I’d feel like this
When you’re near me
In the hall ways
I’m trying not to stare
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All it took was a little kiss
All it took was a little kiss
Never thought I’d feel like this
All it took was a little kiss
All it took was a little kiss
Never thought I’d feel like this
Sˇe primer, kako je videti lematizirana druga kitica:
when you be near i
in the hall way
i be try not to stare
5.3 Priprava znacˇilk
Ko so bili dokumenti pripravljeni, smo iz njih pridobili znacˇilke. Znacˇilke, ki
smo jih pridobili, so raznovrstne, zato smo uporabili razlicˇne nacˇine pridobi-
vanja znacˇilk.
Vsebinske znacˇilke. Vsebinske znacˇilke smo vse pridobili s scikit-learn
razredom TfidfVectorizer. TfidfVectorizer lahko uporabimo za racˇunanje po-
gostosti simbolov (angl. Term Frequency, tf ) ali mere
”
pogostost simbolov
- inverzna pogostost v dokumentih“ (angl. Term Frequency – Inverse Do-
cument Frequency, tf-idf ). tf-idf je mera, ki utezˇi pogostosti simbolov v do-
kumentu glede na to, kako pomembna je katera beseda v celotnem korpusu.
Mera tf-idf se pogosto uporablja v tekstovnem rudarjenju. TfidfVectorizer-ju
lahko podamo argument ngram range, da dolocˇimo, kaksˇen model naj zgradi
(unigram, bigram itd.). TfidfVectorizer lahko tudi normalizira vektorje izra-
zov, pri cˇemer smo mi uporabili L2 normalizacijo.
Spodaj je preprost primer, kako uporabiti TfidfVectorizer za racˇunanje
pogostosti simbolov ali tf-idf mer. TfidfVectorizer sprejeme vrsto parame-
trov. use idf dolocˇa, ali naj racˇuna pogostost simbolov ali tf-idf. norm
dolocˇa, ali naj rezultat normalizira in na kaksˇen nacˇin (L1 ali L2). Cˇe po-
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damo parametra use idf=False in norm=None, potem se vede isto kot Co-
untVectorizer.
1 from sklearn.feature_extraction.text import TfidfVectorizer
2
3 train_set = ("The sky is blue.", "The sun is bright.")
4 test_set = ("The sun in the sky is bright.", "We can see the shining sun,
the bright sun.")
5
6 vectorizer = TfidfVectorizer(analyzer=’word’, ngram_range=(1,1),
use_idf=False, norm=None)
7 train_features = vectorizer.fit_transform(train_set).todense()
8
9 print(vectorizer.vocabulary_)
10 # {’blue’: 0, ’bright’: 1, ’is’: 2, ’sky’: 3, ’sun’: 4, ’the’: 5}
11
12 test_features = vectorizer.transform(test_set).todense()
13 print(test_features)
14 # [[ 0. 1. 1. 1. 1. 2.]
15 # [ 0. 1. 0. 0. 2. 2.]]
Primer kode 5.2: Primer uporabe TfidfVectorizer
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Stilisticˇne znacˇilke. Pri stilisticˇnih znacˇilkah smo zastavili dva modela.
Prvi temelji na sˇtetju besednih vrst (POS oznak) in ravno tako uporablja
TfidfVectorizer. TfidfVectorizerju lahko podamo svoje besediˇscˇe (parame-
ter vocabulary), da potem uposˇteva samo podane besede. Zgradili smo dva
modela, enega za racˇunanje pogostosti simbolov in enega za tf-idf.
1 my_POS_vocab = (’VRB’, ’NN’, ’ADJ’, ’PRN’, ’NUM’)
2 pos_vectorizer = TfidfVectorizer(analyzer=’word’,
vocabulary=my_POS_vocab, use_idf=False, norm=’l2’)
Primer kode 5.3: Primer uporabe TfidfVectorizer kjer podamo seznam besed
Drugi model je sestavljen iz sˇtetja slengovskih izrazov v besedilu in sˇtetja
besed z velikimi zacˇetnicami in velikimi cˇrkami. Za sˇtetje slengovskih be-
sed smo uporabili CountVectorizer, ki smo mu podali nasˇ slovar slengovskih
besed. Uposˇtevali smo samo skupno sˇtevilo vseh slengizmov v dokumentu,
zato smo vse pogostosti simbolov sesˇteli. Za sˇtetje besed z velikimi cˇrkami
pa smo uporabili preprosto zanko, ki gre cˇez vse besede in povecˇa sˇtevec, cˇe
je beseda v celoti zapisana z velikimi cˇrkami oz. ima veliko zacˇetnico (dva
razlicˇna sˇtevca). Uposˇtevali smo samo tiste besede z veliko zacˇetnico, ki niso
prva beseda v vrstici.
Znacˇilke strukture pesmi. Pri znacˇilkah strukture pesmi smo sˇteli
stvari, kot so sˇtevilo ponovitev naslova v besedilu ali pa sˇtevilo vseh ki-
tic. Deloma smo to implementirali z regularnimi izrazi, deloma s sˇtevci in
zanko. Ker smo zˇe prej poskrbeli, da smo v besedilu prepoznali refren, je bilo
racˇunanje znacˇilk strukture pesmi mnogo lazˇje. Besedilo smo locˇili v kitice
tako, da smo ga
”
razrezali“, kjer se pojavi niz
”
\n\n“. Potem smo posamezne
kitice lahko oznacˇili kot refren, cˇe so bile dovolj podobne besedilu, ki smo ga
predhodno prepoznali kot refren.
Semanticˇne znacˇilke. Za racˇunanje semanticˇnih znacˇilk smo uporabili
vrsto zˇe obstojecˇih orodij. Eno izmed njih je Synesketch, ki pa je implemen-
tiran v Javi, tako da ga neposredno nismo mogli uporabiti v nasˇi Pythonski
kodi. Vse, kar smo zˇeleli, je, da besedilo posˇljemo Javanskemu objektu iz
Synesketcha in od njega nazaj dobimo seznam vrednosti. Zato smo upora-
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bili knjizˇnico Py4J8, ki omogocˇa, da Python program dostopa do Javanskih
objektov v Java virtualnem stroju (angl. Java Virtual Machine). Py4J
deluje tako, da napiˇsemo program v Javi, ki zazˇene py4j.GatewayServer
in izpostavi objekte, ki bi jih radi dostopali iz Python programa. Nato se
Python program povezˇe na ta strezˇnik, od koder lahko dobi zˇelene Javanske
objekte. Ti objekti se v Python kodi uporabljajo tako, kot da so Python
objekti. Na tak nacˇin smo pridobili cˇustvene utezˇi, ki jih iz besedila zna
izracˇunati Synesketch.
Ostala orodja, ki smo jih uporabili, so semanticˇni slovarji DAL, ANEW,
Warrinerjev slovar [68] in GI. GI znacˇilke smo iz besedil pridobili tako, da
smo najprej pripravili CountVectorizer in mu za besediˇscˇe dali seznam vseh
GI-jevih kategorij. Potem smo v zanki sˇli cˇez vse besede v besedilu in be-
sede, ki so v GI slovarju zamenjali s seznamom kategorij, v katere spadajo,
ostale besede pa smo odstranili. Nato smo tako transformirane dokumente
s CountVectorizerjem pretvorili v matriko pogostosti simbolov. To pomeni,
da smo za vsak dokument dobili podatek o tem, koliko besed spada v katero
kategorijo.
Warrinerjev slovar [68] in slovarja DAL in ANEW smo uporabili na enak
nacˇin. V besedilu smo presˇteli vse pojavitve besed, ki so v slovarjih, in nato
izracˇunali povprecˇne vrednosti besed za cˇustvene dimenzije, ki jih slovarji
vsebujejo.
Malheiro [46] je slovarja DAL in ANEW uporabil sˇe na en nacˇin, iz njih
je izpeljal slovarje besede za vsak kvadrant posebej. Slovarje za kvadrante je
v grobem zgradil tako:
1. Najprej je za vsak kvadrant izbral 18 izhodiˇscˇnih besed. To so besede
(za cˇustva), ki so definirane v Russellovem krozˇnem modelu2.1.




3. Besedam, ki so ostale, je poiskal cˇustvene sopomenke s pomocˇjo Wor-
dnet Affect-a9. V slovarje je dodal samo besede, ki so v DAL ali ANEW.
4. Slovarje je nato razsˇirili sˇe s sopomenkami trenutnih besed v slovarju.
Za iskanje sopomenk je uporabili Wordnet10. Dodali so samo besede,
ki so v DAL ali ANEW.
Tako je zgradil za vsak kvadrant svoj slovar besed skupaj s podatkoma
o valenci in aktivnosti za vsako besedo. Preden je bila katera koli beseda
vstavljena v slovar, sta njeno cˇustveno vrednost potrdili sˇe dve osebi. Obe
osebi sta se morali strinjati, da je bila beseda nato dejansko vstavljena v
slovar. DAL in ANEW uporabljata razlicˇni skali, DAL od 1 do 3, ANEW pa
od 1 do 9, zato je vrednosti iz ANEW skaliral na DAL-ovo lestvico.
Po istem postopku smo tudi mi poskusˇali zgraditi slovarje za kvadrante,
vendar pa so se nasˇi rezultati mocˇno razlikovali od njegovih. Sˇtevilo besed,
ki smo jih mi na koncu postopka imeli v vsakem kvadrantu, je bilo nekaj-
krat manjˇse. Na primer, v slovarju za kvadrant Q1 je Melheiro [46] imel 132
besed, medtem ko smo jih mi dobili samo 25. Zakaj se tocˇno tak postopek
pri nas ni obnesel, ne moremo pojasniti. En razlog bi lahko bil, da morda v
navodila niso vkljucˇeni vsi detajli, vendar pa se zdi postopek vseeno dobro
opisan. Kljub temu smo poskusˇali in z razlicˇnimi spremembami v korakih
dosecˇi podobne rezultate (vsaj priblizˇno enako sˇtevilo besed v slovarjih). Po-
skusˇali smo, cˇe besede sproti ne odstranjujemo iz slovarja, cˇe niso v DAl
ali ANEW, ampak to storimo cˇisto na koncu. Ali pa da 4. korak (iskanje
sinonimov) ponovimo vecˇkrat, tako da dobimo sinonime sinonimov. Naza-
dnje smo zgradili nasˇe slovarje tako, da smo zacˇeli z razsˇirjenim seznamom
zacˇetnih besed. To pomeni, da smo, namesto da bi imeli v zacˇetnih besedah
samo besedo
”





smo slovarje besed po vsakem koraku razsˇirili sˇe z njihovimi lemami. Iska-




besed, ki so bile v slovarju. Besed, ki niso v DAL in ANEW, nismo odstra-
njevali iz slovarjev po vsakem koraku, ampak sˇele cˇisto na koncu postopka.
V slovarju smo na koncu obdrzˇali samo besede, ki so glede na valenco in ak-
tivnost nedvoumno v enem kvadrantu, to pomeni, da ne lezˇijo na meji med
dvema ali vecˇ kvadranti. S takim postopkom smo dobili primerljivo sˇtevilo
besed v slovarjih. Tudi pozneje klasifikacijski rezultati na podlagi znacˇilk iz
teh slovarjev dosegajo podobne rezultate, kot so jih v Malheirovi sˇtudiji [46].
Vendar pa se nam je tak postopek zˇe od zacˇetka zdel prevecˇ kompliciran in
smo ga poenostavili. Preprosto smo iz DAL in ANEW vzeli vse besede, ki
nedvoumno spadajo v en kvadrant in iz teh besed sestavili slovarje po kva-
drantih. Model iz teh znacˇilk dosega boljˇse rezultate kot pa model, zgrajen
po prej omenjenem postopku.
5.3.1 Primer
Za besedilo v poglavju 5.2.7 smo izracˇunali znacˇilke iz nekaterih modelov. V
tem poglavju predstavimo nekatere od teh izracˇunanih znacˇilk.
V tabeli 5.1 so izracˇunane nekatere stilisticˇne znacˇilke. Znacˇilka #Slang
pomeni sˇtevilo slengovskih besed v besedilu. Znacˇilka ACL (angl. All Capital
Letters) pomeni sˇtevilo vseh besed, ki so zapisane z velikimi cˇrkami, FCL
(angl. First Capital Letter) pa sˇtevilo vseh besed, ki se zacˇnejo z veliko
zacˇetnico (ne uposˇtevamo prvih besed v vrsticah). Program je prepoznal 26
slengovskih besed, cˇeprav besedilo dejansko ne vsebuje slengovskih besed.
Za to obstajata dva razloga. Prvi je ta, da slovar slengovskih besed vsebuje
tudi
”
obicˇajne“ besede, ki pa imajo poleg primarnega pomena sˇe slengovski
pomen. Tako na primer beseda
”
beat“, ki se v pesmi navezuje na bitje
srca, lahko v slengu tudi pomeni
”
dolgocˇasen“ [3]. Drugi razlog je ta, da
smo uporabili slovar slengovskih besed z vsemi variacijami besed in besednih




a beat“, kar dodatno povecˇa
koncˇno sˇtevilko.
V tabeli 5.2 so nekatere od izracˇunanih znacˇilk strukture pesmi. Znacˇilke




Tabela 5.1: Primer stilisticˇnih znacˇilk.
#CH #Title #VorC #V C... >2CAtTheEnd VCCVCC...
3.0 6.0 5.0 2.0 False True True
Tabela 5.2: Primer nekaterih znacˇilk strukture pesmi.
sˇtevilo vseh kitic in sˇtevilo kitic, ki niso refren. Znacˇilka C... pomeni, ali
se besedilo zacˇne z refrenom, >2CAtTheEnd pomeni, ali se besedilo koncˇa
vsaj z dvema ponovitvama refrena in VCCVCC ... pomeni, ali je med vsemi
kiticami, ki niso refren, vsaj en refren.
V tabeli 5.3 so primeri nekaterih semanticˇnih znacˇilk na podlagi slovarjev
DAL in ANEW ter slovarjev, ki smo jih zgradili za vsak kvadrant. Znacˇilke
tipa #GAZQ pomenijo sˇtevilo besed, ki so v slovarjih za kvadrante Q1,















menijo povprecˇne vrednosti za valenco in aktivnost besed, ki so v slovarjih
DAL in ANEW.
V tabeli 5.4 so nekatere semanticˇne znacˇilke, izracˇunane na podlagi slo-
varja GI. Vsaka znacˇilka predstavlja sˇtevilo besed, ki spadajo v to dolocˇeno
kategorijo. Tako npr. znacˇilka
”




#GAZQ1 #GAZQ2 #GAZQ3 #GAZQ4 VinGAZQ1Q2Q3Q4
4 2 1 0 2.025
AinGAZQ1Q2Q3Q4 VinDAL AinDAL VinANEW AinANEW
2.135 1.914 1.706 2.579 2.310
Tabela 5.3: Primer nekaterih znacˇilk na podlagi DAL in ANEW slovarjev.
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Active BodyPt Negate Passive Positiv Self Space Weak You
13 1 4 4 6 7 4 6 2
Tabela 5.4: Primer nekaterih GI znacˇilk.
V tabeli 5.5 so znacˇilke, ki jih je izracˇunal Synesketch. Prvih sˇest znacˇilk
predstavlja utezˇi za posamezna cˇustva, znacˇilka
”
General“ predstavlja vsa
cˇustva skupaj in znacˇilka
”
Valence“ predstavlja valenco besedila. Utezˇi imajo
vrednosti med 0 in 1, kjer 0 pomeni, da cˇustvo ni izrazˇeno in 1 pomeni,
da je cˇustvo popolnoma izrazˇeno. Valenca ima lahko vrednosti -1, 0 in 1
(negativna, nevtralna in pozitivna cˇustva).
Happiness Sadness Anger Fear Disgust Surprise
0.267 0.267 0.133 0.133 0.133 0.032
General Valence
0.647 1.0
Tabela 5.5: Primer Synesketch znacˇilk.
5.4 Ucˇenje modelov
Postopek ucˇenja je potekal tako, da smo si najprej izracˇunali vse znacˇilke
za ucˇno in testno mnozˇico. Nato smo naslednje znacˇilke sˇe skalirali s scikit-
learn StandardScaler-jem: znacˇilke v povezavi s sˇtevilom slengovskih besed
in besed z velikimi zacˇetnicami, vse znacˇilke strukture pesmi, znacˇilke iz
Synesketch-a in znacˇilke na podlagi DAL, ANEW in Warriner [68] slovar-
jev. Z modulom joblib11 smo nato vse znacˇilke shranili kot stisnjen seriali-
ziran Python objekt (
”
pickle“). Tako smo se izognili vnovicˇnemu racˇunanju
znacˇilk.
Nato smo znacˇilke po modelih z algoritmom ReliefF (in RFE za regresijo)
razvrstili po pomembnosti in izbrali n najboljˇsih. Vcˇasih se da pri ocenah, ki
11https://pythonhosted.org/joblib/
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jih poda ReliefF, zelo ocˇitno razbrati, katere znacˇilke so zelo dobre in katere
ne, saj je v ocenah velik razkorak. Vendar pa to ne drzˇi vedno in lahko ocene
zelo enakomerno padajo, zato smo n dolocˇili tudi s poskusˇanjem razlicˇnih
vrednosti npr. od 100 do 1000 s korakom 100. Malheiro [46] je objavil sˇtevilo
izbranih znacˇilk za posamezne modele, tako da je tudi to vplivalo pri izbiri n-
ja. Z izbiro najboljˇsih znacˇilk smo poskusˇali zmanjˇsati sˇtevilo vseh znacˇilk za
ucˇenje. Manjˇse sˇtevil znacˇilk lahki prinese dve prednosti. Ucˇenje na manjˇsem
sˇtevilu znacˇilk vzame manj cˇasa. Veliko sˇtevilo znacˇilk pri majhnem sˇtevilu
ucˇnih primerov lahko vodi v pretirano prilagajanje. Po drugi strani tudi
izbira znacˇilk vodi v isti problem, saj smo izbrali take znacˇilke, ki se dobro
prilagajajo ucˇnim primerom.
Na izbranih znacˇilkah smo se potem z ucˇnimi algoritmi SVM in XGBoost
naucˇili razlicˇne klasifikatorje in regresorje. Parametre za ucˇne algoritme smo
izbrali z nakljucˇnim preiskovanjem. Pri nakljucˇnem iskanju parametrov je
treba za vsak parameter, ki ga zˇelimo optimizirati, podati distribucijo vre-
dnosti, iz katere se potem vlecˇejo nakljucˇne vrednosti. Za implementacijo
algoritma SVM za klasifikacijo, ki se v scikit-learn imenuje SVC, smo podali
distribucije za naslednje parametre: C, degree, gamma, coef0 in kernel. Pri
implementaciji algoritma SVM za regresijo (SVR) smo optimizirali sˇe do-
daten parameter epsilon. Pri parametru kernel, tj. vrsta jedra, ki naj ga
SVM uporabi, smo izbirali med linearnim, polinomskim in RBF jedrom. Pri
parametru degree, ki dolocˇi stopnjo polinoma in se uposˇteva zgolj pri poli-
nomskem jedru, smo izbirali med vrednostmi od 1 do 5. Za ostale parametre
smo dolocˇili uniformne distribucije na intervalih od 0 in 10n. n smo izbirali
nakljucˇno na intervalu med -4 in 4. To pomeni, da smo za te parametre
podali nakljucˇne uniformne distribucije na intervalih med 0 in 10n, kjer je
−4 < n < 4. Tako smo za te parametre preiskali manjˇse vrednosti (med 0
in 0.0001) in tudi vecˇje (do 10.000). Za algoritem XGBoost smo optimizi-
rali naslednje parametre: colsample bytree, gamma, learning rate, max depth,
min child weight, n estimators, reg alpha, subsample. Pri optimizaciji teh pa-
rametrov skale distribucij nismo nakljucˇno izbirali, ampak smo jih zˇe vnaprej
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dolocˇili.
Optimizacija parametrov je bila nazadnje videti tako, da smo nekajkrat
izbrali nakljucˇne skale distribucij in potem iz teh distribucij 60-krat nakljucˇno
vzorcˇili vrednosti parametrov, klasifikatorje s temi parametri pa ocenili s 4-
kratnim precˇnim preverjanjem. Najboljˇsi model vsake iteracije smo nato sˇe
ocenili z 10-kratnim precˇnim preverjanjem s tremi ponovitvami. Za izbiro
najboljˇsega modela smo razlicˇne modele primerjali s to oceno.
5.5 Ocenjevanje modelov
Izbrane modele smo dokoncˇno ocenili z 10-kratnim precˇnim preverjanjem z
desetimi ponovitvami na ucˇnih podatkih. Koncˇna ocena je povprecˇje vseh
rezultatov. Ocene, pridobljene na tak nacˇin, porocˇa tudi Malheiro [46], zato
smo modele tako ocenili tudi mi. Racˇunali smo sˇe eno dodatno oceno, in
sicer tako, da smo posamicˇen model naucˇili na vseh ucˇnih primerih in nato
model ocenili na testni mnozˇici. Taksˇna ocena je veliko manj optimisticˇna
in je boljˇsa mera za kakovost modela. V naslednjem poglavju te ocene za




V tem poglavju predstavimo rezultate dokoncˇno izbranih modelov. Opravili
smo veliko poskusov ucˇenja posameznih in kombiniranih modelov. Tukaj
predstavimo ocene uspesˇnosti nekaterih modelov. Oznake v imenih modelov
pomenijo naslednje:
”
st“ pomeni, da smo besedila lematizirali,
”
sw“ pomeni,
da smo iz besedil odstranili prepovedane besede,
”
pos“ pomeni, da smo upo-
rabili POS znacˇke in tf-idf pomeni, da smo uporabili mero tf-idf in ne pogo-
stost simbolov. Modeli, katerih ime se koncˇa z
”
- XGB“, so bili naucˇeni z
algoritmom XGBoost.
Tabele z rezultati so zgrajene tako: stolpec
”
Model“ vsebuje ime mo-
dela, stolpec
”
#znacˇilk“ pove sˇtevilo izbranih znacˇilk za ta model, stolpec
”
10xCV10“ podaja povprecˇni rezultat 10-kratnega precˇnega preverjanja (10
ponovitev) na ucˇni mnozˇici, stolpec
”
Malh.“ podaja oceno iz Malheriove





u-t“ pove oceno, ki smo jo dobili tako, da smo model naucˇili na
ucˇnih mnozˇici (180 besedil) in izracˇunali oceno na testni mnozˇici (762 bese-





Pri regresiji smo poskusˇali besedilom napovedati vrednosti za valenco in ak-
tivnost na intervalu od 1.0 do 3.0. V tabeli 6.1 so rezultati za regresijo glede
na valenco, v tabeli 6.2 pa so rezultati regresije glede na aktivnost. Malheiro
[46] porocˇa rezultate samo za dva koncˇna kombinirana modela. Model za
regresijo glede na aktivnost z 234 znacˇilkami je pri njih dosegel R2 rezultat
0.59. Model za regresijo glede na valenco s 340 znacˇilkami je pri njih dosegel
R2 rezultat 0.61. S podobnimi modeli smo dosegli boljˇse rezultate, in sicer
za valenco 0.81 ter za aktivnost 0.72. Potrdili smo tudi, da je napovedovanje
vrednosti valence natancˇnejˇse kot pa aktivnosti. Vendar pa smo glede teh
rezultatov dokaj skepticˇni, saj je ocena podana na ucˇnih podatkih (ker testna
mnozˇica nima podatkov o valenci in aktivnosti). Za to smo poskusili, kaksˇno
F1 oceno dobimo, cˇe na podlagi regresorjev klasificiramo testna besedila v
poloble (pozitivna-negativna valenca, nizka-visoka aktivnost). Za klasificira-
nje na podlagi regresije smo za valenco dosegli oceno 55% in za aktivnost
oceno 54%. Modeli, naucˇeni z algoritmom XGBoost, za regresijo so dosegli
slabsˇe rezultate kot ostali najboljˇsi modeli, naucˇeni s SVM.
6.2 Klasifikacija
6.2.1 Kvadranti
Najvecˇ poskusov je bilo opravljenih ravno pri klasifikaciji v kvadrante. Pri
tem problemu smo tudi dosegali najslabsˇe rezultate. V tabeli 6.3 so predsta-
vljeni nekateri od teh rezultatov. Predvsem smo razocˇarani nad nasˇimi vse-
binskimi znacˇilkami, ki so se veliko slabsˇe obnesle kot pri Malheiru [46]. Smo
pa zadovoljni s tem, kako smo pripravili nove predlagane znacˇilke (znacˇilke
strukture, stila in semanticˇne znacˇilke), ki se obnesejo primerljivo s tistimi v
izvorni sˇtudiji. V kombiniranih modelih se verjetno kazˇe tudi odsotnost mo-
dela LIWC znacˇilk, ki je pri Malheiru [46] dosegel F1 oceno 71.1%. Model,
naucˇen z XGBoost, je dosegel podoben rezultat kot najboljˇsi SVM model.
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Model #znacˇilk 10xCV10
(M1X4T) unigrami+st - tfidf 400 0.58
(M1X3T) unigrami - tfidf 400 0.56
(M21) #POS znacˇke 17 0.53
(M23) #POS znacˇke - tfidf 10 0.81
(M42) DAL+ANEW 13 0.39
(M42X) DAL+ANEW - celotna 18 0.44
(M43) GI 55 0.50
(M43X) GI - tfidf 72 0.55
(M44) Synesketch 4 0.86
(M45) Warriner 20 0.50
C1RV (M1X3T, M1X4T) 450 0.66
C4RV (M44) 10 0.13
C124RV (C1RV, M23, C4RV) 450 0.24
vsi modeli 300 0.81
vsi modeli - XGB 200 0.65
Tabela 6.1: Ocene modelov pri regresiji glede na valenco.
Model #znacˇilk 10xCV10
(M12T) trigrami+pos - tidf 500 0.46
(M1X3T) unigrami - tfidf 300 0.43
(M1X4T) unigrami+st - tfidf 200 0.42
(M1X1T) 4grami+pos - tfidf 900 0.42
(M43X) GI - tfidf 55 0.42
C1AV (M12T, M1X1T, M1X3T, M1X4T) 600 0.64
C14AV (C14AV, M43x) 300 0.70
vsi modeli 300 0.72
vsi modeli - XGB 700 0.37
Tabela 6.2: Ocene modelov pri regresiji glede na aktivnost.
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Model #zn. 10xCV10 Malh. u-t
(M11) unigrami+sw 600 49.9 70.1 52.8
(M12) trigrami+pos 900 40.7 64.5 40.7
(M1X4T) unigrami+st - tfidf 900 62.2 / 59.4
(M1X3T) unigrami - tfidf 900 57.8 / 58.5
(M21) #POS tags 22 42.3 51.0 40.5
(M22) #Slang+ACL+FCL 3 38.3 36.7 31.4
(M23) #POS tags - tfidf 27 43.6 / 41.7
(M31) Zn. strukture pesmi 9 36.6 34.7 32.1
(M42) DAL+ANEW 11 61.4 65.3 51.5
(M42X) DAL+ANEW - celotna 17 61.3 / 55.7
(M43) GI 125 62.8 61.7 56.9
(M43X) GI - tfidf 160 65.9 / 59.4
(M45) Warriner 17 59.7 / 52.8
C1Q (M11, M12) 800 51.56 69.9 49.16
C2Q (M21, M22) 17 39.80 52.9 30.22
C4Q (M42, M43) 57 59.62 76.2 47.91
C1234Q (C1Q, C2Q, M31, C4Q) 600 61.32 80.1 53.64
vsi modeli 600 70.37 / 58.43
vsi modeli - XGB 300 63.97 / 60.65
Tabela 6.3: Ocene modelov pri klasifikaciji v kvadrante.
Klasifikacija na podlagi regresije
Poskusili smo sˇe, kako se obnese klasifikacija na podlagi nasˇih regresorjev. Z
regresorjem za valenco smo napovedali valenco cˇustev v besedilu in z regresor-
jem za aktivnost smo napovedali aktivnost cˇustev v besedilu. Na podlagi teh
dveh vrednosti smo dolocˇili, v kateri kvadrant spada besedilo. Pri Malheiru
[46] se je taksˇna klasifikacija izkazala (76.1%) za primerljivo mesˇanemu mo-
delu C1234Q (80.1%). Mi smo s klasifikacijo na podlagi regresije na testnih
podatkih dosegli oceno 34%.
Diplomska naloga 49
6.2.2 Valenca
Preverili smo, kako dobro modeli diskriminirajo med poloblama glede na va-
lenco. Primere, ki spadajo v kvadranta Q1 in Q2, smo oznacˇili kot pozitivne
primere, za negativne primere pa primere, ki spadajo v kvadranta Q3 in Q4.
V tabeli 6.4 so predstavljeni nekateri rezultati klasifikacije glede na valenco.
Model z vsemi znacˇilkami se dobro obnese, saj je tudi na testnih podatkih
dosegel rezultat blizu 80%. Model, naucˇen z XGBoost, je dosegel podoben
rezultat kot najboljˇsi model, naucˇen s SVM.
6.2.3 Aktivnost
Preverili smo, kako dobro modeli diskriminirajo med poloblama glede na
aktivnost. Primere, ki spadajo v kvadranta Q1 in Q4, smo oznacˇili kot
pozitivne primere, za negativne primere pa primere, ki spadajo v kvadranta
Q2 in Q3. V tabeli 6.5 so predstavljeni nekateri rezultati klasifikacije glede
na aktivnost. Rezultati so pricˇakovano nekoliko slabsˇi kot pa pri klasifikaciji
glede na valenco. Najboljˇsi model z vsemi znacˇilkami je na testnih podatkih
dosegel oceno 73%.
6.2.4 Kvadranti, eden proti vsem
Poskusili smo tudi, kako dobro modeli locˇijo en kvadrant od drugih. Tak
binarni problem smo zastavili tako, da so vsi primeri, ki spadajo v izbrani
kvadrant (npr. Q1), pozitivni ucˇni primeri, vsi ostali, ki ne spadajo v izbrani
kvadrant, pa negativni. V tabelah 6.6, 6.7, 6.8 in 6.9 so rezultati modelov
pri binarni klasifikaciji v posamezne kvadrante Q1, Q2, Q3 in Q4. Najboljˇsi
rezultat je za kvadrant Q2 (89%), za ostale kvadrante pa so si ocene podobne
(77%, 78%, 76%). Dobili smo slabsˇe rezultate kot Malheiro [46], ki je za
kvadrante Q1, Q2, Q3 in Q4 dobil ocene 88.6%, 91.5%, 90.2% in 88.6%.
Modeli, naucˇeni z XGBoost, so dosegli podobne rezultate kot najboljˇsi modeli
za posamezne probleme.
50 Rok Lampret
Model #zn. 10xCV10 Malh. u-t
(M11) unigrami+sw 600 74.9 / 62.5
(M12) trigrami+pos 100 74.5 / 58.5
(M13) bigrami+pos 800 70.6 73.9 61.5
(M14) unigrami+st+sw 400 77.3 81.7 65.6
(M15) bigrami - tfidf 500 58.8 68.2 52.9
(M1X3T) unigrami - tfidf 800 79.0 / 67.5
(M21) #POS tags 12 68.0 / 60.6
(M22) #Slang+ACL+FCL 3 59.7 50.9 53.4
(M23) #POS tags - tfidf 27 65.6 69.4 56.0
(M31) Zn. strukture pesmi 5 59.1 58.1 49.9
(M42) DAL+ANEW 11 84.5 82.8 72.1
(M42X) DAL+ANEW - celotna 16 82.9 / 77.0
(M43) GI 37 84.6 82.2 72.9
(M43X) GI - tfidf 90 86.1 / 76.2
(M44) Synesketch 3 73.0 / 62.4
(M45) Warriner 6 85.5 / 77.1
C1V (M11, M12, M13) 850 75.26 85.6 67.61
C2V (M21, M22) 10 64.34 71.0 58.29
C4V (M42, M43, M44) 9 85.25 86.7 72.18
C1234V (C1V, C2V, M31, C4V) 700 82.19 90.0 75.76
vsi modeli 400 87.91 / 79.98
vsi modeli - XGB 2000 86.97 / 77.48
Tabela 6.4: Ocene modelov pri klasifikaciji v poloble glede na valenco.
6.3 Komentar
V splosˇnem smo dosegli slabsˇe rezultate kot Malheiro [46]. Pri semanticˇnih
znacˇilkah se verjetno nekoliko kazˇe odsotnost LIWC znacˇilk in dejstvo, da
smo slovarje za kvadrante zgradili povsem avtomatsko, medtem ko jih je
Malheiro [46] zgradil pol-avtomatsko. Z ostalimi vrstami novih znacˇilk smo
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Model #zn. 10xCV10 Malh. u-t
(M11) unigrami+sw 200 72.8 79.9 64.9
(M12) trigrami+pos 100 66.9 83.9 63.2
(M13) bigrami+pos 100 68.9 77.7 65.2
(M1X4) unigrami+st 500 76.8 / 68.2
(M1X3T) unigrami - tfidf 500 76.7 / 66.4
(M21) #POS tags 22 69.1 77.0 66.2
(M22) #Slang+ACL+FCL 3 69.6 71.3 58.2
(M23) #POS tags - tfidf 30 65.3 / 65.6
(M31) Zn. strukture pesmi 5 69.5 79.9 61.3
(M42) DAL+ANEW 17 73.1 79.8 62.5
(M42X) DAL+ANEW - celotna 12 73.4 / 63.8
(M43) GI 142 81.7 78.8 70.0
(M43X) GI - tfidf 72 80.6 / 70.1
(M44) Synesketch 7 63.2 63.0 59.0
(M45) Warriner 15 71.2 / 65.7
C1A (M11, M12, M13) 1000 74.59 82.7 66.05
C2A (M21, M22) 28 69.98 75.4 59.08
C4A (M42, M43, M44) 50 73.19 76.2 69.81
C1234A (C1A, C2A, M31, C4A) 400 76.84 88.3 68.63
vsi modeli 400 79.68 / 73.05
vsi modeli - XGB 500 79.39 / 72.04
Tabela 6.5: Ocene modelov pri klasifikaciji v poloble glede na aktivnost.
dosegli vecˇinoma podobne rezultate.
Za najobetavnejˇse so se izkazale nove semanticˇne znacˇilke. Semanticˇne
znacˇilke so v nasˇih poskusih velikokrat dosegle celo boljˇse rezultate kot
znacˇilke vsebine. Na splosˇno so najboljˇse rezultate dosegle kombinacije vseh
znacˇilk.
Algoritem XGBoost se ni izkazal za boljˇsega kot SVM. Treba pa je uposˇtevati,
da je bilo z algoritmom XGBoost narejenih veliko manj poskusov in iteracij
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Model #zn. 10xCV10 u-t
(M1X4T) unigrami+st - tfidf 300 79.1 67.4
(M1X3T) unigrami - tfidf 300 77.1 61.8
(M14) unigrami+st+sw 300 69.1 63.7
(M21) #POS tags 17 60.3 61.4
(M22) #Slang+ACL+FCL 3 64.1 50.7
(M23) #POS tags - tfidf 22 59.0 59.8
(M31) Zn. strukture pesmi 4 56.6 54.6
(M42) DAL+ANEW 16 66.7 58.7
(M42X) DAL+ANEW - celotna 10 74.2 64.3
(M43) GI 37 75.1 62.9
(M43X) GI - tfidf 37 74.1 65.7
(M44) Synesketch 4 59.2 54.6
(M45) Warriner 15 73.4 62.1
C1Q1 (M14, M1X3T, M1X4T) 200 75.65 63.24
C2Q1 (M21, M22) 17 70.76 51.53
C4Q1 (M42X, M43X, M45) 30 73.89 66.35
C1234Q1 (C1Q1, C2Q1, M31, C4Q1) 300 80.10 67.39
vsi modeli 400 77.45 64.46
vsi modeli - XGB 600 72.23 63.57
Tabela 6.6: Ocene modelov pri klasifikaciji v kvadrant Q1.
optimiziranja parametrov. Algoritem smo ucˇili na najboljˇsih znacˇilkah, ki jih
je izbral algoritem ReliefF. Verjetno bi boljˇse rezultate dosegli, cˇe bi XGBoost
ucˇili na vseh znacˇilkah, vendar se je to izkazalo za cˇasovno potratno.
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Model #zn 10xCV10 u-t
(M1X4) unigrami+st 200 77.1 72.4
(M14T) unigrami+st+sw - tfidf 100 75.5 72.8
(M1X3T) unigrami - tfidf 500 68.3 75.5
(M21) #POS tags 20 63.1 64.2
(M22) #Slang+ACL+FCL 3 61.3 54.4
(M23) #POS tags - tfidf 22 65.3 64.3
(M31) Zn. strukture pesmi 12 57.4 58.5
(M42) DAL+ANEW 10 84.4 76.4
(M42X) DAL+ANEW - celotna 15 81.5 77.3
(M43) GI 55 91.2 80.4
(M43X) GI - tfidf 125 92.0 79.9
(M44) Synesketch 4 67.4 71.1
(M45) Warriner 20 83.5 83.3
C1Q2 (M14T, M1X3T, M1X4) 300 68.60 72.75
C2Q2 (M21, M22) 10 56.73 53.55
C4Q2 (M42, M43, M45) 60 82.80 83.85
C1234Q2 (C1Q2, C2Q2, M31, C4Q2) 500 87.64 82.89
vsi modeli 100 88.87 85.43
vsi modeli - XGB 1500 83.79 83.17
Tabela 6.7: Ocene modelov pri klasifikaciji v kvadrant Q2.
54 Rok Lampret
Model #zn. 10xCV10 u-t
(M11T) unigrami+sw - tfidf 200 74.12 63.93
(M14T) unigrami+st+sw - tfidf 400 73.78 64.93
(M1X4T) unigrami+st - tfidf 400 72.60 65.67
(M21) #POS tags 72 80.35 63.21
(M22) #Slang+ACL+FCL 107 79.16 64.44
(M23) #POS tags - tfidf 8 71.37 63.82
(M31) Zn. strukture pesmi 11 71.29 62.53
(M42) DAL+ANEW 16 67.14 57.24
(M42X) DAL+ANEW - celotna 25 67.05 62.47
(M43) GI 27 65.90 63.80
(M43X) GI - tfidf 5 65.09 58.11
(M44) Synesketch 3 61.87 58.21
(M45) Warriner 9 58.94 52.58
C1Q3 (M11T, M14T, M1X4T) 400 68.95 68.54
C2Q3 (M22, M23) 75 71.29 60.02
C4Q3 (M42X, M43) 30 74.12 64.86
C1234Q3 (C1Q3, C2Q3, M31, C4Q3) 200 70.76 69.40
vsi modeli 200 78.18 63.91
vsi modeli - XGB 300 73.21 69.20
Tabela 6.8: Ocene modelov pri klasifikaciji v kvadrant Q3.
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Model #zn. 10xCV10 u-t
(M11T) unigrami+sw - tfidf 600 80.0 62.5
(M14T) unigrami+st+sw - tfidf 500 78.3 61.2
(M1X4T) unigrami+st - tfidf 400 78.2 61.4
(M1X3T) unigrami - tfidf 400 72.9 64.4
(M21) #POS tags 27 63.1 59.2
(M22) #Slang+ACL+FCL 3 55.9 51.8
(M23) #POS tags - tfidf 22 59.2 53.2
(M31) Zn. strukture pesmi 6 57.1 50.7
(M42) DAL+ANEW 13 71.9 66.0
(M42X) DAL+ANEW - celotna 15 71.3 66.6
(M43) GI 20 71.7 66.1
(M43X) GI - tfidf 55 71.7 69.8
(M44) Synesketch 5 61.9 49.8
(M45) Warriner 15 70.1 64.5
C1Q4 (M11T, M14T, M1X3T, M1X4T) 300 72.69 64.20
C2Q4 (M21, M22) 10 56.53 56.34
C4Q4 (M42X, M43X, M45) 40 75.88 68.08
C1234Q4 (C1Q4, C2Q4, M31, C4Q4 ) 300 71.79 70.44
vsi modeli 500 76.46 70.46
vsi modeli - XGB 200 66.89 65.64




V diplomskem delu smo uspesˇno implementirali obsezˇen celosten sistem za
pridobitev, obdelavo in klasifikacijo glasbenih besedil. Sistem je sposoben pri-
dobiti veliko sˇtevilo znacˇilk iz glasbenih besedil. Na pridobljenih znacˇilkah
smo naucˇili vrsto modelov za klasificiranje in regresijo besedil, glede na va-
lenco in aktivnost prevladujocˇih cˇustev. Potrdili smo rezultate Malheirove
sˇtudije [46], da so nove znacˇilke dober dodatek zˇe obstojecˇim modelom za
klasifikacijo besedil glede na cˇustva.
Cˇeprav je bil sistem zgrajen za delo z anglesˇkimi besedili, mislimo, da je
sistem vseeno zasnovan tako, da se da enostavno in v kratkem cˇasu preobli-
kovati tako, da je primeren za analizo besedil tudi v drugih jezikih. Vecˇino
sistema bi prilagodili drugemu jeziku zˇe samo, cˇe bi zamenjali anglesˇke slo-
varje s slovarji za zˇelen jezik.
Kljub temu da so nekateri rezultati slabsˇi, kot jih je dosegel Malheiro
[46], smo s svojim delom vseeno zadovoljni. Slabsˇe rezultate lahko zagotovo
deloma pripiˇsemo odsotnosti znacˇilk iz LIWC-ja, ki so se v izvorni sˇtudiji
dobro izkazale. Izboljˇsati bi se dalo tudi sˇe preprocesiranje besedil, predvsem
pri algoritmih za prepoznavanje prevoda in refrena v besedilu.
Do boljˇsih rezultatov bi morda lahko priˇsli sˇe z vecˇ novimi znacˇilkami ali
pa z uporabo drugih ucˇnih algoritmov. Splacˇalo bi se preizkusiti ansambelsko
metodo strojnega ucˇenja, imenovano
”
stacking“, kjer na predikcijah naucˇenih
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modelov z logisticˇno regresijo naucˇimo nov model.
Verjamemo, da bi se nasploh izboljˇsali rezultati, cˇe bi imeli vecˇjo ucˇno
mnozˇico. Zanimiv je predlog [71], da bi vecˇjo zbirko glasbenih besedil zgradili
na podlagi oznak s spletnih virov, kot so Last.fm1 in AllMusic tako, da bi
posameznim oznakam oz. kategorijam za razpolozˇenje s teh virov pripisali
vrednosti za valenco in aktivnost. Tako bi lahko enostavneje pridobili veliko
mnozˇico besedil, za katera bi imeli priblizˇne vrednosti za valenco in aktivnost.
1https://www.last.fm/
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