The intention of this study is to gauge the performance of Fisher kernels for dimension simplification and classification of time-series signals. Our research work has indicated that Fisher kernels have shown substantial improvement in signal classification by enabling clearer pattern visualization in three-dimensional space. In this paper, we will exhibit the performance of Fisher kernels for two domains: financial and biomedical. The financial domain study involves identifying the possibility of collapse or survival of a company trading in the stock market. For assessing the fate of each company, we have collected financial time-series composed of weekly closing stock prices in a common time frame, using Thomson Datastream software. The biomedical domain study involves knee signals collected using the vibration arthrometry technique. This study uses the severity of cartilage degeneration for classifying normal and abnormal knee joints. In both studies, we apply Fisher Kernels incorporated with a Gaussian mixture model GMM for dimension transformation into feature space, which is created as a three-dimensional plot for visualization and for further classification using support vector machines. From our experiments we observe that Fisher Kernel usage fits really well for both kinds of signals, with low classification error rates.
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Fisher Kernels
Kernel functions may be of different forms, such as linear kernels, polynomial kernels, and so forth. One of the most popular forms of kernels is the Fisher kernels which were introduced in 1999 1 . This paper highlights the functionality of Fisher kernels and how they were applied in our study.
Fisher kernels are known for their wide usage in generative and discriminative pattern classification, and recognition approaches 1-4 . Generative models are those which are 2 Mathematical Problems in Engineering used for randomly generating observable data; whereas discriminative models are used in machine learning for assessing the dependency of an unobserved random variable on an observed variable using a conditional probability distribution function. They extract more information from a single generative model and not just its output probability 5 . The features obtained after applying Fisher kernels are known as Fisher scores. We analyze how these scores depend on the probabilistic model, and how they give us the information about the internal representation of the data items within the model.
The benefit of using Fisher kernels comes from the fact that they limit the dimensions of feature space in most cases thereby giving some regularity to visualization. This is very important when we are dealing with inseparable classes 6 . A typical Fisher kernel representation usually consists of numerous small gradients for higher probability objects in a model and vice-versa 7 . Fisher kernels combine the properties of generative models such as Hidden Markov model, and discriminative methods such as support vector machines 1 . The use of Fisher kernels for dimension transformation has the following two advantages 1, 5 :
1 Fisher kernels can deal with variable-length time series data;
2 discriminative methods such as SVMs, when used with Fisher kernels can yield better results.
Fisher kernels have been applied in various domains such as speech recognition 8-10 , protein homology detection 3 , web audio classification 11 , object recognition 12 , image decoding 13, 14 , and so forth. For detailed information on Fisher kernels, refer to 5 . Following Table 1 indicates some recent applications of Fisher Kernels and their performances.
Applying Fisher Kernels to Time-Series Models
In this study, we investigate the application of Fisher kernels for identifying patterns emerging from a time-series model. We use a generative Gaussian mixture model 5, 21, 22 for our complex system. For a binary classification problem, there will be two Gaussian components for each time series signal. These Gaussian components for each signal help us in assessing the tendency of the signal to be categorized in either of the two classes. Let us make the following assumptions before we mathematically generate the Fisher score model. The methodology in this section has been adopted from 23 .
i The complex system to be modeled is a black box out of which a time series signal is emerging.
ii In order to make the data distribution in the signal to be i.i.d independent and identical distribution , we apply some mathematical relations such as log-normal relations or normalizing the dataset. By doing so, we generate another set of data which is nearly an i.i.d distribution, thus giving us a transformed time series signal.
iii Upon applying the previous assumptions, we then generate the Fisher score model for the complex system as explained further.
Before we proceed with deriving the model and its equations, we assume the following variables and their meanings as shown in Table 2. 1 We use the assumptions mentioned in the beginning of this section for deriving the Fisher scores. 
. , Nc r c
Normalized value for the ith sample θ a j , μ j , σ j Gaussian estimates for the N g components, with a j being the weight vector, μ j being the mean vector and σ j being the variance vector.
R i, j
Gaussian mixture model for the ith week's returns, built using j 2 Gaussian components P r i | θ Probability density function for the ith normalized sample value P C | θ Probability density function for the entire input vector or time-series signal 2 Our study is on binary pattern classification, and in order to achieve this we use the Fisher scores generated as described further in this section, for plotting and visualizing between the two categories e.g., active and dead companies, or abnormal and normal knee joints .
3 The length of each input vector or the number of samples available can be variable, or all the input vectors can be of same length. We assume each input vector to be a unique time series signal.
4 Our study based on binary pattern classification has been applied to two domains: the financial domain wherein we classify between the potentially dead and active companies; and the biomedical domain wherein we classify between abnormal and normal knee joints for assessing the risk of cartilage degeneration. In the financial study, we intend to find the log-normal stock returns using the weekly stock prices; whereas in the biomedical domain we normalize the knee angle signals between the interval 0, . . . , 1. These stock returns or normalized knee angles are taken as our r c values. We do this so as to make the distributions i.i.d in nature, as per the assumptions mentioned in the beginning of this section.
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We first find the initial values of the Gaussian estimates, θ a j , μ j , σ j using the expectation maximization algorithm 24, 25 for j 1, . . . , N g . The expectation maximization algorithm is used for estimating the likelihood parameters of certain probabilistic models.
6 Using these estimates we create the Gaussian mixture model M so that R i, j is an N c × 2 matrix
The diagonal covariance GMM likelihood is then given by the probability density function for the ith normalized sample value. Thus, P r i | M, θ is a N c × 1 matrix
The global log-likelihood of an input vector's normalized values C {r 1 , r 2 , . . . , r N c } is given using the probability density function as follows. Therefore, log P C | M, θ is a single value for each input time series signal:
The Fisher score vector is composed of derivatives with respect to each parameter in θ a j , μ j , σ j . The likelihood Fisher score vector for each signal is thus given as follows:
Each of the derivatives comprises of two components, thus giving us a 1 × 2 matrix for each derivative. Thus, for each input vector we get a 6 × 1 Fisher score matrix. In order to plot the scores, we then add up each pair of Fisher scores with respect to weights, mean, and variance , to get a three-dimensional scatter plot, as shown in equations below:
where SFS-sum of Fisher scores.
The Fisher scores obtained for each input vector are then further used as input data for training and testing our SVM model. The SVM model basically performs binary classification, using which we can infer statements about the future state of the complex system taken into consideration. It should be noted that the datasets used our financial timeseries experiments are balanced 256 active and 256 dead companies , whereas in biomedical time-series they are imbalanced 38 abnormal and 51 normal cases . In order to solve the problem of performance loss, we have used the Gaussian radial basis function as our kernel function, which creates a good classifier for nonoverlapping classes, and application of SMO sequential minimal optimization method for finding the hyperplane, which splits our large quadratic optimization problem into smaller portions for solving.
The correctness of the classification performed by SVM is further verified when we apply the same set of Fisher score data for linear discriminant analysis LDA , along with the false positives versus the false negatives. As a note, our study is not intended to analyze the performance of LDA approach, or compare it with SVM. For detailed information on SVM concepts, the reader may refer to 26 .
Following Section 3 describes our experiments with real-time data.
Experiments

Financial Time-Series
In this study, we have considered the companies falling under the Pharmaceuticals and Biotechnology sectors listed in the TSX 27 , NYSE 28 , TSX-Ventures 27 and NASDAQ 29 stock exchanges. We collected the weekly stock price data for various companies from a common time frame of January 1950 to December 2008. Figures 1 and 2 illustrate the stock price distribution for the active and dead companies falling under the pharmaceuticals and biotechnology sector. From observing the stock price distribution charts, it becomes clear that it is difficult or almost impossible to predict the next stock price or even the future state of the stock price, that is, whether the price will be high or low. In our study, by classifying between the active and dead companies, we have tried to infer statements about the performance of each company and whether it would be a potential survivor in the long run or not. Our experiments are not intended to predict an active company's rise or fall within a specific time range, but rather are developed to provide a qualitative measurement of its performance in the stock market with respect to the dead companies' cluster. In other words, based on cluster analysis we can infer that a company represented in three dimensions has more inclination to survive if it is nearer to a an active cluster, or collapse if it is nearer to a dead cluster.
An "active" company in this context indicates that it is currently trading and is listed in a particular stock exchange. Whereas, a "dead" company indicates that the firm has been delisted from the stock exchange, and that it no longer performs stock trading. A company can be listed as "dead" for many reasons such as bankruptcy, mergers, or acquisitions. Thomson datastream 30 uses a flat plot or a constant value as an indication that the company has stopped trading in the exchange. This becomes clear from Figure 2 .
As observed in Figures 1 and 2 , the stock price distribution is not an i.i.d independent and identical distribution . So in order to normalize the distribution, the datasets for various active and dead companies are then processed for getting the stock price returns using Black and Scholes theory 31-33 . Figures 3 and 4 illustrate the log-normal stock price returns' distribution. It might look trivial that, by definition, a dead company has no trading and hence the stock returns must be close to zero. Our data collection and hence Figures 2 and  4 indicate that a constant stock price line indicate that the company stopped trading at that corresponding price, and there onwards the stock returns plot for each dead company indicates a convergence with the zero constant once the company stops trading.
The normalized stock returns data is then used for finding the initial estimates of mean, variance and weight vectors using the expectation maximization algorithm 24, 25 . The normalized dataset for each company is then processed using Fisher kernels implemented with a Gaussian mixture model in order to obtain the Fisher scores with respect to three parameters.
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200 300 400 500 600 700 800 900 1000 1100 These parameters are basically the derivatives of the global log-likelihood of each dataset with respect to each of mean, variance, and weight vectors. These Fisher scores when plotted in three dimensions provide a scope for visually classifying between the active and the dead companies, as shown in Figure 5 . At this stage, we have basically performed a transformation of a financial time-series into six dimensions. That is, for each company we have processed its stock market data into a set of six Fisher scores. In order to plot these Fisher scores, we have summed up the Fisher score pairs for all the parameters.
SVMs were applied to both three-dimensional Figure 5 and six-dimensional Fisher scores for classification and prediction. The results for this have been shown in Table 3 . First, we randomly split the Fisher score dataset into training and testing groups. We then applied support vector machines for training and testing of the system, using our kernel functions as a Gaussian radial basis function RBF . For finding the hyperplane separating the two classes, we used the method of sequential minimal optimization SMO 34 . In order to validate our results, we further used the method of linear discriminant analysis LDA 21 along with the leave-one-out cross validation technique, as shown in Tables 4 and 5. i In case of the three-dimensional Fisher scores, we obtained a classification accuracy of 95.9% in original grouped cases, and about 95.7% in cross validated cases.
ii Similarly, in case of six-dimensional scores, the classification accuracy for both original grouped cases and cross validated cases was 95.7%.
Biomedical Time-Series
As mentioned, the Fisher kernel technique was also applied for classifying abnormal and normal knee joints. A database of 38 abnormal and 51 normal knee-joint case was used in our experiments. The knee-joint signal data was collected using vibration arthroscopy as described in 35 . Sample plots of the signals are shown in Figures 6 and 7. In order to simplify our calculations, we normalize the dataset values for each case study between the interval 0, . . . , 1, for generating the Fisher scores as shown in Figures 8 and  9 .
Once the Fisher scores are generated using the method described in Section 2, we plot them similar to the Fisher score plot for financial time-series as shown in Figure 10 .
SVMs were then applied to both three-dimensional and six-dimensional Fisher scores for classification and prediction. The results for this have been shown in Table 6 .
The correctness of the classification performed by SVM is further verified when we apply the same set of Fisher score data for linear discriminant analysis LDA 21 , as shown in Tables 7 and 8. i In case of the three-dimensional Fisher scores, we obtained a classification accuracy of 82.0% in original grouped cases, and about 75.3% in cross-validated cases.
ii Similarly, in case of six-dimensional scores, we obtained a classification accuracy of 91.0% in original grouped cases, and about 88.8% in cross-validated cases.
Discussions, Conclusions, and Future Works
In our previous work 36 , Fisher kernels were not able to perform binary classification in two dimensions. But in this study, by introducing three-dimensional Fisher scores, we have been able to separate and visualize the two classes, more accurately. The intention of our research work in this study was to analyze the classification performance of time-series signals using Fisher kernels as feature extractors. Specifically when we classified active companies versus dead companies in a given economic sector, our intention was to see how good the dimension transformation of the time-series was. Also with regards to the separation between the two classes, we were attempting to predict the potential survival of a company using SVMs. In other words, by visualizing the two clusters we observed that few active companies were more nearer to the dead cluster, which led to inferring that these companies could potentially collapse in the long run. This was evident from the observation that these active companies exhibited stock price changes similar to dead companies before they collapsed . A similar observation could be derived from our biomedical time-series results. A normal distribution is easier to analyze and model using GMM, as compared to a non-i.i.d distribution. In other words, we can say that Gaussian mixture models GMM give the best fit for normally distributed datasets. A qualitative observation of the time-series signals used in our experiments reveals that the distribution in Laplacian in nature. That is, although the histogram of a sample vector appears to be bell-shaped as is in a normal distribution, we actually observe that the curve is peaked around the mean value and has fat-tails on either sides. Upon further training, testing and cross-validation operations using SVMs and LDA, we have achieved a high classification rates in both the studies, as indicated in Tables 3 and 6 . The highlighting factors behind such high classification rates could be as follows. i The characteristic property of Fisher kernels-retaining the essential features during dimension transformation.
ii The application of SMO method for finding the hyperplane, which splits out large quadratic optimization problem into smaller portions for solving.
iii Other studies as indicated in Table 1 , wherein Fisher kernels have performed exceptionally well.
Automation of our research work in order to yield dynamic outputs in the form of predictive statements and visualization plots can be pursued as a future study. Experimenting with variable-length time-series in this study has definitely opened doors for more research, such as assessing the time-frame of cartilage degeneration and a scope for monitoring Osteoarthritis. Analyzing these issues in near future will be quite interesting and challenging.
