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Abstract
A multiple input, multiple output (MIMO) radar emits probings signals with multiple trans-
mit antennas and records the reflections from targets with multiple receive antennas. Estimating
the relative angles, delays, and Doppler shifts from the received signals allows to determine the
locations and velocities of the targets. Standard approaches to MIMO radar based on digi-
tal matched filtering or compressed sensing only resolve the angle-delay-Doppler triplets on a
(1/(NTNR), 1/B, 1/T ) grid, where NT and NR are the number of transmit and receive antennas,
B is the bandwidth of the probing signals, and T is the length of the time interval over which
the reflections are observed. In this work, we show that the continuous angle-delay-Doppler
triplets and the corresponding attenuation factors can be recovered perfectly by solving a con-
vex optimization problem. This result holds provided that the angle-delay-Doppler triplets are
separated either by 10/(NTNR− 1) in angle, 10.01/B in delay, or 10.01/T in Doppler direction.
Furthermore, this result is optimal (up to log factors) in the number of angle-delay-Doppler
triplets that can be recovered.
1 Introduction
Traditional pulse-Doppler radar systems transmit a probing signal and receive the reflections from
the targets with a single antenna. By estimating the induced delays and Doppler shifts such a
Single-Input Single-Output (SISO) radar can determine the relative distances and velocities of
the targets. A SISO radar can, however, not determine the actual positions of the objects with
a single measurement. MIMO radar systems [BF03; LS07] use multiple antennas to transmit
probing signals simultaneously and record the reflections from the targets with multiple receive
antennas. A MIMO radar can thereby, in principle, resolve the relative angles along with the
relative distances and velocities of targets with a single measurement. In this paper, we study
the problem of recovering the continuous angels, delays and Doppler shifts from the response
to known and suitably selected probing signals. As we will see later, this problem—termed the
super-resolution MIMO radar problem—amounts to recover a signal that is sparse in a continuous
dictionary from linear measurements.
In case the targets may be assumed to lie on a sufficiently coarse grid, compressed sensing
[CRT06] based approaches provably recover the angle-delay-Doppler triplets for MIMO [DR15;
SW15], and the delay-Doppler pairs for SISO [HS09; BS07; HB13] radar. However, to establish
those results, the papers [HS09; BS07; DR15; SW15] assume that angles, delays, and Doppler shifts
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lie on a sufficiently coarse grid, namely a grid with spacing 1/(NTNR), 1/B, and 1/T , in angle,
delay, and Doppler direction, respectively. Here, NT and NR are the number of transmit and
receive antennas, B is the bandwidth of the probing signals, and T is the time interval over which
the reflections are observed. Since NT , NR, B, and T are physical problem parameters, they can in
general not be made (arbitrarily) large in order to make the grid finer. The coarseness of the grid
is needed for the measurement matrix to be sufficiently incoherent, therefore the aforementioned
results cannot be extended to a grid with significantly finer spacing. In some special cases, however,
off the grid recovery is possible with standard spectral estimation techniques. For example, in case
of a single input antenna and either known and constant delays, or known and constant Doppler
shifts, the super-resolution radar problem reduces to a standard 2D line spectral estimation problem
[SW15, Sec. 5]. For those special cases, the target locations can be recovered—off the grid—with
standard spectral estimation techniques such as Prony’s method, MUSIC, and ESPRIT [SM05]. In
general, however, the super-resolution MIMO radar problem cannot be reduced to a line spectral
estimation problem, not even in the SISO case. Therefore, traditional spectral estimation techniques
are not directly applicable. Recently, an alternative, convex optimization based approach to solve
line spectral estimation and related problems has been proposed. Specifically, in [CFG14] it is
shown that the corresponding frequencies can be recovered perfectly by solving a convex total-
variation norm minimization program, provided they are sufficiently separated. Related convex
programs have been studied for compressive sensing off the grid [Tan+13], denoising [BTR13],
signal recovery from short-time Fourier measurements [ASB15], and the SISO super-resolution
radar problem [HMS16]. The super-resolution MIMO radar problem, however, is more difficult
than its SISO counterpart studied in [HMS16], due to the additional angle dimension, and since
the probing signals from different transmit antennas superimpose at the receive antennas.
In this work we propose a convex program similar to those in [CFG14; Tan+13; BTR13; HMS16;
Cha+12], and show that it recovers the continuous angles, delays, and Doppler shifts perfectly, pro-
vided that they are sufficiently separated. To the best of our knowledge, this is the first approach
that provably recovers the angle-delay-Doppler triplets off the grid under general conditions. Fur-
thermore, we show that a simple convex ℓ1-minimization program can recover the angles and delay-
Doppler shifts on an arbitrarily fine grid, again provided they are sufficiently separated. Finally,
we provide numerical results demonstrating that our approach is robust to noise.
Outline: The remainder of this paper is organized as follows. Section 2 contains the MIMO
radar model and formal problem statement. In Sections 3 and 4 we present our convex optimization
based recovery approach and corresponding performance guarantees. In Section 5 we show that
ℓ1-minimization recovers the locations on an arbitrarily fine grid, and in Section 6 we provide
numerical results demonstrating that our approach is robust to noise. Finally, in Section 7 we
outline the proof.
2 Signal model and formal problem statement
We consider a MIMO radar with NT transmit and NR receive antennas that are colocated and
lie in a plane along with S targets, see Figure 1 for an illustration. While our results can be
generalized to targets lying in three-dimensional space, we focus on targets lying in a plane, for
simplicity. We assume that the targets are located in the far field of the array and let the transmit
and receive antennas be uniformly spaced with spacings 12fc and
NT
2fc
, respectively, where fc is
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the carrier frequency. This spacing yields a uniformly spaced virtual array with NTNR antennas,
and thus maximizes the number of virtual antennas achievable with NT transmit and NR receive
antennas [Fri09; SF14]. The (baseband) signal yr(t) at continuous time t received by antenna
r = 0, . . . , NR−1, consists of the superposition of the reflections from the targets of the transmitted
probing signals xj(t), j = 0, . . . , NT − 1, and is given by (see Appendix A for more details),
yr(t) =
S−1∑
k=0
bke
i2πrNT βk
NT−1∑
j=0
ei2πjβkxj(t− τ¯k)ei2πν¯kt. (1)
Here, bk ∈ C, βk ∈ [0, 1], τ¯k, and ν¯k are the attenuation factor, angle or azimuth parameter,
delay, and Doppler shift associated with the k-th target. The parameters βk, τ¯k, ν¯k determine the
angle (β = − sin(θ)/2 see Figure 1), distance, and velocity of the k-th target relative to the radar.
Locating the target therefore amounts to estimate the continuous parameters bk, βk, τ¯k, ν¯k from the
responses yr, r = 0, . . . , NR − 1, to known and suitably selected probing signals xj.
×
×
×
target 1
θ
dT
dR
d
reflection from target 1
r = 0, j = 0
Figure 1: Principle of MIMO radar: × and correspond to transmit and receive antennas.
Throughout, we assume the spacing of the NT transmit and NR receive antennas to be dT =
1
2fc
and dR =
NT
2fc
, where fc is the carrier frequency.
In practice, however, the probing signals xj must be band-limited and approximately time-
limited, and the responses yr can be observed only over a finite time interval. For concreteness,
we assume that the yr are observed over an interval of length T and that xj has bandwidth B
and is approximately supported on a time interval proportional to T . From the input-output
relation (1), it is evident that band- and approximate time-limitation of the xj implies that yr is
band- and approximately time-limited as well—provided that the delay-Doppler pairs are compactly
supported. This is indeed the case, due to path loss and finite velocity of the targets or objects in the
scene [Str06]. Formally, we assume that (τ¯k, ν¯k) ∈ [−T/2, T/2]×[−B/2, B/2]. This is not restrictive
since the region in the delay-Doppler plane where the delay-Doppler pairs are located can have area
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BT ≫ 1, which is very large. In fact, a common assumption, not needed here, is that the delay-
Doppler pairs lie in a region of area ≪ 1 [Tau+10; BGE11]. Since the received signal yr is band-
limited and approximately time-limited, by the 2WT -Theorem [Sle76; DMB12], it is essentially
characterized by on the order of BT -many coefficients. We therefore sample the received signals
yr in the interval [−T/2, T/2] at rate 1/B, and collect the corresponding samples in the vectors1
yr ∈ CL, L := BT , i.e., the p-th entry of yr is [yr]p := yj(p/B), for p = −N, . . . ,N,N := L−12 . As
detailed in [HMS16], those samples are given by2
[yr]p =
S−1∑
k=0
bke
i2πrNT βk
NT−1∑
j=0
ei2πjβk [FνkTτkxj ]p, (2)
where [xj ]p := xj(p/B), [Fνx]p := [x]pei2πpν and
[Tτx]p := 1
L
N∑
k=−N
[(
N∑
ℓ=−N
[x]ℓe
−i2π ℓk
L
)
e−i2πkτ
]
ei2π
pk
L . (3)
Here, we defined the time-shifts τk := τ¯k/T and frequency-shifts νk := ν¯k/B. Since (τ¯k, ν¯k) ∈ [−T/2,
T/2] × [−B/2, B/2] we have (τk, νk) ∈ [−1/2, 1/2]2 . Since Tτx and Fνx are 1-periodic in τ and
ν, we can assume in the remainder of the paper that (τk, νk) ∈ [0, 1]2. The operators Tτ and Fν
can be interpreted as fractional time and frequency shift operators in CL. If the (τk, νk) lie on
a (1/L, 1/L) grid, Fν and Tτ reduce to the “natural” time frequency shift operators in CL, i.e.,
[Tτx]p = xp−τL and [Fνx]p = xpei2πp νLL . The definition of a time shift in (3) as taking the Fourier
transform, modulating the frequency, and taking the inverse Fourier transform is a very natural
definition of a continuous time-shift τk ∈ [0, 1] of a discrete vector x = [x−N , . . . , xN ]T .
We have reduced the problem of identifying the locations of the targets under the constraints
that the probing signals xj are band-limited and the responses yr are observed over a finite time
interval only, to the estimation of the parameters bk ∈ C, (βk, τk, νk) ∈ [0, 1]3, k = 0, . . . , S− 1 from
the samples [yr]p, r = 0, . . . , NR − 1, p = −N, . . . ,N , in the input-output relation (2). We call this
the super-resolution MIMO radar problem.
3 Recovery via atomic norm minimization
We next formally present our recovery algorithm. To this end, we first define for convenience the
vector r := [β, τ, ν], and write the input-output relation (2) in matrix-vector form:
y = Az, z =
S−1∑
k=0
bkf(rk). (4)
1For simplicity we assume throughout that L = BT is an odd integer.
2More precisely, equality (2) holds exactly provided the signals xj are T -periodic on R, which, however, means
that the signals xj are not time-limited. We hasten to add that if we let the signals xj be only partially periodic
so that xj is essentially supported on an interval of length proportional to T , then equality (2) continues to hold
approximately. The corresponding relative error (for a random probing signal, as used here) is shown in [HMS16] to
decay as 1/
√
L and is therefore negligible for large L.
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Here, y := [yT0 , . . . ,y
T
NR−1
]
T
, where f(r) ∈ CL2NTNR has entries3 [f(r)](v,k,p) = ei2π(vβ+kτ+pν), v =
0, . . . , NTNR − 1, k, p = −N, . . . ,N , and A ∈ CNRL×NRNTL2 is defined as follows. The expression
wr,p := e
i2πrNT β
∑NT−1
j=0 e
i2πjβ[FνTτxj]p in (2) can be written as
wr,p =
NT−1∑
j=0
N∑
k=−N
ap,k,je
i2π(kτ+pν+(j+NT r)β),
with ap,k,j =
1
L
∑N
ℓ=−N [xj ]ℓe
i2π(ℓ−p) k
L . Let fp,j ∈ CL be the vector with kth entry [fp,j]k = ap,k,j,
k = −N, . . . ,N , and let Aj ∈ CL×L2 be the block-diagonal matrix with fTp,j on its pth diagonal,
p = −N, . . . ,N . With this notation, A is defined as the block-diagonal matrix with the matrix
[A0, . . . ,ANT−1] ∈ CL×NTL
2
on its diagonal, for all NR blocks on the diagonal. With this notation,
(2) becomes (4).
The significance of the representation (4) is that recovery of the bk, rk = [βk, τk, νk] from z is a
3D line spectral estimation problem that can be solved with standard spectral estimation techniques
such as Prony’s method [SM05]. Therefore, we only need to recover z ∈ CNRNTL2 from y ∈ CNRL.
To do so, we use that z is a sparse linear combination of atoms in the set A := {f(r), r ∈ [0, 1]3}.
A regularizer that promotes such a sparse linear combination is the atomic norm induced by these
signals [Cha+12], defined as ‖z‖
A
:= infbk∈C,rk∈[0,1]3 {
∑
k |bk| : z =
∑
k bkf(rk)} . We estimate z by
solving the basis pursuit type atomic norm minimization problem problem
AN(y) : minimize
z˜
‖z˜‖
A
subject to y = Az˜. (5)
To summarize, we estimate the bk, rk from y by i) solving AN(y) in order to obtain z, ii)
estimating the rk from z by solving the corresponding 3D-line spectral estimation problem, and iii)
solving the linear system of equations y =
∑S−1
k=0 bkAf(rk) for the bk.
We remark that the rk may be obtained more directly from a solution to the dual of (5); see
[BTR13, Sec. 3.1], [CFG14, Sec. 4], [Tan+13, Sec. 2.2], and [HMS16, Sec. 6] for details on this
approach applied to related problems.
Since computation of the atomic norm involves taking the infimum over infinitely many param-
eters, finding a solution to AN(y) may appear to be daunting. For the 1D case (i.e., only angle,
time, or frequency shifts), the atomic norm can be characterized in terms of linear matrix inequali-
ties (LMIs) [Tan+13, Prop. 2.1]. This characterization is based on the Vandermonde decomposition
lemma for Toeplitz matrices, and allows to formulate the atomic norm minimization program as
a semidefinite program that can be solved in polynomial time. While this lemma generalizes to
higher dimensions [YXS15, Thm. 1], it fundamentally comes with a rank constraint that appears
to prohibit an straightforward characterization of the atomic norm in terms of LMIs. Nevertheless,
based on [YXS15, Thm. 1], one can obtain a semidefinite programming (SDP) relaxation of AN(y),
which can be solved in polynomial time. Similarly, a solution of the dual of AN(y) can be found
with a SDP relaxation. Since the computational complexity of the corresponding semidefinite pro-
grams is quite large, we will not dive into the details of those SDP relaxations. Instead, we show
in Section 5 that the rk can be recovered on an arbitrarily fine grid via ℓ1-minimization. While
this leads to a gridding error, the grid may be chosen sufficiently fine for the gridding error to be
negligible compared to the error induced by additive noise (in practice, there is typically additive
noise).
3Here, and in the following we use for convenience a three dimensional index to refer to entries of the vector f .
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4 Main results for atomic norm minimization
Throughout, we take the probing signals to be random by choosing its samples, i.e., the entries
of the xj as i.i.d. Gaussian (or sub-Gaussian) zero-mean random variables with variance 1/(NTL).
Our main results is stated next.
Theorem 1. Assume L = 2N + 1 ≥ 1024, NTNR ≥ 1024, and suppose we observe y = Az, z =∑S−1
k=0 bkf(rk) where sign(bk) is chosen independently from symmetric distributions on the complex
unit circle and the rk = [βk, τk, νk] are arbitrary triplets obeying the minimum separation condition
|βk − βk′ | ≥ 10
NTNR − 1 or |τk − τk
′ | ≥ 5
N
or |νk − νk′ | ≥ 5
N
, for all k, k′ : k 6= k′. (6)
Here, |βk − βk′ | is the wrap-around distance on the unit circle. For example, |3/4− 1/2| = 1/4 but
|5/6 − 1/6| = 1/3 6= 2/3. Choose δ > 0 and assume that
S ≤ cmin(L,NTNR)/ log3 (L/δ) (7)
where c is a numerical constant. Then, with probability at least 1− δ, z is the unique minimizer of
AN(y) in (5).
Theorem 1 guarantees that, with high probability, the parameters bk, rk can be recovered per-
fectly from the observation y by solving a convex program (recall that the parameters bk, rk can
be obtained from z), provided that the locations rk = [βk, τk, νk] are sufficiently separated in either
angle, time, or frequency, and provided that the total number of targets satisfies condition (7). Note
that, translated to the physical parameters τ¯k, ν¯k, the minimum separation condition (6) becomes:
|βk − βk′ | ≥ 10
NTNR − 1 or |τ¯k − τ¯k
′| ≥ 10.01
B
or |ν¯k − ν¯k′ | ≥ 10.01
T
, for all k, k′ : k 6= k′.
Theorem 1 is essentially optimal in the number of targets that can be located, since S can be
linear—up to a log-factor—in min(L,NTNR), and S ≤ min(L,NTNR) is a necessary condition to
uniquely recover the attenuation factors bk even if the locations rk are known. To see this, note
that for the linear system of equations (4) to have a unique solution, the vectors Af(rk) must
be linearly independent. If βk = 0, for all k, or if τk = 0 and νk = 0, for all k, the vectors
Af(rk), rk = (βk, τk, νk), k = 0, . . . , S − 1 can only be linearly independent provided that S ≤ L
and S ≤ NTNR, respectively. This is seen from
Af(r) =


ei2π0β
∑NT−1
j=0 e
i2πjβFνTτxj
...
ei2πNT (NR−1)β
∑NT−1
j=0 e
i2πjβFνTτxj

 .
Regarding the minimum separation condition, we note that some sort of separation between the
(βk, τk, νk) is necessary for stable recovery. This follows from the simpler problem of line spectral
estimation, that is obtained from our setup by setting βk = 0, τk = 0 for all k, being ill posed if the
νk are clustered closely together. Specifically, suppose S
′ frequencies νk are in an interval of length
smaller than 2S
′
L . For S
′ large, the problem of recovering the (bk, νk) is extremely ill-posed [Don92,
Thm. 1.1], [MC14], [CFG14, Sec. 1.7]. Condition (6) allows us to have 0.2S′ time-frequency shifts
in an interval of length 2S
′
L , which is optimal up to the constant 0.2.
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Recall that the complex-valued coefficients bk in the radar model (1) describe the attenuation
factors. A standard modeling assumption in wireless communication and radar [Bel63] is that the
bk are complex Gaussian distributed. Under this model, the random sign assumption in Theorem 1
is satisfied. However, we believe that the random sign assumption is not necessary for our result
to hold.
Theorem 1 is proven by constructing an appropriate dual certificate; the existence of this cer-
tificate guarantees that the solution to AN(y) in (5) is z, as formalized by Proposition 1 below.
Proposition 1 is a consequence of strong duality, and well known for the discrete setting from the
compressed sensing literature [CRT06]. The proof is standard, see e.g., [Tan+13, Proof of Prop. 2.4].
Proposition 1. Let y = Az with z =
∑S−1
k=0 bkf(rk). If there exists a dual certificate Q˜(r) =
〈q,Af(r)〉 with complex coefficients q ∈ CNRL such that
Q˜(rk) = sign(bk), for all k, and |Q˜(r)| < 1 for all r ∈ [0, 1]3 \ {r0, . . . , rS−1}, (8)
then z is the unique minimizer of AN(y).
5 Recovery on a fine grid
An practical approach to estimate the parameters rk from the received signals yr in the input-
output relation (2), promoted in [TBR13], is to suppose the angle-time-frequency triplets lie on
a fine grid, and solve the problem on that grid. In general this leads to a gridding error, that,
however, becomes small as the grid gets finer. We next discuss the corresponding (discrete) sparse
signal recovery problem.
Suppose the (βk, τk, νk) lie on a grid with spacing (1/K1, 1/K2, 1/K3), where K1,K2,K3 are
integers obeying K1 ≥ NTNR, K2,K3 ≥ L = 2N + 1. With this assumption, the super-resolution
MIMO radar problem reduces to the recovery of the sparse (discrete) signal s ∈ CK1K2K3 from the
measurement y = Rs where R ∈ CNRL×K1K2K3 is the matrix with (n1, n2, n3)-th column given by
Af(rn), rn = (n1/K1, n2/K2, n3/K3). Note that the non-zeros of s and its indices correspond to
the attenuation factors bk and the locations rk on the grid. A standard approach to the recovery
of the sparse signal s from the underdetermined linear system of equations y = Rs is to solve the
following convex program:
L1(y) : minimize
s˜
‖s˜‖1 subject to y = Rs˜. (9)
Below is our main result for recovery on the fine grid.
Theorem 2. Assume L = 2N + 1 ≥ 1024, NTNR ≥ 1024, and suppose we observe y = Rs, where
s is a sparse vector with non-zeros indexed by the support set S ⊆ [K1]× [K2]× [K3]. Suppose that
those indices satisfy the minimum separation condition: For all triplets (n1, n2, n3), (n
′
1, n
′
2, n
′
3) ∈ S,
|n1 − n′1|
K1
≥ 10
NTNR − 1 or
|n2 − n′2|
K2
≥ 5
N
or
|n3 − n′3|
K3
≥ 5
N
.
Moreover, we assume that the signs of the non-zeros of s are chosen independently from symmetric
distributions on the complex unit circle. Choose δ > 0 and assume S ≤ cmin(L,NTNR)/ log3 (L/δ)
where c is a numerical constant. Then, with probability at least 1− δ, s is the unique minimizer of
L1(y) in (9).
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Figure 2: Resolution error for the recovery of S = 5 targets from the samples y with and without
additive Gaussian noise n of a certain signal-to-noise ratio SNR = ‖y‖22/‖n‖22, for varying super-
resolution factors (SRFs). The resolution error is defined as the average over (N2TN
2
R(βˆk − βk)2 +
L2(τˆk − τk)2 + L2(νˆk − νk)2)1/2, k = 0, . . . , S − 1, where (βˆk, τˆk, νˆk) are the locations obtained by
solving L1-ERR.
Note that Theorem 2 does not impose any restriction on K1,K2,K3, in particular they can be
arbitrarily large. The proof of Theorem 2 is closely linked to that of Theorem 1. Specifically, the
existence of a certain dual certificate guarantees that s is the unique minimizer of L1(y). The dual
certificate is obtained directly from the dual certificate for the continuous case (i.e., from Q˜(r) in
Proposition 1).
6 Numerical results and robustness
We briefly evaluate numerically the resolution obtained by our approach, and demonstrate that it
is robust to noise. We set NT = 3, NR = 3, and L = 41, and draw S = 5 target locations (βk, τk, νk)
uniformly at random from [0, 1] × [0, 2/√L]2. Moreover, we choose K1 = SRFNTNR,K2 = SRFL,
and K3 = SRFL, where SRF ≥ 1 can be interpreted as a super-resolution factor as it determines by
how much the (1/K1, 1/K2, 1/K3) grid is finer than the original, coarse grid (1/(NTNR), 1/L, 1/L).
To account for additive noise, we solve the following modification of L1(y) in (9)
L1-ERR: minimize
s˜
‖s˜‖1 subject to ‖y −Rs˜‖22 ≤ δ, (10)
with δ chosen on the order of the noise variance. There are two error sources incurred by this ap-
proach: the gridding error obtained by assuming the points lie on a grid with spacing (1/K1, 1/K2,
1/K3)—which decreases in SRF—and the additive noise error. The results, depicted in Figure 2,
show that the target resolution of the super-resolution approach is significantly better than that
of the compressed sensing based approach [DR15; SW15] corresponding to recovery on the coarse
grid i.e., SRF = 1. Moreover, the results show that our approach is robust to noise.
We next compare our approach to the Iterative Adaptive Approach (IAA) [Yar+10], proposed
for MIMO radar in the paper [Rob+10]. IAA is based on weighted least squares and has been
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proposed in the array processing literature. IAA can work well even with one snapshot only and
can therefore be directly applied to the MIMO super-resolution problem. However, to the best of
our knowledge, no analytical performance guarantees are available in the literature that attest IAA
similar performance than the ℓ1-minimization based approach. We compare the IAA algorithm
[Yar+10, Table II, “The IAA-APES Algorithm”] to L1-ERR, for a problem with parameters NT =
3, NR = 3, and L = 41, as before, but with SRF = 3 and (βk, τk, νk) = (k/(NRNt), k/L, k/L), k =
0, . . . , S − 1, so that the location parameters lie on the fine grid, and are separated. As before, we
draw the corresponding attenuation factors bk i.i.d. uniformly at random from the complex unit
disc. Our results, depicted in Figure 3, show that L1-ERR performs better in this experiment than
IAA, in particular for small signal-to-noise ratios.
51015202530
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Figure 3: Resolution error (smaller is better) of L1-ERR and IAA applied to y+n, where n ∈ CNRL
is additive Gaussian noise, such that the signal-to-noise ratio is SNR := ‖y‖22/‖n‖22. As before, the
resolution error is defined as (N2TN
2
R(βˆk − βk)2 +L2(τˆk − τk)2+L2(νˆk − νk)2)1/2, where (βˆk, τˆk, νˆk)
are the locations obtained by solving L1-ERR.
7 Proof outline
Theorem 1 and Theorem 2 both follow from the existence of a dual certificate as specified in
Proposition 1. Our construction of the dual certificate Q˜ is inspired by the construction of related
certificates in [CFG14; Tan+13; HMS16]. From Q˜(r) = 〈q,Af(r)〉 = 〈AHq, f(r)〉 , it is seen that
Q˜ is a 3D-trigonometric polynomial in the variables β, τ, ν with coefficient vector AHq (recall that
the entries of f(r), r = (β, τ, ν) are given by [f(r)](v,k,p) = e
i2π(vβ+kτ+pν)). To build Q˜ we therefore
need to construct a 3D-trigonometric polynomial that satisfies condition (8), and whose coefficients
are constraint to be of the form AHq. Since the xj are random, and A depends on the xj , Q˜ is a
random trigonometric polynomial.
For notational simplicity, we assume that NRNT = L, and define the polynomial Q(r) =
ei2πNβQ˜(r)
〈
AHq, f˜(r)
〉
, where the entries of the vector f˜(r) are given by [f˜(r)](v,k,p) = e
i2π(vβ+kτ+pν),
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v, k, p = −N, . . . ,N . With this notation, condition (8) on Q˜ is equivalent to Q obeying
Q(r) = uk, uk := e
i2πNβksign(bk), for all k
and |Q(r)| < 1, for all r ∈ [0, 1]3 \ {r0, . . . , rS−1}. (11)
We construct Q explicitly. It is instructive to first consider the construction of a deterministic
3D trigonometric polynomial Q¯(r) =
〈
q¯, f˜(r)
〉
with unconstraint, deterministic coefficients q¯, that
satisfies condition (11), but whose coefficients q¯ ∈ CL3 are not constraint to be of the form AHq.
Such a construction has been established (provided a minimum separation condition on the rk holds)
by Cande`s and Fernandez-Granda [CFG14, Prop. 2.1, Prop. C.1] for the 1D and 2D case; the 3D
case is treated analogously. To construct Q, Cande`s and Fernandez-Granda [CFG14] interpolate the
points uk with a fast-decaying kernel G¯(r) := F (β)F (τ)F (ν) and slightly adopt this interpolation
near the rk with the partial derivatives G¯
(n1,n2,n3)(r) := ∂
n1
∂βn1
∂n2
∂τn2
∂n3
∂νn3 G¯(r) to ensure that local
maxima are achieved at the rk:
Q¯(r) =
S∑
k=1
α¯kG¯(r− rk) + α¯1kG¯(1,0,0)(r− rk) + α¯2kG¯(0,1,0)(r− rk) + α¯3kG¯(0,0,1)(r− rk). (12)
Here, F is the squared Feje´r kernel which is a certain trigonometric polynomial with coefficients gk,
i.e., F (t) =
∑N
k=−N gke
i2πtk. Shifted versions of F (i.e., F (t− t0)) and the derivatives of F are also
1D trigonometric polynomials of degree N , therefore G¯, its partial derivatives, and shifted versions
thereof are 3D trigonometric polynomials of the form
〈
q¯, f˜(r)
〉
. The construction of Q¯ is concluded
by showing that the coefficients α¯k, α¯1k, α¯2k, α¯3k, can be chosen such that Q¯ reaches global maxima
at the rk.
Our construction of Q follows a similar program. Specifically, we interpolate the points uk at rk
with the functions Gn(r, rk) =
〈
Agn(rk),Af˜ (r)
〉
. Here, gn(rk),n = (n1, n2, n3) is the vector with
(v, k, p)-th coefficient given by gvgkgp(i2πv)
n1(i2πk)n2(i2πp)n3e−i2π(βv+τk+νp), where the gk are the
coefficients of the squared Feje´r kernel F . With this definition, we have E [Gn(r, rk)] = G¯
n(r− rk).
This follows from E
[
AHA
]
= I, not shown here. Moreover, Gn(r, rk) concentrates around G¯
n(r−
rk). We construct Q by interpolating the uk at rk with G(0,0,0)(r, rk), k = 0, . . . , S − 1, and slightly
adopt this interpolation near the rk with linear combinations of G(1,0,0)(r, rk), G(0,1,0)(r, rk), and
G(0,0,1)(r, rk), in order to ensure that local maxima of Q are achieved exactly at the rk. Specifically,
we set
Q(r) =
S∑
k=1
αkG(0,0,0)(r, rk) + α1kG(1,0,0)(r, rk) + α2kG(0,1,0)(r, rk) + α3kG(0,0,1)(r, rk). (13)
Note that Q(r) is a linear combination of the functions Gm(r, rk), and by definition of the Gm(r, rk)
it obeys
〈
AHq, f˜(r)
〉
, for some q, as desired. The proof is concluded by showing that, with high
probability, there exists a choice of coefficients αk, α1k, α2k and α3k such that Q reaches global
maxima at the rk and Q(rk) = uk, for all k. For this argument to work, the particular choice of
Gm(r, rk) is crucial; the main ingredients are that Gm(r, rk) concentrates around G¯(r − rk), and
certain properties of G¯ and Q¯.
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A Signal Model
In this appendix, we provide additional details on the input-output relation (1). Recall that we
consider a MIMO radar with NT transmit antennas and NR receive antennas that are located on a
line in a two-dimensional plane together with the targets, as displayed in Figure 1. We assume that
the targets are located in the far field of the array, i.e., the distance of the target to the antenna
array is much larger than the largest distance between two antennas. As a consequence, propagating
waves appear planar and the angle between the target and each antenna is (approximately) the
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same. For concreteness, we consider a setup where the transmit and receive antennas are uniformly
spaced with spacings dT and dR, respectively.
Consider a single target first. The j-th antenna transmits the signal xj(t)e
i2πfct, where fc is the
carrier frequency. This signal propagates to the target, which we assume to be a point scatterer, gets
reflected, and propagates back to the r-th receiver. From Figure 1, we see that the corresponding
delay is, as a function of the angle between antennas and the target, θ, distance to the target, d,
and the speed of light, c, given by
τ˜ :=
2d
c
+
sin(θ)(dT j + dRr)
c
= τ¯ − β 2(dT j + dRr)
c
.
For the second equality, we defined the angle parameter β := − sin(θ)/2 and the delay τ¯ := 2dc .
Taking the Doppler shift into account, the reflection of the j-th probing signal received by the r-th
receive antenna is given by
b˜xj(t− τ˜)ei2π(fc+ν¯)(t−τ˜ ). (14)
Here, b˜ ∈ C is the attenuation factor associated with the target, and ν¯ := 2vc fc is the Doppler shift,
which is a function of the relative velocity, v, of the object. By choosing the antenna spacing as
dT =
1
2fc
and dR =
NT
2fc
, the reflection of the j-th probing signal received by the r-th receive antenna
in (14) becomes
b˜xj(t− τ˜)ei2π(fc+ν¯)(t−τ¯ )ei2π(fc+ν¯)β
j+rNT
fc ≈ b˜xj(t− τ¯)ei2π(fc+ν¯)(t−τ¯)ei2πβ(j+rNT ).
Here, the approximation follows by the Doppler shift ν¯ being much smaller than the carrier fre-
quency fc, therefore
fc+ν¯
fc
≈ 1, and τ˜ ≈ τ¯ . If follows that the reflection of the j-th probing signal
received by the r-th receive antenna, after demodulation, is
bxj(t− τ¯)ei2πν¯tei2πβ(j+rNT )
where we defined b = b˜e−i2πν¯τ¯ . Next, consider S targets. Since, for S targets, the (demodulated)
signal yr received by antenna r consists of the superposition of the reflections of the probing signals
xj, j = 0, . . . , NT − 1, transmitted by the transmit antennas, we obtain the input-output relation
(1), i.e.
yr(t) =
S−1∑
k=0
bke
i2πrNT βk
NT−1∑
j=0
ei2πjβkxj(t− τ¯k)ei2πν¯kt.
Here, βk, τ¯k and ν¯k determine the angle, θk, the distance, dk, and the velocity, vk of the k-th target
relative to the antenna array.
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