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ABSTRACT
The Deep Neural Networks (DNNs) models have contributed a high accuracy for the classification of
human emotional states from facial expression recognition data sets, where efficiency is an important
factor for resource-limited systems as mobile devices and embedded systems. There are efficient
Convolutional Neural Networks (CNN) models as MobileNet, PeleeNet, Extended Deep Neural
Network (EDNN) and Inception-Based Deep Neural Network (IDNN) in terms of model architecture
results: parameters, Floating-point OPerations (FLOPs) and accuracy. Although these results are
satisfactory, it is necessary to evaluate other computational resources related to the trained model such
as main memory utilization and response time to complete the emotion recognition. In this paper, we
compare our proposed model model inspired in depthwise separable convolutions and residual blocks
with MobileNet, PeleeNet, EDNN and IDNN. The comparative results of the CNN architectures and
the trained models –with Radboud Faces Database (RaFD)– installed in a resource-limited device are
discussed.
Keywords Computer Vision · Deep Neural Network · Facial Expression Recognition
1 Introduction
It is well known that movements of facial muscles are associated with emotions [1]. The facial expression has been a
growing interest in computer vision and artificial intelligence studies to automate emotion recognition; the researchers
name it Facial Emotion Recognition (FER) [2].
In deep-learning-based FER approaches, the Deep Convolutional Neural Networks (Deep CNNs) have a large perfor-
mance improvement in comparison to conventional unsupervised approaches of machine learning [3, 4, 5] .
In CNNs, the input face image is convolved through a filter collection in the convolution layers to create the feature
map, this is combined to fully connected networks, and then face expression is recognized into a particular class as the
output of the softmax algorithm [2].
For CNNs effectiveness, the Residual Networks (ResNet) are easier to optimize and can improve the accuracy from
considerably increased depth [6]. ResNet models are often implemented with two or three layers skips that contain
non-linearities (ReLu) and batch normalization [7] or concatenate –e.g, the EDNN model [8] in between.
Other strategy to reduce the floating-point operations is the depthwise separable convolution defined in MobileNet [9],
which deals with the depth dimension –the number of channels. A depthwise separable convolution works with kernels
that cannot be “factored” into two smaller kernels. Therefore, it splits the kernel into 2 separate kernels that do two
convolutions: the depthwise convolution and the pointwise convolution.
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Inception module architecture [10] deploys multiple convolutions with multiple filters and pooling layers simultaneously
in parallel within the same layer –the inception layer. As [11] confirmed in its proposal of Inception-Based Deep
Neural Network (IDNN), the use of this module can increase the depth and width of the architecture while preserves the
computational cost constant.
Mobile devices and embedded systems as Resource-Limited Systems, have some limitations of CPU utilization,
memory use and response time. It is therefore that effectiveness of vision algorithms must be evaluated [12]. The
Deep-learning-based FER approaches can be seen as near real-time algorithms in RLS, where the response time [13] to
recognize the emotion do no present significant delays, but need to be assessed. Other limited resource are the main
memory utilization of RAM utilization [13] during trained model execution. Additionally, the effectiveness of CNN’s
architecture models are commonly evaluated and compared in terms of the parameters, accuracy and floating-point
operations [9].
We present a Residual Mobile-based Network (ResMoNet) architecture for Facial Emotion Recognition based on
residual networks and depthwise separable convolution to reduce the parameters, floating-point operations, main
memory utilization, execution time to complete emotion recognition and better impact on the accuracy.
The rest of the paper is organized as follow: section 2 describes the related work; in section 3, the ResMoNet model is
detailed. Section 4 presents and discuss the comparative results of the EDNN, PeleeNet, MobileNet and ResMoNet
models. Finally, the conclusions are resumed in section 5.
2 Related work
2.1 MobileNet
MobileNet is built primarily from depthwise separable convolutions used in inception models [14] to reduce the
computational cost in the first few layers. Depthwise separable convolution deals with the depth dimension, i.e. the
number of channels. A depthwise separable convolution works with kernels that cannot be “factored” into two smaller
kernels. Therefore, it splits the kernel into two separate kernels that do two convolutions: the depthwise convolution
and the pointwise convolution (a simple 1x1 convolution).
In the comparative study of [9], MobileNet achieved a 79.4% of accuracy with 5.60 millions less Mult-Adds (computa-
tion) compared to FaceNet [15] who reached a 83% accuracy. The MobileNet’s architecture (Table 1) generates fewer
Mult-Adds, sacrificing accuracy for resource-limited devices.
2.2 PeleeNet
PeleeNet [7] is a variant of the DenseNet architecture that follows its connectivity pattern [16]. Looking to optimize
memory and computational cost, its architecture (Table 2) was based on (i) GoogLeNet [17] to use a two-way dense
layer; (ii) inception-v4 [18] and deeply supervised object detectors [19] to design a cost efficient stem block before the
first dense layer; and (iii) bath normalization [14] for post-activation in composite function.
The major improvements of speed and accuracy in PeleeNet were the adjustments to: (i) the feature map selection based
on Single Shot MultiBox Detector [20], 5 scale features: 19x19, 10x10, 5x5, 3x3 and 1x1 –to reduce computational
authors do not use 38 x 38 feature map; (ii) the residual prediction block [6] for each feature map; and (iii) a small
convolutional Kernel for prediction –1x1 convolutional kernels, this reduced 21.5 % of computational cost and the
model size (number of parameters).
PeleeNet was evaluated on NVIDIA TX2 embedded platform processing 100 pictures with 1 batch size. PeleeNet
was faster than MobileNet and MobileNetV2 on TX2. Even though MobileNetV2 achieves a high accuracy with 300
FLOPs, meanwhile the speed of PeleeNet was slower than MobileNet with 569 FLOPs. FLOP unit is a basic metric to
evaluate the computational cost of any software model in an RLS.
2.3 EDNN
The Extended Deep Neural Network (EDNN) model for emotion recognition [8]. For face detection authors proposed
a deep convolution neural network composed by six convolution layers, two blocks of deep residual learning, after
each convolution layer. Also, a deep residual blocks implemented after the second and fourth convolution, two Fully
Connected (FC) layers, each with a ReLU activation function, and dropout for training layer (Table 3).
The combination of fully connected layers and residual block could improve the overall result. EDNN obtained the
accuracy of 93.24% trained with the with the Extended Cohn–Kanade dataset (CK+) [21] for emotion recognition of
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Table 1: Details of the MobileNet [9].
Type/ Stride Filter Shape Input Size
Conv / s2 3 x 3 x 3 x 32 224 x 224 x 3
Conv dw / s1 3 x 3 x 32 dw 112 x 112 x 32
Conv / s1 1 x 1 x 32 x 64 112 x 112 x 32
Conv dw / s2 3 x 3 x 64 dw 112 x 112 x 64
Conv / s1 1 x 1 x 64 x 128 56 x 56 x 64
Conv dw / s1 3 x 3 x 128 dw 56 x 56 x 128
Conv / s1 1 x 1 x 128 x 128 56 x 56 x 128
Conv dw / s2 3 x 3 x 128 dw 56 x 56 x 128
Conv / s1 1 x 1 x 128 x 256 28 x 28 x 128
Conv dw / s1 3 x 3 x 256 dw 28 x 28 x 256
Conv / s1 1 x 1 x 256 x 256 28 x 28 x 256
Conv dw / s2 3 x 3 x 256 dw 28 x 28 x 256
Conv / s1 1 x 1 x 256 x 512 14 x 14 x 256
5x Conv dw / s1
5x Conv / s1
3 x 3 x 512 dw
1 x 1 x 512 x 512
14 x 14 x 512
14 x 14 x 512
Conv dw / s2 3 x 3 x 512 dw 14 x 14 x 512
Conv / s1 1 x 1 x 512 x 1024 7 x 7 x 512
Conv dw / s2 3 x 3 x 1024 dw 7 x 7 x 1024
Conv / s1 1 x 1 x 1024 x 1024 7 x 7 x 1024
Avg Pool / s1 Pool 7 x 7 7 x 7 x 1024
FC / s1 1024 x 1000 1 x 1 x 1024
Softmax / s1 Classifier 1 x 1 x 1000
Table 2: Overview of the PeleeNet architecture [7]
Stage Layer Output
Input 224x224x3
0 Stem Block 56x56x32
1
Dense Block Dense Layer x 3
28x28x128Transition Layer 1x1 conv, stride 12x2 Avg pool, stride 2
2
Dense Block Dense Layer x 4
14x14x256Tansition Layer 1x1 conv, stride 12x2 Avg pool, stride 2
3
Dense Block Dense Layer x 8
7x7x512Transition Layer 1x1 conv, stride 12x2 Avg pool, stride 2
4 Dense Block Dense Layer x 6 7x7x704Transition Layer 1x1 conv, stride 1
Classification Layer 7x7 global avg pool 1x1x7041000D fully-connected, softmax
sad, happy, surprise angry, disgust and fear, surpassing other models of various authors that presented a lower accuracy
at 92.71% [22], 92.35% [23], 92.74% [24], and 92.73% [25].
2.4 IDNN
The architecture of Inception-Based Deep Neural Network (IDNN) [11] is inspired in GoogLeNet [10] and AlexNet
[26], it consist in two CNN modules –a convolution layer by a max pooling layer– using the activation function Refined
Linear Units (ReLU) to avoid the vanishing gradient problem. After theses two modules, the network-in-network
architecture and two inception modules were applied –made up of 1x1„ 3x3 and 5x5 convolution layers using ReLU
in parallel. The inception layers are concatenated as output and, finally, two fully connected layers as the classifying
layers (Table 4).
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Table 3: Details of the EDNN architecture [8].
Type Filter size / stride Output size
Conv1 5 x 5 / 2 64 x48 x32
Maxpool1 2 x 2 / 2 32 x 24 x 32
Conv2 3 x 3 / 1 32 x 24 x 64
Res1 4 Conv –
Conv3 3 x 3 / 1 32 x 24 x 128
Maxpool2 2 x 2 / 2 16 x 12 x128
Conv4 3 x 3 / 1 16 x 12 x 128
Res2 4 Conv –
Conv5 3 x 3 / 1 16 x 12 x 256
Maxpool3 2 x 2 / 2 8 x 6 x 256
Conv6 3 x 3 / 1 8 x 6 x 512
FC1 1024 1024
FC2 512 512
Table 4: Details of the IDNN architecture [11].
Type Stride Output 1x1 3x3 3x3 reduce 5x5 5x5 reduce Proj pooling
Convolution-1 7x7/2 24x24x64
Max pool-1 3x3/2 12x12x64
Convolution-2 3x3/1 12x12x192
Max pool-2 3x3/2 6x6x192
Inception-3a 64 128 96 32 16 32
Inception-3b 128 192 128 96 32 64
Max pool-4 3x3/2 3x3x480
Inception-4a 192 208 96 48 16 64
Avg pool-6 1x1x1024
Fully connected-7 1x1x4096
Fully connected-8 1x1x1024
The trained model of IDNN with the CK+ dataset obtained the average accuracy of 97.8% in comparison with other
works at 88.5% [17], 92% [27], 92.4% [28] and 93.6% [29].
The authors create their proposal based on inception layer to improve the recognition of local features such as the eye
and mouth, expressions that can describe an emotion. Also, they applied the network-in-network theory [30] to enhance
the local feature performance, increase the global pooling performance and reduce prone to overfitting.
3 Residual Mobile-based Network
Our proposal contains a stem block –which is fed with our input images, followed by the composition of two networks:
a mobile network containing one mobile block, and a residual network containing a residual block and a transition
block. After these blocks, a dense block of neurons is added before the output layer.
Motivated by [7], we implemented a Stem Block before the mobile section of our proposal. The structure of the Stem
Block can be seen on Fig 1.
The Mobile Network that follows the Stem Block can be composed by a sequence of m Mobile Blocks by defining the
parameter m, which is a mobile-depth parameter (it specifies the number of Mobile Blocks). Our proposal contains a
single Mobile Block (m = 1). The Mobile Block is implemented as defined in [9], which is structured by the following
sequence: a depthwise 2D convolution with batch normalization and ReLU as the activation function, a 2D pointwise
convolution with batch normalization and ReLU as the activation function and finally an average pooling.
The Residual Block that follows the Mobile Block can be composed by a sequence of r Residual Blocks by defining the
parameter r, which is a residual-depth parameter (it specifies the number of Residual Blocks) and a Transition Block.
Our proposal contains a single Residual Block (r = 1). The structure of the Residual Block can be seen on Fig. 2.
The Transition Block is structured as follows: it contains a 2D convolution with batch normalization and ReLU as the
activation function and finally an average pooling.
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Figure 1: Stem Block structure.
Figure 2: Residual Block structure.
Finally, a Dense Block of two layers with dropout is added. A complete overview of the model architecture is shown in
Fig. 3.
4 Experiment and evaluation
4.1 Materials
Our proposed model was built using the Keras library [31] on top of Google’s Tensorflow [32] framework. The versions
used were 2.2.4 on Keras and 1.14.1 on Tensorflow. For image preprocessing we used OpenCV 3.4.3 with Python.
The training of our proposed neural network was done on a machine with the following hardware specifications:
• GPU: 1×Tesla K80 with CUDA 10.1
• CPU: 1×Single core hyper threaded (i.e. 1 core, 2 threads) Intel(R) Xeon(R) CPU @ 2.30GHz, 45 MB Cache
• RAM: ∼12 GB available
• Disk: ∼310 GB available
Once that our proposed model was trained, it was deployed, tested, and measured on a Raspberry Pi 3 Model B with the
same software specifications as the previously mentioned for training, and with the following hardware specifications:
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Figure 3: Overview of the ResMoNet model architecture.
• CPU: 4×ARM Cortex-A53, 1.2GHz
• GPU: Broadcom VideoCore IV
• RAM: 1GB LPDDR2 (900 MHz)
• Disk: ∼32 GB available
On this deployment, the execution time (ET) and the main memory utilization (MMU) were measured as computational
resources for evaluation of the model in production.
4.2 Dataset and preprocessing
The Radboud Faces Database (RaFD) is a high quality faces database containing pictures of 67 models (including
Caucasian males and females, Cauocasian children, both boys and girls, and Moroccan Dutch males) displaying 8
emotional expressions (accordingly to the Facial Action Coding System): Anger, disgust, fear, happiness, sadness,
surprise, contempt, and neutral. Each emotion was shown with three different gaze directions [33].
To train our proposal, the images from the RaFD with front faces were used, including the images with the view to the
front and the sides.
4.2.1 Data preprocessing
In order to generate the set of ROIs that will be split into the input images to train and test our model, we preprocessed
raw images from the RaFD dataset following the steps shown in Fig. 4. Each step of the whole preprocess consists of
the following sub-processes:
1. Face detection on images (Fig. 4A). This process consists of the detection of ROIs inside the images that
contain the face. For this, the default frontal face Haar cascades from OpenCV were used and the (x, y)
coordinates of the bounding box around the face where extracted.
2. Face cropping from images (Fig. 4B). Once that the face is detected on the image, we use the extracted (x, y)
coordinates of the bounding box to crop the detected face and generate a squared ROI.
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Figure 4: A. The face is detected from the original image. B. The detected face is cropped into a new image. C. The
cropped face is resized to the input size used to feed the neural network.
3. Cropped face resizing (Fig. 4C). This process consists of resizing the ROI (cropped image) into the defined
input size for the model (224x224x3), so regarding the sizes for different faces detected, we standardize the
input size.
Any coloring or light fixing process before the face detection on the image was not considered, as the RafD dataset
contains images with great quality about these considerations.
4.2.2 Data augmentation
Once that all the images were cropped and resized to have only 224x224x3 sized images of faces, we proceeded to
augment data. The augmented data consists of the following new images:
• Sub-section of the top-left corner, removing the remaining border of the bottom-right section to create a
sub-image with size 186x186x3 which was also resized to 224x224x3. This process was repeated for the
top-right corner, the bottom-left corner, and the bottom-right corner, removing the remaining borders to create
a sub-images with size 186x186x3 which were also resized to 224x224x3.
• Sub-section of the center of the image, removing the remaining border around the original ROI to create a
sub-image with size 148x148x3 which was also resized to 224x224x3.
• Flipped image around the Y axis of the original image.
• Each of the previous processes for data augmentation for the flipped image.
An example of images generated in the data augmentation process from a single image from the Radboud Faces
Database can be seen in Fig. 5.
4.3 Model training
The preprocessed RafD dataset was split into training (80%) and testing (20%) subsets of images. With the training
subset, the data augmentation process was applied.
Our proposed model, along with the other models for comparison were trained 150 epochs with a batch size of 128 in
the previously specified GPU environment. In order to maintain consistency in the experiment replica for the different
network architectures, we set a random seed, so the same images for training and testing were used on each network.
4.4 Comparison of Computational Efficiency
We performed a comparison of models IDNN, EDNN, 1.0 MobileNet, 0.75 MobileNet and our proposal ResMoNet with
computational efficiency measures during training and in their execution in a device. Let us define the Computational
Efficiency as the properties of an algorithm/software which relate to the amount of computational resources used by
algorithm/software [34]. The comparison of architectures and trained models in terms of computational properties
allow us to know its efficiency for resource-limited devices.
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Figure 5: A. The cropped face from the original image. B. The sub-section of the center of the cropped image (up) and
its horizontally flipped image (down). C. The sub-section of the top-right corner (up) and its horizontally flipped image
(down). D. The sub-section of the top-left corner (up) and its horizontally flipped image (down). E. The sub-section of
the bottom-right corner (up) and its horizontally flipped image (down). F. The sub-section of the bottom-left corner (up)
and its horizontally flipped image (down).
Table 5: Comparison of computational resources and accuracy of different models.
Model # Params. Mult-Add Ops. Accuracy Exec. Time (ET) Main Mem. Util. (MMU)
IDNN 16,158,790 32,302,489 0.92 0.33 s 296.45 MB
EDNN 4,621,638 9,235,929 0.95 0.15 s 245.86 MB
1.0 MobileNet 3,235,014 6,481,263 0.55 1.17 s 282.32 MB
0.75 MobileNet 1,837,590 3,683,679 0.48 0.99 s 274.43 MB
PeleeNet 2,123,502 4,239,183 0.84 0.44 s 457.42 MB
ResMoNet 1,721,614 3,439,778 0.90 0.16 s 235.62 MB
4.4.1 Metrics
To measure the computational efficiency of model’s architecture, we used the number of parameters in a given layer as
the count of "learnable" elements in that layer. This means the number of elements to be optimized. Also, the floating-
point operations per second (FLOPS) as measure of computer performance, wich require floating-point calculations
Mult-Add Operations, and the classification Accuracy of the models.
Once a trained model is installed in the device, that consumes its memory RAM, and emotion recognition time depends
on its processor utilization among other resources. Therefore, we measured the Execution Time (ET) [35] as the time
elapsed between the start and completion of a task of emotion recognition, and the Main Memory Utilization (MMU)
[36] as the amount of main memory used during trained model execution.
4.4.2 Results and Discussions
The Fig. 6 shows the training history –for train and test sets– of our model in 150 epochs. It can be seen along the
model training that as the accuracy on the training set increases, the accuracy on the testing set behaves similarly. This
also happens with the loss function on both sets. The Table 5 presents a comparison of computational resources and
accuracy of the different models. The confusion matrix of ResMoNet model on the testing set is shown in Fig. 7.
Our model presented the smallest size in architecture, and therefore the minor number of parameters and mult-add
operations than IDNN, EDNN, 1.0 MobilNet, 0.75 MobileNet and PeleeNet models (see Table 5).
Concatenation and convolutional blocks (dense blocks) increase the number of floating point operations in general.
The resulted accuracy of the training set and testing set during the model training show a remarkable closeness as
the epochs increase (see Fig. 6), therefore, it is probable that training the model for a longer time would increase the
accuracy. ReMoNet obtained a 90% of accurracy, only the EDNN and the IDNN models surpassed our model with 5%
and 2% correspondingly.
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Figure 6: Training graph. The loss (left) and accuracy (right) during the model training.
Figure 7: The confusion matrix of the testing data.
In practice, shallower networks take less time being compiled in our testing portable device. Similarly, the prediction
task is more efficient in shallower networks. Deeper networks tend to have a longer ET and also more MMU. Our
model presented the best result in MMU, and a difference of 0.01 s in ET with the EDNN model.
It can be seen in the the confusion matrix that neutral expression is the most difficult state to recognize correctly, and
tends to be confused with a sadness state with 13% (see Fig. 7).
5 Conclusion
We presented the ResMoNet model, which was mainly based on the depthwise separable convolutions presented in
MobileNet and the residuality advantage proved in IDNN, EDNN and PeleeNet, with a major adjustment in the Residual
Block.
Concerning computational efficiency, our ResMoNet model architecture generates a less number of parameters and
mult-add operations. Also, it reduced the time to recognize emotion (0.16 s) and the memory utilization (235 MB) in
resource-limited devices.
In future work, we are going to explore studies that applied early data fusion in multiple-images to combine facial
expressions and facial temperature in data preprocessing phase.
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