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Abstract: We consider a class of Gibbs measures defined with respect to the d-dimensional
Wiener measure. The underlying Hamiltonian is defined by interactions that are invariant
under uniform translations of paths, and include long-range dependence in the time variable
and unbounded (singular) interactions attached to the space variables, for which perturbative
techniques from one-dimensional spin systems do not apply. For such interactions we prove a
central limit theorem for the rescaled process under the Gibbs measure and obtain an explicit
expression for the limiting variance.
As an application, we study the solution of the multiplicative-noise stochastic heat equation
in spatial dimensions d ≥ 3. When the noise is mollified both in time and space, we show
that the averages of the diffusively rescaled solutions converge pointwise to the solution of a
diffusion equation whose coefficients are homogenized in this limit.
1. Introduction and motivation.
1.1 Gibbs measures on path spaces. The theory of Gibbs measures for lattice spin models or
continuous point processes is a well established subject of statistical mechanics ([G88, F88]). Gibbs
measures on path spaces are strongly inspired by their quantummechanical applications, and these have
also been studied extensively over the last decade, see the classical book by Spohn ([S04]) for a general
reference, see [N64, B03, BHLMS02, BL03, BLS05] for functional-analytic approaches and Betz- Spohn
([BS05]) and Gubinelli ([G06]) for probabilistic approaches. Before turning to the background, let us
shortly describe the mathematical layout of these models, which is obtained by perturbing the d-
dimensional Wiener measure P by the exponential of a finite-volume energy of the form
HT (W ) = −
∫ T
0
∫ T
0
ds dt H
(
t− s,W (t)−W (s)) (1.1)
leading to the (finite volume) Gibbs measure
Q̂β,T (dω) :=
1
Zβ,T
e−βHT (W )P(dW ). (1.2)
Here β > 0 is the inverse temperature or the coupling parameter, W = (W (t))t>0 is a d-dimensional
Brownian path, and Zβ,T = E
P[exp{−βHT }] is the normalizing constant or the partition function.
The goal of the present article is to establish existence and uniqueness of the infinite-volume Gibbs
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measures limT→∞ Q̂β,T , analyze the behavior of this limit and prove central limit theorems of the
distribution of the rescaled process
lim
T→∞
Q̂β,T
(
W (T )√
T
)−1
⇒ N(0, σ2(β)I) with σ2(β) ∈ (0, 1), (1.3)
for any β > 0. Our results will in particular include interactions H(·, ·) in (1.1) which are singular
(unbounded) in the space variable x 7→ H(·, x) or long-range (slowly decaying) in the time variable
H 7→ H(t, ·) for which techniques originating from the well-known Dobrushin method ([D68, D70,
G06]) or Kipnis-Varadhan theory ([KV86, S86, BS05]) are not available.
In the present context, it behooves us to comment on the physical background of the problems under
interest. Gibbs measures of the above form are intrinsically linked with investigating the behavior of
a quantum particle coupled to a scalar Bose field, which was studied in a seminal work of Nelson
([N64]) in the context of energy renormalization. Mathematically, the scalar Bose-field translates to
an infinite-dimensional Ornstein-Uhlenbeck (OU) process {ϕ(x, t)}x∈Rd ,t>0 with covariance structure∫
ϕ(x, t)ϕ(y, s)POU(dϕ) =
∫
R3
dk |ρ̂(k)|2 1
2ω(k)
e−ω(k)|t−s| eik·(x−y)
=: H(t− s, x− y).
(1.4)
Here ρ̂ denotes the Fourier transform of the mass distribution of the quantum particle, while ω stands
for the Phonon dispersion relation. Now with a Hamiltonian −12∆+eϕ(x, t), the Feynman-Kac formula
leads to the path measure
1
ZT
exp
{
− e
∫ T
0
ϕ
(
W (t), t)
)
dt
}
POU(dϕ)⊗ P(dW ) e > 0. (1.5)
The exponent above is linear in ϕ. Thus integration w.r.t. the Gaussian measure POU, together
with (1.4) and (1.5) now leads to the Gibbs measure Q̂β,T on the Wiener space defined in (1.2) for
β = e2/2. The interaction (1.4) above for the Nelson model encompasses a large class potentials
H(·, ·) and to put our work into context, we will discuss two particular cases of physical prominence.
First, when the dispersion relation ω in (1.4) is chosen to be ω(k) = |k| and ρ̂(·) is radially symmetric,
the Nelson model corresponds to the case of massless Bosons for which the interaction potential
becomes H(t, x) =
∫∞
0 drρ̂(r)e
−r|t| |x|−1 sin(r|x|). Now the choice ρ̂(r) = e−r leads to H(t, x) =
1
|x|2+(1+|t|)2 which, although being bounded in the space variable, carries the aforementioned long-
range dependence of the time decay t 7→ H(t, ·).† Next, another particular case of the Nelson model
is that of the Fro¨hlich Polaron ([S86]) which is an electron coupled to the optical modes of an ionic
crystal. Mathematically, the Polaron is a particular case of (1.4) when we choose ω(k) = ω0 and
ρ̂(k) = |k|−1 that makes H(t, x) = e−ω0|t||x| , which although decaying exponentially fast in time, now
carries a Coulomb singularity in space variable x 7→ H(·, x).
In light of the above discussion, in the present context we propose a general method of analyzing
Gibbs measures on path spaces that descend from covariance structures like (1.4) including unbounded
and slowly decaying potentials discussed above. Note that these cases can not be handled by earlier
methods ([D68, D70]) which necessarily need boundedness of the interaction in space as well as small-
ness of the coupling parameter for the contraction method to succeed that provides uniqueness, while
faster decay of time correlations provides the necessary mixing properties which guarantees a cen-
tral limit theorem for the rescaled process, see Section 2.3 for a discussion. We also remark that
†In general, one assumes ρ̂ to be non-negative and continuous, radially symmetric, square integrable and decaying
rapidly at infinity. The case ρ̂(·) ≡ 1 leads to ultraviolet and infrared divergences.
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the variance σ2(β) of the central limit theorem (1.3) is also directly related to the effective mass of
the quantum particle - as shown in [S86], the mass is the inverse of the diffusion coefficient for any
coupling β > 0. Since the underlying interaction in (1.4) is attractive in nature, one expects this
mass to increase in the limit T → ∞. An advantage of our approach manifests directlyin the bound
0 < σ2(β) < 1 = 1T E
P[W (T )2] for any β > 0 which also confirms this intuition regarding the effective
mass of the quantum particle. The precise statement of the main result can be found in Theorem 2.1.
1.2 Homogenization of the stochastic heat equation. As an application, we will also prove a
homogenization statement (in the averaged sense) of the stochastic heat equation in d ≥ 3 with multi-
plicative white noise smoothened in both space and time. The statement can be formally summarized
as follows. Let B˙ denote Gaussian space-time white noise and let ψ : [0,∞)→ R+ and φ : Rd → R+ be
two fixed mollifiers (i.e. they are both positive, smooth, rotationally symmetric functions with compact
support with total integral one). Let B˙1(t, x) =
∫
Rd
∫∞
0 ψ(t − s)φ(x − y)B˙(s, y) denote the mollified
noise and let u1 be the solution of the multiplicative noise equation ∂tu1 =
1
2∆u1 + β B˙1(t, x)u1. We
set
uˆε(t, x) = u1(ε
−2t, ε−1x). (1.6)
To motivate the discussion, it is instructive to examine the case if the noise B˙ is mollified only in
space (and left white in time with ψ = δ0). Then by Feynman-Kac formula, time-reversal and by
subtracting a deterministic quadratic variation, u1 can be made a martingale in t:
Ex
[
exp
{
β
∫ t
0
(φ ⋆ B˙)(t− s,Ws)ds− β
2
2
t(φ ⋆ φ)(0)
}]
.
If P denotes the law of the noise B˙, then in this (white in time) case, by Brownian scaling, it is
easy to see that EP[uˆε(t, x)] = 1. However, in the present scenario of space-time mollification, the
above correction term is not even deterministic, and in fact, EP[uˆε(t, x)] admits the representation
EP[exp{−βHT (W )}] with HT of the form (1.1). Then our main result implies that, for any β > 0,
t > 0 and x ∈ Rd, the rescaled solutions uˆε(t, x) = u1(ε−2t, ε−1x) homogenize on average as ε→ 0:
1
Z(β, ε, t)
EP[uˆε(t, x)]→ u(t, x) with ∂tu = 1
2
div
(
aβ∇u
)
(1.7)
where aβ 6= Id×d is the diffusion coefficient and Z(ε, β, t) is the normalizing constant that grows
exponentially as ε→ 0, see Theorem 2.2 for a precise statement. It is worth noting that uˆε(t, x) solves
∂tuˆε =
1
2
∆uˆε + βε
−2B˙1
(
t
ε2
,
x
ε
)
uˆε(t, x). (1.8)
On the other hand, the scaling properties of the noise implies that ε−2B˙1(ε−2t, ε−1x) ∼
c0ε
(d−2)/2B˙(t, x) for some constant c0. However, the limiting behavior of uˆε as ε → 0 does not
correspond to a weak-noise problem which would produce (in the limit ε → 0) a solution of the heat
equation ∂tv =
1
2∆v with unperturbed diffusion constant. The statement (1.7) underlines that, while
the noise formally goes to zero, due to space-time correlations present in the mollification, the noise
intensity does influence the diffusivity of the limiting PDE. We also point out that when β is small and
spatial averages are considered, (1.7) can also be lifted to a convergence in probability and Edwards-
Wilkinson type Gaussian limits of the spatial averages of the fluctuations uˆε(t, x) − EP[uˆε(t, x)] can
be obtained ([MU17, GRZ17]), see the discussion in Section 2.4 for the relevance of Theorem 2.2 in
this context. Let us now turn to the precise statements of the results announced above.
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2. Main results.
2.1 Gibbs measures on interacting Wiener paths.
Let Ω denote the space of continuous functions ω : [0,∞) → Rd which is equipped with the
law of the Brownian increments P (i.e, P is defined on the σ-algebra generated by the increments
{ω(t)− ω(s) : 0 ≤ s < t <∞}). We consider the finite-volume Gibbs measures of the form
dQ̂β,T :=
1
Zβ,T
eβHT (ω)dP with HT =
∫ T
0
∫ T
0
ds dt H
(
t− s, ω(t)− ω(s)) (2.1)
where Zβ,T is the normalization constant which turns Q̂β,T to a probability measure. We will impose
the following conditions on the interaction H(·, ·) appearing in the Hamiltonian HT . We assume that
H : [0,∞)×Rd → R+ is a non-negative function such that supxH(t, x) ≤ ρ(t) and suptH(t, x) ≤ V (x)
where ρ and V are positive, rotationally symmetric functions so that ρ(t) ≤ (1+ |t|)−θ with θ > 2 and
V is a bounded function in Rd. Alternatively, we assume that ρ has compact support and V (x) = 1|x|p
for d ≥ 3 with p < d/2 or V (x) = δ0(x) for d = 1.
Under these conditions, the following result provides a central limit theorem for the rescaled incre-
ment process under Q̂β,T as T →∞ for any β > 0.
Theorem 2.1. Fix any parameter β > 0. Then under the aforementioned condition on the interaction
H, the distribution of ω(T )−ω(0)√
T
under Q̂β,T converges weakly as T →∞ to a centered d-dimensional
Gaussian law with covariance matrix σ2(β)Id×d. Moreover, for any β > 0, σ2(β) ∈ (0, 1).
Note that the above result covers the case H(t, x) = 1|x|2+(1+t)θ ≤ (1 + t)−θ for θ > 2, which as
discussed before, captures long-range interactions and is relevant for the massless Nelson model for
d = 3. Also, Theorem 2.1 includes the Coulomb interaction H(t, x) = ρ(t)/|x| which is singular in
the space variable and as discussed, is relevant for the Polaron. It is also worth pointing out that in
Theorem 2.1 we also obtain an explicit formula for the variance (avoiding any variational formula),
see (4.1). This formula also immediately implies the bound σ2(β) ∈ (0, 1) which underlines the
aforementioned increase of the effective mass.
2.2 Homogenization of the stochastic heat equation.
We now turn to the application to stochastic heat equation (SHE) with multiplicative noise. When
the spatial dimension is one, a lot of progress has been made concerning a full understanding of this
equation on a precise level (see [BC95, H13, GP17, SS10, AKQ14, ACQ11], see also [BC98, CSZ15]
for the two-dimensional case). In the present context, we fix a spatial dimension d ≥ 3 and denote
by B˙ a Gaussian space-time white noise defined on a complete probability space (X ,F ,P). In other
words, for any Schwartz function ϕ ∈ S(R+ × Rd), B˙(ϕ) is a Gaussian random variable with mean 0
and covariance function EP[B˙(ϕ1) B˙(ϕ2)] =
∫∞
0
∫
Rd
ϕ1(t, x)ϕ2(t, x)dxdt. Throughout the rest of the
article, E will denote expectation w.r.t. the law P of the white noise B˙.
We will derive the homogenization result (1.7) from a central limit theorem similar to Theorem 2.1.
We fix any two non-negative, even, smooth and compactly supported functions ψ : [0,∞) → R+ and
φ : Rd → R+ which are normalized to have total mass
∫∞
0 ψ(t) dt =
∫
Rd
φ(x) dx = 1. For any ε > 0,
we set ψε(t) = ε
−2ψ(t/ε2), φε(x) = ε−dφ(x/ε) and χε(t, x) = ψε(t)φε(x) and write
Mε,t(W ) =Mε,t(W, B˙) =
∫ t
0
∫
Rd
χε(t− s,Ws − x) B˙(s,dx)ds, (2.2)
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where (Wt)t≥0 is a Brownian motion with law Px starting at x ∈ Rd (and independent of B˙). If Ex
stands for expectation w.r.t. Px, note that, by the Feynman-Kac formula,
uε(t, x) = Ex[exp{βε(d−2)/2Mε,t(W )}] (2.3)
solves the mollified SHE at scale ε:
∂tuε =
1
2
∆uε + βε
(d−2)/2uεB˙ε (2.4)
Here B˙ε(t, x) =
∫ t
0
∫
Rd
χε(t − s,Ws − y)B˙(s, y) dsdy is the mollified noise (at scale ε). Note that the
exponential weight in (2.3) defines a measure (weighted w.r.t. the Wiener measure Px) on the Wiener
space and if we average out this exponential weight w.r.t. the noise, we obtain the annealed polymer
path measure defined as
Qβ,ε,t(dW ) =
1
Zβ,ε,t
E
[
exp
{
βε(d−2)/2 Mε,t(W )
}]
dP0(dW ) (2.5)
where Zβ,ε,t = [E⊗ E0][exp
{
βε(d−2)/2 Mε,t(W )
}
] is the averaged polymer partition function. Here is
our next main result.
Theorem 2.2 (Annealed CLT and homogenization for the stochastic heat equation). Fix d ≥ 3,
β > 0 and t > 0. Then
• The law Qβ,ε,t
(
εWtε−2
)−1
of the diffusively rescaled Brownian path under Qβ,ε,t converges, as
ε→ 0 to the d-dimensional centered Gaussian distribution with covariance matrix σ2(β) Id×d,
and σ2(β) > 0.
• Let u1(t, x) solve the multiplicative noise equation
∂tu1 =
1
2
∆u1 + β B˙1(t, x)u1
and B˙1(t, x) =
∫
Rd
∫∞
0 ψ(t − s)φ(x − y)B˙(s, y)dsdy is the mollified Gaussian noise (at scale
ε = 1). Then for any continuous bounded function u0 on R
d, the rescaled solutions
uˆε(t, x)
(def)
= u1(ε
−2t, ε−1x) uˆε(0, x) = u0(x) (2.6)
homogenize as ε→ 0 for any fixed x ∈ Rd and t > 0 and β > 0. More precisely,
1
Zβ,ε,t
E[uˆε(t, x)]→ u(t, x) as ε→ 0 (2.7)
where u solves the homogenized diffusion equation
∂tu =
1
2
div
(
aβ∇u
)
(2.8)
with diffusion coefficient aβ = σ(β)Id×d.
We remark that, in the limit ε → 0, the partition function Zβ,ε,t decays exponentially. There are
constants θ0, θ1 depending on the mollifiers ψ, φ as well as β, d such that Zβ,ε,t = e
[tε−2θ0+θ1+o(1)], see
Lemma 3.8 for details. Together with (2.7) the latter statement then also implies that
e−tε
−2θ0−θ1E[uˆε(t, x)]→ u(t, x).
We also remark that following standard customs the mollifiers ψ and φ were chosen to be smooth and
compactly supported. In this particular case the proof of Theorem 2.2 only partially use Theorem
2.1 when the time correlation function ρ = ψ ⋆ ψ has compact support and the spatial interaction
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V = φ⋆φ is bounded. Leveraging the full strength of Theorem 2.1, we could have as well worked with
a more general class of mollifiers ψ and φ.
2.3 Comparison of with earlier approaches and the central idea of the proof. In this
section we will present a brief survey on the existing methods that have been employed to study Gibbs
measures on path spaces and to put our present work in context on a technical level, we will also
outline the main steps of our proof which are quite different from the earlier approaches.
Earlier approaches: As remarked in the introduction, Gibbs states corresponding to one dimensional
systems with a spatial interaction given by a bounded potential are handled usually by proving unique-
ness of Gibbs measures via the well-known Dobrushin method ([D68],[D70]). In fact, in [S86] it is
mentioned that the class of models under interest can be naturally recast as models of “spins” on Z
with single spin space being the space of continuous functions on a finite interval. This can be obtained
by cutting the path into pieces and considering each piece as a spin. Then if one considers increments
of Brownian paths as the basic variables, then the techniques from one-dimensional spin systems can
be applied to extract mixing properties of the limiting Gibbs measure which implies the desired central
limit theorem. We refer to [G06] where this method has been applied successfully for a similar set
up assuming that the spatial interaction V is smooth and bounded, time correlations decay faster
than a polynomial of degree 3 (i.e., when ρ(t) ≤ (1 + |t|)−θ with θ > 3) and the coupling parameter
β > 0 remains small. However, the above method ([D68, D70]) relies strongly upon regularity and
boundedness of V and fails for singular interactions considered in Theorem 2.1. We also refer to the
work [BS05] where an Ornstein-Uhlenbeck (O-U) type interaction was considered to derive a central
limit theorem. The approach there is based on the use of an auxiliary Gaussian field which allows
to linearize the interaction enabling one to view the ambient process as the projection of a Markov
process on a larger state space, or a Brownian motion moving in a dynamic random environment. The
functional central limit theorem then follows from invoking Kipnis-Varadhan theory. However, this
technique depends heavily on the particular type of the O-U interaction.
Main idea of the proof: In the present context we employ a “Markovianization technique” to derive
Theorem 2.1 which can be briefly summarized as follows. Let us first consider the case when the
time correlations ρ has compact support. Then we can split the time interval [0, T ] into O(T ) many
subintervals Ij of constant length so that in the double integral in HT only interactions between
“neighboring intervals” Ij and Ij+1 survive, while the diagonal interactions (i.e., interactions coming
from the same interval Ij) are absorbed in the product measure P corresponding to Brownian incre-
ments on disjoint intervals. Then we are led to the study of a “tilted” Markov chain taking values
on the space of increments. By deducing requisite regularity properties of relevant functionals, it can
be justified that, even if the underlying interaction is singular, the transformed Markov chain satisfies
spectral gap estimates forcing its fast convergence to equilibrium. When the time correlation function
ρ(·) decays slowly, we can split the interval [0, T ] into subintervals Ij,L of length L = L(T ) ≫ 1 such
that T/L → ∞ and the underlying measure Q̂β,T is well-approximated by a similar object that only
captures interactions between neighboring intervals Ij,L and Ij+1,L while the diagonal interactions are
again absorbed in the product measure P over disjoint intervals. This approximation is provided by
good relative entropy estimates. We can now leverage the spectral gap technique from the first step
to derive convergence of the tilted Markov chain to equilibrium uniformly in L, proving Theorem 2.1.
We hope that our approach is conceptually simple as it does not rely on invoking techniques from the
aforementioned one-dimensional spin systems ([D68, D70]) and thus it refrains from imposing any reg-
ularity assumptions on the spatial interaction potential, while demanding slower decay of correlation
in the time interaction and it also holds for any coupling parameter β > 0. The resulting expression
of the central limit variance σ2(β) ∈ (0, 1) is rather explicit and does not manifest as a variational
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formula. The strict bounds on the variance for any coupling come for free and underline the incre-
ment of the effective mass of the quantum particle. While for technical reasons we do not discuss it in
details, it seems conceivable that problems pertaining to interactions that are both singular in space
and long-range dependent in time might yield to an extension of the present method, see Remark 1.
2.4 Some remarks on the implication of Theorem 2.2. We also remark that the statement
(2.7) provides homogenization of the averages (w.r.t. the law of the noise) of uˆε(t, x), but it holds
pointwise in x ∈ Rd and for any β > 0. When β > 0 is small and spatial averages of uˆε(t, x)
are considered, (2.7) also implies a similar convergence in probability. In fact, for any smooth test
function f , if we write
∫
Rd
dx uˆε,t(x)f(x) =
∫
Rd
dx [uˆε,t(x) − E(uˆε,t)]f(x) +
∫
dxE[uˆε(t, x)]f(x), then
after rescaling, (2.7) readily provides the convergence of the second term to the homogenized limit.
On the other hand, vanishing in probability for the first term can be obtained, for instance, by the
Clark-O’Cone formula and an L2(P) computation that leads to studying exponential moments with
respect to two Brownian paths in d ≥ 3 acting under a mutually attractive interaction similar to
(2.1). Existence of this exponential moment in the transient dimension of course requires the disorder
strength β > 0 to be small. Soon after our work was completed, circulated and posted, [GRZ17]
followed a strategy similar to the proof of Theorem 2.1 (for the spatial case when ρ has compact
support and V is smooth and bounded) and proved the aforementioned convergence in probability
for the spatial averages
∫
Rd
dx uˆε,t(x)f(x) after rescaling. In this regime, there it was also shown that
ε1−
d
2
∫
Rd
dx f(x)[uˆε(t, x) − E(uˆε(t, x))] converges in distribution to spatially averaged solution of the
additive-noise heat equation (see also [MU17] for a similar result proved with a different approach).
Finally, we also remark on the existing literature pertinent to the case of spatially mollified noise
white in time. As remarked earlier, the partition function Zβ,ε,t = exp{12β2ε(d−2)(φε ⋆ φε)(0)} corre-
sponding to (2.5) is just a constant. For d ≥ 3, the asymptotic behavior of the solutions uε corre-
sponding to (2.4) in this case was studied in [MSZ16] and it was shown that, for β > 0 small enough,
uε(·) converges pointwise to a strictly positive random variable u(·). In this regime, it was also shown
that uε(t, x) and uε(t, y) becomes asymptotically independent as ε → 0, so that the spatial averages
become deterministic and
∫
Rd
f(x)uε(t, x)dx →
∫
Rd
f(x)v(t, x)dx where ∂tv =
1
2∆v (note that unlike
(2.7) the diffusivity of the PDE here is unperturbed). In this setting, in [BM17], it was shown that, for
small enough β and almost every realization of the noise, a rescaled Brownian path under the quenched
polymer measure (i.e., the path measure (2.5) without averaging w.r.t. the noise) is diffusive. Fur-
thermore, for β small, [CCM18, CCM19a, CCM19b] determined the polynomial rate of convergence
of uε(·) to its pointwise limit u(·) and showed that the fluctuations possess Gaussian limit. Finally, for
β large, in [BM18] it was shown that the solutions converge to a vanishing limit exponentially fast and
the endpoint distribution of the Brownian path under the quenched polymer measure stays localized
and only produces purely atomic states in the limit.
Organization of the article. The rest of the article is organized as follows. Section 3 is devoted to
constructing a tilted Markov chain and studying its spectral properties. The proofs of Theorem 2.1
and Theorem 2.2 are provided in Section 4.
3. A tilted Markov chain on increments and its spectral properties.
Let Ω = {ω : [0,∞) → Rd} denote the space of continuous functions carrying the probability
measure P corresponding to the law of d-dimensional Brownian increments, i.e., P is defined only on
the σ-algebra generated by increments {ω(t)− ω(s) : 0 ≤ s < t <∞}.
Throughout the rest of this section we will assume that the interaction H(t, x) is of the form
ρ(t)V (x) and the time correlation ρ is continuous and has compact support, while V satisfies the
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assumptions imposed in Theorem 2.1 (i.e., V could be singular). The general case of slowly decaying
time correlations ρ appearing in Theorem 2.1 will be deduced based on the arguments of this section.
Moreover, since β > 0 remains fixed throughout the proof, we will simply write
dQ̂T =
1
ZT
exp
{
β
∫ T
0
∫ T
0
ρ(t− s)V (Wt −Ws) ds dt
}
dP (3.1)
as a probability measure.
3.1 Markovianization of the interaction and a Hilbert-Schmidt operator. Without loss of
generality, we will assume that ρ(t) = 0 for |t| > 12 and T ∈ N is an integer. Then [0, T ] = ∪Tj=1Ij−1
with Ij−1 = [j − 1, j] and we will write for any ω ∈ Ω,
ξj = ξj(ω) =
{
ω(t)− ω(s) : s < t, s, t ∈ Ij
}
, Ej =
{
ξj(ω) : ω ∈ Ω
}
, E = ∪jEj. (3.2)
With this notation, we can now rewrite the measure Q̂T in (3.1) as
Q̂T
( T∏
j=1
dξj−1
)
=
1
ZT
exp
{ T−1∑
j=1
k(ξj−1, ξj)
} T∏
j=1
π(dξj−1), with
π
(
dξj−1
)
=
1
Z
exp
[
β
∫
Ij−1
∫
Ij−1
dt ds ρ(|t− s|)V (ω(t)− ω(s))
]
P(dξj−1), and
k(ξj−1, ξj) = 2β
∫
Ij−1
ds
∫
Ij
dt ρ(|t− s|) V ( [ω(t)− ω(j)] + [ω(j) − ω(s)] )
(3.3)
where Z is a constant that makes π a probability measure, ZT is the normalizing constant in (3.1)
and
ZT =
ZT
ZT
.
We will work on the Hilbert space L2(π) = {u : E → R : ∫ u2 dπ < ∞} of square integrable
functions where we can define the integral operator
(L u)(ξ) =
∫
E
K(ξ, ξ′)u(ξ′)π(dξ′) with K(ξ, ξ′) = ek(ξ,ξ
′), (3.4)
where we declare K(ξ, ξ′) = 0 unless ξ = ξj−1 and ξ′ = ξj for some j. We also note that the kernel
K(·, ·) is not symmetric and hence, L is not necessarily a self-adjoint operator. We will now deduce
some useful properties of L .
Proposition 3.1. L is a positive definite, Hilbert-Schmidt operator and
‖L ‖2 =
∫ ∫
E×E
K2(ξ, ξ′) π(dξ)π(dξ′).
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The proof of Proposition 3.1 will be carried out in few steps. First, note that∫ ∫
E×E
e2k(ξ,ξ
′) π(dξ)π(dξ′)
=
1
Z2
∫ ∫
E×E
exp
{
4β
∫ 1
0
ds
∫ 2
1
dtρ(|t− s|)V (ω(t)− ω(s))
}
exp
{
β
2∑
j=1
∫
Ij−1
ds
∫
Ij−1
dtρ(|t− s|)V (ω(t)− ω(s))
}
P(dξ0)P(dξ1)
≤ 1
Z2
E
[
exp
{
4β‖ρ‖∞
∫ 2
0
∫ 2
0
dt dsV (ωt − ωs)
}]
,
(3.5)
where in the upper bound we have used the non-negativity of the double integrals
∫ b
a
∫ b
a dt dsV (ω(t)−
ω(s)), for a, b ∈ R. We need to show that the last integral is finite, which follows immediately if the
spatial interaction potential V is chosen to be bounded. We will now show that if V is chosen to be
singular as in Theorem 2.1, the last integral in the above display is also finite. Actually, for future
purposes we will prove a stronger statement.
With a slight abuse of notation, for the proof of Proposition 3.1 we will write for Px for the law of
a d-dimensional Brownian path W = (Ws)s starting at x ∈ Rd and Ex will stand for the expectation
w.r.t. Px. Note that,
∫ 1
0
∫ 1
0 V (Wt −Ws)ds dt = 〈ΛV , L1〉 ≤ ‖ΛV ‖∞, where for any measure µ and
function f , we write 〈µ, f〉 = ∫
Rd
f(x)µ(dx) and
Λ(x) = ΛV (x) =
∫ 1
0
ds V (Ws − x) = (V ⋆ L1)(x) and L1(A) =
∫ 1
0
ds 1l{Ws ∈ A} A ⊂ Rd.
We will prove the following fact, which will also conclude the proof of Proposition 3.1.
Lemma 3.2. If V (x) = 1/|x|p with p ∈ (0, d/2) with d ≥ 3 or V (x) = δ0(x) in d = 1, then for any
C > 0,
E
[
eC‖Λ‖∞
]
<∞. (3.6)
The above result will be a direct consequence of the following two facts.
Lemma 3.3. Let us define
M =
∫ ∫
|x1−x2|≤1
dx1dx2
[
exp
{
α
( |Λ(x1)− Λ(x2)|
|x1 − x2|a
)ρ}
− 1
]
, (3.7)
where ε ∈ (0, 1/2), ρ = 11−ε > 1 and a = 1− 2ε > 0. Then for some suitable α > 0,
E(M) <∞. (3.8)
provided
• d ≥ 3 and V (x) = 1|x|p with p ∈ (0, d/2) and ε ∈
(
1− (1+p)d , 12
)
, or
• d = 1 and V (x) = δ0(x) and ε ∈ (1/4, 1/2).
We will first assume Lemma 3.3 and conclude the proof of Lemma 3.2 with the help of the following
multidimensional version of Garsia-Rodemich-Rumsey estimate [SV79, p. 60].
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Lemma 3.4. Let q(·) and Ψ(·) be strictly increasing continuous functions on [0,∞) so that q(0) =
Ψ(0) = 0 and limt↑∞Ψ(t) =∞. If f : Rd → R is continuous on the closure of the ball B2r(z) for some
z ∈ Rd and r > 0, then the bound∫
Br(z)
dx
∫
Br(z)
dy Ψ
( |f(x)− f(y)|
q(|x− y|)
)
≤M <∞, (3.9)
implies that ∣∣f(x)− f(y)∣∣ ≤ 8∫ 2|x−y|
0
Ψ−1
(
M
γu2d
)
q(du), x, y ∈ Br(z), (3.10)
for some constant γ that depends only on d.
We will now conclude the proof of
Proof of Lemma 3.2 Note that, we can write, for any δ > 0,
‖Λ‖∞ ≤ sup
x1,x2∈R3 : |x1−x2|≤δ
∣∣Λ(x1)− Λ(x2)∣∣+ sup
x∈δZ3
∫ 1
0
dsV (Ws − x). (3.11)
Let us now handle the first summand, for which we would like to apply Lemma 3.4. We pick ε ∈(
1− (1+p)d , 12
)
and a = 1− 2ε and ρ = 11−ε and choose
Ψ(x) = eβ|x|
ρ − 1, q(x) = |x|a = |x|1−2ε, f(x) = ΛV (x). (3.12)
Then Ψ(·), q(·) and f(·) all satisfy the requirements of Lemma 3.4. Furthermore, Lemma 3.3 gurantees
that hypothesis (3.9) is satisfied if |x1 − x2| ≤ δ and δ > 0 is chosen small enough . Hence, (3.10)
implies that for any fixed constant γ > 0,
sup
|x1−x2|≤δ
∣∣Λ(x1)− Λ(x2)∣∣ ≤ (1− 2ε)
α1/ρ
∫ δ
0
log
(
1 +
M
γu2d
)1(ρ
u−2ε du (3.13)
Now if we choose δ small enough, then the right hand side above is smaller than
1− 2ε
α1/ρ
C(δ) log
(
M ∨ 1)1/ρ
for some constant C(δ) which goes to 0 as δ → 0. Hence, for any C > 0, by (3.8), we have
E
{
eC sup|x1−x2|≤δ
∣∣Λ(x1)−Λ(x2)∣∣} <∞.
Let us turn to the second term on the right hand side of (3.11). Since we are interested in the
behavior of the path in the time horizon [0, 1], it is enough to estimate the supremum in a bounded
box. We will show that, for any fixed δ > 0 and any C > 0,
E
[
sup
x∈δZ3
|x≤2
exp
{
C
∫ 1
0
dsV (Ws − x)
}]
≤ (2/δ)3E
[
exp
{
C
∫ 1
0
dsV (Ws)
}]
<∞. (3.14)
Let us first prove the estimate for V (x) = 1|x| when d = 3. The other cases will follow a very similar
strategy. For any η > 0, we can write 1/|x| = Vη(x) + Yη(x) for Vη(x) = 1/(|x|2 + η2)1/2. Since,
for any fixed η > 0, Vη is a bounded function, the above claim holds with Vη(Ws) replacing 1/|Ws|.
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Hence, (by Cauchy-Schwarz inequality, for instance), it suffices to check the above statement with the
difference Yη(Ws), which can be written as
Yη(x) =
1
|x| −
1√
η2 + |x|2 =
√
η2 + |x|2 − |x|
|x|
√
η2 + |x|2 =
η2
|x|+
√
η2 + |x|2
1√
η2 + |x|2
1
|x|
= η−1φ
(
x
η
)
,
with
φ(x) =
1
|x|
1√
1 + |x|2
1
|x|+
√
1 + |x|2 .
One can bound φ(x) by b
|x| 32
, since it behaves like 1|x| near 0 and like
1
|x|3 near ∞. In particular
Yη(x) ≤
b
√
η
|x| 32
.
Hence, for (3.14), it suffices to show, for η > 0 small enough and any C > 0,
E
[
exp
{
Cb
√
η
∫ 1
0
ds
|Ws|3/2
}]
<∞. (3.15)
For this, we appeal to Khas’minski’s lemma which states that, if for a Markov process {P(x)} and for
a function V˜ ≥ 0
sup
x∈R3
E(x)
{∫ 1
0
V˜ (Ws)ds
}
≤ γ < 1
then
sup
x∈R3
E(x)
{
exp
{∫ 1
0
V˜ (Ws)ds
}}
≤ γ
1− γ <∞.
Hence, to prove (3.15), we need to verify that
sup
x∈R3
E(x)
{∫ 1
0
dσ
|Wσ| 32
}
= sup
x∈R3
∫ 1
0
dσ
∫
R3
dy
1
|y| 32
1
(2πσ)
3
2
exp
{
− (y − x)
2
2σ
}
<∞.
One can see that
sup
x∈R3
∫
R3
dy
1
|y| 32
1
(2πσ)
3
2
exp
{
− (y − x)
2
2σ
}
is attained at x = 0 because we can rewrite the integral as
c
∫
R3
exp
{
− σ|ξ|
2
2
+ i〈x, ξ〉
}
1
|ξ| 32
dξ,
where c > 0 is a constant. When x = 0, the integral reduces to
∫ 1
0 σ
−3/4 dσ, which is finite. This
proves (3.6) for V (x) = 1/|x| in R3. The proof for V (x) = |x|−p for p < d/2 in d ≥ 3 follows the same
strategy and is omitted to avoid repetition. For V (x) = δ0(x) on R we have Λ(x) =
∫ 1
0 ds δWs(x),
the Brownian local time at x. In this case the desired exponential moment (3.6) follows from [RY91,
Chapter XII, 3.8]. The proof of Lemma 3.2 is thus completed, assuming Lemma 3.3. 
We will have several occasions to use the following simple inequality in the proof of Lemma 3.3.
Lemma 3.5. Let b > a > 0. If p ≥ 1, then
pap−1(b− a) ≤ bp − ap ≤ pbp−1(b− a).
If p ∈ (0, 1), the reverse inequality holds.
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Proof. By the mean-value theorem, bp − ap = (b− a)g′(ξ) for some ξ ∈ (a, b) where g(x) = xp. Now if
p ≥ 1, then g′ is increasing, meaning g′(ξ) ∈ [g′(a), g′(b)] implying the requisite inequality. If p ∈ (0, 1),
then g′ is decreasing, which reverses the inequality. 
We will now turn to the
3.1.1. Proof of Lemma 3.3. We will first prove the lemma when V (x) = 1|x|p if p ∈ (0, d/2) and
d ≥ 3. In this case, the proof splits into two main tasks. First, we want to show that for any
ε ∈ (1− (p+1)d , 12), a = 1− 2ε and ρ = 11−ε ,
sup
x1,x2∈R
d
|x1−x2|≤1
sup
x∈Rd
Ex
[
exp
{
α
(∣∣Λ(x1)− Λ(x2)∣∣
|x1 − x2|a
)ρ}]
<∞. (3.16)
for some α ∈ (0,∞). Let us first assume (3.16) and conclude the proof of Lemma 3.3. It then suffices
to show that there exists a constant α1 = α1(ε) > 0 such that the random variable
M =
∫
Rd
dx1
∫
Rd
dx2 1l{|x1 − x2| ≤ 1}
[
exp
{
α1
(∣∣Λ(x1)− Λ(x2)∣∣
|x1 − x2|a
)ρ}
− 1
]
(3.17)
has a finite expectation under P0. By (3.16) and Fubini’s theorem, it suffices to show that∫ ∫
|x1−x2|≤1
dx1dx2 E
[
exp
{
α1
(∣∣Λ(x1)− Λ(x2)∣∣
|x1 − x2|a
)ρ}
− 1
]
<∞. (3.18)
We can write
Rd ⊂
∞⋃
n=0
{
x ∈ Rd : n ≤ |x| < n+ 1}
and for some θ ∈ (0, 1) to be chosen later, we put τn = inf{t > 0: |Wt| > n− nθ}. Then∫ ∫
|x1−x2|≤1
dx1dx2 E
[
exp
{
α1
(∣∣Λ(x1)− Λ(x2)∣∣
|x1 − x2|a
)ρ}
− 1
]
≤
∞∑
n=0
∫
|x1|∈[n,n+1)
dx1
∫
B1(x1)
dx2
[
E
{
1l{τn>1}
(
exp
{
α1
(∣∣Λ(x1)− Λ(x2)∣∣
|x1 − x2|a
)ρ}
− 1
)}
+ E
{
1l{τn≤1}
(
exp
{
α1
(∣∣Λ(x1)− Λ(x2)∣∣
|x1 − x2|a
)ρ}
− 1
})]
.
(3.19)
To estimate the first expectation, we observe that for |x1| ∈ [n, n+1) and for |x2 − x1| < 1, if τn > 1,
then |Ws − x1| > nθ and |Ws − x2| > nθ − 1 for any s ∈ [0, 1]. Recall that for V (x) = 1|x|p ,∣∣Λ(x1)− Λ(x2)∣∣ =
∣∣∣∣
∫ 1
0
ds
(
1
|Ws − x1|p −
1
|Ws − x2|p
)∣∣∣∣
Then in order to estimate the above quantity, by Lemma 3.5 and triangle inequality, it follows that
for any n ∈ N, on the event {τn > 1},∣∣Λ1(x1)− Λ1(x2)∣∣
|x1 − x2|a ≤ C
|x1 − x2|
|x1 − x2|1−2ε
∫ 1
0
ds
(
1
|Ws − x1|p|Ws − x2| +
1
|Ws − x1||Ws − x2|p
)
≤ C|x1 − x2|2εn−(p+1)θ
≤ Cn−(p+1)θ.
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Hence,
∞∑
n=0
∫
|x1|∈[n,n+1)
dx1
∫
B1(x1)
dx2 E
{
1l{τn>1}
(
exp
{
α1
(∣∣Λ(x1)− Λ(x2)∣∣
|x1 − x2|a
)ρ}
− 1
)}
≤ C
∞∑
n=0
(
eα1C
ρn−(p+1)θρ − 1
)
|An,n+1|
(3.20)
where An,n+1 denotes the annulus Bn+1(0) Bn(0) ⊂ Rd. Since the first term is of size O(n−(p+1)θρ)
and |An,n+1| = O(nd−1), the above sum is finite for θ > d(p+1)ρ . Since we chose ε > 1 −
(p+1)
d and
hence ρ = 11−ε >
d
p+1 , we can choose θ ∈ (0, 1) so that θ > d(p+1)ρ , as desired.
Now the second expectation in (3.19) can be bounded by the Cauchy-Schwarz inequality and (3.16)
so that for a suitable α1, any x1, x2 ∈ Rd with |x1 − x2| ≤ 1, we have
E
[
1l{τn≤1}
{
exp
{
α1
(∣∣Λ(x1)− Λ(x2)∣∣
|x1 − x2|a
)ρ}
− 1
}]
≤ P(τn ≤ 1) 12 E
[
exp
{
2α1
(∣∣Λ(x1)− Λ(x2)∣∣
|x1 − x2|a
)ρ}] 1
2
≤ CP
(
max
[0,1]
|W | > n− nθ
) 1
2
,
where C does not depend on x1, x2. Since the last probability is of order e
−cn2 , the second sum on n
in (3.19) is obviously finite. This, combined with the finiteness of the sum in (3.20), proves (3.18).
It remains to prove (3.16). We now fix x1, x2 ∈ R3 with |x1 − x2| ≤ 1 and denote
Vx1,x2(y) =
1
|y − x1|p −
1
|y − x2|p
For any x1, x2 satisfying |x1 − x2| ≤ 1, and a = 1− 2ε, we estimate, again by Lemma 3.5,
|Vx1,x2(y)| =
∣∣|y − x2|p − |y − x1|p∣∣
|y − x1|p |y − x2|p
≤ C|x1 − x2|
[
1
|y − x1|p |y − x2| +
1
|y − x1|p |y − x2|
]
≤ |x1 − x2|a
[|y − x2|1−a + |y − x1|1−a]
[
1
|y − x1|p |y − x2| +
1
|y − x1| |y − x2|p
] (3.21)
where we have used (r + s)1−a ≤ r1−a + s1−a for any r, s ≥ 0. In order to prove (3.16) using the
above estimate, we need a suitable upper bound on the truncated Greens’s function. Let us denote
by η = |x− y|2 ∧ 1 and z = |y−x|22t > 0 note that, for any b > 0, the map w 7→ wd/2+be−w is bounded.
Then, ∫ η
0
dt
e−|y−x|2/2t
td/2
≤ C|y − x|−d−2b
∫ η
0
dttb
≤ C|y − x|−d−2b(|y − x|2 ∧ 1)1+b, x, y ∈ Rd.
and ∫ 1
η
dt
e−|y−x|2/2t
td/2
≤
∫ 1
η
dt t−d/2 ≤ [|y − x|2 ∧ 1]1−d/2 − 1,
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implying ∫ 1
0
dt
e−|y−x|2/2t
td/2
≤ C 1|y − x|d−2(1 + |y − x|)b . (3.22)
Then (3.21), the above bound as well as symmetry in x1 and x2 ensure that
sup
x∈Rd
|x1−x2|≤1
Ex
[ ∫ 1
0
|V (Ws)|
|x1 − x2|aρ
ρ
ds
]
<∞ (3.23)
provided we show that
sup
x1,x2∈R
d :
|x1−x2|≤1
sup
x∈Rd
∫
Rd
dy
(1 + |y − x|)b
1
|y − x1|pρ ×
1
|y − x|d−2 ×
1
|y − x2|ρa <∞.
We now choose suitable constants γi > such that
∑3
i=1 γ
−1
i = 1 and apply Ho¨lder’s inequality w.r.t.
the measure dy
(1+|y−x|)b . It turns out that∫
Rd
dy
(1 + |y|)b
1
|y|ρpγ1 =
∫ ∞
0
dr
(1 + r)b
rd−1
rρpγ1
is finite provided we choose b > d and γ1 <
d
ρp (recall that we chose ε <
1
2 and p < d/2 so that ρ =
1
1−ε ,
we have dρp > 1). Likewise, if we choose γ2 = ρp1 and γ3 <
d
aρ then the integrals
∫
Rd
dy
(1+|y|)b
1
|y|(d−2)γ2
as well as
∫
Rd
dy
(1+|y|)b
1
|y|ρaγ3 are finite, which proves (3.23). Then, we can choose some α ∈ (0,∞)
(sufficiently small, if necessary), so that by Jensen’s inequality,
sup
x∈Rd
|x1−x2|≤1
Ex
[
α
(∣∣Λ(x1)− Λ(x2)|
|x1 − x2|a
)ρ ]
= κ < 1,
and subsequently, by Khas’misnki’s lemma again,
sup
x∈Rd
|x1−x2|≤1
Ex
[
exp
{
α
(∣∣Λ(x1)− Λ(x2)|
|x1 − x2|a
)ρ}]
≤ 1
1− κ <∞.
Hence, 3.16 is proved V (x) = 1|x|p for p ∈ (0, d/2) and d ≥ 3.
Note that for the desired estimate (3.16) for V (x) = δ0(x) in d = 1 we are no longer allowed to
invoke interpolation and triangle inequality as we did in (3.21), nor can we apply Khas’misnki’s lemma.
Instead, we will use the symmetry properties of the function
Vx1,x2(y) = δx1(y)− δx2(y) such that Vx1,x2(y) = 0 for |y| > h :=
1
2
|x1 − x2|. (3.24)
which satisfies ∫
R
Vx1,x2(y)dy = 0 and
∫
R
|Vx1,x2(y)|dy <∞. (3.25)
The above symmetry property has also been used to derive large deviations and law of iterated
logarithm for one-dimensional Brownian local times ([DV77]). In the present context, the proof of the
requisite claim (3.16) is complete, once we show that
Lemma 3.6. Let Vx1,x2 be defined as in (3.24). Fix ε ∈ (14 , 12), a = 1 − 2ε and ρ = 11−ε as before.
Then, for some α > 0,
E0
[
exp{α
∣∣∣∣
∫ 1
0
ds
Vx1,x2(Ws)
|x1 − x2|a
∣∣∣∣ρ
]
<∞.
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Proof. Note that we can write transition density of the one-dimensional Brownian path as pt(x, y) =
Ct−1/2F(t−1/2(x− y)) with
F(y) = c0
∫
R
e−λ
2
e−iλydλ
we have ‖F‖∞ <∞ and for any a ∈ (0, 1/2].
|F(y)−F(0)| ≤ c0
∫
R
dλe−λ
2 |eiλy − 1| = c1
∫
R
dλe−λ
2√|1− cos(λy)|
≤ c2
∫
R
dλe−λ
2 | sin(λy/2)| ≤ c3|y|2a.
(3.26)
For any positive integer n, let us write
∫
< ds =
∫
0≤s1≤s2≤···≤sn≤1 ds1ds2 . . . dsn. Then, for any u ∈ [0, 1],
E0
[( ∫ 1
0
dsVx1,x2(Ws)
)2n]
= (2n)!
∫
<
ds
∫
R2n
dy
2n−1∏
j=0
[
Vx1,x2(yj+1)
(sj+1 − sj)1/2
F
(
yj+1 − yj
(sj+1 − sj)1/2
)]
(3.25)
= (2n)!
∫
<
ds
∫
R2n
dy
2n−1∏
j=0
(
Vx1,x2(yj+1)
(sj+1 − sj)1/2
) n−1∏
k=0
[
F
(
y2k+1 − y2k
(s2k+1 − s2k)1/2
)
.F
(
y2k+2 − y2k
(s2k+2 − s2k)1/2
)
−F2(0)
]
(3.27)
Now for |z1| ≤ h and |z2| ≤ h, we have∣∣F(t−1/21 z1)F(t−1/22 z2)−F2(0)∣∣ (3.26)≤ C‖F‖∞[t−a1 |z1|2a + t−a2 |z2|2a] ≤ Ch2a[t−a1 + t−a2 ].
Using the last estimate and the upper bound
∫
R
dy|Vx1,x2(y)| <∞ and the fact that V vanishes outside
Bh(0) (recall (3.24)) in (3.27) we have
E0
[∣∣ ∫ 1
0
dsVx1,x2(Ws)
∣∣2n]
≤ (2n)!Cnh2na
∫
<
ds
2n−1∏
j=0
(
1
(sj+1 − sj)1/2
) n−1∏
k=0
[
1
|s2k+1 − s2k|a +
1
(s2k+2 − s2k)a
]
= (2n)!Cnh2na
∫
<
ds
n−1∏
j=0
[(
1
|s2j+1 − s2j|a +
1
(s2j+2 − s2j)a
)(
1
(s2j+1 − s2j)1/2
)(
1
(s2j+2 − s2j+1)1/2
)]
(3.28)
Let
I =
∫ y
x
[
1
(z − x)a +
1
(y − z)a
]
1
(y − x)1/2
1
(y − z)1/2 dz.
If we substitute z = x+ λ(y − x) which ensures λ ∈ [0, 1], we have with a ∈ (0, 1/2)
I =
1
(y − x)a
∫ 1
0
[
1
λa
+
1
(1− λ)a
]
1
λ1/2
1
(1− λ)1/2 dλ ≤ C
1
(y − x)a (3.29)
Moreover, we notice that∫
0≤s2≤s4≤···≤s2n≤1
ds2 . . . ds2n
n−1∏
j=0
1
(s2j+2 − s2j)a =
[Γ(1− a)]n
Γ
(
1 + n(1− a)) . (3.30)
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We now apply (3.29) and (3.30) to (3.28) to obtain,
E0
[∣∣ ∫ 1
0
dsVx1,x2(Ws)
∣∣2n] ≤ (2n)!Cnh2na [Γ(1− a)]n
Γ
(
1 + n(1− a)) (3.31)
where Γ(1 + k) =
∫∞
0 x
ke−xdx = k! ∼ (k/e)k
√
2πk. Finally, note that, for any ρ ∈ (0, 2), by Jensen’s
inequality, E[exp{αXρ}] ≤ ∑∞n=0 αnn! E[X2n]ρ/2. Therefore, by (3.31), and by absorbing Γ(1 − a)n in
Cn on the right hand side, we have
E0
[
exp{α
∣∣∣∣
∫ 1
0
ds
Vx1,x2(Ws)
|x1 − x2|a
∣∣∣∣ρ
]
≤
∞∑
n=0
αn
n!
Cnρ/2
[
(2n)!
Γ
(
1 + n(1− a))
]ρ/2
.
Since ρ = 11−ε =
2
1+a ∈ (0, 2), by using Stirling’s formula for (2n)! as well as for Γ
(
1 + n(1 − a)), we
can choose α small enough if needed to make the last geometric series convergent, proving Lemma
3.6. 
Proof of Proposition 3.1. Note that Proposition 3.1 follows immediately from (3.5) and Lemma
3.2. 
We will also have several occasions to use the following result.
Lemma 3.7. For some constant C ∈ (0,∞),
supξ∈E
∫
E e
k(ξ,ξ′) π(dξ′)
infξ∈E
∫
E e
k(ξ,ξ′) π(dξ′)
≤ C. (3.32)
Proof. Since the kernel k(ξ, ξ′) ≥ 0 for all ξ, ξ′ ∈ E , infξ∈E
∫
E e
k(ξ,ξ′) π(dξ′) ≥ 1. We will show that
the supremum in the numerator in (3.32) is attained at ξ ≡ 0. Then Lemma 3.1 will complete the
proof of Lemma 3.7. Again, this result is obvious when V is assumed to be bounded. To prove the
result for the remaining cases, recall the definition of the kernel k(·, ·) and the measure π from (3.3)
and note that again it suffices to prove the claim when the interaction is taken over the neighbouring
intervals I0 × I1. If we expand ek(·,·) into a power series, it then suffices to show that∫
E
P(dξ′)
[ ∫ 1
0
dσ
∫ 2
1
ds V
(
[ω(1)− ω(σ)] + [ω′(s)− ω′(1)] ) + ∫ 2
1
∫ 2
1
dudv V
(
ω′(u)− ω′(v))]m
is maximized by taking ξ ≡ 0 (with the integration variable in the above display being ξ′ = ξ′(ω′),
recall (3.2)). To derive the last statement it suffices to show that for any 0 ≤ ℓ ≤ m, and any
(σ1, . . . , σℓ) ∈ [0, 1]ℓ, (s1, . . . , sℓ) ∈ [1, 2]ℓ and (u1, v1, . . . , uℓ, vℓ) ∈ [1, 2]2(m−ℓ),
the quantity∫
Ω
P(dξ′)
ℓ∏
j=1
V
(
[ω(1)− ω(σj)] + [ω′(sj)− ω′(1)]
) m−ℓ∏
j=1
V
(
ω′(uj)− ω′(vj)
)
is maximized by taking ξ = ξ(ω) ≡ 0. The above expression can be written as Gaussian integral,
G(a) =
∫
(Rd)2m−ℓ
dλ¯, e−
1
2
〈Qλ¯ , λ¯〉
ℓ∏
j=1
V
(
aj + λj
) m−ℓ∏
j=1
V
(
λ′j − λ′′j
)
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where we wrote a = (a1, . . . , aℓ), aj = ω(1)− ω(σj), and
λ¯ =
(
λ, λ′, λ′′
) ∈ (Rd)2m−ℓ, λ = (λ1, . . . , λℓ), λ′ = (λ′1, . . . , λ′m−ℓ), λ′′ = (λ′′1 , . . . , λ′′m−ℓ)
and Q stands for the quadratic form of the centered multivariate Gaussian measures P. Note that for
our choice of Coulomb or Dirac-Delta potential, V is a positive definite function in Rd. Since a product
of positive definite functions remains positive definite, it can be written as the Fourier transform Φ̂ of
a positive function Φ on Rd. Then
G(a) =
∫
(Rd)2m−ℓ
dλ¯ e−
1
2
〈Qλ¯ , λ¯〉 Φ̂(a+ λ)Φ̂(λ′ − λ′′).
Since Φ(·) ≥ 0, by Parseval’s identity G(a) is maximized by taking a1 = · · · = ak = 0. 
3.2 The tilted Markov chain, spectral properties and the Krein-Rutman argument.
Lemma 3.1 and Lemma 3.7 will now imply the following important ingredient regarding the operator
L .
Lemma 3.8. There exists λ0 > 0 and a unique strictly positive function ψ0 : E → R such that
(L ψ0)(ξ) =
∫
E
ek(ξ,ξ
′) ψ0(ξ
′)π(dξ′) = λ0ψ0(ξ) (3.33)
Furthermore, ψ0 is bounded and
lim
n→∞
1
n
log
∫
e
∑n
j=1 k(ξj−1,ξj)π(dξ0) . . . π(dξn) = log λ0. (3.34)
Proof. Note that we have shown in Lemma 3.1 that L is a compact operator in L2(π) and since
K(ξ, ξ′) ≥ 1, L also maps the cone L2+(π) of positive functions into itself. Moreover, for any u ∈
L2+(π),
∫
K(ξ, ξ′)u(ξ′)π(dξ′) ≥ ∫ u(ξ′)π(dξ′). Therefore, by Krein-Rutman theorem (see [K74, JJ14])
there exists a simple eigenvalue λ0 > 0 and an associated eigenfunction ψ0 ∈ L2+(π) of L so that
(3.33) holds and moreover, ψ0(ξ) 6= 0 for π-almost every ξ. Combining the last three assertions we
have
inf
ξ
ψ0(ξ) > 0. (3.35)
Moreover, Lemma 3.7 implies that the eigenfunction ψ0 is bounded. Indeed, by (3.33) and Cauchy-
Schwarz inequality, for all ω ∈ Ω,
ψ0(ξ) = λ
−1
0
∫
E
ek(ξ,ξ
′) ψ0(ξ
′)π(dξ′) ≤ λ−10 ‖ψ0‖L2(π)
[ ∫
E
e2k(ξ,ξ
′)π(dξ′)
]1/2
≤ λ−10 ‖ψ0‖L2(π) sup
ξ∈E
[ ∫
E
e2k(ξ,ξ
′)π(dξ′)
]1/2
≤ Cλ−10 ‖ψ0‖L2(π).
We now define a tilted probability measure
π˜(ξ,dξ′) =
ek(ξ,ξ
′) ψ0(ξ
′)π(dξ′)
λ0 ψ0(ξ)
. (3.36)
and the corresponding n-step transition probability kernel
π˜(n)(ξ, ·) =
∫
π˜(ξ,dθ) π˜(n−1)(θ, ·) = L
n
(
ψ01l·
)
λn0ψ0(ξ)
. (3.37)
18 CHIRANJIB MUKHERJEE
Again, since K(·, ·) ≥ 1, the last display implies the uniform lower bound
inf
ξ
π˜(n)(ξ, ·) ≥ δλ−n0 π(·), where δ :=
infξ ψ0(ξ)
supξ ψ0(ξ)
> 0, (3.38)
where strict positivity of δ follows from (3.35) and the boundedness of ψ0. Moreover,
sup
ξ
π˜(2n)(ξ, ·) − inf
ξ
π˜(2n)(ξ, ·) = sup
ξ,ξ′
∫
π˜(n)(θ, ·)[π˜(n)(ξ,dθ)− π˜(n)(ξ′,dθ)]
= sup
ξ,ξ′
[ ∫
A
π˜(n)(θ, ·)π˜(n)s (ξ, ξ′,dθ) +
∫
Ac
π˜(n)(θ, ·)π˜(n)s (ξ, ξ′,dθ)
]
,
(3.39)
where π˜(n)s (ξ, ξ′, ·) = π˜(n)(ξ, ·)− π˜(n)(ξ, ·) is a signed measure and A ⊂ E so that π˜(n)s (ξ, ξ′, ·) is positive
on A and negative on Ac. Then π˜(n)s (ξ, ξ′, A) = −π˜(n)s (ξ, ξ′, Ac) and moreover, by (3.38),
π˜(n)s (ξ, ξ
′, A) = 1− [π˜(n)(ξ,Ac) + π˜(n)(ξ′, A)] ≤ 1− λ−n0 δ[π(A) + π(Ac)] = 1− λ−n0 δ < 1. (3.40)
Using (3.39) and (3.40) we then have,
sup
ξ
π˜(2n)(ξ, ·)− inf
ξ
π˜(2n)(ξ, ·) ≤ (1− λ−n0 δ)
[
sup
ξ
π˜(n)(ξ, ·)− inf
ξ
π˜(n)(ξ, ·)]
and iterating the above upper bound, we have, for k ∈ N,
sup
ξ
π˜((k+1)n)(ξ, ·)− inf
ξ
π˜((k+1)n)(ξ, ·) ≤ (1− λ−n0 δ)k
[
sup
ξ
π˜(kn)(ξ, ·) − inf
ξ
π˜(kn)(ξ, ·)].
Since λ0, δ > 0 and by definition (supξ π˜
(n)(ξ, ·))n is monotone decreasing, while (infξ π˜(n)(ξ, ·))n is
monotone increasing, we conclude that there exists a common limit
π⋆(·) = lim
n→∞ supξ
π˜(n)(ξ, ·) = lim
n→∞ infξ
π˜(n)(ξ, ·) = lim
n→∞
L n
(
ψ01l·
)
λn0ψ0(ξ)
, (3.41)
which, in particular implies (3.34). 
Lemma 3.9. With the measure π˜(n)(ξ, ·) defined in (3.37) and Q̂n defined in (3.3), we then have
lim
n→∞ supξ
∥∥π˜(n)(ξ, ·)− Q̂n(·)∥∥TV → 0.
Proof. The proof is a direct consequence of (3.37), (3.3), (3.33) and (3.34). 
4. Proof of Theorem 2.1 and Theorem 2.2.
4.1 Proof of Theorem 2.1.
We will first state a general fact whose proof follows from a standard application of Itoˆ’s formula,
ergodic theorem and the martingale central limit theorem.
Lemma 4.1. Let (Xk)k≥0 be a Markov chain taking values in a Polish space S equipped with a reference
probability measure λ. Let λ˜(dy) = λ˜(x, y)λ(dy) be the transition probabilities so that λ˜(x, y) > 0 for
any x, y ∈ S, and let µ(dx) = φ(x)λ(dx) be the unique ergodic invariant probability measure with
density φ ∈ L1+(λ) such that φ > 0 λ-a.s. Moreover, for any f : S → R with
∫
fdµ = 0, let u be
a solution of (I − Λ˜)u = f where for any function g : S → R, (Λ˜g)(x) = ∫ f(y)λ˜(x,dy). Then,
the distributions of 1√
n
∑n−1
k=0 f(Xk) converges weakly to a centered Gaussian law N(0, σ
2) with the
variance σ2 given by the Dirichlet form
σ2 =
〈
(I − Λ˜)u, u〉
L2(µ)
.
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Moreover, if f is not a constant, then σ2 > 0.
We will now provide
Proof of Theorem 2.1: STEP 1: Let us first conclude the proof in case when the time interaction
ρ has compact support. Note that Lemma 3.8 and its proof implies that the Markov chain with
transition probabilities π˜ defined in (3.36) satisfies the assumptions stated in Lemma 4.1. In particular,
π˜(ξ,dξ′) = π˜(ξ, ξ′)π(dξ′) with π(ξ, ξ′) ≥ δ > 0 (recall (3.38)) implying that the Markov chain with
transition probabilities π˜ is uniformly mixing and and admits a unique ergodic invariant measure µ˜
(i.e., if (Π˜g)(ξ) =
∫
g(ξ′)π˜(ξ,dξ′) then µ˜ ∈ Ker(I − Π˜⋆)) and therefore by the Fredholm alternative,
there exists a solution u of ((I − Π˜)u)(ξ) = ξ and by Lemma 4.1 the distribution of the increment
process under the law of the Markov chain with transition probabilities π˜ converges to a centered
Gaussian law with variance
σ2(β) =
〈
(I − Π˜)u, u〉
L2(µ˜)
. (4.1)
Since the identity map f(ξ) = ξ is not constant, the solution u is not constant either, forcing σ2(β) > 0.
Moreover, σ2(β) < 1 by the above representation and the spectral gap properties of Π˜ deduced in
Lemma 3.8. Then Lemma 3.9 provides the desired central limit theorem for the distribution of the
increment process under Q̂T .
STEP 2: We now turn to the case when the spatial interaction potential V is assumed to be bounded
and ρ is assumed to have a polynomial decay at infinity. We now choose a parameter L = L(T ) such
that as T → ∞, we have L → ∞, n := T/L → ∞ as well as T 2ρ(L) → 0. As before, we can divide
the interval [0, T ] into n subintervals Ij−1,L = [(j − 1)L, jL] of length L, and define, as in (3.3),
Q̂L,T
( n∏
j=1
dξj−1,L
)
=
1
ZT
exp
{
β
n−1∑
j=1
(∫
Ij−1,L
∫
Ij−1,L
dsdtρ(t− s)V (ω(t)− ω(s))
+ 2
∫
Ij−1,L
∫
Ij,L
dsdtρ(t− s)V (ω(t)− ω(s))
)}
P
( n∏
j=1
dξj−1,L
)
=
1
ZL,T
exp
{ n−1∑
j=1
k(ξj−1,L, ξj,L)
} n∏
j=1
πL(dξj−1,L)
(4.2)
where
πL
(
dξj−1,L
)
=
1
ZL
exp
[
β
∫
Ij−1,L
∫
Ij−1,L
dt ds ρ(|t− s|)V (ω(t)− ω(s))
]
P(dξj−1,L), and
k(ξj−1,L, ξj,L) = 2β
∫
Ij−1,L
ds
∫
Ij,L
dt ρ(|t− s|) V ( [ω(t)− ω(j)] + [ω(j) − ω(s)] ) (4.3)
where ZL is the normalizing constant for πL and ZL,T = ZT /Z
n
L and as in (3.2), ξj,L = ξj,L(ω) ={
ω(t)− ω(s) : s < t, s, t ∈ Ij,L
}
denotes the increments on Ij ,
Let IT denote the set of all pairs (Ij,L, Ir,L)j 6=r such that |t − s| > L for all s ∈ Ij and t ∈ Ir
(i.e., Ij and Ir are separated by at least one interval Ip for some p = 1, . . . , n). Then #IT = O(n
2).
It is now easy to see that ‖Q̂T − Q̂L,T‖TV → 0 as T → ∞. To see this, we now recall Pinsker’s
inequality, which states that for two probability measures µ, ν, ‖µ − ν‖TV ≤
√
1
2H(µ|ν) where if
µ ≪ ν, H(µ|ν) = Eµ[log(dµ/dν)] is the relative entropy of µ w.r.t. ν. Then by comparing (3.1) and
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(4.2) and the above construction, we have an estimate on the relative entropy
H(Q̂T |Q̂L,T ) ≤ EQ̂T
[∑
IT
∫ ∫
Ij,L×Ir,L
ds dtρ(t− s)V (ω(t)− ω(s))
]
≤ ‖V ‖∞
∑
IT
∫ ∫
Ij,L×Ir,L
ds dt
(1 + |t− s|)2+ε
≤ ‖V ‖∞ 1
L2+ε
∑
IT
∫ ∫
Ij,L×Ir,L
ds dt ≤ C‖V ‖∞ T
2
L2+ε
→ 0,
where for the last argument we can choose, for instance, L = L(T ) = T/ log T . Then the central limit
theorem for the rescaled increment process under Q̂T amounts to proving the same under the measure
Q̂L,T . In this set up, statements in Proposition 3.1 and Lemma 3.7 need to be derived uniformly in
L. For for the desired estimate in Lemma 3.1 we then need to show that,
sup
L
∫ ∫
e2k(ξL,ξ
′
L)πL(dξL)πL(dξ
′
L) ≤ C. (4.4)
However, since V is assumed to be bounded, any “off-diagonal term” of the form∫
Ij−1,L
ds
∫
Ij,L
dt ρ(|t− s|) V ( [ω(t)− ω(j)] + [ω(j)− ω(s)]) ≤ ‖V ||∞
∫ jL
(j−1)L
∫ (j+1)L
jL
dt ds
(1 + |t− s|)2+ε
≤ C
remains bounded, which also readily justifies the validity of (4.4) proving that supL ‖L ‖HS ≤ C where
L is now the integral operator correspinding to the kernel k(·, ·) defined above in (4.2). Given this
statement, the necessary condition
sup
L
supξL
∫
ek(ξL,ξ
′
L)πL(dξ
′
L)
infξL
∫
ek(ξL,ξ
′
L)πL(dξ′L)
≤ C
also follows the same line of arguments as the proof of Lemma 3.7. As mentioned earlier, given the
last two statements, we can repeat the argument from Step 1 to conclude the proof of Theorem 2.1
for time interactions ρ(t) decaying polynomially in t. 
Remark 1 When the interaction potential V is singular (as in Theorem 2.1) and ρ has long-range
dependence, it seems conceivable to follow the strategy of Step 2 above. For these cases, instead of
estimating V by ‖V ‖∞, one might appeal to the estimates of singular functionals w.r.t. the uniform
norm ‖ΛV ‖∞ obtained in the proof of Proposoition 3.1 and Lemma 3.2. For the particular case of
exponentially decaying but singular interaction H(t, x) = e
−|t|
|x| , see [MV18] for a completely different
approach.
4.2 Proof of Theorem 2.2: Recall that χε(t, x) = ψε(t)φε(x) = ε
−(d+2)ψ(ε−2t)φ(ε−1x) and
B˙ε(t, x) =
∫ t
0
∫
Rd
χε(t−s, y−x)B˙(s, y)ds dy is a Gaussian process with covariance E[B˙ε(t, x)B˙ε(s, y)] =
(ψε ⋆ ψε)(t − s) (φε ⋆ φε)(x − y). Then for Mε,t(W ) =
∫ t
0
∫
Rd
χε(t − s,Ws − x) B˙(s, x)dxds, we have,
for any two independent Brownian paths W and W ′,
E
[
Mε,t(W )Mε,t(W
′)
]
=
∫ t
0
∫ t
0
(ψε ⋆ ψε)(σ − s) (φε ⋆ φε)(Wσ −W ′s) dσds
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Therefore,
E
[
exp
{
βε(d−2)/2Mε,t(W )
}]
= exp
{
β2εd−2
2
∫ t
0
∫ t
0
(ψε ⋆ ψε)(σ − s) (φε ⋆ φε)(Wσ −Ws) dσds
}
= exp
{
β2ε−4
2
∫ t
0
∫ t
0
(ψ ⋆ ψ)(ε−2σ − ε−2s) (φ ⋆ φ)(ε−1Wσ − ε−1Ws) dσds
}
(d)
= exp
{
β2
2
∫ t/ε2
0
∫ t/ε2
0
(ψ ⋆ ψ)(σ − s) (φ ⋆ φ)(Wσ −Ws) dσds
}
(4.5)
Then Theorem 2.1 (for the compactly supported function ρ = ψ⋆ψ and the bounded function V = φ⋆φ)
implies the first part of Theorem 2.2. To prove the second part, note that uˆε(t, x) = u1(t/ε
2, x/ε)
satisfies the equation
∂tuˆε =
1
2
∆uˆε + βε
−2B˙1(t/ε2, x/ε)uˆε uˆε(0, x) = u0(x)
for any continuous and bounded function u0 : R
d → R. Therefore, Feynman-Kac formula and the
identity (4.5) imply that
E[uˆε(t, x)] = Ex
[
u0(εWt/ε2) exp
{
β2
2
∫ t/ε2
0
∫ t/ε2
0
(ψ ⋆ ψ)(σ − s) (φ ⋆ φ)(Wσ −Ws) dσds
}]
.
while
Zβ,ε,t = Ex
[
exp
{
β2
2
∫ t/ε2
0
∫ t/ε2
0
(ψ ⋆ ψ)(σ − s) (φ ⋆ φ)(Wσ −Ws) dσds
}]
.
The last two assertions, again combined with Theorem 2.1, imply the second part of Theorem 2.2. 
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