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Abstract
We show that for every compact 3-manifold M there exists an open
subset of Diff1(M) in which every generic diffeomorphism admits uncount-
ably many ergodic probability measures which are hyperbolic while their
supports are disjoint and admit a basis of attracting neighborhoods and
a basis of repelling neighborhoods. As a consequence, the points in the
support of these measures have no stable and no unstable manifolds. This
contrasts with the higher regularity case, where Pesin theory gives us the
stable and the unstable manifolds with complementary dimensions at al-
most every point. We also give such an example in dimension two, without
local genericity.
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punov exponents.
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1 Introduction
Pesin theory [Pe] is a strong tool to study the hyperbolic behavior of non-
uniformly hyperbolic systems. It describes the local dynamics along orbits which
are individually hyperbolic (in the sense that they have well defined Lyapunov
exponents which are all non vanishing): for any point of such an orbit, the stable
and unstable sets are immersed submanifolds with complementary dimensions.
The original proof was carried out under the assumption that the dynamics is
of regularity C1+α. It is important to understand if such a regularity assumption
is essential or not. Pugh (see [Pu] The C1+α hypothesis in Pesin theory) gave
an example of a C1-diffeomorphism on a 4-manifold having an orbit with non-
zero well defined Lyapunov exponents but no invariant manifolds. Meanwhile,
it is also known that Pesin theory can be valid in the C1 setting under extra
hypotheses, see for instance [BV]. More recently, [ABC] proved that Pesin
theory works in the C1 setting under the existence of a dominated splitting.
It is interesting to know under what setting Pesin theory can be generalized
to C1 dynamics. For instance:
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• Pugh’s counter-example gives an explicit orbit, but not a generic point of
a hyperbolic measure1. It is therefore natural to ask if such an example
naturally appears as a regular point of some hyperbolic measures.
• Even if the answer of the first question is No in full generality, it is natural
to ask if Pesin theory holds for C1-generic diffeomorphisms.
In [Pu] it is conjectured:
Conjecture 1 (Pugh). If Orb(p) is an orbit with well defined non-vanishing
Lyapunov exponents of a C1-diffeomorphism f : M →M , where M has dimen-
sion two, and dim(Es) = dim(Eu) = 1, then Pesin’s result holds: W s(p) is a
C1-curve tangent at the point p to Es.
Indeed this might be true (on manifolds of any dimension) whenever Es has
dimension one. Regularity2 is automatic on one-dimensional subspaces.
In this article, we show that there are some limitations for the C1-Pesin
theory, by giving a negative answer to both questions above, and to Pugh’s
Conjecture 1. More precisely, we will show the following.
Theorem 2. Let M be a smooth compact manifold of dimension three. We
furnish Diff1(M) with the C1-topology. Then there exists a non-empty open set
U ⊂ Diff1(M) and a dense Gδ subset R ⊂ U such that every f ∈ R admits a
hyperbolic ergodic probability measure µ such that every point in the support of
µ has trivial stable and unstable sets.
Our construction is based on bifurcations generated by non-dominated ro-
bust cycles between periodic orbits whose differential satisfy some bounds. We
think that the phenomenon we give can be described in more general fashion.
However, in this paper we concentrate on producing one specific example so
that the essence of the argument will be presented more clearly.
Remark 1. In the open set U that we will build, any C1-generic diffeomorphism
admits uncountably many hyperbolic ergodic measures µ with trivial stable an
unstable sets, and with pairwise disjoint support which are Cantor sets. The
dynamics on each of these support is a generalized adding machine (also called
odometer or solenoid, see for example [BS] or [MM] for the definition) and
therefore is uniquely ergodic.
Furthermore, each of these supports admits a basis of attracting neighbor-
hoods and a basis of repelling neighborhoods: they are chain-recurrent classes
of the dynamics without periodic point, which were called aperiodic classes
in [BC].
1Pugh’s example is partially hyperbolic and all center Lyapunov exponents are negative.
As in [ABC], the stable/unstable splitting is dominated. In Pugh’s example the assumption
on the Lyapunov exponents means that the norm of the center derivative of large iterates
decreases exponentially, whereas in [ABC] the product of the norm of the center derivative
along the orbit decreases exponentially; for generic points of measures, these two conditions
are equivalent.
2By regularity Pugh means that the Lyapunov exponent is given by the exponential rate
of the product of the norm of the derivative (up to replace f by a large finite iterate)
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The construction above can be generalized in any dimension ≥ 3; in dimen-
sion 2 there are no example of locally generic non hyperbolic diffeomorphism.
We therefore only give a non-generic example.
Theorem 3. Any smooth compact surface admits a C1-diffeomorphism and
a chain recurrent class C which is conjugated to an adding machine, (hence
uniquely ergodic) such that the measure supported on C in hyperbolic. Further-
more, C is the intersection of a nested sequence of successively attracting and
repelling regions: in particular, the stable and unstable sets of any point x ∈ C
are equal to {x}.
In the rest of this paper, we give the proof of Theorem 2. The statements
of Remark 1 will be proved inside the proof of Theorem 2 except the point that
there appear uncountably many such ergodic measures, which will be explained
in Section 6. Theorem 3 will be proved in Section 7.
2 Hyperbolic adding machines with trivial sta-
ble/unstable sets
Let us review some basic definitions and facts. Let f be a C1-diffeomorphism
on a compact smooth manifold M of dimension N with a Riemannian metric.
The stable set W s(x) of a point x ∈ M is the set of the points whose orbit is
asymptotic to the one of x, that is
W s(x) := {y ∈M | d(fn(x), fn(y))→ 0 as n→ +∞},
where d denotes some distance function on M . The unstable set Wu(x) is the
stable set of x for f−1.
Let µ be an f -invariant ergodic probability measure on M . Its support,
denoted by supp(µ), is the smallest closed set in M which has full µ-measure.
Oseledets’ theorem provides us with the Lyapunov exponents χ1 ≥ · · · ≥ χN of
µ: at µ-a.e. point x ∈M and for every i with 1 ≤ i ≤ N , the set
Ei = {v ∈ TxM | if v 6= 0 then
1
n
log ‖Dfn(x)(v)‖ → χi as n→ ±∞},
forms a vector space whose dimension is equal to the multiplicity of χi in the
sequence χ1, . . . , χN . An f -invariant ergodic measure is called hyperbolic if every
Lyapunov exponent of it is non-zero.
Remember that the largest Lyapunov exponent χ1 also satisfies the following
(see for instance [L]);
χ1 = lim
n→+∞
1
n
∫
log ‖Dfn(x)‖dµ(x). (L1)
Note that by sub-additivity of the sequence n 7→
∫
log ‖Dfn(x)‖dµ(x), we have
for each n ≥ 1
χ1 ≤
1
n
∫
log ‖Dfn(x)‖dµ(x). (L2)
3
If we define the continuous map Jf(x) := log | det(Df(x))| and set Jf(µ) :=∫
Jf(x)dµ(x), then we have (again see [L]):
Jf(µ) = χ1 + · · ·+ χN . (L3)
In dimension 3, we also denote by χ−(µ) ≤ χc(µ) ≤ χ+(µ) the Lyapunov expo-
nents of the measure µ. If p is a periodic point we denote by χ−(p), χc(p), χ+(p)
the Lyapunov exponents of the ergodic invariant probability measure supported
evenly along the orbit of p and by Jf(O(p)) their sum. In dimension 2, we also
use similar notations omitting χc.
Our construction is detailed by the following.
Theorem 4. Given any compact 3-manifold M , there is a non-empty open set
U ⊂ Diff1(M) and a dense Gδ subset R ⊂ U such that for every f ∈ R, there
exist two sequences of compact regions (An), (Rn) (n ∈ N) and a sequence of
hyperbolic periodic points (pn) satisfying the following properties:
(4-1) Rn+1 ⊂ An+1 ⊂ Rn for every n ∈ N.
(4-2) An is a disjoint union of mn disks, that is, An =
∐mn−1
i=0 Dn,i where Dn,i
are C1-disks in M such that f(Dn,i) ⊂ Int(Dn,i+1) for every i ∈ Z/(mnZ)
( Int(X) denotes the (topological) interior of X).
(4-3) Rn is a disjoint union of mn disks, that is, Rn =
∐mn−1
i=0 En,i where
En,i are C
1-disks in M such that f−1(En,i) ⊂ Int(En,i+1) for every i ∈
Z/(mnZ).
(4-4) maxi∈Z/(mnZ) diam(Dn,i)→ 0 (as n→ +∞), where diam(X) denotes the
diameter of X.
(4-5) mn+1 > mn for every n ∈ N.
(4-6) Jf(x) < 1 and log ‖Df−1(x)‖ < 2 for every x ∈ A1.
(4-7) We have pn ∈ Rn. The largest and smallest Lyapunov exponents satisfy
χ+(pn) > 3 and χ
−(pn) < −1.
Theorem 2 follows immediately from Theorem 4 and the following proposi-
tion:
Proposition 5. Consider a diffeomorphism and sequences (Rn), (An) and (pn)
satisfying all the properties announced in Theorem 4. Then the intersection
C =
⋂
nAn =
⋂
nRn is a Cantor set on which the restriction of f is minimal
and uniquely ergodic (indeed it is a generalized adding machine).
The invariant probability measure supported on C is hyperbolic, and every
point in the support of it has trivial stable and unstable sets.
We will use the following property which is a consequence of (L1) and (L2).
Lemma 6. Let (µn) be a sequence of ergodic measures which converges to an
ergodic measure µ˜ in the weak topology. Then we have lim supn χ
+(µn) ≤ χ
+(µ˜).
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Proof of Proposition 5. As in [BD], the properties (2-1) to (2-5) imply that the
invariant set C =
⋂
An is a Cantor set and the dynamics restricted to C is
conjugated to a (generalized) adding machine. In particular, there exists a
unique invariant (ergodic) probability measure µ supported on C.
Since C is contained in the nested sequence of attracting regions An, together
with the fact that the diameter of each connected component of An converges to
0, we deduce that each point of C has trivial unstable set. By the same reasoning
applied to f−1 and (Rn), we obtain the triviality of stable set of every point in
C.
Let us consider the sequence of measures (δO(pn))n∈N (where δO(pn) denotes
the ergodic invariant probability measure supported evenly along the orbit of
pn). We show that this sequence converges to µ in the weak topology. Indeed,
for every convergent subsequence, the support of the limit must be contained
in C. Since C is uniquely ergodic and the limit is an invariant measure, it must
coincide with µ. As a result, we see that the sequence (δO(pn)) itself converges
to µ.
Then by Lemma 6 and property (2-7), the extremal Lyapunov exponents are
non-zero:
χ+(µ) ≥ lim sup
n
χ+(pn) ≥ 3 and χ
−(µ) ≤ lim inf
n
χ−(pn) ≤ −1.
By property (2-6), we have −2 < χ−(µ). By (L2) and property (2-6), we obtain
Jf(µ) = χ−(µ) + χc(µ) + χ+(µ) < 1. This implies χc(µ) < 0, in particular
χc(µ) is non-zero, too. Thus the measure µ is hyperbolic, which completes the
proof.
3 A property P on periodic points
Let us recall some definitions (see also [BCDG]). We fix a C1-diffeomorphism
f of M and two hyperbolic periodic points p and q.
We say that p is homoclinically related to the orbit O(q) of q if the stable
manifold W s(p) of p has a transverse intersection point with the unstable man-
ifold Wu(O(q)) of O(q) and also the unstable manifold Wu(p) has a transverse
intersection point with the stable manifold Ws(O(q)). If p is homoclinically
related to the orbit of q, then the stable dimensions of p and q are equal (hence
the unstable dimensions are also equal).
Suppose that the dimensions of the stable manifolds of p and q are different.
We say that p and q belong to a robust heterodimensional cycle if there exists two
transitive hyperbolic sets K and L containing p and q respectively, such that for
any diffeomorphism g that is C1-close to f , the intersectionsW s(Lg)∩W
u(Kg)
andWu(Lg)∩W
s(Kg) between the stable and unstable sets of the continuations
of L and K for g are non-empty. Having a robust heterodimensional cycle is a
C1-robust property (for the continuations of p and q).
We say that U ⊂ M is a filtrating set if it is the intersection U = A ∩ B
between two compact sets A,B ⊂ M such that f(A) ⊂ Int(A) and f−1(B) ⊂
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Int(B). Note that if a hyperbolic periodic point p belongs to a filtrating set U ,
then the whole orbit of p, the periodic points homoclinically related to p and
the periodic points which belong to a robust heterodimensional cycle associated
with p, are also contained in U .
Consider a compact f -invariant set Λ and k ≥ 1. A Df -invariant splitting
TΛM = E ⊕ F into two non-trivial vector bundles E,F over Λ is said to be k-
dominated if for every x ∈ Λ and every pair of unit vectors u ∈ Ex and v ∈ Fx,
the following inequality holds:
‖Dfk(x)(u)‖ <
1
2
‖Dfk(x)(v)‖.
We say that Λ has no k-domination if there is no (non-trivial) k-dominated
splitting E ⊕ F on Λ.
We introduce a property on hyperbolic periodic points.
Definition 2. Let f ∈ Diff1(M). A hyperbolic periodic point p satisfies the
property P if it satisfies all the conditions below:
(P-1) There is a hyperbolic periodic point q1 whose stable eigenvalues are (not
real and) complex and which is homoclinically related to the orbit of p.
(P-2) There is a hyperbolic periodic point q2 whose unstable eigenvalues are
(not real and) complex and which belongs to a robust heterodimensional
cycle with the orbit of p.
(P-3) There exist two hyperbolic periodic points p−, p+ homoclinically related
to the orbit of p, such that
(a) Jf(O(p−)) < 0 and Jf(O(p+)) > 0,
(b) both two periodic points p± satisfy χ+(p±) > 3 and χ−(p±) < −1.
This property is clearly robust : it is still satisfied for the hyperbolic contin-
uation pg of the diffeomorphisms g that are C
1-close to f . The following states
that it is non-empty.
Proposition 7. Any compact 3-manifold M admits a diffeomorphism f having
a filtrating set V for f , and a hyperbolic periodic point p ∈ V which satisfies P.
Furthermore, such f can be taken so that Jf(x) < 1 and log ‖Df−1(x)‖ < 2
holds for every x ∈ V .
The proof of Proposition 7 will be discussed later (see Section 5).
We will prove that the property P can be reproduced by perturbation at new
periodic points with higher periods and separated from the initial periodic point
p by a filtrating set. This idea was firstly used in [BD] to build aperiodic classes,
using the lack of domination (properties (P-1) and (P-2)) and the existence
of points homoclinically related to p with Jacobian greater and less than 1
(property (P-3a)), in order to prove the generic existence of universal dynamics
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(see [BD] for detail). Then [B] defined the notion of viral property, which is
an abstract formalization of the “reproduction property” used in the proof of
[BD]: viral properties always lead to the C1-generic coexistence of uncountably
many chain recurrent classes and conjectures in [B] propose that, conversely,
the C1-locally generic coexistence of uncountably many chain recurrent classes
implies the existence of some viral property.
Definition 3. A property for hyperbolic periodic points is viral if it is C1-robust
and if, for any filtrating set U containing p, there is an arbitrarily C1-small
perturbation g of f which produces a periodic point p′ satisfying the property
and contained in a filtrating set U ′ ⊂ U disjoint from pg.
In the next section we will prove the following theorem, which essentially
states that P is viral.
Theorem 8. Let f ∈ Diff1(M) and p be a hyperbolic periodic point satisfying
the property P. Then for every C1-neighborhood U of f , for every filtrating set
U containing p, for every δ > 0 and m0 ≥ 1, there exist g ∈ U , a hyperbolic
periodic point p′ for g and two compact regions R ⊂ A ⊂ M satisfying the
following:
(8-1) The periodic point p′ satisfies P with period m greater than m0 and the
whole orbit is contained in R.
(8-2) A is a disjoint union ofm disks A =
∐m−1
i=0 Di such that f(Di) ⊂ Int(Di+1)
for each i ∈ Z/(mZ) and maxi∈Z/(mZ) diam(Di) < δ.
(8-3) R is a disjoint union of m disks R =
∐m−1
i=0 Ei such that f
−1(Ei) ⊂
Int(Ei+1) for each i ∈ Z/(mZ) and maxi∈Z/(mZ) diam(Ei) < δ.
We now give the proof of Theorem 4 by a genericity argument.
Proof of Theorem 4 from Proposition 7 and Theorem 8. By Proposition 7, there
exist a diffeomorphism f0, a filtrating set U , a C
1-neighborhood U of f0 such
that any diffeomorphism f ∈ U satisfies the property (4-6) of Theorem 4 for ev-
ery point x ∈ U and admits a hyperbolic periodic point p ∈ U with the property
P .
Let δn > 0 be a sequence tending to 0 as n → +∞. By Theorem 8, we
inductively build a sequence of C1-open sets U ⊃ G1 ⊃ G2 ⊃ · · · such that every
Gn is dense in U and for every h ∈ Gn, we can find some 4-ple (An, Rn,mn, pn)
associated to δn, where Rn ⊂ An ⊂ U are two compact subsets, mn is an
integer, and pn is a hyperbolic periodic point satisfying the properties of the
Theorem 4. We can assume that An, Rn,mn are locally constant on Gn and
that pn depends continuously on f . Then the Gδ subset R := ∩Gi of U is dense
by Baire’s category theorem and satisfies the conclusion of Theorem 4.
In order to prove Proposition 7, we will use a different version of Theorem 8,
where property P in the assumption is replaced by a slightly different property
P ′ (which is not robust).
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Definition 4. Let f ∈ Diff1(M). A hyperbolic periodic point p and a homo-
clinic point z ∈W s(p) ∩Wu(p) satisfy the property P ′ if:
(P ′-1) χ−(p) < −1, χ+(p) > 3 and Jf(O(p)) = 0.
(P ′-2) The union O(p) ∪O(z) of the orbits of p and z does not admit any domi-
nated splitting.
Note that the point z in the previous definition must be a homoclinic tan-
gency of the orbit of p: indeed, if the intersection W s(p) ∩Wu(p) is transverse
at z, then Smale’s intersection theorem implies that O(p)∪O(z) is a hyperbolic
set, which contradicts the lack of domination (P ′-2).
Theorem 9. Let f ∈ Diff1(M), p a hyperbolic periodic point and z a homoclinic
point of p satisfying the property P ′. Then for every C1-neighborhood U of f
and for every neighborhood U of O(p) ∪ O(z), there exist g ∈ U , a filtrating set
V ⊂ U and a hyperbolic periodic point p′ ∈ V which satisfies the property P.
4 Virality of the property P (Theorems 8 and 9)
The proof of Theorems 8 and 9 is a modification of the argument of [BCDG,
Proposition 9.4], where the virality of a property V′′ was proved. For 3-
dimensional manifolds, the definition of V′′ can be stated as follows.
Definition 5. A hyperbolic periodic point p of f satisfies the property V′′ if
conditions (P-1) and (P-2) of Definition 2 hold.
The proof of the virality of the property V′′ in [BCDG] consists of six steps.
Let us fix a diffeomorphism f , a C1-neighborhood U of f , a filtrating set U , a
hyperbolic periodic point p ∈ U satisfying V′′, an integer m0 and δ > 0. Then
there are positive integers k and ℓ such that any periodic saddle of f (or of a
C1-perturbation of f) which has no k-domination and period larger than ℓ may
be turned into a sink or a source (see [BCDG, Lemma 4.3]) and may give birth
to a homoclinic tangency (see [BCDG, Lemma 2.1]) by a C1-perturbation in U .
Step I. Selection of the saddle p′. This step consists of selecting (after
an arbitrarily C1-small perturbation f1 of f) a periodic point p
′ of the
diffeomorphism f1 homoclinically related to the orbit of p which has no
k-dominated splitting and whose periodm is larger than ℓ and m0. Indeed
since the orbits of p and q2 belong to a robust heterodimensional cycle,
for any C1-generic diffeomorphism f1 which is C
1-close to f , there exists
a transitive locally maximal hyperbolic set Λ which contains p, q1, p
−, p+
and a point arbitrarily close to q2. From properties (P-1) and (P-2), the
set Λ has no k-dominated splitting. One then chooses a periodic point
p′ ∈ Λ whose orbit is sufficiently close to Λ in the Hausdorff topology.
Since U is filtrating, O(p′) is contained in U .
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Step II. Separation of the saddle. The lack of domination along the pe-
riodic orbit of p′ allows us to turn it into a sink or a source, depending
on the sign of Jf1(O(p
′)). Hence there exists a perturbation of f1 in U
with small support which creates a compact set A or R contained in U ,
containing p′, disjoint from the orbit of p and satisfying property (8-2)
or (8-3) of Theorem 8. By a new perturbation (we denote the resulted
diffeomorphism by f2), one can “recover” the original diffeomorphism f1
in a smaller neighborhood of O(p′). In particular, the differential of f2 is
equal to that of f1 along O(p
′) and f2 still has no k-dominated splitting
along O(p′).
Step III. New periodic orbits homoclinically related to p′. The lack of dom-
ination along the periodic orbit O(p′) allows us to create a horseshoe by
unfolding a homoclinic tangency associated to p′, using the result of [G1].
Again, we require that for this new perturbation f3 the tangent maps
Df3, Df2 (and Df1) coincide along the orbit of p
′ (see also Remark 6 be-
low). The perturbation is supported in an arbitrarily small neighborhood
of O(p′).
Steps IV, V, VI. After a new perturbation g ∈ U of f3, we turn the
periodic point p′ satisfying the property V′′. The perturbation is realized
in an arbitrarily small neighborhood of any periodic orbit homoclinically
related to p′.
Remark 6. In Step III, the last requirement was not justified in [BCDG], but
it is a consequence of the results of [G1, G2]. Indeed, the homoclinic bifurcation
is obtained from the lack of k-domination along the periodic orbit O(p′) by
applying [G1, Theorem 3.1]: in [G2, section 6.1], it is proved that this perturba-
tion can be performed by preserving the periodic orbit O(p′) and the derivatives
along it (see [G2, Theorem 8]).
This gives a version of Theorem 8 for property V′′, where only one of the
conditions (8-2) or (8-3) can be obtained depending on the sign of Jf1(O(p
′)).
We now explain how to modify the previous argument. The modification of steps
I and II allows us to build both attracting and repelling regions A and R using
either the condition (P-3a) of Definition 2 or the condition (P ′-2) of Definition 4.
The modification of steps I and III allows us to obtain the condition (P-3) for
the new point p′. The proofs of Theorems 8 and 9 are very similar and only
differ in their first step. So we present them simultaneously except the first step.
Proof of Theorems 8 and 9. Let f be a C1-diffeomorphism satisfying the as-
sumption of Theorem 8 or Theorem 9. Let us fix a C1-neighborhood U of
f ∈ Diff1(M), a filtrating set U , a hyperbolic periodic orbit O(p) ⊂ U , an inte-
ger m0 > 0 and δ > 0. As before, we fix positive integers k and ℓ such that any
periodic saddle of f (or of a C1-perturbation of f) which has no k-domination
and period larger than ℓ may be turned into a sink or a source and may give
birth to a homoclinic tangency by a C1-perturbation in U .
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Step I. As is in [BCDG], after some preliminary perturbation we select a pe-
riodic point which does not admit k-dominated splitting along the orbit with
certain conditions.
Proof under the assumptions of Theorem 8. Arguing as in the proof of the
step I in [BCDG], by the conditions (P-1) and (P-2), there exists a C1-small
perturbation f1 of f and a transitive hyperbolic set K that is locally maximal,
contains p, p−, p+ and has no k-dominated splitting.
We then use the condition (P-3). A C1-small perturbation ensures that f
belongs to a dense Gδ subset of Diff
1(M) such that the properties of [BCDG,
Lemma 4.1] and [ABCDW, Corollary 2] hold. In particular, [ABCDW] im-
plies that there exists a periodic point p′ ∈ K whose Lyapunov exponents
(χ−(p′), χc(p′), χ+(p′)) are arbitrarily close to the barycenter
J+
J− + J+
· (χ−(p−), χc(p−), χ+(p−)) +
J−
J− + J+
· (χ−(p+), χc(p+), χ+(p+)),
where J+ = |Jf(O(p+))| and J− = |Jf(O(p−))|. Note that since Jf(O(p+)) >
0 and Jf(O(p−)) < 0, this value is equal to 0. Thus the quantity Jf(O(p′))
can be taken arbitrarily close to 0. Then by a small C1-perturbation f1 (given
by Franks’ lemma, see [G2]) whose effect on the derivative of f along the orbit
of p′ is a multiplication by a homothety close to identity, one can ensure that
Jf1(O(p
′)) = 0, keeping the Lyapunov exponents almost unchanged. Further-
more, since the perturbation is arbitrarily C1-small, the transitive hyperbolic
set K has a hyperbolic continuation. Therefore, the points p, p′ still belong to a
same transitive hyperbolic set and are homoclinically related. By construction,
p′ and f1 satisfies (P
′-1) in Definition 4.
We complete this step as before: from [BCDG, Lemma 4.1], the periodic
orbit p′ above can be chosen arbitrarily close to K with respect to the Hausdorff
topology, hence there is no k-domination along the orbit of p′ for f1, and the
period may be chosen larger than ℓ and m0. Since U is filtrating and p belongs
to U , the orbit of p′ is contained in U .
Proof under the assumptions of Theorem 9. By unfolding the homoclinic tan-
gency at z, we create a horseshoe Λ ⊂ U containing p and close to C =
O(p) ∪ O(z) in the Hausdorff topology, by an arbitrarily C1-small perturba-
tion f1 of f .
We can assume there is no k-dominated splitting on Λ: indeed, as f1 con-
verges to f , the horseshoe Λ = Λf1 converges to C. If every Λf1 admits k-
dominated splitting, then, since dominated splitting is preserved by taking lim-
its (see [BDV, Appendix B.1]), it means that C admits a dominated splitting,
but it contradicts to the assumption. We furthermore assume that f1 satisfies
the conclusion of [BCDG, Lemma 4.1].
Now we see that there exists a periodic point p′ ∈ Λ close to Λ in the
Hausdorff topology, whose Lyapunov exponents are close to the exponents of p.
Then by an arbitrarily C1-small perturbation f1 given by Franks’ lemma, the
Lyapunov exponents of p′ for f1 coincide with those of p for f . As before, since
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O(p′) and Λ are close, there is no k-domination along the orbit of p′ and the
period may be chosen larger than ℓ and m0.
Step II. We repeat the step II of [BCDG]. Under our current assumption
Jf1(O(p
′)) = 0, we know that the orbit of p′ can be turned both to a sink and
to a source, which gives both of the regions A and R containing O(p′). This
gives the filtrating region V in Theorem 9. For the case of Theorem 8, since
the perturbation can be performed locally, we can assume that A and R are
sufficiently small so that the conditions (8-2) and (8-3) holds for the constant
δ.
Step III. We first repeat the step III of [BCDG]: according to Remark 6,
the lack of domination along the orbit of p′ allows us to create a homoclinic
tangency. Then by unfolding it we create a non trivial horseshoe associated
p′ without changing the derivative along the orbit of p′. The perturbation is
supported in a small neighborhood of O(p′), hence we can asuume that the sets
A, R or V satisfy the desired property.
Then, after an arbitrarily C1-small perturbation we create periodic orbits
with arbitrarily large period that are homoclinically related to p′ with Lyapunov
exponents being close to those of p′. Indeed, one can perturb the diffeomor-
phism so that it belongs to the dense Gδ-set of diffeomorphisms satisfying the
conclusion of [BCDG, Lemma 4.1]. This enables us to obtain two hyperbolic
periodic points p′
−
, p′
+
whose orbits are homoclinically related to p′, satisfying
the property (P-3b) of Definition 2 and such that Jf3(O(p
′±)) are close to 0.
As before, by perturbation of f3 given by Franks’ lemma, we can ensure the
property (P-3a), that is, Jf3(O(p
′−)) < 0 and Jf3(O(p
′+)) > 0.
Final Step. We repeat the steps IV, V, VI of [BCDG] in order to build a
last perturbation g ∈ U such that conditions (P-1) and (P-2) of Definition 2
hold. They can be performed outside a neighborhood of a transitive hyper-
bolic set which contains p′, p′
−
and p′
+
. In particular p′
−
, p′
+
still satisfy the
property (P-3) of Definition 2 and thus p′ has the property P .
This concludes the proof of Theorems 8 and 9.
5 Construction of a diffeomorphism satisfying P
In this section we give the proof of Proposition 7.
Proof of Proposition 7. By deforming a linear automorphism one can easily
build a diffeomorphism F of R3 such that:
• For every x ∈ R3 \ B(0, 1), one has F (x) = x, where B(x, r) denotes the
three dimensional ball centered at x with radius r and 0 is the origin of
R
3.
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• In a neighborhood of the origin 0, the diffeomorphism F has the form
(r, s, t) 7→ (exp(−8/5)r, exp(−8/5)s, exp(16/5)t).
In particular, 0 is the hyperbolic fixed point of F .
• There exists a point of homoclinic tangency a betweenW s(0) andWu(0).
• For every n ∈ Z one has JF (Fn(a)) < 1 and log ‖DF−1(FN (a))‖ < 2. In
particular, there exists an open neighborhoodW of the union O(0)∪O(a)
such that JF < 1 and log ‖DF−1‖ < 2 on W .
Let us consider any closed 3-dimensional manifold M . Since F coincides
with the identity outside the ball B(0, 1), it can be realized as the restriction
of a diffeomorphism of M : there exist a map h : B(0, 1) → M which is a dif-
feomorphism to its image B = h(B(0, 1)) and a diffeomorphism f of M so that
the restriction of f to B coincides with hFh−1.
Let us define p = h(0), z = h(a) and U = h(W ). Since the two stable
eigenvalues at p coincide, there is no dominated splitting E⊕F aboveO(p)∪O(z)
such that E is one-dimensional. Furthermore, since z is a homoclinic tangency,
there is no dominated splitting such that E is two-dimensional. The points p
and z thus satisfy the property P ′ and the assumptions of Theorem 9 hold for
f . Hence the Proposition 7 follows.
6 Uncountability of sets supporting hyperbolic
measures with trivial (un)stable sets
As explained in [B], viral properties always lead to the generic coexistence of
uncountably many aperiodic classes. Since the argument is very short, we recall
it here. This concludes the uncountability of the ergodic measures in Remark 1.
By repeating the proof of Theorem 4 inductively, for each diffeomorphism
f in a dense Gδ subset of U , each n ≥ 1 and each word w ∈ {0, 1}
n, we can
obtain compact sets Rw ⊂ Aw, an integer mw and a hyperbolic periodic point
pw such that properties (4-2), (4-3), (4-4) and (4-7) in Theorem 4 are satisfied.
Furthermore, we can construct them so that Aw′ ⊂ Rw and mw′ > mw holds
when the first n symbols of w′ ∈ {0, 1}n+1 coincide with w, which corresponds
to the conditions (4-1) and (4-5) respectively. One can also require that the
sets Aw for all w ∈ {0, 1}
n corresponding to a fixed integer n are pairwise
disjoint. For each w ∈ {0, 1}N, we denote by wn the sequence of first n symbols
of w. Then for each ω the sequence (Awn , Rwn , pwn) satisfies the hypotheses
of Theorem 4 (note that the condition (8-6) can be established easily). Hence,
the intersections Cw =
⋂
Awn for different sequences w are pairwise disjoint
aperiodic classes satisfying the conclusion of Proposition 5. Since there are
uncountably many such sequences, Remark 1 follows.
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7 A counterexample in dimension 2
In this section, we prove Theorem 3: we give an example of a diffeomorphism
of surface with a hyperbolic measure such that each point in the support has
trivial stable and unstable sets.
We start from a diffeomorphism f on a compact two dimensional manifold
M such that:
(H-1) There exists a hyperbolic periodic saddle p with J(O(p)) = 0, χ+(p) > 1
and χ−(p) < −1.
(H-2) There exists x ∈ Wu(p) ∩W s(p) at which TxW
u(p) = TxW
s(p).
It is not difficult to construct such diffeomorphism on any surface.
For such f , we prove the following:
Proposition 10. Suppose f satisfies (H-1) and (H-2). Then, for any C1-
neighborhood U of f , for any neighborhood U of O(p) ∪ O(x), for every δ > 0
andm0 ≥ 1, there exists g ∈ U , points p
′, x′ and two compact regions R ⊂ A ⊂ U
such that the following holds.
• The points p′, x′ ∈ Int(R) satisfy the conditions (H-1) and (H-2) and p
has period m ≥ m0;
• A is a disjoint union A =
∐
Di of m disks of diameter smaller than δ
such that g(Di) ⊂ Int(Di+1) (that is, A is an attracting region).
• R is a disjoint union R =
∐
Ei of m disks such that g
−1(Ei) ⊂ Int(Ei−1)
(that is, R is a repelling region).
Using Proposition 10 repeatedly, we can build a sequence of diffeomorphisms
C1-converging to a diffeomorphism f∞ presenting, as in Theorem 4, a nested
sequence of periodic attracting/repelling small disks of period tending to infinity,
containing periodic points with Lyapunov exponents greater than 1 and less than
−1. As in Proposition 5, the limit is a chain recurrent class C which is an adding
machine, and the semi-continuity of the extremal Lyapunov exponents implies
that the unique invariant measure is hyperbolic (with exponents greater than 1
and less than −1); finally the stable/unstable sets of any point in C are trivial.
Proof of Proposition 10. It is essentially the same as the proof of Theorem 8.
Step I. First, we unfold the homoclinic tangency at x . It produces a hyperbolic
basic set (a horseshoe) K ⊂ U containing p and having a point arbitrarily
close to x. As a consequence, there is a hyperbolic periodic point p′ ∈ K with
arbitrarily large period, J(O(p′)) arbitrarily close to 0, and Lyapunov exponents
χ+(p′) > 1 and χ−(p′) < −1 and such that the hyperbolic splitting at p′ has
an arbitrarily small angle: in particular, the dominated splitting is arbitrarily
weak on O(p′).
Step II. Using the absence of k-domination along p′, and the fact that J(O(p′))
almost vanishes, we can construct the repelling and the attracting region around
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p′ keeping the local dynamics aroundO(p′) unchanged (on surfaces the argument
goes back to Man˜e´ [M]). Note that the size of the regions can be taken arbitrarily
small.
Step III. Again, because of the absence of the domination, we can produce
a point x′ of homoclinic tangency associated to p′ recovering hypothesis (H-2),
using [G1]. A final pertubation preserving the tangency allows to get J(O(p
′)) =
0, keeping the bounds χ+ > 1 and χ− < −1. We have recovered (H-1), ending
the proof.
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