atoms x 1 , . . . , x 8 ∈ R 3 that are aligned in a ring such that the distances between neighboring atoms are equal to a constant c > 0. The energy of a configuration (x 1 , . . . , x 8 ) is minimized when the angles between successive bonds are all equal to arccos(− 1 3 ) ≈ 109.5 • . The polynomial equations in 3 · 8 = 24 variables are
It is known that the solution set of these equations, up to simultaneous translation and rotation, is homeomorphic to a union of the Klein bottle and a sphere, which intersect in two rings [12] . How can one use TDA for computing this? NAG can be used for generating sample of points from M , which may then serve as input for persistent homology; figure 1 shows a sample from the cyclooctane variety. One idea is to sample linear spaces L of dimension equal to the codimension of M and compute the points in M ∩ L. Another idea is to sample points q ∈ R n in the ambient space and compute the point on M that minimizes the distance to q. Both computational problems can be cast as a system of polynomial equations and solved using NAG. Research directions in NAG include how to sample with respect to a probability distribution on M [4] and produce samples that are as dense in M as desired [14] . NAG and EGA are also used to study two important numbers for TDA: the homological feature size hfs(M ) [11] and the reach τ (M ) [24] of M . Horobet and Weinstein [19] showed that, if M is an algebraic manifold (i.e., a real algebraic variety which is also a manifold) defined by polynomials over Q, then both hfs(M ) and τ (M ) are algebraic over Q. Therefore, both can be computed by the means of NAG. I discuss this for the reach.
The
is the maximal curvature of a geodesic running through M and ρ(M ) is the width of the narrowest bottleneck of M (τ (M ) can also be defined as the distance from M to its medial axis; see, e.g., [1] , for an explanation of the equivalence of the definitions). A bottleneck is a pair (x, y) ∈ M 2 , x = y, such that x − y is perpendicular to both tangent spaces T x M and T y M . Provided codim(M ) = s, this can be cast as a system of polynomial equations in 2n + 2s variables:
where λ = (λ 1 , . . . , λ s ), µ = (µ 1 , . . . , µ s ) and JF is the Jacobian matrix of F . This system of equations can be solved using NAG and the real solutions can be extracted from the complex solutions. Recall that in NAG one computes the isolated solutions of a polynomial system -the trivial solutions for which x = y are not computed! Bottlenecks have been studied intensely: Eklund [17] discussed bottlenecks from the perspective of NAG and di Rocco et. al. [15] gave a formula for the number of (complex) solutions of B(x, y, λ, µ) = 0 in terms of polar classes of M .
Equations for σ(M ) are less straightforward. For planar curves, however, there is a direct formula for the curvature γ(x) at x ∈ M such that σ(M ) = min x∈M γ(x). In this case, the first-order optimality equations for σ(M ), that the gradient of γ(x) is perpendicular to the tangent space T x M , give a system of polynomial equations. Solving this yields σ(M ).
Summarizing, one can compute ρ(M ) and σ(M ) separately using NAG, and the reach τ (M ) can be inferred from those numbers. Figure 2 shows an example of this computation for a planar curve. It should be mentioned that, if τ (M ) is known, [24] provides a criterion for when the correct homology of M can be computed from a finite sample of M . Combined with the sampling algorithms from above this yields provably correct algorithms for computing homology. I also want to mention the research in [7, 8, 13] . In these articles the reach is replaced by a lower bound that involves the real condition number of a system of polynomials. This lower bound holds not only for real algebraic varieties but also for the more general class of semialgebraic sets. Using the condition number the authors derive a complexity analysis of an algorithm for computing homology.
In concluding this survey I want to propose three possible future directions in the field of algebraic geometry for TDA. The first is an analysis in the sense of NAG and EAG for σ(M ) -like [17, 15] did for bottlenecks. This is indispensable in computing the reach beyond planar curves. The second direction is considering persistent homology using ellipsoids instead of balls: The experiments in [3] show that this approach can greatly improve the quality of the output diagrams in persistent homology, yet a theoretical explanation is missing. The third direction is about sampling. The standard approach to sampling from nonlinear objects is by using Markov Chain Monte Carlo (MCMC) methods. Combining this approach with NAG seems promising.
