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Abstract
It is shown that if a mapping from the n-dimensional hypercube to itself has the property that
all the boolean eigenvalues of the discrete Jacobian matrix of each element of the hypercube are
zero, then it has a unique fixed point. This answers to the “Combinatorial Fixed Point Conjecture”,
a combinatorial version of the Jacobian conjecture.
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1. Introductory remarks
We prove a combinatorial analogue a fixed point conjecture equivalent to the Jacobian
conjecture raised by Shih and Ho [6] in 1999 in automata networks.
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such that for each x in {0,1}n, all the boolean eigenvalues of F ′(x) are zero, then F has a
unique fixed point.
Here {0,1}n is the boolean algebra of all 01-strings of length n, with the metric space
structure given by the Hamming metric. For x in {0,1}n, F ′(x) stands for the discrete Ja-
cobian matrix of F evaluated at x . (The notion concerning the discrete Jacobian matrix
and the boolean eigenvalues will be explained in Section 2.) For n = 1 the Combinator-
ial Fixed Point Conjecture holds trivially. For n = 2 and n = 3, the Combinatorial Fixed
Point Conjecture was proved in [6]. In the present note we shall affirm the Combinatorial
Fixed Point Conjecture in full generality. Our method of proof reveals a phenomenon—the
collective behavior in systems of many components emerges a global feature.
2. Concerning the discrete derivatives and the spectra
In this section, we state some notations and results concerning the discrete derivatives
and the spectra of boolean matrices needed to formulate and prove the main result. The
material can be found in the basic papers by Robert [1–3] (see also [7]), and also in the
books by Robert [4,5].
The order “” on {0,1} is given by 0  0  1  1. Let {0,1} be with operations +, ·
defined as follows:
0 + 0 = 0 · 1 = 1 · 0 = 0 · 0 = 0, 1 + 0 = 0 + 1 = 1 + 1 = 1 · 1 = 1,
1¯ = 0, and 0¯ = 1.
For each positive integer n, let {0,1}n be the set of order n-tuples x = (x1, . . . , xn)T with
components xi ∈ {0,1} (i = 1, . . . , n). We may regard x as a bit string of length n, whence
we may write x = x1x2 · · ·xn. We may also think of x as a vertex of an n-cube in Rn. For
x, y ∈ {0,1}n, x  y is meant that xi  yi (i = 1, . . . , n). For x, y ∈ {0,1}n and λ ∈ {0,1},
define
x + y ≡


max{x1, y1}
...
max{xn, yn}

 , λx ≡


min{λ,x1}
...
min{λ,xn}

 .
A boolean matrix is meant to be a matrix over {0,1}. Boolean matrix addition and
boolean matrix multiplication are the same as in the case of complex matrices but the
concerned sums and products of entries are boolean. Let F : {0,1}n → {0,1}n, and F ≡
(f1, . . . , fn). According to Robert [4, p. 7], the incidence matrix of F is the n× n boolean
matrix defined by
B(F) = (bij ),
where bij ≡ 0 if fi does not depend on xj , bij ≡ 1 otherwise. More precisely, bij = 0
if for any fixed x1, . . . , xj−1, xj+1, . . . , xn, fi(x1, . . . , xj−1, · , xj+1, . . . , xn) is a constant
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an n × n boolean matrix. A non-zero element u ∈ {0,1}n is called a boolean eigenvector
of A if there exists an λ in {0,1} such that Au = λu; λ is called the boolean eigenvalue
associated with the eigenvector u. The symbol σ(A) stands for the set of all boolean eigen-
values of A, so that σ(A) ⊂ {0,1}. The boolean spectral radius of A, denoted by ρ(A),
is defined to be the largest boolean eigenvalues of A. Since σ(A) = ∅ (this fact is not
a priori obvious, see [4, p. 48]), ρ(A) = 0 or 1. For x ∈ {0,1}n and i = 1, . . . , n, let
x˜i ≡ (x1, . . . , x¯i, . . . , xn)T . The notation x˜ji stands for the ith component of x˜j , that is,
x˜
j
i = x¯i if i = j , x˜ji = xi if i = j . For x ∈ {0,1}n and {j1, . . . , jk} ⊂ {1, . . . , n}, let us
define x˜j1,...,jk = y by
yi ≡
{
xi if i = j1, . . . , jk,
x¯i if i = j1, . . . , jk.
The discrete metric δ on {0,1} induces a metric ρH (· , ·) on {0,1}n, called the Hamming
metric, defined by ρH (x, y) ≡∑ni=1 δ(xi, yi), i.e., ρH (x, y) = #{i; 1  i  n, xi = yi}.
The discrete derivative (or the discrete Jacobian matrix) of F evaluated at x ∈ {0,1}n is
the boolean n × n matrix defined by
F ′(x) = (fij (x)),
where fij (x) ≡ 1 if fi(x) = fi(x˜j ), fij (x) ≡ 0 otherwise.
Let us recall some elementary graph-theoretic notations. The digraph (directed graph)
of an n × n boolean matrix A = (aij ), denoted by Γ (A), is the digraph on n nodes
P1, . . . ,Pn such that there is a directed arc from Pi to Pj if aij = 1. A directed path in
Γ (A) is a sequence of directed arcs Pi1Pi2 ,Pi2Pi3 , . . . in Γ (A). A cycle in Γ (A) is a
directed path that begins and ends at the same node.
Proposition 1. The following conditions are mutually equivalent:
(i) ρ(A) = 1.
(ii) A contains a principal submatrix which has no zero columns.
(iii) Γ (A) contains a cycle.
The following result, a direct consequence of Proposition 1, gives a useful necessary
condition for ρ(A) = 0.
Proposition 2. If ρ(A) = 0, then each entry in the diagonal of A is 0.
Proposition 3. The following conditions are mutually equivalent:
(i) ρ(A) = 0.
(ii) There exists a permutation matrix P such that PT AP is strictly upper triangular.
(iii) There exists a positive integer p  n such that Ap = 0.
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{0,1}n,” we may relate it to the notion of contraction.
For x, y ∈ {0,1}n, the vectorial distance between x and y , denoted as d(x, y), is defined
by
d(x, y) ≡


δ(x1, y1)
...
δ(xn, yn)

 .
Let us recall that a map F : {0,1}n → {0,1}n is said to be a contraction if there is an n × n
boolean matrix M such that ρ(M) = 0 and
d
(
F(x),F (y)
)
Md(x, y) for all x, y ∈ {0,1}n.
It is proved that F is a contraction if and only if ρ(B(F )) = 0 [4, p. 58]. Since B(F) =
supx∈{0,1}n{F ′(x)} [4, p. 98], F is a contraction if and only if ρ(supx∈{0,1}n{F ′(x)}) = 0.
For two n×n boolean matrices A and B , we have ρ(A) ρ(B) if A B , by a comparison
of spectral radii [1]. Therefore, if F is a contraction then ρ(F ′(x)) = 0 for all x ∈ {0,1}n,
but the converse is only true for n = 1 and n = 2 [6, p. 67]. Accordingly,
F is a contraction ⇒ ρ(F ′(x))= 0 for all x ∈ {0,1}n,
and for n = 1 and n = 2,
F is a contraction ⇔ ρ(F ′(x))= 0 for all x ∈ {0,1}n.
Robert [4, p. 58] proved that if F is a contraction, then F has a unique fixed point ξ (i.e.,
a unique point ξ such that F(ξ) = ξ ) and there exists a positive integer p  n such that for
each x ∈ {0,1}n the p-fold iterate of F at x satisfies Fp(x) = ξ . (This result is proved by
the following trick. By Proposition 3, there exists an integer p  n such that [B(F)]p = 0.
Since B(Fp)  [B(F)]p, we have B(Fp) = 0; thus Fp is a constant function, by the
very definition of incidence matrix.) It may be noted that F is a contraction if and only
if {F ′(x);x ∈ {0,1}n} is simultaneously strictly upper triangularizable by a permutation
matrix, that is, a permutation matrix P such that PT F ′(x)P is a strictly upper triangular
matrix for all x ∈ {0,1}n [7]. Thus, if F is a contraction then for any x1, . . . , xn ∈ {0,1}n,
we have F ′(x1) · · ·F ′(xn) = 0. Also, F is a contraction if and only if ρ(A) = 0 for all A
in the boolean multiplicative semigroup generated by {F ′(x); x ∈ {0,1}n} [7].
3. The principal theorem
We shall establish the following:
Theorem. Let F : {0,1}n → {0,1}n. If ρ(F ′(x)) = 0 for all x in {0,1}n, then F has a
unique fixed point.
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Theorem. Let F : {0,1}n → {0,1}n. If the digraph Γ (F ′(x)) contains no cycles for all x
in {0,1}n, then F has a unique fixed point.
The case n = 1 holds trivially. For n = 2 the spectral condition “ρ(F ′(x)) = 0 for all
x ∈ {0,1}2” implies that F is a contraction; thus by the contraction theorem F has a unique
fixed point [6]. For n = 3, using reduction method, Shih and Ho [6] proved the theorem
in 1999. (The details are complicated.) For n = 4 the existence of a fixed point can be
proved by the same method as in the case n = 3, but the uniqueness of the fixed point
cannot be proved by the same method as in the case n = 3, since there is a mapping
F : {0,1}4 → {0,1}4 with F(ζ ) = ζ but ζ is not a global attractor [6, p. 99]. The proof of
the existence of a fixed point in the case n = 4 was so intricate and the number of switching
functions fi(x1, . . . , xn) of n variables grows so astronomically as n increases that there
was reluctance to attempt the case n = 5 by the same method.
Let us remark that every function F : {0,1}n → {0,1}n is a boolean polynomial, that
is, each fi is a boolean polynomial. To see this, let pi : {0,1} → {0,1} be defined by
p1(t) ≡ t¯ , p2(t) ≡ t , and α1 = 0, α2 = 1. Then pj (αi) = 1 if i = j , otherwise 0. Thus
for i = 1, . . . , n,
fi(x1, . . . , xn) =
∑
j1,...,jn∈{1,2}
pj1(x1) · · ·pjn(xn)fi(αj1 , . . . , αjn).
To prove the full generality we adopt the thinking of the Chinese proverb, “Many a little
makes a mickle.” Thus we need the notion of k-subcube (1  k  n − 1) generated by a
point in {0,1}n. Now let us introduce the following notations. Let x ∈ {0,1}n. For each
k = 1,2, . . . , n − 1 and for each choice of k + 1 distinct integers i1, . . . , ik+1 (which are
arranged in any order) from {1, . . . , n}, we define
x
[{i1, . . . , ik} | ik+1]≡ {y ∈ {0,1}n; yik+1 = xik+1, yj = xj for all j = i1, . . . , ik},
x
[{i1, . . . , ik} | i¯k+1]≡ {y ∈ {0,1}n; yik+1 = x¯ik+1, yj = xj for all j = i1, . . . , ik, ik+1}.
We call x[{i1, . . . , ik} | ik+1] a k-subcube generated by x , and x[{i1, . . . , ik} | i¯k+1] the
opposite subcube of x[{i1, . . . , ik} | ik+1], and vice versa. Note that x[{i1, . . . , ik} | i¯k+1] =
x˜ik+1[{i1, . . . , ik} | ik+1]. The integer k is called the dimension of the k-subcube. Observe
that the n-cube has 2n−k
(
n
k
)
subcubes of dimension k. As an illustration, let us consider the
3-cube {0,1}3. Then all 1-subcubes generated by 001 together with their opposite subcubes
are given by (see Fig. 1, two views of a 3-cube):
001
[{1} | 2]= 001[{1} | 3]= {001,101}, 001[{1} | 2¯]= {111,011},
001
[{1} | 3¯]= {000,100},
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001
[{2} | 1]= 001[{2} | 3]= {001,011}, 001[{2} | 1¯]= {101,111},
001
[{2} | 3¯]= {000,010},
001
[{3} | 1]= 001[{3} | 2]= {001,000}, 001[{3} | 1¯]= {101,100},
001
[{3} | 2¯]= {011,010}.
Note that 001[{3} | 1] = 001[{3} | 2], but 001[{3} | 1¯] = 001[{3} | 2¯]. The 2-subcubes
generated by 001 together with their opposite subcubes are given by
001
[{1,2} | 3]= {001,101,111,011}, 001[{1,2} | 3¯]= {000,100,110,010},
001
[{1,3} | 2]= {001,101,100,000}, 001[{1,3} | 2¯]= {011,111,110,010},
001
[{2,3} | 1]= {001,000,010,011}, 001[{2,3} | 1¯]= {101,100,110,111}.
The following lemma will play a prominent role in the proof of the theorem. And the
kernel of the lemma reveals an unexpected regularity hidden in the spectral condition. In
terms of the Chinese proverb quoted earlier, the lemma is “many a little” and the theorem
is the “mickle.”
Lemma. Let F : {0,1}n → {0,1}n. If ρ(F ′(x)) = 0 for all x ∈ {0,1}n, then for each
x ∈ {0,1}n and for each k = 1, . . . , n − 1 and for each choice of k + 1 distinct integers
i1, . . . , ik+1 (which are arranged in any order) from {1, . . . , n}, there exists a unique point
α ∈ x[{i1, . . . , ik} | ik+1] such that fj (α) = αj for all j = i1, . . . , ik .
Proof. We prove the assertion by induction on the dimension k of all subcubes in the cube
{0,1}n. Let x ∈ {0,1}n be given, and i1, i2 any two distinct integers of {1, . . . , n}. To prove
the case of k = 1 it suffices to prove that there exists a unique point α in x[{i1} | i2] such that
fi1(α) = αi1 . First, we have x[{i1} | i2] = {x, x˜i1}. By hypothesis ρ(F ′(x)) = 0, it follows
that fi1(x) = fi1(x˜i1), so that exactly one of the statements fi1(x) = xi1 , fi1(x˜i1) = x˜i1i1 =
x¯i1 is true. Thus the case of k = 1 is valid.
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of dimension of subcubes generated by x less than k.
Claim. For each x ∈ {0,1}n and for each choice of k + 1 distinct integers i1, . . . , ik+1
(which are arranged in any order) from {1, . . . , n}, there exists a unique point α ∈
x[{i1, . . . , ik} | ik+1] such that fj (α) = αj for all j = i1, . . . , ik .
Let x ∈ {0,1}n, and i1, . . . , ik+1 any k + 1 distinct integers in {1, . . . , n}.
We first settle the uniqueness question.
Suppose, on the contrary, that α and β are two distinct points both in the k-subcube
x
[{i1, . . . , ik} | ik+1]
such that
fj (α) = αj and fj (β) = βj for all j = i1, . . . , ik. (1)
Case I. 1  ρH (α,β)  k − 1. Let ρH (α,β) = r . Then there exist r distinct integers
j1, . . . , jr in {i1, . . . , ik} such that
β = α˜j1,...,jr .
Hence α and β are two distinct points both in the r-subcube α[{j1, . . . , jr } | ik+1] such
that fj (α) = αj and fj (β) = βj for all j = j1, . . . , jr , in contradiction to the uniqueness
assertion of the induction hypothesis.
Case II. ρH (α,β) = k. Then β = α˜i1,...,ik , and
β˜i1 ∈ α[{i2, . . . , ik} | i1],
β˜i2 ∈ α[{i1, i3, . . . , ik} | i2],
...
β˜ik ∈ α[{i1, . . . , ik−1} | ik].
The uniqueness assertion of the induction hypothesis implies that
fj
(
β˜i1
) = β˜i1j for some j ∈ {i2, . . . , ik},
fj
(
β˜i2
) = β˜i2j for some j ∈ {i1, i3, . . . , ik},
...
fj
(
β˜ik
) = β˜ik for some j ∈ {i1, . . . , ik−1}. (2)j
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

i1 i2 · · · ik−1 ik
i1 0 ∗ · · · ∗ ∗
i2 ∗ 0 · · · ∗ ∗
...
...
...
. . .
...
...
ik−1 ∗ ∗ . . . 0 ∗
ik ∗ ∗ · · · ∗ 0


of order k which has no zero columns, where the symbol “∗” denotes the entry possibly 1.
By Proposition 1, we conclude that ρ(F ′(β)) = 1, contrary to the spectral condition.
We now arrive at a contradiction for Cases I and II. This contradiction completes the
proof of the uniqueness part.
Now we prove the existence part.
According to the induction hypothesis, there exist a unique point a ∈ x[{i1, . . . , ik−1} |
ik] and a unique point b ∈ x˜ik [{i1, . . . , ik−1} | ik] = x[{i1, . . . , ik−1} | i¯k] such that
fj (a) = aj and fj (b) = bj for all j = i1, . . . , ik−1. (3)
We want to use two distinct points a and b to synthesis a point α that satisfies the claim;
it has to split the arguments into three cases.
Case I. ρH (a, b) = 1. Then b = a˜ik . Since ρ(F ′(a)) = 0, it follows from Proposition 2
that fik (a) = fik (a˜ik ) = fik (b). Hence one and only one of the statements fik (a) = aik ,
fik (b) = bik is true. Thus the existence assertion of the claim follows if we take α = a or
α = b.
Case II. 2 ρH (a, b) k − 1. Let ρH (a, b) = r . Then there exist r − 1 distinct integers
j1, . . . , jr−1 in {i1, . . . , ik−1} such that b = a˜j1,...,jr−1,ik . Choose jr ∈ {i1, . . . , ik−1} so that
jr = js (s = 1, . . . , r − 1). By the induction hypothesis, there exists a unique point c in the
(k − 1)-subcube
a
[{i1, . . . , ik} \ {jr} | jr]
such that
fj (c) = cj for all j ∈ {i1, . . . , ik} \ {jr}. (4)
If cik = aik , then a and c are both in the (k − 2)-subcube
a
[{i1, . . . , ik−1} \ {jr} | jr],
so that by the uniqueness assertion of the induction hypothesis we have aj = cj for all
j = i1, . . . , ik−1. Thus if cik = aik then a = c, and so fik (a) = aik , by our choice of jr = ik
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cik = aik . For the same reason we deduce that if cik = bik then fj (b) = bj for all j =
i1, . . . , ik . Since cik = aik or cik = bik , we conclude that fj (a) = aj for all j = i1, . . . , ik or
fj (b) = bj for all j = i1, . . . , ik . Hence the existence assertion of the claim follows if we
take α = a or α = b.
Case III. ρH (a, b) = k. Then b = a˜i1,...,ik . By the spectral condition ρ(F ′(b)) = 0, it fol-
lows from Proposition 1 that F ′(b) contains a principal submatrix which has a zero column,
so that there exists an i ∈ {i1, . . . , ik−1} such that
fj
(
b˜i
)= fj (b) for all j = i1, . . . , ik. (5)
(The reason of i = ik is explained as follows: for if not, by (3) and (5) we would have
fj
(
b˜ik
)= bj = b˜ikj for all j = i1, . . . , ik−1.
Thus a and b˜ik would be two distinct points both in the (k − 1)-subcube x[{i1, . . . , ik−1} |
ik] such that fj (a) = aj and fj (b˜ik ) = b˜ikj for all j = i1, . . . , ik−1, contrary to the unique-
ness assertion of the induction hypothesis.) Furthermore, by the induction hypothesis there
exists a unique point d ∈ a[{i1, . . . , ik} \ {i} | i] with
fj (d) = dj for all j ∈ {i1, . . . , ik} \ {i}. (6)
If dik = b˜iik , then b˜i and d are distinct points both in the (k − 2)-subcube
d
[{i1, . . . , ik−1} \ {i} | i],
so that by the uniqueness assertion of the induction hypothesis we have b˜ij = dj for all
j = i1, . . . , ik−1. Thus if dik = b˜iik then b˜i = d , and so fik (b˜i) = b˜iik , by i = ik and (6). Thus
fik (b) = fik (b˜i) = b˜iik = bik , by i = ik and (5). It follows that b ∈ x[{i1, . . . , ik} | ik+1] is
such that fj (b) = bj for all j = i1, . . . , ik if dik = b˜iik . If dik = aik , then a and d are both in
the (k − 2)-subcube
d
[{i1, . . . , ik−1} \ {i} | i],
so that by the uniqueness assertion of the induction hypothesis we have aj = dj for all
j = i1, . . . , ik−1. Thus if dik = aik then a = d , and so fik (a) = aik , by i = ik and (6). This
and (3) together imply that a ∈ x[{i1, . . . , ik} | ik+1] is such that fj (a) = aj for all j =
i1, . . . , ik if dik = aik . Since a ∈ x[{i1, . . . , ik−1} | ik], b ∈ x[{i1, . . . , ik−1} | i¯k], and i = ik ,
we obtain b˜iik = aik . Thus dik = b˜iik or dik = aik . Therefore we conclude that fj (a) = aj for
all j = i1, . . . , ik or fj (b) = bj for all j = i1, . . . , ik . Hence the existence assertion of the
claim follows if we take α = a or α = b.
This completes the inductive proof of the claim, and thus proves the lemma. 
M.-H. Shih, J.-L. Dong / Advances in Applied Mathematics 34 (2005) 30–46 39We proceed now to prove the theorem.
We first consider the uniqueness of the fixed point.
Suppose, by contradiction, that F(ξ) = ξ and F(η) = η with ξ = η. We consider two
cases separately.
Case I. 1  ρH (ξ, η)  n − 1. Let ρH (ξ, η) = t . Then there exist t distinct integers
i1, . . . , it in {1, . . . , n} such that η = ξ˜ i1,...,it . Choose it+1 ∈ {1, . . . , n} so that it+1 = ij
(j = 1, . . . , t). Then ξ and η are two distinct points both in the t-subcube
ξ
[{i1, . . . , it } | it+1]
such that fj (ξ) = ξj and fj (η) = ηj for all j = i1, . . . , it , which contradicts the uniqueness
assertion of the lemma.
Case II. ρH (ξ, η) = n. Then η = ξ˜1,2,...,n, and
η˜1 ∈ ξ[{2, . . . , n} | 1], η˜2 ∈ ξ[{1,3, . . . , n} | 2], . . . , η˜n ∈ ξ[{1, . . . , n − 1} | n].
Since F(ξ) = ξ , the uniqueness assertion of the lemma implies that
fj
(
η˜1
) = η˜1j for some j ∈ {2, . . . , n},
fj
(
η˜2
) = η˜2j for some j ∈ {1,3, . . . , n},
...
fj
(
η˜n
) = η˜nj for some j ∈ {1, . . . , n − 1}. (7)
According to (7), F ′(η) is of the form


1 2 · · · n − 1 n
1 0 ∗ · · · ∗ ∗
2 ∗ 0 · · · ∗ ∗
...
...
...
. . .
...
...
n − 1 ∗ ∗ . . . 0 ∗
n ∗ ∗ · · · ∗ 0


which has no zero columns, where the symbol “∗” denotes the entry possibly 1. By Propo-
sition 1, we conclude that ρ(F ′(η)) = 1, which contradicts the spectral condition.
Now we arrive at a contradiction for Cases I and II. This completes the proof of the
uniqueness of the fixed point.
We now come to the proof of the existence of a fixed point.
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n] and a unique point β ∈ x˜n[{1, . . . , n − 1} | n] = x[{1, . . . , n − 1} | n¯] such that
fj (α) = αj and fj (β) = βj for all j = 1, . . . , n − 1. (8)
Claim. F(α) = α or F(β) = β .
We split the proof into three cases.
Case I. ρH (α,β) = 1. Then β = α˜n. By hypothesis ρ(F ′(β)) = 0, it follows from Propo-
sition 2 that fn(α) = fn(β). Hence one and only one of the statements fn(α) = αn,
fn(β) = βn is true. This and (8) together imply that F(α) = α or F(β) = β .
Case II. 2 ρH (α,β) n−1. Let ρH (α,β) = m. Then there exist m−1 distinct integers
k1, . . . , km−1 in {1, . . . , n − 1} such that
β = α˜k1,...,km−1,n.
Choose km ∈ {1, . . . , n−1} so that km = kj (j = 1, . . . ,m−1). By the lemma, there exists
a unique point η in the (n − 1)-subcube
α
[{1, . . . , n} \ {km} | km]
such that
fj (η) = ηj for all j ∈ {1, . . . , n} \ {km}. (9)
If ηn = αn, then α and η are both in the (n − 2)-subcube
α
[{1, . . . , n − 1} \ {km} | km],
so that by the uniqueness assertion of the lemma we have αj = ηj for all j = 1, . . . , n− 1.
Thus if ηn = αn then α = η, and so fn(α) = αn, by km = n and (9). This and (8) together
imply that F(α) = α if ηn = αn. For the same reason we deduce that if ηn = βn then
F(β) = β . Since ηn = αn or ηn = βn, we conclude that, F(α) = α or F(β) = β .
Case III. ρH (α,β) = n. Then β = α˜1,...,n. By hypothesis ρ(F ′(β)) = 0, it follows from
Proposition 1 that F ′(β) has a zero column, and so there exists an i ∈ {1, . . . , n − 1} such
that
fj
(
β˜i
)= fj (β) for all j = 1, . . . , n. (10)
(The reason of i = n is explained as follows: for if not, by (8) and (10) we would have
fj (β˜
n) = βj = β˜nj for all j = 1, . . . , n − 1. Thus α and β˜n would be two distinct points
both in the (n − 1)-subcube
x
[{1, . . . , n − 1} | n]
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uniqueness assertion of the lemma.) By the lemma, there exists a unique point η in the
(n − 1)-subcube α[{1, . . . , n} \ {i} | i] such that
fj (η) = ηj for all j ∈ {1, . . . , n} \ {i}. (11)
If ηn = β˜in, then β˜i and η are both in the (n − 2)-subcube
η
[{1, . . . , n − 1} \ {i} | i],
so that by the uniqueness assertion of the lemma we have
β˜ij = ηj for all j = 1, . . . , n − 1. (12)
Thus if ηn = β˜in then β˜i = η by (12), and so fn(β˜i) = β˜in, by i = n and (11). This and (10)
together imply that fn(β) = fn(β˜i) = β˜in = βn if ηn = β˜in, since i = n. Thus F(β) = β if
ηn = β˜in. If ηn = αn, then α and η are both in the (n − 2)-subcube
η
[{1, . . . , n − 1} \ {i} | i],
so that by the uniqueness assertion of the lemma we have
αj = ηj for all j = 1, . . . , n − 1. (13)
Thus if ηn = αn then α = η by (13), and so fn(α) = αn, by i = n and (11). It follows that
F(α) = α if ηn = αn. Since αn = β˜in, we get ηn = β˜in or ηn = αn. Hence we conclude that
F(α) = α or F(β) = β .
This completes the proof of the theorem.
4. Concluding remarks
The spectral condition “ρ(F ′(x)) = 0 for all x ∈ {0,1}n” implies that F leaves a unique
point invariant. And on toward microscopic perspectives: the spectral condition also im-
plies that for each k = 1, . . . , n − 1 and for each k-subcube the boolean function F leaves
a unique point in the k-subcube having k components invariant in a very regular pattern in-
deed. This phenomenon is of exceptional interesting feature, perhaps because we can easily
find a boolean function F : {0,1}n → {0,1}n leaves a unique point invariant but there ex-
ists a k-subcube for which F does not leave a point in the k-subcube having k components
invariant. The following two examples illustrate these.
Example 1. Let F : {0,1}4 → {0,1}4 be defined as in Fig. 2. Then ρ(F ′(x)) = 0 for all
x ∈ {0,1}4, and we have the regularity.
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On x[{i} | j ] there exists a unique y ∈ x[{i} | j ] satisfying fi(y) = yi (see Table 2).
On x[{i, j } | k] there exists a unique y ∈ x[{i, j } | k] satisfying fi(y) = yi , fj (y) = yj
(see Table 3).
On x[{i, j, k} | l] there exists a unique y ∈ x[{i, j, k} | l] satisfying fi(y) = yi , fj (y) =
yj , fk(y) = yk (see Table 4).
Example 2. Let F : {0,1}3 → {0,1}3 be defined as in Table 1.
Then 000 is the unique fixed point of F . But in the 2-subcube 111[{2,3} | 1] =
{111,101,110,100}, we have
f2(111) = 1, f3(111) = 1, f2(101) = 0, f3(101) = 1,
f2(110) = 1, f2(100) = 0.Table 1
01-string x 000 001 010 011 100 101 110 111
01-string F(x) 000 000 100 100 010 010 000 000
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0000[{1} | 2] = {0000,1000} f1(0000) = 0
0001[{1} | 2] = {0001,1001} f1(1001) = 1
0010[{1} | 2] = {0010,1010} f1(1010) = 1
0011[{1} | 2] = {0011,1011} f1(1011) = 1
0100[{1} | 2] = {0100,1100} f1(0100) = 0
0101[{1} | 2] = {0101,1101} f1(0101) = 0
0110[{1} | 2] = {0110,1110} f1(0110) = 0
0111[{1} | 2] = {0111,1111} f1(0111) = 0
0000[{2} | 1] = {0000,0100} f2(0000) = 0
0001[{2} | 1] = {0001,0101} f2(0001) = 0
0010[{2} | 1] = {0010,0110} f2(0110) = 1
0011[{2} | 1] = {0011,0111} f2(0011) = 0
1000[{2} | 1] = {1000,1100} f2(1000) = 0
1001[{2} | 1] = {1001,1101} f2(1001) = 0
1010[{2} | 1] = {1010,1110} f2(1110) = 1
1011[{2} | 1] = {1011,1111} f2(1011) = 0
0000[{3} | 1] = {0000,0010} f3(0000) = 0
0001[{3} | 1] = {0001,0011} f3(0011) = 1
0100[{3} | 1] = {0100,0110} f3(0100) = 0
0101[{3} | 1] = {0101,0111} f3(0101) = 0
1000[{3} | 1] = {1000,1010} f3(1000) = 0
1001[{3} | 1] = {1001,1011} f3(1001) = 0
1100[{3} | 1] = {1100,1110} f3(1100) = 0
1101[{3} | 1] = {1101,1111} f3(1101) = 0
0000[{4} | 1] = {0000,0001} f4(0000) = 0
0010[{4} | 1] = {0010,0011} f4(0010) = 0
0100[{4} | 1] = {0100,0101} f4(0100) = 0
0110[{4} | 1] = {0110,0111} f4(0110) = 0
1000[{4} | 1] = {1000,1001} f4(1000) = 0
1010[{4} | 1] = {1010,1011} f4(1010) = 0
1100[{4} | 1] = {1100,1101} f4(1101) = 1
1110[{4} | 1] = {1110,1111} f4(1110) = 0
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0000[{1,2} | 3] = {0000,0100,1000,1100} f1(0000) = 0, f2(0000) = 0
0001[{1,2} | 3] = {0001,0101,1001,1101} f1(1001) = 1, f2(1001) = 0
0010[{1,2} | 3] = {0010,0110,1010,1110} f1(0110) = 0, f2(0110) = 1
0011[{1,2} | 3] = {0011,0111,1011,1111} f1(1011) = 1, f2(1011) = 0
0000[{1,3} | 2] = {0000,0010,1000,1010} f1(0000) = 0, f3(0000) = 0
0001[{1,3} | 2] = {0001,0011,1001,1011} f1(1001) = 1, f3(1001) = 0
0100[{1,3} | 2] = {0100,0110,1100,1110} f1(0100) = 0, f3(0100) = 0
0101[{1,3} | 2] = {0101,0111,1101,1111} f1(0101) = 0, f3(0101) = 0
0000[{1,4} | 2] = {0000,0001,1000,1001} f1(0000) = 0, f4(0000) = 0
0010[{1,4} | 2] = {0010,0011,1010,1011} f1(1010) = 1, f4(1010) = 0
0100[{1,4} | 2] = {0100,0101,1100,1101} f1(0100) = 0, f4(0100) = 0
0110[{1,4} | 2] = {0110,0111,1110,1111} f1(0110) = 1, f4(0110) = 0
0000[{2,3} | 1] = {0000,0010,0100,0110} f2(0000) = 0, f3(0000) = 0
0001[{2,3} | 1] = {0001,0011,0101,0111} f2(0011) = 0, f3(0011) = 1
1000[{2,3} | 1] = {1000,1010,1100,1110} f2(1000) = 0, f3(1000) = 0
1001[{2,3} | 1] = {1001,1011,1101,1111} f2(1001) = 0, f3(1001) = 0
0000[{2,4} | 1] = {0000,0001,0100,0101} f2(0000) = 0, f4(0000) = 0
0010[{2,4} | 1] = {0010,0011,0110,0111} f2(0110) = 1, f4(0110) = 0
1000[{2,4} | 1] = {1000,1001,1100,1101} f2(1000) = 0, f4(1000) = 0
1010[{2,4} | 1] = {1010,1011,1110,1111} f2(1110) = 1, f4(1110) = 0
0000[{3,4} | 1] = {0000,0001,0010,0011} f3(0000) = 0, f4(0000) = 0
0100[{3,4} | 1] = {0100,0101,0110,0111} f3(0100) = 0, f4(0100) = 0
1000[{3,4} | 1] = {1000,1001,1010,1011} f3(1000) = 0, f4(1000) = 0
1100[{3,4} | 1] = {1100,1101,1110,1111} f3(1101) = 0, f4(1101) = 1
M
.
-H
.Shih,J
.
-L.D
o
ng
/Advancesin
Applied
M
athem
atics
34(2005)30–46
45
00) = 0, f2(0000) = 0, f3(0000) = 0
01) = 1, f2(1001) = 0, f3(1001) = 0
00) = 0, f2(0000) = 0, f4(0000) = 0
10) = 0, f2(0110) = 1, f4(0110) = 0
00) = 0, f3(0000) = 0, f4(0000) = 0
00) = 0, f3(0100) = 0, f4(0100) = 0
00) = 0, f3(0000) = 0, f4(0000) = 0
00) = 0, f3(1000) = 0, f4(1000) = 0Table 4
0000[{1,2,3} | 4] = {0000,0010,0100,0110,1000,1010,1100,1110} f1(00
0001[{1,2,3} | 4] = {0001,0011,0101,0111,1001,1011,1101,1111} f1(10
0000[{1,2,4} | 3] = {0000,0001,0100,0101,1000,1001,1100,1101} f1(00
0010[{1,2,4} | 3] = {0010,0011,0110,0111,1010,1011,1110,1111} f1(01
0000[{1,3,4} | 2] = {0000,0001,0010,0011,1000,1001,1010,1011} f1(00
0100[{1,3,4} | 2] = {0100,0101,0110,0111,1100,1101,1110,1111} f1(01
0000[{2,3,4} | 1] = {0000,0001,0010,0011,0100,0101,0110,0111} f2(00
1000[{2,3,4} | 1] = {1000,1001,1010,1011,1100,1101,1110,1111} f2(10
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