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Soil properties such as shear modulus and shear damping ratio are important 
parameters to understand the response of soils to dynamic loads. Surface wave methods 
have been used to determine dynamic properties of near-surface soils in geotechnical 
engineering for the past 50 years. Although the capabilities of engineering surface wave 
methods have improved in recent years due to several advances, including the use of 
multi-receiver arrays to measure dispersion and attenuation, several issues including (1) 
near-field effects, (2) combined active and passive measurements, and (3) accurate 
measurements of surface wave attenuation still require study to further improve the 
capabilities of modern surface wave methods. 
Near-field effects have been studied for traditional surface wave methods with two 
receivers and several filtering criteria to mitigate the effects have been recommended. 
However, these filtering criteria are not applicable to surface wave methods with multiple 
receivers. Moreover, the criteria are not quantitatively based and do not account for 
different types of soil profiles, which strongly influence near-field effects. A new study 
of near-field effects on surface wave methods with multiple receivers was conducted with 
numerical and experimental methods. Two normalized parameters were developed to 
successfully capture near-field effects for arrays with 10 to 30 receivers. Quantitatively 
based near-field effect criteria for an ideal homogeneous half-space and three typical soil 
profiles are presented.  
Combining active and passive surface wave measurements allows developing a shear 
wave velocity profile to greater depth without sacrificing the near-surface resolution 
 xx
offered by active measurements. Generally, active and passive measurements overlap in 
the frequency range from approximately 4 to 10 Hz, and there are often systematic 
differences between the two measurements. The systematic errors in active and passive 
surface wave methods were explored to explain and resolve the differences, allowing for 
a more accurate composite dispersion curve.  
The accuracy of measured surface wave attenuation is improved by properly 
accounting for (1) geometric spreading, (2) near-field effects, and (3) ambient noise. In 
this study, a traditional estimation method and a frequency-wavenumber method utilizing 
sub-arrays were investigated using displacement data from numerical simulations, 
focusing on near-field and ambient noise effects. Detailed procedures for the frequency-
wavenumber estimation method are developed based on a study of the primary factors 
affecting attenuation estimates. The two methods are also evaluated using experimental 







Understanding the behavior of soils subjected to a specific loading condition is a 
primary goal in geotechnical engineering. The response of soils to dynamic loading is 
mainly determined by soil properties such as the shear modulus and material damping 
ratio. Surface wave methods have been used to determine small-strain dynamic properties 
(Gmax and DSmin) of near-surface soils in the geotechnical field for the past 50 years 
(Jones, 1958; Richart et al., 1970; Nazarian, 1984; Stokoe et al., 1994; Tokimatsu, 1995; 
Rix et al., 2001b; Okada, 2003). The non-invasive nature of surface wave tests allows one 
to perform tests efficiently, and is especially advantageous for tests on hazardous material 
such as landfill wastes (Lai, 1998). It is also important to note that the dynamic soil 
properties are representative of a large volume of the underlying soils, which may be 
more appropriate for seismic response analysis, compared to other in-situ methods that 
involve a smaller volume of a soil.  
Surface wave tests are usually composed of three steps: field measurement, 
dispersion (or attenuation) estimation, and inversion. Surface wave methods have been 
greatly enhanced by recent developments in each step including the use of multi-receiver 
arrays, active and passive surface wave measurements, robust inversion algorithms, 
methods to handle multiple modes of Rayleigh wave propagation, Rayleigh wave 
attenuation and damping measurements, and simultaneous measurement and inversion of 
dispersion and attenuation curves (Rix et al., 2000). Array-based surface wave methods 
 2
have been developed and improved by a group of researchers at the Georgia Institute of 
Technology (Spang, 1995; Lai, 1998; Zywicki, 1999; Hebeler, 2001; Rix et al., 2002; 
Orozco, 2004). Despite recent developments, however, several issues remain uncertain or 
unresolved. These issues include how to properly account for near-field effects, 
successfully combine active and passive measurements, and successfully estimate 
attenuation properties of surface waves. The use of array-based surface wave methods 
without thoughtful consideration of these issues may result in errors in dispersion and 
attenuation calculations. 
 
1.2 RESEARCH OBJECTIVES 
The main focus of research in this study is on the improvement of capabilities of 
surface wave methods via a better understanding of these issues. Numerical simulations, 
laboratory simulations, and field tests were selectively used to study each issue. The 
successful application of the results of the study will consequently allow more accurate 
and reliable determination of dynamic soil properties. The results of the study will also 
yield more insight into wave propagation and soil behavior during surface wave testing.  
The first objective of this research is to develop guidelines to reduce errors due to 
near-field effects on surface wave methods with multiple-receiver arrays. Near-field 
effects have been investigated for traditional surface wave methods with two receivers, 
and various filtering criteria have been recommended to mitigate the effects. However, 
the application of these filtering criteria to array-based surface wave methods is 
uncertain. Moreover, many of the criteria do not have a strong quantitative basis 
including the level of error involved. A new study about near-field effects on surface 
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wave methods with multiple-receiver arrays was developed and conducted using 
normalized parameters to properly capture the effects for arbitrary arrays consisting of 10 
to 30 receivers. As a result of the new study, plots of the normalized parameters for an 
ideal homogeneous half-space and three typical soil profiles are presented as guidelines 
to quantify and reduce near-field effects for common types of soil profiles. 
The second objective of this research is to develop a procedure to combine active 
and passive surface wave measurements. Surface wave methods can be classified as 
either active or passive according to the type of source. Combination of active and 
passive surface wave measurements allows developing a shear wave velocity profile to 
greater depth without sacrificing the near-surface resolution offered by active 
measurements (Hebeler, 2001; Rix et al., 2002). Generally, active and passive 
measurements overlap in the frequency range of approximately 4 to 10 Hz, and there are 
often systematic differences between the two measurements. Systematic errors in active 
and passive surface wave methods are explored as possible means to interpret and resolve 
these differences, leading to more accurate composite dispersion curves.  
Finally, the third objective is to develop a robust procedure to correctly measure 
surface wave attenuation using array-based surface wave methods. Accurate 
measurements of displacement amplitudes are essential for surface wave attenuation 
measurements and are improved by properly accounting for three factors: (1) geometric 
spreading, (2) near-field effects, and (3) ambient noise. Several methods with various 
geometric spreading models and noise removal techniques have been used to calculate 
surface wave attenuation coefficients (Rix and Spang, 1995; Spang, 1995; Lai, 1998; 
Zywicki, 1999; Rix et al., 2000). Frequency-wavenumber (f-k) analysis using sub-arrays 
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was introduced by Zywicki (1999) for surface wave attenuation measurements. More 
detailed test and analysis procedures are needed to optimize the number of receivers in 
each sub-array to reduce near-field effects.  
The first two objectives are related to improving dispersion estimates, while the final 
objective is related to improving attenuation estimates. The achievement of the first two 
objectives extends capabilities of surface wave methods for more accurate and deeper 
shear wave velocity profiling based on better understanding of near-field effects on active 
dispersion estimates and array effects on passive dispersion estimates. The achievement 
of the final objective extends capabilities of surface wave methods for more accurate 
shear wave damping ratio profiling based on better understanding of traditional and f-k 
estimation methods for estimating surface wave attenuation.   
 
1.3 DISSERTATION OUTLINE 
Chapter 2 describes the wave propagation theory regarding Rayleigh waves in 
vertically heterogeneous media that is used in surface wave methods.  
Chapter 3 presents an overview of engineering surface wave methods. Following a 
brief description of traditional surface wave methods with two receivers, detailed 
procedures for array-based surface wave methods are presented, focusing on field 
measurements and dispersion calculations. The final section of this chapter is devoted to 
discussing spatial sampling issues that are essential in subsequent chapters. 
Chapter 4 presents the results of the study of near-field effects on array-based surface 
wave methods. Two normalized parameters to capture near-field effects are proposed. 
Near-field effects on array-based surface wave methods are investigated for an ideal 
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homogeneous half-space and three typical soil conditions based on synthetic 
displacement data from numerical simulations, laboratory simulations, and field tests. 
These results are used to quantify near-field effects in array-based surface wave methods 
and develop guidelines to reduce them.  
Chapter 5 presents a procedure to combine active and passive surface wave 
measurements based on the results of a study of the systematic differences between active 
and passive dispersion curves. Array effects on passive dispersion estimates are 
investigated using synthetic data from a simple plane wave model. A method to mitigate 
the array effects on passive estimates is proposed and verified using experimental data 
from in-situ active and passive tests with various arrays.  
Chapter 6 reviews and investigates both traditional and f-k methods used for surface 
wave attenuation measurements. The f-k estimation method originally introduced by 
Zywicki (1999) is improved based on a better understanding of factors affecting surface 
wave attenuation measurements. The f-k estimation method is compared to a method 
suggested by Lai (1998) and Rix et al. (2000) to identify any advantage from the use of 
the f-k estimation method.  
Finally, Chapter 7 provides the conclusions of this research and recommendations 





RAYLEIGH WAVES IN VERTICALLY HETEROGENEOUS MEDIA 
 
2.1 INTRODUCT ION 
Surface waves were first introduced by Lord Rayleigh as the solution of the equation 
of waves propagating along the free surface of an elastic half-space in 1885 (Rayleigh, 
1885). In geotechnical engineering, surface waves have been used to determine the 
dynamic properties of near-surface soils non-invasively for the past 50 years (Jones, 
1958; Richart et al., 1970; Nazarian, 1984; Stokoe et al., 1994; Tokimatsu, 1995; Rix et 
al., 2001b; Okada, 2003). Surface wave methods are based on measured vertical particle 
motions of Rayleigh waves at various locations on the ground surface. The measured 
motions depend on the properties of the medium, frequency of the waves, and distance 
from a source location. Surface wave methods require more complex data processing and 
interpretation than other in-situ seismic methods. Therefore, it is important to develop 
robust procedures for data processing and interpretation of surface wave measurements to 
characterize soils. Theoretical analyses of the characteristics of Rayleigh waves 
propagating through various types of media are an essential part of developing robust 
surface wave methods. 
In this chapter, the theoretical study of Rayleigh wave propagation in homogeneous 
and layered media will be addressed. A layered medium consisting of a stack of 
homogeneous, isotropic, and elastic layers overlying a homogeneous half-space appears 
to be an appropriate model for vertically heterogeneous soil profiles. The layered model 
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is often used in inversion procedures of surface wave methods due to computational 
efficiency.  
 
2.2 CHARACTERISTICS OF BODY AND SURFACE WAVES 
Seismic waves propagating in a medium bounded by a free surface can be 
categorized into two types: body waves and surface waves. Body waves propagate 
through the interior of the medium and along the free surface and are of two types: P- and 
S-waves. P-waves propagate with a compressive disturbance while S-waves induce a 
shearing deformation. The particle motion associated with P-waves is parallel to the 
direction of propagation, while the particle motion associated with S-waves is 
perpendicular to the direction of wave propagation as shown in Figure 2.1 (a) and (b), 
respectively. According to the plane of the particle motion, S-waves can be subdivided 
into two types: vertically polarized shear (SV) and horizontally polarized shear (SH) 
waves.  
Surface waves are produced by the interaction between P- and S-waves at the free 
surface. They travel along the surface of a medium with amplitude exponentially 
decreasing with depth. They can be divided into two types: Love waves and Rayleigh 
waves. Love waves are generated only when energy is trapped in a soft surface layer over 
a stiffer half-space resulting in multiple reflections. Since Love waves result from the 
interaction of P- and SH-waves, the particle motion has a horizontal component as shown 
in Figure 2.1 (c). Rayleigh waves, which are generated by the interaction of P- and SV-
waves, have both vertical and horizontal particle motion as shown in Figure 2.1 (d).  
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Most surface wave methods used in geotechnical engineering are based on the 
velocity and attenuation of Rayleigh waves. In this dissertation, surface waves mean 






Figure 2.1 Body waves ((a) and (b)) and surface waves ((c) and (d)). The arrows indicate 
the direction of wave propagation. (Bolt, 1993) 
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2.3 RAYLEIGH WAVES IN A HOMOGENEOUS HALF-SPACE 
2.3.1 Rayleigh Wave Equation 
In 1885 Lord Rayleigh published a paper regarding waves propagating along the 
plane free surface of a homogeneous isotropic elastic half-space and such waves are now 
called Rayleigh waves. Rayleigh waves propagating through a homogeneous half-space 
have been theoretically investigated by many researchers, for example, Rayleigh (1885), 
Viktorov (1967), Richart et al. (1970), Graff (1975), and Achenbach (1973). For the 
study of Rayleigh wave propagation in elastic media including a homogeneous half-
space, a Cartesian coordinate system is defined as shown in Figure 2.2. 
 
                                                                           x
              
                                      y 
   
                                                              z 
 
 
Figure 2.2 Cartesian coordinate system 
 
 
A set of three basic equations for a homogeneous isotropic elastic medium is 
summarized using the Cartesian tensor notation as: 




i,jj,iij +⋅=ε      (Kinematical Equations) (2.2) 
ijijkkij µεδλεσ 2+=      (Constitutive Equations)  (2.3) 
where i, j = x, y, z directions, σij is the stress tensor at a point, ui is the displacement 
vector for the i direction, ρ is the mass density, bi is the body force per unit mass of 
material, and εij is a strain tensor. The terms λ and µ are Lame parameters, which are 
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elastic constants for the medium. Each constant can be expressed in terms of the other 
elastic constants such as Young’s modulus, E, Poisson’s ratio, ν, and bulk modulus, B, as 
summarized in Table 2.1. 
 
Table 2.1 Relationships among elastic constants (modified from Achenbach, 1973) 
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Another expression of Equation 2.1 in terms of displacements is obtained by 
substituting Equation 2.2 into Equation 2.3 and then substituting the resulting equation 
into Equation 2.1, yielding Navier’s equation. In the absence of body forces, Navier’s 
equation is given by: 
ijijjji uuu &&ρµλµ =++ ,, )(  (2.4) 
In vector form, it can be expressed by: 
uuu &&ρµλµ =⋅∇∇++∇ )(2    (2.5a) 
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=∇  (2.5c) 
Solutions of Navier’s equation can be obtained by a method known as Helmholtz’s 
decomposition. It is assumed that the particle displacement vectors in the equation can be 
written by: 
ψ×∇+∇= φu  (2.6) 
where φ and ψ are scalar and vector potentials, respectively.  




















ψψ  (2.8) 
where 
ρρ







= , and VP and VS are P-wave and S-
wave velocities, respectively. 
Considering waves propagating only in the x-z directions as shown in Figure 2.3, 






















































Figure 2.3 Coordinate system in a homogeneous half-space 
 
Assuming time-harmonic, plane waves traveling along the x direction, the 
displacement potentials are expressed by: 
)kxt(ie)z(F)z,x( −⋅= ωφ  (2.11) 
)()(),( kxtiezGzx −⋅= ωψ  (2.12) 
where F(z) and G(z) are amplitudes that are functions of depth, ω is the circular 
frequency, and k is the wavenumber. Substituting φ(x,z) and ψ(x,z) from Equations 2.11 
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−− ⋅+= ωψ  (2.18) 
The constants A1, A2, B1, and B2 are real-valued constants that are determined from 
the boundary condition for Rayleigh waves, which are zero stresses at free surface and no 
displacement at infinite depth: 
0)0,()0,( == xx zzzx ττ  (2.19) 
0),( =zxu   as  ∞→z   (2.20) 
The constants A2 and B2 are, therefore, equal to zero from Equation 2.20. 
Substituting Equations 2.17 and 2.18 into Equation 2.6, the displacement field u(x,z) can 
be obtained. The stress field can also be computed using the computed displacements and 
Equations 2.2 and 2.3. With the boundary conditions applied, the final result is obtained 





































































where VR is the Rayleigh wave phase velocity 



















































det  (2.22) 









































V  (2.23) 
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Equation 2.23 is called the characteristic equation of Rayleigh waves or simply the 
Rayleigh wave equation. From this equation, it is apparent that the Rayleigh wave phase 
velocity VR in a homogeneous half-space is only a function of the P- and S-wave 
velocities. It is important to note that it is independent of frequency, which means that 
Rayleigh waves in a homogeneous half-space are non-dispersive.  
In addition to Equation 2.23, a simple estimate for VR in terms of VS and Poisson’s 







11718740        (2.24) 
Figure 2.4 compares the estimated values of VR to values from the Rayleigh wave 
equation. 
 












Stokoe & Santamarina (2000)
 






2.3.2 Displacements Due to Rayleigh Waves 
In addition to the Rayleigh wave phase velocity, it is also of interest to calculate 
displacements caused by Rayleigh waves propagating in a homogeneous half-space. 
Since the Rayleigh wave equation was derived using Helmholtz’s decomposition, 
Rayleigh waves are composed of the superposition of longitudinal and transverse 
components. It is possible to derive the vertical and horizontal components of the 
displacements associated with Rayleigh waves propagating through a homogenous half-
















ψφ  (2.26) 
Substituting the solutions for the two potential functions, φ and ψ, into Equations 

















+−= ω   (2.28) 
At t = 0 and x = 0, normalized vertical and horizontal displacements can be plotted 
as a function of normalized depth as shown in Figure 2.5. 
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Figure 2.5 Vertical and horizontal displacements of Rayleigh waves in homogeneous 




2.4 RAYLEIGH WAVES IN LAYERED MEDIA 
2.4.1 Rayleigh Dispersion Equation 
Although a homogeneous half-space is useful to introduce basic aspects of Rayleigh 
wave propagation, it is too simple to model real soil conditions. Soil profiles with depth-
dependent properties may be idealized using a simplified layered model shown in Figure 
2.6. Soils have been frequently modeled as layered media in many geotechnical problems 
due to computational efficiency. The layered medium consists of a stack of N 
homogeneous, isotropic, elastic layers described with properties shear wave velocity 


















Figure 2.6 Elastic layered media model 
 
Recall that the boundary conditions of Rayleigh waves in a homogeneous half-space 
are no stresses at the surface and zero amplitude at infinite depth. These boundary 
conditions descried in Equations 2.19 and 2.20 are still valid for the case of Rayleigh 
waves in a layered medium. Continuity in stresses and displacements at each layer 
interface results in additional boundary conditions expressed by: 
)z,x()z,x( 1nzxnzx += ττ         (2.29) 
)z,x()z,x( 1nzxnzz += ττ          (2.30) 
)uu 1nn z,x()z,x( +=          (2.31) 
where n = 1,…, N.  
By employing the same procedure as used for the study of Rayleigh wave 
propagation in a homogeneous half-space, displacements un(x,z) in each layer are 
obtained by: 






VS1, ρ1, ν1, h1
 
M M
VS2, ρ2, ν2, h2
VSN, ρN, νN
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Application of the boundary conditions in Equations 2.19, 2.20, 2.29, 2.30, and 2.31 
leads to a homogeneous system of 4N-2 linear equations, denoted by S. Non-trivial 
solutions can be obtained by setting det[S] = 0, and this final product is called the 
Rayleigh dispersion equation for a layered half-space. This equation provides an implicit 
relationship between the phase velocity of Rayleigh waves, frequency and the properties 
of the layers and can be written (Lai, 1998): 
0),k,h,,,V(f jnnnn,SR =ωρν  (2.33) 
It is important to note the main features of this equation. First, the phase velocity of 
Rayleigh waves in a vertically heterogeneous medium is dependent on frequency. This 
phenomenon is called geometric dispersion since it is related to the geometrical 
variations of properties with depth. Figure 2.7 illustrates the cause of geometric 
dispersion of Rayleigh waves. As shown in Figure 2.7, a Rayleigh wave with a short 
wavelength is confined within only the upper layer, while a longer wavelength Rayleigh 
wave has particle motion in all three layers. As such, the velocity of the short wavelength 
Rayleigh wave is controlled by the material properties of Layer 1, while the combined 
material properties of all three layers control the velocity of the longer wavelength 
Rayleigh wave. It is a key element in surface wave methods that Rayleigh waves with 
different wavelengths (or frequencies) sample different parts of the layered medium 
(Stokoe et al., 1994), allowing them to be used to determine the variation of material 
properties with depth. Secondly, for a given frequency, multiple solutions of the Rayleigh 
dispersion equation exist. This means that for a given frequency, there are multiple 
modes of Rayleigh waves traveling at different phase velocities. Multiple modes of 
Rayleigh wave propagation at a certain frequency can be physically explained by the 
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constructive interference occurring among waves undergoing multiple reflections at the 
layer interfaces (Lai, 1998).  
 
                                                                   Rayleigh Wave Vertical Particle Motion 
Figure 2.7 Vertical particle motions of two Rayleigh waves with different wavelengths 
(Rix, 2000) 
 
For many applications, it is desirable to avoid the use of potentials (Equation 2.6) 
and to use an alternative formulation of the Rayleigh dispersion equation in terms of a 
differential eigenvalue problem (Aki and Richards, 1980). A linear differential 
eigenvalue problem with displacement eigenfunctions r1(z,k,ω) and r2(z,k,ω) and stress 




⋅=   (2.34) 
where f(z) = [r1 r2 r3 r4]T and a 4-by-4 matrix A(z) are composed  of elements which are 
functions of λ(z), G(z), ρ(z), k, and ω. The eigenfunctions r1 through r4 are defined by: 
)kxt(i
1x e),k,z(ru






















⎛ −= ωω ωµτ  (2.36a) 




⎡ ++= ωω ωλµλτ   (2.36b) 
The boundary conditions described in Equations 2.19 and 2.20 can be rewritten in 
terms of the displacement and stress eigenfuctions: 
0),k,z(r),k,z(r 43 == ωω        at      z = 0   (2.37) 
0),k,z(r),k,z(r 21 == ωω        as      z→∞  (2.38) 
For a given frequency, non-trivial solutions of Equation 2.34 with the boundary 
conditions in Equations 2.37 and 2.38 exist only for special values of the wavenumber 
kj(ω), (j=1,…,M) where M is the total number of modes at a certain frequency ω (Lai, 
1998). The values of kj and the corresponding solutions ri(z,kj,ω), (i=1,…,4) are the 
eigenvalues and the eigenfunctions of the eigenvalue problem described in Equation 2.34, 
respectively (Lai, 1998). 
The values of kj for Rayleigh waves in the layered medium can be obtained by 
solving the Rayleigh dispersion equation in Equation 2.33 via one of solution techniques 
that will be discussed in the next section. The eigenfuctions ri(z,kj,ω) satisfying Equation 
2.34 can be easily calculated once the roots of the Rayleigh dispersion equation, i.e., the 
values of kj, are obtained. Each pair of kj and corresponding ri(z,kj,ω) defines a specific 
mode of Rayleigh wave propagation. In a medium consisting of a finite number of 
homogeneous layers overlying a homogeneous half-space, the total number of modes of 
Rayleigh wave propagation is always finite (Ewing et al., 1957). 
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2.4.2 Techniques to Solve the Rayleigh Dispersion Equation 
The implicit Rayleigh dispersion equation described in Equation 2.33 can be solved 
only numerically. Several techniques are available to construct and solve the Rayleigh 
dispersion equation for layered media.  
The transfer matrix method belonging to the class of propagator-matrix methods is 
the oldest and best known technique among this class. It was originally developed by 
Thomson (1950) and subsequently improved by Haskell (1953). In the method, the 
dispersion equation is constructed by a series of matrix multiplications involving 
functions of material properties of the layers in the stratified medium. This method has 
been modified and improved by many other researchers (Schwab and Knopoff, 1970; 
Abo-Zena, 1979; Harvey, 1981) because the original formulation has been shown to have 
numerical instability problems at high frequencies (Knopoff, 1964).  
The stiffness matrix method was suggested by Kausel and Roesset (1981). This 
method is the reformulation of the transfer matrix method, and it replaces the Thomson-
Haskell transfer matrices with layer stiffness matrices obtained by using concepts used in 
classical structural analysis. 
Another important class of solution techniques for the Rayleigh dispersion equation 
is the reflection and transmission coefficients method. The method originally developed 
by Kennett (1974) has been modified and improved by others (Kennett and Kerry, 1979; 
Luco and Aspel, 1983; Hisada, 1994; Hisada, 1995).  
Once the Rayleigh dispersion equation is formulated using one of the above 
methods, a root finding technique is applied to obtain the roots of the Rayleigh dispersion 
equation. The solutions of the dispersion equation are the frequency-dependent 
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wavenumbers kj(ω), (j=1,…,M) corresponding to modes of Rayleigh wave propagation in 
a layered medium. Since the Rayleigh dispersion equation can be solved only 
numerically, great attention should be paid in the root finding process due to the behavior 
of the dispersion equation. The dispersion equation may not be properly solved by some 
root finding techniques due to the strong oscillation of the dispersion equation especially 
at high frequencies (Hisada, 1994; 1995).  
2.4.3 Green’s Function for Plane Rayleigh Waves 
Solutions of the Rayleigh dispersion equation in Equation 2.33 yield modal Rayleigh 
dispersion curves corresponding to natural modes of Rayleigh wave propagation in 
vertically heterogeneous media. The modal Rayleigh dispersion curves are used as 
reference dispersion curves in the media for the case of modal isolation. In many cases, it 
is useful to calculate surface displacements associated with the propagation of Rayleigh 
waves from a source to more closely simulate a surface wave test. This is especially 
useful at sites where multiple modes contribute to the displacement field. From a 
practical point of view, it is required to calculate theoretical Rayleigh dispersion curves to 
be compared with the dispersion curves from field testing data measured at spatially 
spaced receivers.   
In engineering, Green’s functions have often been used to calculate the response of a 
linear system to an arbitrary source. Lai (1998) used the displacement Green’s functions 
for plane Rayleigh waves to derive the explicit equation for the response of a layered, 
linear elastic half-space to a harmonic unit source. The displacement Green’s functions 
for plane Rayleigh waves allow one to calculate theoretical dispersion curves with the 
same procedure used for experimental dispersion curves. Solutions of the Green’s 
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functions for plane Rayleigh waves are the surface displacements of a layered medium 
that may be considered as linear at very low strain levels to an arbitrary point source at 
specific locations. The next step is to transform the displacements to a dispersion curve 
through the application of the same signal processing technique used to calculate the 
experimental dispersion curve. It may be concluded that the solutions of the Green’s 
functions of plane Rayleigh waves and an associated signal processing technique provide 
an opportunity to obtain a theoretical dispersion curve in a manner that closely simulates 
the experimental procedure.  
For a vertical harmonic point source 1·eiωt located at x = 0 and z = 0, the vertical 
particle displacement at the ground surface (z = 0) resulting from the superposition of the 
modes of Rayleigh wave propagation is calculated by: 
( ) )],([|),(|, ωωωω xtizz zexuxu Ψ−⋅=    (2.39a) 
where:  



























































































ω  (2.39c) 
where Vj = ω/kj is the phase velocity, Uj = dω/dkj is the group velocity (j = 1,…,M), and 
kj(ω) is the wavenumber of the jth mode plane Rayleigh wave. The term Ij is the first 
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Rayleigh energy integral associated with the jth mode of propagation and is defined by 










1),k,z(I ωωρω   (2.40) 
Figures 2.8(a) and 2.8(b) show the magnitude of the vertical displacements of 
Rayleigh waves in a regular medium, where the stiffness of layers increases with 
increasing depth, and an irregular medium, where a soft layer is trapped between two 
stiffer layers, respectively, for a frequency of 20 Hz. The former is designated as a 
normally dispersive medium and the latter is designated as an inversely dispersive 
medium. Properties of these media are tabulated in Tables 2.2 and 2.3, respectively. 
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Figure 2.8 Vertical displacement of Rayleigh waves at various offsets: (a) normally 










Table 2.2 Properties of a normally dispersive medium  






ratio, D (%) 
Mass density, 
ρ (t/m3) 
1 5 200 0.3 0 1.8 
2 10 300 0.3 0 1.8 
3 10 400 0.3 0 1.8 
Half-Space ∞ 500 0.3 0 1.8 
 
Table 2.3 Properties of an inversely dispersive medium   






ratio, D (%) 
Mass density, 
ρ (t/m3) 
1 5 300 0.3 0 1.8 
2 10 200 0.3 0 1.8 
3 10 400 0.3 0 1.8 
Half-Space ∞ 500 0.3 0 1.8 
 
2.4.4 Green’s Function for Full Wavefield (PUNCH) 
In practice, an active source vertically applied on the surface generates a wavefield 
composed of spherically spreading body waves (P- and S-waves) and cylindrically 
spreading Rayleigh waves. To simulate a real active surface wave test, a way to calculate 
this full wavefield is required. Solutions of the Green’s function for full wavefield 
corresponding to dynamic loads acting on a horizontally layered medium provide its 
responses against the loads, introducing a way to mathematically simulate a real active 
surface wave test. For each frequency, the solutions of the Green’s function can be 
determined in terms of displacements by using Fourier transformed load vector and the 
global stiffness matrix corresponding to a specific layered medium. The global stiffness 
matrix can be obtained by the approach suggested by Kausel and Roesset (1981). For 
computational efficiency, the solutions are often Fourier transformed displacements in 
temporal frequency domain.  
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The formulation of explicit solutions for the Green’s function for arbitrary dynamic 
loads in layered media was developed by Kausel (1981) and implemented in the 
computer program PUNCH (Kausel, 1981). The program provides the solutions of the 
vertical and horizontal displacement Green’s function for body and Rayleigh waves for 
various types of sources such as line, disk, ring, and point loads at arbitrary locations in 
the medium. For a vertical harmonic point load of amplitude p, a vertical particle 
















φφ  (2.41) 
where lzφ  and kl are a vertical component of the l eigenvector and the l eigenvalue, 
respectively, of the eigenvalue problem associated with the natural modes of wave 
propagation in a layered medium, the indexes m and n indicate the node or interface 
where the load is applied and the displacement is calculated, respectively, N is a total 
number of layers, and )()2(0 ⋅H is the second kind Hankel function of zero order.  
Since a linearization technique was adopted in the program PUNCH to express the 
solutions in terms of algebraic functions for computational efficiency, it was 
recommended that the layers be sufficiently thin to accurately reproduce the variation in 
the displacements with depth (Sanchez-Salinero, 1987). A layering for numerical 
simulations with the program PUNCH was determined based on the layering criteria 
suggested by Sanchez-Salinero (1987). Before using the program PUNCH with a specific 
layering, it is required to validate if it provides reliable solutions. In this study, the 
validation was performed by comparing the solutions of the Rayleigh boundary value 
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problem in homogeneous elastic and viscoelastic media using the program PUNCH with 
analytical solutions that were presented by Lamb (1904).  
The problem of calculating the displacement field induced by a vertical harmonic 
source on the surface of a homogeneous, isotropic, linear elastic half-space was first 
solved by Lamb (1904). Today, the problem is known as Lamb’s problem and Lamb used 
the means of complex variable theory to find the explicit solution which is known as 
Lamb’s solution today. Lamb’s solution providing exact response of the simplest medium 
corresponding to the vertical harmonic source without any error in numerical procedure 
may be used as a reference to verify the numerical procedure using the program PUNCH. 








ω  (2.42) 
where wR(x,ω) is the vertical displacement of Rayleigh wave at the free surface of a 
homogeneous elastic half-space medium at a distance x from the source. G is the shear 
modulus of the medium, kR is the wavenumber of Rayleigh wave, and )2(0H  denotes the 










−=Φ  (2.43) 
where kP and kS are the wavenumbers of P-wave and S-wave, respectively. The function 
R(kR) is expressed by: 
))((4)2()( 22222222 SRPRRSRR kkkkkkkkR −−−−=  (2.44) 
where kR = ω/VR and VR is the non-dispersive Rayleigh wave phase velocity that can be 
obtained by solving the Rayleigh wave equation in Equation 2.23. 
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 Elastic and viscoelastic homogeneous media with material properties tabulated in 
Tables 2.4 and 2.5 are selected to validate the program PUNCH.  
 
Table 2.4 Properties of an elastic homogeneous medium used for validation of PUNCH 






ratio, D (%) 
Mass density, 
ρ (t/m3) 
Half-Space ∞ 200 0.3 0 1.8 
 
Table 2.5 Properties of a viscoelastic homogeneous medium used for validation of 
PUNCH 






ratio, D (%) 
Mass density, 
ρ (t/m3) 
Half-Space ∞ 200 0.3 2 1.8 
 
For the validation, vertical displacement amplitudes and phases from the Lamb’s 
solutions and the program PUNCH are plotted as functions of the distance from the 
source for a specific frequency. Figures 2.9(a) and 2.9(b) shows the validation results for 
the elastic homogeneous medium at a frequency of 5 Hz and Figures 2.9(c) and 2.9(d) 
shows those for the viscoelastic homogeneous medium at the same frequency. For both 
medium conditions, the agreement between the analytical solutions given by Lamb 
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Figure 2.9 Comparison of solutions from Lamb (1904) and PUNCH for vertical 
displacement amplitudes and phases in elastic ((a) and (b)) and viscoelastic ((c) and (d)) 




OVERVIEW OF SURFACE WAVE METHODS 
 
3.1 SPECTRAL ANALYSIS OF SURFACE WAVE (SASW) METHOD 
The spectral analysis of surface waves (SASW) method was developed in the early 
1980s by a group of researchers at the University of Texas of Austin (Heisey et al., 1982; 
Nazarian and Stokoe, 1984). Since its initial development, the experimental, data 
processing, and inversion procedures have been improved through continuous studies by 
many researchers (Al-Hunaidi, 1993; Gucunski and Woods, 1992; Heisey et al., 1982; 
Hiltunen and Woods, 1990; Sanchez-Salinero el al., 1987; Stokoe et al., 1994). Well-
established inversion procedures based on wave propagation theory have enabled the use 
of the method for a variety of site conditions.  
However, the traditional SASW method using only two receivers and the associated 
signal processing technique are limited by: inability to separate individual modes, limited 
noise removal capability, limited attenuation estimation capability, inability to measure a 
broad range of frequencies simultaneously, limited low-frequency resolution, substantial 
near-field interference, and the possible need for manual phase interpretation (Zywicki, 
1999).  
 
3.2 ARRAY- BASED SURFACE WAVE METHOD 
With the availability of multi-channel data acquisition systems, most modern surface 
wave test procedures utilize a spatial array of multiple receivers. Increasing the number 
of receivers allows measurements at all spatial lags to be made simultaneously and more 
efficiently. Consequently, measurements using spatial arrays not only allow a much 
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greater range of spatial lags to be sampled in less time, but also provide the possibility of 
separating multiple modes of propagation. Moreover, the use of a spatial array and spatial 
array processing techniques allow testing with passive surface waves whose propagating 
direction is not known prior to the test. Typically, passive surface waves contain more 
low-frequency energy and can be used to develop soil profiles to much greater depth than 
active surface waves. 
Like the traditional SASW method, array-based surface wave methods are performed 
in three steps: (1) field measurements, (2) dispersion (or attenuation) calculations, and (3) 
inversion. In this section, each step will be discussed in detail with some examples of 
array-based surface wave tests performed at several sites. 
3.2.1 Field Measurements 
Field measurement is the first step in a surface wave test and is performed using (1) a 
source, (2) an array of multiple receivers, and (3) data acquisition and processing system.    
3.2.1.1 Sources 
As shown in Figure 3.1, a vertical point source acting on the surface of a 
homogeneous, isotropic, and elastic half-space generates body waves propagating with a 
spherical wave front as well as Rayleigh waves propagating with a cylindrical wave front. 
However, at large distances from the source, Rayleigh waves dominate because of two 
factors: (1) Most of the energy, about two-thirds for a homogeneous and elastic half-
space, is transmitted via Rayleigh waves (Miller and Pursey, 1955), and (2) Rayleigh 
waves attenuate geometrically much less than body waves because Rayleigh waves 
propagate radially outward along a cylindrical wave front having a geometrical 
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attenuation proportional to 1/r1/2, while body waves propagate radially outward along a 
hemispherical wave front having a geometrical attenuation proportional to 1/r2.  
 
 
Figure 3.1 Vertically-oscillating harmonic point source acting on a homogeneous, 
isotropic, and elastic half-space: (a) complete wavefield generated by the source and (b) 
energy portion associated with different types of waves (Woods, 1968) 
 
Generally, three types of sources, (1) active-transient, (2) active- harmonic, and (3) 
passive, are used in surface wave methods. Typical examples of active-transient sources 
include hammers, buckets, and dropped weights. A transient source allows a test to be 
performed relatively quickly because a broad range of frequencies is generated and 
measured simultaneously. However, the frequency content is often limited and poorly 
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controlled. It is also important to realize that different transient sources generate energy 
over different frequency ranges as shown in Figure 3.2.  
 
   

































(c)      (d) 
Figure 3.2 Examples of two different transient sources and their frequency contents: (a) 
dropped heavy weight, (b) sledge hammer, (c) frequency content for the dropped heavy 
weight, and (d) frequency content for the sledge hammer. 
 
 
A test with an active-harmonic source such as a vertically oscillating shaker requires 
a longer testing time to perform because the test is conducted at individual frequencies in 
sequence, but the user has much greater control over the frequency content. Moreover, 
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harmonic sources can often generate measurable energy at lower frequencies than 
transient sources (Spang, 1995). These advantages of the harmonic source over the 
transient source often provide significant improvements in the estimation of dispersion 
(or attenuation) data.  
The active source, however, is limited in its ability to sample deep soils due to the 
difficulty of generating very low-frequency energy with a reasonably portable source. 
Passive sources such as microtremors and cultural noise may be utilized as an alternative 
to overcome this limitation because passive waves typically contain sufficient energy at 
lower frequencies than most active sources. However, passive tests may be impractical at 
some sites where such sources are absent. An important assumption associated with 
passive surface wave tests is that the measured vertical particle motions are those of 
Rayleigh waves (Tokimatsu, 1995).  
In the array-based surface wave methods used in this study, a harmonic source was 
used to control the frequency content. An APS Dynamics, Inc. Model 400 Electro-Seis 
electromechanical shaker shown in Figure 3.3 was selected as the harmonic source to 
generate the active Rayleigh wavefield. Power for the shaker is provided by an APS 
Model 144 DUAL-MODE power amplifier. Typical measurements span from about 4 Hz 
to 100 Hz, while the shaker can be operated with frequencies ranging from about 2 Hz to 
200 Hz. There are often minor variations in the lowest frequency that is obtained due to 





Figure 3.3 Active harmonic source (electromechanical shaker) 
 
3.2.1.2 Array Selection 
Rayleigh waves are monitored by a spatial array of receivers whose arrangement 
depends on a priori knowledge of a direction of wave propagation. For a given equipment 
configuration including the number of receivers, cable length, and source capability, it is 
very important to select an array with an appropriate combination of wavenumber 
resolution, spatial aliasing, and sidelobe height for accurate measurements of propagating 
Rayleigh waves.  
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For active tests in this study, a non-uniform linear array of 15 receivers spaced at 2.4, 
3, 3.7, 4.6, 5.5, 6.7, 8.5, 10.4, 12.8, 15.2, 18.3, 21.3, 24.4, 29, and 33.5 m was selected 
(Hebeler, 2001) and referred to as the standard array. Figure 3.4a shows a schematic 
diagram of an active test performed with a non-uniform array.  
Zywicki (1999) conducted experimental measurements of passive waves with several 
different array geometries. From the comparison of the several array geometries, a 
circular array of 16 equally-spaced receivers along the circumference without a center 
receiver was selected for the following reasons (Zywicki, 1999): (1) the array appears to 
be nearly identical for a plane wave coming from any direction yielding almost constant 
azimuthal resolution, (2) the symmetry of its array smoothing function allows one to 
identify a maximum wavenumber before encountering large sidelobes, and (3) the array 
shows good resolution characteristics. Figure 3.4b shows the spatial array and passive 
















Figure 3.4 Array and wave: (a) active tests, and (b) passive tests. Note that the square and 
the circles indicate an active source and receivers, respectively, and the arrows indicate 
directions of wave propagation. 
 
In passive surface wave tests requiring a two-dimensional array, the focus is placed 
on the measurement of low frequencies. Considering a given cable length and available 
area at a site, it may be desirable to select a circular array with the largest possible radius 
so that the resulting wavenumber resolution allows reliable measurements of low-
frequency Rayleigh waves. Frequently, spatial aliasing of high-frequency waves is not of 
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3.2.1.3 Data acquisition system 
The data acquisition system used in this study is shown in Figure 3.5 and consists of 
a modular VXI multi-channel system, up to 16 receivers, a signal conditioner, and a 
laptop computer.  
 
 
Figure 3.5 Data acquisition system used for array-based surface wave measurements 
 
A Hewlett-Packard VXI digital signal analyzer with 16 channels was used as the data 
recording device. Its mainframe contains an analog-to-digital converter, dynamic signal 
analysis module, and an IEEE 1394 interface module. A laptop computer featuring a 366 
MHz Pentium II controller and 128 MB DRAM is connected to the signal analyzer via 
the IEEE 1394 interface to allow data to be transferred to the computer. A 16-channel, 
16-bit HP E1342A digitizer plus dynamic signal processor enables sampling at up to 51.2 
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kSamples/sec. A PCB Piezotronics 440 module containing four, 4-channel PCB 442A 
104 signal conditioners provides signal conditioning and selectable amplification of 1, 
10, and 100.  
The frequencies of interest for near-surface soil characterization range from about 2 
Hz to 100 Hz for soils from 0 to about 200 m in depth. Receivers must be selected with 
this range of frequencies in mind. Other characteristics include high sensitivity and 
adequate resolution. Based on such criteria, Wilcoxon Research 731A Ultra-Quiet, Ultra- 
Low-Frequency seismic accelerometers providing a flat response between 0.2 Hz and 100 
Hz with a resonant frequency near 950 Hz and sensitivity of 10 V/g were used during all 
surface wave field tests in this study. The receiver is shown in Figure 3.6. A single 
Wilcoxon Research 728T High-Sensitivity, Low-Noise accelerometer responding linearly 
at higher frequencies up to 20 kHz with a resonant frequency near 23 kHz and sensitivity 
of 0.5 V/g was used to monitor the shaker motion during testing.   
 
 
Figure 3.6 Receiver used for array-based surface wave measurements 
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The Wilcoxon Research 731A receivers were coupled to the ground surface by hand 
after removing surface vegetation, while the Wilcoxon Research 728T was coupled to the 
shaker armature via a threaded mounting stud. Wilcoxon Research low-noise coaxial 
cables were used with the receivers. For the typical frequencies of seismic interest, the 
loss of signal quality caused by driving long cables can be ignored (Zywicki, 1999).  
Programming scripts written in Matlab were used to control test sequences including 
source generation and data collection for all measurements in this study. System control 
software written in Matlab enables one to input spatial array and digital signal processing 
parameters including sampling frequency, number of blocks of data to be averaged, block 
length, and receiver locations. The frequency generated by the harmonic active source 
and the receiver geometry can be specified by modifying relevant commands in the 
scripts. During measurements, time history data from an array of receivers are displayed 
to check and monitor the raw data. Figure 3.7 shows a schematic diagram of the 





Figure 3.7 Source and data acquisition system for array-based surface wave 
measurements 
 
3.2.2 Dispersion Calculations 
Many techniques are available to calculate Rayleigh phase velocity from multiple 
receiver measurements. Among them, frequency-wavenumber (f-k) analysis has been 
widely used in geotechnical and geophysical fields by various researchers (Horike, 1985; 
Tokimatsu et al., 1992a, 1992b; Tokimatsu, 1995; Zywicki, 1999; Foti, 2000; Liu et al., 
2000; Hebeler, 2001; Roma, 2001; Okada, 1993; Yoon and Rix, 2004). Frequency-
wavenumber analysis is divided into two subtypes: (1) the high-resolution f-k method, 
also called maximum-likelihood method, proposed by Capon (1969) and (2) frequency 
domain beamforming (FDBF) method originally proposed by Lacoss et al. (1969).  
Zywicki (1999) compared these f-k spectrum estimators and suggested FDBF 













method, (2) FDBF method is easiest to understand and implement due to the constant 
structure of the array smoothing function, and (3) FDBF offers the most tractable method 
for extracting multiple modes. For a more comprehensive discussion of this, see Zywicki 
(1999). 
The FDBF method utilizes multiple receivers arranged in a one-dimensional array 
for active measurements or a two-dimensional array for passive measurements. The time 
history, s(xm,t) is observed at the mth receiver (m = 1,…,M), which is located at position 
xm = (xm,ym). The f-k spectrum is estimated via a process called beamforming. S(ω0) = 
[S(x1,ω0), …, S(xM,ω0)]T denotes a column vector containing the Fourier transform of the 
time history at ω = ω0 for each receiver. A steering vector is defined by: 
e(k) = [exp(-ik⋅x1),…, exp(-ik⋅xM)]T  (3.1) 
where k = (kx,ky) is the vector wavenumber and T denotes the transpose of the vector. If 
the signals are weighted by a diagonal matrix W = diag[w1,…,wM] that contains the 
shading weight wm for the mth receiver, the steered response power spectrum (Johnson 
and Dudgeon, 1993) is given by:    
eWRWeeWWSSek HHHHH0 ),(P ==ω  (3.2) 
where H denotes the Hermitian transpose of the vector and R is the spatiospectral 
correlation matrix expressed as follows: 


























  (3.3) 
Each term Gij(ω0) in the spatiospectral matrix R is the cross-power spectrum 




0ij ωωω xx=  (3.4) 
where * denotes the complex conjugate. 
In practice, it is desirable to use ensemble averaging to reduce the variance of the 











1)(Ĝ ωωω xx  (3.5) 
where nd is the number of data blocks for averaging. Consequently, Equation 3.2 
becomes: 
eWRWek HH0 ˆ),(P =ω   (3.6) 
where R̂ denotes a spaciospectral correlation matrix whose elements are the average 
cross-power spectra between pairs of receivers.  
Peaks in the steered response power spectrum for a given frequency ω0 correspond to 
the wavenumbers of dominant modes of Rayleigh waves propagating across the array of 








πωω ==  (3.7)  
where kpeak is a vector quantity in passive tests and a scalar value in active tests.  
3.2.2.1 Beamforming for active tests 
Beamforming is a powerful tool that can be used for both active and passive surface 
wave tests. As a first example, consider an active surface wave test performed using a 
harmonic source. The standard array was used to record vertical particle motion 
associated with propagating Rayleigh waves. Because the direction of wave propagation 
is known prior to the test, the wavenumber and receiver locations are scalar values k and 
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xm. Figure 3.8 shows an example of the harmonic waves measured at each receiver 
location for a source frequency of 5.1563 Hz. 
 



















Figure 3.8 Example of time history plots from a harmonic active test  
 
The phase information of the spaciospectral correlation matrix R̂ is illustrated in 
Figure 3.9. It is important to note that the diagonal elements of the matrix are the 


















              Frequency (Hz)
 
Figure 3.9 Example of graphical representation of a spaciospectral correlation matrix 
 
Once the spatiospectral correlation matrix is obtained, the steered response power 
spectrum P(k,ω) is calculated using Equation 3.6. Figure 3.10 shows an example of a 
steered response power spectrum obtained using the FDBF method.  
   
 47






















Frequency = 10 Hz 
kpeak = 0.1914 rad/m 
 
Figure 3.10 Example of a steered response power spectrum at a frequency of 10 Hz. A 
circle indicates the largest peak. 
 
 
The largest peak in the steered response power spectrum is the wavenumber of the 
dominant mode (or combined modes if there is poor wavenumber resolution) at the given 
frequency. The wavenumber corresponding to the peak (kpeak) is used to yield a phase 
velocity using Equation 3.7. Repeating the procedure for other frequencies leads to a 
frequency-wavenumber spectrum as shown in Figure 3.11. In addition to choosing the 
dominant mode, multiple modes may be selected by identifying secondary peaks in the 
steered response power spectrum at each frequency. Figure 3.12 shows the dispersion 






















































Figure 3.12 Example of a dispersion curve from a harmonic active test 
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3.2.2.2 Beamforming for passive tests 
Beamforming may also be used with passive sources to obtain dispersion data, 
especially at low frequencies. Unlike an active surface wave test, source location in a 
passive surface wave test is often not known prior to testing. A two-dimensional array of 
receivers is required to identify the wavenumber vector k at each frequency. Figure 3.13 
shows an example of the 2-D steered response power spectrum at the frequency of 5.8594 
Hz. Figure 3.14 shows an example of a dispersion curve from a passive test. Note that 
dispersion data are limited to frequencies less than about 10 Hz.  
 






































Figure 3.13 Example of a 2-D wavenumber spectrum at frequency of 5.9584 Hz. The + 
symbol indicates the largest peak. 
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The measured dispersion curves are used to determine the shear wave velocity 





Figure 3.15 Flow chart of inversion algorithm (Rix, 2000) 
 
The inverse problem in surface wave methods is ill-posed due to limited, uncertain 
experimental data and modeling errors. To solve this ill-posed inverse problem, it is 
necessary to introduce additional information about the solution (i.e.,VS profile) into the 
inversion algorithm. A constrained least-squares inversion algorithm originally proposed 
by Constable et al. (1987) and implemented by Rix and Lai (1998) and Lai (1998) was 
employed in the inversion process in this study. The inversion algorithm is an iterative 
process to find the smoothest shear wave velocity profile yielding a theoretical dispersion 
curve fitting an experimental dispersion curve with a specified tolerance. In the 
algorithm, the roughness (the inverse of smoothness) is calculated for a candidate profile 
using: 
Assume a profile 
• Layering 
• Shear wave velocity 
• Mass density 
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δ   
VS is an 1N× vector of shear wave velocities, N is the number of layers including the 
half-space, and ⋅  is the Euclidian norm. Roughness R1 obtained from Equation 3.8 is the 
sum of squared differences between VS values of adjacent layers in the selected profile.  
The root-mean-square (rms) error between the experimental and theoretical 
dispersion curves is given by: 




















where VRexp is an 1nf × vector of experimentally measured Rayleigh phase velocities, 
VRtheo is an 1nf × vector of theoretical Rayleigh phase velocities obtained by solving the 
forward problem associated with a trial shear wave velocity profile, and nf is the number 
of frequencies. The term W~  is an nfnf × diagonal matrix containing elements reflecting 
the uncertainty due to errors associated with the measurement of experimental phase 
velocities and the use of a specific forward model: 
)1,,1,1(dia~ nf21 σσσ K=W   (3.10) 
where σj is the total uncertainty associated with VRjexp (j=1,…,nf). In practice, the 
uncertainty is primarily contributed by the modeling error because the layered soil model 
 53
consisting of a stack of homogeneous elastic layers overlying a half-space is an idealized 
representation of actual soil conditions. In this study, it is assumed that σj is equal to 
0.05⋅VRjexp. The uncertainties in surface wave methods require further study.  
The solution of the non-linear inverse problem may be obtained by finding a VS 
profile minimizing the roughness R1 with the rms error satisfying a specified threshold. 
The method of Lagrange multipliers is employed to solve this constrained minimization 
problem as given by: 
[ ] [ ]theoRiexpRSiiTi1iTiT)1i(S ~)~(~)~()( VVVJWJWJWJWV −++= −+ δµδµ   (3.11) 
where µ is the Lagrange multiplier, which may be interpreted as a smoothing parameter. 
The term Ji is an nfnf × Jacobian matrix whose elements are the partial derivatives of 
the Rayleigh phase velocities with respect to the shear wave velocities of the layers 
SkRj VV ∂∂ (j=1,…,nf, k=1,…,N) evaluated at VSi. The partial derivatives are obtained 
using the variational principle of Rayleigh waves (Aki and Richards, 1980; Lai, 1998), 
leading to closed-form expressions. 
For this non-linear, constrained least-squares inversion algorithm, the uncertainty 
associated with an estimated shear wave velocity profile is calculated using the following 
relationship (Lai et al., 2005): 
[ ] ( )( ) ( )






















where [ ]RVCov  is an nfnf ×  matrix of covariances of the experimental Rayleigh phase 
velocities. Assuming that ( )ωRV  are uncorrelated, the matrix [ ]RVCov  is diagonal with 
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the non-zero elements equal to the variances of ( )ωRV . [ ]SVCov  is an NN×  diagonal 
matrix whose elements are the variances of the estimated shear wave velocities SiV  with 
N...,,1=i .  
As discussed earlier, a dispersion curve may represent only the fundamental 
Rayleigh mode or a combination of multiple Rayleigh modes depending on specific site 
conditions. For a normally dispersive site, the theoretical dispersion curve corresponding 
to the fundamental Rayleigh mode is compared to the experimental dispersion curve for 
the inversion process. For an inversely dispersive site, the inversion process can be 
performed using an effective dispersion curve as a theoretical dispersion curve or a 
dispersion curve corresponding to multiple Rayleigh modes as a theoretical dispersion 
curve. The former method can be used with any experimental dispersion curve showing 
either modal transition or modal separation, while the latter can be applied to only the 
curve with sufficient modal separation. 
 
3.3 SPATIAL SAMPLING ISSUES 
3.3.1 Array Characteristics 
3.3.1.1 Notation for uniform arrays 
In this study, a variety of uniform arrays with various numbers of receivers were 
used for numerical simulations and laboratory simulations. Instead of describing an entire 
geometry of each array, it would be desirable to develop a way to express it in an 
abbreviated form.  
The notation 1SR1RR-5 is one example of uniform linear arrays expressed in the 
abbreviated form developed in this study. The array of 1SR1RR-5 denotes a uniform 
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array of 5 receivers with source-to-first receiver (SR) distance of 1 m and receiver-to-
receiver (RR) distance of 1 m. For laboratory simulations described in Chapter 4, the 
units change from m to cm. The main characteristics of a specific array are determined by 
SR and RR distances as well as total sampling distance dictated by the total number of 
receivers. Therefore, the above notation describes all information about a uniform linear 
array of multiple receivers.  The notation is used through the remainder of this 
dissertation unless otherwise stated. Non-uniform arrays and two-dimensional arrays are 
described using other means.  
3.3.1.2 Source-to-first receiver (SR) distance vs. array center (AC) 
The SR distance has been widely used to represent an array of two receivers in 
traditional SASW methods, especially for the study of near-field effects. Since most 
SASW methods have used a simple array configuration with the same SR and RR 
distances, the SR distance is a good parameter representing the array configuration. 
However, the SR distance alone incompletely describes arrays of arbitrarily placed, 
multiple receivers. The array center (AC) that is the average distance of all receivers from 
a source was suggested as a more representative distance for an array of arbitrarily placed 
multiple receivers (Yoon and Rix, 2004).  
3.3.2 Effects of Finite Sampling in Space 
Perfect spatial sampling of a signal requires measurements at all possible locations. 
In practice, however, the signal is sampled only at a finite number of receiver locations. 
This limitation influences our ability to determine a wavenumber associated with the 
signal from a steered response power spectrum. 
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For simplicity, consider a one-dimensional signal propagating along the x direction. 
The signal s(x,t) may be sampled for a finite sampling distance D yielding: 
)t,x(s)x(w)t,x(z =   (3.13) 







)x(w   (3.14) 
The Fourier transform of z(x,t) can be expressed as the convolution of the spatial 




−= ζζζ d)t,(S)k(W)t,k(Z   (3.15) 
where ζ is a dummy variable. Equation 3.15 can be rewritten by: 
)t,k(S*)k(W)t,k(Z =   (3.16) 
where W(k) is the Fourier transform of the spatial array w(x) in Equation 3.14, which can 
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D)k(W =   (3.18) 
Equation 3.18 is plotted as shown in Figure 3.16. The effects of finite sampling in 
space are apparent; as the total sampling distance D increases, W(k) becomes closer in 
shape to the impulse δ(k) and Z(k,t) approximates the transformed original signal S(k,t) 
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more closely. According to the Rayleigh criterion, the wavenumber resolution is defined 
one half of the mainlobe width of W(k): 
D
2kRayleigh
π∆ =   (3.19) 
 
 
Figure 3.16 Fourier transform of the spatial window w(x) 
 
The signal is sampled at discrete spatial locations in practice rather than continously. 
Consider a one-dimensionally propagating signal that is sampled through an array of 
receivers placed at various spatial locations xm. For this case, the discrete spatial window 
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where M is the number of receivers in the array and wm is a shading weight for the mth 
receiver. 
Like other filters, the signal is smoothed by the kernel W(k) once it is measured by an 
array of receivers. Assuming perfect sampling, the ideal array smoothing kernel would be 
an impulse function in the x direction. However, realistic spatial data collection is 
performed in a finite, discrete manner governed by the number of available receivers and 
capability of the data acquisition system. To maximize the filter performance to 
accurately measure the wavenumber components of a signal, the effects of finite spatial 
sampling must be taken into consideration with special care. From a spatial signal 
processing point of view, Equation 3.21 is especially called the array pattern or array 
smoothing function (ASF) (Johnson and Dudgeon, 1993), and it can be utilized to 
characterize a given array geometry.  
Another consequence of the finite spatial sampling is spatial aliasing. To avoid 
aliasing in wavenumber, the minimum spatial lag dmin in the array must be smaller than a 
half of the smallest wavelength λmin of measured waves. The largest wavenumber that can 
be measured without spatial aliasing is called the Nyquist wavenumber (kNyquist) and is 





π ==   (3.22) 
As described in Equation 3.19 and 3.22, two important array characteristics, 
wavenumber resolution and spatial aliasing, are related to the maximum spatial lag D and 
the minimum spatial lag dmin in the array, respectively.  
In addition to the wavenumber resolution and spatial aliasing, another important 
array characteristic is associated with sidelobes. As shown in Figure 3.16, there are 
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sidelobes adjacent to the mainlobe in the ASF. The heights and locations of sidelobes are 
associated with energy leakage. Energy leakage resulting from large sidelobe heights may 
yield spurious peaks in wavenumber spectra of the filtered wavefield, leading to 
incorrectly-estimated dispersion data.  
For a fixed number of receivers, there is a trade off between spatial aliasing and 
wavenumber resolution. The use of a linear array with irregularly-spaced receivers is one 
means of achieving a good balance between these competing objectives. Figure 3.17 
shows the geometries of three different linear arrays having the same number of 
receivers. Array 1 is the standard array (i.e., non-uniform spacing). Array 2 and Array 3 
are linear arrays of uniformly-spaced 15 receivers with the same maximum spatial lag 
(31.1 m) and the same minimum spatial lag (0.6 m) as Array 1, respectively. The 
characteristics of three arrays are tabulated in Table 3.1, and array smoothing functions of 
these arrays are compared in Figure 3.18. 
 








Figure 3.17 Geometries of three linear arrays with 15 receivers  
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Table 3.1 Comparison of characteristics of three linear arrays with 15 receivers 
 Max. spatial lag, D (m) 








Array 1 31.1 0.6 0.202 5.152 
Array 2 31.1 2.2 0.202 1.414 




































Figure 3.18 Comparison of ASFs of three linear arrays with 15 receivers 
 
When calculating the array smoothing function in Equation 3.21, the shading weight 
was selected as: 
mm xw =  (3.23) 
to approximately account for the geometric spreading of Rayleigh waves. Zywicki (1999) 
demonstrated that better wavenumber resolution was obtained by using Equation 3.23 
than other normalization techniques. 
 61
 Two important features of the ASF are mainlobe width and sidelobe height, which 
control wavenumber resolution and energy leakage, respectively. As shown in Figure 
3.18, Arrays 1 and 2 with the larger maximum spatial lag D (31.1 m) have narrower 
mainlobe widths in their array smoothing functions, representing better spatial resolution, 
compared to that of Array 3 with the smaller D (8.4 m). Arrays 1 and 3 with the smaller 
minimum spatial lag dmin (0.6 m) have a larger distance between adjacent primary peaks 
in wavenumber, while Array 2 with the larger dmin (2.2 m) has a large peak at a smaller 
wavenumber interval, yielding a smaller kNyquist. It is also important to note that the 
sidelobes of Array 1 are larger in magnitude than those associated with other two arrays, 
leading to poorer control in energy leakage. A sidelobe height becomes important in 
multiple signals having similar magnitudes at the same frequency because it may 
reinforce signals with smaller magnitudes yielding spurious peaks (Zwyicki, 1999).  
It is also instructive to examine the characteristics of these arrays using a multi-
modal signal composed of two ideal plane waves having different phase velocities: 
























=  (3.24c) 
where, V1 and V2 are phase velocities of the two waves.  
The signal in Equation 3.24a is measured by the three different arrays in Figure 3.17. 
A signal composed of two waves with V1 of 200 m/sec and V2 of 160 m/sec was 
generated at a frequency of 40 Hz. Figure 3.19 shows the normalized power spectra of 
the measurements using these arrays over a wide range of wavenumbers. The 
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wavenumbers corresponding to these velocities at the frequency are 1.257 rad/m and 
1.571 rad/m, and the difference between the wavenumbers is 0.314 rad/m. In order to 
successfully separate the two wavenumbers, a wavenumber resolution of an array must 
be sufficiently small compared to the wavenumber difference. As seen in Figure 3.19, 
Array 3 is unable to isolate the two waves due to its poor wavenumber resolution, while 
Arrays 1 and 2 with wavenumber resolutions smaller than the wavenumber difference are 
able to do so.  
Another important consequence of the finite spatial sampling, i.e. spatial aliasing, 
can be observed by comparing the wavenumber spectra of Array 2 with the others. As 
discussed, Array 2 with the larger dmin has a smaller kNyquist than other arrays, making it 
incapable of measuring a wavenumber greater the kNyquist as shown in Figure 3.19. It can 
be concluded that Array 1 appears to be a good choice to balance between wavenumber 
resolution and spatial aliasing. 
 





















Figure 3.19 Comparison of wavenumber spectra using the three different linear arrays 
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The concept may be easily extended to determine the array smoothing function 
associated with two-dimensional arrays of discrete receivers. The spatial window and the 
ASF associated with a two-dimensional array are derived easily from those of a linear 
















)( xkk  (3.26) 
Figure 3.20 shows a contour plot of the ASF of a 16-receiver circular array with a 
radius of 30 m. The receivers are equally spaced along the circumference of the circular 
array. For active tests, the sidelobes are smaller because we only have to sample one 
direction with a given number of receivers. For passive tests, we use the same number of 
receivers to sample two directions (x and y). Thus, we cannot sample the 2-D space as 
well as the 1-D space, leading to higher sidelobes for 2-D spacing. Sidelobes become 
more important in passive tests than active tests. 
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3.3.3. Examples of Array Effects 
To further illustrate the limitations of finite spatial sampling, Figure 3.21 shows the 
comparison of dispersion curves from the Green’s function solutions of plane Rayleigh 
waves with three different arrays to modal dispersion curves of Rayleigh waves from the 
Rayleigh dispersion equation in the normally and inversely dispersive soil profiles in 
Tables 2.2 and 2.3, respectively. For the normally dispersive soil profile as shown in 
Figure 3.21(a), all of three dispersion curves agree reasonably well with the fundamental 
mode dispersion curve as expected. However, it is important to note that dispersion 
curves associated with arrays of 1SR1RR-5 and 1SR1RR-15 differs slightly from the 
dispersion curve of the fundamental Rayleigh mode due to array effects. Increasing the 
number of receivers to 100 (with the same SR and RR distances) improves the match 
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between the dispersion curve of Green’s functions of plane Rayleigh waves and the 
fundamental dispersion curve significantly.  
For the inversely dispersive soil profile as shown in Figure 3.21(b), higher modes of 
propagation become dominant as the frequency increases. While the dispersion curves 
from Green’s function solutions of plane Rayleigh waves are primarily controlled by only 
the fundamental mode at frequencies below about 10 Hz, they are controlled by higher 
modes at frequencies greater than about 10 Hz. Note that the uniform arrays of 5 and 15 
receivers are unable to separate the individual modes in the dispersion curves, while a 
uniform array of 100 receivers succeeds in isolating individual modes over the frequency 
range up to 100 Hz. From Figure 3.21, it is concluded that the use of the array of 100 
receivers leads to dispersion curves with negligible array effects.  
Array effects also become more important for passive methods where a limited 
number of receivers must sample two spatial dimensions. Array effects on passive 


























































Figure 3.21 Array effects on array-based surface wave methods in (a) normally, and (b) 
inversely dispersive soil profiles. Dots represent modal dispersion curves in an increasing 




NEAR-FIELD EFFECTS ON  
ARRAY-BASED SURFACE WAVE METHOD 
 
4.1 INTRODUCTION AND STATEMENT OF THE PROBLEM 
In most surface wave methods, dispersion estimates and inversion procedures are 
based on the assumption that the wavefield consists only of plane Rayleigh waves. This is 
likely true when passive surface wave tests are performed because passive waves are 
typically generated by distant sources and body wave components are negligible. 
However, active sources are often placed relatively close to the receiver array, leading to 
cylindrically propagating Rayleigh waves and significant body waves. The region where 
the assumption of plane Rayleigh waves is not valid is called the near-field, and any 
adverse effect resulting from the invalid assumption is called a near-field effect. 
It is important to distinguish this definition of a near-field effect from others found in 
the literature. Strong coupling between the P- and S-waves is present close to the source 
and the coupling becomes negligible far from the source, leading to the separate P- and S-
wave components (Tang, Toksöz, and Chen, 1997). Two types of body waves appear in a 
wavefield; one propagating at the P-wave velocity and the other propagating at the S-
wave velocity. When attempting to monitor particle motions associated with the P-waves, 
the motions associated with the S-waves represent a near-field effect, which decreases 
with increasing a distance from the source. When exciting pure S-wave motions, the P-
wave motions result in a near-field effect.  
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For a point load X0(t) in the xj-direction at the origin applied to a homogeneous and 
isotropic medium, the displacement from Green’s function is calculated by (Aki and 





































  (4.1) 
where r is the source-to-receiver distance, rxii =γ  is the direction cosine, δij is the 
Kronecker delta (δij = 0 for i ≠ j and δij = 1 for i = j), α is the P-wave phase velocity, VP, 
and β is the S-wave phase velocity, VS.   
The first term of Equation 4.1 behaves like r-2, while the remaining terms in the 
equation behave like r-1. The terms including r-1X0(t-r/α) and r-1X0(t-r/β) are dominant 
over the first term including as r → ∞ and are therefore called far-field terms(Aki and 
Richards, 1980). Since r-2 is dominant over r-1 as r → 0, the term including 
∫ −− τττ dtXr )(03  is called a near-field term (Aki and Richards, 1980). Since the near-
field term is attenuated more rapidly compared to the far-field terms, each body wave is 
composed only of its far-field term at a distance relatively far from the source, indicating 
an insignificant near-field effect. In this study, body waves (P- and S-waves) are 
composed only of the far-field terms in Equation 4.1. 
There are two main causes of near-field effects on surface wave methods (Zywicki, 
1999): (1) model incompatibility between plane and cylindrical Rayleigh waves and (2) 
body wave interference. Both effects diminish with increasing distance between the 
source and a given receiver. As the distance increases, the Rayleigh wave front from a 
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point source will more closely approximate a plane wave. Also, since the amplitude of 
body waves decreases more rapidly with distance than Rayleigh waves, the interference 
from body waves will decrease with increasing distance. Frequency (or wavelength) is 
another important factor influencing near-field effects because high-frequency body 
waves will attenuate more rapidly with distance due to material damping.  
Near-field effects have been studied and discussed in the traditional two-receiver 
surface wave method, i.e., SASW method (Heisey et al., 1982; Sanchez-Salinero et al., 
1987; Hiltunen and Woods, 1990; Gucunski and Woods, 1992; Al-Hunaidi, 1993). Most 
SASW tests using two receivers are performed with the source-to-first receiver (SR) 
distance identical to the receiver-to-receiver (RR) distance. Most filtering criteria for 
near-field effects on the traditional SASW method have been expressed as functions of 
the ratio between the wavelength of a Rayleigh wave and a SR distance. For consistency 
with the notation used in previous studies, the wavelength of a Rayleigh wave, the SR 
distance, and the RR distance for the array of two receivers are denoted by λR, d1, and ∆d, 
respectively. The filtering criteria for near-field effects on the traditional SASW method 









Table 4.1 Summary of filtering criteria for near-field effects on SASW tests 
Reference Filtering criterion Receiver configuration Method of study 
Heisey et al. 
(1982) λR < 3d1 ∆d/d1 = 1 Numerical 
Sanchez-Salinero 
et al. (1987) λR < 0.5d1* ∆d/d1 = 1 Numerical 
Roesset et al. 
(1990) λR < 2d1 ∆d/d1 = 0.2, 0.5, 1, and 2 Numerical 
Hiltunen & 
Woods (1990) 
λR < 2∆d and 
d1/∆d ≤ 2 
∆d/d1 = 0.33 ~ 2 Experimental 
Gucunski & 
Woods (1992) λR < d1 ∆d/d1 = 1 Numerical 
Al-Hunaidi 
(1993) N/A ∆d/d1 = 1 Numerical 
* It was also recommended that the criterion of λR < d1 could be used if more data were required 
in the low-frequency range. 
 
The criteria shown in Table 4.1 differ significantly, which may result from: (1) the 
poor dispersion estimation capability of the traditional SASW methods (Zywicki, 1999), 
(2) inconsistent site conditions (Al-Hunaidi, 1993), and (3) different receiver 
configurations in some studies. As indicated by many researchers (Sanchez-Salinero, 
1987; Al-Hunaidi, 1993; Tokimatsu, 1995), the severity of near-field effects is dependent 
on site conditions. It was reported that near-field effects resulted in larger errors in 
dispersion estimates for inversely dispersive site conditions (Sanchez-Salinero, 1987; 
Tokimatsu, 1995). In addition, it is important to note that most of the criteria are based on 
numerical simulations with only limited experimental validation. It is desirable to 
complement the results of numerical simulations with laboratory and field testing. Finally, 
few of the previous studies have quantified the magnitude of the errors associated with 
near-field effects. It is desirable to present near-field criteria that are more quantitatively 
based.  
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It has been stated that array-based active surface wave tests employing f-k analysis 
are less prone to the near-field effects than the traditional SASW method (Tokimastu, 
1995; Foti, 2000; Hebeler, 2001). However, the phenomenon has not been widely studied 
and no specific criterion to mitigate and identify the level of near-field effects has been 
suggested. In this study, three methods are used to investigate near-field effects on array-
based surface wave methods: (1) numerical simulations using Green’s functions, (2) 
laboratory simulations using a two-dimensional experimental model, and (3) field tests.  
 
4.2 NUMERICAL SIMULATIONS 
As discussed in Chapter 2, Green’s functions provide mathematical means to 
simulate a real active surface wave test. In this study, numerical simulations of active 
surface wave tests are performed with the program PUNCH (Kausel, 1981). 
4.2.1 Typical Soil Profiles  
An ideal homogeneous half-space and three other soil profiles representing actual 
soil deposits are chosen for numerical simulation. Material properties including layer 
thickness, shear wave velocity (VS), Poisson’s ratio (ν), damping ratio (D), and mass 
density (ρ) for the four cases are described in Tables 4.2 through 4.5, respectively. The 
Case 1 soil profile is a simple homogeneous half-space that severs as an important point 
of reference for the parametric study. A regular soil profile where the stiffness of layers 
increases with increasing depth is represented by Case 2. This type of soil profile is often 
encountered in real situations and is designated as a normally dispersive soil profile 
(Tokimatsu, 1995). The two soil profiles in Case 3 and Case 4 represent two typical types 
in irregular soil profiles where a soft layer is trapped between two stiffer layers and a stiff 
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layer is trapped between two softer layers, respectively. These profiles are designated as 
inversely dispersive soil profiles. Figure 4.1 shows the shear wave velocity profiles of 
these four soil conditions. 
 
Table 4.2 Medium properties of a soil profile (Case 1) 






ratio, D (%) 
Mass density, 
ρ (t/m3) 
Half-Space ∞ 200 0.3 0 1.8 
 
 
Table 4.3 Medium properties of a soil profile (Case 2) 






ratio, D (%) 
Mass density, 
ρ (t/m3) 
1 5 200 0.3 0 1.8 
2 10 300 0.3 0 1.8 
3 10 400 0.3 0 1.8 
Half-Space ∞ 500 0.3 0 1.8 
 
 
Table 4.4 Medium properties of a soil profile (Case 3) 






ratio, D (%) 
Mass density, 
ρ (t/m3) 
1 5 300 0.3 0 1.8 
2 10 200 0.3 0 1.8 
3 10 400 0.3 0 1.8 
Half-Space ∞ 500 0.3 0 1.8 
 
 
Table 4.5 Medium properties of a soil profile (Case 4) 






ratio, D (%) 
Mass density, 
ρ (t/m3) 
1 5 200 0.3 0 1.8 
2 10 400 0.3 0 1.8 
3 10 300 0.3 0 1.8 














































<Case1> <Case2> <Case3> <Case4>  
Figure 4.1 Shear wave velocity profiles of four typical soil profiles 
 
4.2.2 Two Normalized Parameters to Evaluate Near-Field Effects 
In this study, two dimensionless parameters are suggested for the study of near-field 
effects in array-based surface wave methods: 
RR V
fACACCenterArray  Normalized 0⋅==
λ




VVelocity Wave Rayleigh Normalized
,
=   (4.3) 
where AC is the array center that is the average distance of all receivers in an array 
relative to the source, VR is the measured Rayleigh wave velocity at frequency f0 and 
VR,plane is the plane Rayleigh wave velocity at the same frequency.  
The normalized AC is a function of two important factors (distance from the source 
and wavelength) associated with errors due to near-field effects. The normalized 
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Rayleigh wave velocity is composed of the measured Rayleigh wave velocity including 
near-field effects (VR) and the reference Rayleigh wave velocity free from near-field 
effects (VR,plane) and represents the relative error due to near-field effects. The reference 
Rayleigh wave velocity VR,plane is calculated from the solutions of the plane Rayleigh 
Green’s functions associated with the array configuration used for the calculation of VR. 
Calculating VR,plane in this manner includes array effects due to limited spatial sampling. 
Therefore, array effects cancel in the normalized Rayleigh wave velocity, leading to 
relative errors associated only with near-field effects.  
4.2.3 Array Center as an Indicator of Near-Field Effects 
The advantages of using the array center (AC) compared to the source-to-first 
receiver (SR) distance as a representative distance for a multiple-receiver array are 
demonstrated with numerical results in a homogeneous half-space. Numerical simulations 
with two sets of uniform arrays were carried out for the Case 1 soil profile. The 
numerical simulations were performed using the Green function program PUNCH for a 
set of 69 frequencies ranging from 5 to 100 Hz. Figure 4.2 shows a comparison of 
dispersion curves associated with two sets of arrays: the first set is composed of five, 15-
receiver arrays with various SR distances and the second set is composed of five arrays 
with different numbers of receivers. The fact that near-field effects become more 
significant with decreasing frequency and with decreasing distance from the source are 
well illustrated in Figure 4.2.  
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(a)      (b) 
Figure 4.2 Comparison of dispersion curves associated with various arrays in a 
homogeneous half-space 
 
With the dispersion curves from Figure 4.2(a), normalized Rayleigh wave velocities 
are plotted as functions of normalized AC (Figure 4.3(a)) and normalized SR distance 
(Figure 4.3(b)). With the dispersion curves from Figure 4.2(b), plots of normalized 
Rayleigh wave velocities are made as functions of normalized AC (Figure 4.4(a)) and 
normalized SR distance (Figure 4.4(b)). As shown in Figures 4.3 and 4.4, the normalized 
AC successfully captures the trend of the near-field effects on array-based surface wave 
tests with various arrays, whereas the normalized SR distance does not. In this study, the 





































   


































(a)          (b) 
Figure 4.3 Near-field effects on array-based surface wave tests with the first array set in a 
homogeneous half-space captured by: (a) normalized AC and (b) normalized SR distance  
 
 
































   

































(a)                 (b) 
Figure 4.4 Near-field effects on array-based surface wave tests with the second array set 




4.2.4 Influence of Medium Properties on Near-Field Effects 
Dividing soil conditions into simplified categories such as normally or inversely 
dispersive condition is useful to investigate topics associated with wave propagation 
characteristics. A homogeneous half-space and three typical soil profiles were suggested 
to investigate near-field effects depending on soil conditions as tabulated in Tables 4.2 
through 4.5. The profiles are constructed with four medium properties (shear wave 
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velocity, Poisson’s ratio, damping ratio, and mass density) and layer thickness. To derive 
a more general conclusion, it is desirable to investigate the influence of individual 
medium properties on near-field effects. 
For the investigation, numerical simulations with the array of 1SR1RR-15 were 
performed for homogeneous half-spaces with ten different sets of the four medium 
properties as listed in Table 4.6. To evaluate near-field effects for each case, plots of the 
normalized parameters were derived from dispersion curves from the numerical 
simulations. With case No.1 as a reference profile, the influence of the four individual 
medium properties on near-field effects is investigated as shown in Figure 4.5. The 
influence of shear wave velocity, damping ratio, and mass density on near-field effects 
was negligible. However, the influence of Poisson’s ratio on near-field effects was 
significant at normalized AC values less than 1, as shown in Figure 4.5(b). Based on the 
result of the investigation, it is concluded that the result of the near-field effect study 
using numerical simulations with a specific typical soil profile can be used to estimate 
near-field effects on active tests for various soil profiles belonging to this category.   
 








ratio, D (%) 
Mass density, 
ρ (t/m3) Remarks 
1 200 0.3 0 1.8 Reference 
2 300 0.3 0 1.8 
3 400 0.3 0 1.8 VS effect 
4 200 0.2 0 1.8 
5 200 0.4 0 1.8 
6 200 0.5 0 1.8 
ν effect 
7 200 0.3 2 1.8 
8 200 0.3 5 1.8 D effect 
9 200 0.3 0 1.7 
10 200 0.3 0 1.9 ρ effect 
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Vs of 200 m/s
Vs of 300 m/s
Vs of 400 m/s
   




























Poisson's ratio of 0.2
Poisson's ratio of 0.3
Poisson's ratio of 0.4
Poisson's ratio of 0.49
 
(a)                                                                   (b) 































    




























Density of 1.7 t/m3
Density of 1.8 t/m3
Density of 1.9 t/m3
 
(c)                   (d) 
Figure 4.5 Influence of medium properties on near-field effects: (a) VS effect, (b) 
Poisson’s ratio effect, (c) damping ratio effect, and (d) mass density effect 
 
 
4.2.5 Array Configurations 
The numerical simulations were performed using the Green function program 
PUNCH for a set of 69 frequencies ranging from 5 to 100 Hz that is a frequency range 
typically used in the array-based active surface wave tests for near-surface site 
characterization. Since focus should be paid more to data at lower frequencies for the 
study of near-field effects, simulation frequencies were set up having the frequencies 
concentrated at lower frequencies.  
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Most modern active surface wave tests use less than 30 receivers due to limited 
testing time, cost, and data acquisition device capability. Numerical simulations with 
arrays of 10, 15, 20, and 30 receivers were performed to investigate the influence of the 
total number of receivers on near-field effects in array-based active surface wave 
methods. For each total number of receivers, five uniform linear arrays having different 
SR distances were used as listed in Table 4.7.  
 
Table 4.7 Array sets used for numerical simulation to investigate near-field effects 
Array parameter 
Array set 




spatial lag (m) 
1SR1RR-10 5.5 
3SR1RR-10  7.5 
5SR1RR-10  9.5 





3SR1RR-15  10 
5SR1RR-15  12 





3SR1RR-20  12.5 
5SR1RR-20  14.5 





3SR1RR-30  17.5 
5SR1RR-30  19.5 









4.2.6 Results of Numerical Simulations 
Near-field effects are investigated by comparing dispersion curves of full wavefield 
to dispersion curves of plane Rayleigh waves for the arrays in Table 4.7 for the four soil 
profiles. In addition, near-field effect criteria in terms of normalized parameters are 
calculated with the data from these dispersion curves. As discussed in the section 4.2.2, 
the reference Rayleigh wave velocity free from near-field effects (VR,plane) is calculated 
from the solutions of the plane Rayleigh Green’s functions associated with the array 
configuration used for the calculation of the Rayleigh wave velocity of full wavefield to 
cancel array effects. In addition, the dispersion curves of plane Rayleigh waves 
associated with the array of 1SR1RR-100 are calculated and compared to the other 
dispersion curves as reference curves free from near-field and array effects. As discussed 
in Chapter 3, the use of the array of 100 receivers leads to dispersion curves with 
negligible array effects. 
4.2.6.1 Dispersion curves of full wavefield 
Figure 4.6 shows the comparison of dispersion curves of full wavefield for the arrays 
in Table 4.7 for the Case 1 soil profile. As a reference dispersion curve free from near-
field and array effects, the dispersion curves of plane Rayleigh waves were calculated 
from plane Rayleigh Green’s function solutions associated with the array of 1SR1RR-100. 
Note that the dispersion curves of full wavefield include both near-field and array effects. 
Based on the knowledge of near-field effects, it could be hypothesized that near-field 
effects decrease with increasing distance from the source and with increasing frequency. 
For this simple soil profile, the hypothesis is satisfied as shown in Figure 4.6. Note that 
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estimated phase velocities in dispersion curves are underestimated due to near-field 
effects.  
 
























































(a) 10 receivers     (b) 15 receivers 
























































(c) 20 receivers      (d) 30 receivers 
 
Figure 4.6 Comparison of dispersion curves of full wavefield for the Case 1 soil profile 
 
 
Figure 4.7 shows the comparison of dispersion curves of full wavefield for the arrays 
in Table 4.7 and a dispersion curve of plane Rayleigh waves with an array of 1SR1RR-
100 for the Case 2 soil profile. For this normally dispersive site condition, the hypothesis 
regarding near-field effects is also satisfied. Phase velocities are underestimated due to 
near-field effects over almost the entire frequency range.   
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(a) 10 receivers      (b) 15 receivers 


































































(c) 20 receivers      (d) 30 receivers 
 
Figure 4.7 Comparison of dispersion curves of full wavefield for the Case 2 soil profile 
 
 
Figure 4.8 shows the comparison of dispersion curves of full wavefield 
corresponding to the arrays in Table 4.7 and a dispersion curve of plane Rayleigh waves 
with an array of 1SR1RR-100 for the Case 3 soil profile. For this inversely dispersive soil 
profile, the hypothesis appears to be generally satisfied. As shown in Figure 4.8, 
dispersion curves become closer to the plane Rayleigh dispersion curve with successful 
modal separation as the number of receivers and/or AC increases. Since the wavefield is 
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much more complicated for this soil condition, the use of an optimized array is more 
essential for reliable measurements of dispersion curves.  
 






























































(a) 10 receivers     (b) 15 receivers 
 






























































(c) 20 receivers     (d) 30 receivers 
 
Figure 4.8 Comparison of dispersion curves of full wavefield for the Case 3 soil profile 
 
 
Figure 4.9 shows the comparison of dispersion curves of full wavefield 
corresponding to the various arrays in Table 4.7 and a dispersion curve of plane Rayleigh 
waves with an array of 1SR1RR-100 for the Case 4 soil profile. A reduction in near-field 
effects was achieved by increasing the number of receivers and/or increasing the AC as 
shown in Figure 4.9.   
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(a) 10 receivers         (b) 15 receivers 
































































(c) 20 receivers     (d) 30 receivers 
 
Figure 4.9 Comparison of dispersion curves of full wavefield for the Case 4 soil profile 
 
 
4.2.6.2 Dispersion curves of plane Rayleigh waves 
In the previous section, dispersion curves contaminated by near-field effects have 
been presented in Figures 4.6 through 4.9. To evaluate near-field effects with 
consideration of array effects, dispersion curves of plane Rayleigh waves associated with 
the arrays in Table 4.7 need to be presented as reference dispersion curves associated 
with the arrays as well. For Cases 2 through 4, dispersion curves of plane Rayleigh waves 
associated with the arrays are presented in Figures 4.10 through 4.12. To evaluate array 
effects, dispersion curves of plane Rayleigh waves with an array of 1SR1RR-100 are also 
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presented in Figures 4.10 through 4.12. As shown in Figures 4.10 through 4.12, the 
dispersion curves of plane Rayleigh waves agree more with those associated with an 
array of 1SR1RR-100 as the number of receivers increases, indicating reduced array 
effects.  
 


























1SR1RR-100 (Plane Rayleigh Waves)
1SR1RR-10 (Plane Rayleigh Waves)
3SR1RR-10 (Plane Rayleigh Waves)
5SR1RR-10 (Plane Rayleigh Waves)
7SR1RR-10 (Plane Rayleigh Waves)
10SR1RR-10 (Plane Rayleigh Waves)
 


























1SR1RR-100 (Plane Rayleigh Waves)
1SR1RR-15 (Plane Rayleigh Waves)
3SR1RR-15 (Plane Rayleigh Waves)
5SR1RR-15 (Plane Rayleigh Waves)
7SR1RR-15 (Plane Rayleigh Waves)
10SR1RR-15 (Plane Rayleigh Waves)
 
(a) 10 receivers     (b) 15 receivers 


























1SR1RR-100 (Plane Rayleigh Waves)
1SR1RR-20 (Plane Rayleigh Waves)
3SR1RR-20 (Plane Rayleigh Waves)
5SR1RR-20 (Plane Rayleigh Waves)
7SR1RR-20 (Plane Rayleigh Waves)
10SR1RR-20 (Plane Rayleigh Waves)
 


























1SR1RR-100 (Plane Rayleigh Waves)
1SR1RR-30 (Plane Rayleigh Waves)
3SR1RR-30 (Plane Rayleigh Waves)
5SR1RR-30 (Plane Rayleigh Waves)
7SR1RR-30 (Plane Rayleigh Waves)
10SR1RR-30 (Plane Rayleigh Waves)
 
(c) 20 receivers     (d) 30 receivers 
  
Figure 4.10 Comparison of dispersion curves of plane Rayleigh Green’s function for the 
Case 2 soil profile 
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1SR1RR-100 (Plane Rayleigh Waves)
1SR1RR-10 (Plane Rayleigh Waves)
3SR1RR-10 (Plane Rayleigh Waves)
5SR1RR-10 (Plane Rayleigh Waves)
7SR1RR-10 (Plane Rayleigh Waves)
10SR1RR-10 (Plane Rayleigh Waves)
 






















1SR1RR-100 (Plane Rayleigh Waves)
1SR1RR-15 (Plane Rayleigh Waves)
3SR1RR-15 (Plane Rayleigh Waves)
5SR1RR-15 (Plane Rayleigh Waves)
7SR1RR-15 (Plane Rayleigh Waves)
10SR1RR-15 (Plane Rayleigh Waves)
 
(a) 10 receivers     (b) 15 receivers 
























1SR1RR-100 (Plane Rayleigh Waves)
1SR1RR-20 (Plane Rayleigh Waves)
3SR1RR-20 (Plane Rayleigh Waves)
5SR1RR-20 (Plane Rayleigh Waves)
7SR1RR-20 (Plane Rayleigh Waves)
10SR1RR-20 (Plane Rayleigh Waves)
 
























1SR1RR-100 (Plane Rayleigh Waves)
1SR1RR-30 (Plane Rayleigh Waves)
3SR1RR-30 (Plane Rayleigh Waves)
5SR1RR-30 (Plane Rayleigh Waves)
7SR1RR-30 (Plane Rayleigh Waves)
10SR1RR-30 (Plane Rayleigh Waves)
 
(c) 20 receivers     (d) 30 receivers 
 
Figure 4.11 Comparison of dispersion curves of plane Rayleigh Green’s function for the 




































1SR1RR-100 (Plane Rayleigh Waves)
1SR1RR-10 (Plane Rayleigh Waves)
3SR1RR-10 (Plane Rayleigh Waves)
5SR1RR-10 (Plane Rayleigh Waves)
7SR1RR-10 (Plane Rayleigh Waves)
10SR1RR-10 (Plane Rayleigh Waves)
 


























1SR1RR-100 (Plane Rayleigh Waves)
1SR1RR-15 (Plane Rayleigh Waves)
3SR1RR-15 (Plane Rayleigh Waves)
5SR1RR-15 (Plane Rayleigh Waves)
7SR1RR-15 (Plane Rayleigh Waves)
10SR1RR-15 (Plane Rayleigh Waves)
 
(a) 10 receivers     (b) 15 receivers 


























1SR1RR-100 (Plane Rayleigh Waves)
1SR1RR-20 (Plane Rayleigh Waves)
3SR1RR-20 (Plane Rayleigh Waves)
5SR1RR-20 (Plane Rayleigh Waves)
7SR1RR-20 (Plane Rayleigh Waves)
10SR1RR-20 (Plane Rayleigh Waves)
 


























1SR1RR-100 (Plane Rayleigh Waves)
1SR1RR-30 (Plane Rayleigh Waves)
3SR1RR-30 (Plane Rayleigh Waves)
5SR1RR-30 (Plane Rayleigh Waves)
7SR1RR-30 (Plane Rayleigh Waves)
10SR1RR-30 (Plane Rayleigh Waves)
 
 (c) 20 receivers      (d) 30 receivers 
 
Figure 4.12 Comparison of dispersion curves of plane Rayleigh Green’s function for the 
Case 4 soil profile 
 
4.2.6.3 Near-field effect criteria in terms of normalized parameters 
Near-field effects are captured using normalized parameters with the dispersion 
curves of full wavefield in Figures 4.6 through 4.9 and dispersion curves of plane 
Rayleigh waves in Figures 4.10 through 4.12 for the four soil profiles. For Case 1, a 
reference dispersion curve is a dispersion curve of plane Rayleigh waves with an array of 
1SR1RR-100 because no array effect was observed for this simple medium condition. 
For Cases 2 through 4, a reference dispersion curve is a dispersion curve of plane 
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Rayleigh waves associated with the array configuration used for a dispersion of full 
wavefield as discussed in the section 4.2.2. 
As previously observed through the comparison of the dispersion curves, the 
hypothesis regarding near-field effects is satisfied for the homogeneous half-space (Case 
1). It is expected that plots of the results in terms of normalized parameters will capture 
this behavior with a more unique trend. Figure 4.13 shows near-field effects on array-
based active tests for the Case 1 soil profile captured by the normalized parameters. As 
expected, near-field effects are reasonably captured by the normalized parameters. It is 
observed that near-field effects cause the measured phase velocities to underestimate the 
true values. Therefore, lower-bound normalized Rayleigh wave velocities as a function of 
normalized AC can be used to estimate the maximum errors due to near-field effects for 
this type of profile. At a normalized AC of 2, the lower-bound normalized Rayleigh wave 
velocity is about 0.97. At a normalized AC of 1, the lower-bound normalized Rayleigh 
wave velocity is about 0.94. At a normalized AC of 0.5, the lower-bound normalized 
Rayleigh wave velocity is about 0.91. 
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Figure 4.13 Near-field effects on array-based active methods in homogeneous half-spaces 
(Case1) 
 
In addition to the ideal homogeneous half-space, near-field effects are captured by 
normalized parameters for the three typical soil profiles (Case 2, Case 3, and Case 4). 
Figure 4.14 shows the near-field effects for the Case 2 soil profile. As noted previously, 
the normalized parameters offer a useful lower-bound to capture the magnitude of the 
error for this type of soil profile. At a normalized AC of 2, the lower-bound normalized 
Rayleigh wave velocity is about 0.98. At normalized Array centers of 1 and 0.5, the 
lower-bound normalized Rayleigh wave velocities are about 0.95 and 0.83, respectively. 
Although near-field effects cause the phase velocity to be overestimated for some cases, 
most errors result in underestimation as shown in Figure 4.14. For normalized AC values 
greater than 0.5, near-field effects diminish with increasing normalized AC. However, for 
normalized AC values less than 0.5, near-field effects do not appear to decrease 
 90
monotonically with increasing normalized AC. Fortunately, the lower-bound can still 
serve as a means to estimate the maximum error for this range of normalized AC.  
 

































 Figure 4.14 Near-field effects on the array-based active methods in normally dispersive 
soil profiles (Case2) 
 
 
Figure 4.15 shows near-field effects for the Case 3 soil profile captured by 
normalized parameters. It may be noted that errors due to near-field effects result in 
underestimation of the Rayleigh phase velocity as in the previous two cases. However, 
overestimated values of Rayleigh phase velocity are much more frequently found. At a 
normalized AC of 2, the lower-bound normalized Rayleigh wave velocity is about 0.95. 
At normalized array centers of 1 and 0.5, the lower-bound normalized Rayleigh wave 
velocities are about 0.85 and 0.8, respectively. The statement that near-field effects lead 
to more significant errors in dispersion estimates for inversely dispersive site conditions 
(Sanchez-Salinero, 1987; Tokimatsu, 1995) can be verified by comparing these lower-
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bound normalized Rayleigh wave velocities for Case 3 to those for Case 2. The more 
scattered distribution of normalized Rayleigh wave velocities at low normalized AC 
indicates more dependency of near-field effects on array configuration. Selecting an array 
configuration becomes more critical for accurate measurements of Rayleigh wave 
velocities for inversely dispersive soil profiles.  
   


































Figure 4.15 Near-field effects on the array-based active methods in inversely dispersive 
soil profiles (Case 3)  
 
 
Figure 4.16 shows the near-field effects for another type of inversely dispersive soil 
profile (Case 4). Like the previous soil profiles, most measured values of Rayleigh phase 
velocity are less than the true values. At a normalized AC of 2, the lower-bound 
normalized Rayleigh wave velocity is about 0.98. At normalized array centers of 1 and 
0.5, the lower-bound normalized Rayleigh wave velocities are about 0.9 and 0.75, 
respectively. 
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For normalized values of AC greater than 1, near-field effects for this soil profiles 
are slightly more severe than those for normally dispersive soil profiles (Case 2) and are 
less severe than those of the other inversely dispersive soil profiles (Case 3). However, 
for normalized values of AC less than 1, near-field effects for this soil profiles are more 
significant than those for any other soil profile. For this low normalized AC, calculated 
normalized Rayleigh wave velocities are very scattered indicating high dependency of 
near-field effects on array configuration.  
   




































Figure 4.16 Near-field effects on the array-based active methods in inversely dispersive 
soil profiles (Case 4)  
 
 
Assuming that the results regarding near-field effects on array-based active tests can 
be used to estimate near-field effects on traditional SASW tests, the maximum errors 
associated with the previous near-field criteria in Table 4.1 may be approximated using 
Figures 4.13 through 4.16 with consideration of site conditions. For example, Heisey et al. 
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(1982) suggested that measured signals whose wavelength is 3 times greater than the 
value of d1 should be eliminated to mitigate near-field effects. Since the typical receiver 
configuration (i.e., d1 = ∆d) of SASW tests was used, the AC of the two-receiver array is 
1.5 times d1. Therefore, a longest acceptable wavelength associated with the criterion is 2 
times the value of the AC (i.e, AC/λR = 0.5). At a normalized AC of 0.5, the maximum 
probable errors due to near-field effects are about 17 %, 20 %, and 25 % for the Case 2, 
Case 3, and Case 4 soil profiles, respectively. It is also important to note that the 
traditional SASW tests have been known to be more vulnerable to near-field effects than 
array-based surface wave tests. Actual maximum errors associated with near-field effects 
on SASW tests could be larger than these estimated values.  
Because near-field effects are more severe for small values of normalized array 
centers, Figures 4.13 through 4.16 are re-plotted with emphasis on small-valued 
normalized values of AC as shown in Figure 4.17. To easily compare figures, they were 











































































Figure 4.17 Near-field effects on the array-based active methods in various soil profiles 
with emphasis on small normalized array centers: (a) homogeneous half-space (Case 1), 
(b) normally dispersive (Case 2) 
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4.3 LABORATORY SIMULATIONS 
Laboratory tests provide several advantages including better-controlled conditions, 
ease of repeatability, and more accurate measurements than field tests. These advantages 
allow performing parametric studies with better-controlled conditions, reduced time and 
available reference values from known material properties.  
To perform parametric studies of factors affecting results of surface wave methods, a 
method to simulate surface wave field measurement procedure in the laboratory is 
developed. A thin polymethylmethacrylate (PMMA) plate in an upright position was 
selected as a propagating medium for the laboratory simulations. To perform the 
theoretical study regarding wave propagation in the thin plate in upright position, the 
concept of generalized plane stress (Love, 1944) accounting for waves in a two-
dimensional (2-D) medium and the Rayleigh-Lamb frequency equation (Rayleigh, 1888; 
Lamb, 1889) accounting for waves in a plate need to be combined. The appropriate 
frequency range was determined based on a theoretical study of wave propagation in the 
PMMA plate, followed by selection of a source type and PMMA material properties for 
the frequency range. A preliminary study was performed to identify the source and 
system selected for the laboratory simulation. Laboratory simulations were then 
performed to investigate near-field effects based on these studies of Rayleigh wave 
propagation in the plate, the frequency range of interest, the medium properties for the 
frequency range, and source and system identification. 
4.3.1 Waves in a Thin PMMA Plate 
A thin PMMA plate in an upright position as shown in Figure 4.18 was selected as a 







can be considered a 2-D medium. The medium with a limited height, 2b, can be also 
considered as a plate with two free boundaries. The Rayleigh-Lamb frequency equation 
can be used to identify wavefields in a plate with two free boundaries. The concept of 
generalized plane stress can be applied to understand wavefields in a 2-D medium. The 
Rayleigh-Lamb frequency equation and the generalized plane stress concept are 
combined to identify wavefields in a thin PMMA plate in Figure 4.18. This section starts 
with introduction of the Rayleigh-Lamb frequency equation. The equation is slightly 
modified based on the concept of generalized plane stress in the y direction, leading to a 








   
 
Figure 4.18 Coordinate system for a thin plate in an upright position 
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A plate having finite dimension in height is often selected for laboratory tests. To 
successfully interpret results of laboratory tests with a plate, wave propagation in a plate-
type medium must be fully understood. It is known that waves in a plate are guided by 
two traction-free surfaces at the top and bottom of the plate.  
Wave propagation equation in an elastic plate was first investigated by Rayleigh 
(1888) and Lamb (1889). The final equation completely describing wave motions in their 
study is called the Rayleigh-Lamb frequency equation. A Detailed derivation of the 
Rayleigh-Lamb frequency equation can be found in Mindlin (1960), Victorov (1967), and 
Graff (1975). The Rayleigh-Lamb frequency equation in a plate with free boundaries at 


































− , b = half thickness of a plate, and k = wavenumber. 
The exponent +1 and –1 represent symmetric and anti-symmetric modes, respectively. 
Victorov (1967) and Zerwer (1999) observed the creation of Rayleigh waves in a 
plate by superimposed fundamental (both symmetric and asymmetric) Lamb modes at 
high frequency. Zerwer (1999) performed 2-D model tests using a small size PMMA 
plate with dimensions of 122 cm × 30 cm × 0.6 cm (width × height × thickness) to 
investigate the application of Rayleigh waves to the detection of near-surface fractures in 
typical structural elements such as a concrete beam. The generalized plane stress concept 
suggested by Love (1944) and the Rayleigh-Lamb frequency equation were employed to 
identify wavefields in the plate. Zerwer (1999) reported that Rayleigh waves were 
successfully detected and matched well with the theoretical results at frequencies greater 
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than 8.4 KHz. From the results of his experimental study, the use of 2-D model tests with 
a thin PMMA plate was validated as a propagating medium for laboratory simulations of 
surface wave methods. In this study, a larger PMMA plate with dimensions of 251 cm × 
127 cm × 1.2 cm (width × height × thickness) was selected as a 2-D medium because 
there is less interference from edge reflections and Rayleigh waves may be generated at 
lower frequency compared to a small plate1.  
Wave propagation in a thin plate held in an upright position as shown in Figure 4.18 
can be explained using wave propagation in a 2-D medium if wavelength is much longer 
than the plate thickness, 2h (Oliver et al., 1954). Parham and Sutton (1971) reported that 
if a wavelength was longer than 5 times the plate thickness, the concept of the 2-D wave 
propagation was valid. If the condition for the 2-D wave propagation is satisfied, the 
generalized plane stress concept can be applied to obtain simplified mathematical 
derivation of wave velocities through the medium (Oliver et al., 1954). The P-wave 








EMV DP  (4.5) 
where M, E, ρ, and ν are the constrained modulus, elastic modulus, mass density, and 
Poisson’s ratio of a medium, respectively.  
For a 2-D medium, plane stress condition in which stress is equal to zero in the y 





EV DP   (4.6) 
                                                 
1 Successful measurements of low-frequency Rayleigh waves are essential for studying important issues 
like near-field effects on array-based surface wave method. 
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In order to calculate the Rayleigh wave velocity in the plate, the vertically polarized 
shear (SV) wave velocity is necessary as well as the P-wave velocity because Rayleigh 
waves are generated by the combination of P- and SV-waves. The SV-wave velocity 















GV       (4.7) 
where G is the shear modulus.  
The final equation regarding wave propagation in the 2-D PMMA plate can be 
obtained by combining the Rayleigh-Lamb frequency equation with the generalized plane 
stress concept. As a consequence, VP (i.e., VP3D) and VS in Equation 4.3 are replaced with 








































































  (4.8) 
Given material properties, Equation 4.8 is a function of circular frequency ω and 
wavenumber k. Therefore, Equation 4.8 can be used to obtain a frequency-wavenumber 
(f-k) spectrum for the thin PMMA plate. Consequently, the f-k spectrum with given 
material properties is expected to show a frequency at which Rayleigh waves are created.  
4.3.2 System and Source Identification 
It is important to choose the equipment and signal processing techniques to optimize 
measurements in the desired range of frequency. In order to do this, the range of 
frequency needs to be selected based on understanding of wave propagation in a 
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propagating medium. In this section, the system and source identification for laboratory 
simulations with a thin PMMA plate will be discussed. 
4.3.2.1 Properties of PMMA 
PMMA is the medium material that was selected for the laboratory simulation. 
PMMA has been also widely known as its commercial name Plexiglas. PMMA was 
selected as the medium material due to following reasons: (1) the properties of the 
material are well known, (2) plates of various sizes are available in the marketplace and 
inexpensive, and (3) it may be easily machined.    
PMMA is a viscoelastic material, and its stiffness and damping ratio are dependent 
on frequency as shown in Figure 4.19. Considering the variation in the material 
properties with respect to frequency allows more accurate calculation of wavefields in the 
material, but requires complexity in the calculation. The complexity can be significantly 
reduced by choosing constant property values independent of frequency, which is 
reasonable for a limited frequency range. From Figure 4.19, Young’s modulus E ranges 
from 5.1 GPa to 5.3 GPa for frequencies ranging from 3 kHz to 20 kHz2. The range of VR 
in a 2-D medium calculated using the range of the Young’s modulus, mass density of 
1.19 (t/m3), and Poisson’s ratio of 0.33 is from 1166 (m/sec) to 1189 (m/sec). The 
variation in VR for this frequency range is about 1.9% of the largest VR and therefore, the 
assumption of constant stiffness of PMMA for the frequency range appears to be 
reasonable. Poisson’s ratio is also assumed constant through the frequency range, while it 
actually varies slightly with frequency. A Poisson’s ratio of 0.33 is selected for the 
frequency range. The assumption of constant stiffness offers a convenient means to 
extract the f-k spectrum from a theoretical study of wave propagation in the PMMA plate. 
                                                 
2 Rayleigh waves are present in the PMMA plate for this frequency range. See the next section for details. ` 
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Figure 4.19 Viscoelastic properties of PMMA (modified from Kopplemann (1958), Ferry, 
1980) 
 
Wave velocities in PMMA at various frequencies were reported by several 
researchers (Oliver et al., 1954; Press et al, 1954; Koppelmann, 1958) and tabulated in 
Table 4.8. It can be observed that the wave velocities are slightly different depending on 
investigator and operating frequency. In this study, the measurement of the P-wave in the 
PMMA medium was conducted using two 50 kHz transducers. From the measurement, 
Vp3D of 2581 (m/sec) was obtained and it was used to calculate other wave velocities such 
as VP2D, VS, VR3D, and VR2D. The value of VR2D of 1195 (m/sec) from the measurement is 
selected as a reference Rayleigh wave velocity in this 2-D PMMA medium for laboratory 























Oliver et al. 
(1954) 2724 2362 1372 1279 1261 67 2-D 
Press et al. 
(1954) 2644 2302 1332 1241 1224 67 2-D 
Koppelmann* 
(1958) 2544 2214 1282 1195 1178 10 N/A 
This study 2581 2246 1300 1212 1195 50 3-D 
* Velocities are back-calculated using the given properties. 
 
4.3.2.2 Rayleigh-Lamb waves in a thin PMMA plate 
Using these material properties, the complete spectrum of all the wavefields in the 
thin PMMA plate may be calculated using the Rayleigh-Lamb frequency equation for 2-
D condition as described in Equation 4.7. Since Equation 4.7 describes relationship 
between frequency and wavenumber of multiple mode Lamb waves, frequency-
wavenumber spectra and dispersion curves can be obtained. The complex, transcendental 
Rayleigh-Lamb frequency equation can be solved only numerically (Rose, 1999). With 
consideration of only real solutions of the Rayleigh-Lamb frequency equation, the 
numerical solutions of the equation were obtained by a root finding process called the 
scanning approach. Refer to Rose (1999) for details of the scanning approach.  
Frequencies ranging from 0 to 20 kHz and wavenumbers ranging from 0 to 100 
rad/m were scanned with a frequency scanning step size of 0.5 Hz and a wavenumber 
step size of 5 rad/m. Frequency-wavenumber spectra and dispersion curves associated 
with the first four modes of Lamb waves in the thin PMMA plate are shown in Figures 
4.20 and 4.21, respectively. 
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Figure 4.20 Frequency-wavenumber spectra of Lamb waves in a thin PMMA plate for (a) 
frequencies up to 20 kHz and (b) frequencies up to 5 kHz. Solid and dotted lines denote 
symmetric and anti-symmetric modes, respectively. The order of mode increases from 
bottom to top.  
 
 105



















VR = 1195 m/s 
 
(a) 




















VR = 1195 m/s 
 
(b) 
Figure 4.21 Dispersion curves of Lamb waves in a thin PMMA plate for (a) frequencies 
up to 20 kHz and (b) frequencies up to 8 kHz. Solid and dotted lines denote symmetric 





As shown in Figure 4.21(b), the fundamental symmetric and anti-symmetric Lamb 
modes appear to create Rayleigh waves in the thin PMMA plate at frequencies greater 
than approximately 3 kHz. Considering a largest acceptable wavelength to satisfy the 
assumption that the PMMA plate is a 2-D medium, frequencies ranging 3 kHz to 20 kHz 
are selected as operating frequency range for laboratory simulations with the plate. A 
theoretical Rayleigh wave velocity of 1195 (m/sec) is selected as a reference Rayleigh 
wave velocity of the PMMA plate for this range of frequency. 
4.3.2.3 Equipment configuration 
The PMMA plate used for laboratory simulations is shown in Figure 4.22. Holes 
with inner threads were drilled in inter-hole spacing of 3 cm at the top edge as shown in 
Figure 4.22 so that a variety of arrays of receivers mounted at arbitrary positions could be 
selected. The first hole is located at a position 80 cm away from the one end of the plate 
edge.  
 
                                     Holes for receiver mounting                       Source 
             
                                                          …                   
 
                                                                                             80 cm    
                                                                                                1.27 cm  
 






                                                                   251 cm   
Figure 4.22 PMMA plate used for laboratory simulations 
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Model WR 728T high frequency accelerometers manufactured by Wilcoxon 
Research Inc. are used as receivers. A VXI mainframe system with a 16 channel HP 
E1432A and a PCB 442A104 signal conditioner are used as recording units. A WR F7 
piezoelectric vibration generator as shown in Figure 4.23 is selected as a harmonic source. 
WR N7L matching network and WR PA7E are also required for use of the harmonic 
source. Figure 4.24 illustrates the equipment configuration for laboratory simulations 
with a harmonic source. 
 
 

























Figure 4.24 Equipment configuration for laboratory simulations 
 
4.3.2.4 Mass loading by receivers 
Array-based surface wave tests are preferably performed with multiple receivers 
placed simultaneously. Laboratory simulation with a thin PMMA plate was initially 
designed to perform simulated laboratory surface wave tests with multiple receivers 
placed simultaneously. Figure 4.25 shows frequency-wavenumber spectrum and 





























































VR = 1195 m/sec 
 
(b) 
Figure 4.25 Test results of laboratory simulation with 15 receivers placed simultaneously: 




Two important features are observed in Figures 4.25: (1) complicated wavefields at 
frequencies lower than about 10 kHz, and (2) measured phase velocities higher than the 
reference Rayleigh wave phase velocity at frequencies greater than 10 kHz. Mass loading 
by simultaneously placed receivers was suspected of a main cause of these unexpected 
features. To minimize the effect of receiver mass, a test was performed with only one 
receiver by moving it from position to position and repeating the source excitation. 
Finally, the individual tests were combined to calculate f-k spectra and dispersion curves. 
If each test is repeatable, this procedure provides experimental measurements of 
propagating waves at various locations with the minimized effect of receiver mass. The 
harmonic source is a good choice to satisfy the requirement of repeatability in 
measurements.  
Figure 4.26 shows frequency-wavenumber spectrum and dispersion curve from 
laboratory simulations performed in this manner. As shown in Figure 4.26, the 
complicated wavefields observed in Figure 4.25 at the frequencies lower than 10 kHz are 
no longer observed. Note that the measured phase velocities from the simulations with 
the minimized receiver mass effect are much closer to the reference Rayleigh wave 























































4.3.3 Laboratory Simulation Procedure to Investigate Near-Field Effects 
Based on the results of the study of system and source identification, a detailed 
procedure for laboratory simulation was developed to investigate near-field effects on 
array-based active methods. Laboratory simulations were performed for a set of 56 
frequencies ranging from 3 to 20 kHz. Since focus is on data at lower frequencies for the 
study of near-field effects, the frequencies were concentrated at lower values. Ten blocks 
of time-domain recordings with sampling frequency of 51.2 kHz were collected for a 
time period of 0.02 sec per each recording and averaged in frequency domain to reduce 
the variance of the signal.  
Laboratory simulations with arrays having 10, 15, and 20 receivers were performed. 
For each number of receivers, three uniform linear arrays with different SR distances 
were used for laboratory simulations as listed in Table 4.9. 
 
Table 4.9 Array sets used for laboratory simulation to investigate near-field effects 
Array parameter 
Array set 














8SR3RR-20  36.5 3 
11SR3RR-20 39.5 
20 57 
* Unit in the notation is cm. For example, 5SR3RR-10 denotes a uniform array of 10 receivers 




4.3.4 Results of Laboratory Simulations 
4.3.4.1 Dispersion curves 
Figure 4.27 shows comparisons of the dispersion curves from the laboratory 
simulations. Dispersion curves were plotted over the operating frequencies ranging 3 to 
20 kHz and VR of 1195 m/sec is also shown as a reference Rayleigh wave velocity. The 
deviations in dispersion curves from the reference wave velocity represent errors due to 
near-field effect. As shown in Figure 4.27, the hypothesis regarding near-field effects (i.e. 
near-field effects decrease with increasing frequency and with increasing array distance 
from the source) is satisfied. Note that errors due to near-field effects is much more 
significant for dispersion curves associated with the 10 receiver arrays compared to those 






























Vr = 1195 m/sec 
(a) 






















Vr = 1195 m/sec 
(b) 






















Vr = 1195 m/sec 
(c) 
 
Figure 4.27 Comparison of dispersion curves from laboratory simulations with various 
arrays of (a) 10 receivers, (b) 15 receivers, and (c) 20 receivers 
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4.3.4.2 Near-field effect criteria in terms of normalized parameters 
Figure 4.28 presents near-field effects captured by two normalized parameters with 
the dispersion data from laboratory simulations with arrays in Table 4.9. As shown in 
Figure 4.28, most errors due to near-field effects contribute to underestimation of the 
Rayleigh wave velocity. Most of the overestimated Rayleigh wave velocities occur with 
10-receiver arrays. Poor wavenumber resolution of the 10 receiver arrays may not be able 
to correctly identify wavenumbers.  
 













































4.4 FIELD TESTS 
4.4.1 Oakridge Landfill Site 
For the study of near-field effects, a series of surface wave field tests including 
active and passive tests was performed at the Oakridge landfill site in Dorchester, South 
Carolina on June 4~5, 2004. The site at the latitude of N33.0808º and the longitude of 
W80.2208º has a sufficiently large area for performing both active and passive surface 
wave tests with various arrays. Since the site was surrounded by excellent passive sources 
from downtown Charleston, Interstate Highway 26, and the Atlantic Ocean, successful 
passive wave tests were anticipated. The tests were done using the test equipment and 
data processing techniques presented in Chapter 2. 
The soil conditions consist of approximately 2 m of tan loose, medium to fine sand 
underlain by 2~6 m of white loose, fine sand, 6~8 m of black dense, medium to fine sand, 
8~11 m of loose sand, and 11~13 m of black dense, medium to fine sand. Beneath the 
dense sand layer are stiffer soils. The cone penetration test (CPT) data for the site is 
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Figure 4.29 Soil profile at Oakridge landfill site 
 
4.4.2 Test Configuration 
To evaluate near-field effects, active surface tests were conducted with three 
different non-uniform arrays: (1) the standard array of 15 receivers spaced at 2.4, 3, 3.7, 
4.6, 5.5, 6.7, 8.5, 10.4, 12.8, 15.2, 18.3, 21.3, 24.4, 29, and 33.5 m, (2) the standard array 
with the shift of 3.0 m (10ft), and (3) the standard array with the shift of 9.1 m (30ft) 
away from the source. A sledgehammer was used as a transient source and an 
electromagnetic shaker as a harmonic source. The measurements were made at a 
sampling frequency of 320 Hz for all the tests. Five repeated tests using the transient 
source were performed to average them with 210 time domain records for reduced 
variation in the signal. For the tests using the harmonic source, 5 blocks of 211 time 
domain records were measured for frequencies ranging 4 to 100 Hz and averaged.  
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4.4.3 Passive Test Results as Reference 
One of the biggest challenges in parametric studies using field test results is having a 
“true” value that is used as a reference value. For example, to study near-field effects, a 
dispersion curve that is not contaminated by near-field effects is needed as a reference. 
Passive waves coming from a far distance may be reasonably considered as plane 
Rayleigh waves. If assuming that the passive surface wave tests provide unbiased results, 
the results can be used as reference values that are not contaminated by near-field effects. 
Three passive surface wave tests were conducted using a 16-receiver circular array with 
radius of 27.4 m (90 ft). The 16 receivers were placed at equal spacing along the 
circumference of the circle. During each passive testing, passive energy was collected for 
256 seconds at a sampling frequency of 320 Hz. The 216 time domain records in each 
passive test were divided into 16 blocks to average them in frequency domain to reduce 
the variance of the results.   
4.4.4 Results of Field Tests 
4.4.4.1 Active field tests with various SR distances  
Figure 4.30 shows the comparison of the dispersion data from the active tests using 
the three arrays. The averaged dispersion curve from the three passive tests was also 
presented as a reference curve free of near-field effect since passive waves were 
considered plane Rayleigh waves. As shown in Figure 4.30, arrays further from the 
source produced dispersion curves closer to the assumed reference values. For 
frequencies over 10 Hz, similar dispersion curves are obtained regardless of array 
selection, indicating no serious near-field effects at higher frequencies.  
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Note that the minimum frequency in the dispersion curve becomes smaller as the 
array is shifted further away from a source. The minimum frequency is often limited by a 
wavenumber resolution determined by a total sampling distance of a given array. At 
frequencies below 10 Hz, Rayleigh wave velocities for the standard array with a shift of 
9.1 m are higher than those for the standard array. Higher velocities correspond to smaller 
wavenumbers and the wavenumbers may not be successfully resolved by an improper 
wavenumber resolution.  The two arrays have the same spatial resolution due to the same 
total sampling distance, and the wavenumber resolution may lead to unsuccessful 
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Figure 4.30 Comparison of dispersion curves from the filed tests for (a) frequencies up to 




4.4.4.2 Near-field effect according to source type 
In the field tests, two types of active sources (i.e., active-transient and active-
harmonic) were used. As discussed in Chapter 3, a harmonic source offers the following 
advantages over a transient source: (1) allowance of much greater control over the 
frequency content and (2) generation of meaningful lower-frequency energy compared to 
a transient source. It was anticipated that these advantages over a transient source 
provided a significant improvement in estimation of dispersion (or attenuation) data. The 
aforementioned advantages of a harmonic source may be visually shown by comparing 
dispersion curves from harmonic source tests to those from transient source tests. 
It is helpful to see the frequency contents in each transient source test to better 
understand the dispersion curves from each test. Figure 4.31 shows the frequency content 
of the transient source in the active tests with the three arrays. The frequency contents are 
similar and are concentrated at frequencies greater than about 20 Hz, leading to 


























































Figure 4.31 Frequency contents of energies generated by a transient source in tests with 
three arrays: (a) true magnitude and (b) normalized magnitude 
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Figure 4.32 presents f-k spectra associated with the transient source tests. As shown 
in Figure 4.32(a), severe noise interference is observed for the f-k spectrum associated 
with the standard array at frequencies lower than about 30 Hz. A similar observation was 
made for the 3 m shifted standard array from Figure 4.32(b). A small improvement in the 
f-k spectrum resulting from reduction in near-field effects was observed compared to that 
associated with the standard array having smaller AC. Finally, the near-field effects were 
significantly reduced by shifting the array further away from the source as shown in 


















































































Figure 4.32 Frequency-wavenumber spectra for active tests using a transient source: (a) 
standard array, (b) standard + 3 m array, and (c) standard + 9.1 m array 
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Figure 4.33 shows the comparison of dispersion curves from the transient source 
tests and those from the harmonic source tests for the three arrays. As anticipated based 
on the f-k spectra in Figure 4.32 and directly shown in Figure 4.33, the transient source 
test with the standard array did not provide meaningful dispersion data for frequencies 
less than about 28 Hz, while the transient source tests with the shifted standard arrays 
provided those for lower frequencies. Since the same transient source (a sledgehammer) 
generating similar frequency content energy was used for the tests, it is considered that 
the availability of dispersion data at lower frequencies results from mitigating near-field 
effects via shifting the array further away from a source. Note that the harmonic tests 
provided meaningful dispersion data for relatively low frequencies regardless of array 
configuration, although some errors caused by near-field effects might be included in the 
data depending on a given array. It may be considered that transient source tests are more 
vulnerable to near-field effects than harmonic source tests because of their incapability to 




























































































Figure 4.33 Comparison of dispersion curves of active tests using a transient source and a 
harmonic source: (a) standard array, (b) standard + 3 m array, and (c) standard + 9.1 m 
array 
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4.4.4.3 Near-field effect criteria in terms of normalized parameters 
To evaluate near-field effects, normalized parameters were plotted using the 
dispersion data of the active and passive tests as shown in Figure 4.34. Rayleigh wave 
velocities from the passive tests were used as plane Rayleigh wave velocities (reference 
values). As observed in Figure 4.33, most of the dispersion data were underestimated due 
to near-field effects. At normalized values of AC of 1 and 0.5, lower-bound normalized 
Rayleigh wave velocities are about 0.92 and 0.80, respectively, indicating maximum 
probable errors up to 8 % and 20 %, respectively. 
 













































4.5 COMPARISON AND SYNTHESIS OF  
NUMERICAL, LABORATORY, AND FIELD RESULTS 
4.5.1 Comparison of Numerical, Laboratory, and Field Results 
Numerical and experimental methods have their own advantages and limitations in 
performing parametric studies. For the investigation of several issues in surface wave 
methods, numerical methods have been frequently used. However, to successfully apply 
numerical results to real cases, limitations of the methods should be carefully considered. 
In this study, two experimental methods (laboratory simulations and field tests) as well as 
numerical method have been developed and performed to investigate near-field effects on 
array-based surface wave methods. Comparison and synthesis of numerical, laboratory, 
and field results are expected to allow extracting conclusions for better practical 
applications. 
Figure 4.35 shows the comparison of numerical simulation and laboratory simulation 
results. Due to dependency of near-field effects on soil condition, numerical results for 
Case 1 are compared with laboratory results, which have been obtained from tests with a 
homogeneous medium. For normalized AC greater than 1, numerical and laboratory 
results agree well although the plots of the laboratory simulation are slightly more 
scattered. However, many overestimated dispersion data were obtained from the 
laboratory simulation for normalized AC smaller than 1 unlike the numerical simulation 
results. Note that most of the overestimated data comes from the laboratory simulation 
results with the 10-receiver arrays as shown in Figure 4.28. If eliminating the data 
associated with the 10-receiver arrays, numerical and laboratory results agree better over 
the entire range of normalized AC.  
 128



























Numerical Simulation for Case 1
Lab Simulation                
 
Figure 4.35 Comparison of near-field effect criteria in terms of normalized parameters 
from laboratory simulation results and numerical simulation results for Case 1 
 
 
To successfully compare numerical simulation and field test results, soil conditions 
for the field test site needs to be identified. Figure 4.36 shows shear wave velocity 
profiles derived from active dispersion curves with three arrays at the Oakridge landfill 
site shown in Figure 4.30. As shown in Figure 4.36, a stiff layer between slightly softer 
layers is found indicating Case 4 type inversely dispersive soil condition. Based on 
general trend in the profiles, a soil condition may be considered as Case 2 type normally 
dispersive soil condition. Thus, the field test results were compared to numerical results 
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Figure 4.36 Shear wave velocity profiles at Oakridge landfill site 
 
Figure 4.37(a) shows the comparison of near-field effects captured by normalized 
parameters with field test results and numerical simulation results associated with Case 2. 
As seen in Figure 4.37(a), excellent agreement between the two results was observed for 
normalized AC values greater than 0.6. At normalized AC values less than 0.6, near-field 
effects from the field test results are much more severe than those from the numerical 
simulations. Figure 4.37(b) shows another comparison of near-field effects captured by 
normalized parameters with field results and numerical results associated with Case 4. As 
seen in Figure 4.37(b), the two results show excellent agreement for normalized AC 
values greater than 0.4. For normalized AC values less than 0.4, the differences between 
the results are insignificant compared to those from the previous comparison of field 
results with numerical results associated with Case 2.  
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Figure 4.37 Comparison of near-field effect criteria in terms of normalized parameters 






4.5.2 Summary of Errors Due to Near-Field Effects 
 
From the results of the studies with numerical simulations, laboratory simulations, 
and field tests, it was observed that majority of dispersion estimates contaminated by 
near-field effects were underestimated. Therefore, lower-bounds in the plots of 
normalized parameters can be used to approximate maximum probable errors caused by 
near-field effects for a given normalized AC depending on site conditions. Table 4.10 
summarizes lower-bound normalized Rayleigh wave velocities at three normalized array 
centers for four soil profiles based on the numerical results. Table 4.11 presents a 
summary of lower-bound normalized Rayleigh wave velocities at three normalized Array 
centers for two soil conditions based on the laboratory and field results. 
 
Table 4.10 Lower-bound normalized Rayleigh wave velocity based on numerical results 
Lower-bound normalized Rayleigh wave velocity Normalized AC Case 1 Case 2 Case 3 Case 4 
2 0.97 0.98 0.95 0.98 
1 0.94 0.95 0.85 0.9 




Table 4.11 Lower-bound normalized Rayleigh wave velocity based on laboratory and 
field results 
Lower-bound normalized Rayleigh wave velocity Normalized AC Laboratory simulations Field tests 
2 0.97 0.98 
1 0.9 0.92 







4.6 SUMMARY AND CONCLUSIONS 
From the results of numerical simulations, laboratory simulations, and field tests 
regarding near-field effects on array-based surface wave methods, the following 
conclusions are derived:  
(1) Near-field filtering criteria previously suggested for traditional SASW methods 
do not apply to array-based surface wave methods. Since near-field effects rely on 
soil condition, the study of the near-field effects needs to be performed according 
to soil condition. 
(2) Based on the two major causes of near-field effects, normalized array center (AC) 
and normalized Rayleigh wave velocity were proposed to perform the study of 
near-field effects and successfully captured near-field effects for various array 
configurations and various soil profiles. Plots of these dimensionless parameters 
can be applied to active surface wave tests with any scale for evaluation of near-
field effects.  
(3) Dispersion estimates from the array-based surface wave methods with limited 
number of receivers placed at limited space usually contain errors caused by array 
effects as well as near-field effects. In the numerical simulations, array-effects can 
be excluded by calculating a reference dispersion curve from Rayleigh Green’s 
function solutions corresponding to the same array as a dispersion curve of 
combined body and Rayleigh waves.  
(4) Underestimation of dispersion values is a primary impact caused by near-field 
effects. Therefore, lower boundaries in the plots of the normalized parameters for 
four different soil profiles are considered as criteria to approximate maximum 
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probable errors caused by near-field effects at a certain normalized AC for 
corresponding site conditions. For normalized AC of 2, normalized Rayleigh 
wave velocities corresponding to lower boundaries range from 0.95 to 0.98 
depending on soil profiles. For normalized AC of 1 and 0.5, the lower boundary 
normalized Rayleigh wave velocities range from 0.86 to 0.95 and from 0.75 to 
0.91, respectively, depending on soil profiles.  
(5) Near-field effects become more significant for the inversely dispersive soil 
profiles due to much more complicated wavefields in these soil profiles compared 
to the homogeneous half-space and the normally dispersive soil profile. In 
addition to near-field effects, array effects become more serious for the inversely 
dispersive soil profiles than for the normally dispersive soil profile. The 
capabilities of the array-based surface wave methods with a certain array with a 
limited number of receivers to estimate accurate dispersion data are more 
restricted for the inversely dispersive soil profiles. 
(6) Laboratory simulation using a thin PMMA plate was developed to investigate 
factors affecting surface wave measurements. The hypothesis regarding near-field 
effects was verified using dispersion curves from the laboratory simulations with 
various array configurations. Plots of the two normalized parameters with data 
from the laboratory simulations agree well with those with data from the 
numerical simulations for the homogeneous half-space. 
(7) Active surface wave field tests with two different sources and three different 
linear arrays were performed to investigate near-field effects. Passive surface 
wave field tests were also performed to provide a dispersion curve that was 
 134
assumed to be free of near-field effects. Dispersion curves from the active tests 
satisfy the hypothesis regarding near-field effects. Active tests with the transient 
source appear to be more vulnerable to near-field effect than those with the 
harmonic source because of the insufficient low frequency energy and the lack of 
noise removal techniques.   
(8) Field test results are compared with numerical simulation results associated with 
Case 2 and Case 4 soil profiles using normalized parameters. Field tests results 
show excellent agreement with numerical simulation results for both soil profiles 
at normalized AC values greater than 0.6. For normalized AC values less than 0.6, 
field test results agree more with numerical simulation results for Case 4 than 









COMBINED ACTIVE-PASSIVE  
SURFACE WAVE MEASUREMENTS 
 
5.1 INTRODUCTION AND STATEMENT OF THE PROBLEM 
As discussed in Chapter 3, surface wave methods may be divided into two types, 
active and passive methods, according to the source of the surface waves. Both methods 
have been used in geotechnical engineering as summarized in Table 5.1. 
 
Table 5.1 Classification of surface wave methods (after Tokimatsu, 1995) 






point loading Jones (1958) 
Active Random 
point loading 
Less than about 
0.2~0.5 s 
(more than about 
2~5 Hz) 




Less than 1 s 














   Active tests can be performed using an active source and a one-dimensional (i.e., 
linear) array of receivers to monitor ground response caused by the propagating waves. 
Active tests, however, are limited in their ability to sample deep soils due to the difficulty 
of generating low-frequency energy with reasonably portable sources. Passive sources 
such as microtremors and cultural noise have been utilized as an alternative to overcome 
this limitation because passive waves typically contain more low-frequency energy and 
thus penetrate more deeply. The frequency range measured during passive testing is often 
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on the order of 1 to 10 Hz, depending on site conditions, characteristics of the passive 
source, and characteristics of the receiver array (Yoon and Rix, 2004). A two-
dimensional array of receivers is required to collect passive waves because of the 
unknown locations of the passive sources during testing.  
Active and passive tests may be combined to enable measurements of the shear wave 
velocity profile to greater depths without sacrificing the near-surface resolution offered 
by the active method (Hebeler, 2001; Rix et al., 2002; Yoon and Rix, 2004). Generally, 
the passive and active measurements overlap in the frequency range of approximately 4 
to 10 Hz, and there are often systematic differences between the two measurements 
(Yoon and Rix, 2004). It is necessary to resolve these differences to obtain an accurate 
composite dispersion curve. In this chapter, features of active and passive measurements 
that are responsible for differences between them will be discussed using numerical 
simulations and field experiments. 
The goal of this study is to develop a procedure to combine active and passive 
measurements to form an accurate composite dispersion curve over a broad range of 
frequencies.  
 
5.2 FIELD MEASUREMENTS 
5.2.1 Williams Street Park Site 
Active and passive surface wave measurements were performed at the Williams 
Street Park site in San Jose, California on July 8, 2003. Since the site was surrounded by 
excellent passive sources from downtown San Jose, Interstate Highway 280, the Pacific 
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Ocean, and San Francisco Bay, successful passive tests were anticipated. A large, flat 
area at the site allowed for passive tests with circular arrays of large radii.  
The soil conditions consist of approximately 9 m of sandy gravel underlain by 9 – 18 
m of silty clay and 18 – 50 m of sandy gravel. Beneath the sandy gravel are stiffer 
sediments, which are composed of clay, silt, sand, and gravel. The gravels are composed 
largely of sandstone, basaltic volcanics, and red chert eroded from Franciscan bedrock in 
the surrounding mountains (Hanson et al., 2002). The based of the Holocene-aged 
sediments is marked at a depth of 23 m (Hanson et al., 2002).  
5.2.2 Active and Passive Measurements 
The 16-channel, VXI-based data acquisition unit described in Chapter 3 was used for 
recording test data from the field measurements. A mixture of Kinemetrics SS-1 Ranger, 
shown in Figure 5.1(a), and Mark Products L4-C, shown in Figure 5.1(b), geophones 











(a)          (b) 
Figure 5.1 Receivers used at the Williams Street Park site: (a) Kinemetrics SS-1 Ranger 
geophone and (b) Mark Products L4-C geophone  
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An active test was performed using an electromechanical harmonic source shown in 
Figure 3.3 and the standard, non-uniform array of 15 receivers spaced at 2.4, 3, 3.7, 4.6, 
5.5, 6.7, 8.5, 10.4, 12.8, 15.2, 18.3, 21.3, 24.4, 29, and 33.5 m. The source generated 
Rayleigh waves at 54 frequencies ranging from 4 to 100 Hz that were monitored by the 
array of receivers. Five blocks of 211 time domain records were measured by a sampling 
frequency of 320 Hz and averaged to reduce the variance of the calculated spectra. 
In addition to the active test, nine passive surface wave tests were performed using 
16-receiver circular arrays with radii of 30, 40, and 50 meters. The 16 receivers were 
equally spaced along the circumference of each circle. During each passive test, data 
were collected for 256 seconds at a sampling frequency of 320 Hz. The 216 time domain 
records in each passive test were divided into 16 blocks for averaging. The frequency 
resolution in the passive tests was ===∆ 4096320HzNff S 0.078 Hz, where N is the 
number of time domain records for each block. 
In both tests, time histories recorded at each receiver were used to calculate surface 
wave phase velocities using the frequency-wavenumber (f-k) analysis discussed in 
Chapter 3. The experimental dispersion curve from the active test is shown in Figure 5.2. 
Dispersion data were successfully obtained at frequencies up to 70 Hz. Spatial aliasing 
prevented the use of data at frequencies greater than 70 Hz.  
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Figure 5.2 Active dispersion curve at Williams Street Park site 
 
The frequency spectrum of measured passive waves is useful to determine the 
frequency range over which reliable dispersion data may be obtained in passive tests. 
Figure 5.3 shows the frequency content of passive waves collected by one receiver during 
a passive test using the array with a 30-m radius. The frequency content is concentrated at 
frequencies ranging from about 2 to 8 Hz, indicating the viability of passive 
measurements in this frequency range. In addition to the frequency content of the passive 
waves, the array’s characteristics limit the frequency range of passive dispersion data. As 
shown in Figure 5.4, passive dispersion curves were obtained at frequencies ranging from 
about 2 to 8 Hz for the tests using the array with a 30-m radius and at frequencies ranging 
from about 2 to 7 Hz for the tests using the arrays with 40-m and 50-m radii, depending 
on the maximum wavenumbers determined by the minimum receiver-to-receiver (RR) 
distances. Figures 5.4(a) through 5.4(c) show experimental dispersion curves from the 
nine passive tests for the arrays with radii of 30 m, 40 m, and 50 m, respectively. For 
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each array, the three dispersion curves were averaged to yield a representative 





















































Test 1 with 30m radius array
Test 2 with 30m radius array
Test 3 with 30m radius array
Averaged
 (a) 





















Test 1 with 40m radius array
Test 2 with 40m radius array
Test 3 with 40m radius array
Averaged
 (b) 





















Test 1 with 50m radius array
Test 2 with 50m radius array




Figure 5.4 Dispersion curves from nine passive tests performed using the circular arrays 
with radii of (a) 30 m, (b) 40 m, and (c) 50 m 
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The averaged passive dispersion curves corresponding to the three different passive 
arrays are compared with the active dispersion curve in Figure 5.5. In Figures 5.5(a) and 
5.5(b), the dispersion curves are compared for the entire frequency range and for the 
overlapping frequencies, respectively. The three averaged passive dispersion curves 
exhibit the same general trend, but phase velocities from the tests with larger arrays are 
generally less than those from smaller arrays, especially at low frequencies. From the 
comparison between the active and passive dispersion curves in Figure 5.5(b), it is 
apparent that the passive phase velocities exceed the active values, and that the difference 










































































Figure 5.5 Comparison of average dispersion curves from passive tests with three arrays 







5.2.3 Differences between Active and Passive Dispersion Curves 
Based on the observed differences between active and passive dispersion curves, it 
can be hypothesized that they result from phenomena that are frequency-dependent. 
Similar differences have been also observed by other investigators (Hebeler, 2001; Rix et 
al., 2002). In their study, a composite dispersion curve was formed by simply averaging 
the active and passive curves within this range of frequencies as shown in Figure 5.6. 
Hebeler (2001) stated that differences between active and passive estimates were thought 
to be a combination of random measurement errors as well as systematic errors in the two 
estimates. However, no further discussion about the differences and no method to resolve 
them have been suggested.  
 
 
Figure 5.6 Active and passive dispersion curves for Mud Island B site (Rix et al., 2002). 
Combined active-passive dispersion curve was obtained by averaging the active and 
passive data in the overlapping frequencies. 
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Systematic errors included in active and passive dispersion data often limit the 
capability of the two methods to provide accurate dispersion estimates. These systematic 
errors are mainly explored as possible means to explain and resolve the difference 
between the active and passive dispersion curves. In active tests, significant systematic 
errors are caused by near-field effects, which tend to underestimate phase velocities at 
low frequencies as discussed in Chapter 4. In this chapter, the focus is on understanding 
systematic errors in passive tests, which may result from limited wavenumber resolution 
or energy leakage into sidelobes. It is anticipated that resolving differences between 
active and passive dispersion curves will lead to a more accurate composite dispersion 
curve. 
 
5.3 WAVENUMBER PRECISION 
The frequency domain beamformer (FDBF) searches for the largest peak in the 
wavenumber spectrum at a specific frequency to calculate the phase velocity at that 
frequency. The wavenumber spectrum is defined at a pre-selected number of discrete 
points. In the f-k analysis used in the active and passive tests, these points were defined 
by dividing a given wavenumber range by a selected number of trial wavenumbers. 
Wavenumber precision is defined by the increment between adjacent wavenumbers. Poor 
wavenumber precision can result in errors in selecting a dominant wavenumber up to a 
half of wavenumber increment used to define the wavenumber spectrum. In addition to 
poor wavenumber resolution and sidelobe leakage, poor wavenumber precision resulting 
from discretizing the wavenumber spectrum too coarsely must be investigated as another 
cause of error. Poor wavenumber precision can result in errors in selecting a dominant 
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wavenumber up to one half of the wavenumber increment used to define the wavenumber 
spectrum.  
Errors due to poor wavenumber precision may become more significant in passive 
tests compared to active tests for two reasons: (1) wavenumbers in passive tests are 
usually very small compared to those from active tests because of the lower frequencies 
and higher phase velocities (in normally dispersive media), and (2) a larger wavenumber 
domain defined by positive and negative wavenumbers in both the x and y directions 
must be searched compared to that in active tests where the wavenumber domain includes 
only positive wavenumbers in the x direction. Improving the wavenumber precision can 
be achieved simply by increasing the number of trial wavenumbers. However, this 
requires more computation time. To optimize the required wavenumber precision, it is 
desirable to approximate the maximum probable errors that may be included in dispersion 
estimations due to limited wavenumber precision. 
In this study, a wavenumber precision of 0.001 (rad/m) was selected for searching a 
peak in the wavenumber spectrum. At a wavenumber greater than 0.02 (rad/m), this 
wavenumber precision may create the maximum errors within ± 4 % of the true 
wavenumber.  
 
5.4. WAVENUMBER RESOLUSION AND SIDELOBE LEAKAGE 
As discussed in Chapter 3, perfect spatial sampling of a signal requires infinite 
integrals over space. In practice, however, the signal may be sampled only at a finite 
number of locations. This limitation influences the ability to determine a wavenumber 
associated with the signal from a steered response power spectrum. Errors in passive 
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dispersion estimates result mainly from: (1) poor wavenumber resolution and (2) energy 
leakage into sidelobes of the array smoothing function (ASF). The latter can be evaluated 
by examining the mainlobe width and sidelobe heights of the ASF for a selected array.  
5.4.1 Wavenumber Resolution 
Long (1964) pointed out a phenomenon in which two seismic waves with the same 
velocity combined, leading to measured phase velocity slower than the true velocity. 
During processing of passive measurements with f-k analysis, the presence of multiple 
waves close to one another in the 2-D wavenumber domain may lead to incorrect 
estimation of Rayleigh wave phase velocity. This problem occurs when the limited 
wavenumber resolution of a given array can not accurately separate the multiple waves, 
leading to an incorrectly-measured wavenumber that is smaller than the true value.  
Assume two plane waves propagating from slightly different directions with the 
same velocity and unit amplitude. For a given frequency, Points A and B in Figure 5.7 
indicate the true locations of the waves in 2-D wavenumber space. Since the velocity is 
the same for the two waves, the value of k is the same for the waves and thus Points A 
and B lie on the same circle. With limited wavenumber resolution that is insufficient to 
separate the two waves, the apparent peak would be located midway between two true 
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Figure 5.7 Two plane waves and a merged wave due to limited wavenumber resolution in 
2-D wavenumber space 
 
Since the measured wavenumber represented by the distance of Point C from the 
origin is smaller than a true wavenumber, i.e., distance AO or BO, the estimated phase 
velocity is greater than the true phase velocity.  
The amount of the error induced by the limited wavenumber resolution is dependent 
on an angle α between the propagation directions of two waves. For a given frequency f, 
the ratio between the apparent wave velocity obtained from the merged peak and the true 

























  (5.1)  
where, Vapp = apparent velocity, Vtrue = true velocity, kapp = apparent wavenumber, and 
ktrue = true wavenumber. Figure 5.8 shows the ratio in Equation 5.1 as a function of α. 
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The ratio is about 1.1 for an angle α of 50 degrees. The ratio increases with increasing the 
angle α, requiring more careful attention to this phenomenon for large values of α.   
 




















Figure 5.8 Ratio of Vapp to Vtrue as a function of α 
 
The phase velocities of the two waves can be calculated correctly only if the 
wavenumber resolution, which depends on the aperture of the array, is sufficient to 
isolate each wave. Wavenumber resolutions corresponding to half of the mainlobe widths 









==∆                for a circular array  (5.3) 
where, D is a spatial extent of a linear array and R is a radius of a circular array. 
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To investigate the effects of limited wavenumber resolution, a circular array of 16 
receivers deployed equally along the circumference of the circle with a 30-m radius is 
chosen. Figures 5.9(a), 5.9(b), and 5.9(c) present the array’s geometry, the ASF of the 
array in 2-D space, and the ASF in 3-D space, respectively. As shown in Figures 5.9(b) 
and 5.9(c), a mainlobe is observed at the origin and first group of sidelobes with 
normalized magnitude greater than 0.5 are found at distance of about 0.6 (rad/m) from the 
mainlobe. The wavenumber resolution of the array (∆k) is calculated using Equation 5.3 
















































































Figure 5.9 16-receiver circular array with a radius of 30 m: (a) geometry, (b) ASF in 2-D 




As a simple example of a wavefield consisting of multiple waves, assume a 
wavefield consisting of two unit amplitude monochromatic plane waves defined by a 
single frequency ω0 and two wavenumber vectors k1 and k2 as described in Equation 5.4.   
),(),(),( 21 tststs xxx +=   (5.4) 
where [ ])(exp),( 101 xkx −= tits ω  and [ ])(exp),( 202 xkx −= tits ω . 
Let the two waves propagate with the same wave velocity of 200 (m/s) at 5 Hz and 
different directions separated by an angle α of 42°. The wavenumber corresponding to 
the velocity and frequency is 0.1571 (rad/m). Figure 5.10 shows the wavenumber 
spectrum of the two waves measured by the 16-receiver circular array with a 30-m radius. 
The wavenumber resolution defined by the aperture of the array is insufficient to isolate 
each wave, leading to incorrectly measured wavenumber. Note that the ratio of the 
measured velocity, 214 (m/s), to the true velocity, 200 (m/s), is 1.07 and is equal to the 
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Figure 5.10 Example of unresolved waves by poor wavenumber resolution. ∆k = array’s 
wavenumber resolution and ∆k b/w peaks = separation of two waves in the wavenumber 
domain. + indicates locations of the true wavenumbers and ∆ indicates location of 
measured wavenumber. 
 
5.4.2 Sidelobe Leakage 
In addition to poor wavenumber resolution, energy leakage into sidelobes may cause 
incorrectly measured wavenumbers. As mentioned, the phenomenon deserves more 
attention for passive tests that normally deal with a wavefield consisting of multiple 
waves.  
The investigation of the sidelobe leakage effect is performed with the same 
wavefield as previously used in Figure 5.10 except for the angle α. For values of αs of 
43° and 87°, the wavenumber spectra of the two waves measured by the 16-receiver 
circular array with a 30-m radius are presented in Figures 5.11(a) and 5.11(b), 
respectively. 
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(a)                                                                     (b) 
Figure 5.11 Examples of spurious peaks due to sidelobe leakage for: (1) α = 43° and (2) 
α = 87°. ∆k = array’s wavenumber resolution and ∆k b/w peaks = separation of two 
waves in the wavenumber domain. + indicates locations of the true wavenumbers and ∆ 
indicates location of measured wavenumber. 
 
For the angle α of 43º in Figure 5.11(a), energy leakage due to sidelobes creates a 
spurious peak in the wavenumber spectrum, yielding an incorrectly-measured 
wavenumber. Note that the measured wave velocity of 121 (m/s) is significantly different 
than the true wave velocity of 200 (m/s). Another incorrectly-measured wavenumber due 
to sidelobe leakage was observed for the angle α of 87º as shown in Figure 5.11(b). The 
location of the spurious wavenumber peak is different than that associated with the angle 
α of 43º. Difference between the measured velocity of 47 (m/s) and the true velocity is 
also significant.  
From the investigation of sidelobe leakage effect on passive dispersion estimates, it 
was observed that the measured wavenumbers are significantly different from the true 
wavenumber. Thus, incorrectly measured wavenumbers due to sidelobe leakage can 
usually be easily identified.  
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5.4.3 Threshold Ratios Associated with Errors in Passive Data  
Through the investigations using the two plane waves propagating with the same 
wave velocity of 200 (m/s) at 5 Hz and the angular separation of α, incorrectly measured 
wavenumbers due to poor wavenumber resolution and energy leakage into sidelobes were 
observed. Now, the angle α is increased up to 88°. Figure 5.12 shows the successful 
isolation of each wave by the wavenumber resolution for the 16-receiver circular array 
with a 30-m radium.  
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Figure 5.12 Example of resolved waves by a given wavenumber resolution. ∆k = array’s 
wavenumber resolution and ∆k b/w peaks = separation of two waves in the wavenumber 
domain. + indicates locations of the true wavenumbers and ∆ indicates location of 
measured wavenumber. 
 
From Figures 5.10 through 5.12, it is important to notice that two important 
threshold angles appear at 43° and 88°. These are associated with the generation of a 
spurious peak due to sidelobe leakage and the isolation of each wave with the 
wavenumber resolution, respectively. At angular separation with α smaller than 43°, the 
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two waves can not be isolated by the given wavenumber resolution, yielding an 
incorrectly measured wavenumber, which can be estimated using Equation 5.1. At 
angular separation with α within 43° and 87°, sidelobe leakage creates a spurious peak, 
yielding an incorrectly measured wavenumber, which is significantly different from the 
true wavenumber. Finally, the waves may be successfully isolated for values of α greater 
than 87°. 
More investigations regarding the threshold angle α's have been performed for two 
waves with different wavenumbers (i.e., different frequencies and different wave 
velocities). For a larger wavenumber, the 1st threshold angle, αt1st, and the 2nd threshold 
angle, αt2nd become smaller and for a smaller wavenumber, they become larger, 
indicating the dependency of the angles on wavenumber magnitude. Based on this result, 
it can be considered that αt1st and αt2nd are dependent only on the value of true 
wavenumber of two waves for the same array. As discussed, αt1st appears when sidelobe 
leakage starts creating a spurious peak. Two waves can not be successfully isolated due 
to sidelobe leakage until α reaches αt2nd. Important features associated with αt1st and αt2nd 
derived from these investigations are summarized in Table 5.2. 
 
Table 5.2 Important features associated with αt1st and αt2nd 
Angle α α < αt1st αt1st < α < αt2nd αt2nd < α 
Cause of error Poor wavenumber resolution Sidelobe leakage None 
Status of  
measured waves Non-isolated 
Represented by a 
spurious peak Isolated 
Measured 
wavenumber Underestimated 
Either under- or 
overestimated Correct 
Measured  
wave velocity Overestimated 




Values of threshold angles αt1st and αt2nd are dependent on the wavenumber 
resolution of a given array and the wavenumber of each wave. It is desirable to develop a 
single term considering the two parameters simultaneously. An array’s capability to 
isolate two waves propagating with different directions depends on a distance (in 
wavenumber space) between the two waves relative to the array’s wavenumber resolution. 
Therefore, two important wavenumber distances between two waves (∆k1st and ∆k2nd 
associated with αt1st and αt2nd, respectively) are dependent only on the wavenumber of a 
given array. Therefore, it appears to be more effective to use a term of threshold ratio 
between a wavenumber distance associated with αt1st or αt2nd and the wavenumber 
resolution. From the investigation results with the given example shown in Figures 5.10 
through 5.12, two threshold ratios are calculated as follows: 
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   (5.5b) 
The wavenumber distance between two waves at a certain α is linearly proportional 
to a true wavenumber of the two waves. The wavenumber distance for a certain α can be 
simply calculated with a true wavenumber. Using the threshold ratios given from 
Equations 5.5a and 5.5b, the ratio of a wavenumber distance to a wavenumber resolution 
of a selected array can be used to determine status of the two waves measured by the 
array. Figure 5.13 presents Vapp/Vtrue associated with the maximum errors due to poor 
wavenumber resolution as a function of true wavenumbers for the 16-receiver circular 
array with a 30-m radius. Since poor wavenumber resolution influences measurements 
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for α smaller than αt1st, Vapp/Vtrue was calculated based on the 1st threshold ratio in 
Equation 5.5(a).   
 




















Figure 5.13 Ratio Vapp/Vtrue corresponding to limited wavenumber resolution effect as a 
function of true wavenumber for 16 receiver circular array with 30 m radius 
 
5.4.4 Two Waves with Different Amplitudes 
The investigation summarized in Figures 5.10 through 5.12 was performed assuming 
that the two waves each have the same amplitude. Thus, the ratio Vapp/Vtrue in Figure 5.13 
corresponds to the maximum probable error associated with this ideal condition. In 
practice, this condition is rarely satisfied. Usually, there is a dominant passive source at a 
certain frequency, and one wave is superior to the others in terms of energy. Therefore, 
additional investigation regarding wavenumber resolution and energy leakage into 
sidelobes is conducted with two waves with different amplitudes.  
Table 5.3 presents the summary of the results of the investigation. The first threshold 
angle αt1st appears at 43º for the ratios of 1:1 and 1:0.9 and at 44º for the ratio of 1:0.8. 
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The first threshold angle αt1st is very stable for these amplitude ratios. It may be deduced 
that αt1st is determined more dominantly by the array characteristics rather than the wave 
characteristics. For the ratio of 1:0.7, αt1st was not observed. As summarized in Table 5.3, 
the values of αt2nd corresponding to the separation of two waves are 88º, 78º, and 62º for 
the respective ratios of 1:1, 1:0.9, and 1:0.8. With increasing difference in amplitudes, the 
two waves can be successfully separated at smaller values of α. The second threshold 
angle αt2nd appears when the two waves are sufficiently apart from each other compared 
to the wavenumber resolution. It is observed that sidelobe leakage becomes less 
significant with increasing difference in amplitudes. For the amplitude ratio of 1:0.7, no 
value of αt2nd was observed. For waves with this amplitude ratio, the sidelobes do not 
reinforce to yield a spurious peak larger than the true peak. 
 
Table 5.3 Values of αt1st and αt2nd associated with various amplitude ratios between two 
waves 
Amplitude ratio αt1st (º)  αt2nd (º) 
1:1 43 88 
1:0.9 43 78 
1:0.8 44 62 
1:0.7 Not observed Not observed 
 
5.5 RECOMMENDATIONS FOR IMPROVING PASSIVE MEASUREMENTS 
5.5.1 Improvement of Array Characteristics 
Poor wavenumber resolution and energy leakage into sidelobes may distort 
calculations of passive dispersion data if they are not properly handled. Both errors can 
be minimized by improving the array characteristics to the extent possible to obtain more 
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accurate dispersion data. For a surface wave test at the site, the number of receivers and 
the geometry of an array are limited by equipment conditions, an available area for 
placing the receivers, and testing time. For these constraints, it is required to optimize 
array geometry to obtain a good balance between wavenumber resolution and sidelobe 
height.  
Wavenumber resolution can be simply improved by increasing the spatial extent of 
an array. However, for passive testing, increasing the spatial extent is often limited due to 
several considerations: First, for a fixed number of receivers it can only be achieved at 
the expense of increased energy leakage. For this condition, increasing an array’s spatial 
extent increases sidelobe heights in the ASF, leading to increased energy leakage. Figure 
5.14 shows ASF’s of three 16-receiver circular arrays with radii of 30 m, 40 m, and 50 m. 
As shown in Figure 5.14, the width of a mainlobe decreases with increasing spatial 
extent, indicating improved wavenumber resolution. However, increasing the spatial 
extent with the same number of receivers results in more sidelobes located at closer 
distances from a mainlobe, indicating more severe sidelobe leakage. As discussed, the 
increased energy leakage may produce incorrectly measured wavenumbers during the f-k 
analysis. Second, a large flat area for a spatial array such as a circular array that must be 
used in passive testing is not always available depending on location of a site. For the 
passive test in urbanized area, such a limitation becomes significant and the test often 













































































Figure 5.14 Comparison of ASFs of three circular arrays with different radii of: (a) 30 m, 
(b) 40 m, and (c) 50 m. Contours are plotted for normalized magnitudes over 0.5 with 0.1 
intervals.  
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If available, increasing the number of receivers to increase spatial sampling is a good 
means to improve wavenumber resolution without sacrificing energy leakage control. 
However, in practice the number of receivers is often limited by testing devices as well as 
testing time.  
Poor wavenumber resolution and sidelobe leakage become more important in passive 
tests because: (1) a focus is placed on waves with very small wavenumbers and (2) the 
limitation resulting from given devices and site condition becomes more stringent to a 
two-dimensional array with a given number of receivers. Therefore, poor wavenumber 
resolution and sidelobe leakage deserve more attenuation for passive tests.  
As discussed in the previous section, the 1st and 2nd threshold ratios in Equations 5.5a 
and 5.5b are valid for 16-receiver circular arrays with various spatial extents. The 
maximum errors due to poor wavenumber resolution can be presented in terms of 
Vapp/Vtrue and true wavenumber depending on spatial extent of an array. As shown in 
Figure 5.15, Vapp/Vtrue associated with the maximum errors caused by limited 
wavenumber resolution can be reduced significantly by increasing the spatial extent of an 
array.  
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Figure 5.15 Errors due to poor wavenumber resolution in terms of Vapp/Vtrue and true 
wavenumber for 16-receiver circular arrays with various spatial extents  
 
Focus on significant reduction in Vapp/Vtrue by increasing spatial extent of an array 
for low wavenumbers in Figure 5.15. For passive tests exposed to waves with very small 
wavenumbers, an array with sufficiently large spatial extent is primarily required to yield 
data with reasonably acceptable errors due to limited wavenumber resolution. In practice, 
the maximum spatial extent of a circular array often depends on the size of flat area at the 
testing site. From a rule of thumbs based on the author’s experience with passive data 
analysis, a 16-receiver circular array with a 30-m or larger radius would be necessary for 
accurately measuring waves with wavenumbers as small as 0.02 rad/m. If having no prior 
information regarding a dispersion curve at the site, passive tests using two circular 
arrays with different radii would be desirable to approximate severity of errors due to 
poor wavenumber resolution.  
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5.5.2 Refining Process to Remove Passive Data with Significant Errors 
In addition to optimizing the array configuration prior to performing a passive test, it 
is also helpful to carefully examine the dispersion data following the test to identify and 
remove errors due to poor wavenumber resolution and sidelobe leakage. 
From the dispersion curves for various soil profiles derived from numerical 
simulations in Chapter 4, it was observed that for low frequencies, the fundamental 
Rayleigh mode is dominant. For passive tests focusing on dispersion data at low 
frequencies, usually below 10 Hz, a dispersion curve with a smooth general trend is 
expected rather than one with transitions in modes. Therefore, any dispersion datum that 
differs significantly from a general trend can be suspected of being created by poor 
wavenumber resolution or sidelobe leakage. Another fact that might be useful for 
identifying dispersion data with significant errors due to poor wavenumber resolution or 
sidelobe leakage is that propagation directions of passive waves are expected to be 
reasonably consistent for frequencies in particular range. If sidelobe leakage creates a 
spurious peak in wavenumber domain, its direction must be different than a true one that 
is expected to be consistent with other adjacent ones.    
A manual process based on these two facts can be useful to find and delete 
dispersion data with significant errors due to poor wavenumber resolution or sidelobe 
leakage. In this study, this manual process is named manual refining process or refining 
process. Figures 5.16 through 5.18 illustrate the refining processes applied to the nine 
sets of passive dispersion data at the Williams Street Park site over frequencies ranging 
from about 2 to 8 Hz. In each refining process, measured Rayleigh wave velocities, 
propagation directions of the waves, and Pmax (maximum in the steered response power 
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spectrum) magnitudes are presented as functions of frequency. For dispersion data 
significantly different from the general trend, their propagation directions are compared 
with other adjacent ones. Dispersion data with propagation directions much different 
from others may have significant errors due to wavenumber resolution or sidelobe 
leakage. Too large or too small wave velocities with inconsistent propagation directions 
are also indicative of having serious errors due to poor wavenumber resolution or 
sidelobe leakage. As expected, more serious sidelobe leakage and spatial aliasing are 
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Figure 5.16 Refining process applied to dispersion data from three passive tests using a 
circular array with 30 m radius: (a) test 1, (b) test 2, and (c) test 3. A solid line in each 
dispersion plot indicates a kNyquist criterion.  
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Figure 5.17 Refining process applied to dispersion data from three passive tests using a 
circular array with 40 m radius: (a) test 1, (b) test 2, and (c) test 3. A solid line in each 
dispersion plot indicates a kNyquist criterion. 
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Figure 5.18 Refining process applied to dispersion data from three passive tests using a 
circular array with 50 m radius: (a) test 1, (b) test 2, and (c) test 3. A solid line in each 
dispersion plot indicates a kNyquist criterion. 
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5.5.3 Validation of the Recommendations 
It is desirable to estimate remained errors in passive dispersion curves associated 
with the three circular arrays after the refining process to validate the recommendations 
for improving passive measurements. As discussed, the differences between active and 
passive dispersion curve over the overlapping frequencies are caused mainly by errors 
due to near-field effects in active tests and errors due to poor wavenumber resolution or 
sidelobe leakage in passive tests. If the recommendations are successful, the differences 
are attributed to only near-field effects in active tests. Since passive waves are free of 
near-field effects, passive dispersion curves can offer plane Rayleigh wave velocities as 
references to estimate near-field effects in active dispersion curves. To validate the 
recommendations, active dispersion data normalized by passive dispersion data with the 
three arrays for the overlapping frequencies are compared to the normalized Rayleigh 
wave velocities (see Equation 4.2) from numerical simulations for soil profiles 
corresponding to the site condition for the field tests. Figure 5.19 shows a shear wave 
velocity profile derived from active measurements at the Williams Street Park site. An 
estimated uncertainty in shear wave velocity of each layer is calculated using Equation 
3.12 (Lai et al., 2005) with assumed 
RV
σ (standard deviation associated with the 
experimental dispersion data) of 5% and also shown as a horizontal bar in Figure 5.19. 
Based on the shape of the profile, the site condition may be categorized as normally 
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Figure 5.19 Shear wave velocity profile at Williams Street Park site 
 
If the site condition is considered to be normally dispersive, normalized Rayleigh 
wave velocities from the filed tests can be compared with those from numerical 
simulation with Case 2. If the site condition is considered to be inversely dispersive, 
normalized Rayleigh wave velocities from the field tests can be compared with those 
from numerical simulation with Case 4. Figure 5.20 shows the comparison of normalized 
Rayleigh wave velocities from the field tests and numerical simulations as functions of 
normalized AC. The overlapping frequencies ranging from about 4 to 8 Hz correspond to 
normalized AC’s ranging from about 0.2 to 0.6 for the three circular arrays. For this 
range of normalized AC, normalized Rayleigh wave velocities derived from field test 
data agree very well with those from numerical simulations for both Case 2 and Case 4, 
indicating that no significant error remains after applying the refining process.  
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Figure 5.20 Comparison of normalized Rayleigh wave velocities associated with field 
experimental results at Williams Street Park site and numerical results for (a) Case 2 




5.5.4 Shear Wave Velocity Profiles from Composite Dispersion Curves 
From this comparison, it can be concluded that the refining process applied to the 
passive dispersion data can eliminate data with significant errors due to poor 
wavenumber resolution or sidelobe leakage. Thus, the difference between active and 
passive dispersion data over the overlapping frequencies results mostly from errors 
caused by near-field effects in active measurements. Therefore, it is recommended that a 
composite dispersion curve be obtained by using only passive dispersion data over the 
overlapping frequencies.  
The active dispersion curve and the averaged passive dispersion curves 
corresponding to the three arrays are combined to form three composite dispersion curves 
as shown in Figures 5.21(a) through 5.21(c), respectively. The three composite dispersion 
curves corresponding to the arrays with radii of 30 m, 40 m, and 50 m are named as 
Composite 1, Composite 2, and Composite 3, respectively. Shear wave velocity profiles 
are subsequently determined from the experimental dispersion curves via the non-linear, 
constrained least squares inversion algorithm (Lai, 1998) described in Chapter 3. For 
inversions with the three composite dispersion curves, the theoretical dispersion curves 
corresponding to the shear wave velocity profiles at the site are obtained and shown in 
Figures 5.21(a) through 5.21(c), respectively. The good agreements between 
experimental and theoretical dispersion curves are indicative of successful inversions. 
The shear wave velocity profiles corresponding to the composite dispersion curves are 
presented in Figures 5.22(a) through 5.22(c). An estimated uncertainty in shear wave 
velocity of each layer is calculated using Equation 3.12 (Lai et al., 2005) with assumed 
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RV
σ (standard deviation associated with the experimental dispersion data) of 5 % and is 
shown as a horizontal bar in Figure 5.22.  
 




















































































Figure 5.21 Comparison of experimental and theoretical dispersion curves at Williams 
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(a)      (b)        (c) 
Figure 5.22 Shear wave velocity profiles at Williams Street Park site from: (a) Composite 
1, (b) Composite 2, and (c) Composite 3. 
 
Figure 5.23 shows the comparison of shear wave velocity profiles corresponding to 
the three composite dispersion curves and the active dispersion curve. Adding the passive 
data to the active data increases the maximum depth from 35 m to 160 m. Rayleigh wave 
velocities in the composite dispersion curves are greater than those in the active 
dispersion curve in the overlapping frequencies. Consequently, higher shear wave 
velocities were obtained from the composite dispersion curves compared to those from 
the active dispersion curve at depths between 16 to 35 m as shown in Figure 5.23. From 
the comparison between the shear wave velocity profiles corresponding to the three 
composite dispersion curves, slightly higher shear wave velocities were obtained from the 
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Figure 5.23 Comparison of shear wave velocity profiles at Williams Street Park site 
 
5.6 SUMMARY AND CONCLUSIONS  
A study to resolve the differences between active and passive dispersion estimates 
within the range of overlapping frequencies has been performed using experimental 
synthetic data. Near-field effects on active estimates and array effects on passive 
estimates were suspected of causing the systematic errors responsible for the differences. 
Array effects that include both limited wavenumber resolution and sidelobe leakage have 
been investigated in this chapter, with the following conclusions:   
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(1) If two waves are not successfully separated by the wavenumber resolution of a 
selected array, errors in measured dispersion estimates are dependent on the 
angular separation α between the waves.  
(2) Separation of two waves is dependent on a ratio between a wavenumber 
resolution and a wavenumber distance between the two waves if no sidelobe 
effect exists.  
(3) Sidelobe leakage may become significant for passive tests and yields a measured 
wavenumber significantly different than the true value. Dispersion data 
corresponding to the incorrect wavenumber can be detected and eliminated by the 
refining process.     
(4) Improving an array’s characteristics may significantly reduce the errors resulting 
from poor wavenumber resolution and sidelobe leakage depending on site 
conditions. The improvement of the characteristics via increasing the number of 
receivers or increasing the spatial extent of the array is often limited in practice. 
The optimization of the array is required for test result with minimized errors 
based on the test and site conditions. 
(5) The refining process can be very useful to eliminate dispersion data contaminated 
by array effects, resulting in a more reliable dispersion curve.  
(6) It is recommended that a fixed wavenumber precision for any spatial array be 
used for the approximated wavenumber range using active dispersion data. For 
the wavenumber of 0.02 rad/m, the wavenumber precision of 0.001 rad/m may 
create an error up to 4 %. If necessary, greater precision can be selected based on 
given time and analysis system as well as measured wavenumbers. 
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(7) If the refining process successfully removes data with significant errors due to the 
array effect, only slight errors remain on a final dispersion curve. Comparison 
between the experimental data and the numerical simulation result showed that no 
serious error due to the array effect was found for the passive dispersion curves at 
the Williams Street Park site.  
(8) It might be concluded that the differences between the active and passive 
dispersion curves at overlapping frequencies resulted from errors caused by near-
field effects in the active data. It is recommended that a composite dispersion 




ATTENUATION MEASUREMENTS BY  
FREQUENCY-WAVENUMBER ANALYSIS 
 
6.1 INTRODUCTION AND STATEMENT OF THE PROBLEM 
In addition to stiffness, material damping ratio is another important property of a 
medium to understand and predict its response to dynamic loads. Attenuation properties 
of soils are often determined based on results of laboratory measurements of damping 
ratio using resonant column or torsional shear tests. Laboratory tests are useful for 
parametric studies of factors affecting damping ratio, however the effect of specimen 
disturbance on the measured values is uncertain (Rix et al., 2000).  
In-situ damping measurements provide small-strain material damping ratio without 
the effect of specimen disturbance. In geotechnical engineering and seismology, borehole 
methods such as cross-hole or downhole tests have been utilized to measure the 
attenuation of body waves (Hoar and Stokoe, 1984; Redpath and Lee, 1986; Mok et al., 
1988; Jongmans, 1990; Stewart, 1992; Gibbs et al., 1994; Liu et al., 1994). 
Surface wave methods have been also used in recent years for damping 
measurements (Rix and Spang, 1995; Spang, 1995; Lai, 1998; Zywicki, 1999; Rix et al., 
2000) with several advantages compared to borehole methods (Rix et al., 2000): (1) 
better soil-receiver coupling that is essential for accurate measurements of particle 
motion amplitudes, (2) operating frequencies approximating the frequencies of interest in 
earthquake site response analyses, and (3) non-invasive testing to save time and money. 
Despite these advantages, surface wave methods were not widely used in geotechnical 
 179
engineering for damping measurements until recently except for studying the attenuation 
of construction-induced vibrations (Rix et al., 2000).  
In surface wave methods, measurements of vertical particle displacement amplitudes 
at various offsets from a source are utilized to determine the frequency-dependent 
Rayleigh wave attenuation coefficient αR. A plot of the attenuation coefficient as a 
function of frequency is called an attenuation curve. Figure 6.1 presents an example of an 
experimental attenuation curve with error bars of ± one standard deviation of the 
attenuation coefficient at each frequency. The shear damping ratio profile is subsequently 
obtained from the experimental attenuation curve via inversion.               
 



























Figure 6.1 Example of experimental and theoretical attenuation curves (modified from 
Rix et al., 2000) 
 
The accurate measurement of αR is a basis for accurate determination of a shear 
damping ratio profile of near-surface soils. The accuracy of the measured attenuation 
coefficients from surface wave field measurements is improved by properly accounting 
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for three factors: (1) geometric spreading, (2) near-field effects, and (3) ambient noise. 
Several surface wave attenuation estimation methods have been developed with different 
techniques to account for these factors (Rix and Spang, 1995; Spang, 1995; Lai, 1998; 
Zywicki, 1999; Rix et al., 2000). Lai (1998) and Rix et al. (2000) pointed out the 
limitations of the x1 approximation for geometric spreading in vertically heterogeneous 
media and proposed the use of the geometric spreading function based on Green’s 
function solutions in vertically heterogeneous media. Two techniques were used to 
remove ambient noise included in measurements (Spang, 1995; Lai, 1998; Rix et al., 
2000). Near-field effects on surface wave attenuation estimates have not been studied and 
deserve more attention. 
In this study, the traditional estimation method by Lai (1998) and Rix et al. (2000) 
and the frequency-wavenumber (f-k) estimation method utilizing sub-arrays are 
investigated with the displacement data from numerical simulations, focusing on near-
field and ambient noise effects. The f-k estimation method was suggested by Zywicki 
(1999). In this study, detailed procedures are developed based on a study of the main 
factors affecting attenuation estimates. The two methods are also evaluated using 
experimental displacement data obtained from surface wave field measurements with 
three different arrays. 
 
6.2 MECHANISMS AND DEFINITIONS OF ATTENUATION 
6.2.1 Mechanisms of Attenuation 
Seismic wave attenuation occurs due to: (1) geometric spreading, (2) apparent 
attenuation, and (3) material attenuation. Geometric spreading accounts for energy losses 
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with increasing distance due to spreading of a fixed amount of energy over a larger area. 
Apparent attenuation is due to scattering, reflection, and mode conversion at material 
boundaries and inclusions. Finally, material attenuation is an intrinsic property of the 
material (Spang, 1995). Apparent attenuation is often lumped into and is difficult to 
separate from material attenuation.  
Measured displacement data from surface wave field measurements reflect the 
combination of all three mechanisms. To correctly estimate material attenuation from the 
data, geometric spreading must be accounted for properly.  
As discussed in Chapter 2, the displacement Green’s function provides a means to 
calculate a response of a linear system to an arbitrary source. The Green’s function for 
vertically heterogeneous media with no material damping has the important physical 
interpretation of modeling geometric spreading in the media. For a vertical harmonic 
point source Fz·eiωt located at x = 0 and z = 0, the vertical particle displacement amplitude 
),( ωxuz  at the ground surface (z = 0) resulting from the superposition of the modes of 
Rayleigh propagation is calculated by: 
),(),( ωω xGFxu zz ⋅=   (6.1) 
where G(x,ω) is called the Rayleigh geometric spreading function and is defined by: 




























ω  (6.2) 
where ki, Vi, Ui are the wavenumber, phase velocity, and group velocity, respectively, of 
the ith mode of propagation of Rayleigh waves (i=1, m). The term Ii is the first energy 
integral (Aki and Richards, 1980) associated with the ith mode and is defined by 
Equation 2.40. Displacement eigenfunctions r1(ki,ω) and r2(ki,ω) are associated with the 
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solution of the Rayleigh eigenproblem in elastic layered media. For more details about 
individual terms used in Equation 6.2, refer to the section 2.4.3. 
The geometric spreading function G(x,ω) represents the geometric attenuation law in 
vertically heterogeneous media. It can be approximated by x1  derived for 
homogeneous media (i.e., a single mode of propagation). Figure 6.2 illustrates the effect 
of site conditions on the geometric spreading function and illustrates that the geometric 
spreading functions in vertically heterogeneous media are different than that in 
homogeneous media (i.e., x1 ). This approximation was adopted in some of the 
previous surface wave attenuation studies for vertically heterogeneous media (Spang, 
1995; Rix and Spang, 1995), leading to errors in material attenuation estimates due to the 


























6.2.2 Definitions of Material Attenuation 
Surface wave methods measure dynamic soil properties, Gmax and DSmin, at very 
small strain levels, where the theory of linear viscoelasticity is appropriate. According to 
the elastic-viscoelastic correspondence principle (Read, 1950; Christensen, 1971), the 
viscoelastic solution is obtained directly from the solution of the corresponding elastic 
problem by replacing real-valued moduli with complex-valued moduli. As a general 
solution of the wave propagation equation in a viscoelastic medium, the particle motion is 
given by: 
]exp[),( * xktAtxu −⋅= ω   (6.3) 
where A is a constant to be determined from the boundary conditions and k* is a complex 
wavenumber. Using a subscript χ (=P, S, or R) to denote P-, S-, and Rayleigh waves, the 






ikk −=−=*   (6.4) 
where, kχ, Vχ and αχ are the real wavenumber, real phase velocity and attenuation 
coefficient, respectively, of the χ wave. 
Waves experiencing attenuation due to intrinsic material losses are mathematically 








V =    (6.5) 
For the P- and S-waves, ρ** MVP =  and ρ
** GVS = , respectively, where ρ is the 
mass density of a medium, and M* and G* are complex constrained and shear moduli, 
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respectively. The complex moduli can be divided into real and imaginary parts. For 
example, the complex constrained modulus can be expressed by: 
"')Im()Re( *** iMMMiMM +=+=  (6.6) 
where M′ and M″  are real and imaginary parts of M*, respectively and are related to the 
stored and dissipated energies, respectively. The ratio M″ /M′  that is called the loss 







"1 ==   (6.7) 
A quality factor Qχ or its inverse, a specific dissipation factor Qχ-1 associated with 
the χ wave is often used in geophysics and seismology for attenuation measurements. 
The specific dissipation factor can be also computed as a ratio of dissipated energy ∆Wχ 






1 ∆=               (6.8) 
The linear hysteretic material damping ratio Dχ associated with the χ wave can also 











=  (6.9) 
The material damping ratio of most soils is less than 5 percent (Q-1 < 0.1) at very 
small strain levels, which allows the use of simplified approximations based on the 
assumption of low loss. For low-loss materials, the attenuation coefficient αχ of the χ 
















===  (6.10) 
where λχ is the wavelength of the χ wave.  
For low-loss materials, the complex velocity can be calculated using the real-valued 




















=  (6.11) 
If only first-order terms are retained, the equation can be simplified to: 
)1(* χχχ iDVV +=  (6.12) 
Lai and Rix (2002) compared the real and imaginary parts of Equations 6.11 and 
6.12 to those of the exact equation and found no significant difference between them for 
1−Q  less than 0.1.  















=ν  (6.13) 
For low-loss materials, Equation 6.13 can be rewritten using Equation 6.12 and 


















iνν   (6.14) 





6.2.3 Attenuation of Rayleigh Waves in Homogeneous Media 
The complex Rayleigh wave equation for a homogeneous medium can be obtained 
















































V  (6.15) 
Macdonald (1959) derived a simplified equation relating the quality factors for P-, S-, 
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6.3 MEASUREMENT OF SURFACE WAVE ATTENUATION 
6.3.1 Rayleigh Wave Attenuation in Vertically Heterogeneous Media 
In low-loss vertically heterogeneous media, the vertical displacement may be 
expressed as follows: 
x
zz
RexGFxu )(),(),( ωαωω −⋅⋅=   (6.17) 
which includes the effect of both geometric and material attenuation.  
Correcting for geometric attenuation leads to the normalized displacement 
amplitude
normz














ω −⋅==   (6.18) 
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Equation 6.18 can be used directly to determine the value of αR that best matches the 
experimental displacement amplitudes through a non-linear regression analysis or one 
can take the natural logarithm for both sides, resulting in a linear relationship between αR 
and x as follows:  
( ) ( ) xFLnxuLn Rznormz ⋅−= )(),( ωαω   (6.19) 
Spang (1995) used Equation 6.19 with G(x,ω) = x1  to account for geometric 
spreading to estimate frequency-dependent attenuation coefficients. Zywicki (1999) also 
used Equation 6.19, but with the geometric spreading function in Equation 6.2 to estimate 
frequency-dependent attenuation coefficients. 
A linear regression analysis with log-scale displacement amplitude data versus 
distance magnifies uncertainties for the displacement data with small magnitude (i.e., 
large distance). To overcome this shortcoming in the linear regression analysis, a non-
linear regression analysis can be utilized to determine the value of αR by fitting Equation 
6.18 to the experimental displacement amplitude data. Lai (1998) and Rix et al. (2000) 
used the non-linear regression technique to the experimental amplitudes normalized by 
the geometric spreading function in Equation 6.2. 
In addition to accounting for geometric spreading, ambient noise included in the 
measured data should be removed for accurate measurement of displacements. Two noise 
removal techniques have been used with the assumption of a stationary noise 
environment, that is, the statistical characteristics of the noise do not change during the 
measurements. Spang (1995) independently measured the ambient noise and removed 
noise included in surface wave measurements by subtracting the spectrum of measured 
noise from the spectra of the measured displacements. This technique is quite sensitive to 
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temporal variations in noise power. Lai (1998) and Rix et al. (2000) used an ordinary 
coherence function ),(2 ωγ xsr between source input and receiver output to correct the 
spectral amplitudes. The noise-corrected spectra are given by: 
),(),(),( 2 ωωγω xGxxG yysrvv =   (6.20) 
where Gvv(x,ω) and Gyy(x,ω) = auto-power spectra of the measured signal v(x,t) free from 
noise and the measured signal y(x,t) with noise, respectively.  
Once the geometric spreading and noise are successfully removed from the 
displacement amplitudes, the application of a regression analysis to the amplitudes yields 
two parameters Fz(ω) and αR(ω). The value of Fz(ω) determined by the regression 
analysis using the displacement amplitudes is not exactly equal to the source amplitude 
since only a portion of source energy contributes to the formation of Rayleigh waves 
(Zywicki, 1999). However, the accuracy of Fz measurement does not influence the value 
of αR. Moreover, the value of Fz is not required for the subsequent inversion process to 
yield a damping ratio profile.  
6.3.2 Frequency-Wavenumber (f-k) Estimation Method 
The key idea of the sub-array technique introduced by Zywicki (1999) is the 
decomposition of a single array into several sub-arrays and the estimation of the 
representative displacement amplitude for each sub-array. The f-k analysis of each sub-
array allows one to estimate an equivalent displacement amplitude corresponding to the 
sub-array center. The steps in the f-k estimation method to obtain an attenuation curve are 
as follows: 
(1) Perform surface wave field measurements with an array of n receivers.  
(2) Decompose the array into m sub-arrays of l receivers. Note that m = n – l + 1. 
 189
(3) For each sub-array, perform frequency domain beamforming analysis with the 
displacement amplitude data corresponding to the sub-array that are corrected for 
geometric spreading and ambient noise. To correct the displacement amplitude 
data for geometric spreading, the data are weighted by a diagonal matrix W 
whose diagonal elements are the inverse of the geometric spreading function 
G(xm,ω) for the mth receiver. The steered response power for a frequency ω0 is 
given by:   
      eWRWek HHP =),( 0ω  (6.21) 
(4) The largest peak Pmax(ω0) in the steered response power spectrum for a given 
frequency ω0 corresponds to the dominant Rayleigh wave propagating across the 
sub-array. The amplitude of the largest peak is also considered to be the power at 
a virtual receiver that is placed at the sub-array center for a given frequency ω0. 
The equivalent normalized displacement amplitude corrected for geometric 
spreading can be obtained by taking the square root of the Pmax. Additional 
equivalent normalized displacement amplitudes can be obtained via the same 
process for other frequencies in the same sub-array. The process can be repeated 
for other sub-arrays, leading to equivalent normalized displacement amplitude 
spectra as functions of the sub-array centers and frequencies. According to the 
type of receiver used in field measurements, the experimental equivalent 
















=  (For velocity transducers)  (6.22a) 













=  (For accelerometers)  (6.22b) 
where SC denotes sub-array center, and C is the frequency-dependent calibration   
factor of the receiver. Subscripts in Cvel and Caccel denote a velocity transducer 
and accelerometer as the receiver, respectively.  
(5) Once the experimental equivalent normalized displacement amplitudes spectra 
are obtained for frequency range of interest, the non-linear regression analysis is 
used to determine the value of αR in Equation 6.18 that best matches the 
experimental displacement amplitudes.   
In the f-k estimation method, the number of receivers in each sub-array must be 
optimized. In the following section, a study of the effect of the number of receivers in 
each sub-array on the f-k estimation method will be presented.   
 
6.4 NUMERICAL SIMULATION RESULTS 
Since the surface wave attenuation estimation procedure is based on a regression 
analysis of measured displacement amplitude data, near-field effects and ambient noise 
play important roles in the accuracy of the derived attenuation coefficients. For the f-k 
estimation method, the number of receivers in each sub-array is also an important factor 
because the sub-array’s characteristics limit its capability to correctly estimate power 
spectra of measured displacement amplitudes.  
Numerical simulation using the PUNCH program to calculate the explicit Green’s 
function solutions for vertically heterogeneous media offers a means to perform 
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parametric studies of the factors affecting surface wave attenuation measurements. As the 
first step, a validation of the traditional and f-k estimation methods is performed with the 
synthetic displacement data from the numerical simulations for an ideal homogeneous 
soil profile. For near-field effects, the traditional and f-k estimation methods are 
evaluated and compared for three typical soil profiles. Then, the effect of the number of 
receivers in each sub-array on the f-k estimation method is investigated with the data for 
the same three typical profiles.  
6.4.1 Soil Profiles Used in Numerical Simulations 
A homogeneous half-space and three typical soil profiles with small damping ratio, 
as tabulated in Tables 6.1 through 6.4, have been used in the numerical simulations to 
perform parametric studies of the two attenuation estimation methods. The homogeneous 
half-space is used only to validate the procedures in the two methods. The three 
remaining soil profiles (one normally dispersive and two inversely dispersive profiles) 
are used to simulate typical soil conditions that are encountered in the field. For 
simplicity, the values of DP and DS are assumed to be equal for the soil profiles. 
 
Table 6.1 Properties of a soil profile (Case 1) 






ratio, D (%) 
Mass density, 
ρ (t/m3) 
Half-Space ∞ 200 0.3 2 1.8 
 
 
Table 6.2 Properties of a soil profile (Case 2) 






ratio, D (%) 
Mass density, 
ρ (t/m3) 
1 5 200 0.3 2 1.8 
2 10 300 0.3 2 1.8 
3 10 400 0.3 2 1.8 
Half-Space ∞ 500 0.3 2 1.8 
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Table 6.3 Properties of a soil profile (Case 3) 






ratio, D (%) 
Mass density, 
ρ (t/m3) 
1 5 300 0.3 2 1.8 
2 10 200 0.3 2 1.8 
3 10 400 0.3 2 1.8 
Half-Space ∞ 500 0.3 2 1.8 
 
 
Table 6.4 Properties of a soil profile (Case 4) 






ratio, D (%) 
Mass density, 
ρ (t/m3) 
1 5 200 0.3 2 1.8 
2 10 400 0.3 2 1.8 
3 10 300 0.3 2 1.8 
Half-Space ∞ 500 0.3 2 1.8 
 
 
From Equation 6.10, the attenuation coefficient of Rayleigh wave in low-loss 




f == πα 2   (6.23) 
Equation 6.23 can be usefully used to calculate a reference Rayleigh wave 
attenuation curve. With a constant Rayleigh damping ratio, αR is a function of only the 
Rayleigh wavenumber. In order to use Equation 6.23 to obtain a reference attenuation 
curve that is simply a function of wavenumber, a constant damping ratio with depth is 
used in the four soil profiles.  
6.4.2 Validation of Two Attenuation Estimation Methods 
Before performing extensive parametric studies, it is desirable to validate the 
traditional method by Lai (1998) and Rix et al. (2000) and the f-k estimation method 
(Zywicki, 1999). The validation was performed using synthetic Rayleigh displacement 
data at various receiver offsets from the Green’s function solutions of plane Rayleigh 
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waves (Lai, 1998) in a homogeneous half-space defined by the parameters in Table 6.1. 
The Rayleigh wave displacement data are then used to estimate attenuation curves with 
these two estimation methods.  
The plane Rayleigh displacement data were calculated at receiver offsets of a 
uniform array 1SR1RR-15 (source–to-first receiver (SR) distance of 1 m, receiver-to-
receiver (RR) distance of 1 m, and 15 receivers in the array) for a set of 69 frequencies 
ranging from 5 to 100 Hz. The f-k estimation method was performed with 5 receivers in 
each sub-array, which is denoted by 1SR1RR-15-S5.  
Figure 6.3 shows the comparison of the normalized displacement amplitudes and the 
equivalent normalized displacement amplitudes calculated from the plane Rayleigh 
displacement data at the frequencies of 10 and 70 Hz. Since these normalized 
displacement amplitudes from plane Rayleigh waves do not contain geometric spreading, 
decays in the amplitudes with increasing distance from the source are due solely to 
material attenuation. Note that the two normalized displacement amplitudes follow an 
exponential function with the same slope, indicating that the attenuation coefficients 
calculated from the two methods are identical. Figure 6.4 presents the comparison of the 
reference attenuation curve from Equation 6.23 and the attenuation curves from the two 
methods. For this ideal soil condition with only plane Rayleigh waves, the two methods 
both yield accurate values of the frequency-dependent attenuation coefficients.  
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α  from Lai (1998) & Rix et al. (2000) =0.0067747 1/m
α  from the fk analysis =0.0067747 1/m
α true =0.006767 1/m
Normalized displacement
Predicted by traditional method
Equivalent normalized displacement
Predicted by f-k estimation method
 































α  from Lai (1998) & Rix et al. (2000) =0.0067747 1/m
α  from the fk analysis =0.0067747 1/m
α true =0.006767 1/m
Normalized displacement
Predicted by traditional method
Equivalent normalized displacement
Predicted by f-k estimation method
 
(a)         (b) 
Figure 6.3 Comparison of normalized displacement amplitudes and equivalent 
normalized displacement amplitudes for two attenuation estimation methods at 
frequencies of (a) 10 Hz and (b) 70 Hz. 
 

























Lai (1998) and Rix et al.(2000)
f-k analysis with a sub-array techniuqe
Low loss material approximation
 
Figure 6.4 Comparison of attenuation curves from two attenuation estimation methods 
and from low-loss material approximation 
 
6.4.3 Near-field Effects 
In Chapter 4, near-field effects on dispersion estimates were discussed. In addition, 
near-field effects on attenuation estimates deserve attention. Based on the numerical 
studies by Holzlohner (1980), Vrettos (1991), and Tokimastu (1995), Rix et al. (2000) 
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suggested that displacement data measured inside the near-field extending up to λ/2 
(where λ = wavelength) and 2λ from a source in normally dispersive and inversely 
dispersive soil profiles, respectively, be excluded. However, the near-field effect criterion 
appears to be excessively conservative and may result in insufficient displacement data 
for accurate attenuation measurements. In order to suggest more rational near-field effect 
criteria for attenuation measurements, it is necessary to investigate near-field effects on 
attenuation estimates.  
Although the same near-field exists for a surface wave test with given test condition, 
the near-field effects on dispersion estimates are not identical to those on attenuation 
estimates due to difference in dispersion and attenuation estimation procedures. Near-
field effects become more severe for attenuation estimates compared to dispersion 
estimates due to the following reasons: (1) near-field effects independently influence two 
individual procedures including the geometric spreading calculation and the attenuation 
estimation, and (2) a regression analysis procedure to determine αR from experimental 
displacement data appears to be prone to variation in a few displacement data induced by 
near-field effects. In this section, a study of near-field effects on attenuation estimates is 
performed using the synthetic displacement data. The attenuation estimates were obtained 
from the f-k estimation and traditional methods and were compared to reference values to 
investigate the impact of near-field effects on both methods. 
 To study near-field effects on surface wave attenuation estimates for typical soil 
conditions, the synthetic displacement data were obtained from the Green’s function 
solutions of the entire wavefield generated by a vertical load through the numerical 
simulations with three typical soil profiles in Tables 6.2 through 6.4. Reference 
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attenuation curves for the three typical soil profiles are calculated using Equation 6.23. 
Three different arrays consisting of 15 receivers, as listed in Table 6.5, are used for the 
numerical simulations. Note that in f-k estimation method, each sub-array is composed of 
9 receivers. 
 
Table 6.5 Array sets used to investigate near-field effects on attenuation estimates 
Array parameter Sub-array parameter 
Array Array Center 
(m) 
Number of 
receivers Number of receivers 
1SR1RR-15 8 





Figure 6.5 shows the comparison of the attenuation curves from the two methods 
with the three arrays for the three soil profiles. As expected, near-field effects become 
more significant with decreasing frequency, leading to significant errors is estimated 
attenuation coefficients. The frequency at which significant near-field effects develop is 
called the transition frequency. For Case 2 and Case 4, the transition frequency decreases 
for larger values of the array center (AC). For Case 3, significant errors are observed at a 
broader range of frequencies, indicating the difficulty of the methods with a 15-receiver 
array to yield accurate attenuation data for this soil condition. The transition frequency is 
not clearly observed for this profile. Figure 6.6 shows the transition frequencies in the 




































Low Loss Material Approximation































Low Loss Material Approximation
 
(a) f-k estimation method (Case 2)   (b) traditional method (Case 2) 
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(c) f-k estimation method (Case 3)   (d) traditional method (Case 3) 
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Low Loss Material Approximation
 
(e) f-k estimation method (Case 4)   (f) traditional method (Case 4) 
 
Figure 6.5 Comparison of attenuation curves corresponding to three different arrays of 15 

































Low Loss Material Approximation
 
Figure 6.6 Transition frequencies (indicated with black arrows) in attenuation curves 
associated with three arrays for the Case 2 profile 
 
In Chapter 4, two normalized parameters were successfully used to capture the 
influence of near-field effects on dispersion estimates with array-based surface wave 
methods. A normalized Rayleigh attenuation coefficient, that is a ratio of measured αR to 
αR of plane Rayleigh waves, however, is not appropriate because αR of plane Rayleigh 
wave (αR,plane)approaches zero at low frequencies. As an alternate parameter, the absolute 
error, that is |αR - αR,plane|, is selected and near-field effects are evaluated in terms of 
absolute error and normalized AC. 
Figure 6.7 shows plots of the absolute errors and normalized array centers for the 
three typical soil profiles using arrays of 15 receivers. Note that the errors for the Case 3 
profile are much more significant than those for the Case 2 and Case 4 profiles. From 
Figure 6.7, the transition points associated with the transition frequencies are observed at 
a single normalized AC for the three arrays. For Case 2 and Case 4, the transition points 
are found at the normalized AC of 0.8. In this study, it is recommended that the transition 
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point in the normalized AC be used as a filtering criterion for near-field effects on 
attenuation estimates using 15-receiver arrays in the Case 2 and Case 4 profiles. For Case 
3, no apparent transition point is found. Note that all of the errors due to near-field effects 








































































(a) f-k estimation method (Case 2)                 (b) traditional method (Case 2) 
























































(c) f-k estimation method (Case 3)            (b) traditional method (Case 3) 
























































(e) f-k estimation method (Case 4)            (f) traditional method (Case 4) 
 
Figure 6.7 Near-field effects on attenuation estimates with three 15-receiver arrays for 




6.4.4 Effect of the Number of Receivers in Each Sub-Array 
In the f-k estimation method, the number of receivers used in each sub-array is a 
factor affecting attenuation estimation results and should be optimized. For a fixed 
number of total receivers in an array, the number of receivers in each sub-array defines 
the sub-array’s capability to resolve dominantly propagating Rayleigh waves as well as 
the number of experimental displacement data that are included in a regression analysis 
to determine αR. Increasing the number of receivers in each sub-array may lead to more 
accurate equivalent normalized displacement data, but will reduce their number, leading 
to increasing uncertainty in the regression analysis.  
To investigate the effect of the number of receivers in each sub-array on attenuation 
estimates, numerical simulations using PUNCH are carried out with an array of 1SR1RR-
15 for the three typical soil profiles. The synthetic Rayleigh displacement data from the 
numerical simulations are then processed by the f-k estimation method with four different 
numbers (5, 7, 9, and 11) of receivers in a single sub-array. Figure 6.8 shows the effect of 
the number of receivers in each sub-array on the calculated equivalent normalized 
displacement amplitudes from numerical data for the three soil profiles.  
Theoretical attenuation curves in Figure 6.8 are obtained from Equation 6.18 with 
the estimated attenuation coefficients. If no near-field or ambient noise effects are present, 
the normalized displacement amplitudes corresponding to a set of sub-arrays should 
decay with distance due to only material attenuation. Therefore, the level of near-field 
effects may be estimated by evaluating the agreement between the experimental and 
theoretical attenuation curves. At the low frequency of 10 Hz, the displacement 
amplitudes obtained with more receivers in each sub-array deviate less from the 
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exponential trend with the estimated attenuation coefficients. When a larger number of 
receivers comprise each sub-array, the center of the closest (to the source) sub-array is 
further from the source and is thus less affected by near-field effects. At 70 Hz, the 
differences associated with the number of receivers in each sub-array are less pronounced. 
























































Frequency = 10 Hz 











































Frequency = 70 Hz 
 
(a)      (b) 






































Frequency = 10 Hz 
 











































Frequency = 70 Hz 
  
(c)      (d) 







































Frequency = 10 Hz 
 















































Figure 6.8 Effect of the number of receivers in each sub-array on equivalent normalized 
displacement amplitudes for normally dispersive (Case 2, (a) and (b)), inversely 
dispersive (Case 3, (c) and (d)), and another inversely dispersive (Case 4, (e) and (f)) soil 




The effect of the number of receivers in each sub-array can be also investigated by 
comparing the attenuation curves with different numbers of the receivers, as shown in 
Figure 6.9. From the comparison in Figure 6.9(a), five and seven receivers in each sub-
array provide attenuation curves that are closer to the reference curve than those 
corresponding to more receivers at frequencies over about 30 Hz. At frequencies between 
about 20 and 30 Hz, the attenuation curve corresponding to a larger number of receivers 
in each sub-array provides the attenuation curve closer to the reference one, confirming 
that the f-k estimation method with an increasing number of receivers in each sub-array 
reduces near-field effects. At frequencies below around 20 Hz, near-field effects become 
more significant with decreasing frequency regardless of the number of the sub-array 
receivers, leading to the incorrect attenuation estimates.  
The comparison in Figure 6.9(b) illustrates the difficulty of measuring attenuation 
coefficients via surface wave tests for certain inversely dispersive site conditions. Case 3 
represents a soil profile containing a softer layer between adjacent stiff layers. The 
inclusion of the softer layer between stiff layers leads to an increase in higher mode 
contributions to displacement amplitudes. Complicated wavefields due to the higher 
modes effectively prohibits estimating attenuation coefficients based on the displacement 
amplitudes. Moreover, significant near-field effects for this type of profile, as discussed 
in Chapter 4, influence the estimation procedures for geometric spreading as well as 
attenuation coefficients. It appears that an array with 15 total receivers is not sufficient to 
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Figure 6.9 Effect of the number of receivers in each sub-array on attenuation estimates 
for (a) normally dispersive (Case 2), (b) inversely dispersive (Case 3), and (c) another 
inversely dispersive (Case 4) soil profiles 
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Attenuation curves with various numbers of receivers in each sub-array for another 
inversely dispersive soil condition, Case 4, are compared in Figure 6.9(c). Because this 
profile with a stiffer layer between adjacent soft layers is somewhat similar to a normally 
dispersive condition, attenuation curves similar to those presented in Figure 6.9(a) are 
obtained. At frequencies over about 30 Hz, five and seven receivers in each sub-array 
provide attenuation curves closer to the reference curve than more receivers in each sub-
array. As noted above, the f-k estimation method with more receivers in each sub-array 
provides an attenuation curve with reduced near-field effects at frequencies ranging from 
about 20 to 30 Hz. At frequencies below 20 Hz, near-field effects become more 
significant with decreasing frequency regardless of the number of receivers in each sub-
array much like Case 2.  
Additional comparisons were made to investigate the difference in attenuation curves 
from the f-k estimation and traditional methods. For frequencies greater than 30 Hz, the f-
k estimation method provides attenuation coefficients closer to the reference values than 
does the traditional method by Lai (1998) and Rix et al. (2000). However, the traditional 
method provides better attenuation curves at frequencies ranging from about 20 to 30 Hz 
than does the f-k estimation method. It is interesting to notice that the f-k estimation 
method with a large number (9 and 11) of receivers in each sub-array provides 
attenuation curves very similar to those from the traditional method over the entire 
frequency range. For arrays of 15 receivers, the f-k estimation method with nine receivers 
in each sub-array may be considered to provide more reliable attenuation curves over the 
entire frequency range.   
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6.4.5 Noise Inclusion Effects 
Field measurements of particle displacement amplitudes induced by wave 
propagation are always exposed to ambient noise. Adequate noise control can improve 
the accuracy of the attenuation measurements as well as phase velocity measurements. As 
discussed, the several noise control techniques have been suggested to reduce or remove 
noise from the measured displacement data. However, it is impossible to completely 
remove all noise included in the measured data, and therefore, it is necessary to study 
which method works more effectively in the presence of noise.  
The f-k method is known to provide more accurate dispersion estimates than other 
approaches. In conjunction with the use of a harmonic source, the f-k analysis is also 
more robust for attenuation estimation due to its ability to effectively control noise based 
on known frequency components of generated waves.  
In this section, the traditional method and the f-k estimation method with nine 
receivers in each sub-array have been applied to the same synthetic displacement data 
and the attenuation curves estimated from them have been compared. To investigate the 
two methods in the presence of noise, Gaussian random noise with various magnitudes is 
generated and added to the synthetic displacement data from the numerical simulations 
with the arrays of 1SR1RR-15. Figure 6.10 shows the comparison of the attenuation 
curves obtained from the two methods with the added noise. Very similar observations to 
the noise-free condition can be made. For a limited number of total receivers (15) in the 
array, neither method is clearly superior over the entire frequency range under either 
noise-free or noisy conditions. The beneficial effects of increasing the total number of 
receivers are explored in the following section.  
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Figure 6.10 Noise inclusion effects on attenuation estimates from two methods for (a) 
normally dispersive (Case 2), (b) inversely dispersive (Case 3), and (c) another inversely 
dispersive (Case 4) soil profiles 
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6.4.6 Improvement of the Methods by Increasing the Total Number of Receivers in 
an Array 
As discussed in the previous section, 15 receivers may not be sufficient to yield 
accurate attenuation values for some site conditions. Specifically, based on the simulation 
results for the three typical soil profiles, a surface wave test with a 15-receiver array does 
not allow the two methods to provide reliable attenuation estimates at frequencies less 
than about 20 Hz. For a fixed total number of receivers in an array, increasing the AC can 
be a means to reduce near-field effects. However, in practice, increasing the AC is 
limited due to the difficulty of generating sufficient energy at large distances. To have a 
shear damping ratio profile at greater depth, it appears to be necessary to reduce near-
field effects by having displacement amplitude data at more offsets, leading to a reliable 
attenuation curve for lower frequencies. Increasing the total number of receivers in an 
array allows improving several characteristics of the array simultaneously without 
sacrificing others.  
In this section, the improvement of the two methods by increasing the total number 
of receivers will be discussed based on the results of the numerical simulations. 
Numerical simulations with an array of 30 receivers (1SR1RR-30) are performed for the 
three typical soil profiles at 69 frequencies ranging 5 to 100 Hz. Attenuation curves 
obtained from the f-k estimation method and traditional method with data from the 
numerical simulations are compared with those associated with the 15-receiver array 
(1SR1RR-15).  
Figure 6.11 illustrates the improvement of the methods by increasing the total 
number of receivers in an array. The 30-receiver array is superior in many aspects such as 
 210
the total number of receivers, AC, and characteristics of the array and sub-array to the 15-
receiver array. Attenuation curves in the left figures are obtained from the traditional 
method with the array of 1SR1RR-15 and the f-k analysis with the sub-arrays of 
1SR1RR-15-S9, while those in the right figures are obtained from the two methods with 
1SR1RR-30 and 1SR1RR-30-S15, respectively. The first observation from Figure 6.11 is 
the improvement in the attenuation estimates from the f-k and traditional methods for all 
three soil profiles by increasing the total number of receivers in an array. Note the 
improvement in the attenuation estimates at low frequencies for all of the soil profiles and 
the significant improvement in the estimates at all frequencies for Case 3.       
The second observation is the superiority of the f-k estimation method over the 
traditional method with 30 receivers in the array. From the comparison of the two 
methods with an array of 15 receivers for Case 2 and Case 4, it was observed that the f-k 
analysis yielded more accurate estimates than the traditional method at frequencies 
greater than about 30 Hz depending on the number of receivers in each sub-array. The 
same comparison with an array of 30 receivers for Case 2 and Case 4 indicates that the f-
k estimation method is more accurate than the traditional method at all frequencies. For 
Case 3, the traditional method with 1SR1RR-30 provides better attenuation estimates 
than the f-k analysis with 1SR1RR-30-S15, but the errors in the attenuation estimates 
obtained by both methods are still significant. Given a sufficient receivers to measure 
vertical displacements at various offsets, the f-k estimation method is considered to 
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(a) 15 receivers (Case2)   (b) 30 receivers (Case 2) 
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(c) 15 receivers (Case3)   (d) 30 receivers (Case 3) 
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(e) 15 receivers (Case4)   (f) 30 receivers (Case 4) 
 
Figure 6.11 Comparison of attenuation curves corresponding to two arrays consisting of 




6.5 FIELD EXPERIMENTAL RESULTS 
6.5.1 Surface Wave Field Tests with Various Arrays 
In the previous section, numerical simulations were used to investigate factors 
affecting attenuation estimation procedures. As a result of the investigation, it was 
recommended that wavelengths greater than 0.8 times the array center should be omitted 
to avoid significant errors due to near-field effects for arrays of 15 receivers. In addition, 
it was recommended that the f-k estimation method using 15-receiver arrays be 
performed with 9 receivers in each sub-array. To investigate the applicability of these 
recommendations from numerical simulation results, a series of active surface wave tests 
was performed at the Oakridge Landfill site in Dorchester, South Carolina on June 4~5, 
2004. The site was located at the latitude of N33.0808º and the longitude of W80.2208º. 
The tests were conducted using the test equipment and data processing techniques 
presented in Chapter 3. 
To evaluate near-field effects on attenuation estimates, active surface tests with three 
different non-uniform arrays: (1) the standard array of 15 receivers spaced at 2.4, 3, 3.7, 
4.6, 5.5, 6.7, 8.5, 10.4, 12.8, 15.2, 18.3, 21.3, 24.4, 29, and 33.5 m from the source, (2) 
the standard array shifted 3.0 m (10ft) further from the source, and (3) the standard array 
shifted 9.1 m (30ft) further from the source were conducted using a harmonic source. The 
measurements were made at a sampling frequency of 320 Hz. Five blocks of 211 time 
domain records were measured for frequencies ranging 4 to 100 Hz and averaged to 
reduce the variance of the calculated spectra.  
Dispersion data from the three arrays were used to obtain the shear wave velocity 
profiles shown in Figure 6.12. Each shear wave velocity profile was used as an input 
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profile to calculate the displacement Green’s function solutions to account for geometric 
spreading. From the general trends of the shear wave velocity profiles, the site is 
considered to be normally dispersive similar to Case 2 or slightly inversely dispersive 
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6.5.2 Measurements of Displacement Amplitudes  
Attenuation coefficients are determined through a regression analysis using 
measured vertical displacement amplitudes at various locations from the source. Since 
field measurements in surface wave testing are always exposed to ambient noise, the 
measurements should be corrected to reduce the effect of ambient noise. In this study, the 
technique suggested by Lai (1998) and Rix et al. (2000) and defined in Equation 6.20 was 
used to remove ambient noise. After being corrected to reduce the effect of ambient 
noise, the experimental vertical displacement spectra are calculated from the field 









=  (6.24) 
where Gii = auto-power spectra of output at the ith receiver corrected for ambient noise 
and C(ω) = frequency-dependent calibration factor of the accelerometer. 
Figure 6.13 shows the frequency-dependent normalized calibration factors of the 15 
receivers used in the surface wave field measurements in this study. The normalization to 
the first receiver was conducted for the 15 receivers. Since only correct relative 
relationships between displacement amplitudes measured from receivers at various 
offsets from the source are required for the attenuation measurements, the receivers were 
calibrated using a reference receiver.   
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Figure 6.13 Frequency-dependent normalized calibration factors of 15 receivers used in 
surface wave field tests 
 
6.5.3 Validation of the Recommendation for Near-Field Effects 
Figure 6.14 shows attenuation curves obtained by the f-k estimation method with 9 
receivers in each sub-array using experimental displacement data measured with the three 
arrays of 15 receivers. Since negative attenuation coefficients are not physically possible, 
only positive attenuation coefficients are plotted. To avoid significant errors due to near-
field effects, it was recommended that wavelengths greater than 0.8 times the array center 
be omitted for Case 2 and Case 4 types of soil profiles. The figures in the left column 
show attenuation curves with the three arrays before applying the filtering criterion to 
reduce near-field effects and the figures in the right column show attenuation curves after 
applying the filtering criterion.  
First, as expected, it was observed that significant errors due to near-field effects 
were reduced by shifting the array further from the source. This observation agrees well 
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with that already found from the study of near-field effects on dispersion estimates in 
Chapter 4. Comparing the figures in the left column with those in the right column 
validates the applicability of the suggested filtering criterion. It is apparent that the 






































































(a) Standard array (before filtering)               (b) Standard array (after filtering) 






















































(c) Standard+3 m (before filtering)                (d) Standard+3 m (after filtering) 






















































(e) Standard+9.1 m (before filtering)              (f) Standard+9.1 m (after filtering) 
 
Figure 6.14 Comparison of attenuation curves obtained from f-k estimation method with 
three arrays before filtering and after filtering 
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6.5.4 Validation of the Recommendation for Effect of the Number of Receivers in 
Each Sub-Array 
From the numerical results, it was recommended that for arrays of 15 receivers, the 
f-k estimation method be performed with 9 receivers in each sub-array. In this section, 
the recommendation for the number of receivers in each sub-array is validated using 
experimental data from a field test. Figure 6.15 shows the effect of the number of 
receivers in each sub-array on attenuation estimates from the surface wave test with the 
standard non-uniform array with the shift of 9.1 m. As expected, attenuation curves 
estimated from the f-k estimation method vary according to the number of receivers in 
each sub-array. For frequencies ranging 10 to 30 Hz, the estimated attenuation curve 
from the f-k estimation method agree more closely with that of the traditional method 
with increasing number of the receivers in each sub-array. Recall the observation from 
the numerical results that the traditional method yields more accurate attenuation 
estimates at low frequencies for Case 2 and Case 4. An attenuation curve associated with 
11-receiver sub-arrays in the f-k estimation method agrees most closely with an 
attenuation curve from the traditional method for frequencies ranging from about 10 to 30 
Hz. Also, recall another observation that the f-k estimation method with 5-, 7-, or 9-
receiver sub-array yields more accurate attenuation estimates at high frequencies for Case 
2 and Case 4. Attenuation curves associated with the 5-, 7-, and 9-receiver sub-arrays are 
similar to one another but, different from that associated with the 11-receiver sub-array. 
Considering the balance in accuracy of attenuation estimates over the entire frequency 
range, the f-k estimation method with the 9-receiver sub-array may be considered to yield 
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the most reliable attenuation curve, indicating agreement with the recommendation from 
the numerical results.  
 


































Figure 6.15 Effect of the number of receivers in each sub-array in f-k estimation method 
 
 
6.6 SUMMARY AND CONCLUSIONS 
An investigation of two attenuation estimation methods has been performed using 
synthetic displacement data from numerical simulations and experimental data from 
surface wave field tests with various arrays. From the investigation, the following 
conclusions can be made: 
(1) The f-k estimation method provided different attenuation curves according to the 
number of receivers in each sub-array. For arrays of 15 receivers, the method 
with 9 receivers in each sub-array may be considered to provide more reliable 
attenuation curves.  
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(2) For the tests with arrays of 15 receivers, the f-k estimation method estimated the 
attenuation coefficient more accurately at high frequency than the traditional 
method, while the latter performed better at low frequency. However, the 
difference in the estimated attenuation coefficients from the two methods was not 
significant. For the tests with arrays of 30 receivers, the f-k estimation method 
estimated attenuation coefficient more correctly than the traditional method over 
the entire frequency range.  
(3) The two methods suffered from significant near-field effects at low frequency. 
Near-field effects can be reduced by shifting an array further away from a source. 
To avoid significant errors due to near-field effects for arrays of 15 receivers, 
wavelengths greater than 0.8 times the array center for Case 2 and Case 4 should 
be omitted.   
(4) For inversely dispersive soil profiles containing a softer layer between stiff layers 
represented by Case 3 in this study, surface wave tests with 15 receivers did not 
provide reliable attenuation curves. Surface wave tests with more receivers can 
be performed by combining two successive surface wave tests with two different 
array configurations (e.g., an array of 15 receivers placed between 1 and 15 m 
from a source and another array of 15 receivers placed between 16 and 30 m  
from a source) at the same site. The use of a harmonic source is necessary to 
keep the magnitude of generated signal constant.   
(5) From the results of the numerical simulations with noise, no significant 
improvement in the accuracy of attenuation estimates by using the f-k estimation 
method instead of the traditional method has been observed. 
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CHAPTER 7 
SUMMARY, CONCLUSIONS AND RECOMMENDATIONS 
 
7.1 SUMMARY AND CONCLUSIONS 
In this study, numerical simulations based on displacement Green’s functions, 
laboratory simulations using a 2-D experimental model, and field tests have been used to 
evaluate near-field effects on array-based surface wave methods, combine active and 
passive measurements, and evaluate surface wave attenuation measurements. The main 
conclusions on each topic are presented as follows:  
Near-field effects on array-based surface wave methods 
(1) Near-field filtering criteria previously suggested for traditional spectral analysis 
of surface waves (SASW) methods do not apply to array-based surface wave 
methods.  
(2) Near-field effects depend on the soil profile. They are more severe for inversely 
dispersive profiles compared to normally dispersive profiles. 
(3) Normalized parameters are useful means to express near-field effects. Near-field 
criteria developed for a certain type of soil profile in terms of these dimensionless 
parameters may be used to estimate and reduce near-field effects in array-based, 
active tests with similar soil profiles. 
(4) Array effects due to finite spatial sampling of the wavefield and near-field effects 
should not be confused. 
(5) Underestimation of Rayleigh phase velocities is the primary symptom of near-
field effects. Therefore, the lower-bound normalized Rayleigh wave velocity 
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corresponding to a given normalized array center (AC) may be used to estimate 
the maximum error due to near-field effects for a given wavelength (or 
frequency).  
(6) Results of the study of near-field effects using numerical simulations, laboratory 
simulations, and field tests agree very well.  
Combined active and passive measurements 
(1) The differences between active and passive dispersion curves at overlapping 
frequencies result from systematic errors in active and passive tests. Major causes 
of the systematic errors are near-field effects in active tests and poor wavenumber 
resolution and sidelobe leakage in passive tests. 
(2) Errors in passive dispersion data due to poor wavenumber resolution are always 
positive and depend on the angular separation between two adjacent waves and 
the ratio of their amplitudes. 
(3) Sidelobe leakage may create a spurious peak in the wavenumber domain, leading 
to an incorrectly estimated wavenumber. Sidelobe leakage is more troublesome in 
passive tests. However, incorrectly measured wavenumbers due to sidelobe 
leakage are usually significantly different from true wavenumbers, and thus may 
be easily identified and removed.  
(4) Examining the propagation direction and power at each frequency in addition to 
the phase velocity can be very useful to eliminate passive dispersion data with 
significant errors due to poor wavenumber resolution or sidelobe leakage, 
yielding a more accurate final dispersion curve. 
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(5) Insufficient wavenumber precision may create significant errors, particularly for 
low-frequency, high velocity data.  
(6) The differences between active and passive dispersion curves at overlapping 
frequencies result mainly from near-field effects in active tests. It is recommended 
that a composite dispersion curve be obtained by using only passive dispersion 
data at overlapping frequencies. 
Attenuation measurements by frequency-wavenumber analysis 
(1) For tests with arrays of 15 receivers, the use of 9 receivers in each sub-array 
provides more accurate attenuation curves over the entire range of frequencies.  
(2) For arrays of 15 receivers, neither the f-k estimation method nor the traditional 
method is clearly superior over the entire frequency range. For tests with arrays 
of 30 receivers, the f-k estimation method is more accurate than the traditional 
method over the entire frequency range.  
(3) Significant errors due to near-field effects for arrays of 15 receivers can be 
reduced by removing wavelengths longer than 0.8 times the array center for Case 
2 and Case 4 types of soil profiles.   
(4) For inversely dispersive soil profiles containing a softer layer between stiff layers 
represented by Case 3 in this study, surface wave tests with 15 receivers did not 
provide accurate attenuation curves.  
(5) From the results of the numerical simulations with Gaussian noise, no significant 
improvement in the accuracy of attenuation estimates is obtained by using the f-k 




Based on the results of this study, recommendations to improve the accuracy of 
measured dispersion and attenuation data include: 
For more accurate active dispersion data: 
(1) Use the normalized parameters to estimate errors in active dispersion data due to 
near-field effects depending on the type of soil profile. 
(2) Increase the AC to reduce near-field effects. Increasing the number of total 
receivers serves to increase the AC and improve other array characteristics as 
well.  
For more accurate passive dispersion data: 
(1) To the extent possible, increase the aperture of the array and the number of 
receivers. 
(2) Use a wavenumber precision of 0.001 (rad/m) to define the wavenumber spectrum 
and locate peak values. 
(3) For a given test situation, passive dispersion data should be carefully checked 
using the manual refining process to eliminate questionable data due to sidelobe 
leakage, aliasing, insufficient passive energy, and inconsistent propagation 
directions. 
For more accurate attenuation data: 
(1) To the extent possible, increase the total number of receivers in an array. If the 
number of receivers is not sufficient, repeat tests with different array 
configurations several times at the same site to create a synthetic array. Then, 
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combine measurements with various array configurations. The use of a harmonic 
source is very helpful to generate a repeatable signal.   
(2) Use the filtering criterion (remove wavelengths greater than 0.8 times the AC) to 
avoid significant errors due to near-field effects on attenuation estimates obtained 
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