Abstract. We characterize those bounded multilinear operators that factor through a Hilbert space in terms of its behavior in finite sequences. This extends a result, essentially due to S. Kwapień, from the linear to the multilinear setting. We prove that Hilbert-Schmidt and Lipschitz 2-summing multilinear operators naturally factor through a Hilbert space. It is also proved that the class Γ of all multilinear operators that factor through a Hilbert space is a maximal multi-ideal; moreover, we give an explicit formulation of a finitely generated tensor norm γ which is in duality with Γ.
Introduction
The fact that a bounded linear operator between Banach spaces factors through a Hilbert space is, a priori, a fairly abstract property. It is possible, however, to describe it in terms of the behaviour of the operator in a special type of finite sequences of the domain. Such a local expression of the property makes it possible to relate it with other fundamental notions of the Geometry of Banach spaces. This is the case, for example, of Kwapień's characterization of the Banach spaces that are isomorphic to a Hilbert space as those having type 2 and cotype 2 [14] . Regarding the factorization of linear operators through a Hilbert space, we refer the reader to the original papers [10, 17] , and to the corresponding chapters within the treatises [6, 20, 23] .
The problem of factoring an operator through a Hilbert space has also been studied for other mappings than linear operators. This is the case of Lispchitz mapings between metric spaces and completely bounded operators between operator spaces developed in [4] and [21] , respectively. This problem certainly makes sense for multilinear mappings. Compact [13] , nuclear [1] , p-summing [3, 7, 19] , integral [24] and other classes of linear operators have been extended to the multilinear setting. Despite this, the case of factoring a multilinear operator through a Hilbert space, as far as we know, has not been studied nor even defined. In this paper we provide a solution to this problem. Now, we briefly describe our results:
We say that T : X 1 × · · · × X n → Y factors through a Hilbert space if there exist a Hilbert space H, a subset M of H, a bounded multilinear operator A : X 1 × · · · × X n → H and a Lipschitz function B : M → Y such that A(X 1 × · · · × X n ) ⊂ M and
commutes, that is, T = B•A. We define Γ(T ) = inf A Lip(B), where the infimum is taken over all possible factorizations as in (1) . Our main result, Theorem 3.3, says the following: If π denotes the projective tensor norm on X 1 ⊗ . . . ⊗ X n , then 
. , X n ). In this situation, Γ(T ) is the best constant C.
Note that in the case n = 1, Diagram (1) reduces to
where all the involved operators are linear and M = A(X) = H. In this case, we get an equivalent formulation of the well known linear characterization (essentially due to Kwapien) , namely, that a bounded linear operator T : X → Y factors through a Hilbert space if and only if there exists a constant C > 0 such that
holds for all finite sequences (x i ) m i=1 and (a i ) m i=1 in X with the property:
In this way, Theorem 3.3 extends the formulation of S. Kwapień of linear operators factoring through a Hilbert space to the multilinear setting. The interested reader is deeply encouraged to see the early formulation of J. Lindenstrauss We also prove that the class of multilinear operators which satisfy diagram (1) enjoys ideal properties. To explain this, let L denote the class of all bounded multilinear operators. If we denote by Γ the subclass of L that consists of all bounded multilinear operators that factor through a Hilbert space with the function Γ(·), then the pair [Γ, Γ(·)] is a maximal multi-ideal in the sense of Floret and Hunfeld [9] . This affirmation is a consequence of Proposition 4.1 and Theorem 3.2 which establishes the multi-ideal nature of Γ and maximality, respectively.
In duality with the maximal multi-ideal nature of the class Γ, we exhibit a finitely generated tensor norm γ which satisfies that
hold isometrically. This results are presented as Theorem 4.4 and Corollary 4.5, respectively.
Following the ideas developed throughout the paper, we also introduce the notion of polynomials that can be factored through a Hilbert space, see Definition 5.1, and state a Kwapień type characterization for polynomials (see Theorem 5.3) .
To obtain these results, we have applied the general approach introduced in [8] . This approach is, basically, to study a multilinear map T by means of its associated Σ-operator f T (see Subsection 1.1). Posing the problem of factoring T through a Hilbert space in the context of Σ-operators allowed us to use the geometrical richness of the tensor products of Banach spaces. Moreover, since bounded Σ-operators are Lipschitz mappings [8, Theorem 3.2] , this approach enables us to relate, naturally, multilinear operators that factor through a Hilbert space with the metric study carried out in [4] (see Subsection 2.2).
The material is organized as follows: In subsection 1.1 we fix some standard notation of Banach spaces and multilinear theories. We also recall from [8] the notion of a Σ-operator. In section 2, we give the precise definition of a multilinear operator that factors through a Hilbert space and present some examples. Section 3 is dedicated to prove the main result, that is, Theorem 3.3. Section 4 is devoted to proving that the class Γ of all multilinear operators that factor through a Hilbert space is a maximal multi-ideal. The duality with the tensor norm is proved in Theorem 4.4 and Corollary 4.5. In Section 5 we study the polynomials that factor through a Hilbert space, proving a Kwapień type characterization for them.
1.1. Notation and Preliminaries. We use standard notation of the theory of Banach spaces. The letter K denotes the real or complex numbers. The unit ball of a the normed space X is denoted by B X . We denote by K X : X → X * * the canonical embedding.
Throughout this work, n denotes a positive integer and the capital letters X 1 , . . . , X n , Y and Z denote Banach spaces over the same field. The symbol L (X 1 , . . . , X n , Y ) denotes the Banach space of bounded multilinear operators T :
For simplicity of notation, we write L(X 1 , . . . , X n ) in the case Y = K.
The set of decomposable tensors of the algebraic tensor product X 1 ⊗ . . . ⊗ X n is denoted by Σ X1...Xn . This is,
Let π be the projective tensor norm given by
The symbol Σ π X1...Xn denotes the resulting metric space obtained by restricting the norm π to Σ X1...Xn .
The universal property of the projective tensor product establishes that for every bounded multilinear operator T :
In particular, the restriction of T to Σ A norm β on X 1 ⊗ . . . ⊗ X n is said to be a reasonable crossnorm if
where ε denote the injective tensor norm defined by
The reader interested in tensor norms may check references [5, 22, 9] . According to Theorem 2.1 of [8] we have that if β is a reasonable crossnorm on X 1 ⊗ . . . ⊗ X n , then the resulting metric space Σ 
for all reasonable crossnorm β on X 1 ⊗ . . . ⊗ X n .
Definition, Examples and the Metric Case
Definition 2.1. We say that the multilinear operator T : 
commutes. We define Γ(T ) as inf A Lip(B) where the infimum is taken over all possible factorizations as above.
In the previous definition it is enough to take M as A(X 1 × · · · × X n ) (or equivalently, its closure in H).
The collection of multilinear operators T : X 1 × · · · × X n → Y which admit a factorization through a Hilbert space as in (3) is denoted by the symbol Γ (X 1 , . . . , X n ; Y ). The symbol Γ denotes the class of all bounded multilinear operators that factors through a Hilbert space.
It is easy to see that the translation of the diagram (3) to the setting of Σ-operators acquires the form
where f T and f A are the Σ-operators associated to the bounded multilinear operators T and A. In other words, f T = Bf A . 
.6] for the details of this construction).
The Canonical Multilinear Map on Hilbert spaces. The canonical multilinear map
Notice that the linearization⊗ coincides with the identity map on H 1 ⊗ π . . . ⊗ π H n . Hence, ⊗ does not factor through a Hilbert space in the linear sense since for n > 1,
As a consequence of the previous discussion, T ∈ Γ(X 1 , . . . , X n ; Y ) does not imply that its linearization T : X 1 ⊗ π . . . ⊗ π X n → Y factors through a Hilbert space. However, the converse is naturally true.
Multilinear Operators Whose Linearization Factor through a Hilbert
Space. Consider a bounded multilinear operator T :
Therefore, T ∈ Γ(X 1 , . . . , X n ; Y ) and Γ(T ) ≤ Γ( T ). In other words, the operator
is bounded and has norm ≤ 1.
When every Factor of the Domain is a Hilbert Space. It is natural to expect that operators of the form T :
is an onto isomorphism for every Banach space Y . To see this, let T :
Furthermore, (iii) of Proposition 4.1 says T ≤ Γ(T ).
Hilbert-Schmidt Multilinear Operators. Following Matos [18] , let L HS (H 1 , . . . , H n ; H) denote the Banach space of Hilbert-Schmidt multilinear operators T :
where (e i j ) j∈Ji is an orthonormal basis of H i . The previous example tells us that every Hilbert-Schmidt multilinear operator factors through a Hilbert space. Even more: [18, Prop. 5.10] . Then, every Hilbert-Schmidt multilinear operator T :
With this, we obtain that for every 2 ≤ p < ∞, every fully absolutely p-summing operator T ∈ L p f as (H 1 , . . . , H n ; H) (for this notion, see [18, Def. 2.2]) factors through a Hilbert space. In Proposition 5.5 of this reference, the author proves that L 2 f as (H 1 , . . . , H n ; H) is isometrically isomorphic to L HS (H 1 , . . . , H n ; H). Hence, the previous proposition asserts that every absolutely 2-summing multilinear operator T between Hilbert spaces factors through a Hilbert space and Γ(T ) ≤ T f as,2 . Even more, according to [18, Prop. 5.7] , L p f as (H 1 , . . . , H n ; H) is isomorphic to L HS (H 1 , . . . , H n ; H) for 2 ≤ p < ∞. As a consequence, every fully absolutely p-summing multilinear operator T factors through a Hilbert space and Γ(T ) ≤ (b p ) n T f as,p , where b p is the greater constant from Khintchine's inequality for all 2 ≤ p < ∞.
Notice that the morphism in Proposition 2.2 is not onto since ⊗ :
is a bounded multilinear operator which is not Hilbert-Schmidt when each H i is infinite dimensional. The same observation is also valid for the case of fully absolutely summing multilinear operators we deal with before.
Lipschitz 2-Summing Multilinear Operators. In this example we relate the notion of Lipschitz 2-summing multilinear operators developed in [3] with multilinear operators that factor through a Hilbert space.
One of the equivalences of the Lipschitz 2-summability of T :
, where µ is a probability measure on (B L(X1,...,Xn) * , w * ), i :
is the canonical inclusion and u is a Lipschitz function such that π
Actually, we have proved that
. . , X n ; Y ) ≤ 1 holds for all Banach spaces X 1 , . . . , X n and Y .
2.2.
Relation with the Metric Case. Now, we turn our attention to Lipschitz mappings between metric spaces. Recall from [4] that a Lipschitz function between metric spaces f : X → Y factors through a subset of a Hilbert space if there exist a Hilbert space H and a subset Z of H (actually we may take Z = f (X)) and two Lipschitz functions A :
, where the infimum is taken over all possible factorizations of f as before.
It is clear from Diagram (4) that if T is an element in Γ(X 1 , . . . , X n ; Y ), then its associated Σ-operator f T : Σ π X1...Xn → Y is a Lipschitz function that can be factored through a subset of a Hilbert space in the sense of [4] . Moreover, we have
In other words, every multilinear operator
T → f T is bounded and has norm ≤ 1. We do not know if the metric approach of [4] restrict well to the setting of multilinear operators we are proposing. Specifically, we have two questions:
Question 1: Is the map defined in (5) an isometry?
Question 2: We do not know if T factors through a Hilbert space whenever f T does in the metric sense, that is, Does
Kwapień Type Characterization
In this section we characterize the multilinear operators that factor through a Hilbert space, in terms of their behavior on some special finite sequences (Theorem 3.3). This fact relies on the local character of the property of factoring through a Hilbert space, which is proved in Theorem 3.2. First, we precise some needed facts and notation.
Sets of the form f A (Σ X1...Xn ) = A(X 1 × · · · × X n ), where A : X 1 × · · · × X n → Z is bounded, are fundamental for the proof of Theorem 3.2. We collect some relevant facts about these sets in the next lemma. We omit its proof since it can be done by standard arguments of the theory of Banach spaces. 
is a well defined bounded linear operator and B * ≤ Lip(B). The linear operator B * is called the adjoint of B.
Let E i be a finite dimensional subspace of X i , for 1 ≤ i ≤ n, and L be a finite codimensional subspace of Y . We define the multilinear map 
where the supremum is taken over all finite dimensional subspaces E i of X i and finite codimensional subspaces L of Y . In this situation Γ(T ) = s.
Proof. Suppose that T :
Let E i and L be as above.
Therefore, s must be finite.
For the converse, we have to translate a condition on finite dimensional spaces to a global condition. For this end we use the technique of ultraproducts. Basic facts about ultraproducts of Banach spaces can be found in [11] .
Let us denote by F (X) the collection of all finite dimensional subspaces of X and by CF (Y ) the collection of all finite codimensional subspaces of Y .
Define
For each (E 1 , . . . , E n , L) ∈ P there exist a factorization as follows , where n(
It is not difficult to see that
is a multilinear mapping. Moreover,
implies that A is a bounded and A ≤ 1.
On the other hand, we extend the operator (
where
The definitions of (B E1,...,En,L ) * and A E1,...,En,L imply that
holds for all y
Inequality (7) has many implications. First,
Third, the general case ensures that B is Lipschitz and Lip(B) ≤ s.
To conclude, note that for every (
As a consequence, BA(x 1 , . . . ,
is commutative. Now, if we consider all the spaces ℓ
is an abstract L 2 -space. Moreover, [16, Vol. II Th. 1.b.2] implies that this ultraproduct is (order) linearly isometric to L 2 (µ) for some measure space (Ω, µ). This means that T factors through a Hilbert space and Γ(T ) ≤ s.
Given finite sequences (p
Notice that it is enough, by adding zeros if necessary, to take m = l.
Theorem 3.3. The multilinear operator T : X 1 × · · · × X n → Y admits a factorization through a Hilbert space if and only if there exists a constant C > 0 such that
for all finite sequences such that
In this case, Γ(T ) is the best possible constant C as above.
Proof. First, let us suppose that T :
for all finite subsets F of I. Therefore
Finally, the combination of (9) and the Lipschitz conditions of B and f A imply
Consequently, (8) must be true and inf C ≤ Lip(B) A . Hence, inf C ≤ Γ(T ). Conversely, let us prove that whenever T satisfies (8), then T admits such a factorization. For this end, we will use Theorem 3.2. Let E i be a finite dimensional subspace of X i . Let us denote by π| the restriction of the norm π(·;
Since the spaces E i are finite dimensional, K is compact. Define S the subset of C(K) given by the functions of the form
where (a i ), (b i ), (p i ) and (q i ) are finite sequences in Σ E1...En such that
Every element φ in S satisfy φ > 0 since there exist ζ in K such that φ(ζ) > 0. Moreover, S is a convex cone disjoint of the negative open cone C − := { φ | sup φ < 0 }. An application of the Hahn-Banach theorem ensures the existence of a measure µ on K which separates C − and S. It is possible to adjust µ to be a positive measure such that 0
Since E i is a finite dimensional space
Thus, we may adjust µ such that
In particular, (11) is also true for p and q in Σ E1...En such that C < f T (p)− f T (q) and a, b in Σ E1...En with π|(a − b) < 1. As a consequence
The homogeneous property of f T asserts that
Hence,
This way,
On the other hand, it is clear that 
Finally, we obtain a factorization as follows
The boundedness of A is deduced from (13); moreover, A ≤ C. Inequality (12) asserts that B is a well defined Lipschitz function and
..,En admits a factorization through a Hilbert space and Γ(Q L f T I E1,...,En ) ≤ C. Theorem 3.2 implies that T belongs to Γ(X 1 , . . . , X n ; Y ) and Γ(T ) ≤ inf C.
Ideal Behavior and Tensorial Representation
The ideal features of Γ are contained in the next proposition. We omit its proof since it follows easily from the definition, using the characterization provided by Theorem 3.3. i) Γ is a norm on Γ (X 1 , . . . , X n ; Y ). ii) Every rank-one multilinear operator
with ϕ ∈ L(X 1 , . . . , X n ) and y ∈ Y is an element of Γ (X 1 , . . . , X n ; Y ) and
A consequence of Corollary 4.5 is that every Γ(X 1 , . . . , X n ; Y ) is a Banach space. This result in addition to previous proposition and Theorem 3.2 tells us that the pair [Γ, Γ(·)] is a maximal multi-ideal in the sense of K. Floret and S. Hunfeld [9] .
In [9] the authors prove that every maximal ideal is represented by a finitely generated tensor norm, extending, in this way, the Representation Theorem for Maximal Ideals (see [5, Sec. 17] ). Consequently, Γ is represented by a finitely generated tensor norm γ with which it is in duality. Now, we give an explicit fomulation of γ.
For a better understanding, it is convenient to have in mind that the mapping
In order to define γ(u), the Lipschitz condition of bounded Σ-operators leads us to consider representations of u of the form
where p i and q i are elements in Σ X1...Xn and y i in Y . The first tensor norm which considers representations as in (14) was given by Angulo in his doctoral dissertation [2] . In that case, J.C. Angulo defined the tensor norm d p which is in duality with the collection of Lipschitz p-summing multilinear operators defined in [3] . Before presenting the norm γ, we fix some notation. Given finite sequences (a j ) m j=1 and (b j ) m j=1 in Σ X1...Xn . We write
We also use the standard notation
where the infimum is taken over all representations
The next proposition is straightforward and only requires standard techniques of tensor products. We omit the proof. Proposition 4.3. Let X 1 , . . . , X n , Y be Banach spaces and β be a reasonable cross norm on the tensor product
is bounded and ϕ ⊗ y
is a bounded multilinear operator such that f R (Σ Z1,...,Zm ) ⊂ Σ X1...Xn and S : W → Y is a bounded linear operator then
is bounded and R ⊗ S ≤ R S .
where the infimum is taken over all finite dimensional subspaces E i and F of X i and Y , respectively, such that u ∈ E 1 ⊗ . . . ⊗ E n ⊗ F .
The previous proposition tells us that γ is a finitely generated tensor norm in the sense of Floret and Hunfeld [9] .
For a well understanding of the tensorial representation of the class Γ, we precise the involved algebraic morphism. Every bounded multilinear operator T :
* gives rise to a bounded functional
Conversely, every bounded functional ϕ on X 1 ⊗ π . . . ⊗ π X n ⊗ π Y defines a bounded multilinear operator
It is not difficult to prove that these assignments are linear isometries and inverse of each other. In other words, we have that
is an isometric linear isomorphism. The next theorem establishes that Φ in (15) also is an isometric linear isomorphism if we replace π by the norm γ and L (X 1 , . . . , X n ; Y * ) by the normed space Γ(X 1 , . . . , X n ; Y * ).
Theorem 4.4. Let X 1 , . . . , X n , Y be Banach spaces. Then
is an isometric linear isomorphism.
Proof. We will use the linear isometry
Suppose that T factors through a Hilbert space. The combination of (16) and Theorem 3.3, implies that for all (y i ) i and (
In other words ϕ T is bounded and ϕ T ≤ Γ(T ).
Conversely, suppose ϕ ∈ (
After taking suprema over
According to Theorem 3.3, T ϕ : X 1 × · · · × X n → Y * factors through a Hilbert space and Γ(T ϕ ) ≤ ϕ . 
Proof. Let T be an operator in Γ(X 1 , . . . , X n ; Y ). Define
The multilinear feature of T and the linearity of every y * assert that ζ T is well defined and linear. Let u ∈ X 1 ⊗ . . . ⊗ X n ⊗ Y * and η > 0. The finitely generated property of γ (see Proposition 4.3) asserts that there exist E i ∈ F (X i ) and
holds isometrically isomorphic. Notice that in (17) we are identifying Y /L with its double topological dual. Algebraic manipulations leads us that, under (17) , Q L f T I E1,...,En is the multilinear operators that corresponds to the composition
The election of η allows us to conclude that ζ T is bounded and
We may assume that T ϕ has range contained in Y . Reasoning as before (see (17) ) we have that
and L ∈ CF(Y ). Hence, Theorem 3.2 asserts that T ∈ Γ(X 1 , . . . , X n ; Y ) and Γ(T ) ≤ ϕ .
Finally, it is easy to check that the assignments T → ζ T and ϕ → T ϕ are linear and inverse of each other.
Preservation of the property of factoring through a Hilbert space.
Decreasing the Degree by Evaluations. For any bounded multilinear operator T :
Plainly, T x n is a bounded multilinear operator. Analogously, we can define a bounded multilinear operator T
n is an element of Γ(X 1 , . . . X n−k ; Y ) for all 1 ≤ k < n and
Proof. It is enough to apply (iv) from Proposition 4.1 to the map R :
The case k = n − 1 produces a bounded linear operator T n−(n−1) : X 1 → Y that factors through a Hilbert space in the linear sense. In this respect, we can say more, let p = (x 1 , . . . , x n ) in X 1 ×· · ·×X n fixed and let T in Γ(X 1 , . . . , X n ; Y ). Denote by Increasing the Degree by Products. In the following proposition we show how to construct multilinear operators that factors through a Hilbert space for given n linear operators with the same property. 
Polynomials Factoring through a Hilbert Space
Homogenous polynomials that factorize through a Hilbert space can also be characterized in terms of their behaviour in some special finite sequences of points. In this case we only state the main results. Their proofs are analogous to those of Theorems 3.2 and 3.3.
Recall that a mapping P : X → Y between Banach spaces is a homogeneous poylnomial of degree n if there exists a multilinear mapping T P : X × . . . × X → Y such that P (x) = T P (x, n . . ., x). 
In this situation Γ(p) = s.
If we denote by π n,s the symmetric projective tensor norm on the symmetric tensor product ⊗ n,s X and ⊗ n x := x ⊗ . . . ⊗ x we have: 
for all finite sequences (x i ), (y i ), (s i ) and (t i ) in X such that
for all n-homogeneous polynomial ϕ : X → K. In this case, Γ(p) is the best possible constant C as above.
