I. INTRODUCTION

M
ODAL analysis of dielectric waveguides is a key issue in optical device design. To perform this task with accuracy, different numerical methods can be used. Among them, the Fourier decomposition method (FDM) is a very well-known technique [1] . Nonetheless, although the method is simple and efficient, it has serious and important limitations: its accuracy is highly dependent on the size of the enclosing computational window (period of the basis functions over which the electric field is expanded), which must be fixed before applying the method. To avoid this truncation of the original infinite domain, the modified Fourier decomposition method (MFDM) was proposed in [2] for three-dimensional (3-D)/scalar cases and more recently in [3] for 3-D/semivectorial situations. This method relies on a tangent-type variable transformation, which converts the original infinite spatial domain into a finite one, where the Fourier method is then applied. Although the MFDM not only overcomes the aforementioned problem but also improves the accuracy of the FDM, it still has serious limitations.
1) Due to the symmetry of the applied variable transformation, the performance of the method is greatly reduced when analyzing asymmetrical situations. This occurs in many linear waveguides of practical interest (as, for ex- ample, in the asymmetrical directional coupler) and is also the case when studying nonlinear Kerr-type waveguides.
2) The MFDM avoids the problem of determining the size of the computational window, but in doing so, new scaling parameters are introduced in the variable transformations, which must also be subsequently determined, so the method is not fully automatic. Recently, to overcome these limitations, the adaptive-MFDM (A-MFDM) has been proposed in [4] and [5] , where it was successfully applied to linear and nonlinear planar [two-dimensional (2-D)] dielectric waveguides, under scalar approximation. In this method, a modified tangent-type transformation was proposed, which increases accuracy in asymmetrical situations. Also, an adaptive optimization algorithm was provided to automatically find the quasioptimum numerical parameters of the variable transformation.
In this paper, the natural extension of the A-MFDM to 3-D structures is performed. Although the presented technique has only been developed to analyze waveguides under scalar approximation, due to its close formulation, it can be easily extended to semivectorial and vectorial situations. This paper is structured as follows. Section II develops a general formulation of the A-MFDM based on the concept of a "matrix operator," for the purpose of transforming the modal wave equation of a 3-D/scalar dielectric waveguide into a matrix eigenvalue equation. Section III focuses on the adaptive procedure to find the quasioptimum parameters of the variable transformation. First, the optimization criterion, which gives the best results, is presented and then the details of the necessary algorithm to put it into practice are explained. In Section IV results are shown for a great variety of situations (frequency, modes, geometry, etc.), which confirm not only the validity of the proposed criterion but also the clear superiority of the A-MFDM in comparison to the FDM.
II. FORMULATION OF THE A-MFDM
A. Normalized Wave Equation
Under scalar approximation, the wave equation that governs the propagation of stationary solutions through a general -invariant 3-D/scalar dielectric waveguide is given by (1) 0733-8724/01$10.00 © 2001 IEEE where is the wavenumber in the vacuum and is the refractive index profile. Once these parameters are specified, our interest lies in determining the spatial distribution of the electric field and its propagation constant , which represent, respectively, the eigenfunctions and eigenvalues of the modal wave equation (1) .
It is usually preferable to normalize (1) by defining the following normalized parameters: the normalized axes and , the normalized frequencies and , the asymmetrical coefficient , the normalized propagation constant , and the normalized refractive index . For a general waveguide composed of three different media-film ( ), substrate ( ), and cover ( )-where , they are defined as
The normalization magnitudes and , which must be previously specified, can be chosen equal to any value. Typically, the half-widths of the waveguide core (in each direction) are the selected normalization magnitudes.
By introducing the normalized parameters into (1), an equivalent form of the modal wave equation is obtained. This is known as the normalized wave equation and can be finally written as (7)
B. Variable Transformation and Discretization
Making use of the following variable transformation: (8) the normalized wave equation (7) is converted into (9) where the exact expressions of the functions , , , and can be easily obtained by means of the chain rule [4] . Note that in doing so, the infinite domain has been mapped to a finite one in the plane by means of the tangent-type transformation. Also notice that before applying the method, four transformation parameters must be specified: the scaling factors ( ), which control the mapping strength, and the offset parameters ( ), which determine the mapping center. The latter were not present in the original formulation of [2] and [3] , and, as will be shown, they make it possible to efficiently deal with asymmetrical situations.
Finally, an approximate solution to the resulting wave equation in the transformed domain (9) is obtained by applying a process similar to the one performed in the FDM: first, the unknown electric field is expanded in a finite Fourier series (10) where now, unlike the FDM, the computational window comprises the whole transformed domain, that is, and , so the period of the basis functions is fixed at . Second, the Galerkin method is applied to obtain an algebraic system of equations, which relates the unknown spectral coefficients . To write down this system in a compact form, the spectral coefficients , which naturally define a matrix [ ], are reallocated as a column vector , and the matrix operator approach, introduced in [4] , is applied. As a result, the following equation is obtained: 
III. ADAPTIVE SETTING OF MAPPING PARAMETERS
A. Optimization Criterion
The MFDM was initially proposed to avoid the dependence of the FDM's accuracy on the size of the enclosing computational window. However, as was pointed out by Hewlett et al. [2] , if the whole space is compressed into a finite one by means of a variable transformation, the accuracy of the spectral method is now dependent on the transformation parameters ( and for the MFDM), so the method will only work properly if they are adequately selected. Although Hewlett et al. [2] suggested that good convergence could be obtained by setting the scaling parameters equal to the half-width of the waveguide core, this rule only applies for linear and symmetrical waveguides. Therefore, in general situations, this problem can only be partially overcome following an a posteriori strategy based on the visual inspection of the obtained solution and iterating until a satisfactory result is reached.
The four-parameter dependence ( , and ) of the proposed technique makes it almost impossible to apply such a strategy in practical situations; therefore a closed procedure to determine these parameters must be provided. One of the key issues of this paper is that an optimization criterion to automatically find the quasioptimum transformation parameters for the A-MFDM is proposed and verified in a great variety of situations. The optimization criterion proposed in this paper is the extension to 3-D structures of the previously published one for 2-D cases [4] , and it is based on the same reasoning: it is clear that the electric field spatial distribution in the transformed domain and therefore the spectral coefficients will depend on the chosen parameters, so it seems reasonable that the best results should be obtained with those parameters that most strongly concentrate the spectrum of the function into the lower spatial frequencies (i.e., into the spectral coefficients with lower indexes). Just as in the 2-D case [4] , it has been stated that the best results are obtained with those parameters that minimize the spectral width of the function and that the variance is a good measure of this spectral width. Now, taking into account the relation between the spectral coefficients of the proposed function and the spectral coefficients of the electric field, the final expression to be minimized is given by
Var (14) where stands for the four-dimensional vector of transformation parameters, i.e., . Note that in this expression, the dependence of on the vector of transformation parameters is explicitly shown to highlight this fact. However, for the sake of clarity, in the next section this dependence will be expressed through a superscript.
B. Optimization Algorithm
To put the previous criterion into practice, it is necessary to design an iterative algorithm, which, starting from an arbitrary set of transformation parameters, will be able to automatically reach a quasioptimum set of values. The main steps of the implemented algorithm can be summarized as follows.
1) By simple physical arguments, the transformation parameters are initialized: . 2) With these transformation values, the eigenvalue problem (12) is solved and the Fourier field profile coefficients together with the normalized propagation constant are obtained. 3) Now, a first guess for the optimum values that yield the minimum variance must be obtained. To do this, it is first necessary to provide a method that, starting from the previously calculated solution , makes it possible to estimate the variance of the spectrum for any arbitrary value of , i.e., it is necessary to specify exactly how to compute the function Var Var . This can be done by means of a direct method: applying the inverse and direct tangent-type transformation, with parameter values and , respectively, to the previously calculated solution , an estimation of the spectrum can be obtained (this aspect will be further explained later). From this, its variance Var Var can be easily computed. Once the function to be minimized Var has been defined, any standard optimization procedure can be used to obtain the optimum transformation parameters . However, as no closed-form expressions for the gradient of the function are available, direct methods that do not rely on the derivatives are preferred. Throughout this work, results have been obtained by means of a direct search method known as the "simplex search method" or "polytope algorithm," as implemented in MATLAB's function fmins [6] . 4) The optimum parameters are now used to repeat the process from the second step until no change is observed in two consecutive iterations. For complete understanding of the previous algorithm, the question of how can be estimated for any arbitrary value of the parameters starting from an initial known solution (point 3 of the previous algorithm) must be conveniently clarified. Suppose that are the obtained Fourier coefficients when the eigenvalue problem (12) is solved with some transformation parameters , and are the Fourier coefficients that we intend to determine from the former for some arbitrary transformation parameters , in order to evaluate its bandwidth. Once the coefficients are known, the corresponding field profile in the space can be evaluated in an arbitrary grid of points by means of the inverse discrete Fourier transform (10). These points can be conveniently chosen so that when performing the double transformation, from to [by means of the inverse tangent transformation (13)] and from to [by means of the direct tangent transformation (8) ] to obtain , the new set of sample points are uniformly spaced. In this manner, a set of uniformly spaced samples of are determined from and the desired coefficients can be easily calculated by means of the FFT. To understand the basis of the aforementioned process, a graphical representation is shown in Fig. 1 for a simpler 2-D situation. Its practical implementation is carried out by following the following steps.
1) A grid of equidistant samples over the plane is defined .
2) The respective grid of nonequidistant samples is obtained by means of the inverse and direct proposed variable transformation [(13) and (8) , respectively], that is
3) The matrix of field amplitudes of sampled at equally spaced points defined by , that is, , is calculated from the Fourier coefficients of the function applying the inverse discrete Fourier transform (11) over the nonequidistant grid obtained in the previous step, since the matrix thus obtained is equal to the matrix . 4) Finally, the desired spectral coefficients of are obtained, performing the FFT to the matrix of amplitudes .
IV. RESULTS
To validate the proposed technique and its optimization strategy, results will be presented relative to two different situations. Fig. 1 . Relationship between the equidistant samples of (u) where we wish to determine the field and those nonequidistant of (u) that represent the same amplitudes of the electric field.
1) First, 3-D structures with known analytical solutions will be analyzed. These structures, which have refractive indexes of separable type, do not apply to realistic situations but are useful to validate a numerical method because they make it possible to easily calculate the precision of the obtained solution. 2) Second, to show the performance of the proposed technique in more realistic situations, the method will be applied to an asymmetrical rib waveguide directional coupler, which is a complex structure frequently used in a great variety of devices.
A. Separable Type Waveguides
Assessment of the method can be done by analyzing 3-D waveguides with known solutions and comparing the error obtained using the A-MFDM to that obtained using the FDM. For this task, two linear dielectric waveguides with analytical solutions have been defined. They have been obtained making use of the separation of variable method [7] . The first one is a symmetrical waveguide formed by adding two step-index slabs, while the second one is an asymmetrical waveguide formed by adding two exponential graded-index slabs [8] . Both structures have been plotted in Fig. 2(a) and (b) , respectively. The reason for such a choice is that in the case of Fig. 2(a) , and due to the symmetry, the A-MFDM can be first verified without the necessity of the offsets (i.e., ). Once this has been done, the optimization strategy can then be proved in the more general situation of Fig. 2(b) where, due to the asymmetry, the four transformation parameters are needed and must be simultaneously optimized.
As a measurement of the obtained error, the mean square error (MSE) of the electric field and the relative error (RE) of the propagation constant were used. These are defined in the following manner:
where, in order to make a correct comparison between A-MFDM and FDM, the integration area used in (15) has been set equal to the window size for which the FDM is optimized (that is, choosing it in a such a way that the electric field is approximately zero over its edges).
To check the soundness of the method for the symmetrical waveguide, the following representation has been used: the path followed by the optimization algorithm has been superimposed onto the contour map of the MSE obtained for different values of the scaling parameters ( ), or onto that of the RE in the propagation constant. This makes it possible to clearly identify if the optimization algorithm has been able to converge to an optimum area and to determine the final accuracy obtained by the A-MFDM. The obtained results for different frequencies, modes, and numbers of coefficients were always excellent. To show a typical situation, the aforementioned representation (for the MSE measurement) is plotted in Fig. 3(a) and (b) for the two first modes of the symmetrical waveguides (TE and TE , respectively). In each of them, the discontinuous contour line corresponds to a value of the MSE equal to that of the FDM without mapping. Therefore, in the region inside the discontinuous contour line, the A-MFDM is obtaining more accurate results than the FDM. The observed asymmetry in Fig. 3(b) is produced by the field profile of the mode under consideration. In both cases, it can been seen that the proposed criterion is working well because, even if the starting transformation parameters are located in an area in which the A-MFDM works worse than the FDM [ Fig. 3(b) ], the developed algorithm automatically reaches the best area and yields a final MSE better than 30 dB. The electric field spatial distributions obtained when the A-MFDM is used with such final values are shown in Fig. 4 .
When the path followed by the optimization algorithm is superimposed onto the RE representation (Fig. 5) , the contour map presents a less smooth variation with the transformation parameters, but even then the A-MFDM shows much better accuracy in the determination of than the FDM. As can be seen in the figure, the final RE obtained for the two modes is better than 45 and 30 dB, respectively. With respect to the asymmetrical waveguide, the obtained results have also been very satisfactory, showing that the proposed procedure is able to simultaneously give the four quasioptimum parameters. Unfortunately, the four-parameter dependence makes it impossible to summarize in a single plane the performance of the method. However, the same type of representation can be used if two of the parameters (for example, ( ) are kept constant while the two others are varied around the parameter values reached by the optimization algorithm. As an example, in Fig. 6 (a) and (b), the MSE-contour map and the RE-contour map are plotted versus ( ), while ( ) are kept fixed to the final reached values. It can be seen that in both cases, the final point is located in the optimum area, and that an MSE of 34 dB and a RE of 49 dB are obtained, respectively. Notice also that, as was pointed out in the previous paragraph, the propagation constant map is more irregular than the MSE map, but even so the A-MFDM in conjunction with the optimization procedure gives a much better estimation of than the FDM.
The superiority of the A-MFDM in relation to the FDM is clearly confirmed when their convergence rates are compared. Such results are shown in Fig. 7 for different operating frequencies and for the asymmetrical waveguide. Note that the FDM presents worse accuracy as the frequency is decreased, due to the greater window size that must be used, while the A-MFDM has been able to overcome this drawback since it shows a less appreciable dependence on this variable. Notice also that the greatest improvement is obtained when the number of harmonics is small, a very interesting fact for the analysis of 3-D waveguides.
Another important property observed when the proposed optimization criterion was used together with the A-MFDM is that regardless of the number of harmonics used in the Fourier series, the optimum transformation parameters remain practically unchanged. This is shown in Fig. 8 , where the transformation parameters finally reached by the optimization strategy, when different numbers of harmonics were used, are plotted for different operating frequencies. This desensitization of the quasioptimum parameters to the number of harmonics can be advantageously used to reduce the computational effort required by the A-MFDM. This makes it possible to use a very low number of harmonics in all the intermediate steps of the iterative scheme to determine the optimum transformation parameters, and once these have been obtained, the number of harmonics can be conveniently increased to improve the accuracy of the method.
B. Directional Coupler
Finally, the method has also been tested in an asymmetrical waveguide directional coupler. This device is extensively used in a great variety of applications, such as beam splitters, demultiplexors, and switches. The operation of the structure, which is composed of two closely spaced waveguides, is based on the interaction between the two lowest order supermodes: the symmetric-like and the asymmetric-like one.
To prove our technique, an asymmetrical rib waveguide directional coupler has been selected [9] . The geometry and the physical parameters of the structure are shown in Fig. 9 . All the results of this section correspond to field profile and propagation constants obtained with the FDM or with the A-MFDM for different values of the width of the rightmost waveguide (2 ) but maintaining all the other parameters of the structure set to a constant value. This will make it possible to test the proposed strategy with a great variety of field profiles.
In Fig. 10 , different field profiles of the symmetric-like and asymmetric-like supermodes are plotted for different values of 2 . All of them have been obtained with a reduced number of harmonics ( ), which, as will be shown later, are enough to ensure convergence of the method. In all cases, the value of has been kept fixed to a constant value ( n.u.) because this value is very close to the one obtained by the optimization algorithm for all the analyzed situations. It must be noted that in obtaining the field profiles of Fig. 10 , the A-MFDM is working in an absolutely automatic fashion, i.e., the remaining transformation parameters ( ) have been calculated for each value of 2 by the optimization algorithm. Superimposed onto the field profile, a shaded ellipsoid is plotted, which gives a graphical representation of the optimum transformation parameters attained by the algorithm. This ellipsoid is obtained by transforming a centered circle of radius , defined in the plane, to the domain by means of (13). In this manner, the ellipsoid shows the area of the plane that is best represented in the transformed domain. It can be seen that by varying 2 , a great variety of situations occur that lead to different field profiles centered in different positions along the axis and that the inclusion of the center parameter makes it possible to efficiently deal with this situation. As expected, it can be observed that this ellipsoid moves along the axis covering the area in which the field profile and the waveguiding regions are located. Therefore, the accuracy of the method is always kept high with a reduced number of harmonics. It must also be noted that in all the cases under study, a good performance of the adaptive procedure has been observed. Because the analytical solution for this type of structure is unknown, a different strategy to check and quantify the performance of the A-MFDM in relation to the FDM was established. It exploits the property of regular convergence that must be satisfied by any useful numerical method. This property states that as the number of coefficients is increased, the obtained results will progressively resemble the exact solution, so convergence is reached when two consecutive practically unchanged solutions are attained. This property has been used to determine whether the results obtained by both methods are the same, once convergence has been achieved, and also to compare their rates of convergence. The obtained results confirm that both methods converge to the same solution (within a relative error of 0.015%) and that the convergence rate of the A-MFDM is much greater than that of the FDM, thus making it possible to decrease computational effort.
In Fig. 11 , the effective mode index ( ) of the symmetric-like and asymmetric-like supermodes versus the waveguide width 2 have been plotted for different numbers of harmonics. Fig. 11 (a) corresponds to the FDM and Fig. 11(b) to the A-MFDM. The obtained results are just like those obtained in [9] : as the width 2 increases, the modal index of the symmetric-like supermode approaches that of an isolated rib waveguide of width 2 , whereas the asymmetric-like supermode resembles that of the rib waveguide whose width remains fixed. In the opposite direction, as 2 decreases toward zero, the symmetric-like supermode resembles the fundamental mode of the rib whose width remains fixed, whereas the asymmetric-like supermode asymptotically approaches the slab solution. In the middle, when both rib waveguides have the same width (symmetric situation), maximum coupling between waveguides occurs as the propagation constants of the supermodes are very close together (almost a phase matched condition). To plot these curves, the numerical parameters of both methods have been kept fixed for all the values of the waveguide width 2 , i.e., the computational window of the FDM has been fixed to a constant value, as has the transformation parameters of the A-MFDM. Specifically, for the A-MFDM, the parameters that the adaptive method determined to be optimum for n.u. and were selected.
The first thing that can be observed in these figures is that the method with variable transformation converges with a much smaller number of harmonics than the method of Fourier. Indeed, the convergence in the A-MFDM is obtained with only 18 terms in each direction (324 unknowns) for all the values of , while 32 terms (1024 unknowns) are necessary to reach it in the FDM. It is also observed that once convergence has been reached, both methods converge, for any value of 2 , to the same final values within a relative error of 0.015%. Notice also that as the transformation parameters are optimum for n.u., convergence of the A-MFDM is first obtained for the rightmost part of the graph. This is especially important in the symmetric-like supermode, where it is observed that only 12 terms in each direction are needed to converge for the region 2 , while for the left part of the curve, i.e., 2 , 18 terms are required. This shows that the adaptive strategy used to search for the transformation parameters works correctly, since it is able to improve the convergence rate of the method.
Besides the adaptive algorithm, the other novelty of the A-MFDM is the introduction of the offset parameters and to locate the origin of the transformation in the plane. It could be argued that the choice of such parameters is not very important for the operation of the method, and that they could be chosen by simple "intuition" (for example, locating them in the high-index guiding region) and kept fixed for a given structure. This happens to be the case in many situations, and it was, for example, what was observed in Fig. 10 for the offset parameter , which, as was already pointed out, stayed almost constant under variations of 2 , so it was fixed to a constant value of 18 n.u. However, other occasions exist where it is useful to determine the optimum offset parameters. This is, for example, the case of nonlinear waveguides, in which the refractive index's dependence on the electric field makes it difficult to intuitively guess the location of the guiding region. In other situations, as, for example, when studying the dependence on 2 of the proposed directional coupler, the adequate selection of the offset parameters can lead to an appreciable reduction in computational effort. This is shown in Fig. 12 , where the convergence rate of the effective index of the symmetric-like supermode is plotted for a set of different offset parameters (
). The figure corresponds to a waveguide width of n.u. for which the optimum offset parameter values obtained by the adaptive algorithm for were n.u., n.u. From this figure, it is clear that the best convergence rate is obtained with the parameters supplied by the algorithm, although acceptable performance is also attained with the other values.
Finally, the assessment of the A-MFDM would be incomplete without a discussion of computation time. It is evident from the previously presented results that the A-MFDM requires a smaller number of harmonics than the FDM to reach a fixed accuracy, this being true not only for the two waveguides with analytical solutions but also for the asymmetrical rib waveguide directional coupler. However, from a practical point of view, this is of little interest if the computation efficiency is not also superior.
It must be remembered that the application of the A-MFDM involves two different steps: 1) the solution of the eigenvalue problem for a set of mapping parameters and 2) the application of the optimization process to find out a new set of quasioptimum mapping parameters. These steps are iteratively repeated until convergence is reached. Therefore, to evaluate the required time of computation for the A-MFDM, the following formula can be used: FDM, only the time required to solve the eigenvalue problem is represented, i.e., the time required to find out the correct size of the computational window has not been included. In the case of the A-MFDM, the figure shows, on one hand, the time required to solve the eigenvalue problem ( ) and, on the other, the mean time per iteration ( ). The difference between these values gives the mean time required for optimization ( ). This figure shows that for the same number of harmonics, the time needed to solve the eigenvalue problem is almost the same for both methods and that the extra time expended by the A-MFDM is mostly due to the optimization strategy. However, it is important to notice that when making these graphs, the worst case scenario was considered, as all the iterative optimization process has been carried out with the final number of harmonics, i.e., solving in each step a full size problem of dimensions. However, as stated in the previous section (comments to Fig. 8) , it is possible to drastically reduce this optimization time by using a low number of harmonics in all the intermediate steps needed to find the optimum parameters. Once these optimum parameters have been obtained, the full size problem can be solved to achieve the final accuracy.
In spite of this, it is observed that comparing those situations for which the same accuracy was obtained (number of harmonics needed in each case for convergence), the mean time per iteration of the A-MFDM (40 s for 18 harmonics) is approximately five times shorter than the FDM time of computation (approximately 200 s for 32 harmonics). As the mean number of iterations needed to reach the optimum transformation parameters was found to be , it is clear that even in the worst case scenario the A-MFDM gives similar computational efficiency as the FDM. However, for the same case, if the optimization procedure is carried out with only 12 harmonics (which is enough to find out the quasioptimum transformation parameters) and the eigenvalue problem is solved with 18 harmonics (to retain the same final accuracy), then the total computational time is only 60 s. Under this situation, the A-MFDM computational efficiency is more than three times better than that of the FDM. V. SUMMARY In this paper, the natural extension of the A-MFDM to 3-D/scalar dielectric waveguides is performed and results are presented for linear structures. The method is robust, as it includes an optimization strategy that assures the automatic determination of quasioptimum numerical parameters. The new technique has been tested in several situations, including an asymmetrical rib waveguide directional coupler, and the obtained results confirm the clear superiority of the method in relation to the classical FDM. As the method is self-adaptive, it could be especially useful for the analysis of situations where previous knowledge of the expected results is not possible.
APPENDIX MATRIX FORMULATION OF OPERATORS
Matrix operators appearing in (11) can be obtained by following a similar procedure as established in [4] for the simpler 2-D case.
Suppose that the functions and defined in the domain are related through
where denotes any operation such as those that appear in (9), i.e., the "first derivative with respect to or ," the "second derivative with respect to or ," or "the product by a known function." If both functions are expanded into a finite Fourier series, with and harmonics in each of the transverse directions (A2) (A3) and next, the spectral coefficients and , which naturally define matrices since they are denoted as a unique combination of the two spatial frequencies running in the and directions ( and ) , are rearranged as column vectors to be referenced as a single index ( and ), the objective of this Appendix is to find the square-matrix operator [ ] in the Fourier series domain so that (A1) will be transformed into If the first reallocation is adopted, the following mathematical relations must be employed:
where stands for the remainder after division operation and stands for the round toward zero operation. Once these definitions have been established, and following [4] , the matrix operators needed to transform (9) 
