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Abstract
We provide an asymptotic expansion for
∑
n
k=1
{√
k
}
. In the same spirit, we discuss the case of n-th
root and it relation to special values of Riemman’s zeta function.
1 Introduction and motivation
In this paper we prove that for any m ∈ N>2
n∑
k=1
{√
k
}
=
−1
6
⌊√
n
⌋ (
6n+ 5− 3 ⌊√n⌋− 2 ⌊√n⌋2)+ 2n3/2
3
+
√
n
2
+ζ
(−1
2
)
+
m∑
k=1
B2k(4k − 1)!
42k−1(2k − 1)!(2k)!(4k − 1)(4k − 3)
1
nk−1/2
+ o
(
1
n2m−3/2
)
And we generalize it for m ∈ N≥2 to
n∑
k=1
{
m
√
k
}
= −Mmn
(
n−
(
M (m)n
)m
+ 1
)
−
(
M (m)n
)m+1
+
1
m+ 1
m∑
k=0
(−1)k
(
m+ 1
k
)
Bk
(
M (m)n
)m+1−k
+
mn1/m+1
m+ 1
+
n1/m
2
+ ζ
(−1
m
)
+
p∑
k=1
(
1/m
2k − 1
)
B2k(2k − 1)!
(2k)!
· 1
n2k−1−1/m
+ o
(
1
n2p−1−1/m
)
Where M
(m)
n = ⌊ m√n⌋. And p ∈ N>2. This helps to study the family of sequences ( m
√
n)n that we only
know that it is equidistributed modulo 1, the asymptotic expansion gives informations on the behaviour
of the arithmetic mean which means the distribution of the elements on [0, 1] but not on it sub-intervals
which is a more delicate problem, the question to be asked is whether the summatory function can be
approximated with a pseudo-polynomial (with rational exponents) with an o(1) remainder which will be
discussed in First results (where it is proven that this is impossible). The method used here can be used
to find an asymptotic expansion for the partial sum of
{
kp/q
}m
with p, q,m positive integers but it would
be quite long and probably without any theoritical benifit.
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2 Definitions and preliminary results :
1. A sequence (an)n is called equidistributed modulo 1 (or simply equidistributed for convinience) iff
for any interval [a, b] ⊂ [0, 1] we have
lim
n→∞
1
n
|{ak|ak ∈ [a, b] and k < n}| = b− a
Or simply P (ak ∈ [a, b]) = b− a, where k uniformly chosen in N.
2. If (an)n≥1 is equidistributed, then
1
n
n∑
k=1
{ak} → 1
2
, where {x} denotes to the fractional part of x.
For a detailed proof see [1] (pp. 2-3).
3. The square root sequence that is, (an)n where an =
√
n for all natural numbers n, is equidistributed.
Proof sketch : fix x ∈ (0, 1], then {√n} ∈ [0, a) is equivalent to ⌊√m⌋2 < n < (⌊√m⌋+ x)2. This
means that
xn2 =
∣∣∣{k|k ≤ n2 and {√k} ∈ (0, x)}∣∣∣ = n−1∑
j=1
1 + ⌊x(2j + x)⌋ .
A fairly strightforward computation gives that xnn → x, therefore (an)n is equiditributed. A similiar
approach can be used with the n-th root.
First results
In the rest of the paper, (xn)n is defined by xn =
n∑
k=1
{√
k
}
, and mn = ⌊
√
n⌋.
We can deduce directly from the previous results that xnn → 12 . Moreover,For n > 1 we have
xn2 =
n2∑
k=1
{√
k
}
=
n−1∑
k=1
(k+1)2−1∑
j=k2+1
{√
j
}
=
n−1∑
k=1
(k+1)2−1∑
j=k2+1
√
j − k
=
n−1∑
k=1
2k∑
j=1
√
k2 + j − k
=
n−1∑
k=1
k
2k∑
j=1
√
1 +
j2
k2
− 1
=
n−1∑
k=1
2k∑
j=1
∞∑
m=1
(−1)m+1(2m+ 1)!
4m(m!)2(4m2 − 1) ·
jm
k2m−1
=
n2
2
− n
3
+O(1).
2
Actually, the limit of xn2− n
2
2 +
n
3 exists and it equals ζ
(−1
2
)
, where ζ denotes to Riemann’s zeta function,
which will be discussed later. From the above result we can see that
xn = xm2
n
+
n∑
k=m2
n
{√
k
}
︸ ︷︷ ︸
≤√n
=
n
2
+O (√n)
Which consists with the fact that (xn)n is equidistributed. Let us define yn = xn − n2 +
√
n
3 .
Note that yn+1−yn = {
√
n}−
√
n+1−√n
3 , which means that (yn)n has local minimums at n
2+3n+1 where
n ∈ N∗ and yn > 0 iff n ∈
{
n2 + 2n|n ∈ N∗}.
With some elementary calculations, we can find that
lim sup
n→∞
yn = ζ
(−1
2
)
+
1
2
; and lim inf
n→∞ yn = −∞.
3 Amelioration of the previous formula
The previous formula is not quite important since O (√n) is not a tight bound. Better asymptotic
expansions can be found using a different approach. we can use the fractional part-floor function relation
to deduce a very accurate asymptotic expansion.
we have
xn =
n∑
k=1
{√
k
}
=
n∑
k=1
√
k
︸ ︷︷ ︸
=an
−
n∑
k=1
⌊√
k
⌋
︸ ︷︷ ︸
=bn
. (1)
As it turns out, it is possible to find a closed form for (bn)n but not for (an)n. an can be expressed directly
in terms of the generalized Harmonic numbers sequence as an = H
( 1
2
)
n .
3.1 A closed form for bn
Set n > 1, then
bn =
n∑
k=1
⌊√
k
⌋
=
m2
n∑
k=1
⌊√
k
⌋
+
n∑
k=m2
n
⌊√
k
⌋
=
mn−1∑
k=1
(k+1)2−1∑
j=k2
mj +
n∑
k=m2
n
mn
= mn(n−m2n + 1) +
mn−1∑
k=1
k (2k + 1)
=
mn
6
(
6n + 5− 3mn − 2m2n
)
=
1
6
⌊√
n
⌋ (
6n+ 5− 3 ⌊√n⌋− 2 ⌊√n⌋2) (2)
3
This is valid for n ≥ 1 and easily gives the sequence (bn)n≥1 = 1, 2, 3, 5, 7, 9, 11, . . . , a computer program
can be implemented easily to calculate bn for large values without even using the square root function.
3.2 An asymptotic expansion for an
The Euler-Maclaurin [2] (pp. 806) asserts that a suitable function f we have
n∑
k=1
f(k) =
∫ n
1
f(x) dx+
f(1) + f(n)
2
+
m∑
k=1
B2k
(2k)!
(
f (2k−1)(n)− f (2k−1)(1)
)
+Rn,m (3)
Easily seen that Rn,m
n→∞−→ 0 in the case f ≡ √·, we already know (from Taylor series) that
√
1 + x =
∞∑
n=0
xn
n!
(
dn
dxn
√
1 + x
∣∣∣∣
x=0
)
(4)
Using the generalized binomial theorem we have
√
1 + x = (1 + x)1/2 =
∞∑
n=0
(
1/2
n
)
xn
=
∞∑
n=0
xn
n∏
k=1
3
2 − k
k
=
∞∑
n=0
(−1)n+1(2n + 1)!!
(2n)!!(4n2 − 1) x
n
=
∞∑
n=0
(−1)n+1(2n + 1)!
4n(n!)2(4n2 − 1) x
n (5)
A quick comparaison between (4) and (5) yields that
dn
dxn
√
x
∣∣∣∣
x=1
=
(−1)n+1(2n + 1)!
4n(n!)(4n2 − 1) (6)
Substituting f by
√· in (3) using (6) we get
an = H
(1/2)
n =
n∑
k=1
√
k
=
2n3/2
3
+
√
n
2
+ ζ
(−1
2
)
+
m∑
k=1
B2k(4k − 1)!
42k−1(2k − 1)!(2k)!(4k − 1)(4k − 3)
1
n2k−3/2
+ o
(
1
n2m−3/2
)
(7)
The term ζ
(−1
2
)
is obtained easily from the the analytical continuation of ζ over the half-plane Re(s) > −1
and s 6= 0 that is ζ(s) = H(s)n + 1(s−1)ns−1 − 12ns + o(1). A concise proof can be found in [3] (pp. 523-238).
3.3 Conclusion
Combining (7) and (2) in (1) we get
4
xn =
−1
6
⌊√
n
⌋ (
6n + 5− 3 ⌊√n⌋− 2 ⌊√n⌋2)+ 2n3/2
3
+
√
n
2
+ζ
(−1
2
)
+
m∑
k=1
B2k(4k − 1)!
42k−1(2k − 1)!(2k)!(4k − 1)(4k − 3)
1
nk−1/2
+ o
(
1
n2m−3/2
)
For any integer m > 0. This the main result of this article.
4 Generalisation to the case of the n-th root
The same technique can be applied in the case of the n-th root for example
n∑
k=1
⌊
3
√
k
⌋
=
1
4
⌊
3
√
n
⌋ (
4n + 4− ⌊ 3√n⌋− 2 ⌊ 3√n⌋2 − ⌊ 3√n⌋3)
n∑
k=1
⌊
4
√
k
⌋
=
1
30
⌊
4
√
n
⌋ (
30n + 31− 6 ⌊ 4√n⌋4 − 15 ⌊ 4√n⌋3 − 10 ⌊ 4√n⌋2)
n∑
k=1
⌊
5
√
k
⌋
=
1
12
⌊
5
√
n
⌋ (
12n + 12− 2 ⌊ 5√n⌋5 − 6 ⌊ 5√n⌋4 − 5 ⌊ 5√n⌋3 + ⌊ 5√n⌋)
A more general result can be established, note that with the same technique used in (2) we get
A(m)n =
n∑
k=1
⌊
m
√
k
⌋
=
⌊
m
√
n
⌋ (
n− ⌊ m√n⌋m + 1)+
⌊ m√n⌋−1∑
k=1
k ((k + 1)m − km)
The latter sum can be elementary computed by Fulhaber’s formula [4] (pp. 106)
n−1∑
k=1
k ((k + 1)m − km) =
n∑
k=1
(k + 1)m+1 − km+1 − (k + 1)m = nm+1 −
n∑
k=1
km
= nm+1 − 1
m+ 1
m∑
k=0
(−1)k
(
m+ 1
k
)
Bkn
m+1−k
Setting M
(m)
n = ⌊ m√n⌋ for convenience, we conlude that
A(m)n =M
m
n
(
n−
(
M (m)n
)m
+ 1
)
+
(
M (m)n
)m+1
− 1
m+ 1
m∑
k=0
(−1)k
(
m+ 1
k
)
Bk
(
M (m)n
)m+1−k
On the other hand, Euler-Maclaurin summation formula gives
K(m)n,p =
n∑
k=1
k1/m =
mn1/m+1
m+ 1
+
n1/m
2
+ζ
(−1
m
)
+
p∑
k=1
(
1/m
2k − 1
)
B2k(2k − 1)!
(2k)!
· 1
n2k−1−1/m
+o
(
1
n2p−1−1/m
)
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Then the formula
X(m)n = K
m
n,p −A(m)n where X(m)n =
n∑
k=1
{
m
√
k
}
gives a full asymptotic expansion of X
(m)
n since the choice of p ∈ N is optional. The case m = 2 coincides
with the earlier result in 2.3 of this paper.
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