Abstract. Fuzzy logic offers nowadays an interesting alternative to the designers of non linear control laws for electrical or electromechanical systems. However, due to the huge number of tuning parameters, this kind of control is only used in a few industrial applications. This paper proposes a new, very simple, onsite tuning strategy for a PID-like fuzzy logic controller. Thanks to the experimental designs methodology, we will propose sets of optimized pre-established settings for this kind of fuzzy controllers. The proposed parameters are only depending on one on-site open-loop identification test. In this way, this on-site tuning methodology has to be compared to the Ziegler-Nichols one's for conventional controllers. Experimental results (on a permanent magnets synchronous motor and on a DC/DC converter) will underline all the efficiency of this tuning methodology. Finally, the field of validity of the proposed pre-established settings will be given.
Introduction
Among the various types of control laws, the designers can nowadays have recourse to fuzzy logic. This type of control, in addition to its intrinsically nonlinear aspect and to the good dynamic performances allowed, gives the designer the possibility of incorporating the human operators experiment for the process control in his command law. As we will see it thereafter, the main handicap of this type of control is the huge number of parameters that have to be tuned. Moreover, the adjustment of these parameters is often unclear, the designer is generally satisfied to fix some of them at an average value while the others are fixed thanks to a fine knowledge of the process to control. Unfortunately, it does not exist today a general, systematic, simple and robust method for the adjustment of fuzzy controllers. This difficulty for their implementation is often a barrier to a more widespread use in spite of the resulting dynamic performances improvement compared to conventional control methods. The aim and the main contribution is neither here to compare various types of controls, nor their methods of parameters calculation, but to a e-mail: faucher@leei.enseeiht.fr b UMR CNRS n o 5828
provide simple tools for the fast and experimental on-site tuning of a fuzzy PID-type controller, from preestablished adjustments, after only one open-loop step input.
In this paper, we will thus study fuzzy PID control structures of which we will systematize the parameters adjustment with the help of the experimental designs [3, 8, 10, 11] . This powerful methodology finds here a great field of application for non-linear control laws optimization. The parameters tuning will optimize, on a given benchmark and in terms of performances and robustness, the response of an open-loop system modeled by a first order plus dead time or of an open-loop evolutive system.
In this way, this adjustment procedure approaches, on the methodology, the experimental adjustments provided by Broida or Ziegler-Nichols [12] for conventional PID controllers. Nevertheless, the optimization criterion is not here the damping ratio or the gain margin but the IAE criterion (integrative absolute error). The minimization of such a criterion makes it possible to optimize the system response during both no-load step response and load regulation, and even with non linearities such as saturations.
In a first part of this paper, the considered fuzzy controller will be described. Then a first set of preestablished settings, that can only be used in non-noisy environments, will be provided. A second set of preestablished settings for the same PID-like fuzzy controller, that takes into account the possibility of the presence of white noise, a process misidentification of an high order process, will be given in a third part of this paper. Finally, a last set of settings, that added to the second set the controller robustness versus solicitation magnitude will be provided. As the field of validity of a tuning methodology should always be associated to its statement, a last part of this paper is devoted to the limitations of our proposed preestablished settings. All the proposed settings were validated on two types of experimental systems: a DC/DC buck converter and a permanent magnet synchronous machine.
System presentation
First of all, the FLC that will be used in the whole paper has to be presented. This controller is a classical PIDlike fuzzy controller (see Fig. 1 ). A two-inputs/one-output Sugeno type FLC [9] with seven triangular membership functions is used [2] . In addition, a crisp integrator is placed parallel of this controller so as to ensure a zero steady-state error. The considered rules base is a classical antidiagonal one's. Of course, due to the fact that seven membership functions are chosen on both inputs and that only seven output singletons are considered, two saturation areas appear on the boundaries of this rules base. The parameters of such a controller are very numerous: for the fuzzy part, the 3 normalization and denormalization gains, the 49 fuzzy rules, the 7 positions of the membership functions at the two inputs, the 7 positions of the singletons at the output; for the crisp part, the value of the integrator gain, so, at least, 74 parameters to tune.
The determination of optimum values for all this parameters according to a specified benchmark (in our case: no-load step start, nominal load regulation, no-load regulation) and criterion (in our case the integral of absolute error (IAE) between the reference and the measured signal) is far from easy [4, 7] . In this paper, the criterion optimization is obtained by modifying the level of nine "major" factors, which contribution to the result seams to be the highests. These nine factors are the six membership positions factors defined in Figures 2a and 2b (and called A, B on input e, C, D on input de and E, F at the output), the integrator gain K i (called G), the error derivative normalization factor d em (called H)a n dt h e denormalization gain g m (called I). On each input of the FLC, the positions of the PS's and PVS's membership function's apex are mobile. A zero-symmetry and a 50%-overlapping rate are always maintained and the PB's and NB's membership functions apex are fixed (at +1 and −1 respectively). At the output of the fuzzy controller, as we use a Sugeno-style fuzzy logic controller, the output membership functions are singletons. As on the inputs, the positions of the PS's and PVS's singletons are mobile and a zero-symmetry is maintained.
In this paper, pre-established values for these nine parameters will be provided, but only three of this parameters (two of the normalization gains and the integrator gain) will depend on the open-loop identification of the process. The others will be defined on the normalized universe of discourse. In this way, this methodology can be seen as a Ziegler-Nichols-like tuning strategy [12] for fuzzy controllers. For open-loop stable processes, the open-loop step response of the process will provide three parameters K, T and τ for an open-loop transfer function of the process that can be expressed as equation (1) (Fig. 3a) . For evolutive open-loop processes, the open-loop step response of the process will provide two parameters K and T for an open-loop transfer function of the process that can be expressed as equation (2) (Fig. 3b) . 
2 Standard settings for a PID-like FLC
Experimental designs methodology
Considering for example only two levels for each of the nine factors described above, the classical experimental tuning method that consists in varying one of the parameters when all the others are maintained constant, results in 2 9 = 512 required experiments in order to test all cases and to find the suitable combination of factors levels that minimize the IAE-criterion. The main difference between this classical experimental method and the experimental designs method resides in the fact that the level of each factor is modified at each experiment according to a specific procedure [3, 4] . This allows a drastic reduction of the number of required experiments, the possibility of taking into account much more parameters, the detection of interactions between factors and a result optimization.
To simplify the experimental strategy definition, predefined tables have been published [8] based on the hypothesis that second-order interactions (that are interactions between three factors) are always negligible. These tables are called "experiment matrices" and are noted L a (b c )w h e r ea is the number of required experiments, b the number of levels for each factor and c the number of factors that can be studied. Each row of such a table is assigned to one experiment and each column can be assigned to one factor. The first order interactions (if they exist...) are placed in the columns depending on the positions of the factors which are involved in these interactions. Numbers 1 and 2 symbolizes the (two) levels of each factor. When the required experiments have been done, the effect of each factor (noted E Ai ) added up by the effect of the first order interactions that are in the same column as the factor (noted ΣE XY ) at a specified level i can be determined according to the relation:
If we suppose (or of course, if we know) that ΣE XY cannot be neglected in front of E Ai , it's possible to use a so-called complementary-table so as to evaluate E Ai − ΣE XY . Using these two equations, E Ai and ΣE XY can then be evaluated separately. From this time onwards, it's easy to determine the combination of the factors levels which minimize the IAE-criterion.
Application on the PID-like FLC
In our case, only two discrete levels are chosen for each of the nine factors in order to reduce the number of required experiments. These two levels are defined in a relative way for factors A to D due to the mechanical constraint which exists between the positions of membership functions apex. To illustrate this fact, let us consider the value 0.7 for factor A; in that case, the position of factor B must be between 0 and 0.7. Thus, considering the (4) 
Intuitively, under the assumptions of an equal-interval scaling of membership functions and of a non-saturation of the control values, relationships such as K p = g m /e m and K d = g m /de m can be shown. Thus, two levels have been chosen in terms of K, T and τ on both sides of the Broïda settings obtained for de m , g m and K i (considering a normalized solicitation e m =1). It has here been possible to obtain the optimized combination of factors levels according to the IAE-criterion in only 32 experiments instead of 512. Table 2 From this table and thanks to the so-called complementary-table, it becomes possible to separate the effects of each factor from the first-order interactions effects. Table 3 summarizes the calculation of the effects, assuming that second order interactions are negligible and according to a experimental design rule called inheritance interactions (the highest level for each factor, the highest interaction). Thus, it is possible to underline, in the first-order interactions summations, the most influential interactions. Considering these interactions effects and the nine factors effects, it is possible to determine the combination of factors levels that optimize the IAE-criterion:
This combination leads to IAE =0 .395 (this criterion is here supposed to be adimensional).
Until now, the definition of pre-established settings for the PID-like FLC has just been led on discrete levels. To ensure a fine optimization of these settings in the vicinity of those obtained in the last paragraph, a simplex algorithm has been used. The main handicap of this optimization algorithm resides in its high number of required experiments. Therefore and in order to reduce this number, the simplex has been led only on the most influential factors. Those can be identified thanks to the effects provided in Table 3 .
Exactly the same procedure was followed in case of evolutive systems.
Pre-established standard settings
After a fine optimization of the most influent factors levels using a simplex algorithm, the final optimized settings for the FLC parameters in case of use with open-loop stable process are those given by equation (5) . It can be noticed that the normalization factor on input e (called e m )i s here supposed to be defined considering the solicitation magnitude s m . 
For open-loop evolutive systems, the optimized preestablished settings are (Eq. (6)): 2222211220.444 Table 3 . Calculation of effects.
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Experimental results

Open-loop stable systems
In this case, the pre-established settings have been tested on both a DC/DC buck converter (output voltage control -supply voltage = 200 V, IGBT power switches) and a PMSM (speed control, nominal torque = 5 N m, maximal speed = 4 500 rpm, type Mavilor BLS112) [6] . As the proposed standard settings have been obtained without taking into account the effect of white noise, a low-pass filter (50 Hz for the converter and 10 Hz for the PMSM) has to be added. Thus, the open-loop identification tests are leading respectively to transfer functions (7) and (8).
Figures 4a and 4b give the experimental results for the DC/DC converter controlled either by our PID-like FLC or by a conventional Broïda PID controller. The experimental results for the PMSM speed control are also provided in the two same cases (Figs. 5a and 5b).
With the optimized FLC, all the experiments lead to an outstanding improvement of the behavior with respect to the standard tunings of the Broïda PID controller (between 70% and 80% improvement of the IAE-criterion, overshoot and time response reduction).
Open-loop evolutive systems
The position control of the PMSM is an example of evolutive systems and its experimental step identification leads to the model given by transfer function (9) .
From this result, the settings of the PID-like FLC could be deducted from (6) . Figures 6a and 6b present only the experimental results for a step input and not for the whole considerated benchmark, because of our test possibilities. As for Broïda or Ziegler-Nichols controllers, i.e.
from only one open-loop identification test, the FLC optimized through our procedure gives a very fast response with a slight overshoot.
Robust settings for a PID-like FLC
In the previous part, after having briefly described the experimental designs methodology, we applied it to obtain pre-defined optimized settings for the FLC parameters. These settings only depend on two or three parameters (K, T and eventually τ ) coming from an open-loop identification of the process. Experimental results show that it is now possible, as with the Broïda or Ziegler-Nichols methodologies for conventional PID controllers, to obtain satisfying results for FLC in just one open-loop identification test. In this way, these settings could be seen as an on-site efficient FLC tuning strategy.
It's however possible to notice the parameters settings sensitivity to system parameters variations or white noise has not been taken into account in the design procedure. Consequently, these settings should only be used in noiselessly environments or with systems where the open-loop identification has been done with a high precision degree. In this part, a second set of pre-established settings for the same PID-like FLC, that integrate, from the beginning of the design procedure, the robustness of the FLC, will be proposed. This new set can also be seen as a complement of the existing set. It will warrant a high performances process response on the considered benchmark combined with an high robustness. The process performances are always evaluated considering the integrative absolute error (IAE) between the reference and the measured signal. The FLC will then be all the more robust since this IAE-criterion remains insensitive to uncontrollable factors (here white noise, process misindentification or high order process). To some extent, it is thus possible to say that we want to provide settings for the PID-like FLC that satisfy a multiobjective criterion: on the one hand, the IAE-criterion, on the other hand the robustness (or the quality...) of the set of settings.
Taguchi quality design of experiments
Taguchi methods [10] were developed in Japan by Genichi Taguchi to improve the implementation of total quality control in Japan. They are based on the design of experiments to provide near optimal quality characteristics for a specific objective. The real power of Taguchi methods comes from their simplicity of implementation. The goal is not just to optimize an arbitrary objective function, but also to reduce the sensitivity of engineering designs to uncontrollable factors or noise. Taguchi methods are also called robust design in the USA.
In the traditional experimentation strategy, one supposes that the factors on which we act, are perfectly controlled and that their values remain constant throughout all experiment. The factors not included in the study are supposed not to vary. This concept is however well too theoretical because no one is certain that these factors remain constant indeed. To avoid the bias caused by these uncontrollable factors, the traditional experimental strategy consists in making the experiments in a random order. The effects of uncontrollable factors are then included in the experimental results dispersion. One thus seeks to eliminate all the possible variation sources, which is unfortunately often impossible in practice. Taguchi, on the other hand, considers that rather than to eliminate the causes from the variations, it is preferable to analyze them and to find experimental conditions for which these causes have a minimum effect. Thus, instead of seeking to eliminate the variation causes (called noises by Taguchi) , he proposes to minimize their influence. The factors are divided into two categories: the factors relating to the system on which one can easily act (called controllable factors) and the factors (called noise factors) whose possible variations are not (or are with difficulty) controllable and can generate a degradation of the system characteristics. For the study of the controllable factors effects and for the determination of optimum settings for these factors in as few experiments as possible, one can refer to the experimental designs strategy presented in the last paragraph. Taking into account the noise factors in this strategy is however far from being obvious. Therefore Taguchi proposes a strategy based on two cross experimental designs (called product-plans): a first experimental design (Q) for the controlled factors, a second experimental design (R) for the noise factors (Fig. 7) .
At each combination of the controlled factors is associated an experimental design for the noise factors. There is thus on the whole (n c × n n ) different experiments. Thanks to the experimental product-plan P, it will be possible to determine the best combination of the controllable factors in order to obtain the desired characteristics with a minimal variability. Of course, the counterpart of this robustness concept is a much higher number of required experiments.
Starting from the experimental product-plan, the aim is yet to obtain experimental informations representing at the same time the studied characteristics and the variability of these characteristics. The Taguchi approach is empirical and proposes, for solving this problem, a set of functions called signal-to-noise functions. These functions are used to measure the effect of the noise factors on the performance characteristics. In order to find at the same time the best experimental conditions making it possible to obtain optimal performances and minimal sensitivity to noise factors, Taguchi proposes to maximize the function signal-to-noise defined by (10) . This function depends however only on the various results R ij without taking into account the dispersion of them around their average value. Thus, many statisticians think that it is preferable to use two different functions, a first one which measures the performance characteristic, a second one devoted to the measure of this characteristic variability. In our case, it seems more judicious (and it is the solution that we will retain) to use R i (11) and − log(s 2 i ) (12) rather than the function (S/N ) i to qualify on one hand the performance of an FLC adjustment and on the other hand its robustness with respect to the noise factors.
∀i ∈{1, ... ,n c },
Application on the PID-like FLC
The nine tuning parameters are the same as before. The two levels chosen for each of these factors are provided in Table 1 , they are chosen in the same way as in the last part too. In our case, simulations have been done considering K =5 ,T =0 .192 s and τ = 2 s and by taking into account three types of noise factors. The first one, called N 1 , consists in the presence of an additional white noise on the measured signal (variance σ 2 WN =0.004). The second one, called N 2 , refers to the order of the considered system (two different order systems leading to the same openloop identification have been considered). The last one, called N 3 , is intended to evaluate the effect of an openloop process misidentification on the robustness. All the chosen levels for these three noise factors are presented in Table 4 .
The nine controllable factors have been studied considering a L 16 (2 15 )-Taguchi table [6, 11] and the three noise factors considering a L 4 (2 3 )- Taguchi table. In our case, the measured result R ij is the IAE-criterion. The simulations results are provided in Table 5 .
According to this table, it is possible to determine the effect of each controllable factor on the IAE-criterion and on the robustness [11] . The obtained results are given in Table 6 .
Thanks to Table 6 , it is possible to determine the combination of controllable factors levels that optimize the IAE-criterion with an as high robustness (measured through − log(S 2 )) as possible. The counterpart of the experimental designs methodology (and for the doing of only 64 experiments among 4096 possible experiments) is the necessity of making some approximations to determine this optimum combination. The first approximation that can be done applies the so-called inheritance rule. According to this rule, it is possible to underline in Table 6 the effect of controllable factors or first order interactions that may be prevailing on the IAE-criterion. In the factors levels optimal combination determination process, the Taguchi methodology recommends to determine, in a first time, this optimum combination according to the only IAE-criterion and then to modify if necessary this combination in order to take into account the robustness aspect.
Consequently, we first just consider the numerical values of the effects given by Table 6 on the IAE-criterion. In a first time, the nine effects of controllable factors are used to determine a combination that should minimize the IAE-criterion if there were no interactions:
Six controllable factors (A, E, F , G, H and I) seam however to be most influencive.
Considering the values of the first order interactions between these factors, it can be said that the level chosen for factor C could be affected. Effect of factor C appears indeed increased by effects of two non-negligible first order interactions.
Therefore, the real effect of factor C on the IAEcriterion may be masked and the optimized combination is also:
A new simulation with these settings results in a IAE-criterion equal to 0.566, that improves, the best result obtained so far.
We now have to modify these settings in order to take into account the robustness aspect. Accordingly, we now consider the controllable factors effects on the − log(S 2 )-criterion. Factors A, D, E, G, H and I don't make any problem because their optimum levels according to the − log(S 2 )-criterion are the same as those chosen according to the IAE-criterion. Factor B is the most influent on the robustness and is less influent on the IAE-criterion, so factor B was modified. Effect of factor C seams to be relatively important on the robustness. This effect appears however added with the effect of two important first order interactions, so factor C real effect is also probably less important as it appears. Therefore, we don't envisaged any level modification for factor C. The case of factor F is more difficult to solve. Factor F effects on the two chosen criterion are moderate. The two settings level possibilities have thus been tested and the solution F 2 leads to the best compromise between performances and robustness. In conclusion, the combination
which provides IAE =0 .843 and − log(S 2 )=2 .176, is retained.
At this step and as in the determination procedure of the standard settings, a simplex optimization has been led on the major influencive factors, to ensure a fine optimization of the settings in the vicinity of those obtained above. The optimization criterion is here IAE but a close attention is also paid to robustness. The result of this simplex optimization is given in (13). These equations constitute a set of pre-established robust settings for a PID-like FLC and are devoted to non-evolutive open-loop stable systems [5] .
Now let us consider the case of evolutive open-loop systems. It is to be noted that robust settings for a PID-like FLC are obviously useless in so far as the integrator included in the loop yields a sufficient robust behavior of the system.
Experimental results
DC/DC converter
These pre-established robust settings (13) have to be tested on an experimental system. Therefore, we will first consider the same 1kW DC/DC buck converter than before. Due to a relatively large-bandwidth low-pass filter (500 Hz), the PID-like FLC has to work in a noisy environment and the pre-established standard settings cannot be used. An open-loop identification test results in transfer function (14).
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The experimental results obtained on this system and on the considered benchmark using our PID-like FLC with pre-established robust settings are provided in Figure 8a. These results have to be compared because of a same adjustment methodology, with those obtained on the same benchmark and system using a conventional PID controller whose parameters have been set according to the Broïda settings (Fig. 8b) .
The measured IAE-criterion is 0.542 V s in the FLC case and 0.786 V s in the classical PID case. Beyond this 30%-criterion improvement, we can mainly underline the minimization of the nominal-load regulation impact on the output voltage.
Permanent magnet synchronous motor
The same test has been done on the speed regulation of the Mavilor BLS-112A permanent magnet synchronous motor (PMSM) already considered in Part 2. The low-pass filter on the speed measurement is here a 50 Hz first order filter. One open-loop identification test leads to transfer function (15). very low-pass filter, the standard settings should be used. On the other hand, if noise factors (in Taguchi acception) may exist, the robust settings should be used to control the system.
The only remaining problem, considering the two different sets of pre-established settings provided before, resides in the fact that it's necessary to know (or to acquire...) the solicitation magnitude s m . For solving this problem, we propose, in the next part of this paper, a 3D-extension of the Taguchi quality design methodology.
Solicitation magnitude 4.1 3D-extension of Taguchi quality design
In this part, the solicitation magnitude will be considered as another type of "uncontrollable factor", that comes in addition to those relative to the considered system (already described: white noise, process misidentification, order of the system). As we will see, this strategy will allow us to obtain two new criterions qualifying the robustness of the FLC versus the two types of uncontrollable factors. Therefore, we introduce the notion of three-dimensional product-plans (Fig. 10) . The nine factors that define the FLC are located in the so-called Q-table, the uncontrollable ones relating to the system in the R-table and those relating to the magnitude of the solicitation in the S-table. The combination of these three tables provides the experimental testing points (in our case simulations).
After having done the required simulations, the Qtable is used to evaluate the effects of each factor on the IAE-criterion. As previously, the R-table is used to evaluate the robustness of each factors level combination versus uncontrollable factors relating to the system. According to Taguchi, the chosen robustness criterion can here be defined by equation (16) vel combination versus solicitation magnitude (using criterion defined by Eq. (17)). The highest are the results of these two criteria, the highest is the robustness of the FLC. It is thus possible to determine a combination of factors levels which provides a good IAE-criterion with a high robustness. Taguchi table (Q-table in Fig. 10 ), the three noise factors relating to the system considering a L 4 (2 3 )- Taguchi table (R-table in Fig. 10 ) and the two noise factors relating to the solicitation considering a L 4 (2 3 )- Taguchi table (S-table in Fig. 10 ). The measured result R ijk is here the normalized IAE-criterion on the considered benchmark defined as follows:
According to Taguchi quality design methodology, the determination of the effect of each controllable factor on the IAE-criterion and on the robustness (versus noises or solicitation magnitude) turns to be possible with a reduced number of simulations: 512 (only about 2% of the 16384 possible test points...). From this time onwards, it's easy to determine the best combination of controllable factors levels, which maximize the IAE-criterion with a robustness as high as possible. After a fine optimization using the simplex algorithm, a last set of pre-established robust settings that integrates the robustness versus the solicitation magnitude can thus be obtained: 
Experimental results
These settings have been tested on our two different experimental systems: the DC/DC buck converter and the permanent magnet synchronous motor (PMSM).
DC/DC converter
The pre-established robust settings, including versus solicitation magnitude, have been tested for three different solicitations values (40 V, 60 V, 80 V) (Figs. 11a and 11b ) and compared with the results obtained on the same benchmark with a conventional PID controller (Broïda settings - Fig. 11c ). The measured voltage is still only filtered with a 500 Hz low-pass filter, leading to the same open-loop identification that in the last part of the paper (Eq. (14)).
As it can be seen on these provided experimental results, our pre-established robust settings for a PID-like fuzzy controller ensure much better performances as a conventional PID controller (tuned using the same very simple on-site methodology). Moreover, the behaviour depends no longer on the input magnitude. For memory, the measured IAE-criterion is 0.48 V s for the FLC (0.79 V s for the PID controller). Furthermore, a high level robustness (versus noises or magnitude of the solicitation (Fig. 11b) ) of our PID-like controller is warranted thanks to the proposed 3D-adaptation of the Taguchi quality design approach.
PMSM
In a same way, these pre-established settings have been tested for the speed regulation of the PMSM and for three different solicitations (1500 rpm, 2000 rpm, 2500 rpm) (Figs. 12a and 12b ). Once again, the open-loop identification test is leading to the same transfer function that in the last part (Eq. (15)).
The obtained results have been compared with those obtained on the same benchmark and with the same onsite tuning methodology with a conventional PID controller (Fig. 12c) . We can measure an IAE-criterion of 28.3 rad for the proposed FLC and 59.6 rad for the PID controller. Beyond this performances improvement, the robustness has also been highly improved.
Field of validity
As the field of validity of a tuning methodology should always be associated to its statement, Table 8 presents the limitations of the three types of proposed preestablished settings. These limitations have been obtained in an empirical way and constitutes the price to pay to guarantee a rather spectacular improvement of the dynamical performances. In this paper, we first briefly described the PID-like fuzzy logic controller that is used in the whole paper. Then, we propose a first set of pre-established settings for an open-loop stable or evolutive electrotechnical process. These settings are only based, as Ziegler-Nichols settings for conventional controllers, on a single open-loop identification test. They have been obtained thanks to the experimental designs methodology, from which some rudiments of knowledge are presented. A second set of pre-established settings is then proposed. It is a robust one, which integrates, from the design procedure and thanks to Taguchi quality design methodology, the robustness of the FLC in case of white noise, open-loop process misidentification or high order process. Nevertheless, this kind of robust settings suppose that the user knows (or can acquire) the solicitation magnitude. Therefore, a second set of robust settings that integrates, thanks to a 3D-extension of Taguchi quality design methodology, the robustness versus the solicitation magnitude is finally proposed. Experimental results in case of use with a DC/DC converter or with a permanent magnet synchronous motor are presented for the three types of pre-defined settings.
In a more general way, it is possible to say that first of all came the PID-controller, easy to tune but with poor performances and a low robustness. Then came the Fuzzy Logic controller, which warranted a high dynamic and a sufficient robustness but which was very difficult to tune on-site by a non-specialist. In this paper, we concealed the advantages of these two types of controllers and their methods of adjustment to obtain fuzzy logic controllers as simple to tune on-site as a traditional PID. Of course, some limitations already exist, but if those are too constraining, the proposed methodology based on experimental designs can be applied another time to obtain a new set of preestablished settings.
