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Abstract 
We constructed a θ-finite difference method to get the numerical solution for nonlinear couple system of 
hyperbolic partial differential equations. Von-Neumann  stability  analysis was  enforced  to  explain  the  
stability of  the  present  method.   Toward  the  end,  one  illustrative  example  has  been introduced  to  
comparing  the  numerical  and  exact  solutions  to  the  problem. The  results  obtained  indicate  that  the  
proposed  method  is  very  effective  and highly accurate for such treatment problems. 
Keywords: Numerical solution, Theta method, coupled system, Finite Difference, Hyperbolic equation, 
Nonlinear equation, initial condition, boundary condition, stability. 
 
1. Introduction 
The finite difference method (FDM) is a numerical method has widely used for solving differential equations. It 
has been used to solve many problems such as linear and non-linear partial differential equations. This method 
can be applied to problems with different boundary shapes, different types of boundary conditions, and for a 
region containing a number of different materials [2], [12], [8]. The hyperbolic partial differential equations are 
one of these problems that attract many scientists, especially mathematicians and physics scientists, where the 
hyperbolic partial differential equations occur in many applications. Many authors in servable fields such as 
biological, physics, fluid flows, electrical networks, viscoelasticity, try to modeling of these phenomena as a 
coupled system [1], [7], [9], [6]. θ-method is one of finite difference methods. θ-method was used to get 
numerical solution for many partial differential equations, such as wave equation, burger’s equation. For more 
details see [13], [15], [11]. In this work, we develop a numerical method using θ-finite difference method for the 
solution of non-linear coupled system of hyperbolic partial differential equation. 
𝑢𝑡𝑡 − 𝑢𝑥𝑥 −
1
𝑥
𝑢𝑥 − 𝑣𝑢𝑥 = 𝑓(𝑥, 𝑡), 𝑡 ∈ [0, 𝑇], 𝑥 ∈ [𝑎, 𝑏],
𝑣𝑡𝑡 − 𝑣𝑥𝑥 −
1
𝑥
𝑣𝑥 − 𝑢𝑣𝑥 = 𝑔(𝑥, 𝑡), 𝑡 ∈ [0, 𝑇], 𝑥 ∈ [𝑎, 𝑏],
                                              (1.1)  
with initial and boundary conditions: 
𝑢(𝑥, 0) = 𝑓1(𝑥)      𝑣(𝑥, 0) = 𝑔1(𝑥), 𝑥 ∈ [𝑎, 𝑏],
𝑢𝑡(𝑥, 0) = 𝑓2(𝑥)   𝑣𝑡(𝑥, 0) = 𝑔2(𝑥), 𝑥 ∈ [𝑎, 𝑏],
                                                        (1.2)  
 
𝑢(𝑎, 𝑡) = 𝑓3(𝑡)          𝑢(𝑏, 𝑡) = 𝑓4(𝑡), 𝑥 ∈ [𝑎, 𝑏],
𝑣(𝑎, 𝑡) = 𝑔3(𝑡)         𝑣(𝑏, 𝑡) = 𝑔4(𝑡), 𝑥 ∈ [𝑎, 𝑏],
                                            (1.3)  




2. The Method for Nonlinear Coupled Systems 
In this section, we apply the θ-method to solve Eq.  (1.1).  Let’s consider that the solution domain of our problem 
is 0 ≤ x ≤ 1, 0 ≤ t ≤ 1  is divided into intervals having equal lengths h in the x direction and having equal time 
intervals k in time t such that xj = jh, tn = nk, j = 0,1, … ,M and uj
n is given by u(xj, tn) and the finite 
differences approximations for terms utt, ut, uxx, ux are defined as follows: 
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𝑛−1.                     (2.2) 
Now let us defined the well-known θ-method with second-order central differencing to E.q (1.1) such 
as: 
𝑢𝑡𝑡(𝑥𝑗 , 𝑡𝑛) = 𝜃𝐻𝑗
𝑛+1 + (1 − 𝜃)𝐻𝑗
𝑛 ,            (2.3𝑎) 
𝑣𝑡𝑡(𝑥𝑗 , 𝑡𝑛) = 𝜃𝐼𝑗
𝑛+1 + (1 − 𝜃)𝐼𝑗
𝑛 ,     (2.3𝑏) 
Where  
𝐻𝑗
𝑛(𝑥𝑗 , 𝑡𝑛) = 𝑢𝑥𝑥(𝑥𝑗 , 𝑡𝑛) +
1
𝑥
𝑢𝑥(𝑥𝑗 , 𝑡𝑛) + 𝑣(𝑥𝑗 , 𝑡𝑛)𝑢𝑥(𝑥𝑗 , 𝑡𝑛) − 𝑓(𝑥𝑗 , 𝑡𝑛+1), 
𝐼𝑗
𝑛(𝑥𝑗 , 𝑡𝑛) = 𝑣𝑥𝑥(𝑥𝑗 , 𝑡𝑛) +
1
𝑥
𝑣𝑥(𝑥𝑗 , 𝑡𝑛) + 𝑢(𝑥𝑗 , 𝑡𝑛)𝑣𝑥(𝑥𝑗 , 𝑡𝑛) − 𝑔(𝑥𝑗 , 𝑡𝑛+1). 
Then after substituting Eqs. (2.1a)-(2.1h) in Eq. 1.1 and using the formula of θ-method (2.3a) and 


















− 𝑓(𝑥𝑗 , 𝑡𝑛+1)] 











𝑛 ) + (𝑣𝑢𝑥)𝑗

















𝑛 ) + (𝑢𝑣𝑥)𝑗
𝑛
− 𝑔(𝑥𝑗 , 𝑡𝑛)],     (2.5) 




















𝑛−1) + 𝜃 △ 𝑡2𝑓(𝑥𝑗 , 𝑡𝑛+1)
+ (1 − 𝜃) △ 𝑡2𝑓(𝑥𝑗 , 𝑡𝑛) − 𝑢𝑗
𝑛−1,        (2.6) 
and  
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𝑛−1) + 𝜃 △ 𝑡2𝑔(𝑥𝑗 , 𝑡𝑛+1)
+ (1 − 𝜃) △ 𝑡2𝑔(𝑥𝑗 , 𝑡𝑛) − 𝑣𝑗
𝑛−1,     (2.7) 
Where 
𝛾𝑗
− = (−𝑟1 + 𝑟2 + 𝑟2𝑢𝑗
𝑛)𝜃                            𝛾𝑗
𝑐 = 1 + (2𝑟1 − 𝑟2(𝑢𝑗+1
𝑛 − 𝑢𝑗−1
𝑛 )) 𝜃, 
𝛾𝑗
+ = (−𝑟1 − 𝑟2 − 𝑟2𝑢𝑗
𝑛)𝜃     𝛽𝑗
− = (𝑟1 − 𝑟2 − 𝑟2(𝑢𝑗
𝑛−1)) (1 − 𝜃) + 𝑟2(𝑢𝑗
𝑛)𝜃      (2.8) 
𝛽𝑗
𝑐 = 2 + (−2𝑟1 + 𝑟2(𝑢𝑗+1
𝑛−1 − 𝑢𝑗−1
𝑛−1)) (1 − 𝜃), 
𝛽𝑗
+ = (𝑟1 + 𝑟2 + 𝑟2(𝑢𝑗
𝑛−1)) (1 − 𝜃) − 𝑟2(𝑢𝑗
𝑛)𝜃, 
𝜁𝑗
− = (−𝑟1 + 𝑟2 + 𝑟2𝑢𝑗
𝑛)𝜃      𝜁𝑗
𝑐 = 1 + (2𝑟1 − 𝑟2(𝑢
𝑛(𝑗+1) − 𝑢𝑗−1
𝑛 )) 𝜃, 
𝜁𝑗
+ = (−𝑟1 − 𝑟2 − 𝑟2𝑢𝑗
𝑛)𝜃       𝜂𝑗
− = (𝑟1 − 𝑟2 − 𝑟2(𝑢𝑗
𝑛−1)) (1 − 𝜃) + 𝑟2(𝑢𝑗
𝑛)𝜃, 
𝜂𝑗
𝑐 = 2 + (−2𝑟1 + 𝑟2(𝑢𝑗+1
𝑛−1 − 𝑢𝑗−1
𝑛−1)) (1 − 𝜃), 
𝜂𝑗
+ = (𝑟1 + 𝑟2 + 𝑟2(𝑢𝑗





















𝑛 + 1) + 𝛽1
−𝑔1(𝑡
𝑛) + 𝜃 △ 𝑡2𝑓(𝑥1, 𝑡𝑛+1) + (1 − 𝜃)
△ 𝑡2𝑓(𝑡2𝑓(𝑥1, 𝑡𝑛) − 𝑢1
𝑛−1 + (𝑢2
𝑛−1 − 𝑢0












𝑛 + 1) + 𝜂1
−𝑔1(𝑡
𝑛) + 𝜃 △ 𝑡2𝑔(𝑥1, 𝑡𝑛+1) + (1 − 𝜃)
△ 𝑡2𝑔(𝑥1, 𝑡𝑛) − 𝑣1
𝑛−1 + (𝑣2
𝑛−1 − 𝑣0












𝑛 + 1) + 𝛽𝑁−1
+ 𝑔2(𝑡
𝑛) + 𝜃 △ 𝑡2𝑓(𝑥𝑁−1, 𝑡𝑛+1)
+ (1 − 𝜃) △ 𝑡2𝑓(𝑥𝑁−1, 𝑡𝑛) − 𝑢𝑁−1
𝑛−1 + (𝑢𝑁
𝑛−1 − 𝑢𝑁−2












𝑛 + 1) + 𝜁𝑁−1
+ 𝑔2(𝑡
𝑛) + 𝜃 △ 𝑡2𝑓(𝑥𝑁−1, 𝑡𝑛+1)
+ (1 − 𝜃) △ 𝑡2𝑓(𝑥𝑁−1, 𝑡𝑛) − 𝑣𝑁−1
𝑛−1 + (𝑣𝑁
𝑛−1 − 𝑣𝑁−2
𝑛−1)(1 − 𝜃).         (2.12) 
To start the method, we needs to compute uj
n+1 and vj
n+1 at j = 1, n = 0, respectively and this leads to calculate 
terms uj
−1, vj









= 𝑔2(𝑥𝑗 , 𝑡𝑛),     (2.13𝑏) 
at n = 0 
𝑢𝑗
−1 = 𝑢𝑗
1 − (△ 𝑡2)𝑓2(𝑥)    𝑜𝑟,     𝑢𝑗
1 = 𝑢𝑗
−1 + (△ 𝑡2)𝑓2(𝑥),      (2.14𝑎) 
𝑣𝑗
−1 = 𝑣𝑗
1 − (△ 𝑡2)𝑔2(𝑥)   𝑜𝑟,    𝑣𝑗
1 = 𝑣𝑗
−1 + (△ 𝑡2)𝑔2(𝑥)      (2.14𝑏) 
By combining Eqs. (2.6),(2.7) and (2.9),(2.12) also (2.14a),(2.14b) respectively we obtain the following system: 
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𝜂𝑐 𝜂+ 0 0    0        0





























































𝑛 + 1) + 𝛽1
−𝑓3(𝑡
𝑛) + 𝜃 △ 𝑡2𝑓(𝑥1, 𝑡𝑛+1)





𝑛 + 1 ) + 𝛽𝑁−1
+ 𝑓4(𝑡
𝑛) + 𝜃 △ 𝑡2𝑓(𝑥𝑁−1, 𝑡𝑛+1)


























































































































𝜂𝑐 𝜂+ 0 0    0        0





























































𝑛 + 1) + 𝛽1
−𝑔3(𝑡
𝑛) + 𝜃 △ 𝑡2𝑔(𝑥1, 𝑡𝑛+1)





𝑛 + 1 ) + 𝛽𝑁−1
+ 𝑔4(𝑡
𝑛) + 𝜃 △ 𝑡2𝑔(𝑥𝑁−1, 𝑡𝑛+1)
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3. Stability Analysis 
In numerical analysis, one of the most important tasks is to guarantee the convergence of the sequence of the 
numerical solutions. Generally, consistency in itself is not enough for convergence. To guarantee this property 
we introduce the notion of stability. 
In this section, we prove the stability estimates of the approximation obtained by the present scheme, we will use 
the (Von-Neumann ) stability. Which this method of stability has widely uses in numerical analysis for more 
details see [3], [4], [10]. In which the growth factor of a typical Fourier mode is defined as: 
uj
n = ean△t+ik1mj△x               (3.1) 
vj
n = ean△t+ik2mj∈x               (3.2) 
wherei = √−1  investigate the stability of the numerical scheme, the non- linear term uux and vvx in the pde 















n a local constants. Thus the nonlinear terms in the equations converts into ûux  































𝑛 ) + (?̂?𝑢𝑥)𝑗

















𝑛+1 − 𝑔(𝑥𝑗 , 𝑡𝑛+1)]












𝑛 ) + (𝑣𝑣𝑥)𝑗
𝑛 − 𝑔(𝑥𝑗 , 𝑡𝑛)],     (3.4) 















𝑛 + 𝜃 △ 𝑡2𝑓(𝑥𝑗 , 𝑡𝑛+1) + (1 − 𝜃) △ 𝑡
2𝑓(𝑥𝑗 , 𝑡𝑛)
− 𝑢𝑗














𝑛 + 𝜃 △ 𝑡2𝑔(𝑥𝑗 , 𝑡𝑛+1) + (1 − 𝜃) △ 𝑡
2𝑔(𝑥𝑗 , 𝑡𝑛) − 𝑢𝑗
𝑛−1,    (3.6) 
Where  
Θ1𝑗
− = (−𝑟1 + 𝑟2 + 𝑟3 ?̂?)𝜃     Θ1𝑗
𝑐 = 1 + (2𝑟1)𝜃   Θ1𝑗
+ = (−𝑟1 − 𝑟2 − 𝑟3  ?̂?)𝜃, 
Θ2𝑗
− = (𝑟1 − 𝑟2 − 𝑟3 ?̂?)(1 − 𝜃)   Θ2𝑗
𝑐 = 2 − (2𝑟1)(1 − 𝜃), 
Θ2𝑗
+ = (𝑟1 + 𝑟2 + 𝑟3 ?̂?)(1 − 𝜃)  𝑟1 =
△ 𝑡2
△ 𝑥2






− = (−𝑟1 + 𝑟2 + 𝑟3 ?̂?)𝜃     Γ1𝑗
𝑐 = 1 + (2𝑟1)𝜃   Γ1𝑗
+ = (−𝑟1 − 𝑟2 − 𝑟3  ?̂?)𝜃, 
Γ2𝑗
− = (𝑟1 − 𝑟2 − 𝑟3 ?̂?)(1 − 𝜃)   Γ2𝑗
𝑐 = 2 − (2𝑟1)(1 − 𝜃), 
Γ2𝑗
+ = (𝑟1 + 𝑟2 + 𝑟3 ?̂?)(1 − 𝜃)                           (3.7) 




+) cos𝜙1 + Θ2𝑗













Mathematical Theory and Modeling                                                                                                                                                  www.iiste.org 
ISSN 2224-5804 (Paper)    ISSN 2225-0522 (Online)  






+) cos𝜙1 + Γ2𝑗



















)  𝑥1 = (4 cos𝜙1
2 + 4 cos𝜙1
2 + 4) 𝑥1
∗ = (4 cos𝜙1
2 − 8 cos𝜙1








)  𝑥2 = (4 cos𝜙2
2 + 4 cos𝜙2
2 + 4) 𝑥2
∗ = (4 cos𝜙2
2 − 8 cos𝜙2
2 + 16) 
And some arithmetic operations we find thet |x − 1| ≤ |x1
∗| and |x2| ≤ |x2
∗ | so 
|𝑔1| = √
△ 𝑡4(1 − 𝜃)2
△ 𝑥1







≤ 1,         |𝑔2| = √
△ 𝑡4(1 − 𝜃)2
△ 𝑥1








For  (0.5 ≤ θ ≤ 1). There for the suggested method is unconditionally stable. 
 
4. The Numerical Result 
To illustrate the efficiency of the θ-finite difference method, we investigate the following example, 
consider the coupled system of hyperbolic partial differential equation. 
                𝑢𝑡𝑡 − 𝑢𝑥𝑥 −
1
𝑥
𝑢𝑥 − v𝑢𝑥 = −𝑥
2 sin(𝑡) − 2𝑥3 sin(𝑡) cos(𝑡) − 4 sin(𝑡) , 𝑡 ∈ [0,1], 𝑥 ∈ [0,1], 
vtt − vxx −
1
x
vx − uvx = −x
2 cos(t) − 2x3 sin(t) cos(t) − 4 cos(t) , t ∈ [0,1], x ∈ [0,1], 
with initial and boundary conditions: 
𝑢(𝑥, 0) = 0      𝑣(𝑥, 0) = 𝑥2, 𝑥 ∈ [0,1],  
𝑢𝑡(𝑥, 0) = 𝑥
2    𝑣𝑡(𝑥, 0) = 0,   𝑥 ∈ [0,1]. 
𝑢(0, 𝑡) = 0    𝑢(1, 𝑡) = sin(𝑡) , 𝑥 ∈ [0,1], 
              𝑣(0, 𝑡) = 0   𝑣(1, 𝑡) = cos(𝑡) ,           𝑥 ∈ [0,1]            (4.1) 
 
and exact solution is u(x, t) = x2 sin(t) , v(x, t) = x2 cos(t). We solve Eq. (4.1) by the θ-finite difference 
scheme, with step size h = 0.1, k = 0.001 and different values of Theta (θ = 0.5), (θ = 1) and (θ = 0.75). The 
results of exact and numerical solutions with approximations errors are shown in Table (1) and Figs. (1), (2). 
 
𝒖(𝒙, 𝒕) values for 𝒉 = 𝟎. 𝟏, 𝒌 = 𝟎. 𝟎𝟎𝟏 
 Implicit method Crack-Nicolson 
method 
Theta=0.75 method Exact solution 
𝐱𝟒 (θ = 1) (θ = 0.5) (θ = 0.75)  
0 0 0 0 0 
0.1 0.0010 0.0010 0.0010 0.0010 
0.2 0.0040 0.0040 0.0040 0.0040 
0.3 0.0090 0.0090 0.0090 0.0090 
0.4 0.0160 0.0160 0.0160 0.0160 
0.5 0.0249 0.0250 0.0250 0.0250 
0.6 0.0359 0.0359 0.0359 0.0359 
0.7 0.0489 0.0489 0.0489 0.0489 
0.8 0.0639 0.0639 0.0639 0.0639 
0.9 0.0808 0.0809 0.0809 0.0809 
1 0.0998 0.0998 0.0998 0.0998 
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𝐯(𝐱, 𝐭) values for 𝐡 = 𝟎. 𝟏, 𝐤 = 𝟎. 𝟎𝟎𝟏 
 Implicit method Crack-Nicolson 
method 
Theta=0.75 method Exact solution 
𝒙𝟒 (𝜃 = 1) (𝜃 = 0.5) (𝜃 = 0.75)  
0 0 0 0 0 
0.1 0.0100 0.0100 0.0100 0.0100 
0.2 0.0398 0.0336 0.0398 0.0398 
0.3 0.0896 0.0896 0.0896 0.0896 
0.4 0.1593 0.1345 0.1592 0.1592 
0.5 0.2489 0.2489 0.2488 0.2488 
0.6 0.3584 0.3584 0.3582 0.3582 
0.7 0.4878 0.4878 0.4876 0.4876 
0.8 0.6371 0.6371 0.6368 0.6368 
0.9 0.8062 0.8062 0.8060 0.8060 
1 0.9950 0.9950 0.9950 0.9950 
     
Table 1. Comparison between the exact solution and θ-method for some values of θ. 
 
 By using numerical results in Table (1), We have compared implicit, Crank-Nicholson finite difference 
methods by the θ-method for arbitrary value between 0.5 ≤ θ ≤ 1)  such as (θ = 0.75), Figs. 1, 2 shows 
a comparison between numerical and u(x, t), v(x, t) at different values of θ with approximation errors. 
We conclude that the numerical solution using θ-finite difference is in a good agreement exact solution. 
 
Numerical Solution By Theta-Method 
 
(a) numerical solution with θ = 1. (B) numerical solution with θ = 0.5.  
 
(c) numerical solution with θ = 0.75. (D)  Exact solution. 
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(E) Approximation error θ = 1. (f) Approximation error θ = 0.5. 
 
(g) Approximation error θ = 0.75. 




(a) numerical solution with θ = 1. (B) numerical solution with θ = 0.5.  
 
(c) numerical solution with θ = 0.75 . (D) Exact solution. 
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(E) Approximation error θ = 1. (f) Approximation error θ = 0.5. 
 
(g) Approximation error θ = 0.75. 
 Figure 2.  Graphs of example for v(x, t) 
5. Conclusions 
We proposed a θ-finite difference method for the solution of non-linear coupled system of hyperbolic 
partial differential equations. We applied the θ-method for different values of θ, (θ = 1, θ = 0.5, θ =
0.75). The (Von-Neumann) stability showed that the θ- method is unconditionally stable. To verifying 
its validity, we considered a numerical example for different values of θ. Numerical results showed 
that the θ- method gives accurate results compared with exact solution of the proposed problem. 
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