Abstract. In the early 20th century, Thomsen studied minimal surfaces that are also affine minimal surfaces, now often referred to as Thomsen surfaces. In particular, he showed that Thomsen surfaces are conjugate minimal surfaces of those with planar curvature lines. In this paper, we focus on Minkowski space, and consider the two classes of timelike minimal surfaces, those with planar curvature lines and those that are also affine minimal, where the latter class of surfaces is often referred to as timelike Thomsen surfaces. First, using Lorentz conformal coordinates, we give a complete global classification of timelike Thomsen surfaces. Furthermore, using null coordinates, we characterize these surfaces using a geometric invariant called lightlike curvatures. As an application, we give explicit deformations of null curves preserving the pseudo-arclength parametrization and the constantness of lightlike curvatures. Finally, we reveal a surprising relationship between the two classes of timelike minimal surfaces.
Introduction
The relationship between two particular classes of minimal surfaces in Euclidean 3-space R 3 , those with planar curvature lines and those that are also affine minimal, has been known since the early twentieth century. Minimal surfaces with planar curvature lines were first studied by Bonnet, who noticed that the planar curvature lines transform into orthogonal systems of cycles on the sphere under the Gauss map [7] . Using this fact, Bonnet found the class of minimal surfaces now often referred to as Bonnet minimal surfaces; however, in his work, he left out the well-known Enneper surface [12] , which also has planar curvature lines [32, §175] . On the other hand, Thomsen studied minimal surfaces that are also affine minimal [36] , now referred to as Thomsen surfaces. Thomsen noted that the asymptotic lines of Thomsen surfaces transform into orthogonal systems of cycles on the 2-sphere under the Gauss map, showing that Thomsen surfaces are conjugate minimal surfaces of those with planar curvature lines [5, §71] . Finally, works such as [34, 3] have shown that there exists a deformation consisting exactly of the Thomsen surfaces.
One can also consider the analogous results for maximal surfaces in Minkowski 3-space R 2,1 , which are spacelike surfaces with zero mean curvature by definition. Leite has classified all maximal surfaces with planar curvature lines in [24] . Then, Manhart showed that maximal Thomsen surfaces, defined as maximal surfaces that are also affine minimal, are conjugate maximal surfaces of those with planar curvature lines [29] . And finally in [10] , it was shown that there is a deformation consisting exactly of the maximal surfaces with planar curvature lines. q In this paper, we consider the timelike minimal analogue of the two classes of surfaces in Minkowski 3-space, and clarify their relationship. We first focus on the class of timelike minimal surfaces with planar curvature lines, and consider its classification. To achieve this, we use the following method: First, as in [9, 10] (see also [1, 43] ), using the Lorentz conformal coordinates, we express the timelike minimality condition and the planar curvature line condition via a system of partial differential equations in terms of the Lorentz conformal factor. Then as in [10] (see also [42, 39] ), from the solutions of the system of partial differential equations, we show and utilize the existence of axial directions to recover the Weierstrass data [40] for the Weierstrass-type representation for timelike minimal surfaces given by Konderak [23] (see Fact 2.2) . With the Weierstrass data, we give a complete classification of all timelike minimal surfaces with planar curvature lines (see Theorem 2.21).
Then we switch our attention to the class of timelike Thomsen surfaces, defined by Magid in [26] as timelike minimal surfaces that are also affine minimal. In his work, Magid considered the null coordinates representation of timelike minimal surfaces found by McNertney in [30] (see Fact 2. 3), where a timelike minimal surface is obtained via two generating null curves. Using this representation, he applied the result given by Manhart in [28] on affine minimal surfaces of particular form, and obtained an explicit parametrization for the generating null curves of timelike Thomsen surfaces.
Therefore, to investigate the relationship between the two classes of timelike minimal surfaces, we now shift the focus to null coordinates. We first characterize timelike minimal surfaces with planar curvature lines in terms of geometric invariants of their generating null curves, called lightlike curvatures (see Theorem 3.4) . As an application, we obtain deformations of null curves preserving the pseudoarclength parametrization and the constantness of lightlike curvatures. Then, interpreting Magid's result on timelike Thomsen surfaces in terms of lightlike curvatures, we reveal a surprising relationship between the two classes of timelike minimal surfaces (see Theorem 4.4) , surprising since the relationship differs from that of the minimal case in R 3 and the maximal case in R 2,1 . In the appendix, similar to [10] , we use the axial directions to show that there exists a deformation consisting exactly of all timelike Thomsen surfaces (see Theorem A.2 and Corollary A.3). On the other hand, it is possible to consider the singularities appearing on timelike minimal surfaces by viewing the surfaces as generalized timelike minimal surfaces as defined in [22, Definition 2.4] . Furthermore, in [35] , minfaces were defined as a class of timelike minimal surfaces admitting certain types of singularities, a timelike minimal analogue of maxfaces defined by Umehara and Yamada in [37, Definition 2.2] for maximal surfaces. It is known that every minface is a generalized timelike minimal surface; however, there exist generalized timelike minimal surfaces that are not minfaces on their domains (see, for example, [22, Example 2.7] ). By showing that timelike Thomsen surfaces are minfaces, we recognize the types of singularities appearing on these surfaces, using the criterion introduced in [35] (see Theorem B.2 and Corollary B.3).
Timelike minimal surfaces with planar curvature lines
In this section, we aim to completely classify timelike minimal surfaces with planar curvature lines. To achieve this, we propose the following method: First, we derive a system of partial differential equations for the Lorentz conformal factor from the integrability condition for timelike minimal surfaces and the planar curvature line condition. Then, using the explicit solutions of the Lorentz conformal factor, we calculate the unit normal vector, and then recover the Weierstrass data using the notion of axial directions. In doing so, we show the existence of axial directions for these surfaces; by normalizing these axial directions, we eliminate the freedom of isometry in the ambient space, and complete the classification. The techniques used in this section mirror those of [9, 10] ; therefore, we do not explicitly state all the proofs; in place, we sometimes state the outlines of proofs.
2.1. Paracomplex analysis. First, we briefly introduce the set of paracomplex numbers C , and the theory of paracomplex analysis. For a more detailed introduction, we refer the readers to works such as [2, 21, 23, 44] .
We consider the set of paracomplex numbers C C := {z = x + jy : x, y ∈ R} where j is the imaginary unit such that j 2 = 1. Let z = x + jy denote any paracomplex number. We call Re z := x and Im z := y the real and imaginary parts of z, respectively; furthermore, analogous to the set of complex numbers, we usez := x − jy to denote the paracomplex conjugate of z. In this paper, we denote the squared norm of z as |z| 2 = zz = x 2 − y 2 , which may not necessarily be positive. We also have the paracomplex Wirtinger derivatives ∂ z := 1 2 ∂ x + j∂ y and ∂z := 1 2 ∂ x − j∂ y . Given a paracomplex function (typeset using typewriter font throughout the paper) f : C → C , we call f paraholomorphic if f satisfies the Cauchy-Riemann type conditions,
We define a few elementary paracomplex analytic functions that are used in this paper here via analytically extending the real counterparts. The exponential function e z is defined by
while the circular and hyperbolic functions are defined by (2.2)
suggesting that we have the paracomplex version of Euler's formula e jz = cosh z + j sinh z for any z. We also define the hyperbolic tangent and tangent functions by
Since these functions are the analytic continuations of the corresponding real hyperbolic tangent and tangent functions, tanh z is defined on C but tan z is defined on {z ∈ C | | Re z ± Im z| < π 2 }. Remark 2.1. We note here that the definition of circular functions sin z and cos z are different from those in [23] . In [23] , these functions were defined via the paracomplex exponential function and the paracomplex Euler's formula; in (2.2), these functions are defined via analytic continuation from the real counterparts.
2.2.
Timelike minimal surface theory. Let R 2,1 be the Minkowski 3-space endowed with Lorentzian metric
and let R 1,1 denote the Minkowski 2-plane endowed with Lorentzian metric
We identify the set of paracomplex numbers C with Minkowski 2-plane R 1,1 via x + jy ↔ (x, y), and we let Σ denote a simply-connected domain with coordinates (x, y) in R 1,1 . Let F : Σ → R 2,1 be a timelike immersion. As proved in [41, p.13] , there always exist null coordinates (u, v) at each point on Σ. Hence, Lorentz conformal coordinates (x, y) also exist, by the relation
so that the induced metric ds 2 is represented as
for some function ρ : Σ → R + , where R + is the set of positive real numbers. We choose the spacelike unit normal vector field N : Σ → S 1,1 , where
Timelike minimal surfaces inherit Lorentzian metric from the ambient space; hence, by using paracomplex analysis over the set of paracomplex numbers C , Konderak has shown that timelike minimal surfaces also admit a Weierstrass-type representation [23] (see also [35, 44] ): Fact 2.2. Any timelike minimal surface F : Σ ⊂ C → R 2,1 can be locally represented as
over a simply-connected domain Σ on which h is parameromorphic, while η and h 2 η are paraholomorphic. Furthermore, the induced metric of the surface becomes
We call (h, η dz) the Weierstrass data of the timelike minimal surface F .
On the other hand, timelike minimal surfaces admit another representation based on null coordinates, found by McNertney [30] : Fact 2.3. Any timelike minimal surface F can be locally written as the sum of two null curves α and β:
We call such α and β the generating null curves of F .
Remark 2.4. Similar to the minimal surfaces and maximal surfaces cases, timelike minimal surfaces also admit associated families and conjugate timelike minimal surfaces:
• Given a Lorentz conformally parametrized timelike minimal surface F with Weierstrass data (h, η dz), we define F θ to be a member of the associated family of F if F θ is given by the Weierstrass data (h, e jθ η dz) for some θ ∈ R (note that e jθ ∈ H, where H := {z ∈ C : |z| 2 = 1}). However, unlike the minimal surfaces and maximal surfaces cases, the conjugate timelike minimal surface of a given timelike minimal surface is not in the associated family: the conjugate timelike minimal surface F * of F is given by the Weierstrass data (h, jη dz).
• Given a timelike minimal surface F generated by null curves α(u) and β(v), F µ is a member of the associated family of F if F µ is generated by null curves µ α(u) and 1 µ β(v) for a fixed µ > 0, while the conjugate timelike minimal surface of F if F * is generated by null curves α(u) and −β(v). We note that the parameters of the associated family θ and µ are related by e θ = µ.
Following [19] (see also [17, 21] ), we define the Hopf pair of F as
using the null coordinates (u, v). In terms of the Lorentz conformal coordinates, the Hopf differential q dz 2 of F can be defined from the Hopf pair of F via
for some paracomplex-valued function q where q =
We call a point (x, y) ∈ Σ an umbilic point of F if q = 0 on (x, y), and a quasi-umbilic point of F if q = 0 but QR = 0 on (x, y) (see also [21, Remark 4.3] or [11, Definition 1.1]). Since the Gaussian curvature at umbilic and quasi-umbilic points vanishes, we call them flat points.
Following [17, Definition 3.1] (see also [18] ), we say that (x, y) are isothermic (or conformal curvature line) coordinates of F if q is real on Σ; we say that (x, y) are anti-isothermic (or conformal asymptotic line) coordinates if q is pure imaginary on Σ. For a non-planar timelike minimal surface without flat points on Σ, it is known that there exist either isothermic or anti-isothermic coordinates (x, y) [17] .
Remark 2.5. One can also characterize the existence of isothermic or anti-isothermic coordinates on any timelike minimal surface by examining the sign of the Gaussian curvature (see [27, p.629] or [2, Theorem 3.4] ).
Since we are interested in timelike minimal surfaces with planar curvature lines, we assume that the mean curvature H ≡ 0 on the domain. Furthermore we require that F is without flat points and has negative Gaussian curvature on its domain, so that F admits isothermic coordinates. Note that by doing this, we exclude the case when F is a timelike plane as well. Then an analogous result to [6 
while the Gauss equation (or the integrability condition) becomes Therefore, by finding solutions to the following system of partial differential equations, we may find all timelike minimal surfaces with planar curvature lines:
To solve the above system, we first reduce (2.7) to a system of ordinary differential equations as in [1, Theorem 2.1].
Lemma 2.7. For a solution ρ : Σ → R + to (2.7), there exist real-valued functions f (x) and g(y) such that
Then, ρ can be written in terms of f (x) and g(y) as follows:
where f (x) and g(y) satisfy the following system of ordinary differential equations:
for real constants c and d such that
where f (x) = sinh θ and g(y) = − cosh θ for some constant θ ∈ R.
Proof. Arguments for the proof of this lemma mirror those in the proof of [ We now solve (2.10) by first obtaining a general solution, and then finding an appropriate initial condition to get an explicit solution for f (x) and g(y). First, if c = d, then (2.10a) and (2.10c) imply that c = d > 0, and using (2.10b) and (2.10d), we may obtain the explicit solutions:
for some real constants of integrationC 1 andC 2 . Now, assuming that c = d, we can explicitly solve for f (x) and g(y) to find that
where C 1 , . . . , C 4 ∈ C are constants of integration. Furthermore, since f (x) and g(y) are real-valued functions, C 1 , . . . , C 4 must satisfy (2.14)
where· denotes the usual complex conjugation.
In the following series of lemmata, we identify the correct initial conditions based on the values of c and d.
Lemma 2.8 (cf. Lemma 2.3 of [10]
). f (x) (resp. g(y)) satisfying (2.10) has a zero if and only if either 
For the cases where f or g have no zero, we use the following lemmata to identify a possible initial condition.
Lemma 2.10. Suppose that g(y) ≡ 0, i.e. g(y) is not identically equal to 0. Then there is some y 0 such that g(y 0 ) 2 = 1 if and only if c ≥ 0.
Proof. If c = d, then the statement is a direct result of (2.12); therefore, assume that c = d. To show one direction, assume that there is some y 0 such that g(
we have that g(y 0 ) 2 = 1 via (2.13).
If c < d, then from (2.14), we have that
, implying that we may write
for some θ ∈ R. Therefore, by (2.13), we have that
Initial condition Applicable values of (c, d) Table 1 . Choice of initial conditions and the corresponding applicable cases.
Since we have d > c ≥ 0, we have that
Proof. The proof is similar to that of Lemma 2.10.
Lemma 2.12. If c < 0 and d < 0, then there is some x 0 (resp. y 0 ) such that f x (x 0 ) = 0 (resp. g y (y 0 ) = 0).
Proof. From (2.10a) and c < 0, we deduce that c − d > 0. Therefore, if
then f x (x 0 ) = 0 by (2.13). The statement for g(y) is proven similarly.
Therefore, of the possible 16 cases coming from (2.15), we only need to consider the 8 cases specified in Table 1 with their respective initial conditions. Note that we shift the parameters x and y to assume without loss of generality that x 0 = y 0 = 0.
By using these initial conditions to solve (2.10), we obtain the following set of explicit solutions for f and g. Proposition 2.13. For a non-planar generalized timelike minimal surface with planar curvature lines F (x, y), the real-analytic solution ρ : R 2 → R of (2.7) is precisely given as follows:
Case (1): Let ρ ≡ 0, i.e. ρ is not identically equal to zero. Then,
where f (x) and g(y) are given as follows (see Table 1 ):
Sheet 3: For c ≥ 0 and d < 2c,
Case (2): If ρ ≡ 0, then for some constant θ such that θ ∈ [0, 2π),
Proof. The proof is essentially the same as that of [10, Proposition 2.1].
Remark 2.14. We make a few essential remarks about Proposition 2.13.
• We have now extended the domain globally under our setting. Therefore, we may deduce that non-planar timelike minimal surfaces with planar curvature lines do not have any flat points globally, and we may drop this condition from now. (In fact, we may also infer that these surfaces admit isothermic coordinates globally.) • We now allow ρ to map into R as opposed to R + . By doing so, we now treat timelike minimal surfaces with planar curvature lines as generalized timelike minimal surfaces. (We can show that these surfaces are actually minfaces, see Section B.) • In case (1), Sheet 1 through Sheet 3, we allow c − d < 0. Even in such case, we see that f (x) and g(y) are real-valued analytic functions via the identities
Furthermore, Sheet 2 and Sheet 3 also include the case when c = d. However, since the resulting solution is the same solution as that in case (1) up to shift of parameters x and y, we do not write these cases explicitly.
• For case (2), we note that this is a Lorentzian analogue of the Bonnet-Lie transformation (see, for example, [4, §394] ), giving an associated family of the surface with solution ρ(x, y) = −y up to coordinate change. To see this explicitly, we introduce a parameter λ and consider the following change of coordinates:
Summarizing, we obtain the following complete classification of non-planar timelike minimal surfaces with planar curvature lines. Theorem 2.15. Let F (x, y) be a non-planar generalized timelike minimal surface in R 2,1 with isothermic coordinates (x, y) such that the induced metric is ds 2 = ρ 2 (dx 2 −dy 2 ). Then F has planar curvature lines if and only if ρ(x, y) satisfies Proposition 2.13. Furthermore, for different values of (c, d) or λ as in Remark 2.14, the Lorentz conformal factor ρ(x, y) or the surface F (x, y) has the following properties, based on • 1 : ρ is constant in the x-direction, but periodic in the y-direction, • 2 : ρ is periodic in both the x-direction and the y-direction, • 3 , 4 , 6 , 7 , 9 , or 10 : ρ is not periodic in both the x-direction and the y-direction, • 5 : ρ is not periodic in the x-direction, but constant in the y-direction, • 8 : ρ is constant in the x-direction, but not periodic in the y-direction. Table 1 .
Case (2): If ρ ≡ 0, when λ is on the region marked by
F is a surface of revolution, • 12 : F is a surface in the associated family of 11 .
2.4.
Axial directions and the Weierstrass data. From the explicit solutions of the Lorentz conformal factor ρ, we now aim to recover the Weierstrass data. The Weierstrass data is not unique for a given timelike minimal surface; for example, applying any rigid motion to the surface will change its Weierstrass data. Therefore, to decide how the surface is aligned in the ambient space R 2,1 , we use the existence of axial directions as defined in [9, Proposition 2.2] (see also [39, Proposition 3 .A]). After aligning axial directions according to its causality, we recover the unit normal vector, allowing us to calculate the Weierstrass data. First, we show the existence of axial directions. Proposition 2.16. If there exists x 1 (resp. y 1 ) such that f (x 1 ) = 0 (resp. g(y 1 ) = 0) in Proposition 2.13, then there exists a unique non-zero constant vector v 1 (resp. v 2 ) such that
Furthermore, if v 1 and v 2 both exist, then they are orthogonal to each other. We call v 1 and v 2 the axial directions of F (x, y).
Proof. 
Alignment of axial direction Property of the unit normal vector
Here, a 1 , a 2 and a 0 are any real constants.
Proof. The proof is similar to the proof in [9, Proposition 2.3], and [10, Lemma 2.7, Lemma 2.8].
Using the fact that the meromorphic function h of the Weierstrass data is the unit normal vector function under the stereographic projection, and that q = −h z η = − 1 2 , we recover the Weierstrass data via
where the signs of N 1 , N 2 , and N 0 are decided so that h satisfies the Cauchy-Riemann type conditions (2.1).
2.4.1. Sheet 1. Assume that c > 0 and d > 0. We have that v 1 is spacelike, while v 2 is timelike; therefore, we align the axial directions so that v 1 e 2 and v 2 e 0 . Then by Lemma 2.17, we have that
Since we know that a homothety in the (c, d)-plane amounts to a homothety in the (x, y)-plane, by Proposition 2.13, we can let c = 4 cos 2 c 1 and d = 4 sin 2 c 1 for c 1 ∈ 0, π 2 without loss of generality (see Figure 2(a) ). Using the unit normal vector, we find that (2.17)
.
Note that h Remark 2.18. The Weierstrass data given in (2.17) show that surfaces in Sheet 1 form a one-parameter family of surfaces. However, by considering these surfaces separately, one can get different, and perhaps simpler, Weierstrass data.
• For surfaces 1 and 2 , by using c = 4 sinh 2 (logc 1 ) and d = 4 cosh 2 (logc 1 ) forc 1 ≥ 1, we obtain
• For the surface 5 , by letting v 1 e 1 and v 2 e 0 , we obtain that
Sheet 2.
Assume that c ≥ 0 but d ∈ R, implying that now v 2 changes its causal character. Therefore, we align the axial directions so that v 1 e 2 and v 2 a 1 e 1 + a 0 e 0 . Since we only need to find the unit normal vector of surfaces 6 , 7 , and 8 , we let c = c Figure 2(b) ). Then we have that the unit normal vector is
where N 0 can be found from the fact that N, N = 1. From the unit normal vector, after applying a shift of parameter y → y − log(1 + c 2 ), we calculate that
Similar to the preceding case, note that h 2.4.3. Sheet 3. We only need to find the data for the surface 9 here, so assume that c = 0 and d = −1.
We align the axial directions so that v 1 e 1 + e 0 and v 2 e 2 , implying that the unit normal vector is
where N 0 can be found from the fact that N has unit length. After making the parameter shift x → x − log 2, we calculate the Weierstrass data as
Sheet 4.
Here, we have that d < c ≤ 0. Align the axial directions so that v 1 e 0 and v 2 a 1 e 1 + a 2 e 2 . In this case, we let c = −c 
Using this, after a shift of parameter y → y − log( 1 + c 2 4 ), we obtain that
2.4.5. Case 2. Finally, we assume that ρ ≡ 0, and by Remark 2.14, we only consider the case ρ(x, y) = −y. We assume that the axial direction is v 2 = e 1 + e 0 . Then similar to Lemma 2.17, we can calculate that
Since ρ x ≡ 0, we have that N (x, y) has the form N (x, y) = (N 1 (y), 0, N 0 (y)) · T (x) for an isometry transform T (x) ∈ SO(2, 1) keeping the lightlike axis v 2 . Hence, we obtain the following lemma.
Lemma 2.20. If ρ(x, y) = y, then the unit normal vector N is given by
Therefore, we recover the Weierstrass data as follows:
Finally, by considering (h 5 , η 5 dz) → (h 5 , λ −2 η 5 dz) for λ as in Remark 2.14, we obtain the Weierstrass data for surfaces 11 and 12 . In summary, we obtain the following complete classification of timelike minimal surfaces with planar curvature lines. Theorem 2.21. A generalized timelike minimal surface with planar curvature lines in Minkowski 3-space must be a piece of one, and only one, of
• plane (P) (0, dz), 1 timelike catenoid with timelike axis (C T ) tan z, Figure 3 . Timelike minimal Bonnet-type surfaces. As in Remark 2.14, we treat these as generalized timelike minimal surfaces, admitting singularities, and we highlighted the singularities on these surfaces. given with their respective Weierstrass data.
Null curves of timelike minimal surfaces with planar curvature lines
In this section, we consider timelike minimal surfaces with planar curvature lines in terms of their generating null curves (see Fact 2.3). First, we introduce the theory of null curves in R 2,1 . For an indepth discussion of the theory of null curves, we refer the readers to works such as [38, 8, 13, 20, 25, 33] . A parameter s satisfying (3.1) is called a pseudo-arclength parameter, introduced in [8] . From now on, let s denote a pseudo-arclength parameter. If we take the vector fields σ(s) :=γ(s), e(s) :=γ(s), and then there is a unique null vector field n such that n, σ = −2, n, e = 0.
If we set the lightlike curvature (see [20, p.47] ) of γ to be
we get
Therefore, we obtain the following Frenet-Serre type formula for non-degenerate null curves.
Proposition 3.1 (cf. [20, 25] ). For a non-degenerate null curve γ parametrized by pseudo-arclength parameter, the null frame F := {σ, e, n} satisfies
Moreover, the lightlike curvature κ γ of γ is written as
Example 3.2. A non-degenerate null curve parametrized by pseudo-arclength with constant lightlike curvature κ γ is called a null helix in [13, 20] , and such curves have been studied by many authors. Any null helix γ is congruent to one of the following:
κγ cs, cosh (cs), sinh (cs) , when κ γ = −c 2 < 0.
3.2.
Characterization of timelike minimal surfaces with planar curvature lines. Using the theory of null curves, we now characterize timelike minimal surfaces with planar curvature lines in terms of its generating null curves. We first remark on the relationship between the generating null curves and the normalization of the Hopf differential factor.
Lemma 3.3 (cf. p. 347 of [21] ). The normalization of the Hopf differential factor q = − 1 2 of a timelike minimal surface F implies that the generating null curves are parametrized by pseudo-arclength.
Proof. Let F be represented via two generating null curves α(u) and β(v) as in (2.5) . By the GaussWeingarten equations, we have
where ρ is the Lorentz conformal factor of the first fundamental form and N is the unit normal of F . Therefore, we can check that
i.e. u and v are pseudo-arclength parameters of α(u) and β(v), respectively. Now we state and prove the theorem relating the lightlike curvatures of the generating null curves and the planar curvature line condition (2.7b). Proof. We consider a timelike minimal surface F written as in (2.5), with its first fundamental form as in (2.3). For z = x + jy = (u + v)/2 + j(u − v)/2, the planar curvature line condition (2.7b) can be expressed as (3.4) ρ uu − ρ vv = 0.
Let us take the null frames F α := {σ α , e α , n α } for α and F β := {σ β , e β , n β } for β as in Section 3.1. By using the frame of the surface F , we can check that n α and n β are written as
Since we normalized the Hopf differential factor as q = − 1 2 , we have that u and v are pseudo-arclength parameters of α and β by Lemma 3.3; hence, we can take e α = α uu and e β = β vv .
By the Gauss-Weingarten equations, (e α ) u and (e β ) v can be expressed as
By (3.2), (3.5) and (3.6), the lightlike curvatures κ α and κ β of the generating null curves α and β can be calculated as
and hence
Therefore, we conclude that κ α are κ β are the same constant if and only if the Lorentz conformal factor ρ satisfies the planar curvature line condition (3.4).
3.3.
Deformations of null curves with constant lightlike curvature. We now consider continuous deformations of null curves preserving their pseudo-arclength parametrization and constantness of lightlike curvatures. As in [9, 10] , we consider a deformation to be "continuous" with respect to a parameter if the deformation dependent on the parameter converges uniformly over compact subdomains component-wise. First, we introduce how the lightlike curvatures of generating null curves are determined for a timelike minimal surface with planar curvature lines.
Proposition 3.5. The lightlike curvatures κ α and κ β of the generating null curves of a timelike minimal surface with planar curvature lines is given by the constants c and d in (2.10) via
Proof. By (3.7), we have
Using (2.10a) and (2.10c), we prove the desired relation.
A deformation of a timelike minimal surface with planar curvature lines corresponds to a deformation of its generating null curves, which have constant lightlike curvatures. Therefore, by using the relation (3.8), we can deform null curves with constant curvature preserving the pseudo-arclength parametrization and the constantness of lightlike curvature (each of null curves may have different constant lightlike curvature). As an example, we give a deformation of null curves coming from the surfaces in Sheet 1. To do this, we first consider a slightly modified method of the one we used to obtain the Weierstrass data (2.17) in Section 2.4.1. Since c ≥ 0 and d ≥ 0, we define γ and δ so that γ 2 = c and δ
(see Figure 4 ). Then we can calculate similarly as before to obtain that (3.9)
Remark 3.6. By noticing that γ 2 = 2 −3/2 (4 cos 2ĉ 1 ) and δ 2 = 2 −3/2 (4 sin 2ĉ 1 ), and the fact that a homothety in the (c, d)-plane amounts to a homothety in the (x, y)-plane, one can also get the parameromorphic data hĉ 1 P (z) of (3.9) from that of (2.17) by applying a homothety change in the domain z → 2 −3/4 z. Now to get the parametrization, let Fĉ 1 P (x, y) be defined from (hĉ . A straightforward calculation then shows that
gives a continuous deformation consisting of every surface in Sheet 1, including the timelike minimal Enneper-type surface and the timelike plane. To obtain a deformation of null curves from the surface, let us now take A 1 = √ cos 2ĉ 1 . After applying a suitable homothety to the domain, the generating null curves of the surfaces in the Sheet 1 discussed in (3.10) are written as 
Geometric characterization of timelike Thomsen surfaces
Thomsen showed in [36] that the two classes minimal surfaces, those with planar curvature lines, and those that are also affine minimal, called Thomsen surfaces, have a striking relationship; namely, they are conjugate minimal surfaces of each other. Manhart showed in [29] that the analogous result holds for maximal surfaces in R 2,1 . In this section, we investigate the relationship between the two classes of timelike minimal surfaces, those with planar curvature lines and those that are also affine minimal.
4.1.
The affine minimal condition -revisited. A timelike minimal surface which is also affine minimal is called a timelike Thomsen surface, defined by Magid in [26] , who proved the following by applying a result by Manhart [28] . Remark 4.2. Milnor [31] called the "angle" functions θ and ψ the Weierstrass functions, and determined the sign of the Gaussian curvature of timelike minimal surfaces using the functions.
In this subsection, we give a geometric interpretation of Fact 4.1 by using the notion of lightlike curvature of non-degenerate null curves. Let α(u) and β(v) be the generating null curves of a timelike minimal surface F where
for some real constants u 0 and v 0 . Here, we remark that the parameters u and v are not pseudoarclength parameters.
In the next proposition, we show that the constant k in the affine minimal equation (4.1) represents the lightlike curvature of generating null curves, giving a geometric characterization of timelike Thomsen surfaces. Proof. We show that the generating null curves α and β must have lightlike curvature k. By the similarity of the argument, it is enough to consider the claim for α(u).
Since α , α = θ 2 , we may assume that θ > 0, and we can take the pseudo-arclength
By (3.3), we obtain
After straightforward calculations, we get
Substituting these to (4.2), we obtain
Hence, the lightlike curvature κ α is constant if and only if ω = θ satisfies the affine minimal equation (4.1).
In conjunction with the non-degenerate null curves with constant lightlike curvature in Example 3.2, Proposition 4.3 gives another proof of the classification result of timelike Thomsen surface given in [26] . Furthermore, Theorem 3.4 and Proposition 4.3 give us the next theorem relating the two classes of timelike minimal surfaces, a result different from the cases of minimal surfaces in R 3 and maximal surfaces in R 2,1 .
Theorem 4.4. Let T denote the set of timelike Thomsen surfaces, B the set of timelike minimal surfaces with planar curvature lines, and B * the conjugates of surfaces in B. Then,
Remark 4.5. Note that for the minimal surface case, the relation between minimal surfaces with planar curvature lines and Thomsen surfaces can be expressed using analogous notationsT ,B andB * , denoting the set of Thomsen surfaces, the set of minimal surfaces with planar curvature lines, and the conjugates of surfaces inB, respectively, as: Moreover, such a timelike Thomsen surface F is unique if neither lightlike curvatures of null curves is zero.
Proof. As in Remark 2.4, the generating null curves of F µ are
They have the lightlike curvatures κ µα = κ α /µ and κ β/µ = µκ β , respectively. Hence, we can take the unique solution µ = κ α /κ β to the equation
for which F µ is a timelike Thomsen surface. The surface F µ is either in B or B * depending on the sign of the Gaussian curvature K.
Remark 4.7. Similarly, one can consider the geometric characterization of timelike minimal surfaces whose generating null curves have constant curvatures with different signs. By (3.7), such a surface can be constructed via the equation
We do know that such surface is not in the set T as in (4.3). However, the geometric qualities of such surfaces are unknown.
Appendix A. Deformation of timelike Thomsen surfaces
In this section, we show that there exists a continuous deformation consisting exactly of all timelike Thomsen surfaces. We do this by first showing that there exists a continuous deformation consisting exactly of all timelike minimal surfaces with planar curvature lines, and then applying the result that relates these surfaces to timelike Thomsen surfaces.
We have already shown in Section 3.3 that every surface in Sheet 1, including the timelike minimal Enneper-type surface, and the timelike plane are conjoined by a continuous deformation given bŷ A.1. Deformation to Sheet 2. We now show that there is a continuous deformation of all the surfaces in Sheet 2, and hence, all the surfaces in Sheet 1 and Sheet 2 are connected via the timelike minimal Enneper-type surface. We first normalize the axial directions as in Section 2.4.2, and let c = cosĉ 2 and d = sinĉ 2 , while
4 (see Figure  6 (a)). After calculating the normal vector, we find that
Remark A.1. Note that the Weierstrass data hĉ 
. 
implying that there is a deformation joining surfaces in Sheet 1 and Sheet 2.
A.2. Deformation to the timelike catenoid with lightlike axis. Now we show that there exists a deformation to the timelike catenoid with lightlike axis. Consider Sheet 2, where c =ĉ 2 3 and d = 0 forĉ 2 3 ∈ (0, ∞), and normalize the axial directions so that v 1 e 2 and v 2 = e 1 + e 0 (see Figure 6(b) ). Calculating the Weierstrass data gives
Therefore, by calculating Fĉ
implying thatFĉ Then it is easy to see that lettingĉ 5 = 0 gives the Weierstrass data for immersed timelike catenoid with spacelike axis, while lettingĉ 5 = 1 gives the Weierstrass data for timelike minimal Bonnet-type surface with lightlike axial direction of second kind. Now we would like to see that the surfaces defined byĉ 5 ∈ (0, 1) are also timelike minimal surfaces with planar curvature lines. To do this, recall that the choice of the paraholomorphic 1-form from the parameromorphic function decides the Hopf differential; therefore, a timelike minimal surface is uniquely determined by its Lorentz conformal factor up to isometries of the ambient space. Hence, by calculating the Lorentz conformal factor from hĉ Summarizing, we arrive at the following result: 
Appendix B. Singularities of timelike Thomsen surfaces
By Remark 2.14, we understand that timelike minimal surfaces with planar curvature lines admit singularities, belonging to a class of surfaces called generalized timelike minimal surfaces. However, since we have obtained the paraholomorphic 1-form η dz for all generalized timelike minimal surfaces with planar curvature lines in Theorem 2.21, we can calculate that these surfaces are actually minfaces, using [35, Proposition 2.7 ] (see also [2, Fact A.7] ).
We now aim to investigate the types of singularities appearing on these surfaces. Since the types of singularities of timelike catenoids and timelike Enneper-type surfaces have been investigated in [22, Lemma 2.12] and [35] (see also [2, Example 4.5]), we focus on recognizing the types of singularities on timelike minimal Bonnet-type surfaces.
Let S(F ) := {(x, y) ∈ R 2 : ρ(x, y) = 0} = {(x, y) ∈ R 2 : |h(x, y)| 2 = −1} be the singular set. Then using the explicit solution of the metric function in Proposition 2.13 or the explicit form of the function h of the Weierstrass data in Theorem 2.21, we understand that the singular set becomes 1-dimensional. To recognize the types of singularities of timelike minimal Bonnet-type surfaces, we refer to the following results from [35] (see also [44, Theorem 3] and [2, Fact 4.1]), analogous results of [37] and [14] . Using the Weierstrass data (h, η dz) of timelike minimal Bonnet-type surfaces from Theorem 2.21, we directly calculate ϕ and φ. Then using Fact B.1, we arrive at the following result. 
Moreover, the images of F around singular points are locally diffeomorphic to cuspidal edges everywhere else (see Figure 3) .
Combined with the result in [22, 35, 2] , we obtain the following corollary.
Corollary B.3. Let F (x, y) be a minface with planar curvature lines. If p is a singular point of F (x, y), then the image of F around the singular point p must be locally diffeomorphic to one of the following: cuspidal edge, swallowtail or conelike (or shrinking) singularity.
Using the duality for singularities on timelike minimal surfaces and their conjugate surfaces, proved in [22] and [35] (cf. [2, Fact A.12]), we finally obtain the following result:
Corollary B.4 (Corollary to Theorem 4.4 and Corollary B.3). Any singular point on a timelike Thomsen surface is locally diffeomorphic to one of the following: cuspidal edge, swallowtail, cuspidal cross cap, conelike (or shrinking) singularity or fold singularity.
Remark B.5. Note that in Figure 3(f) , the surface B L2 defined over the domain C is drawn; in fact, this surface can be extended to a lightlike line (drawn as a yellow line in Figure 3(f) ) as in the cases of catenoids with spacelike and lightlike axes ( [15, 16] ).
To see this explicitly, first note that the surface 9 in Theorem 2.21 is parametrized as F (x, y) = x + e −x sinh y, −y − e x 2 cosh y, −x − (e −x + e x 2 ) sinh y .
Putting ϕ(x) = −x −ỹ forỹ ∈ R, we note that lim x→−∞ F (x, sinh −1 (e x ϕ(x))) = (−ỹ, 0,ỹ).
