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ABSTRACT
Non-stoichiometric oxides, which exhibit advantageous electronic and ionic conductivity,
are key components in a number of technologically relevant areas including gas separators,
solid oxide fuel cells and electrolysis cells. Grain boundaries dramatically limit the charge
mobility and therefore the overall efficiency of these devices. The limited conductivity is
typically attributed to composition and chemistry changes only a few nanometers from these
interfaces, due to the different defect formation energies at grain boundaries compared to
the bulk. In the following, macroscopic electrical properties of two non-stoichiometric ceria-
based oxide systems are related to individual grain boundary compositional and chemical
variations, primarily through correlative atom probe tomography (APT) and transmission
electron microscopy (TEM).
First, a robust technique using the scanning transmission electron microscope (STEM) is
developed to automatically analyze grain orientation, a presumed important factor in grain
boundary segregation. Second, segregation of oxygen vacancies and cation species were quan-
tified at multiple high angle grain boundaries and at phase boundaries in a dense dual-phase
ceramic membrane consisting of BaCe0.8Y0.2O3-δ - Ce0.8Y0.2O2-δ. No trend between misori-
entation and segregation could be determined. Finally, direct measurements of individual
grain boundary composition, electronic structure, and electric potential were sytematically
investigated and compared between two doping levels in ceria solid solutions: Ce0.99Y0.01O2-δ
and Ce0.9Y0.1O2-δ. It was found that the potential was positive for the 1% doped sample,
while a negative potential was measured and corroborated by three techniques in the 10%
doped sample. While most of the measurements of ceria solid solutions in literature assume
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This chapter gives the motivation behind this dissertation. Applications of the materials
systems studied are briefly discussed. An outline of the thesis format is also given in addition
to a list of publications that resulted from this thesis work.
1.1 Thesis Statement
The objective of this thesis is to measure the properties of individual space charge layers
located at grain boundaries in technologically relevant cerium-based oxides. Grain bound-
ary misorientation, chemistry changes, compositional variations, and electrostatic potentials
of specific interfaces will be explored in order to explain the space charge effect on macro-
scopic electrical behavior of the materials. This correlative information should provide much
needed fundamental knowledge of this structure-property relationship for future engineering
of higher quality electrochemical devices.
1.2 Motivation
Global energy consumption is expected to increase by nearly 50% by 2050 [1]. The most
common sources of energy production involve the use of fossil fuels, such as crude oil, coal,
and natural gas, which emit green house gasses (GHGs) into the earth’s atmosphere. An
increase in atmospheric GHGs results in the gradual warming of the planet as well as dra-
matic and irreversible changes to the earth’s climate. Since the electricity and transportation
sectors contribute to a combined 39% of the total GHGs emited worldwide [2], a speedy shift
to the use of renewable and carbon neutral energy sources would have a dramatic effect in
mitigating the effects of climate change.
Hydrogen as a fuel source could be a viable alternative and play an effective role in the
future low-carbon economy [3]. With its high energy density by weight, hydrogen can be
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used to produce power with only heat and water as byproducts in fuel cells, which are 2-3
times more efficient than an internal combustion engine. While difficulties in transportation
of hydrogen need to be addressed for wider implementation, fuel cell electric vehicles are
gaining popularity. The hydrogen production roadmap from the Department of Energy fuel
cell technology office [4], Figure 1.1, details the ways in which hydrogen is and could be
produced in the future. Practically all of the hydrogen produced in 2019 occurred by steam
methane reforming (SMR). While high purity values can be achieved, CO2 is a byproduct
of the process and hydrogen losses of 20% are typical. In the future, high temperature
electrolysis and solar-based methods are proposed, where hydrogen production can be used
as an effective storage solution to the intermittency problem of solar and wind energy.
Figure 1.1: Hydrogen Production roadmap from the DOE Fuel cell office [4].
Electroceramics could play vital roles in this hydrogen production roadmap–namely en-
ergy efficient and carbon neutral ways to extract ultrapure H2 from steam methane reforming
(see Section 1.3) and high temperature solid electrolysis cells (see Section 1.4). When run in
reverse, solid oxide electrolysis cells (SOECs) transform into solid oxide fuel cells (SOFCs)
that can produce power through the electrochemical conversion of hydrogen. A combined
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reversible solid oxide cell could therefore provide grid scale or distributed storage and energy
production [5].
In all of the applications described, polycrystalline oxide ceramics are promising mate-
rials for some of the device components mentioned due to their favorable ionic, protonic
and/or electronic conductivity. However, a prevalent challenge to increasing conduction and
efficiency of these devices is highly resistive grain boundaries, whose conductivities can be
up to eight orders of magnitude lower than the bulk. Better understanding the mechanism
behind the lower grain boundary conductivity will lead to engineering more efficient and
cost-effective solutions to hydrogen production challenges.
While the materials in this thesis were selected to better understand the resistive char-
acter of cerium-based oxide grain boundaries for the above specific applications, the ex-
perimental approaches contained herein have wider ranging applicability. These include
other applications that use polycrystalline oxides such as batteries, memristors, sensors, etc.
Broader applicability can also be found in advanced characterization techniques that were
developed and used to relate nanoscale chemistry and electrical properties to macroscale
material properties, which may be applicable to scientists in other fields such as electron
microscopy and atom probe tomography.
1.3 Hydrogen Separation Membranes
In 2019, 70 million tons of hydrogen were produced primarily for the petroleum refining,
ammonia, and methanol industries [6]. Currently, 96% of hydrogen is extracted from syngas
(CO+H2) from methane or coal [7], but syngas can also be fabricated from biomass. Syngas
is a mixture of carbon monoxide, carbon dioxide and hydrogen that can be produced from
natural gas, coal, or biomass under high temperatures and pressures. The CO reacts with
steam and undergoes a water gas shift reaction in the presence of a catalyst to produce CO2
and even more hydrogen. While the CO2 is ordinarily emitted after separation, interest in
CO2 conversion into valuable products is growing due to its economic and societal benefits [8].
Typically hydrogen is separated from CO2 using energy intensive methods such as pressure
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swing adsorption and cryogenic distillation. However, significant energy and cost savings
can be achieved by the use of membranes. In the case of ceramic membranes which involve
mixed proton electron conductors (MPECs), hydrogen is separated electronically, realizing
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Figure 1.2: Schematic of the operation of a composite cercer hydrogen separation mem-
brane.The proton conducting phase is in grey and the electron conducting phase is in blue.
The surface reactions for splitting and reforming H2 are given for the feed and permeate side
of the membrane
Ceramic membranes are structurally robust and excel over polymer-based proton con-
ductors, which struggle with dehydration. However, low conductivities particularly in single
phase MPECs and inferior catalytic properties compared to metallic systems cause pro-
hibitively low H2 permeation values. When a second, higher, electron conducting phase is
added, H2 permeation values can be much higher [9–12]. In a dual phase ceramic-ceramic
(cercer) composite membrane as shown in Figure 1.2, hydrogen gas separates into H+ ions
and electrons that travel through their respective phases to recombine on the other side
forming pure hydrogen gas. While hydrogen fluxes in composite membranes are higher than
the single phase counterparts, grain boundaries are known to reduce the overall conductivity
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of the material. In addition, little is known about how phase boundaries affect hydrogen
permeation. To this end, compositional variations at grain boundaries and phase boundaries
in a composite membrane (BaCe0.8Y0.2O3-δ - Ce0.8Y0.2O2-δ) are studied in Chapter 4 and
correlated to the material’s overall conductivity.
1.4 Solid Oxide Cells
Figure 1.3: Schematic of the operating principles of SOFC and SOEC modes of a reversible
solid oxide cell [5]. Reprinted with permission from Elsevier.
Solid oxide cells are electrochemical devices that convert chemical energy into electricity
(SOFC) [13, 14] or produce chemicals (e.g. H2 and O2 from water) by applying an electric
current (SOEC) [15–17]. Cells that operate in both fuel cell and electrolysis modes are called
reversible solid oxide fuel cells (RSOFCs). A schematic of both operating principles is shown
in Figure 1.3. Efficiencies of stand alone systems can reach 45-65% based on the lower
heating value (LHV) of the fuel [13], though >85% LHV is possible through a combined
heat and power cycle [18]. SOFCs are fuel flexible and can be operated using any fuels that
react with ionic oxygen including H2 gas, methane, and alcohols. This fuel-flexibility allows
for use of these devices as a transitional technology that can be used now with currently
economic fuels and after the transition to more environmentally friendly fuels. The solid
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oxide device consists of two porous electrodes and a solid oxygen ion conducting electrolyte.
For the SOFC device, O2 is reduced on the cathode (oxygen electrode) side, from which the
O2- ions are transported through the lattice of a dense solid electrolyte. The O2- ions then
react with the fuel at the anode (fuel electrode) yielding H2O and heat. The total cell power
output is directly influenced by ion conductance through the solid oxide electrolyte.
The standard SOFC and SOEC electrolyte is yttria-stabilized zirconia (YSZ), which must
operate at around 900◦C to maximize ion conductivity. This high operating temperature
causes a number of technical difficulties and increases cost in the system [13]. Therefore, there
has been a push to decrease operating temperature by decreasing the thickness of the YSZ
electrolyte [19–21] or by replacing YSZ with an electrolyte with higher oxygen ion conduction,
like CeO2. As an SOFC, cerium oxide shows exceptional promise with high ion conduction
at lower temperatures [13]. In SOEC mode, ceria-based electrolytes lower the electrode
overvoltages compared to YSZ, but the electrical conductivity can prove troublesome from
the reduction of cerium from Ce4+ to Ce3+ at high applied voltages. Ceria-based composite
electrolytes, however, have been shown to overcome this problem [22, 23]. As in Section
1.3, due to the low cost synthesis of polycrystalline electrolytes, grain boundaries cause a
reduction in the overall power output and electrochemical conversion efficiencies. The study
of electrical and compositional properties of grain boundaries in a (CexY1-xO2-δ) electrolyte
can be found in Chapter 5.
1.5 Dissertation Organization
This dissertation follows the requirements for a publication-based thesis. Chapter 2
covers the background and literature review of the material specific properties and challenges
addressed by this thesis. The focus of the chapter is on grain boundaries and their deleterious
effect on the overall conductivity of the oxide materials studied. The theory behind the lower
grain boundary conductivity and previous experimental investigations attempting to measure
individual grain boundaries are discussed. The subsequent chapters, Chapter 3 - Chapter
5, present results from two accepted manuscripts and one ready for submission. The results
6
appear as individual manuscripts, which have self-contained introductions, methods, results,
discussions and conclusions. Chapter 3 describes a technique developed for the scanning
transmission electron microscope to automatically determine grain orientation from Kikuchi
diffraction patterns. Application to multiple material systems were explored to validate its
usefulness. This chapter has been accepted to the journal, Ultramicroscopy. Chapter 4
looks at the defect chemistry of grain boundaries within a composite hydrogen separation
membrane. The compositions at phase boundaries are also explored. This chapter has
been submitted to the Journal of American Ceramics Society. Chapter 5 examines the
interplay between composition, chemistry and electrostatic potential in ceria electrolytes.
Unexpected results were discovered, including negative grain boundary potentials and oxygen
accumulation at the grain boundary as well as highly asymmetric compositional profiles,
which adds significant complexity to the current theory of space charge layers. This chapter
is ready for submission to Energy and Environmental Science. Finally, Chapter 6 includes a
summary of major findings from the dissertation as well as a discussion of suggested future
work for future researchers.
1.5.1 List of Publications
A summary of the publications resulting from the past 5 and 1/2 years is given below.
While the first two years of thesis work was spent studying arsenic dopant clustering in
epitaxial cadmium telluride (CdTe), due to its unrelated nature to the current work, no
epitaxial CdTe research is included in this thesis. The curious reader is directed to the
below publications:
• George L. Burton, David R. Diercks, Craig L. Perkins, Teresa M. Barnes, Olanrewaju
S. Ogedengbe, Pathiraja A. Jayathilaka, Madhavie Edirisooriya, Alice Wang, Thomas
H. Myers, and Brian P. Gorman, Substrate preparation effects on defect density in
molecular beam epitaxial growth of CdTe on CdTe (100) and (211) B. Journal of
Vacuum Science and Technology B 34, 041208 (2017).
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• Elizabeth G. LeBlanc, Madhavie Edirisooriya, Olanrewaju S. Ogedengbe, Odille C.
Noriega, Pathiraja A. Jayathilaka, Sadia Rab, Craig H. Swartz, David R. Diercks,
George L. Burton, Brian P. Gorman, Alice Wang, Teresa M. Barnes, and Thomas H.
Myers, Determining and Controlling the Magnesium Composition in CdTe/CdMgTe
Heterostructures. Journal of Electronic Materials 46, 53795385 (2017).
• George L. Burton, David R. Diercks, Olanrewaju S. Ogedengbe, Pathiraja A. Jay-
athilaka, Madhavie Edirisooriya, Thomas H. Myers, Katherine N. Zaunbrecher, John
Moseley, Teresa M. Barnes, and Brian P. Gorman, Understanding arsenic incorpora-
tion in CdTe with atom probe tomography. Solar Energy Materials and Solar Cells
182, 68-75 (2018).
The list of publications included in this thesis is given below:
• George L. Burton, Stuart Wright, Adam Stokes, David R. Diercks, and Brian P. Gor-
man, Orientation mapping with Kikuchi patterns generated from a focused STEM
probe and indexing with commercially available EDAX software. Ultramicroscopy, Ac-
cepted.
• George L. Burton, Sandrine Ricote, Brendan J. Foran, David R. Diercks, and Brian P.
Gorman, Quantification of grain boundary defect chemistry in a mixed proton-electron
conducting oxide composite. J. of American Ceramics Society, Accepted.
• George L. Burton, Sandrine Ricote, Chuanxiao Xiao, Fengshan Zheng, Dongshen Song,
Michael Knight, Ivar Reiminas, Huayang Zhu, Robert Kee, Mowafak Al-Jassim, Rafal
E. Dunin-Borkowski, David R. Diercks, and Brian P. Gorman, Direct measurement
of nanoscale electrostatic potential and corresponding three-dimensional segregation





This chapter gives general background information for material-specific challenges ad-
dressed. Basic concepts necessary for understanding oxide conduction mechanisms are in-
cluded. Particular emphasis is given to oxide grain boundary properties, including space
charge formation and its effect on conductivity. In addition, techniques for measuring space
charge behavior in oxides are overviewed.
2.1 Crystal Structure and Phase Stability
2.1.1 BaCeO3
BaCeO3 based protonic conductors show some of the highest proton conductivities in its
class particularly in H2 containing atmospheres [24]. However, under CO2 and H2O vapor
containing atmospheres, BaCeO3 is reactive following the two equations:
BaCeO3 + CO2 −→ BaCO3 + CeO2 (2.1)
BaCeO3 +H2O −→ Ba(OH)2 + CeO2 (2.2)
causing decomposition and mechanical disintegration. BaZrO3 on the other hand shows
good stability in these environments but relatively low proton conductivities [25]. This
is most likely due to its lower grain boundary conductivity, since the bulk conductivities
were measured to be higher [26]. Combining the best properties of both materials, a large
effort has been made over the past twenty years to create solid solutions of BaCeO3-BaZrO3
systems [27–31] BaCeO3 and BaZrO3 crystallize into perovskite structures as do a number
of materials with the formula ABX3. A schematic of the simple cubic perovskite structure
is in Figure 2.1(a), where the larger A-site cation typically has a +2 or +3 valence, while
the smaller B-site cation has a +4 or +5 valence. This perovskite crystal structure is often
distorted, most commonly as orthorhombic (Pmcn).
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(a) (b) 
Figure 2.1: Perovskite crystal structure of BaCeO3 in the (a) simple cubic and (b) rhombo-
hedral forms. Ba atoms are represented in green, O atoms in red, and Ce atoms in yellow
The crystal structure of BaCeO3 varies widely based on the processing conditions, par-
ticularly the temperature and atmosphere, solid solution amount, dopant type, and dopant
incorporation level [32]. Pure BaCeO3 has been found to be in the orthorhombic (Pmcn)
structure [28, 32]. When alloyed with BaZrO3, there is a transition to the cubic struc-
ture at higher values of Zr [28]. With different levels of yttrium dopant incorporation in
BaCeO3 (BaCexY1−xO3-δ), the rhombohedral (R3̄c) and monoclinic (I2/m) structures have
been found [32], though there does not seem to be a consensus [29]. The sole crystal struc-
ture found in the study in Chapter 4 using the technique developed in Chapter 3 was the
rhombohedral (R3̄c) phase as shown in Figure 2.1(b). While BaCeO3 was used to study
the grain boundary compositional variations in Chapter 4, the techniques are applicable to
electrolytes and hydrogen separation membranes prepared from solid solutions of BaCeO3-
BaZrO3 [9, 12, 33].
2.1.2 CeO2
Interest in CeO2-based devices stems from the ability to control the degree of oxygen non-
stoichiometry. Applications involve its use in solid oxide cells (particularly solid oxide fuel
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cells), thermochemical water splitting [34, 35], and resistance switching devices for memory
[36] and neuromorphic computing [37].
CeOx stabilizes in the cubic fluorite crystal structure (Fm3̄m space group) for x>1.72
[38]. In this face-centered cubic structure (Figure 2.2), the unit cell consists of 4 cations
that are tetrahedrally coordinated about 8 anions. The anions are octahedrally coordinated
about the cations.
Figure 2.2: Fluorite crystal structure of CeO2. Ce atoms are in yellow and O atoms in red.
The degree of oxygen non-stoichiometry in undoped CeO2 is assisted by reduction of












The ability for Ce to change valence allows CeO2 to conduct electrons particularly at high
temperatures and under low oxygen partial pressures, making for a well-suited candidate as
an electron conducting phase in composite hydrogen separation membranes.
2.2 Electrical Conductivity






where ni is the concentration, the charge qi = |zi|e, and µi is the mobilitity of species i. In
oxide ceramics, the primary conductive species are oxygen ions, protons and electrons, the
weight fraction of each depending on the material and its environment.
2.2.1 Mixed Conduction
BaCeO3 exhibits mixed protonic and electronic conduction (MPEC). Protons are inco-








where water in the gas phase dissociates into a hydroxide ion and a proton. Protons then form
a covalent bond with the lattice oxygen, while the hydroxide molecules fill oxygen vacancies.
Protons migrate through the so-called Grotthus hopping mechanism [40]. While rotational
vibrations of the O-H bond has a low activation barrier about the oxygen ions, stretching
vibrations of the O-H bond leads to proton transfer and long-range protonic migration. Due
to transient distortion of the CeO6 octahedron, the decreased distance allows the proton
transfer to occur along the edge of this octahedron [41–43]. The hydration process and
proton concentration relies heavily on the amount of oxygen vacancies in the system. Since
concentration of oxygen vacancies in pure BaCeO3 is quite low, extrinsically doping with









where RE denotes the rare earth dopant.
Electron conduction occurs by thermally activated small polaron hopping [44] enabled by
Equation 2.3 in both BaCeO3 and CeO2 in which the electron is localized to the Ce site. In
addition to electronic conduction, CeO2 exhibits thermally activated motion of oxygen ions
and is therefore a mixed ionic and electronic conductor (MIEC). Oxygen ion conduction is
a result of oxygen vacancy hopping mechanism whereby oxygen ions hop from one oxygen
vacancy in the crystal structure to the next. In pure ceria, electron conduction dominates
[45]. To use ceria in RSOFCs, ion conduction must be the dominant carrier. Ion conduction
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can be increased by extrinsically doping with aliovalent cations (also typically rare earths)






















The choice of dopant is dependent on a few factors, most notably, solute ionic radius
and valence state. Defect clustering and ordering can become a problem if the dopant atom
causes a large amount of elastic strain in the host lattice [46, 47]. However, there may be
more factors than just elastic strain involved in selecting the dopant with the highest ionic
conductivity [48]. In Figure 2.3a, based on elastic strain minimization, Dy or Gd would have
the highest conductivity, but Nd shows the highest grain conductivity. Gd, Sm and Nd are
the most commonly used dopants due to their higher ionic conductivities. For BaCeO3, Y
and Yb are the most promising dopants, acheiving the highest conductivities [49, 50].
Dopant concentration is another consideration. Following Equation 2.7 or Equation 2.6,
the concentration of vacancies increases with increasing dopant incorporation and therefore
the ionic concentration should increase with dopant concentration. However at high doping
concentrations, dopant-vacancy and vacancy-vacancy defect interactions become a problem
[51, 52] and actually decrease overall conductivity. This trend can be seen in Figure 2.3b, in
which a maximum in ionic conductivity can be seen at 12 mole% yttrium. Yttrium has some
noteworthy aspects when used as a dopant in oxides, including that it has been shown to
favor oxygen vacancies as second nearest neighbors in yttria-stabilized zirconia rather than
first nearest neighbors as with Gd in ceria [53]. This could account for some of the interesting
behavior discovered in the CexY1−xO2−δ system in Chapter 5.
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(b) (a) 
Figure 2.3: Dopant effects on ionic conductivity in CeO2.(a) Effect of dopant ionic radius on
ionic conductivity at different temperatures [48]. Reprinted with permission of the Ameri-
can Ceramic Society (b) Effect of yttrium dopant concentration on ionic conductivity [51].
Dashed lines represent experimental measurements and solid lines, molecular dynamics cal-
culations. Reprinted with permission of the American Chemical Society.
2.2.3 Polycrystalline Oxides
Due to the low cost of fabrication, ceramic oxides are typically fabricated into poly-
crystalline solids. Standard ceramic processing involves ball-milling and calcining powders,
pressing into pellets and sintering at high temperatures (>1200◦C), which leads to grain
growth and coarsening. During these high temperature processes, any impurities in the raw
powders or within the sample environment can segregate to grain boundaries due to their lack
of solubility in the bulk structure owing to their defect formation energies. While the law of
electroneutrality must be obeyed overall in ionic solids, this may not be the case locally such
as at interfaces where charged regions can develop. Compositional and structural variations
at grain boundaries (GBs) can therefore cause these internal interfaces to be charged directly
affecting overall conduction (typically decreasing ion and proton conduction in the case of
oxides). Since σtot = σgrain + σGB, grain boundaries can cause activation energy barriers to
charge mobility.
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Figure 2.4: Nyquist plot of a typical sample with blocking grain boundaries [54]. Reprinted
with permission from Annual Reviews.
Electrochemical impedance spectroscopy (EIS) is used as a standard technique to measure
the sample-averaged differences between the bulk and grain boundaries in solid state ionics.
As seen in Figure 2.4, three semi-circles associated with the grain, grain boundary, and
electrode are visible. These semi-circles can be fit to equivalent circuits and the conductivity
of the grain and grain boundary can be calculated (see Chapter 4 for more details). Initially,
resistive secondary phases at the grain boundaries were thought to be the cause [55, 56],
but even when GBs without a secondary phase were carefully synthesized [57], the grain
boundary resistivity problem still was evident.
2.3 Grain Boundaries
2.3.1 Conductivity
While grain boundaries have seen increased conduction of species in certain materials
and applications, such as cadmium telluride (CdTe) photovoltaics [58, 59], conductivity
across grain boundaries in ceramic proton and ion conductors have been shown to be inferior
compared to the bulk conductivity in a number of materials systems. For a comprehensive
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review of strikingly similar blocking grain boundaries in a broader range of oxide materials
with diverse crystal structures, the reader is directed to [60]. Since the spatial extent of grain
boundary electrical and compositional properties are quite small (typically on the order of
15 nm or less), it makes for a particularly difficult research problem. While EIS measures
the sample averaged conductivity values, there is a significant and timely need to measure
space charge potentials at grain boundaries directly.
(a) (b) 
Figure 2.5: Deconvolution of grain and grain boundary conductivity measured from elec-
trochemical impedance spectroscopyin (a) BaCe0.9Y0.1O3−δ (BCO) and BaZr0.94Y0.06O3−δ
(BZO) [61] (reprinted with permission of the American Chemical Society) and (b)
Ce0.9Y0.1O2−δ [57] (reprinted with permission of the American Ceramic Society).
The blocking behavior of grain boundaries has been recorded by a number of EIS stud-
ies and theoretical analyses for BaCeO3 [61–64] and CeO2 [57, 65, 66]. As seen in Fig-
ure 2.5, the grain boundary protonic conductivity in BaZr0.9Y0.1O3−δ and ionic conductivity
of Ce0.9Y0.1O2−δ are up to 5 orders of magnitude lower than the conductivity of the bulk.
It is interesting to note that the comparison between yttrium-doped BaCeO3 (BCO) and
BaZrO3 (BZO) in Figure 2.5a. BCO has a much smaller difference between bulk and grain
boundary conduction, as compared to the BZO. This phenomenon has also been explained
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elsewhere [26, 60] and is cited as the reason for BZO’s lower overall proton conductivity.
The lower grain boundary conductivity can therefore have a dramatic affect on the overall
conductivity of a material even though grain boundaries are such a small volume fraction of
the total material. The lower GB conductivity in both materials is associated with an excess
of oxygen vacancies in a monolayer core with compensating regions of slight oxygen vacancy
deficient (and sometimes dopant rich) regions adjacent to the core. This causes in the case of
BaCeO3 and CeO2 a positive grain boundary core and a compensating negative space charge
region adjacent to the core, typically termed the space charge layer (SCL). Measuring this
charged region electrically and compositionally is therefore important and will be discussed
below.
2.3.2 Grain Boundary Structure
Grain boundaries can be explained by five macroscopic degrees of freedom, two based on
the plane inclination of the grain boundary plane normal, and three based on the misorien-
tation vector. Standard terminology separates grain boundaries into two categories based
on their misorientation angle (ω)–low and high angle grain boundaries. Below 5◦ (arbitrary
designation) misorientation, there tends to be less driving force for segregation due to lower
grain boundary energies. There are also special boundaries, termed coincident site lattice
(CSL), where at certain orientations, lattice sites partially coincide. Special boundaries can
be intentionally fabricated by fusing two single crystals together into bi-crystals. Practically
all studies of atomic scale GB work on oxides has been performed on these special GBs [67–
69]. However, CSL grain boundaries in standard polycrystalline ceramic materials are not
very common [70, 71], so these methods of studying grain boundary structure does not seem
to be widely applicable to general high angle grain boundaries that populate the majority
of the material.
The effect of grain boundary structure on electrical properties in materials systems is an
ongoing line of research, although it is challenging to achieve sufficient statistics [71]. A few
studies have prepared materials with highly oriented grains by pulsed laser deposition [72],
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presumably with a high number of low angle grain boundaries, which increased conductivity
significantly since no grain boundary effect was visible. However, for low cost commercial ap-
plications, grains are randomly oriented, so studying the properties of these grain boundaries
are specifically important.
The structure of grain boundaries are typically studied by scanning electron or trans-
mission electron-based orientation microscopy (OM) techniques. OM involves the collection
and automatic indexing of spatially resolved diffraction patterns. The most ubiquitously
used method for measuring grain orientation and grain boundary structural properties is
electron backscatter diffraction (EBSD) in the SEM [73]. A similar technique also in the
SEM, Transmission Kikuchi Diffraction (TKD) [74], is starting to become popular due to
the high resolution capabilities. In the TEM, precession electron diffraction (PED) is the
standard method for measuring grain orientation [75, 76]; however, costly modifications are
needed to the TEM to perform PED. For this reason, a method for automatically indexing
STEM Kikuchi patterns was developed in Chapter 3.
2.3.3 Secondary Phases
Intergranular silicate phases are known to be present especially at triple points in these
types of ceramics, which should affect the electrical properties of the grain boundaries. SiO2 is
a common impurity in oxide ceramics due to starting powder impurities, mixing and grinding
hardware and the common furnace elements made from MoSi2. From TEM and EDS, the
composition of these glassy intergranular phases in ceria-based systems was discovered to
be a mixture of Si, Al (another common impurity during sample fabrication), Ce [57] and
occasionally the dopant cation [56]. However, the activation energies with the amorphous
siliceous phase have not been found to be dramatically different than the bulk, making the
effect of these intergranular phases fairly negligible [77, 78].
In BaCeO3 and BaZrO3 systems, Ni-containing species are often found at the grain
boundaries, since NiO is used as a sintering aid to assist in phase formation at lower temper-
atures in a process termed solid state reactive sintering (SSRS) [79]. From STEM and EDS
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analysis, Ni enrichment has been found at grain boundaries [80, 81]. Additionally, in TEM
and APT analysis of grain boundaries in BCZY and BZY, NiO precipitates were found
at some grain boundary locations [82, 83]. It was suggested that NiO particle formation
near the grain boundary decreased the blocking behavior compared to Ni segregation at the
grain boundary core, which had severely blocking behavior, although a statistically relevant
sampling was lacking [83].
(b) 
(a) 
Figure 2.6: STEM-EELS measurements of Gd-doped ceria.(a) Measurement of cerium va-
lence change and O/Ce and Gd/Ce ratios [84]. Reprinted with permission from the American
Ceramic Society (b) two dimensional map of the Gd/Ce cation ratios [85]. Reprinted with
permission from Elsevier.
2.3.4 Grain Boundary Segregation
It is theorized that space charge regions develop from the segregation of species to the
grain boundary. In particular, oxygen vacancies and dopant species have been theorized to
segregate to these internal interfaces to lower the interfacial energy. A number of studies
have focused on decreasing grain boundary segregation through additives, which have been
shown to decrease the blocking behavior of the grain boundaries [86–89]. One exemplary
study [90] chose to dope the Ba site in BZY by decorating powders with Cs+ to lower the
grain boundary charge. The bulk conductivity was not affected, but the conductivity of
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the grain boundary increased by ∼2 orders of magnitude. Spectroscopic techniques in the
transmission electron microscope (TEM) are normally the method of choice in measuring
GB segregation and typically 1D or 2D information is attainable. However, atom probe
tomography (APT) has recently shown promise in measuring GB stoichiometry in three
dimensions.
2.3.4.1 Transmission Electron Microscopy
Electron-probe based spectroscopy within the TEM is typically used to study grain
boundary chemistry and composition changes. However, due to elastic and thermal scat-
tering, quantification can be difficult. Oxygen is especially difficult because of its low x-ray
transition energy and low x-ray scattering yield. Therefore the two primary analytical tech-
niques, energy-dispersive x-ray spectroscopy (EDS) and electron energy loss spectroscopy
(EELS) typically just measure cation ratios. While other TEM techniques have imaged
oxygen vacancies at grain boundaries with bright-field STEM [91] and negative spherical
aberration imaging [92], well-behaving special grain boundary orientations in bicrystals are
needed, limiting the technique’s scope.
In BaZrxY1−xO3−δ, yttrium was seen to segregate to the grain boundary and the yttrium
segregation intensity increased linearly with increasing mol% of total yttrium in the sample
[93]. Other acceptor dopants in BaZrO3 have been found to segregate to the grain boundary
as well [94]. The relative amount of dopant segregation was found not to depend on ionic
radius but by the electrostatic attraction of the grain boundary core. Due to the high sinter-
ing temperatures and volatility of Ba, it has been seen that Ba can be depleted, particularly
at grain boundaries [95].
EELS measurements have also revealed dopant segregation [84, 85, 96] at CeO2 grain
boundaries, as seen in Figure 2.6. In Figure 2.6a, there is also a decrease in the O/Ce ratio
implying and increase in oxygen vacancies at the boundary. This has also been measured
by EELS in other studies [96, 97]. In addition, STEM-EELS can probe the local bonding
environment by measuring the cerium valence change. As seen in Figure 2.6a the Ce M5
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to M4 peak intensities ratio significantly increases at the boundary, which is attributable to
a change in valence from Ce4+ to Ce3+ [67] and can be quantified by multiple linear least
squares fitting with Ce4+ and Ce3+ reference materials. In addition to grain boundaries,
surfaces also see this cerium reduction [98].
2.3.4.2 Atom Probe Tomography (APT)
Atom probe has shown exceptional promise in quantifying impurity, dopant, and even
oxygen substoichiometry at grain boundaries with nm-scale spatial resolution and down
to ppm chemical sensitivity. Recent efforts by Clark et al. [99] and Diercks et al. [100]
have quantified the three-dimensional impurity and dopant segregation as well oxygen sub-
stoichiometry in BaZrO3 and CeO2, respectively, by atom probe tomography.
With fairly recent FIB sample preparation techniques and laser-pulsing APT capabili-
ties, oxide materials have been able to be analyzed [101, 102]. Careful attention must be
paid to operating conditions since stoichiometry is affected by field, laser energy and sample
temperature [103]. However, oxide grain boundaries have been analyzed successfully previ-
ously. One study found Gd segregation and Ce depletion at grain boundaries in Gd-doped
CeO2 [101]. As shown in Figure 2.7a, 3D composition variations at a Ce0.9Nd0.1O2−δ grain
boundary show Al and Si impurity and Nd dopant segregation as well as a decrease in oxy-
gen composition. The authors then calculated the electrostatic potential from the 3D APT
data and found a positive potential with a 0.5 V maximum. A larger sampling of BaZrO3
grain boundaries was also analyzed [83], in which segregation was found to vary dramatically
among different grain boundaries and along individual grain boundaries. One difficulty in
solving the poisson equation in three dimensions is that there is no way to measure valencies
in the atom probe, so assumptions had to be made. If the valence change was measured and
combined with APT, this calculation could be improved.
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(b) (a) 
Figure 2.7: Correlation of composition and electrostatic potential from 3D atom probe
data.(a) 3D composition profiles of a region of interest around a grain boundary in Nd-doped
CeO2 and (b) 3D electrostatic potential calculated by solving the 3D poisson equation [100].
Reprinted with permission from the Royal Society of Chemistry.
2.3.5 Electrostatic Potential
Few studies exist directly measuring the electrostatic potential at specific grain bound-
aries and quantitative analysis is particularly challenging. Below are three methods that have
been used or proposed to study individual grain boundary electrostatic potentials, although
there are significant challenges to each measurement.
2.3.5.1 DC probe
Microelectrodes can be deposited on the surface of the sample and two contacts on either
side of the grain boundary can measure the impedance response across individual grain
boundaries. This technique has been applied to a BZY sample [104] and a SrTiO3 sample
[105], where a significant number of grain boundaries could be measured. Unfortunately,
there are three major drawbacks to this technique: extremely large grains are needed ( 200
µm), the conductivity measured could be from another grain boundary due to possible




Electron holography allows for the recovery of the electron phase information. In off-axis
electron holography, by allowing the beam traveling through vacuum and the beam traveling
through your sample to overlap on the imaging plane, nanoscale electric and magnetic fields
can be measured. The recovered phase of the technique is directly proportional to the total
electrostatic potential, Vtot, which can be separated into [95]
Vtot = VMIP + VE + VXC + Vfields (2.9)
where VMIP is the mean inner potential, VE is the potential due to the redistribution of free
charges (the value of interest), VXC is the exchange correlation potential and Vfields is the
potential from internal and external fields. Therefore holographic measurements are sensitive
to strain at the interface, concentration differences, and sample charging. Many studies have
assumed VXC and Vfields to be zero and VMIP to be constant across the interface and have
claimed to have measured VE [106–108], but as seen in Figure 2.8c, this assumption is not
valid. The mean inner potential due to barium vacancies was calculated from a correlative
EELS measurement. VMIP and Vtot follow practically the same profile so VMIP cannot be
assumed to be constant across grain boundaries.
2.3.5.3 Scanning Probe Techniques
There are two main atomic force microscopy (AFM) techniques that have been used to
study oxide grain boundaries. Since most samples are highly insulating, standard electrical
AFM techniques like conductive-AFM cannot be used. Electrochemical strain microscopy
(ESM) of Sm-doped CeO2 [110] as seen in Figure 2.9a, in which an AC potential is applied
to the surface and the strain induced in the sample is measured. The response viewed in
the figure is associated with the small polaron concentration which is higher at the grain
boundary. Kelvin Probe Force Microscopy (KPFM) can measure the surface potential of a
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(a) (b) (c) 
Figure 2.8: Electron holography measurements of the total potential at grain boundaries.This
measurement is a convolution of a number of signals including diffraction contrast, the mean
inner potential, electrostatic potential, and any electrostatic fields in or around the specimen,
making quantification of the electrostatic potential troublesome. This was measured in
(a) SrTiO3 Σ13 symmetric tilt boundary [109]. Reprinted with permission from Annular
Reviews. (b) Ce0.85Sm0.15O2-δ [108]. Reprinted with permission from Microscopy Society
of America. (c) BaZr0.9Y0.1O3-δ [95]. Reprinted with permission from the Royal Society of
Chemistry.
sample. The potential at grain boundaries in SrTiO3 bicrystals have been measured [111,
112], as have grain boundaries in a nanocrystalline CeO2 as seen in Figure 2.9b
To make the measurement quantitative, the space charge associated with the surface
must be deconvoluted. Additionally, surfaces of as-prepared pellets are typically contami-
nated with higher concentrations of impurities and dopants, which are even higher at grain
boundaries. Therefore, to get a more representative region, polishing is typically required,
which can induce surface damage and affect the KPFM measurement.
2.3.6 Space Charge Theory
There are two main theories that are used to describe the space charge region. The first,
called Mott-Schottky (M-S) assumes that the dopant cations are constant from bulk to grain
boundary while there is an accumulation of oxygen vacancies right at the grain boundary
core and a depletion of oxygen vacancies on either side of the grain boundary. The potential
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(a)	
Figure 2.9: Atomic force microscopy-based electrical measurements of grain boundaries in
CeO2.(a) The nonresonant phase of the signal from electrochemical strain microscopy (ESM)
[110]. Reprinted with permission from AIP Publishing. (b) the surface potential from Kelvin
Probe Force Microscopy (KPFM) [96] are displayed. Reprinted with permission from John
Wiley and Sons.







where σ is the conductivity, zi is the charge of the mobile species, e is the elementary electric
charge, and φ is the potential barrier height. This is the typical method employed in the
literature to calculate space charge potential from EIS data.
In the Gouy-Chapman (G-C) case, oxygen vacancies are also at the core, but the dopants
are mobile and allowed to accumulate to the grain boundary. Oxygen vacancies exhibit
an exponential depletion approaching the grain boundary, while the dopant ions follow an
















where c(x) is the concentration of acceptors as a function of distance, cbulk is the concentration
of acceptors in the bulk, zd is the charge, ǫ0 is the dielectric of a vacuum, ǫr is the dielectric
constant of the material.
Both the M-S and G-C theories are only valid for dilute systems where dopant concen-
trations are <1 mol. %, which is typically an order of magnitude lower than the doping
concentrations employed for highest conduction. Thus, a significant effort has been made
to include defect-defect interactions within the space charge model [113]. In this proposed
Poisson-Cahn formalism, De Souza and Mebane combine the Poisson-Boltzman and Cahn-
Hilliard formalisms for concentrated solutions. They also include an excess term that contains
an effective activity term. While there is no simple way to employ the model for experi-
mental data as in the M-S and G-C, the Poisson-Cahn model more accurately represents
the actual space charge regions in oxide ceramics. However, as noted by Tong et al. [114]
after describing the new Poisson-Cahn formalism and others working on atomic simulations
[53], direct measurement of the space charge potential and associated chemical segregation
is needed to tackle key questions in the transport behavior of oxide ceramics.
2.4 Research Objectives
The main objective of the thesis is to relate aspects of individual grain boundaries to
overall conductivity of ceria-based oxide materials. Many of the techniques mentioned above
are used in the attempt to measure grain boundary character, space charge potentials, chem-
istry and compositional variations at targeted grain boundaries. The overall goals of this
work can be specifically broken down into five aspects:
• Develop a cost-effective and robust way to measure grain orientation in the transmission
electron microscope with high spatial resolution and fidelity
• Correlate key grain boundary parameters such as misorientation to compositional vari-
ations at grain boundaries in ceria-based oxides
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• Measure chemistry and composition changes at the same grain boundaries to determine
local defect chemistry
• Directly measure space charge potentials at grain boundaries and correlate to compo-
sition and chemistry deviations
• Interpret macroscopic conductivity data based on nanoscale grain orientation, conduc-
tivity, composition, and chemistry information
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CHAPTER 3
ORIENTATION MAPPING WITH KIKUCHI PATTERNS GENERATED FROM A
FOCUSED STEM PROBE AND INDEXING WITH COMMERCIALLY AVAILABLE
EDAX SOFTWARE
This chapter presents results on the technique development of scanning Kikuchi diffraction
in a scanning transmission electron microscope to analyze grain orientation and related
properties. Of particular interest of this thesis is the ability to measure grain boundary
misorientation and grain boundary character using this technique. The results have been
submitted to Ultramicroscopy and the manuscript has been accepted with minor revisions.
George L. Burton1, Stuart Wright2, Adam Stokes2, David R. Diercks3, Amy Clarke3, and
Brian P. Gorman3
3.1 Abstract
Relating a crystal's microscopic structure, such as orientation and size, to a material's
macroscopic properties is of great importance in materials science. Although most crystal
orientation microscopy is performed in the scanning electron microscope (SEM), transmission
electron microscopy (TEM)-based methods have a number of benefits, including higher spa-
tial resolution. Current TEM orientation methods have either specific hardware requirements
or use software that has limited scope, utility, or availability. In this article, a technique is de-
scribed for orientation mapping using Kikuchi diffraction patterns generated from a focused
STEM probe. One key advantage is that indexing and analysis of the patterns and maps
occurs in the robust OIM Analysis R© software, currently widely used for electron backscatter
diffraction (EBSD) and transmission kikuchi diffraction (TKD) analysis. It was found that




with minimal to no image processing and by changing only a few software parameters, reli-
able indexing of Kikuchi patterns is possible. Three samples, a deformed β-Titanium (Ti),
a medium carbon heat-treated steel, and BaCe0.8Y0.2O3-δ were tested to determine the effec-
tiveness of the approach. In all three measurements the algorithms effectively and reliably
determined the phases and the crystal orientations of the features measured. For the two
orientation maps produced, less than 5% of the patterns were misindexed including bound-
ary areas where overlapping patterns existed. An angular resolution of 0.15◦ was achieved
while features <25 nm were able to be spatially resolved.
3.2 Introduction
Orientation Microscopy (OM) allows for the evaluation of the microstructure of crys-
talline materials for the determination of properties such as texture and grain boundary
misorientation. Ultimately, characterization of the materials microstructure leads to its
optimization for desired macroscale properties. OM involves the spatially resolved measure-
ment of individual crystal orientations and may be displayed as an orientation map. Through
scanning electron microscope (SEM) or transmission electron microscope (TEM)-based tech-
niques, automated crystal orientation maps can be created. SEM-based techniques include
the most popular and ubiquitous OM technique: electron backscatter diffraction (EBSD) [73]
and more recently transmission kikuchi diffraction (TKD) [115]. While TEM-based OM
techniques have a narrower scope and have in general been less convenient, having an auto-
mated system for orientation determination is desirable for correlative analyses performed
in the TEM. Additionally, there are a number of benefits for performing OM analysis in the
TEM, rather than in the SEM, including enhanced spatial resolution enabling the analysis
of nanocrystalline materials or small precipitates, low atomic number materials where EBSD
interaction volumes are relatively large, and samples where features may run parallel to the
electron beam, such as heavily rolled or extruded metals [116]. There are four ways that
orientation mapping has been achieved through automated routines in the TEM: conical
dark field scanning [117], microbeam spot diffraction or small angle convergent beam diffrac-
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tion [118, 119], precession electron diffraction (PED) [75, 76] , and Kikuchi mapping [120].
Most recently, the PED technique has become increasingly adopted with the commercial
ASTAR product from NanoMEGAS that requires the modification of new or old TEM in-
struments to control the precession of the electron beam and the capture of diffraction
images. While effective, these modifications, however, provide additional financial barriers
to collecting desired data. Kikuchi-based methods for orientation determination have ex-
isted for some time [121]; however, fully automated schemes have involved in-house software
packages [122, 123] for indexing and orientation analysis and do not have the same level of ro-
bustness or features when compared to PED or EBSD software. In addition, previous studies
have used a relatively small solid angle in contrast to the present results, which can lead to
difficulties in correct orientation determination. While Kikuchi patterns are sensitive to lat-
tice defects and a sufficiently thick sample is needed for Kikuchi line generation, compared to
the other TEM-based techniques, Kikuchi pattern mapping has high angular resolution [116]
and high orientation precision particularly perpendicular to the optical axis [124]. In the
following article, a method is described to acquire Kikuchi patterns in a scanning transmis-
sion electron microscope (STEM) and transfer the image stack, with minimal to no image
processing, directly into EDAX's OIM Analysis software. The same routine is possible us-
ing Kikuchi maps acquired in TEM mode as well, although no attempt regarding this has
been made here. Primarily used for EBSD analysis, the EDAX software is available at most
electron microscopy institutes. OIM Analysis can process the STEM Kikuchi patterns and
index them accordingly by changing only a few software parameters. All of the software
features accessed through EBSD or TKD, such as a large crystal structure database and a
wide range of OM analysis techniques, including grain size, inverse pole figures (IPFs), phase
maps, misorientation values, texture, etc. are therefore readily amenable to this technique.
Thus, this method provides a relatively simple way to analyze orientation at the nanoscale
that can be implemented in conjunction with other S/TEM based techniques at no extra
cost to the general TEM user, while also relying on a robust piece of software in the OM
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community. First, analysis of image processing routines of Kikuchi patterns is described and
compared to EBSD band detection, while the angular resolution of the different routines is
evaluated using a single crystalline silicon misorientation line profile. The method is then ap-
plied to three example specimens, producing two high quality orientation maps of deformed
Ti and a medium carbon heat-treated steel sample, and the determination of one simple
misorientation relationship in a BaCe0.8Y0.2O3-δ atom probe tomography specimen. While
difficulties encountered in pattern indexing are discussed, the method has been shown to be
robust and straightforward in operation. A simple instruction manual for implementing the
technique on similar systems is provided as Supplemental Information.
3.3 Methods
3.3.1 Overview of the technique
Kikuchi bands are formed by diffusely scattered electrons that are Bragg diffracted by
specific crystal planes in the specimen. The Bragg diffracted beam will be contained within
one of two Kossel cones, as shown in Figure 3.1(a). Since the CCD camera is flat and normal
to the incident beam and the geometry is such that the Bragg angle is small, the Kossel cones
appear as two parallel lines on the detector. More information on the geometry of Kikuchi
band formation can be found in texts such as [125]. To achieve an orientation map, a Kikuchi
pattern is acquired at each point of a defined grid (Figure 3.1(b)) by rastering a focused
electron probe. The patterns can then be image processed to resemble EBSD patterns and
analyzed in a similar manner, including a Hough/Radon transformation for band detection,
comparison with simulated Kikuchi patterns, and finally indexed (see Figure 3.1(c)). The
resulting orientation map, as shown in Figure 3.1(d), contains information of the crystal
orientation of each pixel in the image.
3.3.2 Sample preparation
Four samples were employed to analyze the efficacy of the technique and were prepared
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Figure 3.1: Schematic of the Kikuchi mapping technique.(a) Formation of Kikuchi patterns in
S/TEM adapted from [116] (b) representation of a Kikuchi pattern map where the artificially
enlarged red squares overlaid on the HAADF image represent the location of an acquired
pattern (c) Hough transformation for line detection, comparison to simulated Kikuchi pat-
terns, and indexing within OIM Analysis (d) inverse pole figure denoting the orientation of
each pixel in the map
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β-Ti sample, a medium-carbon low alloy steel sample, and a BaCe0.8Y0.2O3-δ (BCY) needle-
shaped specimen. The Ti sample was prepared from a tensile specimen of Ti-10V-2Fe-
3Al (wt.%) deformed to 0.5% plastic strain at 10−3/s. The martensite present was formed
during deformation, giving rise to transformation induced plasticity (TRIP). The specimen
was solution treated for 1h at 850◦C in an evacuated quartz capsule, then water quenched to
retain a single phase β-phase matrix prior to testing. Since the crystallography of the β-phase
matrix and martensitic phase are similar, the sample is a good test for the technique in both
resolution and phase and orientation accuracy. The 0.4 wt. % medium-carbon low alloy steel
was heat treated at 1050◦C for 30 min, followed by oil quenching to form martensite. The
martensitic microstructure was tempered at 650◦C for 1 h. The expected volume fraction
of cementite after tempering at 650◦C is likely the equilibrium value, which corresponds
to ∼0.0545. The BCY specimen was prepared from a dual-phase dense ceramic hydrogen
separation membrane described in [10]. The grains in the sample were distinctly visible
in the SEM, although energy dispersive x-ray spectroscopy (EDS) analysis was employed
to avoid lifting out a boundary including the Ce0.8Y0.2O2-δ second phase. Specimens were
created with a Ga ion source in an FEI/Thermo Fisher Helios 600i DualBeam focused ion
beam/scanning electron microscope (FIB/SEM). For the BCY atom probe specimen, annular
milling[126] was performed to achieve a needle-like shape with a final radius of <80 nm. To
enable correlative TEM and atom probe analysis, hardware previously described [127] was
used. To reduce Ga ion damage, a 2 kV cleaning step was applied for all specimens.
3.3.3 Microscope
All STEM images and Kikuchi patterns were acquired with an FEI/Thermo Fisher Talos
F200X TEM instrument equipped with a FEG electron source and operating at 200 kV.
Images were obtained with a 4K x 4K CMOS camera with high dynamic range, making
pattern acquisition straightforward with only one exposure needed, typically between 0.1
and 1s depending on the speed of acquisition or pattern quality needed. Patterns were
typically acquired at 512 x 512 pixels, but smaller file sizes are possible at smaller image
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resolutions down to 256 x 256 pixels, without losing significant orientation resolution. The
largest C2 aperture was selected (150 µm) for the largest convergence angle possible, and the
spot size was typically set to 8 as a good compromise between spatial resolution and signal.
The camera length was optimized to allow for the maximum range of reciprocal space, which
allowed for a more accurate indexing [3]. As seen in Figure 3.2, as the camera length is
decreased past a certain value, the solid angle that can be accessed is blocked by the shadow
of the C2 aperture, as seen at the edges of the pattern. Thus, a 125 or 160 mm camera
length was selected for this system to optimize the sampling from the Ewald sphere.
3.3.4 Data acquisition
The accompanying TIA R© software automated the collection of the Kikuchi patterns
through the use of the Experiment tab. While FEI/Thermo Fisher products were used
in the following experiments, similar automated CBED pattern acquisition is available from
other manufacturers, as well as publicly available DM scripts [128]. The experiments were
performed in STEM mode instead of TEM mode, in contrast to [120], so that specimen drift
could be observed by producing an image of the area analyzed before and after the mea-
surement. In addition, preforming the technique in STEM mode allows for easily correlated
analytical techniques, like EDS and EELS to be performed on the same areas.
3.3.5 Image processing
After acquisition, a stack of .tif images was exported. The images were then renamed into
the naming convention of the OIM software (see Supplemental information). The images
could then be imported directly into OIM Analysis. However, it was found that patterns
could be indexed with higher confidence by correcting for the lens distortion visible at the
edges of the patterns (Figure 3.3). For this, a simple barrel distortion correction was per-
formed in MATLAB, although this image correction is now available in version 8.2 of OIM
Analysis. The barrel distortion was defined by
xu = xd(1 +K1r
2) (3.1)
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yu = yd(1 +K1r
2) (3.2)
where xu, yu are the undistorted image points, xd, yd are the distorted image points, K1 is the
radial distortion coefficient and r =
√
(xd + yd). For barrel distortions, K1 is negative, and a
value on -2 was typically selected for camera lengths of 160 mm. All other image processing
can be done in OIM; however, pre-processing allows for image filters and operations not
available in the OIM package. It was found that applying a logarithmic function to the
images as well as a bandpass filter as in [120] before final OIM analysis image processing
provided the best results. These steps were typically done through a macro in ImageJ
or MATLAB script. Further processing in OIM was used to produce Hough space and
maps of high quality (see Figure 3.3). It was found that generally the best results involved
Dynamic Background Division, Mean Smoothing Filter, and Equalize Intensity Histogram.
An example of a raw and processed image as well as an EBSD pattern for reference is
presented in Figure 3.3.
3.3.6 Integration with OIM Analysis
For input into the OIM Analysis software, a representative .ang file needed to be created
in the same folder as the renamed Kikuchi patterns. This can be performed in the data
collection version of the OIM software (DC OIM), or by creating or editing a text file, where
the size and step size of the scan must match the experimental parameters. The phases
present in the specimen are input, while the number of {hkl} families of each phase needed
to be increased to ∼13, depending on the specimen (i.e. crystallographic symmetry) of
interest, as more (hkl) planes can be visible (and detected by the Hough transform) in the
TEM Kikuchi patterns compared to EBSD patterns. Due to the difference in experimental
geometry and detector distance, the z* value needed to be increased in the .ang file. z*
is the variable that OIM specifies as the distance from sample to detector. For the system
described, this value varied from 160 to 250, depending on the camera length selected and the
degree of barrel distortion correction. The z* parameter was determined by analyzing a single
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pattern in DC OIM or OIM Analysis and varying the z* parameter until the indexed lines
closely matched the center of the Kikuchi bands and the confidence interval was maximized.
After the z* value was determined, it could be used for all patterns with identical camera
length and barrel distortion degree.
3.3.7 Indexing
After loading the .ang file into OIM Analysis with the associated pattern files, a rescan
of the orientation map is needed. The image processing routine can be fine tuned, along
with the Hough space parameters for individual patterns. Typically, a 7x7 or 9x9 butterfly
convolution mask and a theta step size of 1 degree was used. Rho was optimized to exclude
any bright areas at the edge of the pattern. After the rescan is completed, the orientation map
can be used as a typical EBSD orientation map with all the same analyses available. Rho,
z*, mask size, and theta step size are all parameters in the OIM Anlysis software that can
be varied by the user. For detailed explanations on these parameters, online documentation
for the OIM software is available.
(a) (b) (c) 
Figure 3.2: Log and bandpass filtered STEM Kikuchi patterns of ferrite acquired at the
same location with camera lengths of (a) 125 (b) 160 and (c) 205 mm. A shadow of the C2
aperture can be seen on the outside of the pattern at smaller camera lengths. The Kikuchi
lines are visibly curved at the edges of the pattern.
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3.4 Solid Angle
When compared to a typical EBSD experiment where the solid angle can be 70◦, the solid
angles for TEM-based techniques are considerably smaller. For TEM Kikuchi patterns, <20◦
has previously been reported, which is still considerably larger than other TEM orientation
techniques [116]. An increased solid angle will improve reliability and confidence in pattern
indexing, as well as reduce the 180◦ orientation ambiguity [124]. The camera length for the
following experiments was therefore optimized for largest solid angle. In Figure 3.2, a range of
camera lengths can be seen: 125 mm, 160 mm and 205 mm. With increasing camera length,
the average solid angle of the pattern decreases: 25◦, 23◦ and 20◦, respectively. Typically, 125
or 160 mm camera lengths were used for orientation mapping. If higher angular resolution
or orientation precision is needed, higher camera lengths can be used [120, 124].
3.5 Image Processing
To increase confidence in pattern indexing, a range of image processing routines was at-
tempted. Previous works [120, 124] have utilized log and bandpass filters to achieve patterns
with acceptable band detection using the Hough transform implemented in OIM Analysis;
however, it was found that further image analysis was needed, particularly to decrease the
inaccuracies associated with the transmitted beam at the center of the patterns. After im-
plementing a log and bandpass filter on a raw pattern of silicon (Figure 3.3(a) and (c)), the
bands are visibly curved towards the edge of the pattern. This phenomenon can also be
clearly seen in the corresponding Hough space in Figure 3.3(e), in which the peaks are seen
to bow. It was found that the angular resolution of the technique suffered from this band
curvature (see Figure 3.4). Previous studies of Kikuchi patterns were performed at con-
siderably smaller solid angles, so the band curvature was not as clearly evident [120, 124].
Curved Kikuchi bands can either be associated with the curvature of the Ewald sphere, or
with a lens distortion issue within the TEM. The curvature associated with the Ewald sphere











Figure 3.3: Image processing routines applied to a single crystal silicon STEM-Kikuchi pat-
tern(a)-(g),(i) STEM-Kikuchi pattern of single crystal silicon with associated Hough trans-
form where applicable at various stages in the image processing steps are: (a) starting raw
pattern from STEM analysis (b) OIM indexed pattern from (g), showing the final stage of
analysis; (c) log and bandpass filtered raw pattern from (a), (d) barrel distortion correction
of (c) to correct for the curved line distortion, (e)-(f) Hough transform associated with the
patterns in (c)-(d), (g) OIM Analysis image processing routines on (d), and (i) Hough trans-
form associated with (g); (h) EBSD pattern of cerium oxide displayed for comparison and
(j) Hough transform associated with (h).
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mean a hyperbolic distortion of the Kikuchi bands. Since the curvature of the bands is
parallel, a lens distortion is most likely the cause. To correct for the curvature of the bands,
a barrel distortion correction was applied, typically used to correct for fisheye lens camera
distortions, and it was found that the straightness of the bands was improved significantly
(Figure 3.3(d)) and the peaks in the Hough space seen in Figure 3.3(f) were superior for
band detection. However, the Hough space for both the distorted and undistorted log and
bandpass filtered patterns, exhibited peaks along a horizontal central band which is associ-
ated with the bright transmitted spot in the center of the patterns. It was found that the
further processing in OIM described in 3.3.4 and as seen in Figure 3.3(g) and (i) dramatically
decreased this dependence. Three processing routes were also compared in terms of angular
resolution, as seen in Figure 3.4, for which 100 patterns spaced at 10 nm over a 1 µm line
were taken in a single crystal silicon specimen. The point-to-point misorientation was then
plotted. Best angular resolution was obtained for patterns that had undergone log, bandpass
filter, and barrel distortion corrections, with no image processing in OIM with an average
misorientation of 0.05◦. All misorientation values fall within 0.15◦, except for one point. If
the same images were then processed in OIM, it resulted in a slight decrease in resolution
to an average of 0.07◦, but is well within the error of the measurement. The resolution
values obtained for these two image processing routines are comparable to previous results
for automated Kikuchi patterns [120] in a different microscope with camera length equal to
159 mm. While the angular resolution decreases with OIM image processing, it was found
that the reduction in central spot brightness and cleaner Hough space was more important
in orientation reliability, particularly in the mapping examples below where patterns were
more variable. In addition, the misorientation of patterns that underwent no log, bandpass
or barrel distortion correction and only OIM image processing (labeled raw+OIM), while
having more variability, with an average of 0.148◦, were still comparable to EBSD-based
angular resolution. Therefore, it is possible to obtain quality pattern indexing with satisfac-
tory angular resolution with no image pre-processing. That is, after acquisition in the TEM,
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Figure 3.4: Line profile of the misorientation angle in a single crystal silicon sample for three
different image processing routines.
patterns can be imported into OIM Analysis directly for orientation determination.
3.6 Mapping/Examples
3.6.1 β-Titanium
Orientation mapping was performed on a β-Ti sample. A 50 x 50 square grid was defined
over a 536 x 536 nm2 area, making the step size 10.72 nm. An exposure of 1 s was used for
each pattern recorded. The HAADF image of the area analyzed containing three distinct
diagonal martensitic laths can be seen in Figure 3.5(a). The laths run through the thickness
of the lamella, as no other overlapping pattern was visible. The inverse pole figure (IPF) and
phase maps of the same area using the STEM-Kikuchi mapping technique can be found in
Figure 3.5 (b) and (c), respectively. The phase map reveals that the Kikuchi technique was
able to resolve the differences between the two phases, even when the thickness of the feature
is in some areas <25 nm. With the IPF measurement, a distinct orientation relationship
between the matrix and the two right-most laths favoring the 001 pole in the matrix and
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Beta Titanium Martensite 
111 010 
001 001 100 101 
Phase Partition Fraction 
martensite 0.273 
beta-matrix 0.727 
(b) (c) (a) 
Figure 3.5: Orientation map of a β-Ti sample containing martensitic laths using a 50x50
array of STEM-Kikuchi diffraction patterns.(a) HAADF micrograph of the area analyzed by
the technique, (b) inverse pole figure (IPF) map and (c) phase map of the area. The scale
bar is 100 nm.
martensitic phases could be determined. Typically, orientation relationships in the TEM are
found by tilting to specific zone axes and manually indexing poles; however, this finding was
achieved with no sample tilt in an automated fashion, decreasing analysis time and difficulty.
In the IPF image, there are some misindexed points, which comprise only 5% of the total
area. These points are typically near phase boundary areas, where overlapping patterns may
arise.
3.6.2 Medium-carbon, low alloy steel
A larger 1 x 1 µm2 area (Figure 3.6(a)) was analyzed to create an orientation map of a
0.4% wt. C steel sample tempered at 650◦C after austenitizing and quenching. The number
of patterns was increased to 10,000 with a 100 x 100 square array, which allowed for a
similar step size (10 nm). Again the exposure was set to 1 s per pattern. While 4.7% of
the patterns were misindexed, 31 unique grains were properly identified. Again, most of the
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Figure 3.6: STEM-Kikuchi Orientation Mapping of a steel sample containing ferrite and
cementite. A 100x100 array of patterns was used.(a) STEM HAADF micrograph of the area
of interest, (b) processed Kikuchi pattern of top right grain (red in (d)), the overlaid red
lines indicate wrongly identified Kikuchi lines, troublesome due to bright circular ring in the
center of the pattern, (c) Image Quality map containing only points indexed with confidence
interval (CI) > 0.1, (d) inverse pole figure and (f) phase map with only points with CI > 0.1,
(e) legend for (d) and (f) including the color-coded inverse pole figures and phase fraction.
The phase fraction in (e) matches previous results of cementite volume fraction. The scale
bar is 200 nm.
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misindexed points were along grain and phase boundary areas where overlapping patterns
existed. Patterns associated with particular grains had more difficulty in indexing than
others denoted by the darker color in the image quality map in Figure 3.6(c). In the case
of the top right-most grain in the map, pictured in red in the IPF map in Figure 3.6(d),
more patterns can be seen as misindexed due to a bright ring associated with a zone axis
close to the central transmitted spot in the pattern. One of the misindexed patterns can be
seen in Figure 3.6(b), for which three misidentified input bands are overlaid on the pattern.
Identifying the areas of the bright ring, instead of more Kikuchi bands, caused the pattern
misindexing. Even so, the majority of patterns within the grain were indexed properly. In
addition, the phase fraction of cementite (Figure 3.6(e)) calculated from the phase map in
Figure 3.6(f) matches the expected volume fraction of the Fe3C (cementite) particles.
3.6.3 BaCe0.8Y0.2O3-δ
In this simple example, two grains in a relatively complex crystal structure are analyzed
with raw images with no image pre-processing to show how quick and useful this technique
is in analyzing crystal orientation. The R3̄c phase of barium cerate is a rhombohedral
perovskite, which can make manual indexing of orientations quite difficult. In this example,
only two patterns were acquired, one in each grain. The locations in the sample where
the patterns were generated are represented by red plus signs overlaid on a bright-field
micrograph of the specimen in Figure 7(a). The patterns were indexed after only OIM image
processing; no barrel distortion correction was applied, as the bands are curved towards the
exterior of the pattern. The crystal orientations and indexed lines and poles are overlaid
on the OIM processed patterns in Figure 3.7(b)-(c). Euler angles in Bunge notation are
displayed below each pattern as well. The misorientation about planes p1 and p2 was
found to be 48.6◦. In previous studies, Transmission Kikuchi Diffraction (TKD) has be used
during FIB preparation of atom probe specimens to locate regions of interest such as grain
boundaries and for crystal orientation determination [129, 130]. In the present study, TKD
was performed on similar BCY specimens, and the misorientation values between STEM-
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Kikuchi were within 0.5◦. During SEM-TKD mapping, significant distortions have been
found for insulating specimens such as BCY, due to specimen charging with needle-shaped
specimens at the necessary high SEM beam currents. STEM-Kikuchi mapping can therefore
be a way to overcome these issues.
80 nm 





p1: [4 -6 2 3] 
p2: [-6 2 8 -15] 
Φ: 135.7 ϕ2: 215.7 ϕ1: 140.1 Φ: 51.5 ϕ2: 280.1 
Figure 3.7: Misorientation determination of a grain boundary in a BaCe0.8Y0.2O3-δ needle-
shaped specimen.The misorientation was determined to be 48.6◦ after pattern indexing in
OIM Analysis. (a) BF TEM micrograph of the specimen (b)-(c) indexing lines and poles
overlaid on patterns after final processing steps; the crystal orientation is displayed in the
bottom left of each of the patterns, and the Euler angles are displayed underneath.
3.7 Conclusions
It has been shown that S/TEM Kikuchi mapping can be used as a tool to measure grain
orientation accurately in a number of samples. One major benefit of the technique described
compared to earlier Kikuchi methods is the integration of OIM Analysis for pattern indexing
and orientation analysis. This overcomes the issues with home-built software that is limited
in availability or features. It was found that image pre-processing before OIM integration,
particularly log, bandpass and barrel distortion corrections, can improve band detection and
orientation reliability, although these processing steps are not essential in achieving sufficient
angular resolution. The Hough space of a fully processed STEM Kikuchi pattern was found
to be comparable to Hough space of Kikuchi diffraction patterns acquired through EBSD. In
a line profile in a single crystal silicon sample, the angular resolution was found to be 0.2◦ for
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the best processing parameters, agreeing well with previous studies. Applying the technique
to three different samples, proper orientation determination for the majority of patterns was
accomplished, although a small amount of mis-indexing occurred. Mis-indexing typically
occurred, due to overlapping patterns near grain and phase boundaries or improper band
detection from the transmitted spot. In the Ti sample, features <25 nm were resolveable,
while in the steel sample, the expected volume fraction of cementite was correctly identified.
STEMKikuchi mapping with pattern indexing in OIM Analysis shows promise in quickly and
reliably determining nanoscale crystallite orientations, without additional TEM hardware
requirements.
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4.1 Abstract
Dual phase oxide membranes have shown promising hydrogen permeation fluxes in syn-
gas applications due to their high mixed proton and electron conduction (MPEC). However,
the conductivity of grain boundaries can be many orders of magnitude lower than that of the
bulk and so limits the total conductivity and hydrogen permeation. In this study, the three-
dimensional nanoscale oxygen and cation distributions around grain and phase boundaries
in a BaCe0.8Y0.2O3-δ - Ce0.8Y0.2O2-δ (BCY-YDC) membrane were quantified by atom probe
tomography (APT) and related to average grain boundary conductivity measured by elec-
trochemical impedance spectroscopy (EIS). Segregation varied among the general high-angle
grain boundaries analyzed, but no trend from orientation analysis was determined. Correla-
tive APT and electron energy loss spectroscopy (EELS) of one YDC grain boundary revealed
composition and cerium valence information, respectively, allowing for the determination of
vacancies at the grain boundary. While a specific MPEC membrane is characterized, the re-
sults are relevant to proton and electron conduction in a number of technologically important
ceramics.






Mixed proton electron conductors (MPEC) could offer an energy efficient alternative to
current commercial H2 gas separation techniques and a cheap alternative to costly Pd-based
membranes [131, 132]. Operation of these membranes occurs at intermediate temperatures of
around 600◦C and produces ultrapure H2 from syngas produced from natural gas or biomass
sources. Single phase MPECs can have good stability but prohibitively low H2 permeation
fluxes. However, when a second electrically conducting phase is added, H2 permeation
values can be much higher [9–12]. BaCe0.8Y0.2O3-δ - Ce0.8Y0.2O2-δ (BCY-YDC) in which
the BCY phase is the primary proton conductor and the YDC phase is the electronically
active phase [44], has shown promising H2 permeation results [10] and is the focus of the
current work. Solid solutions of yttrium doped barium zirconate/cerate (BCZY), while
exhibiting slightly decreased ionic conductivity, have since shown to overcome some of the
degradation issues associated with the operating environment including better CO2 [9] and S
tolerance [33], compared to membranes prepared with BCY. No matter what exact material
system is chosen, it is widely known that grain boundaries (GBs) produced during the low
cost fabrication of polycrystalline oxides reduces the overall conductivity and therefore H2
permeation in this case.
Due to the different defect formation energies of the grain boundaries compared to the
grains, localized charges aggregate to the area around grain boundaries impeding the flow of
mobile species. From modeling and experimental results [133, 134], this space charge region
is typically attributed to segregation of oxygen vacancies whose positive charge is partially
compensated by cation accumulation at the core of the grain boundary in addition to deple-
tion of oxygen vacancies adjacent to the core. In general, space charge regions are inferred
from electrochemical impedance spectroscopy (EIS), in which the average grain boundary po-
tential is calculated from insufficient models [134]. TEM-based analytical methods, including
energy dispersive x-ray spectroscopy (EDS) and electron energy loss spectroscopy (EELS)
are able to probe information at individual grain boundaries [66, 67, 135]. However, oxygen
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quantification is difficult and typically only 1D or 2D information can be gathered. Atom
probe tomography (APT) has shown exceptional promise in measuring local compositional
variations at grain boundaries along with calculations of local grain boundary potential in
three-dimensions [99, 100].
In the present study, APT is used to explore local compositional variations at a number of
grain and phase boundaries in a BCY-YDC membrane. Correlative APT and STEM-EELS
on one YDC grain boundary in particular allowed for cerium valence determination and a
fuller picture of the local defect chemistry. The effect of grain boundary misorientation, ζ,
on segregation is also studied by correlative STEM-Kikuchi diffraction orientation analysis.
The results are compared to average grain boundary conductivity measured by EIS. Direct
quantification of BCY/BCY and YDC/YDC grain and BCY/YDC phase boundary segrega-
tion and the associated defect chemistry around these general three-dimensional interfaces
can assist in understanding fundamental transport within MPECs. Subsequent defect and
grain boundary engineering could lead to significant enhancements of conduction in oxides
used in a number of technologically relevant fields.
4.3 Methods
4.3.1 Sample fabrication
The investigated samples were synthesized by solid-state reactive sintering (SSRS) . Pow-
ders of BaSO4 (99% commercially available, ∼0.5-2 µm), CeO2 (Neo Performance Materials
(AMR Ltd.), 99.5%, ∼1-5 µm), Y2O3 (HJD Intl. 99.99%, ∼1-5 µm), and NiO (Novomet, 1
wt. % BCY) were mixed in acetone and 0.8 wt. % binder in the appropriate amounts to
achieve BaCe0.8Y0.2O3-δ - Ce0.8Y0.2O2-δ stoichiometry. The mixtures were then ball-milled,
pan-dried, uniaxially pressed (150 MPa for 10s), and sintered in air at 1600 ◦C for 20 hours.
More details on sample fabrication can be found in Ref. [136].
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4.3.2 Electrochemical Impedance Spectroscopy (EIS)
The surfaces of the pellet were mechanically polished until the pellet thickness was 1.1
mm. Ag paste was applied to both sides and sintered to 1000 ◦C for 1h. After sintering,
the edges of the pellets were cleaned to avoid short-circuiting. EIS spectra were collected
with an Ivium Compactstat (1-106 Hz, 100 mV perturbation) at temperatures every 50 ◦C
between 800 ◦C and 200 ◦C and in two Ar atmospheres: dry (5% H2 with 100 ppm H2O)
and moist (5% H2 with 0.03 atm H2O). Slow cooling rates (60
◦C/h) and long equilibration
times (3-5h) were used to ensure the sample was at equilibrium. Impedance spectra were
analyzed with zsimpwin software and fit with an equivalent RQ circuit model to separate
grain, grain boundary and electrode contributions.
4.3.3 APT and TEM specimen Preparation
Specimens were prepared using an FEI Helios 600i DualBeam focused ion beam/scanning
electron microscope (FIB/SEM) with a Ga ion source. EDS allowed for the targeting of
specific grain or phase boundaries. Specimens were mounted to posts on Cu half-grids
secured in hardware specifically designed for correlative FIB, TEM and APT analysis [127].
Annular milling [126] was performed to achieve needle-shaped geometries. With grain sizes
of 20 µm, correlative TEM/FIB allowed for boundaries of interest to be located within 80
nm from the specimen apex. A final 2kV FIB cleaning procedure largely removed Ga surface
damage and reduced the apex diameter to <50 nm. Bright-field (BF) TEM and HAADF-
STEM imaging was performed on all specimens before and after APT analysis using an
FEI Talos F200X S/TEM microscope, which allowed for the determination of key APT
reconstruction parameters and therefore a more accurate reconstruction [137]. In addition,
STEM-Kikuchi diffraction patterns were acquired at a typical camera length of 125 mm from
each grain prior to APT analysis and were analyzed using EDAX OIM Analysis R© software as




APT experiments were completed in a Cameca Instruments LEAP 4000X Si. A base
temperature of 40 K, a pulse repetition rate of 625 kHz, and a detection rate of 3 ions
per 1000 laser pulses (0.3%) were used. The effect of stoichiometry measured due to laser
energy was explored (See Figure 4.9) for both BCY and YDC phases. It was found that
0.2 pJ and 6 pJ, respectively, allowed for the closest to known stoichiometry. For phase
boundary analysis, the laser energy was slowly changed while running through the interface.
For reconstruction, the tip profile method within Cameca's IVAS analysis software was used.
The ionic volumes were modified by dividing the unit cell volume by the number of species
in the unit cell as in Ref [100]. A FW10M was used to range all atom probe mass spectra.
No substantial peak overlaps in either phase were found to affect composition quantification
(see Figure 4.10). For proxigram analysis, a delocatlization value of 4-8 was typically
used depending on the level of segregation. Negligible information was lost when defining
a delocalization of 8 as proxigram comparisons between different delocalization values were
made for a few representative samples.
4.3.5 Electron Energy Loss Spectroscopy (EELS)
For Ce3+ and Ce4+ reference spectra, powders of CeO2 (99.999%, Metall Product #
5891) and CePO4 (99.9%, STREM Chemicals, Inc.) were mixed in acetone and drop-cast
on holey-carbon films. STEM-EELS spectra and associated HAADF imaging of the refer-
ence powders and a YDC/YDC grain boundary were acquired using an FEI Titan 80-300
probe-corrected microscope operating at 120 kV. The microscope is equipped with a Gatan
Quantum ERS/966 EELS system and a collection semi angle of 21.9 mrad and a convergence
semi angle of 25 mrad were used for EELS acquisition. EELS spectrum maps were acquired
with 0.1s exposures to minimize beam damage with maximal signal, while a 0.25 eV/channel
was selected. Spectral analysis including second derivative determination was performed in
Gatan's Digital Micrograph (DM) software.
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4.4 Results and Discussion
4.4.1 Electrical conductivity
Grain and grain boundary conductivity in the BCY-YDC sample was measured by AC
electrochemical impedance spectroscopy (EIS), which allows for the differentiation due to
the variation in frequency response of charges in the two different regions of the sample. The
spectra were fitted using equivalent circuits with resistors (R) in parallel with constant phase
elements (Q). The resistances, R, and constants Y and n are results from the semicircle
fit. The impedance of the constant phase element, Q, is given by ZQ = [Y0(iω)
n]−1, where ω
is the characteristic frequency. The arcs were assigned to the corresponding processes using






Representative data acquired from EIS experiments are displayed as Nyquist plots as shown
in Figure 4.1 (a)-(b) for 200◦C and 250◦C, respectively. Equivalent circuit models consisting
of three parallel resistor-constant phase element (CPE) subcircuits (Figure 4.1 (a)-(b) insets)
were used to model the three semicircles associated with the grain, grain boundary and
electrode.
Above 350◦C and 400◦C for dry and moist environments, respectively, the grain boundary
contribution could no longer be resolved, as only one arc was visible, so only the total
conductivity could be measured. The grain conductivity can then be calculated from the





where L is the thickness of the pellet measured and A is the area of the electrodes. As-
suming the dielectric constants of the bulk and GB are the same, the specific grain boundary
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Figure 4.1: Electrochemical Impedance Spectroscopy of a BCY/YDC pellet. Nyquist plots
under dry 5% H2 (100 ppm H2O) and moist 5% H2 (0.03 atm H2O) atmospheresat (a) 200
◦C and (b) 250 ◦C, semi-circles attributed to the grain, grain boundary and electrode are
labeled in (a), data was fit using the RQ circuit model in the inset; (c) Arrhenius plot of
conductivity versus inverse temperature for the two atmospheres tested, and (d) comparison
of total conductivity of the present study to literature values.
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where G is the average grain size measured from SEM and the average chemical width of
the grain boundaries as measured by APT was used for g, the grain boundary width. The
resulting conductivity plot versus inverse temperature (Figure 4.1(c)) shows the contribu-
tions of grain, grain boundary and the total measured conductivity. The grain boundary
conductivity is seen to be two to three orders of magnitude lower than the bulk. In addition,
in the moist atmosphere, the activation energy at high temperature is 0.28 eV which is lower
than the total activation energy of 0.71 at lower temperature. Typical protonic conduction is
given in the range 0.4-0.5 eV, while 0.6-0.8 eV is typical for oxygen ion conduction. Therefore
we see a transition from protonic to ionic conduction from 650◦C to 600◦C.
Table 4.1: STEM-Kikuchi orientation analysis of all grain and phase boundaries in the
current study displaying Euler angles of each grain in Bunge notation and misorientation
angle.
grain1 grain2
Sample Sample # φ1 Φ φ2 φ1 Φ φ2 ζ plane
BCY 1 156.8 175.6 120 83.7 133.6 253.2 56.9 [8 7̄ 1̄ 4]
2 206.2 22.5 28.6 129.3 56.4 134.4 66.8 [1 12 1̄3 6̄]
3 20.2 161.2 269.9 247.1 128.1 323.3 86.3 [6̄ 1 5 3̄]
4 253.5 135.7 215.7 140.1 51.5 280.1 48.6 [18 4 2̄2 1̄]
5 328.3 128.9 271.5 78.9 35.9 319.1 48.1 [1̄8 4̄ 22 1̄]
YDC 1 219.1 115.6 294.7 295.7 73.1 115.3 6.5 [1̄1 8 10]
2 15.6 147 37.4 252.3 135.3 274.4 34.3 [9̄ 1̄0 3̄]
3 11.8 137.4 190.5 108 33.4 25.3 52.6 [2̄ 6 5̄]
4 47 71.5 78.2 97.4 56.9 7.9 58.9 [7 3 7̄]
BCY grain YDC grain
PB 1 229.1 25.6 9.9 347.7 7.3 301.7
2 167.8 131.8 104.2 313.5 7.1 326.9
3 213.3 148.7 89.3 155.2 75.7 39.7
4 51.1 18.5 234.8 357.2 82.9 265.4
Under the reducing atmospheres and temperatures used, the YDC phase should be a
mixed ionic electronic conductor (MIEC). If we compare the collected data with previous
studies of total conductivity for similar yttrium doping levels of the individual phases ionic-
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conducting BCY [139, 140] and electrically conducting YDC in reducing atmospheres [141],
the present data follow the BCY references closely. This is not unexpected since the more
conductive phase should dominate the impedance results. The conductivity data also nearly
match the conductivity measured in a similar BCY-YDC system [142]. Further analysis
of the electronic contribution of the YDC phase is needed and could be accomplished by
applying ionic-blocking electrodes [143].
4.4.2 Nanoscale compositional variations between grain boundaries
To understand the blocking behavior of individual grain boundaries, four BCY/BCY
and four YDC/YDC grain boundaries were analyzed by atom probe tomography to measure
grain boundary segregation. First, the orientation of each grain was quantified by STEM-
Kikuchi diffraction pattern analysis. The standard Fm3̄m space group for YDC20 [144] was
used for indexing the Kikuchi patterns. Previous studies of space group of BCY20 processed
in laboratory air reported a mixture of R3̄c (14%) and I2/m (86%) [32]. Processed Kikuchi
diffraction patterns of the two grains in BCY sample #1 can be seen in Figure 4.2 (c) and
(e). However, in the present study, all BCY APT specimens as well as a number of standard
TEM lamella liftouts analyzed with STEM-Kikuchi diffraction analysis were found to all be
of the R3̄c space group. After indexing, the Euler angles of each grain and the misorientation
angle for grain boundaries could be determined and are tabulated for all samples in Table 4.1.
All specimens were general grain boundaries with no special orientation relationship. YDC
sample #1 was determined to have a relatively small misorientation of 6.5◦. Additionally,
BCY sample #4 and #5 have similar misorientation values as they were prepared along
the exact same grain boundary, approximately 5 microns apart. In addition to orientation
analysis, prior to and following atom probe analysis, BF-TEM micrographs were taken of
each sample and overlaid to visualize the exact depth removed during the atom probe run
and the final tip radius. For BCY sample #1, the TEM overlay can be found in Figure 4.2
(a), where the red arrow highlights the location of the grain boundary. The associated three-























Figure 4.2: TEM and APT analysis of BCY sample #1.(a) Bright-field TEM overlay of
specimen pre- and post-APT analysis (b) APT reconstruction showing a fraction of Ba ions
as a teal point cloud, segregating to the grain boundary and a three-dimensional region of
interest (ROI) denoted by the box is extracted for further analysis in (d), (c) STEM-Kikuchi
diffraction pattern from the left grain (d) ROI from (b) showing Ba ions in teal and two 0.21
Y Ba Al isoconcentration surfaces (e) STEM-Kikuchi diffraction pattern of the right grain
and proxigrams of the (f) left isoconcentration surface and (g) right isoconcentration surface
in (d).
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be seen to segregate to the GB. A three-dimensional region of interest (ROI) represented
by the pink cube was exported as its own reconstruction file for further analysis. A more
detailed image of the ROI including dimensions is found in Figure 4.2 (d) where blue 0.21
Y Al Ba isoconcentration surfaces were defined. This means that between these two created
interfaces, there exists a combined concentration of Y, Al, and Ba of greater than 21 at. %.
Y, Al and Ba were used since these elements were found to segregate to this particular grain
boundary.
In order to quantify the extent of segregation of each element, proximity histograms
(proxigrams) [145] were created for both isoconcentration surfaces. Proxigrams calculate
the concentration as a function of distance from the defined local surface and are plotted as
1D concentration profiles. For BCY sample #1, the profiles can be found in Figure 4.2 (f) for
the left interface and (g) for the right interface. It can be seen that these two profiles mirror
each other, suggesting that profiles generated in reference to either surface are equally valid.
At the grain boundary, as indicated in the figure, it can be seen that there is a depletion of
O and an increase in Ba and Al. Y appears to be relatively constant at the grain boundary
core, though a slight increase is found adjacent to the core. The 2 at. % difference in
oxygen at the grain boundary is associated with oxygen vacancy segregation. Aluminum
and silicon are impurities that incorporate into the sample during powder processing, and
Ni was incorporated to assist in the sintering of the BCY phase for SSRS. It should be
noted that the level of Al at the grain boundary is 0.6 at. %, below the detection limit
of STEM-EDS and EELS measurements under the conditions employed (due to limited
statistics associated with low dose operation used to reduce beam-induced sample damage).
Ni and Si impurities were at the detection limit of the APT measurement and no visible
segregation can be found. NiO has been seen to segregate to grain boundaries in previous
studies of BaZr0.7Ce0.2Y0.1O3−δ [82]. However, SEM imaging of the samples in the present
work revealed larger clusters of NiO at triple points as shown in Figure 4.11.
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A considerable amount of variation was found between grain boundaries; however, good
agreement of concentration quantification between samples from the same grain boundary
was discovered. TEM overlays and APT reconstructions of BCY sample #4 and #5 can
be found in Figure 4.3. BCY sample #4 and #5 were prepared along the exact same grain
boundary, about 5 µm apart. At this boundary, as shown in the proxigram analysis in
Figure 4.3 (e) from the left-most isoconcentration surface confined within the ROIs in (b)
and (c), an increase of Y and Al and a decrease in Ce were found at the core of the grain
boundary, while an increase in O and a decrease of Ba adjacent to the grain boundary
can be seen. This unusual pileup behavior could be attributed to Ba, a slowly diffusing
species, being pinned at the grain boundary during sintering and the fast diffusing species,
oxygen, being forced to compensate. While the pileup of O and deficiency of Ba adjacent
to the boundary seems to be less intense for BCY sample #5 compared to sample #4, it
is promising to see the reproducibility of APT in identifying the composition at oxide grain
boundaries. To compare the composition differences between different grain boundaries of the
same type, a residual analysis was performed. Figure 4.4 shows how this was accomplished
by using YDC sample #3 as an example. Proxigram analysis was performed as before on
the right isoconcentration surface confined by an ROI and is displayed in Figure 4.4 (c). The
characteristic oxygen depletion, and yttrium enhancement was found. Additionally, Ba was
found to segregate to the YDC interfaces. This suggests that Ba diffused from the BCY
phase along YDC grain boundaries during sintering. The Ba segregation was also confirmed
by STEM-EELS in YDC sample #3 as seen in Figure 4.6 (e), which could be accomplished
due to the composition of >2 at. % at the grain boundary.
In Figure 4.4 (c), the oxygen profile seems to decrease while the Y and Ce profiles seem
to increase from left to right. While this could be due to a concentration gradient within
the sample, it is more likely due to orientation effects in the field evaporation of grains of
different orientation during atom probe analysis. On further examination of Figure 4.2 (f)-









Figure 4.3: Comparison of two BCY samples prepared along the same grain boundary.BF-
TEM micrograph overlay taken pre- and post- APT analysis and APT reconstructions for
(a)-(b) BCY sample #4 and (c)-(d) BCY sample #5, APT reconstruction showing a fraction
of CeO ions in red with (b) 0.04 Y isoconcentration surfaces in navy and (d) 0.03 Y Al
isoconcentration surfaces in light blue, (e) proxigram analysis of the left isosurface defined
within the ROIs in (b) and (d) showing the same trend in each sample.
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For comparison purposes, to eliminate the presumed orientation effect, the concentration of
each element within either grain, excluding the grain boundary area was linearly fit, similar
to the oxygen profile in Figure 4.4 (d). The residual of each point to the fit line in the
entire profile including the grain boundary was then calculated as seen in Figure 4.4 (e),
where the segregating element residuals were plotted. Residuals at the grain boundary core
were averaged to calculate the average change in composition from grain boundary to grain
interior (∆XBI), similar to the analysis done by Stokes et al. [146].
20 nm 50 nm 
(a) (b) (c) 
(d) (e) 












Figure 4.4: YDC sample #3 APT compositional analysis.(a) BF-TEM micrograph prior to
APT analysis (b) APT reconstruction with a fraction of CeO ions in red and a 0.1 Y Ba Al
isoconcentration surface in light blue, the ROI was extracted for (c) proxigram analysis of
the right isoconcentration surface defined within the ROI (d) oxygen proxigram profile from
(c) with a linear fit of the counts defined within either grain and (e) plot of the residuals
from linear fits, defined by the change in composition from grain boundary to grain interior
(∆XBI) for all elements. The values highlighted in grey at the grain boundary core were
used for comparison in Figure 4.5.
∆XBI was calculated for all BCY and YDC samples and the results are displayed in
Figure 4.5 (a) and (b), respectively. Values that fall within the vertical grey boxes denote
segregation occurring at the grain boundary core. If values fall outside of the boxes, segre-
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gation occurred outside of the grain boundary core and the location would be swapped if
the other isoconcentration surface was selected. For BCY samples #1-3, O depletion and
Ba enhancement are characteristic, although sample #3 was found to have significantly less
segregation than samples #1-2. As shown in Figure 4.3, BCY sample #4-5 shows unusual
oxygen pileup on one side of the grain boundary core. For the YDC samples in Figure 4.5
(b), samples #1-3 are found to be oxygen depleted at the GB with sample #3 showing the
highest amount of cation and oxygen vacancy segregation. YDC sample #4 on the other
hand was found to have dramatically less segregation than the other three. In Figure 4.5
(c), the oxygen concentration residual difference (∆XOBI) is plotted versus the misorientation
angle from Table 4.1 for all 8 grain boundaries. While there are low statistics with only
four grain boundaries of each type, no trend is visible. In addition, the low angle bound-
ary of YDC at 6.5◦ shows comparable segregation to grain boundaries analyzed with higher
misorientation. Interestingly, the highest misorientation grain boundary for each sample is
found to have the least amount of oxygen deficiency. These results suggest that termination
surfaces at grain boundaries, grain boundary energy, and volumetric effects likely play a
more prominent role in determining the extent of grain boundary segregation rather than
simply misorientation.
4.4.3 Defect Chemistry of a YDC grain boundary
It is commonly known that cerium reduces from a 4+ to a 3+ valence state at sur-
faces [147–149] and grain boundaries [67, 84, 150]. This cerium reduction is also attributed











where two reduced cerium sites require one compensating oxygen vacancy. APT analysis is
unable to determine the cerium valence state and therefore, STEM-EELS was performed to
measure this change at a YDC grain boundary. While an attempt to run the exact same





Figure 4.5: ∆XBI comparison of (a) five BCY samples (four grain boundaries) and (b) four
YDC samples, (c) effect of misorientation on the oxygen residual measured at all eight grain
boundaries.
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along the same grain boundary and the EELS results should be representative of the whole
grain boundary. With the combination of 3D composition and 2D cerium valence state
information at an individual YDC grain boundary, the defect chemistry can be calculated
to estimate the number of oxygen vacancies. STEM-EELS analysis of the grain boundary
in YDC sample #3 is found in Figure 4.6. The HAADF image in Figure 4.6 (a) was scan
rotated for the grain boundary to be perpendicular to the scan direction. Figure 4.6 (c)-(e)
show the O, Ce and Ba spectrum intensity maps within the region of interest denoted in red
in Figure 4.6 (a). Ba segregation can be confirmed with the APT results in Figure 4.4 (c).
The Ba M4,5 edges in the EELS spectra were only visible at regions at the grain boundary
(see Figure 4.6 (f)). When taking a closer look at the Ce M4,5 peaks in Figure 4.6 (g), the
ratio of the M5 to M4 peak intensities is found to increase, which is characteristic of more
Ce3+. This relationship is particularly obvious when comparing the experimental spectra to
reference spectra in Figure 4.7 (a) obtained from CeO2 and CePO4, which should contain
only Ce4+ and Ce3+, respectively. A significant increase of the M5 to M4 peak intensities
is seen for the Ce3+ reference as well as the elimination of the right shoulder of each edge
which matches other EELS [67, 151] and extended x-ray absorption near edge structure
(XANES) [152] experimental spectra well. To quantify the amount of Ce3+ within the
sample, second derivative analysis of the cerium edges was performed [67, 151, 153]. The
second derivative of the right grain in Figure 4.6 is found in Figure 4.7 (b) where the positive
part of the spectrum is highlighted in grey. The M4 to M5 edge ratio calculated from the
positive part of the second derivative spectrum has been found to accurately determine the
relative amounts of Ce3+ and Ce4+, independent of thickness [151]. This calculation was
performed on a line profile across the YDC grain boundary and can be found in Figure 4.7
(c). The spectrum at each point was averaged perpendicular to the grain boundary. This
same ratio of the positive part of the second derivative was calculated for the reference spectra
to be 1.13 and 0.78 for Ce4+ and Ce3+, respectively, which agrees well with other reference
spectra calculations [67, 151]. Using a linear interpolation between these two values, the
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Figure 4.6: Electron energy loss spectroscopy (EELS) analysis of a specimen prepared from
the same grain boundary as YDC sample #3(a) STEM-HAADF image of needle-shaped
specimen scan-rotated so the grain boundary was perpendicular to the scan direction (b)
STEM-HAADF, maps of (c) oxygen (d) cerium and (e) barium from ROI denoted in (a),
(f) EELS spectra containing the O K edge, Ba M4,5 and Ce M4,5 at the grain boundary and
8 nm away from the grain boundary, (g) EELS spectra of just the Ce M4,5 edges showing a






Figure 4.7: EELS second derivative analysis for calculating Ce3+ concentration(a) CeO2 and
CePO4 references for pure Ce
4+ and Ce3+, respectively (b) second derivative of the spectrum
in Figure 4.6 (g), 8 nm away from the grain boundary, (c) line scan across the grain boundary
in Figure 4.6 of the ratio of sum of positive counts within the Ce M4 to M5 edges in the
second derivative spectra as depicted in (b), (d) Ce3+ percentage for the line scan in (c)
calculated from the linear interpolation between M4/M5 second derivative ratio of pure Ce
4+
(1.13) and Ce3+ (0.78) reference spectra.
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Ce3+ percentage was calculated for the experimental line profile in Figure 4.7 (d). Within
the grains, the Ce3+ percentage was on average 67% and at the grain boundary 80%. These
values, particularly within the grain are quite high for a doping level of 20%. This could
be due to Ce reduction at the surface of the APT specimen. Within the line profile area,
and assuming a radially symmetric volume, the average thickness was 34 nm. It has been
shown that ceria surfaces are completely reduced for thicknesses on the order of 4 nm [154].
If it can be assumed that 4 nm at either surface is 100% Ce3+, the average Ce3+ bulk value
would be corrected to 56.8% and the grain boundary to 73.8%, which is a 17% change. In
addition, electron irradiation can increase the amount of cerium reduction [155]. While the
absolute Ce3+ values calculated in Figure 4.7 (d) are not valid, assuming the surface and
electron beam induced cerium reduction occurred equally at grain and grain boundary, the
17% change at the grain boundary can be used. From the APT and EELS results of the
same boundary, the amount of oxygen vacancies can be calculated. In the bulk, disregarding
the negligible Ba and Al concentrations, a stoichiometry of Ce0.78Y0.22O1.92 was measured









the stoichiometry should be Ce0.78Y0.22O1.89, assuming all Ce is Ce
4+. This difference of 0.03
is well within the error of the APT measurement. At the grain boundary, APT measured a




















Using the measured APT concentration values for the cation species with equations





0.87)0.658Y0.265O1.75 is calculated, which is significantly higher than
measured by APT. This discrepancy is likely due to the inaccurate quantification of Ce3+
with EELS analysis. In order to achieve an O stoichiometry value of 1.59, a 66% increase
65
in Ce3+ at the grain boundary is needed. From the oxygen stoichiometry change measured
from grain and grain boundary with APT, the oxygen vacancies per equivalent unit cell can
be measured. Given the unit cell of CeO2 has 4 Ce atoms and 8 O atoms, the change in O
stoichiometry from grain to grain boundary is 0.33, the total number of oxygen vacancies
per equivalent unit cell at the grain boundary is 1.32.
4.4.4 Phase boundary analysis
50 nm 30 nm 
(a) (b) (c) 
Figure 4.8: Phase boundary proxigram analysis.(a) STEM-HAADF overlay before and after
APT experiment (b) APT reconstruction of the same specimen as in (a) with a fraction
of Y ions in orange, a fraction of Ba ions in teal, and a 0.076 Ba isosurface in teal. The
reconstruction shows a YDC grain on top and BCY grain on the bottom, the boundary is
curved due to the different evaporation fields of the two materials, (c) proxigram analysis
along the Ba isosurface within the ROI.
In addition to grain boundaries, four phase boundaries were examined in this work.
APT analysis of one of these boundaries can be found in Figure 4.8. A pre- and post-APT
STEM-HAADF overlay is found in Figure 4.8 (a) and the corresponding APT reconstruction
in Figure 4.8 (b). In this example, the YDC grain was on top of the BCY grain. This
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configuration for APT analysis seemed to have a higher success rate compared to a BCY grain
on a YDC grain. This is due to the differing evaporation field of the two materials. Since the
typical laser energy used for BCY was 0.2 pJ and 6 pJ for YDC, BCY has a lower evaporation
potential. The phase boundary in the example atom probe reconstruction shows a curved
boundary, while the boundary appears to be relatively flat in the HAADF micrograph. The
curvature in the APT data therefore appears to be a result of this evaporation field difference.
While the spatial accuracy of the APT run is lacking, compositional information could still be
accurately determined by proxigram analysis in Figure 4.8 (c). The profiles across the phase
boundary are rather homogenous and no visible segregation is evident. The large change in
Y content from one phase to the other is due to the APT running conditions in the BCY
phase (see Figure 4.9), since Y is seen to always be lower than expected. The other three
phase boundaries analyzed showed similar results, though a small amount of Al enrichment
and Ce depletion in one sample was found. From these APT results, phase boundaries have
a minimal effect on the protonic or electronic conduction within the examined membrane.
4.5 Conclusion
A mixed proton and electron conducting dual phase oxide with applications in hydrogen
separation was electrically and compositionally analyzed. Electrochemical impedance spec-
troscopy under reducing environments revealed that the ionic conduction of the BaCe0.8Y0.2O3-δ
- Ce0.8Y0.2O2-δ (BCY) phase dominated the measurement. It was determined that the BCY
grain boundaries were 2-3 orders of magnitude less conductive than the BCY grains. The
blocking behavior is typically attributed to space charge formation due to the segregation
of oxygen vacancies and cation species to the grain boundary core. It was revealed through
atom probe tomography that this was the case for three out of the four grain boundaries
analyzed, but one grain boundary was found to show a pileup of oxygen adjacent to the
boundary. Additionally, two specimens from the same BCY grain boundary showed promis-
ing reproducible APT results. Compositional variations at four Ce0.8Y0.2O2-δ (YDC) grain
boundaries were also examined in the atom probe, revealing oxygen sub-stoichiometry and
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an enrichment of cation species at all four boundaries, although one contained noticeably less
segregation. For one YDC grain boundary, the percentage of Ce3+ was also calculated by
second derivative analysis of STEM-EELS spectra. The correlative APT and STEM-EELS
experiments allowed for the calculation of oxygen vacancies at the boundary. In both the
BCY and YDC samples, no trend was identified associated with grain boundary misorienta-
tion and the extent of segregation, suggesting that misorientation alone is not a good means
of assessing expected compositional variation at GBs. Minimal segregation was found to
occur at phase boundaries, which should have marginal effects on electrical conduction of
species within the material.
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Figure 4.9: APT measured stoichiometry versus laser energy for (a) BCY20 and (b) YDC20;
dotted lines represent stoichiometry based on nominal yttrium dopant concentration as ver-









































































Figure 4.11: NiO particles revealed at triple points in SEM-EDS analysis. (a) SEM micro-
graph of BCY-YDC membrane. Red arrows indicate location of NiO particles. (b) EDS
point spectrum at one of these particles.
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CHAPTER 5
DIRECT MEASUREMENT OF NANOSCALE ELECTROSTATIC POTENTIAL AND
CORRESPONDING THREE-DIMENSIONAL SEGREGATION AT GRAIN
BOUNDARIES IN YTTRIUM-DOPED CERIA
Paper prepared for submission to Energy and Environmental Science
George L. Burton1, Sandrine Ricote2, Chuangxiao Xiao2, Fenshan Zheng2, Dongshen
Song2, Michael Knight2, Ivar Reiminas2, Huayang Zhu2, Robert Kee2, Mowafak Al-Jassim2,
Rafal E. Dunin-Borkowski2, David R. Diercks3, and Brian P. Gorman3
5.1 Abstract
While usually encompassing a small volume fraction, grain boundaries (GBs) in oxide
ceramics are known to detrimentally affect overall ion and proton conductivity, limiting
their applicability in a host of technologically relevant devices. Measuring the conductivity
and chemistry of individual general GBs has proved challenging but could provide valu-
able insight into the formation of space charge regions blamed for the reduced conductivity.
In the present study, the conductivity and three-dimensional composition of specific GBs
are measured and related to macroscopic properties of two samples with nominal doping
of Ce0.01Y0.09O3−δ (YDC1) Ce0.1Y0.9O3−δ (YDC10). First, electrochemical impedance spec-
troscopy (EIS) is used to measure sample-averaged grain and GB ionic conductivities, while
Kelvin probe force microscopy (KPFM) is employed to measure electrostatic potentials at
individual GBs. Both YDC1 and YDC10 show characteristic blocking GBs, although YDC10
GBs are surprisingly found to have negative space charge potentials, deviating from classic
space charge theory. The negative potential was found to be caused by oxygen pile-up adja-
cent to the GB, which was revealed by correlative electron energy loss spectroscopy (EELS)




and atom probe tomography (APT). The pile-up behavior is hypothesized to be related to
the curvature of the GB.
5.2 Introduction
Due to its high oxygen ion conductivity at intermediate temperatures (300-550◦C), acceptor-
doped CeO2 has been studied extensively. In recent years, the primary target application of
the material has been as an electrolyte in solid oxide fuel cells (SOFCs), since ceria could over-
come issues of prohibitively high operating temperature needed for standard yttria-stabilized
zirconia (YSZ) electrolytes [13]. One limitation in both materials and a number of ion and
proton conducting ceramics is highly resistive grain boundaries (GBs), which can be several
orders of magnitude higher than the bulk particularly at lower temperatures. GBs therefore
severely reduce the electrolyte conductivity and overall performance of SOFCs. Lower GB
conductivity is associated with local charge redistibution from the different defect formation
energies present at the GBs compared to the bulk. In general space charge theory [78], a
positive potential at the GB core is due to increased oxygen vacancy concentration. The
core is surrounded by a compensating depletion of oxygen vacancies and possibly enrichment
of dopant cations, if sufficiently mobile. The GB core is generally considered to be less than
1 nm wide and the blocking space-charge regions span out to 15 nm away from the GB
[134]. Due to these small size constraints, measuring the electrical, chemical, and structural
properties of individual grain boundaries is a challenging experimental problem.
Generally, space charge potentials are inferred from electrochemical impedance spec-
troscopy (EIS) using either Mott-Shottky or Gouy-Chapman models. These models assume
dilute solutions <1% [113], which is typically not the case for relevant dopant concentrations
for ion conduction which are typically between 10 and 20% [51, 156]. While EIS can pro-
vide sample-averaged estimates of the GB potential, individual variations in space charge
are hidden in this bulk technique. Some researchers [104, 105] have attempted to measure
grain boundary contributions by depositing microelectrodes and measuring AC Impedance
between two grains. Difficulties arise in that extremely large grains are needed (∼200µm),
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contact resistance plays a role, and current detours around particularly large GB resis-
tances could occur. Electron holography in the transmission electron microscope (TEM)
has attracted a great deal of attention in providing the measurement of the electrostatic
potential with high spatial resolution. Numerous studies by in-line [95, 157–159] and off-axis
[106, 108, 160, 161] techniques have measured electrostatic potential. However, a number
of challenges in the technique persist, including sample preparation that can cause sample
modification and damage. More importantly, holography is sensitive to other factors that
could affect the electrostatic potential, such as fields in and around the specimen, diffrac-
tion contrast, strain and compositional variations. In one case, the change in mean inner
potential, the sample average of the periodic potential associated the specimen atoms, was
found to be the major contributor to the phase [95]. Scanning probe techniques have also
been used to a lesser extent to measure space charge effects [110, 112]. Most notably, Kelvin
probe force microscopy (KPFM), which measures the changes in surface potential of a sam-
ple, has been used to measure grain boundary potentials in nanocrystalline Gd-doped CeO2
[96]. Again difficulties arise in separating out the space charge associated with the surface
of the sample and the grain boundary potential.
Measuring the cause of the space charge potential formation by quantifying segregant
concentration has also been an area of continued interest. Typically, TEM-based analyti-
cal methods, including energy dispersive x-ray spectroscopy (EDS) and electron energy loss
spectroscopy (EELS) have been used to measure compositional variations with high spatial
resolution [66, 67, 135]. However, quantification of all species, particularly oxygen, is chal-
lenging because of low x-ray transition energies and yields and scattering of the probe. Quan-
tification requires having a standard and the resultant values are 2-D projections through the
material thickness [162]. Atom probe tomography (APT) has shown promise in measuring
composition variations at grain boundaries in oxide ceramics with three-dimensional accu-
racy [99–101]. The oxygen depletion associated with oxygen vacancy accumulation could be
determined and related directly to the GB electrostatic potential by calculation of the 3D
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poisson equation [99, 100].
Here, the electrostatic potential and compositional variations at individual grain bound-
aries in Ce0.99Y0.01O3−δ and Ce0.9Y0.1O3−δ are explored and compared to macroscopic ionic
conductivity. EIS measurements reveal the sample-averaged blocking behavior of the GBs
in each sample, while KPFM and electron backscatter diffraction measurements reveal lo-
cal potentials at specific grain boundaries and their relation to crystallography. Electron
holography, electron diffraction, EELS, and APT are all performed on the exact same grain
boundary to reveal local structure, bonding environment, composition and electrostatic po-
tential variations. The implications of the results on the macroscopic behavior of the two
materials and inconsistencies among the results and between the results and current space
charge theory are discussed. Direct quantification of grain boundary properties could lead
to future defect and grain boundary engineering leading to enhancements in oxide ion con-
duction and the proliferation of SOFCs and other technologically relevant devices.
5.3 Methods
5.3.1 Sample Fabrication
Powders of CeO2 (PIDC item #00635-M, 99.95%, ∼1-4 µm) and Y2O3 (Alfa Aesar
99.99%, ∼1-5 µm) were mixed in acetone to achieve 1 (YDC1) and 10 (YDC10) mol %
yttrium, ball-milled for 10 hours, and pan-dried in air. The powders were then calcined at
1400◦C for 10 hours with a 200◦C/hr ramp up and cool down. XRD analysis was performed to
check phase purity and verified no secondary phase formation (see Supplemental Figure 5.8).
Five pellets of both YDC1 and YDC10 were pressed with 2,500 lbs of pressure using 7g
powder, 3 wt. % PVA binder, and steric acid lubricant in a 1/2 inch die. Sintering of all 10
pellets was performed at 1590◦C for 12 hrs and then cooled 180◦C/hr. Prior to sintering, the
samples were held at 1450◦C for 1 hour with a ramp up of 60◦C/hr. The final pellets were
measured to be 89.2% and 94.9% dense for the YDC1 and YDC10 samples, respectively.
XRD again verified phase purity after sintering.
75
5.3.2 Electrochemical Impedance Spectroscopy (EIS)
Due to large polarization resistances measured using Pt and Au electrodes,
(La0.8Sr0.2)0.98MnO3−δ (LSM) electrodes were prepared for EIS analysis. One of the five
pellets of each sample were ground with SiC paper. 5 g of LSM from Praxair were mixed
with 3g of 3 wt. % ethylcellulose in terpineol. The paste was painted on both sides of the
pellets with intermediate drying at 90◦C. The samples were set in the furnace, with a slow
burnout up to 450◦C (60◦C/h) and sintered 2 h at 1100 ◦C (120◦C/h heating and cooling
rates). Samples were heated in ambient air (100◦C/h) to 600◦C. EIS spectra were taken from
1 Hz - 1 MHz every 50◦C down to 200◦C cooled slowly at 60◦C/hr. Slightly lower activation
energies were obtained for the high temperature range using LSM electrodes compared to
the Pt electrodes, although the trends were similar for both electrodes. zsimpwin software
was used for fitting the impedance spectra.
5.3.3 Kelvin Probe Force Microscopy (KPFM)
Due to surface contamination concerns of as-prepared pellets, samples used for KPFM
were ground following standard polishing electron backscatter diffraction routines, ending
with a final 0.02 µm colloidal silica polish for four hours in a Vibromet polisher. After thor-
ough cleaning, samples were annealed at 800◦C for two hours to get rid of any organic species
on the surface and then cooled approximately 200◦C/h to room temperature. The samples
were then mounted to a metal puck with Ag paste covering the sides of the sample. A Vecco
D3100 AFM system with a Nanoscope V controller was employed with a Pt-Ir tip with a
∼18 N/m spring constant (Rocky Mountain Nanotechnology, 25Pt300B) for KPFM analy-
sis. Topographic and electrical images were measured simultaneously during probe scanning.
Line profiles were created using Gwiddyion software with a two pixel width average.
5.3.4 APT and TEM specimen preparation
Specimens were prepared with an FEI Helios 600i DualBeam focused ion beam/scan-
ning electron microscope (FIB/SEM), equipped with a Ga-ion source. Electron backscatter
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diffraction (EBSD) within the instrument allowed for the targeting of specific grain bound-
aries. Several large-area EBSD maps of both YDC1 and YDC10 were performed (see Supple-
mental Figure 5.9), which allowed for the determination of average grain size used for specific
grain boundary conductivity calculations from EIS measurements. From these maps, grain
boundaries were selected so that both grains would be close to a zone axis in cross section.
Specimens were mounted to posts on electropolished W half-grids from Microscopy Supplies
Australia, which allowed for analysis in double-tilt TEM holders for correlative EELS and
electron holography analysis before securing in hardware designed for correlative TEM and
APT analysis [127] with a single tilt TEM holder. Correlative TEM/FIB allowed for grain
boundaries to be located within 80 nm from the apex of each specimen. While transmission
kikuchi diffraction was attempted [129], specimen drift issues were found to be too severe.
The desired needle-shaped geometry was achieved by annular milling [126] procedures and
a final 2kV cleaning procedure limited Ga surface damage. Prior to and after APT analysis,
bright-field (BF) TEM and HAADF-STEM micrographs were acquired at 200 keV on an
FEI Talos F200X S/TEM microscope at CSM, which provided for generating self-consistent
APT reconstructions [137]. Grain orientation after liftout was determined by STEM-Kikuchi
diffraction at a 125 mm camera length [138].
5.3.5 Electron Energy Loss Spectroscopy (EELS)
Reference powders of CeO2 (99.999%, Metall Product # 5891) and CePO4 (99.9%,
STREM Chemicals, Inc.) were dispersed in acetone and drop-cast on holey-carbon films
for Ce4+ and Ce3+ spectra acquisition, respectively. EELS maps for YDC1 and YDC10
specimens were acquired with an FEI Titan 60-300 probe-corrected microscope at 300 keV
at Forschungszentrum Jülich. Multiple linear least squares (MLLS) fitting was performed
using a homebuilt MATLAB script that does not allow for negative values.
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5.3.6 APT analysis
Experiments were performed at a base temperature of 40 K, a pulse repetition rate of 625
kHz, and a detection rate of 3 ions per 1000 laser pulses (0.3%) on a Cameca Instruments
LEAP 4000XSi. Specimens of YDC1 and YDC10 samples without any grain boundaries
were prepared and run with varying laser energy to study the effect of varying field on the
stoichiometry measured. 1 pJ was selected since it gave the appropriate field for evaporation
closest to the sample’s known stoichiometry. Reconstruction was performed with the tip
profile method using Cameca’s IVAS analysis software. Atomic volumes were determined
by dividing the unit cell volume by the number of species. The image compression factor,
detection efficiency, and sphere to cone ratio were selected following the procedure described
in [137]. Mass spectra for the entire specimen and for any ROI’s created were ranged at
FW10M, and no substantial peak overlaps were found (Supplemental Figure 5.10). A delo-
calization of 4 nm was selected for proxigram analysis.
5.4 Results and Discussion
5.4.1 Space charge potential measurement
Macroscopic conductivity values of both the grain and grain boundaries were measured by
the standard method, AC electrochemical impedance spectroscopy and the results displayed
as an Arrhenius plot are shown in Figure 5.1. The conductivity values were determined by
fitting the characteristic semicircles in Nyquist plots to equivalent circuits. Above 450◦C
for YDC1 and 350◦C for YDC10, the grain boundary contribution was no longer visible so
those results were excluded from this analysis. Figure 5.1 shows the total, grain and specific
grain boundary conductivity. Calculating the conductivity associated with the specific grain
boundary better accounts for the geometry of the sample with a small volume fraction of








assuming the dielectric constants of the bulk and GB are the same. L is the thickness of the
pellet, A is the area of the electrodes, and RGB is the GB resistance. The average grain size,
G, was measured by collecting 5 large-area electron backscatter diffraction (EBSD) maps of
each sample (see Supplemental Figure 5.9). Collecting grain size from roughly 3000 grains,
values of 28.93 ± 5.75 µm and 20.39 ± 3.35 µm were determined for YDC1 and YDC10,







Figure 5.1: Electrochemical Impedance Spectroscopy of YDC1 (blue) and YDC10 (red) pel-
lets.The grain boundaries are found to be highly resistive. Space charge potentials calculated
by a Mott-Schottky distribution at 300◦C are shown in the inset.
Comparing the conductivity values of the specific GB and grain contributions, the GB
conductivity is eight orders of magnitude lower than the bulk conductivity in both samples.
YDC10 exhibits higher total conductivity than YDC1 which is expected since higher doping










Using the Mott-Schottky (M-S) approximation, the favored model in literature [57, 78,







where σbulk = L/ARG, zi is the charge of the mobile species, and e is the elementary
charge. Implementing this model, the M-S potential at 300◦C are shown in the inset of
Figure 5.1. The M-S approximation assumes the dopant concentration is constant across
the boundary and there is an accumulation of oxygen vacancies at the core surrounded by
oxygen vacancy deficient region, which as shown in previous studies [99, 100, 165] and in the
current study is not the case. However, it is a way to compare the average contribution with
the potential at individual grain boundaries and with previous studies. A previous study
of Ce0.99Y0.01O3−δ and Ce0.9Y0.1O3−δ [57] calculated the potential barrier heights to be 0.45
V and 0.3 V for YDC1 and YDC10, which while lower in magnitude than the present case,
follows the same trend of a higher potential for lower concentration of yttrium. One reason
for the higher magnitude than previous studies could be the observation that a secondary
intergranular amorphous phase was found at triple points in both samples and at a small
number grain boundaries in the YDC10 sample. The composition of one of these amorphous
phases was measured by correlative STEM-EDS and APT (Supplemental Figure 5.11) and
the composition can be found in Table 5.2. One of these amorphous areas can be seen at a
triple junction in the AFM image of the YDC1 analyzed in Figure 5.2.
In addition to EIS measurements, KPFM was used to measure local GB electrical prop-
erties. Although samples were thoroughly cleaned after colloidal silica polishing in the Vi-
bromet, there was still a significant residue found particularly in the YDC1 sample which
can be seen in the topographic image in Figure 5.2a as the small silica particles on the
surface. A smaller region of interest was selected for KPFM analysis with minimal contam-
ination. The surface potential map in Figure 5.2b shows an increase in the potential at the









Figure 5.2: Surface potential measurement at a triple point in YDC1.(a) AFM topography
(b) surface potential map of the region of interest shown by the red box in (a) and (c) line
profiles across three different grain boundaries corresponding to the blue lines in (b).
tude of the potential increase measured. The raw line profiles were individually flattened
(the residual of a linear fit) for better comparison. The barrier heights were found to be
an order of magnitude lower than what was found by EIS. This is most likely due to the
spatial resolution of the KPFM technique, which is roughly 50 nm, given that the radius of
the tip used is around that size. When looking at the YDC1 line profiles, the width of the
space charge region is 200-250 nm, which is much larger than the chemical width measured
by APT and the cerium valence change width as measured by EELS. If the integral of the
signal is compressed into 15 nm, the barrier heights are ∼200 mV. Additional factors that
could impact the lower GB potential is that these samples were polished, creating surface
damage.
KPFM was also performed on the YDC10 sample (Figure 5.3a). In this sample, the grain
boundaries appear to be negative with respect to the bulk, which is quite unexpected. Line
profiles across three different grain boundaries shown in Figure 5.3c show that the magnitude
of the potential difference is slightly less than for the YDC1 sample but is of the opposite
sign. The widths of the grain boundary potentials in the line profiles are about 500 nm.
The widths are larger since the scan area was 20 µm x 20 µm compared to 3 µm x 3 µm for
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Figure 5.3: Correlative grain orientation and surface potential measurement of multiple grain
boundaries in YDC10.(a) surface potential map acquired by Kelvin probe force microscopy
(b) grain orientation map of the same area as (a) acquired by electron backscatter diffraction.
The grain boundaries highlighted in blue and green are denoted as Σ11 and Σ39b, respec-
tively. Line profiles across three different grain boundaries corresponding to the numbers
overlaid in (a) and (b) are displayed in (c).
first glance, it would seem that this negative grain boundary potential is in conflict with the
above EIS measurements. However, a charged interface whether positive or negative should
have an equally detrimental impact on oxygen ion mobility. In literature, the grain boundary
potential is assumed to be positive in acceptor-doped ceria based on EIS measurements and
space charge models, but these results suggest that this may not always be the case. The
fact that the measured magnitude of the GB barrier height of YDC10 is smaller than YDC1
agrees well with M-S calculations from EIS data.
To examine whether a change in sample height at the grain boundary could be causing
differences in the potential, line profiles of both the change in height and the change in
potential across the same grain boundaries were plotted together in Supplemental Figure 5.12
for YDC1 GB2 and YDC10 GB1. From these plots, there is a change in height of a few
nanometers in both samples near the grain boundary region, but there does not seem to be
any correlation to the measured potentials.
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Electron backscatter diffraction (EBSD) was performed on the same YDC10 area an-
alyzed by KPFM (Figure 5.3b) to examine the effect of grain boundary orientation. This
analysis was performed after KPFM, since electron beam dose was found to affect the KPFM
results. Two grain boundaries in the scan area were discovered to be special coincident site
lattice (CSL) grain boundaries (#4: Σ11 and #12: Σ39b), which is surprising since special
boundaries made up a very small proportion of total grain boundaries in the sample from
large area scans (Figure 5.9). A wide variety of space charge widths and potential heights
were measured for the 12 different grain boundaries.
Table 5.1: Effect of grain orientation on measured surface potential for 12 grain boundaries.
Area was calculated by numerically integrating flattened surface potential line profiles
# ω (◦) CSL Minimum (V) Area
1 49.4 -0.017 -5.7
2 26.0 -0.020 -5.0
3 43.9 -0.023 -9.6
4 51.5 Σ11 -0.019 -5.6
5 30.1 N/A N/A
6 52.6 -0.007 -1.2
7 50.2 -0.016 -6.1
8 35.9 -0.019 -4.0
9 47.2 -0.027 -11.2
10 29.5 -0.012 -2.6
11 26.5 -0.021 -4.98
12 48.1 Σ39b -0.027 -14.66
Average -0.019 ± 0.005 -6.4 ± 3.8
For better comparison between line profiles, a procedure was followed for taking the area
under the curve for each profile. A graphical representation can be found in Supplemental
Figure 5.13, where the “bulk” areas of the profile were linearly fit and the residual of the
entire profile was taken. Numerical integration was performed of the counts within the grain
boundary region. The values from this calculation labeled “area” are listed in Table 5.1 along
with misorientation values from EBSD analysis associated with each grain boundary labeled
in (Figure 5.3a-b). Upon inspection, there is a significant variation in measured potentials
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between grain boundaries. For GB #5, there was a difference in surface potential between
the two grains, though there was no observable difference in surface potential at the grain
boundary. The largest area value was found to be GB #12, the Σ39b CSL GB. The other
CSL boundary, GB #4, was found to be close to the average value. This suggests that the
potential barrier is not necessarily lower and could even be higher for boundaries with a
higher degree of order. To discover the origin of the GB potentials, a correlative EELS and
APT study was performed.
5.4.2 Cerium Valence Determination
First, STEM-EELS was used to measure the change in cerium valence across the grain
boundary. Surfaces and interfaces in CeO2 are commonly known to reduce from Ce
4+ to Ce3+











Therefore, examining the cerium valence change at the grain boundary can provide informa-
tion about the oxygen vacancy concentration change.
Two needle shaped specimens of YDC1 and YDC10 were examined. HAADF images of
the two specimens can be found in Supplemental Figure 5.14a and e. Spectrum images of
regions of interest across the grain boundary were collected. Using Ce3+ and Ce4+ reference
spectra (Supplemental Figure 5.14i), multiple linear least squares fitting was performed on
the collected spectrum images (Supplemental Figure 5.14c-d and g-h). 1D line profiles of
Ce3+ and Ce4+ averaged over the x direction (perpendicular to the GB) were created and are
displayed in Figure 5.4a and b for YDC1 and YDC10, respectively. The zero value on the
x-axis was selected as the minimum in HAADF image intensity in Suplemental Figure 5.14b
and f. For YDC1, the concentration of Ce3+ increases from 35 % to 45 % of the total at
the GB with a width of ∼ 7 nm. For YDC10, the opposite trend can be seen–the Ce3+
concentration of total cerium decreases from 85 % to 75% while the width of the valence




Figure 5.4: Determination of Ce3+ concentration from MLLS fitting EELS spectrum images
line scan across the grain boundary in the (a) YDC1 specimen and (b) a rolling average of
a line scan across the YDC10 specimen specimen; corrected line scans accounting for the
damage induced by TEM electron irradiation for the (c) YDC1 specimen and (d) YDC10
specimen. The red circle drawn in the insets of (c) and (d) schematically represent the
relative amount of Ce3+ that was determined to be induced on the surface.
85
YDC1 and so a 3 data point rolling average was applied to the 1D line profile to reduce
the noise assoicated with the measurement. The increase in Ce3+ in the YDC1 sample is
associated with an increase in oxygen vacancy concentration. This is consistent with space
charge theory and a positive potential as measured by KPFM, while the decrease in the
YDC10 and associated decrease in oxygen vacancies does not agree with classical space
charge theory. However the YDC10 EELS results are consistent with KPFM results where
a negative potential was measured.
In both line profiles, the composition of Ce3+ in the bulk is quite high, particularly for
the YDC10 specimen. While there is some error in the measurement, particularly with
MLLS fitting, which assumes a linear interpolation between Ce3+ and Ce4+ references, the
high bulk values can be attributed to surface reduction. It has been shown by EELS that
4 nm of the surface of CeO2 nanoparticles were reduced [154]. In addition, Tran and co-
workers showed that a focused electron beam in the TEM can further reduce cerium [155].
Further reduction could occur during FIB fabrication. Since Ce3+ is the only paramagnetic
species in the samples, SQUID Magnetometry was used to measure the total Ce3+ in the
two samples. From fitting the effect of mass magnetization on the applied magnetic field as
in Supplemental Figure 5.15, the concentration of Ce3+ of the total cerium in the sample
was calculated to be 0.047% and 0.025% for YDC1 and YDC10, respectively. Thus, the
total concentration of Ce3+ is practically 0%, particularly if all of the Ce3+ measured by
magnetometry is localized to surfaces and grain boundaries.
Therefore, the EELS profiles can be corrected based on the magnetometry results, similar
to previous analysis [165]. If it is assumed that the surface of the two specimens are reduced
to 100 % Ce3+ to a certain depth, as shown by the inset schematics in Figure 5.4c-d, the
EELS profiles can be corrected by subtracting out this contribution. For YDC1, this is fairly
straightforward, since the bulk concentration can go to zero. Since the concentration of
Ce3+ decreases at the grain boundary in YDC10, the bulk value cannot go to zero without
Ce3+ concentration becoming negative. Therefore, the grain boundary value was set to
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zero. From the schematics in the insets, there would have to be significantly more surface
damage for the YDC10 specimen compared to the YDC1 specimen. While EELS provides
qualitative information on oxygen vacancy concentration variations at grain boundaries, a
more complete picture of the composition at the grain boundary is needed to explain the
GB potential measurements.
20 nm 20 nm 20 nm 20 nm 
(a) (b) (c) (d) 
Figure 5.5: TEM and self-consistent APT reconstructions of YDC1 and YDC10 specimens.
Overlay of bright-field TEM micrographs before and after APT analysis for (a) YDC1 and
(c) YDC10; Corresponding APT reconstructions using BF-TEM overlays to optimize recon-
struction parameters for (b) YDC1 and (d) YDC10.
5.4.3 3D Composition
Atom probe tomography was used to quantify the GB segregation at the same grain
boundaries that were analyzed by STEM-EELS. While the exact same YDC1 specimen did
not survive, another specimen prepared along the same grain boundary was analyzed. The
YDC10 EELS specimen was sharpened and used for APT analysis. BF-TEM micrographs of
the two specimens are found in Figure 5.5a and c for YDC1 and YDC10, respectively, where
an overlay of images taken prior to and after field evaporation are shown. From these images,
the APT reconstruction parameters could be tuned to produce self-consistent reconstructions
[137], which are shown in Figure 5.5b and d for YDC1 and YDC10, respectively. The
images display the three-dimensional point-cloud data of a percentage of CeO ions and
isoconcentration surfaces of a combination of yttrium, aluminum, and silicon, which were all
found to segregate to the GBs. The reconstructions, particularly the GB location and angle,
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show good agreement with the TEM micrographs. To obtain quantitative values of the GB
segregation, 3D region of interests (ROIs) displayed as the rectangular cuboids in Figure 5.5
were extracted as their own reconstruction files.
(a) (b) 
Figure 5.6: APT composional analysis of (a) YDC1 and (b) YDC10. Proxigrams were
created from the left-most surface defined in the ROIs shown in the insets. These ROIs were
extracted from the APT reconstruction as shown in Figure 5.5b and d.
A detailed view of each ROI is shown in the insets of Figure 5.6, including 0.02 at.
% (a) and 0.07 at. % (b) Y Al Si isoconcentration surfaces. That is between the two
interfaces, there exists a combined concentration of Y, Al, and Si of greater than 2 and 7
at. %. The concentration as a function of distance from the left interface in each ROI was
calculate by proximity histogram (proxigram) analysis [145]. The 0 value of the x-axis was
selected as the maximum in the Al concentration to denote the GB core. Proxigrams of the
right interfaces were also created and the profiles were seen to mirror proxigrams of the left
interface, suggesting that proxigrams from either interface provides consistent results. The
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proxigram results for YDC1 are displayed in Figure 5.6a, in which there is an increase of
Ce, Y, Al, and Si, while there is a substantial depletion of O at the GB core. Al and Si
are common impurities from powder processing and have been seen to segregate previously
to GBs in CeO2 [100]. A small amount of Zr was also detected at the detection limit of
the measurement, though no discernable segregation was found. The decrease in oxygen
(increase in oxygen vacancies) agrees well with the measured increase in Ce3+ from STEM-
EELS. Additionally, the measured segregation of positive species, O vacancies and Ce, Y,
Al, and Si cations, matches the observed positive potential measured by KPFM.
The proxigram results for the YDC10 specimen are displayed in Figure 5.6b, where very
different segregation behavior is evident. While Y, Al, and Si are seen to segregate to the GB
core as for YDC1, there is an increase in O and a decrease in Ce that is found to be shifted
from the GB core. It appears that oxygen is piling up on one side of the grain boundary.
The increase in oxygen concentration near the grain boundary core agrees well with both
the decrease in Ce3+ from STEM-EELS and the negative potential measured by KPFM.
With such large changes in oxygen and cerium stoichiometry, one might suggest that a
distinct grain boundary phase has formed. An HRSTEM image of the YDC1 GB was taken
Supplemental Figure 5.16 and the structural width of the GB was < 1 nm with no observable
crystalline order. Additionally, there is not enough Al or Si in the GB core to justify an
amorphous film at the interface (see Table 5.2).
The most noticeable compositional variations for the YDC1 specimen occur within roughly
3 nm on either side of the grain boundary. However, the oxygen and cerium profiles contain
a significant amount of asymmetry. Previously, this asymmetry was associated with crystal
orientation dependent field evaporation differences [165]. However, if a region of interest is
extended across the entire specimen (Figure 5.7a), the compositional variations of oxygen
and cerium continue for 20 nm on the right side of the GB when the cerium and oxygen re-
cover to the values on the left hand side (Figure 5.7c). When the ROI is extended across the
entire YDC10 APT specimen (Figure 5.7d), the composition variations of O and Ce extend
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(a) (b) (c) 
(d) (e) (f) 
20 nm 
20 nm 10 nm 
10 nm 
Figure 5.7: APT line profiles from extended ROIs showing the extent of compositional
variations for YDC1 (top) and YDC10 (bottom) (a),(d) APT reconstruction with extended
region of interest (b),(e) view from the bottom of the APT reconstruction showing grain
boundary curvature (c),(f) composition profile of oxygen and cerium for the extended region
of interests.
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30 nm from the GB core on the left-hand side of the boundary and 10 nm on the right-hand
side. A 40 nm total chemical width is quite surprising, especially since chemical widths are
typically assumed to decrease with increasing dopant concentration [134]. It is true that the
chemical width of Y, Al, and Si for YDC10 does seem to be smaller than YDC1: 4-5 nm
compared to 6 nm. Also interestingly in the extended profile of YDC10, a minimum of O
and compensating maxiumum of Ce occurs 12 nm from the grain boundary core.
Typically in space charge models, oxygen vacancies and the electrostatic potential are
symmetrically distributed across the GB. Here, large asymmetries in the O and Ce profiles
were measured in both samples. The asymmetry in these specimens could be associated with
the curvature of the GB. A view from the bottom of the APT reconstruction (Figure 5.7b
and e) reveals the grain boundaries are visibly curved. This effect would not be visible
in TEM measurements since it is a 2D projection of this 3D curved surface. In both the
YDC1 and YDC10 specimens, higher oxygen concentrations occur on the concave side of
the grain boundary. The curvature of the grain boundary causes the pressure needed to
induce the chemical driving force for grain growth [166]. During grain growth, atoms must
overcome an energy barrier to hop from a site on the concave side of the grain boundary to
the convex side. For the YDC10 sample, there is a pileup of oxygen on the concave side and
a depletion of oxygen on the convex side. It has been shown that oxygen diffusion is hindered
by disordered grain boundaries [167]. Therefore the energy barrier from the YDC10 grain
boundary could be high enough for oxygen to not readily diffuse across the interface, causing
the pileup. The same could be said for the YDC1 specimen. Although no pileup appears
to exist, the GB potential barrier could slow the diffusion of oxygen during grain growth,
causing a region depleted in oxygen on the convex side of the GB extending relatively far
into the grain. Although this is an interesting hypothesis, further investigation is needed to
confirm that this behavior is tied to GB curvature.
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5.5 General Discussion
5.5.1 Electron Holography Considerations
An electron holography measurement was performed on the same grain boundaries pre-
pared for EELS and APT to verify the KPFM results and measure the potential at this
exact boundary. In electron holography, the retrieved phase (∆φ(x, y)) is proportional to
the electrostatic potential by
∆φ(x, y) ≈ C(E) · t(x, y) · Vtot(x, y) (5.5)
where C(E) is the electron interaction constant and t(x,y) is the thickness of the specimen.
Vtot(x,y) is the total electrostatic potential and can be derived from a number of different
sources, as [95]
Vtot = VSC + VMIP + VXC + Vfields (5.6)
where VSC is space charge potential, and VMIP is the mean inner potential of the crystal,
typically calculated by electron scattering factors [168] and for CeO2 is calculated to be
17.4 V. VXC is the exchange correlation potential and Vfields is the potential associated
with any fields inside or outside the sample. While Vfields is typically assumed to be zero,
electron beam-induced charging was measured (Supplemental Figure 5.17) and shown to
affect the potential measurement, although a cryogenic in-situ temperature cycle was found
to decrease the Vfields dependence (Supplemental Figure 5.18). Vtot was then measured after
this temperature cycling, and a negative potential difference at the GB was found for both
samples (Figure 5.19). This contradicts the KPFM measurements as well as EELS and APT
chemistry changes measured for the same YDC1 GB. As shown previously, a change in VMIP ,
can cause the measurement of a negative potential [95]. Using APT composition profiles,
the change in VMIP was calculated. It was shown (Supplemental Figure 5.19) that VMIP was
not able to account for the negative potential measured in YDC1. There could be a number
of other contributions that are being measured, particularly the change of phase is affected
by diffraction contrast that arises for grains with different diffraction conditions, strain and
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atomic density fluctuations. From these results and others [95], it seems that interpretation
of electron holography provides complications in the measurement of potentials at general
grain boundaries that need to be addressed before further adoption.
5.5.2 Comparison between experimental results and space charge theory
The YDC1 GB results generally agree with classic space charge theory of a positive
potential from O vacancy accumulation to the core. Additionally, dopant segregation was
discovered agreeing with the G-C model. Looking at the most prevalent space charge theories,
the M-S and G-C models dictate that adjacent to the segregation at the GB core, there is
a region of significant oxygen vacancy depletion. From the YDC1 APT proxigram analysis,
this does not appear to be the case, however, M-S and G-C models assume dilute solutions
<1 at. %. When defect-defect interactions are accounted for with the Poisson-Cahn model,
this oxygen vacancy depletion region adjacent to the core does not necessarily have to exist
[113]. The APT results of the YDC1 specimen does add some complexity to the space
charge model, since significant asymmetries in the oxygen and cerium profiles exist with a
large chemical width of 20 nm on one side and 3 nm on the other side. Typically these
models assume a symmetric distribution of elements across the grain boundary.
The YDC10 sample on the other hand does not follow the general space charge model for
acceptor-doped CeO2. A negative GB potential was measured, associated with an oxygen in-
crease and cerium decrease directly adjacent to the grain boundary core. Most experimental
evidence of positive grain boundary potentials in CeO2 are inferred from EIS measurements
that measure blocking grain boundaries. However, any disorder or charged interface whether
positive or negative could cause reduced ion mobility. Therefore it is believed that the result
of a negative GB potential are consistent with the EIS measurements. It was also found that
not all YDC1 grain boundaries were associated with a positive potential. In Supplemental
Figure 5.20, it can be seen that a similar profile to the YDC10 sample was found at a dif-
ferent grain boundary prepared from the same YDC1 sample. This suggests that negative
and positive GB potentials could exist in the same sample [169]. This still matches KPFM
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results, since a limited number of YDC1 GBs were measured by KPFM (< 10). Expanding
the number of GBs analyzed could allow for the visualization of both positive and negative
GBs in the same sample and could be appealing for future investigation.
5.6 Conclusion
The direct measurement of space charge properties in conducting ceramics remains a
challenge, but has significant implications for the development of higher performing techno-
logically relevant devices. For two dopant concentrations in CexY1−xO3−δ, the electrostatic
potential and corresponding chemical changes were measured at individual general high an-
gle GBs. The results from KPFM, STEM-EELS, and APT all show the same general trend
in each sample. In the YDC1 sample, a positive potential was found to be caused by the
segregation of oxygen vacancies and cation species at the GB core. The segregation was also
found to be compensated by a partial cerium valence change from Ce4+ to Ce3+, confirming
oxygen vacancy formation at the GB core. For YDC10, a negative potential was found to
be caused by oxygen vacancy depletion and Ce deficiency piled up on one side of the GB.
This trend was also confirmed by an increase in the Ce4+/Ce3+ ratio in the GB region. The
magnitude and width of the space charge potential was found to vary from GB to GB. It was
found that two special CSL boundaries had similar or worse blocking behavior compared to
other general grain boundaries.
The chemical width of Y, Al, and Si segregation was measured to be 6 and 4-5 nm for
the YDC1 and YDC10 samples, respectively, although the chemical width of Ce and O were
much larger, 23 and 40 nm. In addition, the Ce and O profiles were particularly asymmetric
across each grain boundary, which was possibly related to the curvature of the boundaries.
While the YDC10 results disagree with classical space charge theory, the equally blocking
behavior of the GBs agrees with macroscopic EIS data. Electron holography was also used
in the attempt to measure space charge potential. It was found to provide conflicting re-
sults possibly due to diffraction contrast issues and therefore should be used with caution in
general grain boundary analysis. Comparison between electrical properties, bonding environ-
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ment and composition at individual grain boundaries holds a tremendous amount of promise
in tailoring material process conditions and in GB engineering to significantly improve a ma-
terial’s performance. While a small number of grain boundaries were analyzed, the present
results have shown the possibility of this type of analysis and have added complexity to our
current understanding of space charge theory.
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5.8 Supplemental Information
(a) (b) 
Figure 5.8: X-ray diffraction spectra of calcined powders showing the (a) full range and (b)
a zoomed in area to show the differences between YDC1 and YDC10
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Figure 5.10: Representative APT mass spectrum for YDC10 sample. No major peak overlaps
were found.
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10 nm 
Figure 5.11: Correlative STEM-EDS and APT of silicate lifted out from a triple point in
YDC10(a)HAADF image of the specimen with corresponding EDS maps of (b) Si and (c)
Ce; (d) APT reconstruction of the same specimen showing Al-Si isoconcentration surface in
grey and Ce isosurface in red
Table 5.2: Concentration of amorphous silicate as measured by STEM-EDS and APT










Figure 5.12: Comparison between surface potential difference and height differential plotted
on the same graph for (a) YDC1 GB2 and (b) YDC10 GB1. There does not seem to be
any correlation between the change in height and the change in potential at the two grain
boundaries.
(a) (b) 
Figure 5.13: Method for calculating the area under KPFM line profiles(a) raw line scan of
YDC10 GB1 and (b) associated corrected line scan. The ”bulk” values of the raw profile are
linearly fit and the residuals are displayed. The integral is performed at the GB region and
the area and FWHM is displayed at the top
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(a) (b) (c) (d) 
(g) (f) (e) (h) (i) 
Figure 5.14: Electron energy loss spectroscopy spectrum maps of YDC1 (top) and YDC10
(bottom)(a) and (e) survey image of the needle-shaped samples, showing location of spectrum
imaging (b) and (f) HAADF of area of interest (c) and (g) Ce3+ and (d) and (h) Ce4+
concentration after MLLS fitting using references shown in (i).
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(a) (b) 
Figure 5.15: Magnetization of the Ce3+ measured by SQUID Magnetometry for (a) YDC1




Figure 5.16: HRSTEM micrograph of YDC1 GB showing that both grains are close to a
zone axis.
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(a) (b) (c) 
250 nm 
Figure 5.17: Visualization of the field from the phase image formed from electron holography
of the YDC1 specimen with a spot size of (a) 2 (b) 3 and (c) 5.The plots are achieved by taking












Figure 5.18: In-situTEM cryogenic temperature cycle of YDC1 specimen.Cos(phase) from
electron holograms are shown while cooling the specimen from (a) 295 K to (b) 242 K and
(c) 94 K. The sample was then heated back up to (d) 242 K and (e) 295 K. The charging is






Figure 5.19: Total electrostatic potential of YDC1 (top) and YDC10 (bottom) specimens
calculated by electron holography after cryogenic cycling(a) and (c) images of total electro-
static potentials and (b) and (d) line profile across grain boundary corresponding to blue and
red lines in (a) and (c). In both samples, a negative grain boundary potential is measured.
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(a) (b) (c) 
10 nm 
Figure 5.20: APT analysis of a second grain boundary prepared from the YDC1 sample.(a)
BF-TEM micrograph of the specimen with a grain boundary near the apex (b) APT recon-
struction showing a fraction of the CeO ions in red and a Y Al Si isoconcentration surface
in blue. The cube represents the ROI extraxted for proxigram analysis (c) proxigram of the
ROI in (b) showing oxygen accumulation to the GB core.
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CHAPTER 6
CONCLUSIONS AND FUTURE WORK
This thesis explored the chemical origins of low grain boundary (GB) conductivity in
cerium-based oxides. Commonly, this behavior is attributed to symmetric space charge
regions that develop across these internal interfaces caused by a grain boundary core oxygen
vacancy segregation surrounded by a slightly negative region with oxygen vacancy depletion.
However, the results from thesis told a more complicated chemical and electrical story and
in some cases disagree significantly with space charge theory.
Since segregation and space charge effects are known to vary based on grain boundary
character, in Chapter 3, a technique was developed to automatically determine grain orienta-
tion in the transmission electron microscope. Although precession electron diffraction (PED)
is starting to become a well-established technique, costly modifications to the microscope are
needed. Indexing STEM-Kikuchi patterns with commercially available electron backscatter
diffraction software was shown to allow for accurate and reliable crystal orientation mapping
with particularly high angular resolution. The technique was applied in later chapters to
correlate GB chemistry differences to GB structure.
In Chapter 3, the chemistry at GBs in a BaCe0.8Y0.2O3-δ - Ce0.8Y0.2O2-δ (BCY20-YDC20)
ceramic composite was quantified by correlative electron energy-loss spectroscopy (EELS)
and atom probe tomography (APT). GBs in BCY20 were found to be 2-3 orders of magnitude
lower in proton conductivity than the bulk as measured by EIS. The study revealed that
the high GB resistivity was in fact caused by the segregation of species to the GB regions.
While there was variability in the magnitude and even type of segregrants, consistency in
APT analysis could be determined by measuring two specimens prepared from the same
grain boundary. No trend in segregation and GB misorientation was found, suggesting
termination surfaces, GB energy, and volumetric effects play a larger role in the segregation
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driving force. Most of the segregation in the specimens generally agreed with traditional
space charge theory, but one out of the four BCY20 GBs analyzed exhibited barium vacancy
and oxygen pileup on one side of the grain boundary, which could also provide blocking
characteristics. For one YDC20 APT GB specimen, STEM-EELS was used to measure the
cerium valence change, which allowed for the determination of the total number of oxygen
vacancies per unit cell.
Finally, both the change in electrostatic potential and chemistry were directly measured
at individual general GBs in YDC1 and YDC10 in Chapter 5. In both samples, blocking
GBs caused a decrease in the overall conductivity of the materials. It was found that YDC1
had a predominately positive space charge potential caused by oxygen vacancy, yttrium, and
cerium segregation, while a change in valence from Ce4+ to Ce3+ to accommodate for oxygen
vacancies was measured. Surprisingly, negative space charge potentials were measured for a
number of GBs in YDC10. APT and EELS revealed oxygen vacancy and cerium depletion
adjacent to the GB core causing this negative potential, while yttrium and impurities still
were found to accumulate. The chemical widths of Ce and O were also found to be quite large,
23 and 40 nm for YDC1 and YDC10, respectively. Correlative kelvin probe force microscopy,
orientation microscopy and atom probe tomography proved to be a useful workflow that could
be expanded to further understand the interplay between local conductivity, GB character,
and underlying chemistry of space charge regions.
In both BCY and YDC samples measured, the GB chemistry and associated potential
vary significantly from models in literature. Space charge theory states that the primary
segregants to the grain boundary core are oxygen vacancies (Mott-Schottky) or oxygen va-
cancies and dopants (Gouy-Chapman) causing a positive potential, while there is a region
of oxygen vacancy depletion adjacent to the core that is slightly negative. These models
assume a symmetric distribution across the interface. In the GBs measured by atom probe,
while dopant segregation was verified in most specimens, host cations (Ba and Ce) were also
found to vary (enrichment and depletion) at the GB core or adjacent regions. Additionally,
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these models do not take into account impurity species, such as Al and Si that amplify the
positive core region. Even though oxygen vacancies were found to segregate to the GB core
in some instances, no regions of depletion adjacent to the core were found in those samples.
However in other samples, particularly the YDC10, a negative GB potential was measured
due to oxygen vacancy depletion adjacent to the core with no oxygen vacancy segregation
to the core. The chemical widths were found to be remarkably broad in some cases and
severely asymmetric. These results could lead to a better tailoring of processing parameters
that could improve GB conductivity. And in light of these inconsistencies with current think-
ing, more complex space charge theories could be introduced to better account for measured
chemical segregation.
6.1 Future Work
There are a number of studies that could complement this dissertation, providing more
insight into the interplay between GB structure, chemistry, and conductivity in oxide ceram-
ics. One of the challenges with the techniques described in this thesis is the small number of
GBs analyzed, due to time-consuming sample preparation and the small volumes analyzed.
Two avenues for overcoming this problem are presented. First, samples with much smaller
grain sizes could improve statistics by analyzing more GBs per specimen. Nanocrystalline
samples with grain size <40 nm would contain at least 3 GBs in an APT specimen that
could be analyzed at once. The speed of sample preparation would also be enhanced since
tediously placing the GB at the specimen apex would be avoided. Additionally, more GBs
could be analyzed across the same area by KPFM, improving statistics. Though correlative
EBSD may be challenging due to the small grain sizes. Grain orientation could still be
analyzed in the TEM with techniques such as STEM-Kikuchi mapping.
The second avenue presented is targeted GB analysis. KPFM or other local GB potential
mapping could be used to target specific GBs with large and small space charge potentials,
effectively screening particularly interesting GBs. Orientation mapping could reveal struc-
tural motifs associated with these varying electrical properties. Once a handful of GBs are
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selected, the GBs could then be analyzed by APT to understand chemical variations leading
to the different space charge potentials.
GB misorientation was found to not be correlated to GB segregation or space charge
potentials. Comparing GBs by other metrics than just misorientation would therefore be
useful. For example GB interfacial energy could be measured and correlated to chemical,
and electrical properties. GB energy can be determined by measuring dihedral angles by
AFM topography after thermal etching. Termination surfaces and volumetric changes could
also be an interesting metric and can be studied by HRSTEM and DFT modeling.
Updating space charge models based on this work and similar APT studies would be
important for the community to predict and better understand GB properties. In partic-
ular, allowing for chemical asymmetry, host cation segregation or depletion, and impurity
segregation would provide a more suitable model. Additionally, oxygen vacancy depletion
adjacent to the GB core characteristic of Mott-Schottky and Gouy-Chapman models was
not found. The observation that some GBs exhibited negative space charge potentials with
oxygen segregation at or near the GB core considerably contradicts current models and cal-
culations. This effect has never been measured previously, so reproducibility and verification
is important. Presumably, this phenomenon occurs with different dopants, though this needs
to be confirmed particularly for popular Sm, Nd, and Gd dopants in CeO2.
Finally, strategies for alleviating the blocking behavior of GBs have been proposed or
attempted. Co-doping with two different dopants have been found to reduce GB resistiv-
ity [71]. Preferentially adding large negative species to the GB like Cs on the Ba site in
BaZrxY1−xO3−δ [90] improved GB conductivity significantly. Finally, thin films have been
prepared with columnar grains with presumably low angle GBs that has shown dramatic
improvements in GB conductivity and SOFC performance [72]. Better understanding how
these GB mitigation strategies affect local structure, chemistry and electrical properties us-
ing the techniques described in this thesis would assist in the rapid adoption of conducting
oxides in a wide range of essential applications.
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