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Geometry and linearly polarized cavity photon effects on the charge and spin currents
of spin-orbit interacting electrons in a quantum ring.
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We calculate the persistent spin current inside a quantum ring as a function of the strength of the
Rashba or Dresselhaus spin-orbit interaction. We provide analytical results for the spin current of
a one-dimensional (1D) ring of non-interacting electrons for comparison. Furthermore, we calculate
the time evolution in the transient regime of a two-dimensional (2D) quantum ring connected to
electrically biased semi-infinite leads using a time-convolutionless non-Markovian generalized master
equation. In the latter case, the electrons are correlated via the Coulomb interaction and the ring
can be embedded in a photon cavity with a single mode of linearly polarized photon field. The
electron-electron and electron-photon interactions are described by exact numerical diagonalization.
The photon field can be polarized perpendicular or parallel to the charge transport. We find a
pronounced charge current dip associated with many-electron level crossings at the Aharonov-Casher
phase ∆Φ = π, which can be disguised by linearly polarized light. Qualitative agreement is found
for the spin currents of the 1D and 2D ring. Quantatively, however, the spin currents are weaker
in the more realistic 2D ring, especially for weak spin-orbit interaction, but can be considerably
enhanced with the aid of a linearly polarized electromagnetic field. Specific spin current symmetries
relating the Dresselhaus spin-orbit interaction case to the Rashba one are found to hold for the 2D
ring in the photon cavity.
PACS numbers: 71.70.Ej, 78.67.-n, 85.35.Ds, 73.23.Ra
I. INTRODUCTION
Geometrical phases have captured much interest in the
field of quantum transport. Electrons in a non-trivially
connected region like a quantum ring can show a variety
of geometrical phases. An Aharonov-Bohm (AB) phase1
is acquired by a charged particle moving around a mag-
netic flux. An Aharonov-Casher (AC) phase2 is acquired
by a particle with magnetic moment encircling, for exam-
ple, a charged line. The Aharonov-Anadan (AA) phase3
is the remaining phase of the AC phase when subtract-
ing the dynamical part. The Berry phase4 is the adia-
batic approximation of the AA phase. Transport prop-
erties of magnetic-flux threaded rings5–8 have been in-
vestigated and the influence of a cavity photon mode on
the AB oscillations explored.9 Furthermore, the magnetic
field leads to persistent charge currents10. Both, the per-
sistent current11 and the conductance through the ring
show characteristic oscillations with period Φ0 = hc/e,
the latter first having been measured in 1985.12
The AC effect can be observed in the case of a more
general electric field than the one produced by a charged
line, i.e. including the radial component and a component
in z-direction.13 Experimentally, it is relatively simple to
realize an electric field in z-direction, i.e. which is di-
rected perpendicular to the two-dimensional (2D) plane
containing the quantum ring structure. By changing the
strength of the electric field, the spin-orbit interaction
strength of the Rashba effect14 can be tuned. The AC
effect appears also for a Dresselhaus spin-orbit interac-
tion15, which is typically stronger in GaAs. Persistent
equilibrium spin currents due to geometrical phases were
addressed for the Zeeman interaction with an inhomoge-
neous, static magnetic field.16 Later, Balatsky and Alt-
shuler studied persistent spin currents related to the AC
phase17. Several authors addressed the persistent spin
current oscillations as the strength of the spin-orbit in-
teraction is increased.13,18,19 As opposed to the AB os-
cillations with the magnetic flux, the AC oscillations are
not periodic with the spin-orbit interaction strength. Op-
tical control of the spin current can be achieved by a
nonadiabatic, two-component laser pulse.20 Suggestions
to measure persistent spin currents by the induced me-
chanical torque21 or the induced electric field22 have been
proposed. An analytical state-dependent expression for
a specific spin polarization of the spin current has been
stated in Ref. 23.
Charge persistent currents in quantum rings can be
produced by two time-delayed light pulses with per-
pendicularly oriented, linear polarization24 and phase-
locked laser pulses based on the circular photon polariza-
tion influencing the many-electron (ME) angular momen-
tum.25 Moreover, energy splitting of degenerate states
in interaction with a monochromatic circularly polarized
electromagnetic mode and its vaccum fluctuations can
lead to charge persistent currents.26,27 Furthermore, the
nonequilibrium dynamical response of the dipole moment
and spin polarization of a quantum ring with spin-orbit
interaction and magnetic field under two linearly polar-
ized electromagnetic pulses has been studied.28 Quantum
systems embedded in an electromagnetic cavity have be-
come one of the most promising applications in quantum
information processing devices. We are considering here
the influence of the cavity photons on the internal and
2external charge and spin transport inside and into and
out of the ring. We treat the electron-photon interaction
by using exact numerical diagonalization including many
levels,29 i.e. beyond a two-level Jaynes-Cummings model
or the rotating wave approximation and higher order cor-
rections of it.30–32
Concentrating on the electronic transport through a
quantum ring connected to leads, which is embedded in
a magnetic field, several studies exist for only Rashba
spin-orbit interaction33,34, only Dresselhaus spin-orbit
interaction35 or both.36,37 Combining both, the light-
matter interaction and the strong coupling of the quan-
tum ring to leads, follow even more involved questions,
especially when the leads have a bias, which breaks ad-
ditional transport symmetries. The electronic trans-
port through a quantum system in a strong system-
lead coupling regime was studied for longitudinally po-
larized fields,38–40 or transversely polarized fields41,42 —
though without taking into consideration spin-orbit ef-
fects. For a weak coupling between the system and
the leads, the Markovian approximation, which neglects
memory effects in the system, can be used.43–46 To de-
scribe a stronger transient system-lead coupling, we use
a non-Markovian generalized master equation47–49 in-
volving energy-dependent coupling elements. The dy-
namics of the open system under non-equilibrium con-
ditions and realistic device geometries can be described
with the time-convolutionless generalized master equa-
tion,9,50 which is suitable for higher system-lead coupling
and allows for a controlled perturbative expansion in the
system-lead coupling strength.
The time-dependent transport of spin-orbit and
Coulomb interacting electrons through a topologically
nontrivial broad ring geometry, embedded in an elec-
tromagnetic cavity with a quantized photon mode, and
connected to leads has not yet been explored beyond
the Markovian approximation. One of the objectives
of the present work, is to present differences between
one-dimensional (1D) and 2D rings33,51 focusing on the
persistent spin current. We derive the persistent spin
current for arbitrary spin polarization for the 1D ring
with Rashba or Dresselhaus spin-orbit interaction ana-
lytically giving us a robust tool to discern effects from
the 2D structure, Coulomb interaction between the elec-
trons and transient coupling to electrically biased leads.
For the 2D ring we performed numerical calculations as
analytical solutions are known only when neglecting spin-
orbit interaction.52 Furthermore, we embed the 2D ring
in a photon cavity with x- or y-polarized photon field
to explore the influences of the photon field and its lin-
ear polarization on the current. The comparisons are
performed in the range of the Rashba or Dresselhaus in-
teraction strength almost up to an AC phase difference
∆Φ ≈ 3π.
The paper is organized as follows. In Sec. II, we pro-
vide a general description of the central ring system and
its charge and spin currents, which applies to both the
1D and 2D ring. In Sec. III, analytical expressions for
the charge and spin currents in a simpler 1D ring of
spin-orbit interacting electrons are given. Sec. IV de-
scribes our dynamical model for the correlated electrons
in the opened up 2D ring embedded in a photon cav-
ity. Sec. V shows the numerical transient results for the
2D ring and sets them in comparison with the analytical
1D results as a function of the Rashba spin-orbit inter-
action strength. The influence of the linearly polarized
electromagnetic cavity field on the spin currents is stud-
ied for different photon polarization. Furthermore, the
differences between the Rashba and Dresselhaus interac-
tion in a ring system are addressed. Conclusions will be
drawn in Sec. VI. The time- and space-dependent spin
photocurrents are provided as supplementary material.
II. GENERAL DESCRIPTION OF THE
CENTRAL RING SYSTEM
In this section, we give the most general Hamiltonian
that we consider for the central ring system including
a homogeneous magnetic field in z-direction interacting
with the electrons’ spin, Rashba and Dresselhaus spin-
orbit interaction, Coulomb repulsion between the elec-
trons and a single cavity photon mode interacting with
the electronic system. Furthermore, we use this general
Hamiltonian to derive in two independent ways operators
for the charge and spin density, charge and spin current
density and spin source terms. The spin source terms re-
sult from the fact that the spin transport is not satisfying
a continuity equation due to the spin-orbit coupling.
A. Central system Hamiltonian
The time-evolution operator of the closed system with
respect to t = 0,
UˆS(t) = exp
(
− i
~
HˆSt
)
, (1)
is defined by a many-body (MB) system Hamiltonian
HˆS =
∫
d2r Ψˆ†(r)
[[
pˆ2
2m∗
+ VS(r)
]
+HZ
+ HˆR(r) + HˆD(r)
]
Ψˆ(r) + Hˆee + ~ωaˆ
†aˆ, (2)
with the two-component vector of field operators
Ψˆ(r) =
(
Ψˆ(↑, r)
Ψˆ(↓, r)
)
, (3)
and
Ψˆ†(r) =
(
Ψˆ†(↑, r), Ψˆ†(↓, r)
)
, (4)
where
Ψˆ(x) =
∑
a
ψSa (x)Cˆa (5)
3is the field operator with x ≡ r, σ, σ ∈ {↑, ↓} and the
annihilation operator, Cˆa, for the single-electron state
(SES) ψSa (x) in the central system, i.e. the eigenstate
labeled by a of the Hamiltonian HˆS − Hˆee − ~ωaˆ†aˆ for
Aˆph(r) = 0 (see Eq. (6)). The momentum operator is
pˆ(r) =
(
pˆx(r)
pˆy(r)
)
=
~
i
∇+ e
c
[
A(r) + Aˆph(r)
]
. (6)
The Hamiltonian in Eq. (2) includes a kinetic part, a
constant magnetic field B = Bzˆ, in Landau gauge be-
ing represented by A(r) = −Byex and a photon field.
Furthermore, in Eq. (2),
HZ =
µBgSB
2
σz (7)
describes the Zeeman interaction between the spin and
the magnetic field, where gS is the electron spin g-factor
and µB = e~/(2mec) is the Bohr magneton. The interac-
tion between the spin and the orbital motion is described
by the Rashba part
HˆR(r) =
α
~
(σxpˆy(r) − σy pˆx(r)) (8)
with the Rashba coefficient α and the Dresselhaus part,
which here is restricted to the first-order term in the mo-
mentum,
HˆD(r) =
β
~
(σxpˆx(r)− σy pˆy(r)) (9)
with the Dresselhaus coefficient β. In Eqs. (7-9), σx, σy
and σz represent the spin Pauli matrices. Equation (2)
includes the exactly treated electron-electron interaction
Hˆee =
e2
2κ
∫
dx′
∫
dx
Ψˆ†(x)Ψˆ†(x′)Ψˆ(x′)Ψˆ(x)√
|r− r′|2 + η2 (10)
with e > 0 being the magnitude of the electron charge
and the integral over x being composed of a continuous
2D space integral and a sum over the spin. Only for
numerical reasons, we include a small regularization pa-
rameter η = 0.2387 nm in Eq. (10). The last term in Eq.
(2) indicates the quantized photon field, where aˆ and aˆ†
are the photon annihilation and creation operators, re-
spectively, and ~ω is the photon excitation energy. The
photon field interacts with the electron system via the
vector potential
Aˆph(r) = A(eaˆ+ e∗aˆ†) (11)
with
e =
{
ex, TE011
ey, TE101
(12)
for longitudinally-polarized (x-polarized) photon field
(TE011) and transversely-polarized (y-polarized) photon
field (TE101). The electron-photon coupling constant
gEM = eAawΩw/c scales with the amplitude A of the
electromagnetic field. It is interesting to note that the
photon field couples directly to the spin via Eqs. (8), (9)
and (6). For reasons of comparison, we also consider re-
sults without photons in the system. In this case, Aˆph(r)
and ~ωaˆ†aˆ drop out from the MB system Hamiltonian in
Eq. (2).
B. Charge and spin operators
The charge density satisfies the continuity equation
∂
∂t
nc(r, t) +∇jc(r, t) = 0 (13)
while the continuity equation for the spin density includes
in general source terms
∂
∂t
ni(r, t) +∇ji(r, t) = si(r, t) (14)
for all spin polarizations i = x, y, z. Some controversy
has been raised about spin currents and their conserva-
tion and several conserved spin currents proposed.53,54
Today, it is accepted that a redefinition of the Rashba
expression55 is not necessary22,56 as conservation laws
cannot be restored in general22,57. We derived the ex-
pressions for all the corresponding operators from Eq.
(13) and Eq. (14) by two independent ways, and come to
the same conclusion, which is: though other definitions
of the spin current are possible by a related compensa-
tion of the source, it is not possible to eliminate a spin
source term for our Hamiltonian. First, we calculated
the electron group velocity operator
vˆ =
1
m∗i
(
~∇− e
ic
Aˆ(r)
)
+
α
~
(−σy
σx
)
+
β
~
(
σx
−σy
)
(15)
with the space-dependent vector potential
Aˆ(r) = A(r) + Aˆph(r). (16)
in first quantization for the standard expression, Eq. (6)
in Ref. 55. Second, we use the commutation relations for
the field operators to derive expressions for the density,
current density and source operators in second quantiza-
tion in the Heisenberg picture with the equation of mo-
tion,
i~
∂
∂t
Ψˆ(x, t) = [Ψˆ(x, t), HˆS ], (17)
starting from the continuity equation,
∑
σ
∑
σ′
∂
∂t
(
Ψˆ†(r, σ, t)σγ (σ, σ
′)Ψˆ(r, σ′, t)
)
=
∑
σ
∑
σ′
1
i~
[
Ψˆ†(r, σ, t)σγ (σ, σ
′)Ψˆ(r, σ′, t)HˆS
− HˆSΨˆ†(r, σ, t)σγ(σ, σ′)Ψˆ(r, σ′, t)
]
(18)
4with σγ(σ, σ
′) being proportional to the unity matrix co-
efficients if γ = c (describing the charge),
σc(σ, σ
′) = eδσ,σ′ , (19)
or Pauli spin matrix coefficients if γ = x, y, z (describing
the spin polarization),
σx(σ, σ
′) =
~
2
(δσ,↑δσ′,↓ + δσ,↓δσ′,↑), (20)
σy(σ, σ
′) =
i~
2
(−δσ,↑δσ′,↓ + δσ,↓δσ′,↑) (21)
and
σz(σ, σ
′) =
~
2
δσ,σ′(δσ,↑ − δσ,↓). (22)
In Eq. (18), the system Hamiltonian HˆS from Eq. (2)
has to be written with Heisenberg operators instead of
the Schro¨dinger operators. We attribute every contribu-
tion, which can be written in the form, ∇j(r, t), to the
current density operator, thus aiming towards a minimal
expression for the source operator. Finally, we transform
the operators into the Schro¨dinger picture.
The charge density operator
nˆc(r) = eΨ†(r)Ψ(r) (23)
and the spin density operator for spin polarization Si
nˆi(r) =
~
2
Ψ†(r)σiΨ(r). (24)
The component labeled with j ∈ {x, y} of the charge
current density operator is given by
jˆcj (r) =
[
e~
2m∗i
[
Ψˆ†(r)∇jΨˆ(r)−
[
∇jΨˆ†(r)
]
Ψˆ(r)
]
+
e2
m∗c
Aˆj(r)Ψˆ
†(r)Ψˆ(r)
]
+
e
~
Ψˆ†(r)(βσx − ασy)Ψˆ(r)δx,j
+
e
~
Ψˆ†(r)(ασx − βσy)Ψˆ(r)δy,j . (25)
The current density operator for the j-component and
Sx spin polarization
jˆxj (r) =
[
~
2
4m∗i
[
Ψˆ†(r)σx∇jΨˆ(r)−
[
∇jΨˆ†(r)
]
σxΨˆ(r)
]
+
e~
2m∗c
Aˆj(r)Ψˆ
†(r)σxΨˆ(r)
]
+
βδx,j + αδy,j
2
Ψˆ†(r)Ψˆ(r). (26)
the current density operator for Sy spin polarization
jˆyj (r) =
[
~
2
4m∗i
[
Ψˆ†(r)σy∇jΨˆ(r) −
[
∇jΨˆ†(r)
]
σyΨˆ(r)
]
+
e~
2m∗c
Aˆj(r)Ψˆ
†(r)σyΨˆ(r)
]
−αδx,j + βδy,j
2
Ψˆ†(r)Ψˆ(r). (27)
and Sz spin polarization
jˆzj (r) =
[
~
2
4m∗i
[
Ψˆ†(r)σz∇jΨˆ(r)−
[
∇jΨˆ†(r)
]
σzΨˆ(r)
]
+
e~
2m∗c
Aˆj(r)Ψˆ
†(r)σzΨˆ(r)
]
. (28)
The expressions for the source operators are given in ap-
pendix A. We note that our derivation agrees with the
definition of the Rashba current when we limit ourselves
to the case without magnetic and photon field and with-
out Dresselhaus spin-orbit interaction.55,58
III. 1D RINGS: EXACT EXPRESSIONS FOR
THE SPIN CURRENT
In this section, we derive and describe analytical re-
sults for an ideal 1D ring, i.e. with infinitely narrow con-
finement, and with either Rashba or Dresselhaus spin-
orbit interaction. Here, we will neglect the magnetic
field, electron-electron interaction and the photons. Ac-
cordingly, the general expressions for the Hamiltonian,
Eq. (2), and the charge and spin operators, Eqs. (23-28)
and the equations from appendix A, can be simplified for
the purposes of this section. Our aim is to clarify the
role of the different parts of the central Hamiltonian Eq.
(2) by comparing our numerical results to the analytical
results of this section.
A. 1D Rashba ring
Our Hamiltonian containing the kinetic and the
Rashba term
Hˆ = − ~
2
2m∗
∇2 + α
i
[
σˆx
∂
∂y
− σˆy ∂
∂x
]
, (29)
where α is the Rashba coefficient and σˆx, σˆy and σˆz are
the spin Pauli matrices, has the 1D ring limit:59
Hˆ1D = −~Ω ∂
2
∂ϕ2
− i~ωR(cos(ϕ)σˆx + sin(ϕ)σˆy) ∂
∂ϕ
− i~ωR
2
(cos(ϕ)σˆy − sin(ϕ)σˆx). (30)
It is convenient to introduce the dimensionless Rashba
parameter, xR, which is independent of the ring radius a
and scales linearly with the Rashba coefficient α, given
by
xR :=
ωR
Ω
(31)
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FIG. 1. (Color online) Spectrum from Eq. (32) as a function
of x = xR or x = xD for (a) ν = −1 and (b) ν = 1.
with the Rashba frequency ωR := α/(~a) and kinetic fre-
quency Ω := ~/(2m∗a2). The eigenvalues of the Hamil-
tonian in Eq. (30) are:60
Eνn = ~Ω
[(
n− Φ
ν
2π
)2
− x
2
4
]
(32)
with the Rashba AC phase
Φν = −π
[
1 + ν
√
1 + x2
]
, (33)
where we call n the angular momentum quantum num-
ber, ν = ±1 the spin quantum number and x = xR in the
Rashba ring case. The spectrum is shown in Fig. 1. For
zero temperature, T = 0, the lowest Ne/2 states are oc-
cupied both for ν = −1 and ν = 1. Occupation changes
are possible at every other level crossing point.
The eigenfunctions are
ΨRνn(ϕ) =
(
ΨRνn(ϕ, ↑)
ΨRνn(ϕ, ↓)
)
=
exp(inϕ)√
2πa
(
ARν,1
ARν,2 exp(iϕ)
)
(34)
with the 2× 2 coefficient matrix
AR =
(
ARν,1 A
R
ν,2
)
=
(
cos
(
θR
2
)
sin
(
θR
2
)
sin
(
θR
2
) − cos ( θR
2
)) (35)
and
tan
(
θR
2
)
=
1−
√
1 + x2R
xR
. (36)
In our derivation of the exact analytical expressions
for the spin currents given in the appendix B, we assume
that the number of electrons, Ne, is even, as this results
in the same amount of states (distinguished by n) with
ν = −1 or ν = 1 to be occupied provided that T = 0
(except possibly at the crossing points of the spectrum).
Mathematically, we could phrase it that the cardinality
(number of elements) of the two sets of occupied states
N± for ν = ±1 is equal meaning that |N−| = |N+| =
Ne/2. The charge density is given by
ncR =
eNe
2πa
(37)
and the charge current jcR = 0. The spin densities are all
vanishing:
nxR(ϕ) = n
y
R(ϕ) = n
z
R(ϕ) = 0. (38)
The spin current densities are given by
jxR(ϕ) =
~jΦ cos(ϕ)
(
xR − xR
√
1 + x2R
)
Ne
(
2 + 2x2R − 2
√
1 + x2R
)

 ∑
n∈N−
(2n+ 1)−
∑
n∈N+
(2n+ 1)

+ xR~jΦ cos(ϕ)
2
, (39)
jyR(ϕ) =
sin(ϕ)
cos(ϕ)
jxR(ϕ) (40)
6and
jzR =
~jΦ
Ne
(
2 + 2x2R − 2
√
1 + x2R
)

(2 + x2R − 2√1 + x2R
) ∑
n∈N+
n−
∑
n∈N−
(n+ 1)


+ x2R

 ∑
n∈N−
n−
∑
n∈N+
(n+ 1)



 , (41)
where jΦ = Ne~/(4πm
∗a2) is the maximum absolute value of the persistent charge current in units of the electron
charge e as a function of the magnetic flux Φ for α = β = 0. Finally, the spin source terms
sxR(ϕ) = −
~ sin(ϕ)jΦ
Nea
(
2 + 2x2R − 2
√
1 + x2R
) [(2xR + x3R − 2xR√1 + x2R
)
×

 ∑
n∈N−
(n+ 1)−
∑
n∈N+
n

+ x3R

 ∑
n∈N+
(n+ 1)−
∑
n∈N−
n



 , (42)
syR(ϕ) = −
cos(ϕ)
sin(ϕ)
sxR(ϕ) (43)
and szR is vanishing as expected since j
z
R depends not on
ϕ.
To account properly for the rearrangements of the oc-
cupied states N− and N+, we have to distinguish the
case with the cardinalities, |N−| and |N+| = |N−|, to be
even and state rearrangements at xen =
√
(2n+ 1)2 − 1,
n = 0, 1, . . . and the case with odd cardinalities and state
rearrangements at xon =
√
(2n+ 2)2 − 1, n = 0, 1, . . . .
In the even cardinality case, we define a multi-step func-
tion χe = n for xen < x < x
e
n+1, n = 0, 1, . . . . In the
odd cardinality case, χo = 0 for x < xo0 and χ
o = n + 1
for xon < x < x
o
n+1, n = 0, 1, . . . . Here, x is the Rashba
parameter xR or Dresselhaus parameter xD to be defined
later. Then, in the even cardinality case, we have
N e− = {−|N e−|/2 + χe + 1,
−|N e−|/2 + χe + 2, . . . , |N e−|/2 + χe} (44)
and
N e+ = {−|N e+|/2− χe − 1,
−|N e+|/2− χe, . . . , |N e+|/2− χe − 2} (45)
while in the odd cardinality case, we have
No− = {−(|No−| − 1)/2 + χo,
−(|No−| − 1)/2 + χo + 1, . . . , (|No−| − 1)/2 + χo}(46)
and
No+ = {−(|No+| − 1)/2− χo − 1,
−(|No+| − 1)/2− χo, . . . , (|No+| − 1)/2− χo − 1}.(47)
The spin currents are
j
x,e/o
R (ϕ) =
~jΦ
2
cos(ϕ)f e/o(xR), (48)
j
y,e/o
R (ϕ) =
~jΦ
2
sin(ϕ)f e/o(xR) (49)
and
j
z,e/o
R =
~jΦ
2
ge/o(xR). (50)
The non-vanishing source terms are
s
x,e/o
R (ϕ) = −
~jΦ
2a
f e/o(xR) sin(ϕ) (51)
and
s
y,e/o
R (ϕ) =
~jΦ
2a
f e/o(xR) cos(ϕ). (52)
The functions f e/o(x) and ge/o(x) describing the depen-
dency on the Rashba parameter x = xR or Dresselhaus
parameter x = xD have to be distinguished according to
their cardinality.
For even cardinality, we have
f e(x) =
2x− 2x√1 + x2
2 + 2x2 − 2√1 + x2 [2 + 2χ
e] + x (53)
and
ge(x) =
2
2 + 2x2 − 2√1 + x2
[
x2
[
χe +
1
2
]
−
(
2 + x2 − 2
√
1 + x2
)[3
2
+ χe
]]
. (54)
For odd cardinality, they are
fo(x) =
2x− 2x√1 + x2
2 + 2x2 − 2√1 + x2 [1 + 2χ
o] + x (55)
and
go(x) =
2
2 + 2x2 − 2√1 + x2
[
x2χo
−
(
2 + x2 − 2
√
1 + x2
)
[1 + χo]
]
. (56)
7Eqs. (48) to (56) represent the main result of this sec-
tion. In the following, the properties of these Rashba
spin currents and spin source terms will be described.
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FIG. 2. (Color online) Geometrical arrangement of (a) the
source term s
x,e/o
R (ϕ) and spin current j
x,e/o
R (ϕ) of the x-
component of the spin, (b) s
y,e/o
R (ϕ) and j
y,e/o
R (ϕ) of the y-
component and (c) j
z,e/o
R for the z-component in the case that
B = β = 0. The spin current for the z-component of the spin
is homogeneous in space due to the absence of the source term
s
z,e/o
R (ϕ). The “+”-sign and “–”-sign indicate source and sink,
respectively, in the case that xR is such that f
e/o(xR)) ≤ 0 or
ge/o(xR) ≥ 0 and the arrows indicate the corresponding spin
current direction and are shown (a) and (b) at the positions
of maximum current magnitude and (c) at arbitrary positions
for j
z,e/o
R , which is homogeneous in space.
Sx Sy Sz
+_
_
+(a) (c)(b)
FIG. 3. (Color online) Same as Fig. 2, but for the Dresselhaus
ring (the case B = α = 0).
Figure 2 shows the geometrical arrangement of the
sources and spin currents. For the x- and y-component
of the spin, Fig. 2 (a) and (b), respectively, source and
sink term are largest on opposite sites of the ring. Cor-
respondingly, a non-homogeneous spin current is flowing
from the source to the sink with maxima at the inter-
mediate positions, where the source term is zero. The
only difference between the spin components Sx and Sy
is a rotation by π/2. The source can interchange its
position with the sink if we allow for variations in the
Rashba parameter xR. The ranges of xR, where the
case of Fig. 2 applies is dependent on the cardinality and
can be alternatively summarized by the either condition,
f e/o(xR)) ≤ 0 or ge/o(xR) ≥ 0. The current for Sz spin
polarization in Fig. 2 (c) is equally large everywhere and
circulating around the ring similar to the persistent cur-
rent invoked by a magnetic flux.61,62 The z-component
of the spin is therefore source-free. This might be under-
stood in the following way: similarly to the magnetic field
acting on the spin via the Zeeman term, one can define an
effective magnetic field for the Rashba spin-orbit interac-
tion, BR = −pˆ×E/(m∗c), due to the electronic motion
inside the electric field E = Eez causing the Rashba in-
teraction. The effective magnetic field is perpendicular
to the electric field in z-direction and the effective mo-
mentum of the electrons in eϕ-direction. Consequently,
the effective magnetic field is always perpendicular to the
Sz spin polarization suggesting that
∂
∂tn
z(r, t) = 0. In
a local interpretation of the spin continuity equation Eq.
(14), this corresponds to the case that the driving mech-
anism, i.e. the source term s
z,e/o
R (ϕ) = 0. We note that
the geometrical aspects of the spin current flow could be
summarized by stating that the spin current for spin po-
larization Si flows freely in the plane perpendicular to the
unit vector ei. In our case, the spin current is confined
to a 1D system along eϕ. The spin current magnitude
along the ring is then given by the projection eϕ onto the
plane perpendicular to ei. For Sz spin polarization, eϕ is
inside this plane and therefore the spin current is space
independent. As the spin currents are not dependent on
time, we will call them persistent spin currents, not dis-
tinguishing whether they are homogeneous in space or
not.
Figure 4 shows the spin currents as a function of the
Rashba parameter xR. As opposed to the magnetic flux
dependency of the charge current, the Rashba parameter
dependency of the spin currents is not exactly periodic,
in particular for small xR. At the zero points of all the
even cardinality spin currents, the odd cardinality spin
currents are largest, changing discontinuously by sign due
to sudden reoccupations among states of the same spin
quantum number ν. Likewise, at the discontinuities of
the even cardinality spin currents, the odd cardinality
spin currents are zero. It is interesting to note that the
z-component of the spin current is commonly larger for
small xR and, in particular, that an infinitesimal small
Rashba coefficient should lead to the relatively large spin
current jz,eR =
~jΦ
2
provided that the total electron num-
ber Ne is divisible by 4. This way, an infinitesimal small
effective electric field is enough to generate a considerable
persistent AC current provided the system can be cooled
down and ME interactions neglected. We note that for
xR exactly equal to zero, all spin currents are vanishing
as jz,eR changes discontinuously at xR = 0.
B. 1D Dresselhaus ring
Here, we consider the case that spin and orbital mo-
mentum couple via the Dresselhaus instead of the Rashba
interaction. The corresponding Hamiltonian containing
the kinetic and the Dresselhaus term,
Hˆ = − ~
2
2m∗
∇2 + β
i
[
σˆx
∂
∂x
− σˆy ∂
∂y
]
, (57)
where β is the Dresselhaus coefficient. In analogy to the
Rashba parameter xR, it is convenient to introduce the
dimensionless Dresselhaus parameter, xD, which is inde-
pendent of the ring radius and scales linearly with the
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FIG. 4. (Color online) Rashba parameter dependency of
j
x,e/o
R (xR)/ cos(ϕ), j
y,e/o
R (xR)/ sin(ϕ) and j
z,e/o
R (xR) for B =
β = 0 and (a) Ne/2 even, and (b) Ne/2 odd. The posi-
tions of constructive AC interference satisfying Φν = 2πn,
n = 0, 1, . . . are indicated by the blue vertical lines.
Dresselhaus coefficient β, given by
xD :=
ωD
Ω
(58)
with the Dresselhaus frequency ωD := β/(~a). The Dres-
selhaus eigenvalues and coefficient matrix are derived in
appendix C. The Dresselhaus and Rashba spectrum are
identical and shown in Fig. 1. The charge density is con-
stant as in the Rashba case,
ncD =
eNe
2πa
, (59)
and the charge current jcD = 0.
The spectrum, charge density and charge current are
the same for the Rashba and Dresselhaus ring. We have
calculated also the spin densities, spin currents and spin
source terms in analogy to the Rashba case. For the
Dresselhaus ring, we will present the results by a com-
parison to the Rashba case and give an explanation of
our findings by a comparison of the two Hamiltonians.
The Dresselhaus Hamiltonian Eq. (57) is invariant to the
Rashba Hamiltonian Eq. (29), if the replacement
σˆxσˆy
β

→

−σˆy−σˆx
α

 . (60)
is performed. Moreover, using the commutation relation
σˆz = [σˆx, σˆy]/(2i), the z-spin Pauli matrix transforms
according to σˆz → −σˆz. This suggests the following re-
lations for the Dresselhaus spin densites for xD = xR:
nxDnyD
nzD

 =

−nyR−nxR
−nzR

 . (61)
As a consequence, also in the Dresselhaus case, all spin
densities are vanishing:
nxD(ϕ) = n
y
D(ϕ) = n
z
D(ϕ) = 0. (62)
Furthermore, the Dresselhaus spin currents and spin
sources are related to the Rashba ones for xD = xR:
j
x,e/o
D
j
y,e/o
D
j
z,e/o
D

 =

−j
y,e/o
R
−jx,e/oR
−jz,e/oR

 ,

s
x,e/o
D
s
y,e/o
D
s
z,e/o
D

 =

−s
y,e/o
R
−sx,e/oR
−sz,e/oR

 .(63)
Figure 3 shows the geometrical arrangement of the
sources and spin currents. The differences to the Rashba
ring can be stated as follows:
1. The transport pattern for the x-component of the
spin is rotated by −π/2.
2. The transport pattern for the y-component of the
spin is rotated by π/2.
3. The ϕ-independent current for the z-component of
the spin flows in the opposite direction.
IV. MODEL AND THEORY FOR THE 2D RING
COUPLED TO EXTERNAL LEADS
In this section, we describe the central system poten-
tial VS for the broad quantum ring and its connection to
the leads. The electronic ring system is embedded in an
electromagnetic cavity by coupling a many-level electron
system with photons using the full photon energy spec-
trum of a single cavity mode. The central ring system is
described by a MB system Hamiltonian HˆS with a uni-
form perpendicular magnetic field, in which the electron-
electron interaction and the electron-photon coupling to
the x- or y-polarized photon field is explicitly taken into
account. We employ the TCL-GME approach to explore
the non-equilibrium electronic transport when the system
is coupled to leads by a transient switching potential.
9TABLE I. Parameters of the central region ring potential.
i Vi in meV βxi in
1
nm
x0i in nm βyi in
1
nm
1 10 0.013 150 0
2 10 0.013 -150 0
3 11.1 0.0165 ǫ 0.0165
4 -4.7 0.02 149 0.02
5 -4.7 0.02 -149 0.02
6 -5.33 0 0 0
A. Quantum ring potential
-150-100-50  0  50  100 150
-150
-100
-50
 0
 50
 100
 150
Vs (meV)
      14
      12
      10
       8
       6
       4
       2
       1
     0.5
     0.4
     0.3
     0.2
     0.1
       0
    -0.1
x (nm)
y (nm)
FIG. 5. (Color online) Equipotential lines in the central ring
system connected to the left and right leads. Note that the
isolines are refined close to the bottom of the ring structure.
The quantum ring is embedded in the central system of
length Lx = 300 nm situated between two contact areas
that will be coupled to the external leads, as is depicted
in Fig. 5. The system potential is described by
VS(r) =
6∑
i=1
Vi exp
[
− (βxi(x− x0i))2 − (βyiy)2
]
+
1
2
m∗Ω20y
2, (64)
with the parameters from table I, which are selected
such that the potential is a bit higher at the contact
regions (the place where electrons tend otherwise to ac-
cumulate) than at the ring arms to guarantee a uni-
form density distribution along the ring. x03 = ǫ is
a small numerical symmetry breaking parameter and
|ǫ| = 10−5 nm is enough for numerical stability. In Eq.
(64), ~Ω0 = 1.0 meV is the characteristic energy of the
confinement and m∗ = 0.067me is the effective mass of
an electron in GaAs-based material. The ring radius
a ≈ 80 nm, which means that α ≈ xR × 7.1 meVnm.
B. Lead Hamiltonian
The Hamiltonian for the semi-infinite lead l ∈ {L,R}
(left or right lead),
Hˆ l =
∫
d2r
∫
d2r′ Ψˆ†l (r
′)δ(r′ − r)
[[
pˆ2l
2m∗
+ Vl(r)
]
+ HZ + HˆR(r) + HˆD(r)
]
Ψˆl(r), (65)
with the momentum operator containing only the kinetic
momentum and the vector potential coming from the
magnetic field (i.e. no photon field)
pˆl(r) =
~
i
∇+ e
c
A(r). (66)
We remind the reader that the Rashba part, HˆR(r), (Eq.
(8)) and Dresselhaus part, HˆD(r), (Eq. (9)) of the spin-
orbit interaction are momentum dependent and it is the
momentum from Eq. (66), which is used for these terms in
Eq. (65). Equation (65) contains the lead field operator
Ψˆl(x) =
∑
q
ψql(x)Cˆql (67)
in the two-component vector
Ψˆl(r) =
(
Ψˆl(↑, r)
Ψˆl(↓, r)
)
(68)
and a corresponding definition of the hermitian conju-
gate to Eq. (4). In Eq. (67), ψql(x) is a SES in the lead l
(eigenstate with quantum number q of Hamiltonian Eq.
(65)) and Cˆql is the associated electron annihilation op-
erator. The lead potential
Vl(r) =
1
2
m∗Ω2l y
2 (69)
confines the electrons parabolically in y-direction. We
use a relatively strong confinement, ~Ωl = 2.0 meV, to re-
duce the number of subbands in the leads and thereby the
computational effort for our total time-dependent quan-
tum system.
C. Time-convolutionless generalized master
equation approach
We use the time-convolutionless generalized master
equation50 TCL-GME, which is a non-Markovian master
equation that is local in time. This master equation sat-
isfies the positivity conditions63 for the MB state occupa-
tion probabilities in the RDO usually to a higher system-
lead coupling strength9. We assume, the initial total sta-
tistical density matrix can be written as a product of the
system and leads density matrices, before switching on
the coupling to the leads,
Wˆ (0) = ρˆL ⊗ ρˆR ⊗ ρˆS(0), (70)
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with ρl, l ∈ {L,R}, being the normalized density matri-
ces of the leads. The coupling Hamiltonian between the
central system and the leads reads
HˆT (t) =
∑
l=L,R
∫
dq χl(t)
[
Tˆ
l(q)Cˆql + Cˆ
†
qlTˆ
l†(q)
]
. (71)
The coupling is switched on at t = 0 via the switching
function
χl(t) = 1− 2
eαlt + 1
(72)
with switching parameter αl and
Tˆ
l(q) =
∑
αβ
|α)(β|
∑
a
T lqa(α|Cˆ†a|β). (73)
Equation (73) is written in the system Hamiltonian MB
eigenbasis {|α)}. The coupling tensor64
T lqa =
∑
σ
∑
σ′
∫
Ωl
d2r
∫
Ωl
S
d2r′ ψ∗ql(r, σ)
×glaq(r, r′, σ, σ′)ψSa (r′, σ′) (74)
couples the lead SES {ψql(r, σ)} with energy spectrum
{ǫl(q)} to the system SES {ψSa (r, σ)} with energy spec-
trum {Ea} that reach into the contact regions,65 ΩlS and
Ωl, of system and lead l, respectively, and
glaq(r, r
′, σ, σ′) = gl0δσ,σ′ exp
[−δlx(x− x′)2 − δly(y − y′)2]
× exp
(
−|Ea − ǫ
l(q)|
∆lE
)
(75)
includes the same-spin coupling condition. Note that the
meaning of x in Eq. (75) is r = (x, y) and not x = r, σ. In
Eq. (75), gl0 is the lead coupling strength. In addition, δ
l
x
and δly are the contact region parameters for lead l in x-
and y-direction, respectively. Moreover, ∆lE denotes the
affinity constant between the central system SES energy
levels {Ea} and the lead energy levels {ǫl(q)}.
The reduced density operator (RDO) of the system,
ρˆS(t) = TrLTrR[Wˆ (t)], (76)
propagated with the TCL-GME9,50 in the Schro¨dinger
picture evolves to second order in the lead coupling
strength in time via
˙ˆρS(t) = − i
~
[HˆS , ρˆS(t)]−
[ ∑
l=L,R
∫
dq
[
Tˆ
l(q), Ωˆl(q, t)ρˆS(t)
−f(ǫl(q))
{
ρˆS(t), Ωˆ
l(q, t)
} ]
+H.c.
]
(77)
with
Ωˆl(q, t) =
1
~2
χl(t) exp
(
− i
~
tǫl(q)
)
×UˆS(t)Πˆl(q, t)Uˆ †S(t), (78)
Πˆl(q, t) =
∫ t
0
dt′
[
exp
(
i
~
t′ǫl(q)
)
χl(t′)
× Uˆ †S(t′)Tˆl†(q)UˆS(t′)
]
(79)
and f(E) being the Fermi distribution function.
V. NON-EQUILIBRIUM TRANSPORT
PROPERTIES FOR A 2D RING CONNECTED
TO LEADS
We investigate the non-equilibrium electron transport
properties through a quantum ring system, which is sit-
uated in a photon cavity and weakly coupled to leads.
We assume GaAs-based material with electron effective
mass m∗ = 0.067me and background relative dielectric
constant κ = 12.4. We consider a single cavity mode
with fixed photon excitation energy ~ω = 0.4 meV. The
electron-photon coupling constant in the central system
is gEM = 0.1 meV. Before switching on the coupling, we
assume the central system to be in the pure initial state
with electron occupation number Ne,init = 0 and and
— unless otherwise stated — photon occupation number
Nph,init = 1 of the electromagnetic field.
A small external perpendicular uniform magnetic field
B = 10−5 T is applied through the central ring system
and the lead reservoirs to lift the spin degeneracy. The
area of the central ring system is A = πa2 ≈ 2× 104 nm2
leading to the magnetic field B0 = Φ0/A ≈ 0.2 T corre-
sponding to one flux quantum Φ0 = hc/e. The applied
magnetic field B << B0 is therefore order of magnitudes
outside the AB regime. The temperature of the reser-
voirs is assumed to be T = 0.5 K. The chemical poten-
tials in the leads are µL = 1.55 meV and µR = 0.7 meV
leading to a source-drain bias window ∆µ = 0.85 meV.
We let the affinity constant ∆lE = 0.25 meV to be close
to the characteristic electronic excitation energy in x-
direction. In addition, we let the contact region pa-
rameters for lead l ∈ {L,R} in x- and y-direction be
δlx = δ
l
y = 4.39 × 10−4 nm−2. The system-lead coupling
strength gl0 = 1.371× 10−3 meV/nm3/2.
There are several relevant length and time scales that
should be mentioned. The 2D magnetic length is l =
[c~/(eB)]1/2 = 8.12 µm. The ring system is paraboli-
cally confined in the y-direction with characteristic en-
ergy ~Ω0 = 1.0 meV leading to a much shorter magnetic
length scale
aw =
(
~
m∗Ω0
)1/2
1
4
√
1 + [eB/(m∗cΩ0)]2
= 33.74 nm. (80)
The time-scale for the switching on of the system-lead
coupling is (αl)−1 = 3.291 ps, the single-electron state
(1ES) charging time-scale τ1ES ≈ 30 ps, and the two-
electron state (2ES) charging time-scale τ2ES ≫ 200 ps
described in the sequential tunneling regime. We study
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the transport properties for 0 ≤ t < τ2ES, when the sys-
tem has not yet reached a steady state.
To get more insight into the local current flow in the
ring system, we define the top local charge (γ = c) and
spin (γ = x, y, z) current through the upper arm (y > 0)
of the ring
Iγtop(t) =
∫ ∞
0
dy jγx(x = 0, y, t) (81)
and the bottom local charge and spin current through
the lower arm (y < 0) of the ring
Iγbottom(t) =
∫ 0
−∞
dy jγx(x = 0, y, t) . (82)
Here, the charge and spin current density,
jγ(r, t) =
(
jγx (r, t)
jγy (r, t)
)
= Tr[ρˆS(t)ˆj
γ(r)], (83)
is given by the expectation value of the charge and spin
current density operator, Eq. (25), Eq. (26), Eq. (27) and
Eq. (28). Furthermore, to distinguish better the type and
driving schemes of the dynamical transport features, we
define the total local (TL) charge or spin current
Iγtl(t) = I
γ
top(t) + I
γ
bottom(t) (84)
and circular local (CL) charge or spin current
Iγcl(t) =
1
2
[
Iγbottom(t)− Iγtop(t)
]
, (85)
which is positive if the electrons move counter-clockwise
in the ring. The TL charge current is usually bias driven
while the CL charge current could be driven by a mag-
netic field or circularly polarized photon field. The TL
spin current is usually related to non-vanishing sources
while a CL spin current can exist without sources. In the
supplemental material, we present the spin photocurrent
densities
j
γ,p
ph (r, t) = j
γ,p(r, t) − jγ,0(r, t), (86)
which are given by the difference of the associated lo-
cal spin current densities with (jγ,p(r, t)) and without
(jγ,0(r, t)) photons, where p = x, y denotes the polar-
ization of the photon field (x: x-polarization, y: y-
polarization) and γ ∈ {x, y, z}. Below, we shall explore
the influence of the Rashba and Dresselhaus parameter
and the photon field polarization on the non-equilibrium
quantum transport in terms of the above time-dependent
currents in the broad quantum ring system connected to
leads.
A. 2D Rashba ring
Here, we will describe our numerical results (ME spec-
trum and charge and spin currents) for the finite-width
ring with only Rashba spin-orbit interaction and and
compare them to the analytical results for the 1D ring.
1. Local charge current
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FIG. 6. (Color online) Total local current (Ictl) and CL current
(Iccl) versus the Rashba coefficient and averaged over the time
interval [180, 220] ps to give a more representative picture in
the transient regime with (w) (a) x-polarized photon field and
(b) y-polarized photon field or without (w/o) photon cavity.
The Dresselhaus coefficient β = 0. The blue arrow denotes
the position of the first AC destructive phase.
Figure 6 shows the local charge currents as a function
of the Rashba coefficient. The CL charge current is close
to zero as the linearly polarized photon field and negli-
gible magnetic field promote no circular charge motion.
This is in agreement with the exact result of the 1D closed
(i.e. not connected to electron reservoirs) Rashba ring,
where the charge current vanishes. The non-vanishing
TL charge current is therefore solely induced by the bias
between the leads. Around αc ≈ 13 meVnm (blue ar-
row) the TL charge current has a pronounced minimum
coming from the AC destructive phase interference at
xcR = x
o
0 =
√
3 ≈ 1.73 or αc ≈ xcR × 7.1 ≈ 12.3 meVnm.
The linearly polarized photons tend in general to sup-
press the local charge current as the increasing number
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of possible MB states tends to constrict them to smaller
energy differences in the MB spectrum. However, espe-
cially for the y-polarized photon field Fig. 6(b), the AC
minimum appears weaker, and for large values α ≥ 18
the TL current can be enhanced.
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FIG. 7. (Color online) ME energy spectrum of the system
Hamiltonian Eq. (2) versus the Rashba coefficient α without
photon cavity. The states are differentiated according to their
electron content Ne: zero-electron state (Ne = 0, 0ES, green
dot), single electron states (Ne = 1, SES, red dots) and two
electron states (Ne = 2, 2ES, blue crosses). The Dressel-
haus coefficient β = 0. The bias window [µR, µL] is depicted
by solid black lines. The orange parallelogram indicates the
location of SES crossings.
To investigate the charge current minimum (blue arrow
in Fig. 6) further, we have a look at the ME spectrum
as a function of the Rashba coefficient, Fig. 7, where the
zero-electron state is marked in green color, the SESs
in red color and the two electron states in blue color.
Around α ≈ 13 meVnm, we observe crossings of the
SESs (inside the orange parallelogram in Fig. 7), which
correspond to the AC destructive phase interference at
xcR. We see clearly that the phase relation and the TL
charge current behavior are linked due to the appear-
ance of a current-suppressing ME degeneracy.9 It is also
interesting to notice that the critical Rashba coeffient de-
scribing the location of the crossing point is the smaller
the higher a selected SES lies in energy. As the spin-orbit
wavefunctions of the higher-in-energy SESs are more ex-
tended the associated effective 1D ring radius a increases.
Now, since αo0 =
~
2xo0
2m∗a obtained from Eq. (31), the first
crossing point value αo0 is located at a smaller α-value. It
is important, however, to be aware that mainly the SES
around the bias window [µR, µL] are contributing to the
transport properties.
2. Local spin current and 1D comparison
In Fig. 8, we compare the 2D local Rashba spin cur-
rents Iitl/cl,2D,R without photon field with the analo-
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FIG. 8. (Color online) 2D TL Rashba spin current Iitl or 2D
CL Rashba spin current Iicl averaged over the time interval
[180, 220] ps without photon cavity in comparison with the
1D TL Rashba spin current I
i,e/o
tl,1D,R or 1D CL Rashba spin
current I
i,e/o
cl,1D,R for even or odd cardinalities and with the
electron number Ne taken from the 2D case. The Rashba
spin currents are shown for (a) Sy spin polarization and (b)
Sz spin polarization versus the Rashba coefficient α. The
Dresselhaus coefficient β = 0 and the ring radius a = 80 nm.
The 1D TL and CL spin currents, which are equal to zero,
I
y,e/o
cl,1D,R = I
z,e/o
tl,1D,R = 0, are not shown.
gously defined 1D TL Rashba spin current
I
i,e/o
tl,1D,R = −ji,e/oR (
π
2
) + j
i,e/o
R (−
π
2
) (87)
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and 1D CL Rashba spin current
I
i,e/o
cl,1D,R =
1
2
(
j
i,e/o
R (
π
2
) + j
i,e/o
R (−
π
2
)
)
. (88)
For the electron number Ne, which j
i,e/o
1D,R depends on, we
have chosen the corresponding value of the 2D Rashba
ring without photon cavity averaged over the time in-
terval [180, 220] ps. Neither is Ne an integer number in
general, nor are the state occupancies in the central sys-
tem following a Fermi distribution due to the geometry-
and energy-dependent coupling to the biased leads and
electron correlations suggesting to compare to the cases
of both even and odd cardinalities for the 1D Rashba
spin current j
i,e/o
1D,R. For Sx spin polarization, in a plot
of the same scale as Fig. 8, the 2D TL and CL Rashba
spin currents, Ixtl and I
x
cl, can not be distinguished from
a zero line. The corresponding 1D TL and CL Rashba
spin currents are zero: I
x,e/o
tl,1D,R = I
x,e/o
cl,1D,R = 0.
Figure 8 shows that the 2D spin currents are in general
smaller than the 1D spin currents (often in between the
1D Rashba spin currents for even and odd cardinality,
Ii,e1D,R and I
i,o
1D,R, respectively). This is because many
ME states are contributing, which are only fractionally
occupied. Furthermore, the 2D structure smoothens the
discontinuities with respect to α thus reducing further the
peaks in the 1D currents. Nonetheless, some similarities
can be found for the α-values regarding the position of
the zero transitions. In particular considering the zero
transitions, it seems that the even cardinality case is the
more appropriate case to describe the spin currents of the
finite-width ring. Furthermore, there is strong agreement
in the spin currents, which are supposed to be zero. The
1D local Rashba spin currents for spin polarization Sx,
I
x,e/o
tl,1D,R and I
x,e/o
cl,1D,R, are zero. The same is true for the 1D
CL Rashba spin current for spin polarization Sy, I
y,e/o
cl,1D,R,
and the 1D TL Rashba spin current for spin polarization
Sz, I
z,e/o
tl,1D,R. When looking at the associated 2D local
Rashba spin currents, we find that these currents are also
close to zero.
Figure 9 shows the Rashba local spin currents, which
are far from zero for x- or y-polarized photon field (and
without photon field for comparison). The other spin
currents remain close to zero even with photon field. For
α ≤ 8 the photon cavity field enhances the spin currents
for both polarizations as opposed to the local charge cur-
rent. In general, the modifications of the y-polarized
photon field are a bit stronger due to the closer agree-
ment of the characteristic electronic excitation energy in
y-direction with the photon mode energy ~ω = 0.4 meV.
Figure 10 shows the spin current densities jx(x, y) (top
panels), jy(x, y) (middle panels) and jz(x, y) (bottom
panels). The photon field is switched off (left panels)
or it is x-polarized (right panels). The spin current den-
sities are depicted for a Rashba coefficient α = 5 meVnm
below the first destructive AC interference. We note that
the spin densities show increasingly vortex structures for
larger α. The results without photon cavity (left panels)
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FIG. 9. (Color online) (a) Total local Rashba spin current
Iytl for Sy spin polarization and (b) CL Rashba spin current
Izcl for Sz spin polarization averaged over the time interval
[180, 220] ps without (w/o) photon cavity, x-polarized photon
field and y-polarized photon field versus the Rashba coefficient
α for the ring of finite width. The Dresselhaus coefficient
β = 0.
have numerous similarities to the 1D ring: the Sx spin
current density is maximal at ϕ = 0, π (Fig. 10(a)) and
the Sy spin current density is maximal at ϕ = −π/2, π/2
(Fig. 10(b)). Furthermore, the spin flow is along the ϕ-
direction. Also, the Sz spin current density is almost
homogeneous in ϕ (Fig. 10(c)). Furthermore, the rela-
tive directions of the spin flow are in agreement with the
1D case, when the flow directions are compared for the
different spin polarizations. A difference is the vortices
around charge density maxima at the contact regions of
the 2D ring for Sz spin polarization.
Next, we want to study the influence of linearly po-
larized photons on the spin current density distributions
(right versus left panels in Fig. 10 for x-polarized pho-
tons). All spin current densities are a bit larger for x-
polarized photons except the vortices at the contact re-
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FIG. 10. (Color online) Spin current densities ji(x, y), i = x, y, z at t = 200 ps (a)-(c) without photon field or (d)-(e) with x-
polarized photon field for (a) and (d) Sx spin polarization, (b) and (e) Sy spin polarization or (e) and (f) Sz spin polarization.
The Rashba coefficient α = 5 meVnm and the Dresselhaus coefficient β = 0. A spin current density vector of length aw
corresponds to 1.25 × 10−3meV/aw.
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gions due to a redistribution of the charge density (i.e.
by the density of potential spin carriers) from the con-
tact regions to the ring arms. The influence of the x-
polarized photons is still considerably time-dependent in
the time regime shown in Fig. 10. The same is true for
y-polarization and the spin current densites without pho-
ton cavity (left panels in Fig. 10) reminding us about the
non-equilibrium situation. For supplemental material for
the time dependency of the spin current densities in the
form of movies, we refer the reader to Ref. 66.
B. 2D Dresselhaus ring and comparison to the 2D
Rashba ring
Here, we will compare the 2D results of the Rashba
ring to the 2D results of the Dresselhaus ring. The charge
currents from Fig. 6 remain the same in the Dresselhaus
case. How the spin currents shown in Figs. 8 and 9 look
like in the Dresselhaus case can be deduced from Fig. 11,
which shows the TL and CL 2D spin currents with and
without x-polarized photon field. The left panels corre-
spond to the situation of only Rashba spin-orbit interac-
tion, the right panels to the situation of only Dresselhaus
spin-orbit interaction. It becomes clear from these figures
that the symmtries between the Rashba and Dresselhaus
ring, Eq. (63), apply to the non-equilibrium situation of
a 2D ring of interacting electrons, which is connected to
leads. This is because neither the Coulomb interaction
nor the 2D ring potential depend on the spin. The leads
include spin-orbit interaction and the contact regions al-
low for tunneling of electron between same-spin states of
the central system and leads. It is therefore, that the
symmetries, Eq. (63), are conserved. To support this,
we note in passing that also the non-local spin currents,
which describe the spin transport from the left lead into
the system or from the system to the right lead, satisfy
Eqs. (63). However, if we would allow for spin-flip cou-
pling between system and lead states, Eqs. (63) might
be violated. Furthermore, the ring may be embedded
in a photon cavity with linearly polarized photons with-
out breaking the symmetry relations Eq. (63) (the sym-
metries are conserved also for y-polarization, not shown
in Fig. 11). It can be easily understood that the pho-
ton field does not break this symmetry as the photonic
part of the vector potential operator Aˆph(r) enters the
Rashba Hamiltonian Eq. (8) and Dresselhaus Hamilto-
nian 9 in the same way as the momentum operator. Fig-
ure 12 shows the spin current densities jx(x, y) (top pan-
els), jy(x, y) (middle panels) and jz(x, y) (bottom panels)
for the 2D Rashba (left panels) and 2D Dresselhaus ring
(right panels) in comparison. It confirms that the Eqs.
(63) are valid at any location in the central system. Fi-
nally, we note that the Zeeman term Eq. (7) breaks the
symmetry relations. The intricate effect from the mag-
netic field can be recognized for B ≥ 0.1 T.
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FIG. 11. (Color online) Total local and CL 2D spin cur-
rent, Iitl and I
i
cl, respectively, averaged over the time inter-
val [180, 220] ps with (w) x-polarized photon field or without
(w/o) photon cavity for (a) Sx spin polarization and Rashba
interaction (β = 0), (b) Sx spin polarization and Dresselhaus
interaction (α = 0), (c) Sy spin polarization and Rashba in-
teraction (β = 0), (d) Sy spin polarization and Dresselhaus
interaction (α = 0), (e) Sz spin polarization and Rashba in-
teraction (β = 0) and (f) Sz spin polarization and Dresselhaus
interaction (α = 0). Note that the scale for the ordinate may
differ dramatically between the subfigures.
VI. CONCLUSIONS
The transport of electrons can be controlled by various
interference phenomena and geometric phases. In this
work, we turned our focus to the AC phase, which can
be influenced by the strength of the spin-orbit coupling,
device geometry and cavity photons. We have presented
the charge and spin currents inside a quantum ring, in
which the electrons’ spin interacts with the orbital mo-
tion via the Rashba or Dresselhaus interaction. First, for
a 1D ring, we presented analytical results for the cur-
rents. For zero temperature and divisibility of the elec-
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FIG. 12. (Color online) Spin current densities ji(x, y), i = x, y, z at t = 200 ps for (a)-(c) only Rashba spin-orbit interaction
(α = 5 meVnm and β = 0) or (d)-(e) only Dresselhaus spin-orbit interaction (α = 0 and β = 5 meVnm) and for (a) and (d)
Sx spin polarization, (b) and (e) Sy spin polarization or (e) and (f) Sz spin polarization. The photon field is x-polarized. A
spin current density vector of length aw corresponds to 1.25× 10
−3meV/aw .
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tron number by 4, we predict a finite spin current of non-
interacting electrons in the limit of the electric field caus-
ing the Rashba effect approaching zero. The current for
the Sz spin polarization is flowing homogeneously around
the ring, but the currents for the other spin polarizations,
flows from a local source to a local sink. Second, for a
finite-width ring connected to leads, where the electrons
are correlated by Coulomb interaction we calculated nu-
merically the transient currents before the equilibrium
situation is reached using a time-convolutionless general-
ized master equation formalism. We included spin-orbit
coupling, but excluded Coulomb interaction in the elec-
trically biased leads. In addition, we allow the system
electrons to interact with a single cavity photon mode
of x- or y-polarized photons. The broad ring geometry
together with the spin degree of freedom required a sub-
stantial computational effort on state of the art machines.
A pronounced AC charge current dip can be recog-
nized in the TL current flowing from the higher-biased
lead through the ring to the lower-biased lead at the pre-
dicted position of the Rashba coefficient derived from the
1D model. The dip structure is linked to crossings in
the ME spectrum and can be removed partly by embed-
ding the ring system in a photon cavity of preferably
y-polarized photons. The spin currents of the 1D and
2D rings agree qualitatively in their kind (TL or CL)
and spin polarization (Sx, Sy or Sz), the position of sign
changes with respect to the Rashba parameter and the
geometric shape of the current flow distribution. Quan-
tatively, we can conclude that it is preferable to choose
a narrow ring of weakly correlated electrons to obtain a
strong spin current. The linearly polarized photon field
interacting with the electrons suppresses in general the
charge current but enhances the spin current in the small
Rashba coefficient regime. Therefore, the linearly polar-
ized photon field might be used to restore to some extent
the strong spin current for Sz spin polarization in the
small Rashba coefficient regime, which is suppressed for
the broad ring with electron correlations and coupling to
the leads. The local spin current and spin photocurrent
are subjected to stronger changes in time than non-local
quantities as the total charge in the system, emphasizing
the non-equilibrium situation. We established symme-
try relations of the spin currents between the Rashba
and Dresselhaus ring. We have shown that they remain
valid for a finite-width ring of correlated electrons con-
nected to electrically biased leads via a spin-conserving
coupling tensor. Furthermore, switching on the cavity
photon field does not destroy the symmetry relations.
The sign of the spin current for Sz spin polarization could
be used to distinguish the Rashba and Dresselhaus spin-
orbit interactions provided that they are sufficiently weak
(x < xc := xcR) and care is taken that the induced mag-
netic field of a charge current through the ring is not too
large. The conceived quantum ring system in a photon
cavity with adjustable spin-orbit interaction and photon
field polarization could be used for future applications as
an elementary optoelectronic quantum device for quan-
tum information processing.
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Appendix A: source operators
Here, we give the expressions for the spin source oper-
ators:
sˆx(r) = −µBgSB
2
[
Ψˆ†(r)σyΨˆ(r)
]
− iα
2
[
∂
∂x
[
Ψˆ†(r)
]
σzΨˆ(r) − Ψˆ†(r)σz ∂
∂x
Ψˆ(r)
]
− iβ
2
[
∂
∂y
[
Ψˆ†(r)
]
σzΨˆ(r) − Ψˆ†(r)σz ∂
∂y
Ψˆ(r)
]
−eα
c~
Aˆx(r)Ψˆ
†(r)σzΨˆ(r)
−eβ
c~
Aˆy(r)Ψˆ
†(r)σzΨˆ(r). (A1)
sˆy(r) =
µBgSB
2
[
Ψˆ†(r)σxΨˆ(r)
]
− iβ
2
[
∂
∂x
[
Ψˆ†(r)
]
σzΨˆ(r) − Ψˆ†(r)σz ∂
∂x
Ψˆ(r)
]
− iα
2
[
∂
∂y
[
Ψˆ†(r)
]
σzΨˆ(r)− Ψˆ†(r)σz ∂
∂y
Ψˆ(r)
]
−eβ
c~
Aˆx(r)Ψˆ
†(r)σzΨˆ(r)
−eα
c~
Aˆy(r)Ψˆ
†(r)σzΨˆ(r). (A2)
sˆz(r) =
1
2
[
∂
∂x
[
Ψˆ†(r)
]
(iασx + iβσy) Ψˆ(r)
− Ψˆ†(r) (iασx + iβσy) ∂
∂x
Ψˆ(r)
]
1
2
[
∂
∂y
[
Ψˆ†(r)
]
(iβσx + iασy) Ψˆ(r)
− Ψˆ†(r) (iβσx + iασy) ∂
∂y
Ψˆ(r)
]
+
e
ic~
Aˆx(r)Ψˆ
†(r) (iασx + iβσy) Ψˆ(r)
+
e
ic~
Aˆy(r)Ψˆ
†(r) (iβσx + iασy) Ψˆ(r). (A3)
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Appendix B: derivation of Eq. (39)
Here, we show only the derivation of Eq. (39) in detail. All other Rashba or Dresselhaus charge or spin densities,
currents or source terms (Eqs. (37) to (43) and, in the Dresselhaus case, Eq. (59), Eq. (62) and the corresponding
expressions, which can be infered from Eq. (63) can be derived in analogy. For a 1D ring geometry without magnetic
and photon field, Eq. (26) can be simplified and the ϕ-component of the current density along the ring is given in
first quantization:
jx(ϕ) =
~
2
4im∗a
∑
ν=±1
∑
n∈Nν
[
Ψ∗νn(ϕ, ↑)
∂
∂ϕ
Ψνn(ϕ, ↓)−Ψνn(ϕ, ↓) ∂
∂ϕ
Ψ∗νn(ϕ, ↑) + Ψ∗νn(ϕ, ↓)
∂
∂ϕ
Ψνn(ϕ, ↑)
− Ψνn(ϕ, ↑) ∂
∂ϕ
Ψ∗νn(ϕ, ↓)
]
+
α cos(ϕ)
2
∑
ν=±1
∑
n∈Nν
[Ψ∗νn(ϕ, ↑)Ψνn(ϕ, ↑) + Ψ∗νn(ϕ, ↓)Ψνn(ϕ, ↓)] (B1)
Now, we introduce the eigenfunctions, Eq. (34), into Eq. (B1) making already use of the fact that the coefficients
ARν,σ from Eq. (35) are real:
jxR(ϕ) =
~
2
8πm∗a2

AR1,1AR1,2 exp(iϕ) ∑
n∈N−
(n+ 1) +AR2,1A
R
2,2 exp(iϕ)
∑
n∈N+
(n+ 1) +AR1,1A
R
1,2 exp(iϕ)
∑
n∈N−
n
+ AR2,1A
R
2,2 exp(iϕ)
∑
n∈N+
n+AR1,1A
R
1,2 exp(−iϕ)
∑
n∈N−
n+AR2,1A
R
2,2 exp(−iϕ)
∑
n∈N+
n+
+ AR1,1A
R
1,2 exp(−iϕ)
∑
n∈N−
(n+ 1) +AR2,1A
R
2,2 exp(−iϕ)
∑
n∈N+
(n2 + 1)


+
α cos(ϕ)
[
(AR1,1)
2|N−|+ (AR2,1)2|N+|+ (AR1,2)2|N−|+ (AR2,2)2|N+|
]
4πa
. (B2)
This can be further simplified and the coefficients from Eq. (35) introduced yielding for even electron number Ne:
jxR(ϕ) =
~jΦ cos(ϕ) cos(
θR
2
) sin( θR
2
)
Ne

 ∑
n∈N−
(n+ 1)−
∑
n∈N+
(n+ 1) +
∑
n∈N−
n−
∑
n∈N+
n

+ α cos(ϕ)Ne
4πa
. (B3)
With the aid of Eq. (36), a relation
cos
(
θR
2
)
sin
(
θR
2
)
=
xR − xR
√
1 + x2R
2 + 2x2R − 2
√
1 + x2R
(B4)
can be established and introduced in Eq. (B3) together with the definition of the Rashba parameter, Eq. (31), to get
Eq. (39).
Appendix C: dresselhaus eigenvalues and coefficient
matrix
The Hamiltonian Eq. (57) has the 1D ring (strong con-
finement) limit,
Hˆ1D = −~Ω ∂
2
∂ϕ2
+ i~ωD(cos(ϕ)σˆy + sin(ϕ)σˆx)
∂
∂ϕ
+ i
~ωD
2
(cos(ϕ)σˆx − sin(ϕ)σˆy). (C1)
which can be reformulated
Hˆ1D(ϕ) = ~Ω
[(
−i ∂
∂ϕ
− xD
2
Rˆ(ϕ)
)2
− x
2
D
4
]
(C2)
with
R(ϕ) =
(
0 exp(i(ϕ− pi
2
))
exp(−i(ϕ− pi
2
)) 0
)
. (C3)
Using the ansatz
ΨDνn(ϕ) =
(
ΨDνn(ϕ, ↑)
ΨDνn(ϕ, ↓)
)
=
exp(inϕ)√
2πa
(
ADν,1 exp(iϕ)
ADν,2
)
(C4)
leads to the eigenvalue problem(
1 ixD
2−ixD
2
0
)(
ADν,1
ADν,2
)
= (Λνn − n)
(
ADν,1
ADν,2
)
, (C5)
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where Λνn is related to the Dresselhaus eigenvalues E
D
νn
of Hamiltonian Eq. (C2) by
EDνn = ~Ω
(
Λ2νn −
x2D
4
)
. (C6)
The resulting Dresselhaus eigenvalues are identical with
the Rashba eigenvalues (Eq. (32)). The complex Dres-
selhaus coefficient matrix is given by
AD =
(
ADν,1 A
D
ν,2
)
=
(−i cos ( θD
2
)
sin
(
θD
2
)
−i sin ( θD
2
) − cos ( θD
2
)) (C7)
and
tan
(
θD
2
)
=
1 +
√
1 + x2D
xD
. (C8)
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