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Abstrak 
 
Angka Kematian Bayi (AKB) adalah banyaknya kematian 
bayi berusia dibawah satu tahun per 1000 kelahiran hidup pada 
satu tahun tertentu. AKB di Indonesia masih sangat tinggi, yaitu 
sebesar 34 per 1000 k elahiran hidup. Jawa Tengah sebagai 
provinsi terpadat penduduknya, memiliki AKB tertinggi ketiga 
setelah Jawa Barat dan Jawa Timur. Pada penelitian ini, ada enam 
variabel yang diduga mempengaruhi AKB di Jawa Tengah. Untuk 
memodelkan dan mengetahui apakah keenam variabel tersebut 
mempengaruhinya ataupun tidak, maka metode yang digunakan 
adalah regresi nonparametrik Spline. Pendekatan tersebut dapat 
mengestimasi data yang tidak memiliki pola tertentu, dimana 
pendekatan ini sesuai dengan karakteristik data penelitian ini. 
Berdasarkan hasil penelitian didapatkan variabel yang signifikan 
terhadap model yaitu variabel persentase wanita berkeluarga 
dibawah umur 17 t ahun, persentase wanita yang tidak pernah 
sekolah atau tidak tamat SD/MI, persentase persalinan yang 
menggunakan tenaga non medis, persentase penduduk golongan 
sosial ekonomi menengah  kebawah, rasio tenaga kesehatan, dan 
rasio fasilitas kesehatan. Model regresi nonparametrik Spline 
yang dihasilkan memiliki koefisien determinasi sebesar 95,14. 
Kata Kunci : angka kematian bayi, GCV, regresi 
nonparametrik, spline, Jawa Tengah 
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Abstract 
 
Infant mortality rate is the number of infant deaths under 
one years old per 1000 live births in a one year. Infant mortality 
rate in Indonesia is still very high,  amount to 34 per 1000 live 
births. Central Java is the one of province  in Indonesia with the 
highest infant mortality rate. Central Java as the province with 
the densest population, has the third highest infant mortality rate 
after West Java and East Java. In this research, there were six 
variables that alleged infant mortality rate in Central Java. To 
model and find out whether all that six variable influence infant 
mortality rate or not, so the methods that can used is spline 
nonparametric regression. That approachment can estimate data 
which is not a specific pattern, which is accordance with this 
research data characteristics. Based on this research, all of that 
six variables affect infant mortality rate in Central Java like a 
precentage of married woman under is years old, precentage of 
woman who never school or didn’t finish their elementary 
school/MI, precentage of child birth using non medical, 
percentage of middle-down class social population., health 
workers ration, and health facility ratio. Spline nonparametric 
regression model which has been resulting has a 95,14 
determination coefficient.  
Keywords: infant mortality rate, GCV, nonparametric 
regression, spline,  Central Java 
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BAB I 
PENDAHULUAN 
 
1.1   Latar Belakang  
Tahun 2011, jumlah Angka Kematian Bayi (AKB) baru lahir 
(neonatal) di negara-negara ASEAN, Indonesia mencapai 31 per 
1000 kelahiran hidup. Angka itu 5,2 kali lebih tinggi 
dibandingkan Malaysia dan angka itu juga 2,4 kali lebih tinggi 
jika dibandingkan dengan Thailand serta 1,2 kali lebih tinggi dari 
Filiphina. Berdasarkan hasil survei demografi dan kesehatan 
Indonesia (SDKI) tahun 2012 AKB di Indonesia sebesar 34 per 
1000 kelahiran hidup, sedangkan hasil (SDKI) tahun 2007, angka 
kematian bayi sebesar 32 per 1000 kelahiran hidup berarti AKB 
di Indonesia dari tahun 2007 ke tahun 2012 mengalami 
peningkatan. AKB di Indonesia masih tertinggi dikarenakan 
terdapat lima provinsi penyumbang AKB terbesar yaitu hampir 50 
persen dari total AKB karena provinsi ini memiliki jumlah dan 
kepadatan penduduk yang tinggi tetapi rasio fasilitas kesehatan 
rendah. Kelima provinsi itu diantaranya adalah Jawa Barat, Jawa 
Timur, Jawa Tengah, Sumatera Utara, dan Banten. Dimana salah 
satu tujuan MDGs pada tahun 2015,  AKB di Indonesia harus 
mencapai 23 per 1000 kelahiran hidup. Jadi Indonesia harus 
mengurangi AKB sebesar 11 per 1000 kelahiran hidup untuk 
mencapai target MDGs. 
Provinsi Jawa Tengah merupakan salah satu dari lima 
provinsi yang menjadi penyumbang angka kematian bayi terbesar 
di Indonesia yang berada pada peringkat ketiga setelah Provinsi 
Jawa Barat dan Jawa Timur. Dimana pada tahun 2013, AKB di 
Jawa Tengah sebesar 10,41 per 1000 kelahiran hidup. Namun 
pada tahun ini kondisi kesehatan Jawa Tengah berdasarkan 
capaian AKB terhadap target MDGs belum dapat dikatakan baik 
dibandingkan provinsi lainnya, justru dalam profil kesehatan 
Indonesia 2012 disebutkan bahwa AKB Provinsi Jawa Tengah 
mengalami banyak peningkatan dibandingkan dengan 5 tahun 
sebelumnya dikarenakan pada tahun ini terjadi keterlambatan 
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penanganan persalinan bayi (Dinkes, 2013). Keterlambatan 
penanganan persalinan bayi ini ada tiga macam diantaranya  
adalah keterlambatan mengambil pelayanan dasar klinik di bidan, 
terlambat mencari transportasi, dan terlambat waktu penanganan 
di rumah sakit. Hal ini seharusnya menjadi perhatian serius bagi 
pemerintah setempat dalam upaya penurunan angka kematian 
bayi. Salah satu upaya penurunan AKB adalah melakukan analisis 
untuk mengetahui faktor-faktor penyebab AKB di Provinsi Jawa 
Tengah.  
Untuk menganalisis faktor-faktor yang mempengaruhi AKB 
di Jawa Tengah digunakan analisis regresi. Analisis regresi 
merupakan suatu metode statistika yang digunakan untuk 
mengetahui pola hubungan antara variabel respon dengan variabel 
prediktor, yang dapat diidentifikasi menggunakan scatter plot. 
Sehingga dengan scatter plot ini dapat diketahui pendekatan 
regresi yang akan digunakan.  Dimana pada penelitian ini, analisis 
regresi yang digunakan adalah pendekatan nonparametrik 
dikarenakan hasil plot antara variabel respon dengan variabel 
prediktor diperoleh hasil kurva regresinya bahwa plot yang 
terbentuk tidak membentuk pola tertentu. Sementara untuk 
metode yang digunakan adalah spline. Spline merupakan model 
polynomial yang tersegmen, sifat tersegmen inilah yang 
memberikan fleksibelitas yang lebih baik daripada model 
polynomial biasa (Eubank, 1988). Sifat inilah yang 
memungkinkan model regresi spline menyesuaikan diri secara 
efektif terhadap karakteristik yang berbeda dengan daerah lain 
dan mempunyai kelebihan dalam mengatasi pola data yang 
memiliki perubahan perilaku pada sub-sub interval tertentu 
(Budiantara, 2009). Metode ini dipilih karena spline akan 
membagi kurva regresi berdasarkan titik knot optimal sehingga 
error yang dihasilkan akan kecil, pemilihan titik knot optimal 
dilakukan dengan memilih nilai Generalized Cross Validation 
(GCV) paling minimum. 
Berbagai penelitian yang telah dilakukan sebelumnya terkait 
dengan masalah AKB diantaranya Juliandari (2013) yang 
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melakukan analisis faktor-faktor yang mempengaruhi AKB di 
Jawa Timur pada tahun 2009 menggunakan analisis regresi 
nonparametrik spline. Penelitian ini mendapatkan hasil bahwa 
faktor-faktor yang berpengaruh signifikan terhadap AKB yaitu 
rumah tangga yang menggunakan sumber air bersih, bayi yang 
diberi ASI selama 1-3 bulan, persalinan yang dibantu tenaga 
medis, persalinan yang dibantu tenaga non medis, dan laju 
pertumbuhan ekonomi. Selain itu penelitian tentang AKB juga 
dilakukan oleh Ginting (2014) dengan menggunakan analisis 
regresi nonparametrik spline, dimana pada penelitian ini daerah 
yang digunakan sebagai penelitian adalah Sumatera Utara dengan 
data tahun 2010. Penelitian ini mendapatkan hasil bahwa faktor-
faktor yang berpengaruh signifikan terhadap AKB yaitu wanita 
berkeluarga dibawah umur 17 tahun, wanita yang tidak pernah 
sekolah, persalinan yang dibantu tenaga non medis, penduduk 
dengan golongan sosial ekonomi menengah kebawah, rasio 
fasilitas kesehatan, dan rasio tenaga kesehatan. Berdasarkan 
penjelasan diatas, masih belum terdapat penelitian yang mengkaji 
AKB dan faktor-faktor yang mempengaruhinya di Provinsi Jawa 
Tengah sebagai provinsi dengan kontribusi tertinggi ketiga di 
Indonesia. Sehingga pada penelitian ini diharapkan mampu 
menghasilkan model regresi dan faktor-faktor yang 
mempengaruhi AKB di Provinsi Jawa Tengah. 
. 
1.2  Rumusan Masalah 
 Berdasarkan latar belakang, maka terdapat permasalahan 
pokok yang akan dibahas pada penelitian ini sebagai berikut. 
1. Bagaimana karakteristik AKB di Provinsi Jawa Tengah dan 
faktor-faktor yang diduga berpengaruh? 
2. Bagaimana pemodelan faktor-faktor yang mempengaruhi 
AKB di Provinsi Jawa Tengah dengan pendekatan regresi 
nonparametrik spline? 
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1.3 Tujuan Penelitian 
Berdasarkan rumusan masalah yang telah diuraikan dengan 
tujuan penelitian  yang ingin dicapai dalam penelitian ini 
diantaranya adalah sebagai berikut.  
1. Mendeskripsikan karakteristik AKB di Provinsi Jawa Tengah 
dan faktor-faktor yang mempengaruhinya. 
2. Memodelkan faktor-faktor yang mempengaruhi AKB di 
Provinsi Jawa Tengah dengan menggunakan pendekatan 
Regresi Nonparametrik Spline  
 
1.4  Manfaat Penelitian 
Manfaat yang diharapkan dan diperoleh dari hasil penelitian 
yang telah dilakukan diantaranya adalah sebagai berikut. 
1. Menambah wawasan keilmuan dalam pengembangan dan 
penerapan Regresi Nonparametrik Spline dengan mengetahui 
pemodelan AKB serta faktor-faktor yang berpengaruh 
signifikan terhadap AKB untuk Provinsi Jawa Tengah 
2. Memberikan informasi mengenai hasil penelitian sehingga 
dapat menjadi masukan kepada pemerintah khususnya di 
Provinsi Jawa Tengah terkait faktor-faktor yang 
mempengaruhi AKB dan mampu menerapkan ilmu statistika 
dalam bentuk nyata khususnya pada bidang sosial 
pemerintahan dengan penggunaan metode Regresi 
Nonparametrik Spline. 
 
1.5  Batasan Masalah 
Batasan masalah dalam penelitian ini  adalah sebagai 
berikut. 
a. Pemilihan titik knot optimal menggunakan metode GCV 
(Generalized Cross Validation). 
b. Spline yang digunakan adalah Spline linear dengan satu, dua, 
dan tiga knot. 
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BAB II 
TINJAUAN PUSTAKA 
 
2.1 Statistika Deskriptif 
Statistika deskriptif adalah metode yang berkaitan dengan 
pengumpulan dan penyajian suatu kelompok data yang meliputi 
pengukuran pemusatan data, pengukuran penyebaran data, 
dimana data yang disajikan dalam bentuk grafik ataupun diagram. 
Karakteristik dari data ini dijelaskan dengan mendefinisikan 
ukuran-ukuran numerik melalui ukuran pemusatan data dan 
ukuran penyebaran data. Dalam penelitian ini statistika yang 
digunakan diantaranya adalah rata-rata (mean) yang digunakan 
sebagai ukuran pemusatan data, varians digunakan sebagai 
ukuran penyebaran data, serta nilai maksimum dan nilai minimum 
yang diperoleh dari sekumpulan data (Walpole, 1995). Nilai 
maksimum adalah nilai tertinggi yang diperoleh dari sekumpulan 
data, sedangkan nilai minimum adalah nilai terendah yang 
terdapat dari sekumpulan data. 
Rata-rata adalah hasil pembagian dari nilai-nilai di setiap 
pengamatan yang dijumlahkan dengan banyaknya data 
pengamatan yang dapat dituliskan dengan rumus sebagai berikut. 
      
n
x
x
n
i
i
 1           (2.1) 
dimana rataratax   
niikepengamaxi ,...,2,1;tan   
 tanpengamabanyaknyan   
Varians (s2) adalah kuadrat simpangan dari semua nilai data 
terhadap rata-rata, sedangkan untuk standar deviasi adalah akar 
dari varians. Persamaan varians dan standar deviasi dapat 
dituliskan pada rumus sebagai berikut 
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 
1
1
2
2





n
xx
s
n
i
i
        (2.2) 
 
2.2 Analisis Regresi 
Menurut Drapper dan Smith (1992), analisis regresi adalah 
sebuah metode statistika yang memberikan penjelasan tentang 
pola hubungan (model) antara dua variabel atau lebih. Dalam 
analisis regresi, variabel yang mempengaruhi adalah variabel 
bebas (variabel prediktor) dan variabel yang dipengaruhi adalah 
variabel terikat (variabel respon), analisis ini digunakan untuk 
mengetahui adanya pengaruh dari suatu variabel terhadap variabel 
lain. Dimana untuk variabel terikat dinotasikan sebagai y, 
sedangkan untuk variabel bebas dinotasikan sebagai x maka dari 
kedua variabel tersebut model regresi yang diperoleh adalah 
sebagai berikut. 
  iii xfy          (2.3) 
dimana f adalah kurva regresi dan i adalah error yang 
diasumsikan berdistribusi normal, independen dengan mean nol 
dan varians 2 .  
Dalam regresi untuk mengetahui pola hubungan antara 
variabel terikat atau disebut juga variabel respon dengan variabel 
bebas yang disebut juga dengan variabel prediktor maka dapat 
dilihat pada scatter plot. Pola yang terbentuk dapat berupa pola 
linier, kuadratik, atau kubik, tetapi bisa juga kurva yang 
dihasilkan tidak dapat ditentukan polanya secara visual. 
Berdasarkan adanya beberapa pola yang didapatkan, sehingga 
dalam analisis regresi terdapat tiga model pendekatan regresi 
yaitu regresi parametrik, regresi semiparametrik, dan regresi 
nonparametrik. Jika kurva yang terbentuk membentuk suatu pola 
tertentu maka regresi parametrik yang digunakan, sedangkan 
kurva yang terbentuk tidak membentuk suatu pola maka regresi 
nonparametrik yang digunakan. Untuk regresi semiparametrik 
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digunakan apabila dalam model regresi terdapat komponen yang 
merupakan perpaduan antara parametrik dan nonparametrik.  
 
2.3 Regresi Nonparametrik Spline   
Regresi nonparametrik merupakan suatu metode regresi yang 
digunakan untuk mengestimasi ketika kurva regresi antara 
variabel respon dan variabel prediktor tidak diketahui bentuk 
polanya namun dalam pemodelan diharapkan untuk memiliki 
model yang sederhana seperti model yang terdapat di regresi 
parametrik, tetapi untuk sebuah regresi biasanya model yang 
didapatkan memiliki pola yang kompleks. Sehingga jika model 
sederhana digunakan maka akan terjadi bias dan error yang besar. 
Untuk mengatasinya digunakan pendekatan regresi nonparametrik 
spline. Regresi Nonparametrik Spline memiliki fleksibelitas yang 
tinggi dimana data diharapkan mencari sendiri bentuk estimasi 
kurva regresinya tanpa dipengaruhi oleh subjektifitas peneliti 
(Eubank,1998). Secara umum model regresi nonparametrik secara 
dapat disajikan sebagai berikut. 
        niiixfiy ,..,2,1,)(  
               (2.4) 
Dengan iy adalah variabel respon, sedangkan  ixf  merupakan 
kurva regresi yang tidak diketahui bentuknya dan i adalah error 
yang diasumsikan berdistribusi N(0, 2 ). 
Spline merupakan model polinomial yang tersegmen, sifat 
tersegmen inilah yang memberikasn fleksibelitas yang lebih baik 
daripada model polinomial biasa. Sifat ini memungkinkan model 
regresi spline menyesuaikan diri secara efektif terhadap 
karakteristik yang berbeda dengan daerah lain. Regresi Spline 
memiliki titik knot yang merupakan titik perpaduan yang 
menunjukkan perubahan perilaku kurva pada selang yang berbeda 
(Hardle, 1990). Secara umum fungsi spline  itf  berorde p  
dengan titik knot rkkk ,...,, 21  dapat dinyatakan sebagai berikut. 
    
 


p
oj
r
m
p
mimp
j
iji kxxxf
1
              (2.5) 
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(2.4) 
Apabila persamaan (2.4) disubstitusikan kedalam persamaan (2.5) 
maka akan diperoleh persamaan regresi nonparametrik Spline 
sebagai berikut.     
  
 


p
j
r
m
i
p
mimp
j
iji kxxy
0 1
        (2.6) 
Fungsi   pmi kx  merupakan fungsi truncated (potongan) yang 
diberikan oleh : 
          
 
mi
mi
p
mip
mi
kx
kxkx
kx



 ,0
,
                (2.7) 
dimana p  adalah orde Spline dan  mk  adalah knot yang terpilih. 
Penyajian matriks untuk model regresi Spline sebagai berikut. 
      
 
 
 
 
 
 
1
2
n
y
y
y
y
 ; 
 
 
 
 
 
 
1
2
n




 ; 
 
 
 
 
 
 
1
2
n




  
   
   
   
2
1
1
1 n
 
 
 
  
 
 
 
1 12 p
1 1 1 1 1 1 r+ +
1 12 p
2 2 2 1 2 r+ +
1 12 p
n n n 1 n r+ +
x x x x - k x - k
x x x x - k x - k
X
x x x x - k x - k
 
   
2.4  Estimasi Parameter 
Estimasi parameter bertujuan untuk mendapatkan parameter 
atau nilai taksiran dari suatu parameter. Pada penelitian, estimasi 
parameter ini bertujuan untuk mendapatkan model regresi 
nonparametrik spline yang akan digunakan dalam analisis. Pada 
penelitian ini, metode yang digunakan untuk mengestimasi 
parameter model regresi nonparametrik spline adalah kuadrat 
terkecil atau sering disebut dengan metode Ordinary Least 
Square (OLS). Metode OLS ini meminimumkan jumlah kuadrat 
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error. Dalam notasi matriks persamaan regresi nonparametrik 
spline dapat ditulis dengan persamaan sebagai berikut.  
       εXβY               (2.8) 
Dari persamaan (2.6) didapat persamaan sebagai berikut. 
      Xβ-Yε            (2.9) 
Persamaan untuk jumlah kuadrat error dalam notasi matriks dapat 
digambarkan sebagai berikut. 
         


n
i
i
1
2 εε'        (2.10) 
Dari persamaan (2.10) dan jumlah kuadrat error pada persamaan 
(2.11) dapat diselesaikan persamaan matriksnya menjadi berikut. 
                            


n
i
i
1
2 εε'  
                            
   
XβX'β'YX''2YY'
XβX'β'YX'β'XβY'YY'
XβY'XβY



β
 
Agar nilai XβX'β'YX''2YY'εε'  β  minimum maka 
turunan pertamanya terhadap   haruslah sama dengan nol 
sehingga : 
 
0
β
εε'



 
                        
     
  YX'XX'β
YX'XX'βXX'XX'
YX'βXX'
βX2X'X2X'
1
11






ˆ
ˆ
ˆ
0ˆ
          (2.11) 
 
2.5  Pemilihan Titik Knot Optimal 
Titik knot merupakan titik perpaduan bersama dimana adanya 
perubahan perilaku fungsi pada interval yang berlainan. Untuk 
mendapatkan model regresi spline terbaik maka titik optimal 
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dicari yang paling sesuai dengan data. Salah satu metode yang 
banyak dipakai dalam memilih titk knot optimal adalah 
Generalized Cross Validation (GCV) (Wahba,1990). Pemilihan 
titik knot optimal menggunakan GCV karena salah satu 
kelebihannya adalah bersifat optimal asimtotik. Untuk 
memperoleh titik knot optimal dapat dilihat dari nilai GCV yang 
paling minimum. Metode GCV secara umum didefinisikan 
sebagai berikut (Eubank,1998). 
        
 
   2211
21
21
,...,,
,...,,
,...,,
r
r
r
kkkAItracen
kkkMSE
kkkGCV



      (2.12) 
dimana trace adalah penjumlahan matriks diagonal, I menunjukan 
matriks identitas, dan n merupakan banyaknya pengamatan. 
Matriks  rkkkA ,...,, 21  = X(X
’X)-1X’ dengan MSE adalah sebagai 
berikut  
   

 
n
i
iir yynkkkMSE
1
21
21
ˆ,...,,          (2.13) 
dimana  rkkk ,...,, 21  adalah titik-titik knot. 
 
2.6 Pengujian Parameter Model  
Setelah dilakukan pemilihan titik knot optimal dengan 
mendapatkan nilai GCV yang paling minimum maka dilanjutkan 
dengan pengujian parameter model regresi yang bertujuan untuk 
mengetahui ada atau tidak adanya pengaruh variabel prediktor 
terhadap variabel respon. Pengujian parameter model terdiri dari 
dua tahap yaitu pengujian secara serentak dan secara parsial 
(individu).  
2.6.1 Uji Serentak  
Pengujian untuk mengetahui adanya hubungan antara 
variabel respon dengan beberapa variabel prediktor dilakukan 
secara bersama-sama. Hipotesis yang digunakan adalah sebagai 
berikut. 
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H0 : rp  ...21  
H1 : Minimal ada satu rppppss
 ,...,2,1,,...,2,1,0  
dimana nilai rp  adalah jumlah parameter dalam model regresi 
dan n adalah jumlah observasi.  
Sedangkan untuk ANOVA Spline pada Regresi 
Nonparametrik dijelaskan pada tabel berikut ini.  
Tabel 2.1 Analisis of Varians (ANOVA) 
Sumber 
Variansi 
Derajat 
Bebas (df) 
Jumlah 
Kuadrat 
(SS) 
Rataan 
Kuadrat (MS) 
Fhitung 
Regresi rp   ˆ 2ny'X'Y  
rp
SSregresi

 
residualMS
regresiMS
 
Residual 
1)(  rpn
 
ˆY'Y - 'X'Y
 
1)(  rpn
SSresidual
 
Total 
(Terkoreksi)  1n  
2ynYY'   
Pada pengujian secara serentak ini, jika daerah 
penolakannya adalah tolak H0 apabila nilai hitungF  lebih besar dari 
tabelF . Dimana tabelF diberikan oleh   1)(,;  rpnrpF ,sedangkan 
untuk daerah penolakan gagal tolak H0 adalah sebaliknya. 
Sehingga kesimpulan yang dapat diambil adalah bahwa minimal 
terdapat satu parameter pada model regresi spline yang signifikan, 
atau adanya salah asatu variabel yang berpengaruh signifikan 
terhadap variabel respon.    
2.6.2 Uji Individu 
Pengujian secara individu dilakukan setelah pengujian 
secara serentak dilakukan dan diperoleh kesimpulan bahwa 
adanya minimal satu parameter yang berpengaruh signifikan. 
Pengujian secara individu adalah uji untuk mengetahui pengaruh 
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masing-masing variabel prediktor secara individu terhadap 
variabel respon (Drapper and Smith, 1992).  
H0 : 0s  
H1 : rppppss  ,...,2,1,,...,2,1,0  
Dengan statistik uji adalah sebagai berikut.: 
 s
s
hitung
SE
t


ˆ
ˆ
        (2.14) 
Dengan  sSE ˆ   diperoleh dari akar elemen diagonal ke-s dari 
matriks                                     
       YX'XX' 1 VarβˆVar  
               Var '
  
 
1 1
X'X X' Y X'X X'  
                                           12σ  XX'XIX'XX' 1  
      11 XX'XX'XX'  2σ  
    1XX'  2σ  
Dimana 2 didekati dengan MSE, sedangkan untuk daerah 
penolakannya yaitu tolak H0 jika hitungt > 
 1)(;
2
 rpn
t  atau tolak H0 
jika valueP lebih kecil dari α.  
 
2.7  Kriteria Kebaikan Model  
Salah satu ukuran yang sering digunakan untuk mengetahui 
kebaikan dari suatu model yaitu dengan menggunakan koefisien 
determinasi  R2. Koefisien determinasi ini menunjukkan seberapa 
besar presentase variasi variabel prediktor yang digunakan dalam 
model mampu menjelaskan variasi variabel respon. Model terbaik 
adalah model yang dapat menjelaskan variabilitas dari variabel 
respon dengan baik yang memiliki hasil R2 yang tinggi. Nilai R2 
dapat dihitung dengan rumus sebagai berikut. 
  2
ˆ 2
2
SSR ny
R
SST ny

 

'X'Y
Y'Y
                          (2.15)  
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Untuk keterangan pada rumus (2.16) dijelaskan sebagai berikut.  
SSR = Sum Square Regression 
SST = Sum Square Total 
iy  observasi respon ke-i 
y  rata-rata dari respon 
iyˆ  nilai dugaan respon ke-i 
 
2.8  Pengujian Asumsi Residual 
 Dalam melakukan analisis regresi terdapat tiga asumsi yang 
harus terpenuhi yaitu residual independen, residual identik, dan 
residual berdistribusi normal. Jika ketiga asumsi tersebut tidak 
terpenuhi bisa menyebabkan terjadinya bias dari parameter yang 
ditaksir. 
2.8.1 Asumsi Residual Identik 
Residual identik berarti bahwa residual memiliki varians 
yang konstan (tetap) jika diperoleh kondisi varians error tidak 
identik, maka disebut terjadinya  heteroskedastisitas. Secara 
visual untuk mengindikasikan adanya heteroskedastisitas yaitu 
apabila plot antara residual dan estimasi respon )ˆ(y  menunjukkan 
sebaran data yang tidak random atau membentuk suatu pola 
tertentu. Mengatasinya dengan transformasi variabel 
menggunakan Weighted least Square (WLS) (Gujarati, 1992). 
Cara lain yang dapat dilakukan untuk mendeteksi adanya asumsi 
keidentikan juga dapat dilihat dengan uji Glejser. Uji Glejser 
dilakukan dengan meregresikan nilai mutlak dari residual dengan 
variabel independennya. Jika ada variabel independen yang 
signifikan, maka residual cenderung tidak homogen. 
1. Hipotesis untuk uji Glejser sebagai berikut. 
H0 : 2
22
2
2
1 ......   n  (identik)  
H1  :minimal ada satu nii ,...,2,1,
22  (tidak identik) 
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2. Statistik uji 
                 Fhitung=
)/()|||(|
)1/()||||(
1
2
^
1
2
^
vnee
vee
MSE
MSR
n
i
ii
n
i
i




















         (2.16) 
3. Pengambilan keputusan  
Apabila  hitungF lebih besar dari  tabelF  diberikan oleh 
  vnvF  ,1 maka H0 ditolak pada tingkat signifikansi , artinya 
residual tidak identik atau terjadi heterokedastisitas. Pengambilan 
keputusan juga dapat melalui P-value dimana H0 ditolak jika P-
value lebih kecil dari α. (Drapper dan Smith, 1992) 
2.8.2 Asumsi Residual Independen 
Pemeriksaan asumsi residual independen dilakukan untuk 
mengetahun apakah ada korelasi antar residual bernilai nol atau 
tidak. Saatu dapat dikatakan independen apabila plot residualnya 
menyebar secara acak dan tidak membentuk suatu pola tertent 
(Gujarati, 2004). Pemeriksaan asumsi residual independen dapat 
dilakukan dengan dua cara, yaitu dapat dilihat dengan cara visual 
versus order dan dapat dihitung menggunakan persamaan (2.15) 
yaitu persamaan kovarian antara et dan et+k.  
 
    0
, γ
γ
t t k k
k
t t k
Cov e e
Var e Var e
 

       
Keterangan : 
 = korelasi antara et dan et+k 
γk = kovarian antara et dan et+k 
0γ = Var (et) = Var (et+k) 
Interval konfidensi dengan batas signifikansi atas dan batas 
signifikansi bawah untuk koefisien ACF adalah 
            
n
Z
n
Z
k
2/2/           (2.18) 
        (2.16) 
(2.17) 
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Apabila terdapat lag yang keluar dari batas signifikansi 
maka dapat dikatakan asumsi independen tidak terpenuhi (adanya 
autokorelasi) (Wei W. S., 2006). 
2.8.3 Uji Normalitas Residual 
Pengujian untuk memeriksa kenormalan suatu residual data 
dapat dilakukan dengan menggunakan uji Kolmogorov Smirnov. 
Pengujian hipotesis yang adalah sebagai berikut. 
H0 :    xFxF 0  (residual mengikuti distribusi normal) 
H1 :    xFxF 0  (residual tidak mengikuti distribusi normal) 
Statistik uji yang digunakan adalah sebagai berikut. 
         xnSxF
x
SupD  0           (2.19) 
dimana F0(x) adalah fungsi distribusi frekuensi kumulatif. 
Nkx
n
S /)(   adalah fungsi peluang kumulatif yang diobservasi 
dari suatu sampel random dengan N observasi.  Sementara k 
adalah banyaknya observasi yang sama atau kurang dari x. 
Daerah penolakannya yaitu tolak H0 jika )1(  qD dimana nilai 
)1( q  berdasarkan tabel Kolmogorov-Smirnov (Daniel, 1989).  
 
2.9 Angka Kematian Bayi (AKB) 
AKB (Infrant Mortality Rate) merupakan salah satu indikator 
penting dalam menentukan tingkat kesehatan masyarakat karena 
dapat menggambarkan kesehatan penduduk secara umum 
(Dinkes, 2013). Angka ini sangat sensitif terhadap perubahan 
tingkat kesehatan dan kesejahteraan. AKB tersebut dapat 
didefinisikan sebagai kematian yang terjadi saat setelah bayi lahir 
sampai bayi belum belum berusia tepat satu tahun, per 1000 
kelahiran hidup pada satu tahun tertentu (BPS, 2013). Secara 
garis besar penyebab dari kematian bayi ada dua macam yaitu 
endogen dan eksogen. Kematian bayi endogen atau disebut juga 
dengan kematian neonatal adalah kematian bayi yang terjadi pada 
bulan pertama setelah dilahirkan, dan umumnya disebabkan oleh 
faktor-faktor yang dibawa anak sejak lahir yang diperoleh dari 
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orangtuanya pada pada saaat konsepsi atau didapat selama 
kehamilan. Sedangkan kematian bayi eksogen atau kematian post 
neo-natal adalah kematian bayi yang terjadi setelah usia satu 
bulan sampai menjelang usia satu tahun yang disebabkan oleh 
faktor-faktor yang bertalian dengan pengaruh lingkungan luar.  
AKB dapat dihitung dengan menggunakan rumus sebagai 
berikut.  
    K
hiduplahir
D
AKB th 

 10
        (2.20) 
dimana  
AKB  : Angka Kematian Bayi 
D0-<1th : Jumlah Kematian Bayi (berumur kurang dari 1 
tahun pada satu tahun tertentu di daerah tertentu. 
 hiduplahir  : Jumlah Kelahiran Hidup pada satu tahun tertentu 
di daerah tertentu. 
K            : 1000 
Ada beberapa faktor yang mempengaruhi AKB di Jawa 
Tengah antara lain tersedianya berbagai fasilitas dan pelayanan 
kesehatan, serta tersedianya tenaga kesehatan, norma kehidupan 
masyarakat, dibidang kesehatan, gizi, dan pendapatan  
masyarakat (Dinkes, 2009). Selain faktor tersebut, ada juga 
variabel persentase wanita yang tidak pernah sekolah atau tamat 
SD/MI yang diduga berpengaruh, variabel ini didukung oleh 
pendapat UNICEF yang menyatakan bahwa variabel ini 
mempengaruhi AKB dikarenakan pendidikan merupakan salah 
satu faktor yang akan mempengaruhi tingkat kesejahteraan 
masyarakat karena SDKI memperlihatkan bahwa makin tinggi 
tingkat pendidikan ibu, makin rendah AKB. Untuk faktor yang 
lainnya adalah persentase wanita berkeluarga di bawah umur 17 
tahun karena dengan kelahiran yang ditimbulkan pada ibu yang 
berusia dibawah umur 19 tahun adalah terjadinya kelahiran yang 
prematur karena kurang matangnya alat reproduksi terutama 
rahim yang belum siap dalam suatu proses kehamilan serta 
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pengetahuan tentang kehamilan yang masih kurang dan keadaan 
psikologi ibu yang kurang stabil sehingga rentan sekali untuk 
terjadinya berat badan lahir yang rendah pada bayi yang 
mengakibatkan kematian pada bayi (Dinkes, 2013). Begitu juga 
untuk faktor sosial ekonomi mempengaruhi kematian bayi, karena 
dapat menyebabkan beberapa permasalahan yang cukup komplek, 
misal pendidikan kurang, pemenuhan kebutuhan dibawah garis 
rata-rata, kebutuhan pokok yang masih terabaikan dan pola 
kehidupan yang masih rendah. Faktor-faktor tersebutlah yang 
berujung pada kematian bayi (Dinkes, 2009). Oleh karena itu, 
pada penelitian mengenai AKB di Provinsi Jawa Tengah ini 
menggunakan enam variabel yang diduga berpengaruh dian-
taranya adalah persentase wanita berkeluarga dibawah umur 17 
tahun, persentase wanita yang tidak pernah sekolah atau tidak 
tamat SD/MI, persentase persalinan yang menggunakan tenaga 
non medis, persentase penduduk golongan sosial ekonomi 
menengah kebawah, rasio tenaga kesehatan, dan rasio fasilitas 
kesehatan.   
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BAB III 
METODOLOGI PENELITIAN 
 
3.1  Sumber Data 
Sebagai dasar analisis dalam penelitian ini, sumber data yang 
digunakan merupakan data sekunder pada tahun 2013 berupa 
AKB dan faktor-faktor yang diduga berpengaruh  yang diperoleh 
dari Badan Pusat Statistik Jawa Timur dan Publikasi Badan Pusat 
Statistik Jawa Tengah. 
 
3.2  Variabel Penelitian 
Variabel yang digunakan untuk analisis dalam penelitian ini 
dijelaskan pada Tabel 3.1. 
Tabel  3.1 Variabel Penelitian  
Variabel Keterangan 
Y Angka Kematian Bayi 
X1 Persentase wanita berkeluarga dibawah 
umur 17 tahun  
X2 Persentase wanita yang tidak pernah 
sekolah atau tidak tamat SD/MI 
X3 Persentase persalinan yang menggunakan 
tenaga non medis 
X4 Persentase penduduk golongan sosial 
ekonomi menengah kebawah 
X5 
X6 
Rasio Tenaga Kesehatan 
Rasio Fasilitas Kesehatan 
Definisi operasional dari masing-masing variabel prediktor 
yang diduga berpengaruh terhadap Angka Kematian Bayi di 
Provinsi Jawa Tengah adalah sebagai berikut.  
a. Persentase wanita berkeluarga dibawah umur 17 tahun 
Persentase wanita berkeluarga dibawah umur 17 tahun adalah 
jumlah penduduk perempuan berusia 10 tahun keatas yang 
terdapat di Provinsi Jawa Tengah yang pernah kawin pada 
masing-masing kabupaten/kota dimana umur kawin pertama 
dibawah umur 17 tahun dibagi dengan jumlah penduduk 
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perempuan usia 10 tahun keatas di setiap setiap 
kabupaten/kota tersebut dan dikalikan 100%. faktor ini 
mepengaruhi angka kematian bayi (Dinkes, 2013). 
b. Persentase wanita yang tidak pernah sekolah atau tidak tamat 
SD/MI  
Menurut UNICEF (United Nations Children’s Fund) 
Indonesia, ibu yang berpendidikan rendah merupakan salah 
satu faktor yang mempengaruhi angka kematian bayi, dimana 
untuk definisinya adalah jumlah penduduk wanita yang 
berusia 10 tahun keatas pada masing-masing kabupaten/kota 
di Jawa Tengah yang tidak sekolah dibagi dengan jumlah 
penduduk wanita di kabupaten/kota tersebut dikalikan 100%.  
c. Persentase persalinan yang menggunakan tenaga non medis    
Tersedianya tenaga medis sebagai penolong kelahiran 
mempengaruhi angka kematian bayi. Persentase persalinan 
yang menggunakan tenaga non medis adalah jumlah ibu yang 
melahirkan dengan tanpa bantuan tenaga medis untuk setiap 
kabupaten/kota di Jawa tengah dibagi dengan jumlah ibu 
yang melahirkan yang terdapat di setiap kabupaten/kota 
tersebut dan dikalikan 100% (Dinkes, 2013). 
d. Persentase penduduk golongan sosial ekonomi menengah 
kebawah 
Pendapatan masyarakat juga berpengaruh terhadap angka 
kematian bayi di kabupaten/kota tersebut, persentase 
penduduk golongan sosila ekonomi menengah kebawah 
adalah jumlah penduduk yang termasuk golongan sosial 
ekonomi menengah kebawah dibagi dengan jumlah penduduk 
di kabupaten/kota tersebut dikalikan dengan 100% (Dinkes, 
2009). 
e. Rasio Tenaga Kesehatan 
keberadaan tenaga kesehatan di setiap kabupaten/kota juga 
mempengaruhi angka kematian bayi di kabupaten/kota 
tersebut. Rasio tenaga kesehatan adalah jumlah tenaga 
kesehatan yang ada di kabupaten/kota tersebut dibagi dengan 
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jumlah penduduk yang ada di setiap kabupaten/kota tersebut 
dikalikan dengan 100.000 (Dinkes, 2013). 
f. Rasio Fasilitas Kesehatan 
Menurut Dinas Kesehatan Jawa Tengah, keberadaan fasilitas 
kesehatan merupakan salah satu faktor yang mempengaruhi 
angka kematian  bayi. Rasio fasilitas kesehatan adalah jumlah 
fasilitas kesehatan yang ada di setiap kabupaten/kota di Jawa 
Tengah dibagi jumlah penduduk yang ada di kabupaten/kota 
tersebut dikalikan dengan 100.000 (Dinkes, 2013). 
 
3.3  Langkah Analisis  
Pada analisis dalam penelitian ini, adapun langkah-langkah 
analisis pada tahap ini adalah sebagai berikut. 
1. Mengumpulkan data sekunder mengenai angka kematian bayi 
dan faktor-faktor yang mempengaruhinya melalui publikasi 
Badan Pusat Statistik Provinsi Jawa Tengah 
2. Menginput data dan melakukan analisis statistika deskriptif 
tenteng karakteristik AKB di Provinsi Jawa Tengah dan 
dengan faktor-faktor yang diduga berpengaruhi dengan 
jumlah variabel sebanyak 6. 
3. Membuat scatter plot antara AKB di Provinsi Jawa Tengah 
dengan masing-masing variabel yang diduga berpengaruh 
untuk mengetahui pola data dari masing-masing variabel 
prediktornya. Jika kurva regresi tidak membentuk pola maka 
regresi yang digunakan adalah nonparametrik, tetapi jika 
kurva regresi sebagian membentuk pola dan sebagian tidak 
maka menggunakan regresi semiparametrik 
4. Memilih titik knot optimal berdasarkan nilai GCV yang 
paling minimum  
5. Memilih model regresi Spline dengan titik knot optimal 
6. Menguji signifikansi parameter regresi Spline secara serentak 
dan parsial 
7. Melakukan pengujian asumsi IIDN (Identik, Independen, 
Distribusi Normal) 
8. Menghitung nilai koefisisen determinasi R2  
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9. Menginterpretasikan hasil pengujian dan model serta menarik 
kesimpulan. 
 
3.4 Diagram Alir 
Adapun diagram alir berdasarkan langkah analisis dijelaskan 
pada Gambar 3.1 
     
Gambar 3.1 Diagram Alir Penelitian 
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BAB IV 
ANALISIS DAN PEMBAHASAN 
 
Pada bab ini merupakan pembahasan dari hasil analisis 
terhadap data AKB di Jawa Tengah dan lima variabel yang 
diduga mempengaruhinya. Data Angka Kematian Bayi beserta 
faktor-faktornya akan dianalisis menggunakan metode statistika 
deskriptif dan pemodelan AKB yang dimodelkan dengan 
menggunakan metode regresi nonparametrik spline serta 
dilakukan pengujian dengan asumsi residual IIDN. Pemilihan titik 
knot optimal berdasarkan nilai GCV yang paling minimum. 
 
4.1  Karakteristik Angka Kematian Bayi  di Jawa Tengah 
Provinsi Jawa Tengah terdiri dari 35 kabupaten/kota, dimana 
provinsi ini memiliki AKB terbesar ketiga di Indonesia setelah 
Jawa Barat dan Jawa Timur dan merupakan provinsi yang 
memiliki kepadatan tertinggi ketiga setelah Jawa Barat dan Jawa 
Timur. Karakteristik angka kematian bayi di Jawa Tengah dan 
faktor-faktor yang diduga mempengaruhinya disajikan  dalam 
bentuk data mean, varians, nilai minimum dan nilai maksimum 
yang ditunjukkan pada Tabel 4.1.   
Tabel 4.1 Karakteristik AKB dan Faktor-Faktor yang Diduga Berpengaruh 
Variable Mean Variance Minimum Maximum 
Y 10,955 10,526 3,320 17,120 
X1 20,45 69,09 5,48 34,95 
X2 20,980 26,314 11,380 28,500 
X3 6,50 46,59 0,00 20,41 
X4 14,117 21,145 5,250 22,080 
X5 62,26 3393,57 8,66 376,93 
X6 13,614 20,887 8,047 25,526 
Tabel 4.1 menunjukkan bahwa rata-rata angka kematian bayi  
(Y) di Jawa Tengah pada tahun 2013 sebesar 10,955 per 1000 
kelahiran hidup. dengan varians sebesar 10,526, sedangkan untuk 
AKB terbesar di Jawa Tengah sebesar 17,120 per 1000 kelahiran 
hidup yang terjadi di Kabupaten Rembang dan AKB terkecil 
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sebesar 3,320 per 1000 kelahiran hidup yang terjadi di Kota 
Surakarta. Hal ini menunjukkan bahwa rentang antara 
kabupaten/kota yang memiliki AKB terbesar dengan 
kabupaten/kota yang memiliki angka kematian terkecil cukup 
jauh yakni sebesar 14. Ini mengindikasikan tidak meratanya 
perhatian pemerintah terhadap upaya penurunan AKB pada 
seluruh kabupaten/kota di Jawa Tengah. Selain itu, hal yang dapat 
mempengaruhinya karena adanya perbedaan fasilitas maupun 
pelayanan medis yang diberikan serta kualitas hidup terutama 
pada bidang kesehatan antar kabupaten/kota di Jawa Tengah.  
Karakteristik variabel 1x  yang diduga mempengaruhi AKB 
yaitu persentase wanita yang berkeluarga di bawah umur 17 tahun 
memiliki rata-rata sebesar 20,45 persen dengan varians sebesar 
69,09. Nilai varians yang cukup besar mengindikasikan perbe-
daan nilai maksimun dan nilai minumum variabel 1x  yang besar. 
Sehingga ini mengindikasikan persentase wanita yang berkeluar-
ga di bawah umur 17 tahun antar kabupaten/kota di Provinsi Jawa 
Tengah memiliki kesenjangan yang sangat besar. Nilai tertinggi 
untuk persentase wanita yang berkeluarga di bawah umur 17 ta-
hun terdapat di Kabupaten Grobogan dengan persentase sebesar 
34,95%, sedangkan untuk nilai persentase terendah terdapat di 
Kabupaten Klaten dengan persentase sebesar 5,48%. Variabel  2x  
yaitu peresentase wanita yang tidak pernah sekolah atau tidak ta-
mat SD/MI di Jawa Tengah memiliki rata-rata sebesar 20,980 
dengan varians sebesar 26,314. Nilai persentase tertinggi untuk 
wanita yang tidak pernah sekolah atau tidak tamat SD/MI di 
Provinsi Jawa Tengah terdapat di Kabupaten Brebes dan Kota 
Magelang dengan persentase sebesar 28,5%, sedangkan untuk 
nilai persentase terendah terdapat di Kota Surakarta dengan per-
sentase sebesar 11,38%.  
Variabel 3x  adalah persentase persalinan yang 
menggunakan tenaga non medis dengan rata-rata sebesar 6,50 dan 
varians sebesar 46,59. Kabupaten/kota dengan nilai persentase 
tertinggi terdapat di Kota Magelang dan Kabupaten Brebes 
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dengan persentase sebesar 20,41%, sedangkan untuk 
kabupaten/kota yang memiliki nilai persentase terendah terdapat 
di Kota Semarang, Kota Surakarta, Kabupaten Sragen, Kabupaten 
Wonogiri, dan Kabupaten Sukoharjo dengan persentase sebesar 
0,00%. Variabel 4x  adalah persentase penduduk golongan sosial 
ekonomi menengah kebawah dengan rata-rata sebesar 14,117 dan 
varians sebesar 21,145. Kabupaten/kota dengan nilai persentase 
tertinggi terdapat di Kabupaten Wonosobo dengan persentase 
sebesar 22,08%, sedangkan untuk untuk kabupaten/kota yang 
memiliki nilai persentase terendah terdapat di Kota Semarang 
dengan persentase sebesar 5,25%. Variabel 5x  adalah rasio 
tenaga medis dengan nilai rata-rata sebesar 83,72 dan besar 
variansnya adalah 1197,95. Nilai varians pada variabel 5x  cukup 
tinggi dibandingkan dengan variabel lainnya yaitu sebesar 
3393,57. Ini mengindikasikan rentang data pada variabel  5x   
cukup besar dan data memiliki keragaman yang cukup besar. 
Kota Magelang memiliki rasio tenaga kesehatan terbesar dengan 
nilai sebesar 376,93 dan Kabupaten Sragen memiliki rasio tenaga 
kesehatan terkecil yaitu sebesar 8,66. Adapun variabel 6x adalah 
rasio fasilitas kesehatan dengan nilai rata-rata yang diperoleh 
sebesar 13,614 dengan varians sebesar 20,887. Untuk rasio 
fasilitas kesehatan terbesar terdapat di Kota Magelang dengan 
nilai sebesar 25,5, sedangkan untuk rasio fasilitas kesehatan 
terkecil dengan nilai sebesar 8,047 terdapat di Kota Semarang. 
Hasil analisis dengan metode statistika deskriptif 
menyimpulkan bahwa dari faktor kependudukan dan sosialnya, 
Kabupa-ten Wonosobo dan Kota Magelang membutuhkan 
perhatian lebih dari pemerintah Jawa Tengah karena dari keempat 
faktor tersebut, Kota Magelang memiliki 3 faktor tertinggi, untuk 
tertinggi pertama terdapat pada faktor presentase wanita yang 
tidak pernah sekolah atau tidak tamat SD/MI sebesar 28,5% dan 
persentase persalinan yang menggunakan tenaga non medis 
sebesar 20,41%, sedangkan untuk persentase wanita berkeluarga 
dibawah umur 17 tahun Kota Magelang tertinggi ketiga setelah 
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Kabupaten Grobogan dan Kabupaten Wonosobo yaitu sebesar 
32,57%, sedangkan untuk Kabupaten Wonosobo memiliki 
persentase penduduk golongan sosial ekonomi menengah 
kebawah tertinggi pertama dari kota/kabupaten lainnya yaitu 
sebesar 22,08%, sedangkan untuk persentase wanita berkeluarga 
dibawah umur 17 tahun tertinggi kedua setelah Kabupaten 
Grobogan yaitu sebesar 34,19% dan tertinggi ketiga untuk 
persentase wanita yang tidak pernah sekolah atau tidak tamat 
SD/MI setelah Kota Magelang dan Kabupaten Brebes yaitu 
sebesar 27,91%.  Dilihat dari faktor tenaga medis maupun 
fasilitas kesehatannya yang membutuhkan perhatian lebih dari 
pemerintah Jawa Tengah yaitu Kota Semarang karena memiliki 
rasio tenaga medis terendah kedua setelah Kabupaten Sragen 
yaitu sebesar 25,5 dan terendah pertama untuk rasio fasilitas 
kesehatan yaitu sebesar 8.  
Diagram batang pada Gambar 4.1 menampilkan angka 
kematian bayi tiap kabupaten/kota di Provinsi Jawa Tengah yang 
diurutkan dari kabupaten/kota dengan nilai AKB terbesar hingga 
nilai AKB terkecil. Gambar 4.1 menunjukkan angka kematian 
bayi terkecil terdapat di Kota Surakarta dengan nilai AKB sebesar 
3,32 per 1000 kelahiran hidup dikarenakan kota ini terdapat pada 
peringkat kedua dari bawah untuk persentase wanita berkeluarga 
dibawah umur 17 tahun dan persentase persalinan yang 
menggunakan tenaga non medis, selain itu Kota Surakarta 
terdapat pada peringkat paling bawah  atau paling rendah untuk 
persentase yang tidak pernah sekolah atau tidak tamat SD/MI 
berarti perhatian pemerintah Jawa Tengah terhadap Kota 
Surakarta sudah lebih baik daripada kota/kabupaten lain yang ada 
di Provinsi Jawa Tengah. Melainkan untuk ibukota Jawa Tengah 
sendiri yaitu Kota Semarang memiliki nilai AKB sebesar 8,42 per 
1000 kelahiran hidup dengan urutan ketujuh dari bawah setelah 
Kota Surakarta, Kabupaten Demak, Kabupaten Kudus, Kabupaten 
Magelang, Kabupaten Boyolali, dan Kabupaten Wonogiri. Kota 
Semarang di tahun 2013 ini mengalami penurunan AKB dari 
tahun 2012 yaitu dari 10,6 per 1000 kelahiran hidup menjadi 8,42 
27 
 
 
 
per 1000 kelahiran hidup. Dikarenakan Kota Semarang adalah 
ibukota Provinsi Jawa Tengah maka dari itu sosialisasi dan 
perhatian pemerintah akan lebih banyak di kota ini. 
Kota/kabupaten yang memiliki AKB terbesar di Provinsi Jawa 
Tengah terdapat di Kabupaten Rembang dikarenakan kurangnya 
sosialisasi dan perhatian pemerintah Jawa Tengah sehingga 
banyak wanita yang berkeluarga dibawah umur 17 tahun dengan 
kondisi sosial ekonomi rendah yang mengakibatkan di tahun 2013 
ini AKB di Kabupaten Rembang mengalami peningkatan dari 
tahun sebelumnya yaitu dari 16,61 per 1000 kelahiran hidup 
menjadi 17,12 per 1000 kelahiran hidup. Dari hasil rata-rata AKB 
Provinsi Jawa Tengah yang diperoleh terdapat 18 kabupaten/kota 
yang berada dibawah rata-rata dari 35 kabupaten/kota di Jawa 
Tengah diantaranya Kabupaten Kebumen, Kabupaten Magelang, 
Kabupaten Boyolali, Kabupaten Klaten, Kabupaten Sukoharjo, 
Kabipaten Wonogiri, Kabupaten Karanganyar, Kabupaten Sragen, 
Kabupaten Kudus, Kabupaten Jepara, Kabupaten Demak, 
Kabupaten Kendal, Kabupaten Pekalongan, Kabupaten Pemalang, 
Kabupaten Tegal, Kabupaten Brebes, Kota Surakarta, dan Kota 
Semarang. Untuk 17 kabupaten/kota lainnya berada diatas rata-
rata nilai AKB Provinsi Jawa Tengah. Jika ditinjau dari target 
MDGs yang harus dicapai Indonesia pada tahun 2015 yaitu 
sebesar 23/1000 kelahiran hidup tidak ada satupun wilayah yang 
melebihi target melainkan semua kabupaten/kota di Jawa Tengah 
memiliki nilai AKB dibawah target berarti tahun 2013 nilai AKB 
untuk kabupaten/kota di Provinsi Jawa Tengah sudah cukup baik 
walaupun masih ada beberapa wilayah yang mengalami 
peningkatan dari tahun sebelumnnya.            
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Gambar 4.1 Diagram Batang AKB Kabupaten/Kota di Jawa Tengah 
 
4.2  Pola Hubungan AKB Provinsi Jawa Tengah dengan 
Faktor-Faktor yang Berpengaruh  
Sebelum melakukan pemodelan maka perlu melihat terlebih 
dahulu pola hubungan dari AKB dengan faktor-faktor yang 
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diduga berpengaruh. Pola hubungan ini bertujuan untuk melihat 
metode yang sesuai untuk memodelkan AKB di Provinsi Jawa 
Tengah. Pola hubungan antara AKB dengan masing-masing 
variabel dilihat dari pola scatter plot. Pola pada plot dapat 
berbentuk linier, kuadratik, ataupun kubik. Identifikasi awal 
mengenai pola dibutuhkan untuk melihat kesesuaian metode yang 
digunakan. Apabila membentuk suatu pola tertentu, maka metode 
yang digunakan yaitu regresi parametrik. Namun, apabila tidak 
membentuk suatu pola tertentu maka metode yang sesuai yaitu 
regresi nonparametrik. Sementara itu, jika terdapat komponen 
parametrik dan nonparametrik maka regresi semiparametrik yang 
digunakan. Berikut hasil identifikasi mengenai pola hubungan 
antara AKB dengan variabel yang diduga berpengaruh yaitu 
presentase wanita berkeluarga dibawah umur 17 tahun, presentase 
wanita yang tidak pernah sekolah atau tidak tamat SD/MI, 
persentase persalinan yang menggunakan tenaga non medis, 
persentase penduduk golongan sosial ekonomi menengah 
kebawah, rasio tenaga medis dan rasio fasilitas kesehatan. Berikut 
adalah keterangan label pada scatter plot.     
No Kab/Kota No Kab/Kota No Kab/Kota 
1 Kab.Cilacap 13 Kab.Karanganyar 25 Kab.Batang 
2 Kab.Banyumas 14 Kab.Sragen 26 Kab.Pekalongan 
3 Kab.Purbalingga 15 Kab.Grobogan 27 Kab.Pemalang 
4 Kab.Banjarnegara 16 Kab.Blora 28 Kab.Tegal 
5 Kab.Kebumen 17 Kab.Rembang 29 Kab.Brebes 
6 Kab.Purworejo 18 Kab.Pati 30 Kota.Magelang 
7 Kab.Wonosobo 19 Kab.Kudus 31 Kota Surakarta 
8 Kab.Magelang 20 Kab.Jepara 32 Kota Salatiga 
9 Kab.Boyolali 21 Kab.Demak 33 Kota Semarang 
10 Kab.Klaten 22 Kab.Semarang 34 Kota Pekalongan 
11 Kab.Sukoharjo 23 Kab.Temanggung 35 Kota Tegal 
12 Kab.Wonogiri 24 Kab.Kendal 
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4.2.1 Pola Hubungan antara AKB dengan Persentase Wanita 
Berkeluarga dibawah Umur 17 Tahun 
Persentase wanita berkeluarga dibawah umur 17 tahun ada-
lah salah satu variabel yang mempengaruhi AKB dikarenakan 
kelahiran yang ditimbulkan pada ibu yang berusia dibawah 19 
tahun dapat mengakibatkan terjadinya kelahiran yang prematur 
karena kurang matangnya alat reproduksi terutama rahim yang 
belum siap dalam suatu proses kehamilan. Secara rasionalitas, 
jika jumlah wanita yang berkeluarga dibawah umur 17 tahun 
meningkat maka AKB semakin bertambah. Namun pada 
penelitian ini, informasi tersebut tidak bisa digunakan dikare-
nakan pola yang terbentuk pada Gambar 4.2 tidak membentuk 
suatu pola tertentu. Sehingga, jika persentase wanita berkeluarga 
dibawah umur 17 tahun mengalami kenaikan maka peningkatan 
ataupun penurunan terhadap AKB belum dapat dijelaskan. Oleh 
sebab itu, metode yang akan digunakan adalah regresi 
nonparametrik Spline.  
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Gambar 4.2 Scatterplot antara AKB dengan Persentase Wanita Berkeluarga 
dibawah Umur 17 Tahun 
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4.2.2 Pola Hubungan antara AKB dengan Persentase Wanita 
yang Tidak Pernah Sekolah atau Tidak Tamat SD/MI 
Pendidikan merupakan salah satu faktor penting yang 
mempengaruhi pola pikir seorang ibu dalam memperlakukan 
anak. Secara rasionalitas, jika pendidikan yang ditempuh seorang 
ibu tinggi maka kemungkinan ibu tersebut memperlakukan 
kehamilan dan anaknya setelah lahir dengan baik. Oleh sebab itu, 
jika seorang ibu memiliki riwayat pendidikan yang tinggi maka 
AKB semakin rendah. Namun informasi tersebut tidak dapat 
digunakan dikarenakan pola yang terbentuk pada Gambar 4.3 ti-
dak membentuk suatu pola tertentu. Sehingga, jika persentase 
wanita yang tidak pernah sekolah atau tidak tamat SD/MI  men-
galami peningkatan maka penurunan ataupun peningkatan ter-
hadap AKB dengan tidak dapat dijelaskan. Oleh sebab itu, 
metode yang digunakan untuk memodelkan AKB dengan 
persentase wanita yang tidak pernah sekolah atau tidak tamat 
SD/MI adalah regresi nonparametrik Spline.   
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Gambar 4.3 Scatterplot antara AKB dengan Persentse Wanita yang Tidak 
Pernah Sekolah atau Tidak Tamat SD/MI 
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4.2.3 Pola Hubungan antara AKB dengan Persentase 
Persalinan yang Menggunakan Tenaga Non Medis 
Persentase persalinan yang menggunakan tenaga non medis 
merupakan salah satu faktor yang diduga berpengaruh terhadap 
AKB di Jawa Tengah dikarenakan persalinan dengan bantuan 
tenaga medis juga mempengaruhi kesehatan dari ibu dan bayi 
yang dilahirkannya. Sehingga secara rasionalitasnya, jika semakin 
tingginya persalinan yang menggunakan tenaga non medis maka 
semakin tinggi pula AKB yang terjadi. Namun informasi tersebut 
tidak bisa digunakan pada penelitian ini dikarenakan pola yang 
terbentuk pada Gambar 4.4 tidak membentuk suatu pola tertentu. 
Sehingga, jika  persentase persalinan yang menggunakan tenaga 
non medis mengalami peningkatan maka peningkatan ataupun 
penurunan terhadap AKB di Jawa Tengah tidak dapat dijelaskan. 
Oleh sebab itu, metode yang sesuai untuk memodelkan hubungan 
antara AKB di Provinsi Jawa Tengah dengan persentase 
persalinan yang menggunakan tenaga non medis adalah regresi 
nonparametrik Spline. 
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Gambar 4.4 Scatterplot antara AKB dengan Persentase Persalinan yang 
Menggunakan Tenaga Non Medis 
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4.2.4 Pola Hubungan antara AKB dengan Persentase 
Penduduk Golongan Sosial Ekonomi Menengah 
Kebawah 
Persentase penduduk golongan sosial ekonomi menengah 
kebawah merupakan salah satu faktor yang diduga berpengaruh 
terhadap AKB di Provinsi Jawa Tengah dikarenakan status sosial 
ekonomi akan mempengaruhi orangtua ataupun seorang ibu da-
lam memperlakukan kehamilan dan bayi yang dilahirkannya. 
Sehingga secara rasionalitasnya, jika semakin tinggi status sosial 
ekonomi orangtua, maka semakin kecil pula AKB begitu juga 
sebaliknya. Namun informasi tersebut tidak dapat digunakan pada 
penelitian ini dikarenakan pola yang terbentuk pada Gambar 4.5 
tidak membentuk suatu pola tertentu. Sehingga, jika mening-
katnya persentase penduduk golongan sosial ekonomi menengah 
kebawah maka peningkatan ataupun penurunan terhadap AKB di 
Provinsi Jawa Tengah tidak dapat dijelaskan. Oleh karena itu, 
metode yang digunakan untuk memodelkan hubungan antara 
AKB dengan persentase penduduk golongan sosial ekonomi 
menengah kebawah adalah regresi nonparametrik Spline.  
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Gambar 4.5 Scatterplot antara AKB dengan Persentase Penduduk Golongan 
Sosial Ekonomi  Menengah Kebawah 
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4.2.5 Pola Hubungan antara AKB dengan Rasio Tenaga 
Kesehatan 
Tenaga kesehatan seperti dokter dan bidan merupakan salah 
satu faktor yang mempengaruhi AKB di Provinsi Jawa Tengah 
dikarenakan dokter dan bidan mempunyai peran yang besar 
terhadap ketercapaian tujuan pembangunan kesehatan, dimana 
baik atau buruknya pelayanan yang diberikan oleh seorang bidan 
dan dokter akan berdampak pada status kesehatan pasien. 
Sehingga diharapkan dengan jumlah tenaga medis yang terdiri 
dari dokter dan bidan yang semakin banyak, kesadaran ibu hamil 
untuk melakukan persalinan dengan bantuan tenaga medis 
semakin besar. Secara rasionalitasnya, jika jumlah tenaga 
kesehatan sedikit, maka angka kematian bayi akan semakin 
meningkat begitu juga sebaliknya. Namun informasi tersebut ti-
dak dapat digunakan pada penelitian ini dikarenakan pola yang 
terbentuk pada Gambar 4.6 tidak membentuk suatu pola tertentu. 
Sehingga peningkatan atau penurunan AKB yang disebabkan oleh 
meningkatnya rasio tenaga kesehatan tidak dapat dijelaskan. Oleh 
sebab itu, metode yang digunakan untuk memodelkan hubungan 
antara AKB di Provinsi Jawa Tengah dengan rasio tenaga 
kesehatan adalah regresi nonparametrik Spline.  
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Gambar 4.6 Scatterplot antara AKB dengan Rasio Tenaga Kesehatan 
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4.2.6 Pola Hubungan antara AKB dengan Rasio Fasilitas 
Kesehatan 
Fasilitas kesehatan juga merupakan salah satu faktor yang 
berpengaruh terhadap AKB, dimana fasilitas kesehatan ini terdiri 
dari rumah sakit, puskesmas, dan tempat-tempat kesehatan 
lainnya. Secara rasionalitasnya, jika semakin banyak fasilitas 
kesehatan diharapkan semakin kecil AKB yang terjadi begutu 
juga sebaliknya. Namun pada penelitian ini, informasi tersebut 
tidak dapat digunakan karena pola yang terbentuk pada Gambar 
4.7 tidak membentuk suatu pola tertentu. Sehingga, jika rasio 
fasilitas kesehatan mengalami kenaikan maka peningkatan atau-
pun penurunan terhadap AKB tidak dapat dijelaskan. Oleh sebab 
itu,  metode yang digunakan berdasarkan pola yang terbentuk 
adalah regresi nonparametrik Spline.   
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Gambar 4.7 Scatterplot antara AKB dengan Rasio Fasilitas Kesehatan 
 
4.3  Pemilihan Titik Knot Optimal 
Dalam pendekatan regresi nonparametrik Spline, dikenal 
adanya titik knot. Titik knot merupakan titik perpaduan bersama 
dimana terjadi perubahan pola perilaku data. Letak titik knot 
merupakan hal yang sangat penting dalam melakukan pemodelan 
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regresi nonparametrik Spline. Oleh karena itu, titik knot dicari 
yang paling optimal. Metode yang digunakan untuk memperoleh 
titik knot yang optimal dengan Generalized Cross Validation 
(GCV). Titik knot optimal diperoleh dari nilai GCV yang paling 
minimum. Jumlah knot yang digunakan diantaranya adalah satu 
knot, dua knot, tiga knot, dan kombinasi knot antara satu, dua, 
tiga titik knot dari masing-masing prediktor.  
4.3.1  Pemilihan Titik Knot Optimal dengan Satu Titik Knot 
Pemilihan titik knot yang optimal diawali dengan pemilihan 
satu titik knot. Titik knot optimal untuk satu titik knot diharapkan 
dapat menghasilkan model Spline yang terbaik dan nilai GCV 
yang paling minimum.  Berikut merupakan model regresi 
nonparametrik Spline pada kasus Angka Kematian Bayi. 
     
     




661261155105944847
3363522423112110
ˆˆˆˆˆ
ˆˆˆˆˆˆˆˆ
kxxkxxkxx
kxxkxxkxxy


 
 
Nilai GCV yang dihasilkan dengan menggunakan satu titik 
knot ditunjukkan pada Tabel 4.2.  
Tabel 4.2 Nilai GCV dengan Satu Titik Knot 
No 
Knot 
GCV 
1x  2x  3x  4x  5x  6x  
1 9,089 13,476 2,499 7,311 53,786 10,143 9,40654 
2 9,69 13,826 2,916 7,654 61,3 10,5 8,99553 
3 10,291 14,175 3,332 7,998 68,814 10,857 8,72777 
4 10,893 14,525 3,749 8,341 76,329 11,214 8,568492 
5 11,494 14,874 4,165 8,685 83,843 11,571 8,256483 
6 12,096 15,223 4,582 9,028 91,357 11,929 8,479924 
7 12,697 15,573 4.998 9,372 98,871 12,286 8,93175 
8 13,299 15,922 5,415 9,715 106,386 12,643 9,534048 
9 13,9 16,271 5,831 10,059 113,9 13 10,08962 
10 25,327 22,910 13,746 16,585 256,671 19,786 10,12785 
Berdasarkan Tabel 4.2 dapat diketahui bahwa nilai GCV 
minimum yang dihasilkan dengan satu titik knot yaitu sebesar 
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8,256483, dimana titik knot optimumnya pada masing-masing 
variabel prediktor yaitu sebagai berikut. 
1k : 11,494    ;    2k : 14,874 ;      3k : 4,165 
4k : 8,685      ;    5k : 83,843 ;      6k : 11,571 
4.3.2  Pemilihan Titik Knot Optimal dengan Dua Titik Knot 
Setelah mendapatkan titik knot optimum untuk satu titik 
knot adalah mencari titik knot optimum untuk dua titik knot. Titik 
knot optimum untuk dua titik knot akan dibandingkan dengan 
nilai titik knot optimal pada satu titik knot. Perhitungan titik knot 
optimum untuk dua titik knot sama dengan satu titik knot yaitu 
mencari nilai  GCV yang paling minimum. Berikut merupakan 
model regresi nonparametrik Spline untuk dua titk knot.  
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Nilai GCV dari pemodelan dengan menggunakan  dua titik 
knot ditunjukkan oleh Tabel 4.3. 
Tabel 4.3 Nilai GCV dengan Dua Titik Knot 
No 
Knot 
GCV 
1x  2x  3x  4x  5x  6x  
1 
12,096 15,223 4.582 9,028 91,357 11,929 
6,15949 
27,733 24,307 15,411 17,958 286,729 21,214 
2 
19,914 19,765 9,997 13,493 189,043 16,571 
6,15594 
23,523 21,862 12,496 15,554 234,129 18,714 
3 
19,914 19,765 9,997 13,493 189,043 16,571 
5,50107 
24,124 22,211 12,912 15,898 241,643 19,071 
4 
19,914 19,765 9,997 13,493 189,043 16,571 
5,86155 
24,726 22,560 13,329 16,241 249,157 19,429 
5 
20,516 20,115 10,413 13,837 196,557 16,929 
5,09974 
23,523 21,862 12,496 15,554 234,129 18,714 
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Tabel 4.3 Nilai GCV dengan Dua Titik Knot (Lanjutan) 
No 
Knot 
GCV 
1x  2x  3x  4x  5x  6x  
6 
20,516 20,115 10,413 13,837 196,557 16,929 
5,17173 
24,124 22,211 12,912 15,898 241,643 19,071 
7 
20,516 20,115 10,413 13,837 196,557 16,929 
5,88274 
24,726 22,560 13,329 16,241 249,157 19,429 
8 
21,117 20,464 10,829 14,180 204,071 17,286 
5,24749 
22,921 21,512 12,079 15,211 226,614 18,357 
9 
21,117 20,464 10,830 14,180 204,071 17,286 
5,24273 
23,523 21,862 12,496 15,554 234,129 18,714 
10 
21,117 20,464 10,829 14,180 204,071 17,286 
5,78068 
24,124 22,211 12,912 15,898 241,643 19,071 
Berdasarkan Tabel 4.3 diketahui bahwa nilai GCV 
minimum untuk dua titik knot adalah 5,09974 dengan nilai titik 
knot optimum untuk masing-masing variabel adalah sebagai 
berikut.  
Pada variabel 1k  : (20,516 dan 23,523) 
Pada variabel 2k  : (20,115 dan 21,862) 
Pada variabel 3k  : (10,413 dan 12,496) 
Pada variabel 4k  : (13,837 dan 15,554) 
Pada variabel 5k  : (196,557 dan 234,129) 
 Pada variabel 6k  : (16,929 dan 18,714) 
4.3.3  Pemilihan Titik Knot Optimal dengan Tiga Titik Knot 
 Langkah selanjutnya setelah dilakukan pemilihan titik knot 
optimum pada satu titik knot dan dua titik knot adalah mencari 
titik knot yang optimal dengan menggunakan tiga titik knot. 
Model regresi nonparametrik Spline dengan tiga titik knot adalah 
sebagai berikut. 
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Berikut ini merupakan nilai GCV yang didapatkan dengan 
pemodelan menggunakan tiga titik knot. 
Tabel 4.4 Nilai GCV dengan Tiga Titik Knot 
No 
Knot 
GCV 
1x  2x  3x  4x  5x  6x  
1 
6,081 11,729 0,417 5,594 16,214 8,357 
3,85917 21,117 20,464 10,830 14,180 204,071 17,286 
24,124 22,211 12,912 15,898 241,643 19,071 
2 
6,081 11,729 0,417 5,594 16,214 8,357 
3,4371 21,719 20,814 11,246 14,524 211,586 17,643 
22,921 21,512 12,079 15,211 226,614 18,357 
3 
6,081 11,729 0,417 5,594 16,214 8,357 
3,37139 21,719 20,814 11,246 14,524 211,586 17,643 
23,523 21,862 12,496 15,554 234,129 18,714 
4 
10,893 14,525 3,749 8,341 76,329 11,214 
3,92319 21,117 20,464 10,830 14,180 204,071 17,286 
22,921 21,512 12,079 15,211 226,614 18,357 
5 
10,893 14,525 3,749 8,341 76,329 11,214 
3,49762 21,719 20,814 11.246 14,524 211,586 17,643 
22,32 21,163 11,663 14,867 219,1 18 
6 
11,494 14,874 4,165 8,685 83,843 11,571 
3,69002 31,341 26,404 17,911 20,019 331,814 23,357 
33,747 27,801 19,577 21,393 361,871 24,786 
7 
11,494 14,874 4,165 8,685 83,843 11,571 
3,20519 21,719 20,814 11,246 14,524 211,586 17,643 
22,32 21,163 11,663 14,867 219,1 18 
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Tabel 4.4 Nilai GCV dengan Tiga Titik Knot (Lanjutan) 
No 
Knot 
GCV 
1x  2x  3x  4x  5x  6x  
8 
11,494 14,874 4,165 8,685 83,843 11,571 
3,89436 31,943 26,753 18,327 20,363 339,329 23,714 
33,747 27,801 19,577 21,393 361,871 24,786 
9 
12,096 15,223 4,582 9,028 91,357 11,929 
3,20519 21,719 20,814 11,246 14,524 211,586 17,643 
22,32 21,163 11,663 14,867 219,1 18 
10 
12,697 15,573 4,998 9,372 98,871 12,286 
3,89249 21,719 20,814 11,246 14,524 211,586 17,643 
22,32 21,163 11,663 14,867 219,1 18 
Tabel 4.4 menunjukkan bahwa nilai GCV minimum untuk 
tiga titik knot adalah 3,20519. Titik-titik knot optimal pada tiap 
variabel prediktor yang menghasilkan nilai GCV minimum 
tersebut diberikan sebagai berikut.  
Pada variabel 1k  : (11,494 ; 21,719 dan 22,52) 
Pada variabel 2k  : (14,874 ; 20,814 dan 21,163) 
Pada variabel 3k  : (4,165 ; 11,246 dan 11,663) 
Pada variabel 4k  : (8,685 ; 14,524 dan 14,867) 
Pada variabel 5k  : (83,843 ; 211,586 dan 219,1) 
 Pada variabel 6k  : (11,571 ; 17,643 dan 18) 
4.3.4  Pemilihan Titik Knot Optimal dengan Kombinasi Knot 
Setelah melakukan pemilihan titik knot optimum 
menggunakan satu tik knot, dua titik knot, dan tiga titik knot 
maka selanjutnya melakukan pemilihan titik knot optimum 
dengan kombinasi knot. Kombinasi titk knot merupakan 
kombinasi antara  satu titik knot, dua titik knot, dan tiga titik knot 
sehingga memungkinkan masing-masing variabel prediktor 
mempunyai jumlah titik knot yang berbeda. Tujuan untuk 
melakukan kombinasi knot ini adalah untuk membandingkan dan 
mencari titik knot yang paling optimum. Sama halnya dengan 
sebelumnya, pada kombinasi knot pemilihan titik knot optimum 
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dilakukan dengan memilih GCV yang paling minimum. Nilai 
GCV yang diperoleh dari kombinasi knot akan dibandingkan  
dengan nilai GCV yang diperoleh dari pemilihan titik knot 
dengan satu titik knot, dua titik knot dan tiga titik knot. Sehingga 
nilai GCV yang paling minimum diharapkan dapat menghasilkan 
model regresi nonparametrik Spline.  
Berikut adalah hasil perhitungan GCV untuk regresi 
nonparametrik Spline dengan kombinasi knot yang ditunjukkan 
pada Tabel 4.5. 
Tabel 4.5 Nilai GCV dengan Kombinasi Titik Knot 
No 
Knot 
GCV 
1x  2x  3x  4x  5x  6x  
1 
11,494 14,874 10,413 8,685 83,843 16,929 
2,39413 21,719 20,814 12,496 
  
18,714 
22,32 21,163   
2 
11,494 14,874 10,413 8,685 83,843 11,571 
2,661728 21,719 20,814 12,496 
  
17,643 
22,32 21,163  18 
3 
11,494 14,874 10,413 8,685 196,557 16,929 
2,378228 21,719 20,814 12,496 
 
234,129 18,714 
22,32 21,163    
4 
11,494 14,874 10,413 8,685 196,557 11,571 
2,455078 21,719 20,814 12,496 
 
234,129 17,643 
22,32 21,163   18 
5 
11,494 14,874 10,413 8,685 83,843 16,929 
2,700936 21,718 20,814 12,496 
 
211,586 18,714 
22,32 21,163  219,1  
6 
11,494 14,874 10,413 8,685 83,843 16,929 
2,705608 21,719 20,814 12,496 14,524  18,714 
22,32 21,163  14,867   
7 
11,494 14,874 10,413 8,685 196,557 16,929 
2,654101 21,719 20,814 12,496 14,524 234,129 18,714 
22,32 21,163  14,867   
8 
11,494 14,874 4,165 8,685 83,843 16,929 
2,699926 21,719 20,814 11,246   18,714 
22,32 21,163 11,663    
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Tabel 4.5 Nilai GCV dengan Kombinasi Titik Knot (Lanjutan) 
 
Berdasarkan Tabel 4.5 dapat dilihat bahwa nilai GCV yang 
paling minimum untuk kombinasi titik knot adalah 2,378228 
dengan jumlah knot pada masing-masing variabel prediktor yaitu 
3-3-2-1-2-2. Titik –titik knot optimal pada tiap variabel pre-diktor 
yang menghasilkkan GCV minimum tersebut yaitu sebagai 
berikut.   
Pada variabel 1k  : (11,494 ; 21,719 dan 22,32) 
Pada variabel 2k  : (14,874 ; 20,814 dan 21,163) 
Pada variabel 3k  : (10,413 dan 12,496) 
Pada variabel 4k  : (8,685) 
Pada variabel 5k  : (196,557 dan 234,129) 
 Pada variabel 6k  : (16,929 dan 18,714) 
Perbandingan nilai GCV minimum yang diperoleh dengan 
menggunakan satu knot, dua knot, tiga knot, dan kombinasi knot 
ditunjukkan oleh Tabel 4.6. 
Tabel 4.6 Perbandingan Nilai GCV Minimum 
Model GCV 
1 Titik Knot 8,256483 
2 Titik Knot 5,09974 
3 Titik Knot 3,20519 
Kombinasi Ttik Knot 2,378228 
Berdasarkan Tabel 4.6 terlihat bahwa model regresi yang 
memiliki GCV paling minimum yaitu model regresi dengan 
No 
Knot 
GCV 
1x  2x  3x  4x  5x  6x  
9 
11,494 14,874 4,165 8,685 196,557 16,9286 
2,629573 21,719 20,814 11,246  234,129 18,714 
22,32 21,163 11,663    
10 
11,494 14,874 4,165 8,685 196,557 11,571 
2,670385 21,719 20,814 11,246  234,129 17,643 
22,32 21,163 11,663   18 
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kombinasi titik knot dengan nilai GCV sebesar 2,378228. Adapun 
model regresi nonparametrik Spline paling optimum dengan 
menggunakan kombinasi knot 3-3-2-1-2-2. Hal ini menunjukkan 
bahwa model regresi nonparametrik Spline terbaik yaitu model 
regresi dengan kombinasi titik knot sehingga nilai yang akan 
digunakan pada pemodelan AKB di Jawa Tengah adalah nilai 
titik knot optimal dari GCV dengan kombinasi titik knot dengan 
model yang diperoleh adalah sebgai berikut.   
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4.4  Penaksiran Parameter Model Regresi Nonparametrik 
Spline 
Pemodelan AKB dengan regresi nonparametrik spline 
didapatkan model regresi terbaik dengan menggunakan titik knot 
optimal. Pemilihan titik knot optimal yang telah dilakukan 
sebelumnya menghasilkan model regresi terbaik yaitu dengan 
menggunakan kombinasi titik knot dengan knot masing-masing 
variabel secara berturut-turut adalah 3-3-2-1-2-2. Hasil estimasi 
parameter dengan menggunakan kombinasi knot sebagai berikut.  
Tabel 4.7 Estimasi Parameter 
Variabel Parameter Estimasi 
 0  -2,6196 
1x  1  -0,2548 
 2  0,5024 
 3  8,7221 
 4  -9.0445 
2x  5  1.6106 
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Tabel 4.7 Estimasi Parameter (Lanjutan) 
Variabel Parameter Estimasi 
 6  -2.0566 
 7  21.1596 
 8  -21.4064 
3x  9  -0.2660 
 10  2.5690 
 11  -3.1780 
4x  12  -1.9347 
 13  2.0460 
5x  14  0.0401 
 15  -0.0206 
 16  -0.0163 
6x  17  0.2746 
 18  3.3737 
 19  -5.1107 
Hasil estimasi parameter yang terdapat di Tabel 4.7 
didapatkan persamaan model Spline terbaik dengan menggunakan 
kombinasi titik knot setiap variabelnya adalah 3-3-2-1-2-2 
sebagai berikut.  
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4.5  Pengujian Signifikansi Parameter Model Regresi 
Nonparametrik Spline  
Pengujian signifikansi parameter bertujuan untuk 
mengetahui apakah  variabel prediktor memberikan pengaruh 
yang signifikan atau tidak terhadap AKB di Provinsi Jawa 
Tengah. Pengujian signifikansi parameter dilakukan dengan dua 
tahap. Tahap pertama adalah pengujian secara serentak, jika pada 
tahap ini menunjukkan bahwa parameter signifikan terhadap 
AKB, maka selanjutnya dilakukan pengujian parameter secara 
individu. Pengujian parameter secara individu dilakukan untuk 
mengetahui signifikansi masing-masing parameter terhadap AKB.  
4.5.1 Pengujian Signifikansi Parameter Model Secara 
Serentak 
Pengujian secara serentak dilakukan untuk melihat signi-
fikansi parameter terhadap variabel respon secara keseluruhan 
dengan melibatkan seluruh variabel prediktor. Adapun  hipotesis 
untuk uji serentak yaitu sebagai berikut. 
H0 : 1921 ...    
H1 : Minimal ada satu 19,...,2,1,0  ss
  
Hasil pengujian serentak dapat dilihat pada Tabel 4.8.  
Tabel 4.8 ANOVA Model Regresi Nonparametrik Spline 
Sumber df SS MS Fhitung P-value 
Regresi 19 340,4836 17,92019 15,45285 0,00000122 
Error 15 17,39504 1,159669   
Total 34 357,8787    
Hasil ANOVA (Analysis of Variance) pada Tabel 4.8 dapat 
diketahui bahwa nilai Mean Square Error (MSE) yang diperoleh 
yaitu sebesar 1,159669 dan Mean Square Regression (MSR) 
sebesar 17,92019. Berdasarkan nilai MSR dan MSE didapatkan 
nilai hitungF sebesar 15,45285 dan P-value sebesar 0,00000122 
dengan taraf signifikansi (α) sebesar 0,05 maka didapatkan 
keputusan tolak H0 karena nilai tabelhitung FF  dan nilai P-value < 
0,05. Dari keputusan yang didapatkan dapat diambil kesimpulan 
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yaitu minimal terdapat satu parameter yang berpengaruh 
signifikan terhadap variabel respon.  
Setelah didapatkan hasil yang signifikan pada pengujian 
signifikansi parameter model secara serentak, maka langkah 
selanjutnya adalah melakukan pengujian signi-fikansi parameter 
model secara individu. Berdasarkan hasil analisis juga didapatkan 
nilai 2R sebesar 95,14%. Nilai ini menunjukkan bahwa variabel 
yang digunakan dapat menjelaskan model sebesar 95,14%. 
Dengan nilai 2R  dapat dikatakan bahwa model regresi 
nonparametrik Spline yang dihasilkan merupakan model yang 
baik.  
4.5.2 Pengujian Signifikansi Parameter Model Secara 
Individu 
Pengujian secara individu dilakukan untuk  mmengetahui 
parameter mana saja yang berpengaruh secara signifikan terhadap 
model. Hipotesis untuk uji parsial adalah sebagai berikut.  
H0 : 0s  
H1 : ,0s dimana s = 1,2,…,19 
Hasil pengujian signifikansi parameter secara individu 
dapat dilihat pada Tabel 4.9. 
Tabel 4.9 Uji Parsial Model Regresi Nonparametrik Spline 
Variabel Parameter Koefisien hitungt  P-value Keputusan 
 0  -2,6196 -0.5151 0.6140 
Tidak 
Signifikan 
1x  
1  -0,2548 -1.1099 0.2845 
Tidak 
Signifikan 
2  0,5024 1.5458 0.1430 
Tidak 
Signifikan 
3  8,7221 5.0947 0.000132 Signifikan 
4  -9.0445 -5.1855 0.000111 Signifikan 
2x  
5  1.6106 3.5734 0.00277 Signifikan 
6  -2.0566 -3.1452 0.00667 Signifikan 
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Tabel 4.9 Uji Parsial Model Regresi Nonparametrik Spline (Lanjutan) 
Tabel 4.9 menunjukkan parameter yang signifikan dan tidak 
signifikan dalam setiap variabel yang disertai nilai 
hitungt dan P-
value. Pengujian signifikansi dilakukan dengan cara perbandingan 
nilai P-value dengan taraf signifikansi sebesar 0,05. Pada tabel 
4.9 dapat diketahui ada 5 dari 20 parameter yang tidak signifikan 
karena memiliki nilai P-value yang lebih besar dari 0,05. Namun 
secara keseluruhan dari 6 faktor yang diduga mempengaruhi 
AKB berpengaruh signifikan. Oleh sebab itu, dapat disimpulkan 
keenam faktor tersebut berpengaruh signifikan terhadap AKB di 
Provinsi Jawa Tengah. 
 
4.6  Pengujian Asumsi Residual 
Analisis regresi nonparametrik spline akan menghasilkan  
residual. Pengujian asumsi terhadap residual inilah untuk 
Variabel Parameter Koefisien hitungt  P-value Keputusan 
 
7  21.1596 5.8660 0,0000310 Signifikan 
8  -21.4064 -6.0730 0,0000213 Signifikan 
3x  
9  -0.2660 -2.7606 0.01457 Signifikan 
10  2.5690 3.9991 0.001161 Signifikan 
11  -3.1780 -4.3177 0.000610 Signifikan 
4x  
12  -1.9347 -4.7771 0.000245 Signifikan 
13  2.0460 4.8955 0.0001941 Signifikan 
5x  
14  0.0401 2.3568 0.03245 Signifikan 
15  -0.0206 -0.9344 0.3649236 
Tidak 
Signifikan 
16  -0.0163 -0.9344 0.3649236 
Tidak 
Signifikan 
6x  
17  0.2746 2.4902 0.024983 Signifikan 
18  3.3737 3.2519 0.005363 Signifikan 
19  -5.1107 -3.6371 0.002433 Signifikan 
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memastikan model yang dihasilkan dari regresi nonparametrik 
layak untuk digunakan ataupun tidak. Pengujian asumsi residual 
dilakukan untuk mengetahui apakah residual yang dihasilkan dari 
model regresi telah memenuhi asumsi yaitu identik, independen, 
dan berdistribusi normal.      
4.6.1  Uji Identik 
Uji identik dilakukan untuk melihat homogenitas dari 
varians residual. Asumsi identik tidak terpenuhi jika varians dari 
residual tidak homogen atau terjadi heteroskedastisitas. 
persamaan regresi yang baik jika tidak terjadi heteroskedastisitas.   
Hipotesis yang digunakan dalam pengujian identik adalah sebagai 
berikut.  
H0 : 2
22
2
2
1 ......   n  (identik) 
H1  : minimal ada satu nii ,...,2,1,
22  (tidak identik) 
Uji yang digunakan untuk mendeteksi adanya 
heteroskedastisitas yaitu dengan menggunakan uji Glejser. Uji 
Glejser dilakukan dengan meregresikan nilai mutlak residual 
dengan variabel pre-diktor. Berikut hasil dari uji Glejser yang 
terlihat pada Tabel 4.10.  
Tabel 4.10 ANOVA dari Uji Glejser 
Sumber df SS MS F P-value 
Regresi 19 4,2493 0,2237 
1,7022 0,1499 Error 15 1,9708 0,1314 
Total 34 6,2201  
Hasil ANOVA yang ditunjukkan pada Tabel 4.10 dapat 
diketahui bahwa nilai hitungF yang diperoleh yaitu sebesar 1,7022 
dan nilai P-value sebesar 0,1499. Apabila taraf signifikan (α) 
yang digunakan adalah 0,05, maka keputusan yang didapatkan 
adalah gagal tolak H0, karena tabelhitung FF  dan nilai P-value < α. 
Jadi dapat disimpulkan bahwa tidak tejadi heteroskedastisitas. 
Hal ini menunjukkan bahwa residual yang didapatkan dari 
pemodelan regresi nonparametrik Spline telah memenuhi asumsi 
identik.  
49 
 
 
 
4.6.2  Asumsi Independen 
Salah satu cara untuk mendeteksi residual bersifat 
independen adalah dengan menggunakan plot Autocorrelation 
Function (ACF). Residual bersifat independen atau tidaknya 
dapat dilihat dari nilai autokorelasi setiap lagnya. Apabila 
terdapat nilai autokorelasi pada lag tertentu yang keluar dari batas 
signifikansi, maka dapat dikatakan bahwa resi-dual tidak 
independen. Interval konfidensi untuk autokorelasi diberikan pada 
Gambar 4.7. 
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Gambar 4.8 Interval Konfidensi Untuk Autokorelasi 
Gambar 4.7 terlihat bahwa nilai autokorelasi pada semua 
lag berada dalam batas signifikansi atau tidak ada satupun nilai 
autokorelasi yang keluar dari batas signifikansi. Hal ini 
menunjukkan asumsi independen pada residual telah terpenuhi. 
4.6.3  Uji Distribusi Normal 
Pengujian ini dilakukan untuk mengetahui apakah residual 
mengikuti distribusi normal atau tidak.  Pengujian asumsi residual 
dapat dilihat secara visual pada plot distribusi normal. Apabila 
residual cenderung mengikuti garis 450 maka residual dapat 
dikatakan berdistribusi normal ataupun dilakukan dengan uji 
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Kolmogorov Smirnov. Adapun hipotesis yang digunakan adalah 
sebagai berikut.  
H0 :    xFxF 0  (residual mengikuti distribusi normal) 
H1 :    xFxF 0  (residual tidak mengikuti distribusi normal) 
Hasil pengujian distribusi normal dengan Kolmogorov 
Smirnov dapat dilihat pada Gambar 4.8.  
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Gambar 4.9 Hasil Uji Kolmogorov Smirnov 
Gambar 4.8 dapat diketahui bahwa P-value yang diperoleh 
dari hasil pengujian dengan Kolmogorov Smirnov menunjukkan 
nilai >0,150. Apabila taraf signifikan (α) adalah 0,05 maka 
keputusan yang didapatkan adalah gagal tolak H0 karena P-value 
> 0,05. Dengan demikian dapat disimpulkan bahwa residual telah 
berdistribusi normal.  
Berdasarkan hasil pengujian terhadap residual, dapat 
disimpulkan bahwa ketiga asumsi telah terpenuhi baik itu identic, 
independen, dan berdistribusi normal. Sehingga model yang 
didapatkan telah layak untuk menggambarkan antara variabel 
prediktor dengan AKB sebagai variabel responnya.  
 
 
 
51 
 
 
 
4.7  Interpretasi Model Regresi Nonparametrik Spline 
Setelah dilakukan pengujian parameter model regresi 
nonparametrik spline dan semua asumsi residual telah terpenuhi, 
maka model regresi yang telah diperoleh tersebut dapat 
diinterpretasikan. Berdasarkan nilai koefisien determinasi 
atau 2R yang diperoleh dari model regresi nonparametrik spline 
sebesar 95,14% yang berarti keenam variabel prediktor mampu 
menjelaskan variabilitas AKB sebesar 95,14%. Dengan demikian 
dapat dikatakan bahwa model regresi nonparametrik spline yang 
dihasilkan merupakan model yang baik dan layak digunakan 
untuk pemodelan.  
Model regresi nonparametrik spline terbaik adalah dengan 
menggunakan kombinasi titik knot. Berikut persamaan yang 
diperoleh dari kombinasi titik knot.  
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Interpretasi model bertujuan untuk mengetahui besar  
pengaruh masing-masing variabel terhadap AKB. Adapun dari 
model tersebut memiliki enam variabel dimana keenam variabel 
tersebut berpengaruh signifikan terhadap AKB.  
Interpretasi model berdasarkan masing-masing variabel yang 
berpengaruh adalah sebagai berikut.  
1. Dengan mengasumsikan variabel lain konstan, maka pengaruh 
persentase wanita berkeluarga dibawah umur 17 tahun adalah 
sebagai berikut.  
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Interpretasi dari model tersebut menjelaskan, apabila kasus 
persentase wanita berkeluarga dibawah umur 17 tahun kurang 
dari 11,494 persen dan persentase wanita berkeluarga dibawah 
umur 17 tahun pada keadaan ini naik sebesar 1% maka AKB 
turun sebesar 0,2548 persen. Wilayah yang termasuk pada 
segmen ini yaitu Kabupaten Klaten, Kabupaten Sukoharjo, 
Kota Surakarta, Kota Salatiga, Kota Semarang, dan Kota 
Pekalongan,  
Saat kasus persentase wanita berkeluarga dibawah umur 17 
tahun berkisar antara 11,494 hingga 21,719 persen dan apabila 
kasus  persentase wanita berkeluarga dibawah umur 17 tahun 
naik 1% maka AKB cenderung naik sebesar 0,2476 persen. 
Wilayah yang termasuk pada segmen ini yaitu Kabupaten 
Cilacap, Kabupaten Banyumas, Kabupaten Purbalingga, 
Kabupaten Kebumen, Kabupaten Purworejo, Kabupaten 
Magelang, Kabupaten Boyolali, Kabupaten Wonogiri, 
Kabupaten Karanganyar, Kabupaten Sragen, Kabupaten 
Kudus, Kabupaten Demak, Kabupaten Semarang, Kabupaten 
Kendal, Kabuapten Pekalongan, Kabupaten Tegal, dan Kota 
Tegal.  
Saat kasus persentase wanita berkeluarga dibawah umur 17 
tahun berkisar antara 21,719 hingga 22,32 persen dan apabila 
persentase wanita berkeluarga dibawah umur 17 tahun naik 
1% maka AKB cenderung naik sebesar 8,9697 persen. Namun, 
tidak ada satupun wilayah yang terletak di sekisaran segmen 
ini.  
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Saat kasus persentase wanita berkeluarga dibawah umur 17 
tahun lebih dari 22,32 persen dan apabila kasus persentase 
wanita berkeluarga dibawah umur 17 tahun naik 1% maka 
AKB cenderung turun sebesar 0,0748 persen. Wilayah yang 
termasuk pada segmen ini yaitu Kabupaten Banjarnegara, 
Kabupaten Wonosobo, Kabupaten Grobogan, Kabupaten 
Blora, Kabupaten Rembang, Kabupaten Pati, Kabupaten 
Jepara, Kabupaten Temanggung, Kabupaten Batang, 
Kabupaten Pemalang, Kabupaten Brebes, dan Kota Magelang.  
2. Dengan mengasumsikan variabel lain konstan, maka pengaruh 
persentase wanita yang tidak pernah sekolah atau tidak tamat 
SD/MI adalah sebagai berikut.  
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Interpretasi dari model tersebut menjelaskan, saat kasus 
persentase wanita yang tidak pernah sekolah atau tidak tamat 
SD/MI kurang dari 14,874 persen dan kasus persentase wanita 
yang tidak pernah sekolah atau tidak tamat SD/MI pada 
keadaan ini naik sebesar 1% maka AKB naik sebesar 1,6106 
persen. Wilayah yang termasuk pada segmen ini yaitu 
Kabupaten Karanganyar, Kota Surakarta, Kota Slatiga, dan 
Kota Semarang. 
Apabila kasus persentase wanita yang tidak pernah sekolah 
atau tidak tamat SD/MI berkisar antara 14,874 hingga 20,814 
persen dan kasus persentase wanita yang tidak pernah sekolah 
atau tidak tamat SD/MI naik 1% maka AKB cenderung turun 
sebesar 0,446 persen. Wilayah yang termasuk pada segmen ini 
yaitu Kabupaten Purworejo, Kabupaten Boyolali, Kabupaten 
Klaten, Kabupaten Sukoharjo, Kabupaten Sragen, Kabupaten 
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Rembang, Kabupaten Pati, Kabupaten Kudus, Kabupaten 
Jepara, Kabupaten Demak, Kabupaten Wonogiri, Kota 
Pekalongan dan Kota Tegal.  
Saat kasus persentase wanita yang tidak pernah sekolah 
atau tidak tamat SD/MI berkisar antara 20,814 hingga 21,163 
persen dan kasus persentase wanita yang tidak pernah sekolah 
atau tidak tamat SD/MI naik 1% maka AKB cenderung naik 
sebesar 20,7136 persen. Wilayah yang termasuk pada segmen 
ini yaitu Kabupaten Grobogan dan Kabupaten Blora. 
Apabila kasus persentase wanita yang tidak pernah sekolah 
atau tidak tamat SD/MI lebih dari 21,163 persen dan kasus 
persentase wanita yang tidak pernah sekolah atau tidak tamat 
SD/MI naik 1% maka AKB cenderung naik sebesar 0,6928 
persen. Wilayah yang termasuk pada segmen ini yaitu 
Kabupaten Cilacap, Kbupaten Banyumas, Kabupaten 
Purbalingga, Kabupaten Banjarnegara, Kabupaten Kebumen, 
Kabupaten Wonosobo, Kabupaten Magelang, Kabupaten 
Semarang, Kabupaten Temanggung, Kabuapeten Kendal, 
Kabupaten Batang, Kabupeten Pekalongan, Kabupaten 
Pemalang, Kabupaten Tegal, Kabupaten Brebes, dan Kota 
Magelang.  
3. Dengan mengasumsikan variabel lain konstan, maka pengaruh 
persentase persalinan yang menggunakan tenaga non medis 
adalah sebagai berikut.  
   

 496,121780,3413,105690,22660,0ˆ 333 xxxy  
  









496,12;875,09613,12
496,12413,10;303,27510,26
413,10;2660,0
33
33
33
xx
xx
xx
 
Interpretasi dari model tersebut menjelaskan, apabila kasus  
persentase persalinan yang menggunakan tenaga non medis 
kurang dari 10,413 persen dan kasus persentase persalinan 
yang menggunakan tenaga non medis pada keadaan ini naik 
sebesar 1% maka AKB  turun sebesar 0,2660 persen. Wilayah 
yang termasuk pada segmen ini yaitu Kabupaten Banyumas, 
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Kabupaten Banjarnegara, Kabupaten Kebumen, Kabupaten 
Purworejo, Kabupaten Wonosobo, Kabupaten Magelang, 
Kabupaten Boyolali, Kabupaten Klaten, Kabupaten Sukoharjo, 
Kabupaten Wonogiri, Kabupaten Karanganyar, Kabupaten 
Sragen, Kabupaten Grobogan, Kabupaten Blora, Kabupaten 
Rembang, Kabupaten Pati, Kabupaten Kudus, Kabupaten 
Jepara, Kabupaten Demak, Kabupaten Semarang, Kabupaten 
Temanggung, Kabupaten Kendal, kota Surakarta, Kota 
Salatiga, Kota Semarang, kota Pekalongan, dan Kota Tegal.  
Saat kasus persentase persalinan yang menggunakan tenaga 
non medis berkisar antara 10,413 hingga 12,496 persen dan 
kasus persentase persalinan yang menggunakan tenaga non 
medis naik 1% maka AKB cenderung naik sebesar 2,303 
persen. Wilayah yang termasuk pada segmen ini yaitu 
Kabupaten Cilacap, dan Kabupaten Purbalingga.  
Apabila kasus persentase persalinan yang menggunakan 
tenaga non medis lebih dari 12,496 persen dan kasus 
persentase persalinan yang menggunakan tenaga non medis 
naik 1% maka AKB turun sebesar 0,875 persen. Wilayah yang 
termasuk pada segmen ini yaitu Kabupaten Batang, Kabupaten 
Pekalongan, Kabupaten Pemalang, Kabupaten Tegal, 
Kabupaten Brebes, dan Kota Magelang.. 
4. Dengan mengasumsikan variabel lain konstan, maka pengaruh 
persentase penduduk golongan sosial ekonomi menengah 
kebawah adalah sebagai berikut.  
 

 685,80460,29347,1ˆ 44 xxy  
   






685,8;1113,07695,17
685,8;9347,1
44
44
xx
xx
 
Interpretasi dari model tersebut menjelaskan, saat kasus 
persentase penduduk golongan sosial ekonomi menengah 
kebawah kurang dari 8,685 persen dan kasus persentase 
penduduk golongan sosial ekonomi menengah kebawah pada 
keadaan ini naik sebesar 1% maka AKB turun sebesar 1,9347 
persen. Wilayah yang termasuk pada segmen ini yaitu 
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Kabupaten Sukoharjo, Kabupaten Kudus, Kabupaten 
Semarang, Kota Salatiga, Kota Semarang, kota Pekalongan,  
Apabila kasus persentase penduduk golongan sosial 
ekonomi menengah kebawah lebih dari 8,685 persen dan kasus 
persentase penduduk golongan sosial ekonomi menengah 
kebawah naik 1% maka AKB cenderung naik sebesar 0,1113 
persen. Wilayah yang termasuk pada segmen ini yaitu 
Kabupaten Cilacap, Kabupaten Banyumas, Kabupaten 
Purbalingga, Kabupaten Banjarnegara, Kabupaten Kebumen, 
Kabupaten Purworejo, Kabupaten Wonosobo, Kabupaten 
Magelang, Kabupaten Boyolali, Kabupaten Klaten, Kabupaten 
Wonogiri, Kabupaten Karanganyar, Kabupaten Sragen, 
Kabupaten Grobogan, Kabupaten Blora, Kabupaten Rembang, 
Kabupaten Pati, Kabupaten Demak, Kabupaten Jepara, 
Kabupaten Temanggung, Kabupaten Kendal, Kabupaten 
Batang, Kabupaten Pekalongan, Kabupaten Pemalang, 
Kabupaten Tegal, Kabupaten Brebes, Kota Magelang, Kota 
Surakarta, dan Kota Tegal.  
5. Dengan mengasumsikan variabel lain konstan, maka pengaruh 
rasio tenaga medis adalah sebagai berikut.  
   

 129,2340163,0557,1960206,00401,0ˆ 555 xxxy  
   









129,234;0032,08654,7
129,234557,196;0195,00491,4
557,196;0401,0
55
55
55
xx
xx
xx
 
Interpretasi dari model tersebut menjelaskan, saat kasus 
rasio tenaga medis kurang dari 196,557 dan rasio tenaga medis 
pada keadaan ini naik sebesar 1% maka AKB  cenderung naik 
sebesar 0,0401. Wilayah yang termasuk pada segmen ini yaitu 
Kabupaten Cilacap, Kabupaten Banyumas, Kabupaten 
Purbalingga, Kabupaten Banjarnegara, Kabupaten Kebumen, 
Kabupaten Purworejo, Kabupaten Wonosobo, Kabupaten 
Magelang, Kabupaten Boyolali, Kabupaten Klaten, Kabupaten 
Sukoharjo, Kabupaten Kudus, Kabupaten Semarang, 
Kabupaten Wonogiri, Kabupaten Karanganyar, Kabupaten 
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Sragen, Kabupaten Grobogan, Kabupaten Blora, Kabupaten 
Rembang, Kabupaten Pati, Kabupaten Demak, Kabupaten 
Jepara, Kabupaten Temanggung, Kabupaten Kendal, 
Kabupaten Batang, Kabupaten Pekalongan, Kabupaten 
Pemalang, Kabupaten Tegal, Kabupaten Brebes, Kota 
Surakarta, Kota Salatiga, Kota Semarang, Kota Pekalongan 
dan Kota Tegal. 
Apabila kasus rasio tenaga medis bekisar antara 196,557 
hingga 234,129 dan rasio tenaga medis naik 1% maka AKB 
cenderung naik sebesar 0,0195. Namun, tidak ada satupun 
wilayah yang terletak di sekisaran segmen ini.  
Saat kasus rasio tenaga medis lebih dari 234,129 dan kasus 
rasio tenaga medis naik 1% maka AKB cenderung naik 
sebesar 0,0032. Wilayah yang termasuk pada segmen ini yaitu 
Kota Magelang.  
6. Dengan mengasumsikan variabel lain konstan, maka pengaruh 
rasio fasilitas kesehatan adalah sebagai berikut.  
   

 714,181107,5929,163737,32746,0ˆ 666 xxxy  









714,18;4624,15283,38
714,18929,16;6483,31134,57
929,16;2746,0
66
66
66
xx
xx
xx
 
Interpretasi dari model tersebut menjelaskan, apabila kasus 
rasio fasilitas kesehatan kurang dari 16,929 dan kasus rasio 
fasilitas kesehatan pada keadaan ini naik sebesar 1% maka 
AKB cenderung naik sebesar 0,2746. Wilayah yang termasuk 
pada segmen ini yaitu Kabupaten Cilacap, Kabupaten 
Banyumas, Kabupaten Purbalingga, Kabupaten Banjarnegara, 
Kabupaten Kebumen, Kabupaten Wonosobo, Kabupaten 
Magelang, Kabupaten Boyolali, Kabupaten Klaten, Kabupaten 
Kudus, Kabupaten Semarang, Kabupaten Sragen, Kabupaten 
Grobogan, Kabupaten Blora, Kabupaten Pati, Kabupaten 
Demak, Kabupaten Jepara, Kabupaten Temanggung, 
Kabupaten Kendal, Kabupaten Batang, Kabupaten 
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Pekalongan, Kabupaten Pemalang, Kabupaten Tegal, 
Kabupaten Brebes, Kota Surakarta, dan Kota Semarang. 
Saat kasus rasio fasilitas kesehatan bekisar antara 16,929 
hingga 18,714 dan kasus rasio fasilitas kesehatan naik 1% 
maka AKB cenderung naik sebesar 3,6483. Wilayah yang 
termasuk pada segmen ini yaitu Kabupaten Purworejo, 
Kabupaten Sukoharjo, Kabupaten Rembang, dan Kota Tegal. 
Apabila kasus rasio fasilitas kesehatan lebih dari 18,714 
dan rasio fasilitas kesehatan naik 1% maka AKB turun sebesar 
1,4624. Wilayah yang termasuk pada segmen ini yaitu 
Kabupaten Wonogiri, Kabupaten Karanganyar, Kota 
Magelang, Kota Saltiga, dan Kota Pekalongan.   
Secara keseluruhan dari interpretasi keenam variabel pre-
diktor diringkas menjadi satu yang terdapat pada Tabel 4.11.  
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Tabel 4.12 Kesimpulan dari Interpretasi Keenam Variabel Prediktor Terhadap AKB 
Kab/Kota 1x  2x  3x  4x  5x  6x  
 1  2 3 4 1 2 3 4 1 2 .3 1  2  1  2  3  1  2  3 
Kab. 
Cilacap 
 +      +  +   + +   +   
Kab. 
Banyumas 
 +      + -    + +   +   
Kab. 
Purbaling-
ga 
 +      +  +   + +   +   
Kab. 
Banjarne- 
gara 
   -    + -    + +   +   
Kab. 
Kebumen 
 +      + -    + +   +   
Kab. 
Purworejo 
 +    -   -    + +    +  
Kab. 
Wonoso-
bo 
   -    + -    + +   +   
Kab. 
Magelang 
 +      + -    + +   +   
Kab. 
Boyolali 
 +    -   -    + +   +   
Kab. 
Klaten 
-     -   -    + +   +   
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Tabel 4.12 Kesimpulan dari Interpretasi Keenam Variabel Prediktor Terhadap AKB (Lanjutan) 
Kab/Kota 1x  2x  3x  4x  5x  6x  
 1 2 3 4 1 2 3 4 1 2 3 1 2 1 2 3 1 2 3 
Kab. 
Sukoharjo 
-     -   -   -  +    +  
Kab. 
Wonogiri 
 +    -   -    + +     + 
Kab. 
Karangan-
yar 
 +   +    -    + +     + 
Kab. 
Sragen 
 +    -   -    + +   +   
Kab. 
Grobogan 
   -   +  -    + +   +   
Kab. 
Blora 
   -   +  -    + +   +   
Kab. 
Rembang 
   -  -   -    + +    +  
Kab.Pati    -  -   -    + +   +   
Kab. 
Kudus 
 +    -   -   -  +   +   
Kab. 
Jepara 
   -  -   -    + +   +   
Kab.  
Demak 
 +    -   -    + +   +   
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Tabel 4.12 Kesimpulan dari Interpreta-si Keenam Variabel Prediktor Terhadap AKB (Lanjutan) 
 
 
Kab/Kota 1x  2x  3x  4x  5x  6x  
 1 2 3 4 1 2 3 4 1 2 3 1 2 1 2 3 1 2 3 
Kab.  
Semarang 
 +      + -   -  +   +   
Kab. Te-
mang-
gung 
   -    + -    + +   +   
Kab. 
Kendal 
 +      + -    + +   +   
Kab.  
Batang 
   -    +   -  + +   +   
Kab. Pek-
alo-ngan 
 +      +   -  + +   +   
Kab. 
Pemalang 
   -    +   -  + +   +   
Kab.  
Tegal 
 +      +   -  + +   +   
Kab. 
Brebes 
   -    +   -  + +   +   
Kota. 
Magelang 
   -    +   -  +   +   + 
Kota. 
Surakarta 
-    +    -    + +   +   
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Tabel 4.12 Kesimpulan dari Interpretasi Keenam Variabel Prediktor Terhadap AKB (Lanjutan) 
 
Keterangan : 
 
 
 
 
 
 
 
Kab/Kota 1x  2x  3x  4x  5x  6x  
 1 2 3 4 1 2 3 4 1 2 3 1 2 1 2 3 1 2 3 
Kota 
Salatiga 
-    +    -   -  +     + 
Kota. 
Semarang 
-    +    -   -  +   +   
Kota. 
Pekalo-
ngan 
-     -   -   -  +     + 
Kota. 
Tegal 
 +    -   -    + +    +  
1x  
1 <11,45 
2 11,45≤ 1x <21,72 
3 21,72≤ 1x <22,32 
4 ≥22,32 
 
2x  
1 <14,87 
2 14,87≤ 2x <20,81 
3 20,81≤ 2x <21,16 
4 ≥21,16 
 
3x  
1 <10,41 
2 10,41≤ 3x <12,50 
3 ≥12,50 
 
4x  
 1 <8,69 
 2 ≥8,69 
 
5x  
1 <196,58 
2 196,58≤ 5x <234,13 
3 ≥234,13 
 
6x  
1 <16,93 
2 16,93≤ 3x <18,71 
3 ≥18,71 
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Tabel 4.12 dapat terlihat bahwa AKB yang terjadi di Kabu-
paten Cilacap dan Kabupaten Purbalingga akan mengalami 
peningkatan, jika jumlah wanita yang berkeluarga dibawah 
umur 17 tahun, jumlah wanita yang tidak pernah sekolah atau 
tidak tamat SD/MI, jumlah persalinan yang menggunakan 
tenaga non medis, dan jumlah penduduk golongan sosial 
ekonomi menengah kebawah yang semakin bertambah setiap 
persennya dan pertambahan tersebut diakibatkan karena pela-
yanan yang diberikan oleh tenaga kesehatan maupun fasilitas 
kesehatannya kurang baik dikarenakan pada Tabel 4.12 dapat 
terlihat, jika jumlah tenaga kesehatan dan fasilitas kesehatann-
ya bertambah maka AKB juga akan bertambah. Sehingga 
meningkatnya AKB yang ditimbulkan karena kurang baiknya 
pelayanan yang diberikan di kabupaten tersebut. Akibatnya un-
tuk kedua kabupaten tersebut, AKB yang terjadi di tiap ta-
hunnya selalu mengalami peningkatan. Maka dari itu, diharap-
kan pemerintah Jawa Tengah harus lebih memperhatikan 
kedua kabupaten tersebut, terutama dalam pelayanan yang 
diberikan dalam persalinan maupun pelayanan terhadap 
bayinya. 
Selain itu, dari Tabel 4.12 dapat diambil kesimpulan untuk 
AKB tertinggi di Jawa Tengah yang terlihat pada Gambar 4.1 
yaitu terdapat di Kabupaten Rembang dikarenakan jumlah 
penduduk golongan sosial ekonomi menengah kebawah yang 
semakin bertambah tetapi untuk pelayanan yang diberikan oleh 
tenaga kesehatan dan fasilitas kesehatan yang didapatkan ku-
rang baik walaupun jumlah tenaga kesehatan dan fasilitas 
kesehatannya bertambah. Hal tersebut diakibatkan karena se-
makin banyaknya jumlah penduduk dengan golongan sosial 
ekonomi kebawah maka kemampuan seorang wanita dalam 
memperoleh tenaga medis dan fasilitas persalinan yang 
berkualitas terhalang oleh dana dan pembiayaan yang mahal. 
Sehingga pelayanan yang didapatkan kurang baik. Maka dari 
itu, untuk kabupaten ini diharapkan kepada pemerintah Jawa 
Tengah agar memberi bantuan kepada wanita yang akan 
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melakukan persalinan tetapi terhimpit oleh dana, sehingga 
wanita tersebut mendapatkan tenaga medis dan fasilitas per-
salinan yang selayaknya.  
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BAB V 
KESIMPULAN DAN SARAN 
 
5.1  Kesimpulan 
Berdasarkan hasil analisis dan pembahasan yang telah 
dilakukan pada bab sebelumnya maka dapat ditarik kesimpulan 
sebagai berikut.  
1. Rata-rata Angka Kematian Bayi (AKB) di Jawa Tengah yaitu 
sebesar 10,955 selama tahun 2013. Keragaman data 
ditunjukkan oleh nilai varians sebesar 10,526. AKB terkecil 
terdapat di Kota Surakarta dengan nilai sebesar 3,32 per 1000 
kelahiran hidup. Melainkan untuk AKB terbesar terdapat di 
Kabupaten Rembang dengan nilai sebesar 17,12 per 1000 
kelahiran hidup. Dari rata-rata  nilai AKB Provinsi Jawa 
Tengah y ang diperoleh, terdapat 17 kabupaten/kota dari 35 
kabupaten/kota yang ada di Jawa Tengah yang dibawah rata-
rata nilai AKB Provinsi Jawa Tengah. Secara keseluruhan, 
kabupeten/kota yang ada di Jawa Tengah memiliki nilai AKB 
yang sudah melampui target yang berarti AKB di Provinsi 
Jawa Tengah sudah cukup baik walaupun masih ada beberapa 
kabupeten/kota yang mengalami peningkatan dari tahun 
sebelumnya.   
2. Model regresi nonparametrik Spline terbaik merupakan 
model dengan menggunakan kombinasi titik knot dengan titik 
knot optimumnya 3-3-2-1-2-2. Model regresi nonparametrik 
yang dihasilkan adalah sebagai berikut.  
   
   
   
   
   
   
 














714,181107,5
929,163737,32746,0129,2340163,0
557,1960206,00401,0685,80460,2
9347,1496,121780,3413,105690,2
2660,0163,214064,21814,201596,21
874,140566,26106,132,220445,9
719,217221,8494,115024,02548,06196,2ˆ
6
665
554
433
322
221
111
x
xxx
xxx
xxx
xxx
xxx
xxxy
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Dari model tersebut diketahui bahwa variabel yang 
berpengaruh signifikan terhadap AKB di Jawa Tengah adalah 
persentase wanita berkeluarga dibawah umur 17 tahun, 
persentase wanita yang tidak pernah sekolah atau tidak tamat 
SD/MI, persentase persalinan yang menggunakan tenaga non 
medis, persentase penduduk golongan sosial ekonomi 
menengah kebawah, rasio tenaga medis, dan rasio fasilitas 
kesehatan. Nilai koefisien determinasi atau 2R  yang 
didapatkan sebesar 95,14%. Sehingga dapat dikatakan bahwa 
model regresi nonparametrik spline yang dihasilkan 
merupakan model yang baik dan layak untuk memodelkan 
AKB di Jawa Tengah. 
 
5.2  Saran 
Saran yang dapat diberikan kepada pemerintah terkait 
tingginya AKB di Jawa Tengah berdasarkan hasil analisis, bahwa 
penyebab utamanya adalah masih banyak jumlah penduduk 
wanita yang tidak tamat SD/MI, serta banyaknya jumlah 
penduduk dengan golongan sosial ekonomi menengah kebawah. 
Begitu juga, untuk jumlah tenaga kesehatan dan fasilitas 
kesehatan di Jawa Tengah yang masih rendah. Oleh karena itu 
diharapkan untuk pemerintah harus lebih memperhatikan 
pendidikan wanita-wanita yang ada di Provinsi Jawa Tengah serta 
memberi bantuan biaya persalinan kepada seorang wanita yang 
memiliki ekonomi rendah. Selain itu, pemerintah juga harus 
memperbaiki dari segi pelayanan yang diberikan oleh fasilitas 
kesehatan maupun tenaga kesehatannya, dimana Jawa Tengah 
juga masih kekurangan dokter dan bidan karena belum adanya 
dokter maupun bidan tetap di setiap kota/kabupaten di Jawa 
Tengah, sehingga pemerintah diharapkan untuk segera 
mengangkat dokter maupun bidan tetap di setiap kota/kabupaten 
di Jawa Tengah.   
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LAMPIRAN 
 
Lampiran A.  Data Angka Kematian Bayi di Jawa Tengah Tahun 
2013 dan Faktor-Faktor yang Diduga 
Berpengaruh  
Kab/kota y  1x  2x  3x  4x  5x  6x  
Kab. Cilacap 10.96 18.72 26.44 12.28 15.24 41.5 9.7 
Kab. Banyumas 13.12 17.66 22.07 2.71 18.44 59.5 8.8 
Kab. Purbalingga 11.31 21.24 27.57 12.19 20.53 45.9 10.2 
Kab. Banjarnegara 16.61 30.84 26.46 7.21 18.71 68 13.2 
Kab. Kebumen 9.77 11.93 23.76 8.06 21.32 69.1 14.1 
Kab. Purworejo 11.54 14.96 17.69 8.21 15.44 59.6 17.9 
Kab. Wonsobo 13.1 34.19 27.91 6.45 22.08 47.2 13.7 
Kab. Magelang 7.27 17.94 23.8 10.05 13.96 42.6 10.8 
Kab. Boyolali 7.54 19.25 18.53 2.71 13.27 36.1 12.7 
Kab. Klaten 8.46 5.48 17.99 0.74 15.6 51 14 
Kab. Sukoharjo 10.8 10.79 14.9 0 9.87 53.7 17.5 
Kab. Wonogiri 7.71 21.54 20.38 0 14.02 51.1 23.8 
Kab. Karanganyar 10.04 12.5 13.38 0.57 13.58 61.6 21.6 
Kab. Sragen 8.73 20.22 15.64 0 15.93 8.7 15.9 
Kab. Grobogan 14.14 34.95 20.94 2.02 14.87 50.8 10.4 
Kab. Blora 13.78 31.36 21 7.63 14.64 47.4 12.7 
Kab. Rembang 17.12 30.58 17.63 4.2 20.97 64.7 17.6 
Kab. Pati 10.94 24.7 19.58 2.04 12.94 40.4 9.7 
Kab. Kudus 7.12 16.67 16.46 0.39 8.62 60.5 11.1 
Kab. Jepara 9.13 26.14 18.68 5.59 9.23 33.2 8.2 
Kab. Demak 5.78 19.89 17.1 7.48 15.72 38.4 9 
Kab. Semarang 11.95 16.03 22.13 1.98 8.51 50.2 13.3 
Kab. Temanggung 15.17 24.15 26.94 6.34 12.42 43 12.7 
Kab. Kendal 9.38 20.01 27.86 0.85 12.68 63.6 12.2 
Kab. Batang 14.91 28.12 23.54 19.85 11.96 72.6 12.5 
Kab. Pekalongan 9.92 21.64 24.15 17.89 13.51 51.9 12.8 
Kab. Pemalang 8.92 29.2 26.8 19.7 19.27 45.8 8.4 
Kab. Tegal 8.94 19.24 24.95 16.12 10.58 35.1 9.2 
Kab. Brebes 9.95 32.57 28.5 20.41 20.82 48.7 8.2 
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Lanjutan Lampiran A. Data Angka Kematian Bayi di Jawa 
Tengah Tahun 2013 dan Faktor-
Faktor yang Diduga Berpengaruh 
(Lanjutan) 
Kab/kota y  1x  2x  3x  4x  5x  6x  
Kota Magelang 15.02 32.57 28.5 20.41 20.82 376.9 25.5 
Kota Surakarta 3.32 6.83 11.38 0 9.8 61.8 14.5 
Kota Salatiga 15.96 10.96 13.33 2.76 6.4 86.3 19.4 
Kota Semarang 8.42 7.92 12.13 0 5.25 25.5 8 
Kota Pekalongan 14.19 8.91 15.45 0.27 8.26 54.3 19.8 
Kota Tegal 12.39 15.94 20.72 0.26 8.84 132.3 17.6 
 
Keterangan : 
y = Angka Kematian Bayi 
1x = Persentase wanita berkeluarga dibawah umur 17 tahun 
2x = Persentase wanita yang tidak pernah sekolah atau tidak tamat 
SD/MI 
3x = Persentase persalinan yang menggunakan tenaga non medis 
4x = Persentase penduduk golongan sosial ekonomi menengah 
kebawah 
5x = Rasio Tenaga Medis  
6x = Rasio Fasilitas Kesehatan 
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Lampiran B. Program GCV untuk 1 Knot dengan Software R 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
GCV1=function(para) 
{ 
  data=read.table("d://TA.txt",header=FALSE) 
  data=as.matrix(data) 
  p=length(data[,1]) 
  q=length(data[1,]) 
  m=ncol(data)-para-1 
  dataA=data[,(para+2):q] 
  F=matrix(0,nrow=p,ncol=p) 
  diag(F)=1  
  nk= length(seq(min(data[,2]),max(data[,2]),length.out=50)) 
  knot1=matrix(ncol=m,nrow=nk) 
  for (i in (1:m)) 
  { 
    for (j in (1:nk)) 
    { 
      a=seq(min(dataA[,i]),max(dataA[,i]),length.out=50) 
      knot1[j,i]=a[j] 
    } 
  } 
  a1=length(knot1[,1]) 
  knot1=knot1[2:(a1-1),] 
  aa=rep(1,p) 
  data1=matrix(ncol=m,nrow=p) 
  data2=data[,2:q] 
  a2=nrow(knot1) 
  GCV=rep(NA,a2) 
  Rsq=rep(NA,a2) 
  for (i in 1:a2) 
  { 
    for (j in 1:m) 
    { 
      for (k in 1:p) 
      { 
        if (data[k,(j+para+1)]<knot1[i,j]) data1[k,j]=0 else      
data1[k,j]=data[k,(j+para+1)]-knot1[i,j] 
      } 
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} 
    mx=cbind(aa,data2,data1) 
    mx=as.matrix(mx) 
    C=pinv(t(mx)%*%mx) 
    B=C%*%(t(mx)%*%data[,1]) 
    yhat=mx%*%B 
    SSE=0 
    SSR=0 
    for (r in (1:p)) 
    { 
      sum=(data[r,1]-yhat[r,])^2 
      sum1=(yhat[r,]-mean(data[,1]))^2 
      SSE=SSE+sum 
      SSR=SSR+sum1 
    } 
    Rsq[i]=(SSR/(SSE+SSR))*100 
    MSE=SSE/p 
    A=mx%*%C%*%t(mx) 
    A1=(F-A)  
    A2=(sum(diag(A1))/p)^2 
    GCV[i]=MSE/A2 
  }  
  GCV=as.matrix(GCV) 
  Rsq=as.matrix(Rsq) 
cat("======================================","\n") 
cat("Nilai Knot dengan Spline linear 1 knot","\n") 
cat("======================================","\n") 
print (knot1) 
cat("=======================================","\n") 
cat("Rsq dengan Spline linear 1 knot","\n") 
cat("=======================================","\n") 
print (Rsq) 
cat("=======================================","\n") 
cat("HASIL GCV dengan Spline linear 1 knot","\n") 
cat("=======================================","\n")  
print (GCV) 
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s1=min(GCV) 
print(max(Rsq)) 
cat("======================================","\n") 
cat("HASIL GCV terkecil dengan Spline linear 1 knot","\n") 
cat("======================================","\n") 
cat(" GCV =",s1,"\n") 
write.csv(GCV,file="d:/output GCV1.csv") 
write.csv(Rsq,file="d:/output Rsq1.csv") 
write.csv(knot1,file="d:/output knot1.csv") 
} 
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Lampiran C. Program GCV untuk 2 Knot dengan Software R 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
GCV2=function() 
{ 
  data=read.table("D:/TA.txt", header=FALSE) 
  data=as.matrix(data) 
  p=length(data[,1]) 
  q=length(data[1,]) 
  m=ncol(data)-1 
  F=matrix(0,nrow=p,ncol=p) 
  diag(F)=1  
  nk= length(seq(min(data[,2]),max(data[,2]),length.out=50)) 
  knot=matrix(ncol=m,nrow=nk) 
  for (i in (1:m)) 
  { 
    for (j in (1:nk)) 
    { 
      a=seq(min(data[,(i+1)]),max(data[,(i+1)]),length.out=50) 
      knot[j,i]=a[j] 
    } 
  } 
z=(nk*(nk-1)/2) 
knot2=cbind(rep(NA,(z+1))) 
for (i in (1:m)) 
{ 
knot1=rbind(rep(NA,2)) 
 for ( j in 1:(nk-1)) 
 { 
  for (k in (j+1):nk) 
  { 
  xx=cbind(knot[j,i],knot[k,i]) 
  knot1=rbind(knot1,xx) 
  } 
 } 
knot2=cbind(knot2,knot1) 
} 
knot2=knot2[2:(z+1),2:(2*m+1)] 
  aa=rep(1,p) 
  data2=matrix(ncol=(2*m),nrow=p) 
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  data1=data[,2:q] 
  a1=length(knot2[,1]) 
  GCV=rep(NA,a1) 
  Rsq=rep(NA,a1) 
  for (i in 1:a1) 
  { 
   for (j in 1:(2*m)) 
 { 
 if (mod(j,2)==1) b=floor(j/2)+1 else b=j/2 
 for (k in 1:p) 
 { 
 if (data1[k,b]<knot2[i,j]) data2[k,j]=0 else 
data2[k,j]=data1[k,b]-knot2[i,j] 
 } 
        } 
    mx=cbind(aa,data1,data2) 
    mx=as.matrix(mx) 
    C=pinv(t(mx)%*%mx) 
    B=C%*%(t(mx)%*%data[,1]) 
    yhat=mx%*%B 
    SSE=0 
    SSR=0 
    for (r in (1:p)) 
    { 
      sum=(data[r,1]-yhat[r,])^2 
      sum1=(yhat[r,]-mean(data[,1]))^2 
      SSE=SSE+sum 
      SSR=SSR+sum1 
    } 
    Rsq[i]=(SSR/(SSE+SSR))*100 
    MSE=SSE/p 
    A=mx%*%C%*%t(mx) 
    A1=(F-A)  
    A2=(sum(diag(A1))/p)^2 
    GCV[i]=MSE/A2 
    } 
GCV=as.matrix(GCV) 
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Rsq=as.matrix(Rsq) 
cat("=============================================
==============","\n") 
  cat("Nilai Knot dengan Spline linear 2 knot","\n") 
  
cat("=============================================
==============","\n") 
  print (knot2) 
  
cat("=============================================
==============","\n") 
  cat("Rsq dengan Spline linear 2 knot","\n") 
  
cat("=============================================
==============","\n") 
  print (Rsq) 
  
cat("=============================================
==============","\n") 
  cat("HASIL GCV dengan Spline linear 2 knot","\n") 
  
cat("=============================================
==============","\n") 
  print (GCV) 
  s1=min(GCV) 
  
cat("=============================================
==============","\n") 
  cat("HASIL GCV terkecil dengan Spline linear 2 knot","\n") 
  
cat("=============================================
==============","\n") 
  cat(" GCV =",s1,"\n") 
write.csv(GCV,file="d:/output GCV2.csv") 
write.csv(Rsq,file="d:/output Rsq2.csv") 
write.csv(knot2,file="d:/output knot2.csv") 
} 
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GCV3=function(para) 
{  
  data=read.table("d://TA.txt",header=FALSE) 
  data=as.matrix(data) 
  p=length(data[,1]) 
  q=length(data[1,]) 
  m=ncol(data)-para-1 
  F=matrix(0,nrow=p,ncol=p) 
  dataA=data[,(para+2):q] 
  diag(F)=1  
  nk= length(seq(min(data[,2]),max(data[,2]),length.out=50)) 
  knot=matrix(ncol=m,nrow=nk) 
  for (i in (1:m)) 
  { 
    for (j in (1:nk)) 
    { 
      a=seq(min(dataA[,i]),max(dataA[,i]),length.out=50) 
      knot[j,i]=a[j] 
    } 
  } 
knot=knot[2:(nk-1),] 
a2=nrow(knot) 
z=(a2*(a2-1)*(a2-2)/6) 
knot1=cbind(rep(NA,(z+1))) 
for (i in (1:m)) 
{ 
knot2=rbind(rep(NA,3)) 
 for ( j in 1:(a2-2)) 
 { 
  for (k in (j+1):(a2-1)) 
  { 
   for (g in (k+1):a2) 
   { 
   xx=cbind(knot[j,i],knot[k,i],knot[g,i]) 
   knot2=rbind(knot2,xx) 
   } 
  } 
 } 
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Lanjutan Lampiran D. Program GCV untuk 3 Knot dengan 
Software R 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
knot1=cbind(knot1,knot2) 
} 
knot1=knot1[2:(z+1),2:(3*m+1)] 
  aa=rep(1,p) 
  data1=matrix(ncol=(3*m),nrow=p) 
  data2=data[,(para+2):q] 
  a1=length(knot1[,1]) 
  GCV=rep(NA,a1) 
  Rsq=rep(NA,a1) 
  for (i in 1:a1) 
  { 
   for (j in 1:ncol(knot1)) 
 { 
 b=ceiling(j/3) 
 for (k in 1:p) 
 { 
 if (data2[k,b]<knot1[i,j]) data1[k,j]=0 else 
data1[k,j]=data2[k,b]-knot1[i,j] 
 } 
        } 
    mx=cbind(aa,data[,2:q],data1) 
    mx=as.matrix(mx) 
    C=pinv(t(mx)%*%mx) 
    B=C%*%(t(mx)%*%data[,1]) 
    yhat=mx%*%B 
    SSE=0 
    SSR=0 
    for (r in (1:p)) 
    { 
      sum=(data[r,1]-yhat[r,])^2 
      sum1=(yhat[r,]-mean(data[,1]))^2 
      SSE=SSE+sum 
      SSR=SSR+sum1 
    } 
    Rsq[i]=(SSR/(SSE+SSR))*100 
    MSE=SSE/p 
    A=mx%*%C%*%t(mx) 
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Lanjutan Lampiran D. Program GCV untuk 3 Knot dengan 
Software R 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
A1=(F-A) 
A2=(sum(diag(A1))/p)^2 
    GCV[i]=MSE/A2 
     } 
GCV=as.matrix(GCV) 
  Rsq=as.matrix(Rsq) 
cat("======================================","\n") 
cat("Nilai Knot dengan Spline linear 3 knot","\n") 
cat("======================================","\n") 
print (knot1) 
cat("======================================","\n") 
cat("Rsq dengan Spline linear 3 knot","\n") 
cat("======================================","\n") 
print (Rsq) 
r=max(Rsq) 
print (r) 
cat("======================================","\n") 
cat("HASIL GCV dengan Spline linear 3 knot","\n") 
cat("======================================","\n") 
print (GCV) 
s1=min(GCV) 
cat("======================================","\n") 
cat("HASIL GCV terkecil dengan Spline linear 3 knot","\n") 
cat("======================================","\n")  
cat(" GCV =",s1,"\n") 
write.csv(GCV,file="d:/output GCV3.csv") 
write.csv(Rsq,file="d:/output Rsq3.csv") 
write.csv(knot1,file="d:/output knot3.csv") 
} 
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Lampiran E. Program GCV untuk Kombinasi Knot dengan 
Software R 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
GCVkom=function(para) 
{ 
  data=read.table("d:/TA.txt") 
  data=as.matrix(data) 
  p1=length(data[,1]) 
  q1=length(data[1,]) 
  v=para+2 
  F=matrix(0,nrow=p1,ncol=p1) 
  diag(F)=1  
x1=read.table("d:/x1.txt") 
x2=read.table("d:/x2.txt") 
x3=read.table("d:/x3.txt") 
x4=read.table("d:/x4.txt") 
x5=read.table("d:/x5.txt") 
x6=read.table("d:/x6.txt") 
n2=nrow(x1) 
a=matrix(nrow=6,ncol=3^6) 
m=0 
for (i in 1:3) 
for (j in 1:3) 
for (k in 1:3) 
for (l in 1:3) 
for (s in 1:3) 
for (q in 1:3) 
{ 
m=m+1 
a[,m]=c(i,j,k,l,s,q) 
} 
a=t(a) 
GCV=matrix(nrow=nrow(x1),ncol=3^6) 
for (i in 1:3^6) 
{ 
for (h in 1:nrow(x1)) 
{ 
if (a[i,1]==1)  
{ 
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Lanjutan Lampiran E. Program GCV untuk Kombinasi Knot 
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gab=as.matrix(x1[,1])  
gen=as.matrix(data[,v]) 
aa=matrix(nrow=nrow(x1)*nrow(data),ncol=1) 
for (j in 1:1) 
for (w in 1:nrow(data)) 
{ 
if (gen[w,j]<gab[h,j]) aa[w,j]=0 else aa[w,j]=gen[w,j]-gab[h,j] 
} 
} 
else 
if (a[i,1]==2)  
{ 
gab=as.matrix(x1[,2:3])  
gen=as.matrix(cbind(data[,v],data[,v])) 
aa=matrix(nrow=nrow(x1)*nrow(data),ncol=2) 
for (j in 1:2) 
for (w in 1:nrow(data)) 
{ 
if (gen[w,j]<gab[h,j]) aa[w,j]=0 else aa[w,j]=gen[w,j]-gab[h,j] 
} 
} 
else 
{ 
gab=as.matrix(x1[,4:6]) 
gen=as.matrix(cbind(data[,v],data[,v],data[,v])) 
aa=matrix(nrow=nrow(x1)*nrow(data),ncol=3) 
for (j in 1:3) 
for (w in 1:nrow(data)) 
{ 
if (gen[w,j]<gab[h,j]) aa[w,j]=0 else aa[w,j]=gen[w,j]-gab[h,j] 
} 
} 
if (a[i,2]==1)  
{ 
gab=as.matrix(x2[,1] ) 
gen=as.matrix(data[,(v+1)]) 
bb=matrix(nrow=nrow(x1)*nrow(data),ncol=1) 
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for (j in 1:1) 
for (w in 1:nrow(data)) 
if (a[i,2]==2)  
{ 
gab=as.matrix(x2[,2:3] ) 
gen=as.matrix(cbind(data[,(v+1)],data[,(v+1)])) 
bb=matrix(nrow=nrow(x1)*nrow(data),ncol=2) 
for (j in 1:2) 
for (w in 1:nrow(data)) 
{ 
if (gen[w,j]<gab[h,j]) bb[w,j]=0 else bb[w,j]=gen[w,j]-gab[h,j] 
} 
} 
else 
{ 
gab=as.matrix(x2[,4:6]) 
gen=as.matrix(cbind(data[,(v+1)],data[,(v+1)],data[,(v+1)])) 
bb=matrix(nrow=nrow(x1)*nrow(data),ncol=3) 
for (j in 1:3) 
for (w in 1:nrow(data)) 
{ 
if (gen[w,j]<gab[h,j]) bb[w,j]=0 else bb[w,j]=gen[w,j]-gab[h,j] 
} 
} 
if (a[i,3]==1)  
{ 
gab=as.matrix(x3[,1] ) 
gen=as.matrix(data[,(v+2)]) 
cc=matrix(nrow=nrow(x1)*nrow(data),ncol=1) 
for (j in 1:1) 
for (w in 1:nrow(data)) 
{ 
if (gen[w,j]<gab[h,j]) cc[w,j]=0 else cc[w,j]=gen[w,j]-gab[h,j] 
} 
} 
else 
if (a[i,3]==2)  
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{ 
gab=as.matrix(x3[,2:3] ) 
gen=as.matrix(cbind(data[,(v+2)],data[,(v+2)])) 
cc=matrix(nrow=nrow(x1)*nrow(data),ncol=2) 
for (j in 1:2) 
for (w in 1:nrow(data)) 
{ 
if (gen[w,j]<gab[h,j]) cc[w,j]=0 else cc[w,j]=gen[w,j]-gab[h,j] 
} 
} 
else 
if (a[i,3]==2)  
{ 
gab=as.matrix(x3[,2:3] ) 
gen=as.matrix(cbind(data[,(v+2)],data[,(v+2)])) 
cc=matrix(nrow=nrow(x1)*nrow(data),ncol=2) 
for (j in 1:2) 
for (w in 1:nrow(data)) 
{ 
if (gen[w,j]<gab[h,j]) cc[w,j]=0 else cc[w,j]=gen[w,j]-gab[h,j] 
} 
} 
else 
{ 
gab=as.matrix(x3[,4:6]) 
gen=as.matrix(cbind(data[,(v+2)],data[,(v+2)],data[,(v+2)])) 
cc=matrix(nrow=nrow(x1)*nrow(data),ncol=3) 
for (j in 1:3) 
for (w in 1:nrow(data)) 
{ 
if (gen[w,j]<gab[h,j]) cc[w,j]=0 else cc[w,j]=gen[w,j]-gab[h,j] 
} 
} 
if (a[i,4]==1)  
{ 
gab=as.matrix(x4[,1] ) 
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gen=as.matrix(data[,(v+3)]) 
dd=matrix(nrow=nrow(x1)*nrow(data),ncol=1) 
for (j in 1:1) 
for (w in 1:nrow(data)) 
{ 
if (gen[w,j]<gab[h,j]) dd[w,j]=0 else dd[w,j]=gen[w,j]-gab[h,j] 
} 
} 
else 
if (a[i,4]==2)  
{ 
gab=as.matrix(x4[,2:3] ) 
gen=as.matrix(cbind(data[,(v+3)],data[,(v+3)])) 
dd=matrix(nrow=nrow(x1)*nrow(data),ncol=2) 
for (j in 1:2) 
for (w in 1:nrow(data)) 
{ 
if (gen[w,j]<gab[h,j]) dd[w,j]=0 else dd[w,j]=gen[w,j]-gab[h,j] 
} 
} 
else 
{ 
gab=as.matrix(x4[,4:6]) 
gen=as.matrix(cbind(data[,(v+3)],data[,(v+3)],data[,(v+3)])) 
dd=matrix(nrow=nrow(x1)*nrow(data),ncol=3) 
for (j in 1:3) 
for (w in 1:nrow(data)) 
{ 
if (gen[w,j]<gab[h,j]) dd[w,j]=0 else dd[w,j]=gen[w,j]-gab[h,j] 
} 
} 
if (a[i,5]==1)  
{ 
gab=as.matrix(x5[,1] ) 
gen=as.matrix(data[,(v+4)]) 
ee=matrix(nrow=nrow(x1)*nrow(data),ncol=1) 
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for (j in 1:1) 
for (w in 1:nrow(data)) 
{ 
if (gen[w,j]<gab[h,j]) ee[w,j]=0 else ee[w,j]=gen[w,j]-gab[h,j] 
} 
} 
else 
if (a[i,5]==2)  
{ 
gab=as.matrix(x5[,2:3] ) 
gen=as.matrix(cbind(data[,(v+4)],data[,(v+4)])) 
ee=matrix(nrow=nrow(x1)*nrow(data),ncol=2) 
for (j in 1:2) 
for (w in 1:nrow(data)) 
{ 
if (gen[w,j]<gab[h,j]) ee[w,j]=0 else ee[w,j]=gen[w,j]-gab[h,j] 
} 
} 
else 
{ 
gab=as.matrix(x5[,4:6]) 
gen=as.matrix(cbind(data[,(v+4)],data[,(v+4)],data[,(v+4)])) 
ee=matrix(nrow=nrow(x1)*nrow(data),ncol=3) 
for (j in 1:3) 
for (w in 1:nrow(data)) 
{ 
if (gen[w,j]<gab[h,j]) ee[w,j]=0 else ee[w,j]=gen[w,j]-gab[h,j] 
} 
} 
if (a[i,6]==1)  
{ 
gab=as.matrix(x6[,1] ) 
gen=as.matrix(data[,(v+5)]) 
ff=matrix(nrow=nrow(x1)*nrow(data),ncol=1) 
for (j in 1:1) 
for (w in 1:nrow(data)) 
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{ 
if (gen[w,j]<gab[h,j]) ff[w,j]=0 else ff[w,j]=gen[w,j]-gab[h,j] 
} 
} 
else 
if (a[i,6]==2)  
{ 
gab=as.matrix(x6[,2:3] ) 
gen=as.matrix(cbind(data[,(v+5)],data[,(v+5)])) 
ff=matrix(nrow=nrow(x1)*nrow(data),ncol=2) 
for (j in 1:2) 
for (w in 1:nrow(data)) 
{ 
if (gen[w,j]<gab[h,j]) ff[w,j]=0 else ff[w,j]=gen[w,j]-gab[h,j] 
} 
 
} 
else 
{ 
gab=as.matrix(x6[,4:6]) 
gen=as.matrix(cbind(data[,(v+5)],data[,(v+5)],data[,(v+5)])) 
ff=matrix(nrow=nrow(x1)*nrow(data),ncol=3) 
for (j in 1:3) 
for (w in 1:nrow(data)) 
{ 
if (gen[w,j]<gab[h,j]) ff[w,j]=0 else ff[w,j]=gen[w,j]-gab[h,j] 
} 
} 
ma=as.matrix(cbind(aa,bb,cc,dd,ee,ff)) 
mx=cbind(rep(1,nrow(data)),data[,2:q1],na.omit(ma)) 
 mx=as.matrix(mx) 
    C=pinv(t(mx)%*%mx) 
    B=C%*%(t(mx)%*%data[,1]) 
    yhat=mx%*%B 
SSE=0 
    SSR=0 
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for (r in 1:nrow(data)) 
    { 
      sum=(data[r,1]-yhat[r,])^2 
      sum1=(yhat[r,]-mean(data[,1]))^2 
      SSE=SSE+sum 
      SSR=SSR+sum1 
    } 
    Rsq=(SSR/(SSE+SSR))*100 
    MSE=SSE/p1 
    A=mx%*%C%*%t(mx) 
    A1=(F-A)  
    A2=(sum(diag(A1))/p1)^2 
    GCV[h,i]=MSE/A2 
} 
 
if (a[i,1]==1) sp=x1[,1] else 
if (a[i,1]==2) sp=x1[,2:3] else 
sp=x1[,4:6] 
if (a[i,2]==1) spl=x2[,1] else 
if (a[i,2]==2) spl=x2[,2:3] else 
spl=x2[,4:6] 
if (a[i,3]==1) splin=x3[,1] else 
if (a[i,3]==2) splin=x3[,2:3] else 
splin=x3[,4:6] 
if (a[i,4]==1) spline=x4[,1] else 
if (a[i,4]==2) spline=x4[,2:3] else 
spline=x4[,4:6] 
if (a[i,5]==1) splines=x5[,1] else 
if (a[i,5]==2) splines=x5[,2:3] else 
splines=x5[,4:6] 
if (a[i,6]==1) spliness=x6[,1] else 
if (a[i,6]==2) spliness=x6[,2:3] else 
spliness=x6[,4:6] 
kkk=cbind(sp,spl,splin,spline,splines,spliness) 
cat("=====================","\n") 
print(i) 
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print(kkk) 
print(Rsq) 
} 
write.csv(GCV,file="d:/output GCV kombinasi AKB.csv") 
write.csv(Rsq,file="d:/output Rsq kombinasi AKB.csv") 
} 
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uji=function(alpha,para) 
{ 
data=read.table("d:/TA.txt") 
knot=read.table("d:/knot.txt") 
data=as.matrix(data) 
knot=as.matrix(knot) 
ybar=mean(data[,1]) 
m=para+2 
p=nrow(data) 
q=ncol(data) 
dataA=cbind(data[,m],data[,m],data[,m],data[,m+1],data[,m+1],data[,
m+1],data[,m+2],data[,m+2],data[,m+3],data[,m+4],data[,m+4],data[,
m+5],data[,m+5]) 
dataA=as.matrix(dataA) 
satu=rep(1,p) 
n1=ncol(knot) 
data.knot=matrix(ncol=n1,nrow=p) 
for (i in 1:n1) 
{ 
 for(j in 1:p) 
 { 
 if (dataA[j,i]<knot[1,i]) data.knot[j,i]=0 else 
data.knot[j,i]=dataA[j,i]-knot[1,i]  
 } 
} 
mx=cbind(satu, 
data[,2],data.knot[,1:3],data[,3],data.knot[,4:6],data[,4],data.knot[,7:8]
,data[,5],data.knot[,9],data[,6],data.knot[,10:11],data[,7],data.knot[,12
:13]) 
mx=as.matrix(mx) 
B=(pinv(t(mx)%*%mx))%*%t(mx)%*%data[,1] 
cat("=======================================","\n") 
cat("Estimasi Parameter","\n") 
cat("=======================================","\n")  
print (B) 
n1=nrow(B) 
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yhat=mx%*%B 
res=data[,1]-yhat 
SSE=sum((data[,1]-yhat)^2) 
SSR=sum((yhat-ybar)^2) 
SST=SSR+SSE 
MSE=SSE/(p-n1) 
MSR=SSR/(n1-1) 
Rsq=(SSR/(SSR+SSE))*100 
 
#uji F (uji serentak) 
Fhit=MSR/MSE 
pvalue=pf(Fhit,(n1-1),(p-n1),lower.tail=FALSE) 
if (pvalue<=alpha) 
{ 
cat("------------------------------------","\n") 
cat("Kesimpulan hasil uji serentak","\n")  
cat("------------------------------------","\n") 
cat("Tolak Ho yakni minimal terdapat 1 prediktor yang 
signifikan","\n")  
cat("","\n") 
} 
else  
{ 
cat("------------------------------------","\n") 
cat("Kesimpulan hasil uji serentak","\n") 
cat("------------------------------------","\n") 
cat("Gagal Tolak Ho yakni semua prediktor tidak berpengaruh 
signifikan","\n") 
cat("","\n") 
} 
#uji t (uji individu) 
 
thit=rep(NA,n1) 
pval=rep(NA,n1) 
SE=sqrt(diag(MSE*(pinv(t(mx)%*%mx)))) 
cat("------------------------------------","\n") 
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cat("Kesimpulan hasil uji individu","\n") 
cat("------------------------------------","\n") 
thit=rep(NA,n1) 
pval=rep(NA,n1) 
for (i in 1:n1) 
{ 
thit[i]=B[i,1]/SE[i] 
pval[i]=2*(pt(abs(thit[i]),(p-n1),lower.tail=FALSE)) 
if (pval[i]<=alpha) cat("Tolak Ho yakni prediktor signifikan dengan 
pvalue",pval[i],"\n") else cat("Gagal tolak Ho yakni prediktor tidak 
signifikan dengan pvalue",pval[i],"\n") 
} 
thit=as.matrix(thit) 
cat("=======================================","\n") 
cat("nilai t hitung","\n") 
cat("=======================================","\n")  
print (thit) 
cat("Analysis of Variance","\n") 
cat("======================================","\n") 
 cat("Sumber        df       SS       MS       Fhit","\n") 
 cat("Regresi      ",(n1-1)," ",SSR," ",MSR,"",Fhit,"\n") 
 cat("Error        ",p-n1," ",SSE,"",MSE,"\n") 
 cat("Total        ",p-1," ",SST,"\n") 
cat("======================================","\n") 
 cat("s=",sqrt(MSE)," Rsq=",Rsq,"\n") 
 cat("pvalue(F)=",pvalue,"\n") 
write.csv(res,file="d:/output uji residual knot.csv") 
write.csv(pval,file="d:/output uji pvalue knot.csv") 
write.csv(mx,file="d:/output uji mx knot.csv") 
write.csv(yhat,file="d:/output uji yhat knot.csv") 
} 
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glejser=function(data,knot,res,alpha,para) 
{ 
 data=read.table("d://TA.txt",header=FALSE) 
 knot=read.table("d://knot.txt") 
 res=read.table("d://res.txt") 
 data=as.matrix(data) 
 knot=as.matrix(knot) 
 res=abs(res) 
 res=as.matrix(res) 
 rbar=mean(res) 
 m=para+2 
 p=nrow(data) 
 q=ncol(data) 
 
dataA=cbind(data[,m],data[,m],data[,m],data[,m+1],data[,m+1],data
[,m+1],data[,m+2],data[,m+2],data[,m+3],data[,m+4],data[,m+4],dat
a[,m+5],data[,m+5]) 
 dataA=as.matrix(dataA) 
 satu=rep(1,p) 
 n1=ncol(knot) 
 data.knot=matrix(ncol=n1,nrow=p) 
 for (i in 1:n1) 
 { 
 for(j in 1:p) 
 { 
 if (dataA[j,i]<knot[1,i]) data.knot[j,i]=0 else 
data.knot[j,i]=dataA[j,i]-knot[1,i]  
 } 
 } 
 mx=cbind(satu, 
data[,2],data.knot[,1:3],data[,3],data.knot[,4:6],data[,4],data.knot[,7:
8],data[,5],data.knot[,9],data[,6],data.knot[,10:11],data[,7],data.knot[
,12:13]) 
 B=(pinv(t(mx)%*%mx))%*%t(mx)%*%res 
 n1=nrow(B) 
 yhat=mx%*%B 
 residual=res-yhat 
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SSE=sum((res-yhat)^2) 
 SSR=sum((yhat-rbar)^2) 
 SST=SSR+SSE 
 MSE=SSE/(p-n1) 
 MSR=SSR/(n1-1) 
 Rsq=(SSR/SST)*100 
  
 #uji F (uji serentak) 
 Fhit=MSR/MSE 
 pvalue=pf(Fhit,(n1-1),(p-n1),lower.tail=FALSE) 
 if (pvalue<=alpha)  
 { 
 cat("------------------------------------","\n") 
 cat("Kesimpulan hasil uji serentak","\n") 
 cat("------------------------------------","\n") 
 cat("Tolak Ho yakni minimal terdapat 1 prediktor yang signifikan 
atau terjadi heteroskedastisitas","\n")  
 cat("","\n") 
 } 
 else  
 { 
 cat("------------------------------------","\n") 
 cat("Kesimpulan hasil uji serentak","\n") 
 cat("------------------------------------","\n") 
 cat("Gagal Tolak Ho yakni semua prediktor tidak berpengaruh 
signifikan atau tidak terjadi heteroskedastisitas","\n") 
 cat("","\n") 
 } 
 cat("Analysis of Variance","\n") 
 cat("======================================","\n") 
 cat("Sumber        df       SS       MS       Fhit","\n") 
 cat("Regresi      ",(n1-1)," ",SSR," ",MSR,"",Fhit,"\n") 
 cat("Error        ",p-n1," ",SSE,"",MSE,"\n") 
 cat("Total        ",p-1," ",SST,"\n") 
 cat("======================================","\n") 
 cat("s=",sqrt(MSE),"Rsq=",Rsq,"\n") 
 cat("pvalue(F)=",pvalue,"\n") 
 } 
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=======================================  
Estimasi Parameter  
=======================================  
              [,1] 
 [1,]  -2.61961617 
 [2,]  -0.25479053 
 [3,]   0.50244343 
 [4,]   8.72207898 
 [5,]  -9.04445396 
 [6,]   1.61055916 
 [7,]  -2.05662621 
 [8,]  21.15959215 
 [9,] -21.40640055 
[10,]  -0.26602907 
[11,]   2.56895805 
[12,]  -3.17796076 
[13,]  -1.93474417 
[14,]   2.04602703 
[15,]   0.04010161 
[16,]  -0.02064187 
[17,]  -0.01634148 
[18,]   0.27463262 
[19,]   3.37372967 
[20,]  -5.11070642 
------------------------------------  
Kesimpulan hasil uji serentak  
------------------------------------  
Tolak Ho yakni minimal terdapat 1 prediktor yang signifikan  
 ------------------------------------  
Kesimpulan hasil uji individu  
------------------------------------  
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Gagal tolak Ho yakni prediktor tidak signifikan dengan pvalue 
0.6140256  
Gagal tolak Ho yakni prediktor tidak signifikan dengan pvalue 
0.2845046  
Gagal tolak Ho yakni prediktor tidak signifikan dengan pvalue 
0.142989  
Tolak Ho yakni prediktor signifikan dengan pvalue 
0.0001318935  
Tolak Ho yakni prediktor signifikan dengan pvalue 0.000110796  
Tolak Ho yakni prediktor signifikan dengan pvalue 0.002772887  
Tolak Ho yakni prediktor signifikan dengan pvalue 0.006671535  
Tolak Ho yakni prediktor signifikan dengan pvalue 3.102559e-05  
Tolak Ho yakni prediktor signifikan dengan pvalue 2.132998e-05  
Tolak Ho yakni prediktor signifikan dengan pvalue 0.01457216  
Tolak Ho yakni prediktor signifikan dengan pvalue 0.001161384  
Tolak Ho yakni prediktor signifikan dengan pvalue 
0.0006097484  
Tolak Ho yakni prediktor signifikan dengan pvalue 
0.0002446375  
Tolak Ho yakni prediktor signifikan dengan pvalue 
0.0001940524  
Tolak Ho yakni prediktor signifikan dengan pvalue 0.03244947  
Gagal tolak Ho yakni prediktor tidak signifikan dengan pvalue 
0.3649236  
Gagal tolak Ho yakni prediktor tidak signifikan dengan pvalue 
0.3649236  
Tolak Ho yakni prediktor signifikan dengan pvalue 0.02498309  
Tolak Ho yakni prediktor signifikan dengan pvalue 0.005362537  
Tolak Ho yakni prediktor signifikan dengan pvalue 0.002433419  
=======================================  
nilai t hitung  
=======================================  
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            [,1]  
 [1,] -0.5150480 
 [2,] -1.1099342 
 [3,]  1.5457920 
 [4,]  5.0946909 
 [5,] -5.1854515 
 [6,]  3.5733992 
 [7,] -3.1451996 
 [8,]  5.8660187 
 [9,] -6.0729772 
[10,] -2.7605961 
[11,]  3.9991241 
[12,] -4.3176710 
[13,] -4.7771003 
[14,]  4.8954717 
[15,]  2.3567492 
[16,] -0.9343464 
[17,] -0.9343464 
[18,]  2.4902228 
[19,]  3.2518864 
[20,] -3.6370848 
Analysis of Variance  
======================================  
Sumber        df       SS       MS       Fhit  
Regresi       19   340.4836   17.92019  15.45285  
Error         15   17.39504  1.159669  
Total         34   357.8787  
======================================  
s= 1.076879 Rsq= 95.1394  
pvalue(F)= 1.21777e-06 
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------------------------------------  
Kesimpulan hasil uji serentak  
------------------------------------  
Gagal Tolak Ho yakni semua prediktor tidak berpengaruh 
signifikan atau tidak terjadi heteroskedastisitas  
  
Analysis of Variance  
======================================  
Sumber        df       SS       MS       Fhit  
Regresi       19   4.249285   0.2236466  1.70218  
Error         15   1.970825  0.1313883  
Total         34   6.22011  
======================================  
s= 0.3624753 Rsq= 68.31527  
pvalue(F)= 0.1499067 
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prediktor dengan bentuk
kurva regresi yang 
terbentuk membentuk
suatu pola tertentu
(Budiantara 2001) 
Parametrik
ANALISIS REGRESI 
NONPARAMETRIK
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Secara umum model
regresi nonparametrik
( ) iii xfy ε+=
merupakan kurva regresi yang dihampiri
dengan fungsi Spline berorde p dengan titik knot
k1, k2, …, kr
( )ixf
( ) ( )∑ ∑
= =
++ −+=
p
j
r
m
p
mimp
j
iji kxxxf
0 1
ββ
( )∑ ∑
= =
++ =+−+=
p
j
i
r
m
p
mimp
j
iji nikxxy
0 1
...,2,1,εββ
KELEBIHAN 
NONPARAMETRIK SPLINE
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Kelebihan
Pola data yang memiliki
perubahan perilaku pada
sub-sub interval tertentu
(Budiantara, 2009)
1
Pada pemodelan statistika
yang kompleks dan rumit
(Budiantara, 2009)
2
Bersifat fleksibel
(Eubank, 1988)
3
PEMILIHAN TITIK KNOT 
OPTIMAL
18
Titik knot merupakan titik perpaduan bersama dimana terdapat perubahan
perilaku pada data (Budiantara, 2006)
Untuk mendapatkan model regresi Spline terbaik maka titik knot optimal
dicari yang paling sesuai dengan data. Salah satu metode yang banyak
dipakai dalam memilih titik knot optimal adalah Generalized Cross
Validation (GCV) (Wahba,1990)
Metode GCV secara umum : 
( ) ( )
( )[ ] 2211
21
21
),...,,(
,...,,
,...,,
r
r
r kkkAItracen
kkkMSEkkkGCV
−
=
−
( ) ( )∑
=
− −=
n
i
iir yynkkkMSE
1
21
21
ˆ,...,,
( )  XX)X(X,...,, T-1T21 =rkkkA
PENGUJIAN PARAMETER 
MODEL
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TUJUAN
Untuk mengetahui ada atau tidak adanya pengaruh variabel prediktor terhadap
variabel respon
Pengujian Parameter Model
Uji Serentak Uji Parsial
Bertujuan untuk
mengetahui
signifikansi parameter 
model secara
bersama-sama
Bertujuan untuk
mengetahui variabel
prediktor yang 
berpengaruh signifikan
terhadap variabel
respon secara individu
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PENGUJIAN PARAMETER 
MODEL
Uji Serentak
H0 :
H1 : Minimal ada satu
Hipotests
Statistik Uji
residual
regresi
hitung MS
MS
F =
Keputusan
Tolak H0 jika Fhitung > Fα((p+r), (n-(p+r)+1
0...21 ==== +rpβββ
rppppss +++=≠ ,...,2,1,,...,2,1,0γ
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PENGUJIAN PARAMETER 
MODEL
Uji Parsial
H0 :
H1 :
Hipotests
Statistik Uji
Keputusan
Tolak H0 jika ( ))1)(,2/ −+−
> rpnhitung tt α
0=sβ
rppppss +++=≠ ,...,2,1,,...,2,1;0β
( )s
s
hitung SE
t
β
β
ˆ
ˆ
=
UJI ASUMSI RESIDUAL
22
TUJUAN
Untuk mengetahui kelayakan suatu model regresi yang dihasilkan
Uji Asumsi Residual
Uji Identik Distribusi Normal
Untuk mengetahui
homogenitas varians
residual model 
regresi
Untuk mengetahui
residual model 
regresi berdistribusi
normal atau tidak
Uji Independen
Untuk mengetahui
adanya korelasi antar
residual bernilai nol
atau tidak
23
UJI ASUMSI RESIDUAL
Uji Asumsi Residual Identik
H0 :
H1 : Minimal ada satu
Hipotests
Statistik Uji
Keputusan
Tolak H0 jika Fhitung > Ftabel (Fα; (v-1, n-v)
222
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2
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MSRF
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i
ii
n
i
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UJI ASUMSI RESIDUAL
Uji Asumsi Residual Independen
SYARAT 
Tidak terdapat
korelasi antar
residual 
(Autokorelasi)
Plot ACF 
autokorelasi pada
semua lag tidak
melebihi batas
signifikansi
26
UJI ASUMSI RESIDUAL
Uji Distribusi Normal
H0 :
H1 :
Hipotests
Statistik Uji
Keputusan
Tolak H0 jika Dhitung > q (1-α)
( ) ( )xFxF =0
( ) ( )xFxF ≠0
( ) ( )xSxFSupD n
x
hitung −= 0
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ANGKA KEMATIAN BAYI
K
hiduplahir
DAKB th ×=
∑
<− 10
dimana
AKB : Angka Kematian Bayi
D0-<1th : Jumlah Kematian Bayi (berumur kurang dari 1 tahun pada satu tahun
tertentu di daerah tertentu.
: Jumlah Kelahiran Hidup pada satu tahun tertentu di daerah tertentu.
K  : 1000
∑ hiduplahir
Angka kematian bayi tersebut dapat didefinisikan sebagai
kematian yang terjadi saat setelah bayi lahir sampai bayi belum
berusia tepat satu tahun, per 1000 kelahiran hidup pada satu
tahun tertentu (BPS, 2013)
METODOLOGI 
PENELITIAN
SUMBER DATA
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DATA SEKUNDER
Statistik Sosial
dan
Kependudukan
Jawa Tengah 
Hasil Susenas
2013
Indikator
Kesejahteraa
n Rakyat 
Jawa Tengah 
2013
Jawa
Tengah 
Dalam
Angka 2014
VARIABEL PENELITIAN
X1
Persentase wanita
berkeluarga dibawah
umur 17 th
X3
Persentase persalinan
yang menggunakan
tenaga non medis
X6
Rasio Fasilitas
Kesehatan
Rasio Tenaga
Medis
X5
29
X4
Persentase penduduk
golongan sosial
ekonomi menengah
kebawah
X2
Persentase wanita yang 
tidak pernah sekolah atau
tidak tamat SD/MI
Y
Angka Kematian Bayi
DIAGRAM ALIR
Data AKB di Provinsi Jateng dan
faktor-faktor yang mempengaruhinya
Analisis Statistika Deskriptif
Membuat scatter plot untuk setiap
variabel prediktor dengan variabel
respon
Memodelkan variabel dengan
berbagai titk knot optimal
Memilih titik knot optimal 
berdasarkan nilai GCV minimum
Mendapatkan model regresi
nonparametrik Spline 
dengan titik knot optimal
Menguji signifikansi
parameter regresi Spline
Pengujian Asumsi Residual
Menghitung Koefisisen determinasi
Menginterpretasikan hasil analisis
dan menarik kesimpulan
A
A
TIDAK
YA
30
ANALISIS DAN 
PEMBAHASAN 
Karakteristik AKB 
Jawa Tengah
31
Variable Mean Variance Minimum Maximum
Y 10,955 10,526 3,320 17,120
X1 20,45 69,09 5,48 34,95
X2 20,980 26,314 11,380 28,500
X3 6,50 46,59 0,00 20,41
X4 14,117 21,145 5,250 22,080
X5 62,26 3393,57 8,66 376,93
X6 13,614 20,887 8,047 25,526
Kota Surakarta
Kabupaten Rembang
Karakteristik AKB 
Jawa Tengah
32
Rata-rata = 10,955
Terdapat 16 
Kabupaten/Kota 
diatas rata-rata 
Terdapat 19 
Kabupaten/Kota 
dibawah rata-rata 
Plot Hubungan dan 6 
Variabel
33
Pemilihan Titik Knot Optimal
34
No
Knot
GCV
1 9,089 13,476 2,499 7,311 53,786 10,143 9,40654
2 9,69 13,826 2,916 7,654 61,3 10,5 8,99553
3 10,291 14,175 3,332 7,998 68,814 10,857 8,72777
4 10,893 14,525 3,749 8,341 76,329 11,214 8,568492
5 11,494 14,874 4,165 8,685 83,843 11,571 8,256483
6 12,096 15,223 4,582 9,028 91,357 11,929 8,479924
7 12,697 15,573 4.998 9,372 98,871 12,286 8,93175
8 13,299 15,922 5,415 9,715 106,386 12,643 9,534048
9 13,9 16,271 5,831 10,059 113,9 13 10,08962
10 25,327 22,910 13,746 16,585 256,671 19,786 10,12785
1x 2x 3x 4x 6x5x
No
Knot
GCV
1
12,096 15,223 4.582 9,028 91,357 11,929
6,15949
27,733 24,307 15,411 17,958 286,729 21,214
2
19,914 19,765 9,997 13,493 189,043 16,571
6,15594
23,523 21,862 12,496 15,554 234,129 18,714
3
19,914 19,765 9,997 13,493 189,043 16,571
5,50107
24,124 22,211 12,912 15,898 241,643 19,071
4
19,914 19,765 9,997 13,493 189,043 16,571
5,86155
24,726 22,560 13,329 16,241 249,157 19,429
5
20,516 20,115 10,413 13,837 196,557 16,929
5,09974
23,523 21,862 12,496 15,554 234,129 18,714
6
20,516 20,115 10,413 13,837 196,557 16,929
5,17173
24,124 22,211 12,912 15,898 241,643 19,071
7
20,516 20,115 10,413 13,837 196,557 16,929
5,88274
24,726 22,560 13,329 16,241 249,157 19,429
8
21,117 20,464 10,829 14,180 204,071 17,286
5,24749
22,921 21,512 12,079 15,211 226,614 18,357
9
21,117 20,464 10,830 14,180 204,071 17,286
5,24273
23,523 21,862 12,496 15,554 234,129 18,714
10
21,117 20,464 10,829 14,180 204,071 17,286
5,78068
24,124 22,211 12,912 15,898 241,643 19,071
Pemilihan Titik Knot Optimal
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1x 2x 3x 4x 6x5x
1x23456
No
Knot
GCV
1
6,081 11,729 0,417 5,594 16,214 8,357
3,8591721,117 20,464 10,830 14,180 204,071 17,286
24,124 22,211 12,912 15,898 241,643 19,071
2
6,081 11,729 0,417 5,594 16,214 8,357
3,437121,719 20,814 11,246 14,524 211,586 17,643
22,921 21,512 12,079 15,211 226,614 18,357
3
6,081 11,729 0,417 5,594 16,214 8,357
3,3713921,719 20,814 11,246 14,524 211,586 17,643
23,523 21,862 12,496 15,554 234,129 18,714
4
10,893 14,525 3,749 8,341 76,329 11,214
3,9231921,117 20,464 10,830 14,180 204,071 17,286
22,921 21,512 12,079 15,211 226,614 18,357
5
10,893 14,525 3,749 8,341 76,329 11,214
3,4976221,719 20,814 11.246 14,524 211,586 17,643
22,32 21,163 11,663 14,867 219,1 18
6
11,494 14,874 4,165 8,685 83,843 11,571
3,6900231,341 26,404 17,911 20,019 331,814 23,357
33,747 27,801 19,577 21,393 361,871 24,786
7
11,494 14,874 4,165 8,685 83,843 11,571
3,2051921,719 20,814 11,246 14,524 211,586 17,643
22,32 21,163 11,663 14,867 219,1 18
8
11,494 14,874 4,165 8,685 83,843 11,571
3,8943631,943 26,753 18,327 20,363 339,329 23,714
33,747 27,801 19,577 21,393 361,871 24,786
9
12,096 15,223 4,582 9,028 91,357 11,929
3,2051921,719 20,814 11,246 14,524 211,586 17,643
22,32 21,163 11,663 14,867 219,1 18
10
12,697 15,573 4,998 9,372 98,871 12,286
3,8924921,719 20,814 11,246 14,524 211,586 17,643
22 32 21 163 11 663 14 867 219 1 18
Pemilihan Titik Knot Optimal
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1x 2x 3x 4x 6x5x
No
Knot
GCV
1
11,494 14,874 10,413 8,685 83,843 16,929
2,3941321,719 20,814 12,496 18,714
22,32 21,163
2
11,494 14,874 10,413 8,685 83,843 11,571
2,66172821,719 20,814 12,496 17,643
22,32 21,163 18
3
11,494 14,874 10,413 8,685 196,557 16,929
2,37822821,719 20,814 12,496 234,129 18,714
22,32 21,163
4
11,494 14,874 10,413 8,685 196,557 11,571
2,45507821,719 20,814 12,496 234,129 17,643
22,32 21,163 18
5
11,494 14,874 10,413 8,685 83,843 16,929
2,70093621,718 20,814 12,496 211,586 18,714
22,32 21,163 219,1
6
11,494 14,874 10,413 8,685 83,843 16,929
2,70560821,719 20,814 12,496 14,524 18,714
22,32 21,163 14,867
7
11,494 14,874 10,413 8,685 196,557 16,929
2,65410121,719 20,814 12,496 14,524 234,129 18,714
22,32 21,163 14,867
8
11,494 14,874 4,165 8,685 83,843 16,929
2,69992621,719 20,814 11,246 18,714
22,32 21,163 11,663
9
11,494 14,874 4,165 8,685 196,557 16,9286
2,62957321,719 20,814 11,246 234,129 18,714
22,32 21,163 11,663
10
11,494 14,874 4,165 8,685 196,557 11,571
2,67038521,719 20,814 11,246 234,129 17,643
22 32 21 163 11 663 18
Pemilihan Titik Knot Optimal
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1x 2x 3x 4x 6x5xKombinasi
Knot
 Perbandingan Nilai GCV Minimum
38
Model GCV
1 Titik Knot 8,256483
2 Titik Knot 5,09974
3 Titik Knot 3,20519
Kombinasi Ttik Knot 2,378228
 Model Nonparametrik Spline
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( )
( ) ( )++
+++
++++
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−+−
++−+−++−+
+−+−++−+−
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1361912618
61711516105155149413412
8311731039628527
42625314213112110
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Penaksiran Parameter Model
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Variabel Parameter Estimasi
-2,6196
-0,2548
0,5024
8,7221
-9.0445
1.6106
-2.0566
21.1596
-21.4064
-0.2660
2.5690
-3.1780
-1.9347
2.0460
0.0401
-0.0206
-0.0163
0.2746
3.3737
-5.1107
0β1x 23425678391014 235 4566 789
1x
2x
3x
4x
5x
6x
0β
1β
2β
3β
4β
5β
6β
7β
8β
9β
10β
11β
12β
13β
14β
15β
16β
17β
18β
19β
Model Regresi Spline
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ˆˆˆˆ
ˆˆˆˆˆ
ˆˆˆˆˆˆˆˆ
kxkx
xkxkxxkxx
kxkxxkxkx
kxxkxkxkxxy
ββ
ββββββ
βββββ
βββββββ
( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )
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+−−−−
+−−−−
+−−+−
−−+−+−−=
714,181107,5
929,163737,32746,0129,2340163,0
557,1960206,00401,0685,80460,2
9347,1496,121780,3413,105690,2
2660,0163,214064,21814,201596,21
874,140566,26106,132,220445,9
719,217221,8494,115024,02548,06196,2ˆ
6
665
554
433
322
221
111
x
xxx
xxx
xxx
xxx
xxx
xxxy
= 95,14% 
2R
Uji Serentak
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Sumber df SS MS Fhitung P-value
Regresi 19 340,4836 17,92019 15,45285 0,00000122
Error 15 17,39504 1,159669
Total 34 357,8787
Tolak Ho karena p-value
(0,00000122) < α (0,05) yang
berarti minimal ada satu parameter
yang berpengaruh signifikan
terhadap variabel respon
42
Variabel Parameter Koefisien thitung P-value Keputusan
-2,6196 -0.5151 0.6140 Tidak Signifikan
-0,2548 -1.1099 0.2845 Tidak Signifikan
0,5024 1.5458 0.1430 Tidak Signifikan
8,7221 5.0947 0.000132 Signifikan
-9.0445 -5.1855 0.000111 Signifikan
1.6106 3.5734 0.00277 Signifikan
-2.0566 -3.1452 0.00667 Signifikan
21.1596 5.8660 0,0000310 Signifikan
-21.4064 -6.0730 0,0000213 Signifikan
-0.2660 -2.7606 0.01457 Signifikan
2.5690 3.9991 0.001161 Signifikan
-3.1780 -4.3177 0.000610 Signifikan
-1.9347 -4.7771 0.000245 Signifikan
2.0460 4.8955 0.0001941 Signifikan
0.0401 2.3568 0.03245 Signifikan
-0.0206 -0.9344 0.3649236 Tidak Signifikan
-0.0163 -0.9344 0.3649236 Tidak Signifikan
0.2746 2.4902 0.024983 Signifikan
3.3737 3.2519 0.005363 Signifikan
-5.1107 -3.6371 0.002433 Signifikan
1x
2x
3x
4x
5x
6x
0β
1β
2β
3β
4β
Uji
Individu
5β
6β
7β
8β
9β
10β
11β
12β
13β
14β
15β
16β
17β
18β
19β
6 Variabel
Signifikan
Sumber df SS MS F P-value
Regresi 19 4,2493 0,2237
1,7022 0,1499Error 15 1,9708 0,1314
Total 34 6,2201
Uji Identik
43
Gagal tolak Ho karena p-value
(0,1499) < α (0,05) yang berarti
tidak terjadi kasus
heteroskedastisitas pada residual
atau asumsu residual identik sudah
terpenuhi
Asumsi Independen
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Uji Distribusi Normal
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210-1-2
99
95
90
80
70
60
50
40
30
20
10
5
1
V1
Pe
rc
en
t
Mean 3.140046E-12
StDev 0.7153
N 35
KS 0.101
P-Value >0.150
Gagal tolak
Ho karena
p-value
(>0,150) > α
(0,05) yang
berarti asumsi
berdistribusi
normal sudah
terpenuhi
Interpretasi Model
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Jika variabel x2, x3, x4, x5, dan x6 dianggap konstan maka
pengaruh persentase wanita berkeluarga di bawah umur 17
tahun (x1) terhadap AKB di Provinsi Jawa Tengah sebagai
berikut.
( ) ( )
( )+
++
−
−−+−+−=
32,220445,9
719,217221,8494,115024,02548,0ˆ
1
111
x
xxxy
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11
11
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xx
xx
xx
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Interpretasi Model
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Jika variabel x1, x3, x4, x5, dan x6 dianggap konstan maka
pengaruh persentase wanita yang tidak pernah sekolah atau
tidak tamat SD/MI (x2) terhadap AKB di Provinsi Jawa Tengah
sebagai berikut.
( ) ( )
( )+
++
−−
−+−−=
163,214064,21
814,201596,21874,140566,26106,1ˆ
2
222
x
xxxy
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




≥+
<≤+−
<≤−
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=
163,21;6928,01976,43
163,21814,20;7136,208261,409
814,20874,14;446,05899,30
874,14;6106,1
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22
22
22
xx
xx
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Interpretasi Model
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Jika variabel x1, x2, x4, x5, dan x6 dianggap konstan maka
pengaruh persentase persalinan yang menggunakan tenaga non
medis (x3) terhadap AKB di Provinsi Jawa Tengah sebagai
berikut.
( ) ( )++ −−−+−= 496,121780,3413,105690,22660,0ˆ 333 xxxy





≥−
<≤+−
<−
=
496,12;875,09613,12
496,12413,10;303,27510,26
413,10;2660,0
33
33
33
xx
xx
xx
Interpretasi Model
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Jika variabel x1, x2, x3, x5, dan x6 dianggap konstan maka
pengaruh persentase penduduk golongan sosial ekonomi
menengah kebawah (x4) terhadap AKB di Provinsi Jawa Tengah
sebagai berikut.
( )+−+−= 685,80460,29347,1ˆ 44 xxy



≥+−
<−
=
685,8;1113,07695,17
685,8;9347,1
44
44
xx
xx
Interpretasi Model
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Jika variabel x1, x2, x3, x4, dan x6 dianggap konstan maka
pengaruh rasio tenaga medis (x5) terhadap AKB di Provinsi Jawa
Tengah sebagai berikut.
( ) ( )++ −−−−= 129,2340163,0557,1960206,00401,0ˆ 555 xxxy





≥+
<≤+
<
=
129,234;0032,08654,7
129,234557,196;0195,00491,4
557,196;0401,0
55
55
55
xx
xx
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Jika variabel x1, x2, x3, x4, dan x5 dianggap konstan maka
pengaruh rasio fasilitas kesehatan (x6) terhadap AKB di Provinsi
Jawa Tengah sebagai berikut.
( ) ( )++ −−−+= 714,181107,5929,163737,32746,0ˆ 666 xxxy





≥−
<≤+−
<
=
714,18;4624,15283,38
714,18929,16;6483,31134,57
929,16;2746,0
66
66
66
xx
xx
xx
Kesimpulan Interpretasi
Model
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Kab/Kota
1 2 3 4 1 2 3 4 1 2 .3 1 2 1 2 3 1 2 3
Kab.
Cilacap
+ + + + + +
Kab.
Banyumas
+ + - + + +
Kab.
Purbaling-
ga
+ + + + + +
Kab.
Banjarne-
gara
- + - + + +
Kab.
Kebumen
+ + - + + +
Kab.
Purworejo
+ - - + + +
Kab.
Wonoso-bo
- + - + + +
Kab.
Magelang
+ + - + + +
Kab.
Boyolali
+ - - + + +
Kab.
Klaten
- - - + + +
1x 2x 3x 4x 5x 6x
Kesimpulan Interpretasi
Model
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Kab/Kota
1 2 3 4 1 2 3 4 1 2 3 1 2 1 2 3 1 2 3
Kab.
Sukoharjo
- - - - + +
Kab.
Wonogiri
+ - - + + +
Kab.
Karangan-
yar
+ + - + + +
Kab.
Sragen
+ - - + + +
Kab.
Grobogan
- + - + + +
Kab.
Blora
- + - + + +
Kab.
Rembang
- - - + + +
Kab.Pati - - - + + +
Kab.
Kudus
+ - - - + +
Kab.
Jepara
- - - + + +
Kab. 
Demak
+ - - + + +
1x 2x 3x 4x 5x 6x
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Kab/Kota
1 2 3 4 1 2 3 4 1 2 3 1 2 1 2 3 1 2 3
Kab. 
Semarang
+ + - - + +
Kab. 
Temang-
gung
- + - + + +
Kab. Kendal + + - + + +
Kab. 
Batang
- + - + + +
Kab. 
Pekalo-ngan
+ + - + + +
Kab. 
Pemalang
- + - + + +
Kab. 
Tegal
+ + - + + +
Kab. Brebes - + - + + +
Kota. 
Magelang
- + - + + +
Kota. 
Surakarta
- + - + + +
1x 2x 3x 4x 5x 6x
Pembagian Segmen
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Kab/Kota
1 2 3 4 1 2 3 4 1 2 3 1 2 1 2 3 1 2 3
Kota 
Salatiga
- + - - + +
Kota. 
Semarang
- + - - + +
Kota. 
Pekalo-ngan
- - - - + +
Kota. Tegal + - - + + +
1x 2x 3x 4x 5x 6x
1 <14,87
2 14,87≤ <20,81
3 20,81≤ <21,16
4 ≥21,16
1 <10,41
2 10,41≤ <12,50
3 ≥12,50
1 <8,69
2 ≥8,69
1 <196,58
2 196,58≤ <234,13
3 ≥234,13
1 <16,93
2 16,93≤ <18,71
3 ≥18,71
1 <11,45
2 11,45≤ <21,72
3 21,72≤ <22,32
4 ≥22,32
2x
2x
2x 6x3x
4x
5x
5x 6x3x
1x
1x
1x
Keterangan :
Interpretasi Pembagian
Segmen
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Tabel 4.12 dapat terlihat bahwa AKB yang terjadi di Kabupaten Cilacap dan
Kabupaten Purbalingga akan mengalami peningkatan, jika jumlah wanita yang
berkeluarga dibawah umur 17 tahun, jumlah wanita yang tidak pernah sekolah
atau tidak tamat SD/MI, jumlah persalinan yang menggunakan tenaga non medis,
dan jumlah penduduk golongan sosial ekonomi menengah kebawah yang semakin
bertambah setiap persennya dan pertambahan tersebut diakibatkan karena
pelayanan yang diberikan oleh tenaga kesehatan maupun fasilitas kesehatannya
kurang baik dikarenakan pada Tabel 4.12 dapat terlihat, jika jumlah tenaga
kesehatan dan fasilitas kesehatannya bertambah maka AKB juga akan bertambah.
Sehingga meningkatnya AKB yang ditimbulkan karena kurang baiknya pelayanan
yang diberikan di kabupaten tersebut. Akibatnya untuk kedua kabupaten tersebut,
AKB yang terjadi di tiap tahunnya selalu mengalami peningkatan. Maka dari itu,
diharapkan pemerintah Jawa Tengah harus lebih memperhatikan kedua kabupaten
tersebut, terutama dalam pelayanan yang diberikan dalam persalinan maupun
pelayanan terhadap bayinya
Kesimpulan
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Rata-rata Angka Kematian Bayi (AKB) di Jawa Tengah yaitu sebesar 10,955
selama tahun 2013. Keragaman data ditunjukkan oleh nilai varians sebesar
10,526. AKB terkecil terdapat di Kota Surakarta dengan nilai sebesar 3,32 per
1000 kelahiran hidup. Melainkan untuk AKB terbesar terdapat di Kabupaten
Rembang dengan nilai sebesar 17,12 per 1000 kelahiran hidup. Dari rata-rata
nilai AKB Provinsi Jawa Tengah y ang diperoleh, terdapat 17 kabupaten/kota dari
35 kabupaten/kota yang ada di Jawa Tengah yang dibawah rata-rata nilai AKB
Provinsi Jawa Tengah. Secara keseluruhan, kabupeten/kota yang ada di Jawa
Tengah memiliki nilai AKB yang sudah melampui target yang berarti AKB di
Provinsi Jawa Tengah sudah cukup baik walaupun masih ada beberapa
kabupeten/kota yang mengalami peningkatan dari tahun sebelumnya.
Model regresi nonparametrik Spline terbaik merupakan model dengan
menggunakan kombinasi titik knot dengan titik knot optimumnya 3-3-2-1-2-2
Kesimpulan
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•Model regresi nonparametrik yang dihasilkan adalah sebagai berikut.
( ) ( )
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−
−−++−
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929,163737,32746,0129,2340163,0
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9347,1496,121780,3413,105690,2
2660,0163,214064,21814,201596,21
874,140566,26106,132,220445,9
719,217221,8494,115024,02548,06196,2ˆ
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Model ini memiliki nilai GCV minimum yaitu 2,378228 dengan R2 sebesar
95,14%.
Saran
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Saran yang dapat diberikan kepada pemerintah terkait tingginya AKB di Jawa
Tengah berdasarkan hasil analisis, bahwa penyebab utamanya adalah masih
banyak jumlah penduduk wanita yang tidak tamat SD/MI, serta banyaknya
jumlah penduduk dengan golongan sosial ekonomi menengah kebawah.
Begitu juga, untuk jumlah tenaga kesehatan dan fasilitas kesehatan di Jawa
Tengah yang masih rendah. Oleh karena itu diharapkan untuk pemerintah
harus lebih memperhatikan pendidikan wanita-wanita yang ada di Provinsi
Jawa Tengah serta memberi bantuan biaya persalinan kepada seorang wanita
yang memiliki ekonomi rendah. Selain itu, pemerintah juga harus
memperbaiki dari segi pelayanan yang diberikan oleh fasilitas kesehatan
maupun tenaga kesehatannya, dimana Jawa Tengah juga masih kekurangan
dokter dan bidan karena belum adanya dokter maupun bidan tetap di setiap
kota/kabupaten di Jawa Tengah, sehingga pemerintah diharapkan untuk
segera mengangkat dokter maupun bidan tetap di setiap kota/kabupaten di
Jawa Tengah.
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