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ABSTRACT
This study examines the problems encountered by spacecraft due to the space radi­
ation environment. Particular emphasis is placed on the environment experienced 
by low-Earth orbiting satellites, especially UoSAT spacecraft. The space radiation 
environment and the various species of particle and electromagnetic wave to be 
found are discussed and the resulting damage due to those species described. The 
motions of particles in magnetic fields are described and mathematical models of 
particle flux and energy in the geomagnetic field and SEU error rate prediction are 
developed. There is included a chapter on radiation measurement devices, with 
some examples of such devices already flown and details of experiments to be 
launched on board future UoSAT spacecraft are given in the section on further 
work. Results are shown for the effects of solar activity, geometric arrangement of 
on board devices and multiple upsets. In conclusion, it was found that flner meas­
urements are necessary to analyse solar effects, secondly that care must be taken 
when considering physical location as unintentional asymmetric shielding can occur 
and finally, that multiple errors can occur with the passage of one particle.
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CHAPTER ONE - INTRODUCTION
1.1 In troducti on
Spacecraft engineers today are under mounting pressure to provide satellites with 
increased on-board computer processing capabilities for a number of reasons:
- better on-board data-handling
- improved efficiency of data transmission 
on up- and down-links
- further operational autonomy
- more advanced experiments
For these reasons it becomes necessary for manufacturers to develop and use 
increasingly sophisticated processors, memories and associated semiconductor dev­
ices. In many cases this means going to smaller scales, such as in VLSI design. 
This brings about another problem: whilst these devices can usually operate satis- 
factorily in a terrestrial habitat, they cannot easily be applied to the military or in 
space. The major concern for satellites and other space vehicles is the increased sus­
ceptibility of VLSI devices to the space radiation environment.
1.2 Project Objectives
This study first investigates and then examines the usefulness of the present work­
ing model of the space radiation environment. This would necessarily be on com­
puter and software already exists in the form of the UNIRAD suite of programs 
developed by Stassinopoulos et. al. Access to this software has been obtained by
1
Verification of the model is achieved by using it to make predictions and then com­
paring those predictions with measurements made on UoSAT-2.
Should the model prove valid, then it will be a valuable tool in the assessment of
>
the radiation tolerance requirements of devices for future missions. This 
knowledge, along with manufacturers’ recommendations of the radiation hardness 
of their devices, could be used to establish a library/database of suitable com­
ponents f or use in space.
The study also seeks to validate another simulation program. This one is called 
EDIPIS and provides predictions of the expected single event upset rate in a proton 
environment, whilst making effective use of computer time. Validation methods 
will be the same as with UNIRAD, i.e. correlation of in-orbit data with predictions.
1.3 Project Plan
The steps by which the objectives are achieved are as follows:
The space radiation environment is defined in terms of particle energy and distri­
bution and the species of radiation impinging upon spacecraft are categorised. Then 
their individual and cumulative effects on components are investigated.
The damage done by radiation types is explained and methods of avoidance and/or 
repair are discussed. This would be a matter of component architecture and sys­
tems design. Under the avoidance topic, there also comes the prospect of effective 
shielding and geometric arrangement within spacecraft.
The techniques used in measuring radiation are looked into and details of the dev­
ices to be used on-board UoSATs C, D and E are given.
liaising with institutions such as R A E  and ESTEC.
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1) monitoring the electron flux received by the spacecraft. This would be done using the Elec­
tron Spectrometer on board UoSAT-2. Comparison of this data with values obtained from the 
UNIRAD suite would follow, thereby testing its validity.
2) monitoring the single event upsets (SEUs) experienced on board the spacecraft. This would 
be managed via a combination of measurements using the Digital Communications Experiment 
(DCE) and the On Board Computers (OBCs). Using software developed within the UoSAT 
group, the locality of the error within the spacecraft memories can be obtained to within one byte 
and the time of incidence to within eight minutes. This would enable further comparison with the 
computer model to see whether the South Atlantic Anomaly has a significant effect on SEUs. 
Also, the effects of Solar activity may be observed and compared to the models and measured 
error rates. Multiple events may also be recognised and their impact on spacecraft operations 
noted.
Details of the proposed experimental programme are outlined, including the following points:
1.4 Scope of the Study
The first chapter introduces the study with an outline of the problem facing spacecraft engineers 
today. An overview of the objectives is given followed by a brief description of the content of the 
thesis, including the experiments to be undertaken.
Chapter 2 defines the radiation environment to be found in the vicinity of the 
Earth and discusses its relationship with the Sun. The definition involves explana­
tions of the particle distributions and energies and goes on to indicate the various
3
The next chapter goes into the effects of radiation on semiconductor devices and 
spacecraft structure. The first section discusses dosimetry and the subsequent 
categorisation of radiation damage. There follows a discussion on damage mechan­
isms, defining the major areas of bulk, surface and transient damage and includes 
such phenomena as spacecraft charging, solar cell degradation, latchup and single 
event upsets.
The fourth chapter discusses the models that have been developed to describe the 
space radiation environment and the proton-induced error rate. The mathematical 
principles involved in the construction of the models are entered into and some 
details of the computer simulations thus derived are given. Any results previously 
obtained from these programs are mentioned.
Chapter 5 discusses the various ways in which the different types of radiation can 
be detected and includes some examples of measurement devices that have already 
been flown.
Chapter 6 describes the experimental method used to obtain the results, giving 
details of the particular measurements made and the software required to extract 
data from the spacecraft.
The following chapters contain the results, conclusions, references, bibliography 
and appendices.
1.5 Historical Background
The problems due to the radiation environment in the vicinity of the Earth have 
been noticed since the launch of the Soviet Sputnik 1 satellite. It came as a
species of particle that have been identified in the radiation belts.
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surprise to space scientists everywhere that transmissions should cease before the 
orbit degraded enough for the spacecraft to be destroyed in the atmosphere. This 
quandary was solved by Prof. J. A. Van Allen who predicted the existence of par­
ticles trapped in the Earth’s magnetic field. This argument was vindicated by an 
experiment, simply a Geiger counter, mounted on Explorer 1 and showed that 
there was a high flux of particles bombarding the spacecraft [ l ].
Further work by experimenters in the USA and USSR [2,3,4,5] demonstrated that 
the region of radiation extended to many tens of thousands of kilometers 
above the surface of the Earth. The general shape of this region was found to be a 
set of two toroidal "belts", later to become known as the "Van Allen Belts". This 
shape was at first thought to be regular and was governed by a simple dipole or 
"bar magnet" model. Studies in the interactions between charged particles and mag­
netic fields predicted the motions of particles within the field, which were later 
illustrated [6], but were unable to adequately describe the distribution of the par­
ticles.
The difficulties encountered in mapping the distributions of particles were chiefly 
due to the high spatial gradients of the particle intensities. For example, a change 
in radial distance of only 3% results in an intensity change of more than a factor 
of ten. A better coordinate system was proposed by Mcllwain [7]. This involved 
the use of adiabatic invariants in describing the motion of a particle in a magnetic 
field. A new parameter, L, was introduced. This parameter is a function of B, the 
magnetic field strength and I, the integral (or longitudinal) invariant. L has the 
property that it organises measurements along lines of force, thus a coordinate sys­
tem utilising the parameters B and L provides a more accurate description of the 
trapped particle distribution.
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The coordinate system of Mcllwain was a breakthrough in the understanding of 
the Earth’s radiation environment. Satellite launches in the late 1960’s and early 
1970’s provided data with which King [8], Teague and Vette [9] and others 
[10,11,12,13] could construct a rigorous mathematical model. The latest versions 
of this model are the "AP8max" and "AP8min" for trapped protons and "AEI7" for 
electrons. The suffixes "max" and "min" refer to the parts of the Solar cycle known 
as Solar maximum and Solar minimum.
Using the B-L coordinate system and the models mentioned above, software 
authors have been able to produce a suite of programs capable of predicting the 
radiation environment for orbits within the Van Allen belts. This suite is named 
UNIRAD [14] and is currently available via liaison with the Royal Aircraft Estab­
lishment (RAE).
As well as studies being carried out into understanding and modelling the space 
radiation environment, research was done in order to understand and quantify the 
effects and damage that radiation caused in spacecraft structure and electronics. 
The interactions of radiation with materials has been researched for many decades 
and is well understood, therefore the effects on spacecraft required little further 
work, except in the case of spacecraft charging. The problems lay in finding out 
what happens to semiconductor devices in a space environment.
Three types of damage were known: bulk, surface and transient. Bulk damage is a 
slow degradation; surface effects are a semi-permanent state that eventually 
repairs; and transient damage occurs due to a sudden influx of charge. It was 
found that shielding would reduce the dose received and therefore the amount of 
bulk damage and that design changes could combat surface and transient damage. 
For references on damage and effects of radiation, please see later sections.
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All spacecraft suffer some form of damage due to radiation, however the effects in 
a few are much more severe than in others. One example of this is Oscar-10 
launched in 1983, which was Intended to occupy a Molniya orbit (perigee 3,960 
km; apogee 35,500 km; inclination 63.3°). Unfortunately, the apogee kick motor 
lost pressure in a helium thruster and the satellite ended up at an inclination of 
only 26°. This meant that the radiation environment experienced by the spacecraft 
was far worse than had been anticipated. As a result, the fully operational life­
time was greatly decreased, with errors occuring ever more frequently in the on­
board computer memory, until it finally crashed in May 1986. Some software 
reworking allowed nearly normal operation to be restored. However, errors were 
continuously and more rapidly occuring in blocks throughout the memory, so that 
in November 1986, the service life was not expected to last much longer [153.
The Navigation Technology Satellite Two (NTS-2), launched in 1977, is an exam­
ple of the under estimation of the space radiation environment. The satellite was 
launched into a trajectory very close to a Molniya orbit (inclination 63°, altitude 
20,192 km) except that it was circular, instead of elliptical. The period of the 
orbit was 12 hours. The electron fiuence had been estimated using the AEI-7 LO 
electron model to be 2.x 1014 electrons cm-2yr-1 .
On-board the spacecraft were 15 solar cell experiments, comprised of cells with 
and without coverslips of varying manufacture. One of the experiments was a 
GaAs cell. Measurements of the short circuit current and maximum power output 
during two years of the mission showed the degradation of the cells due to radia­
tion and micrometeorites. From these degradation results, the electron fiuence was 
calculated as being 3.5 ± 0.8 x  1014 electrons cm"2yr-1 , twice as much as the 
prediction. During the mission, three experiments ceased to function and the 
degradation of surviving cells was worse than expected [16].
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Another example of radiation damage causing failure is in the Active Magneto­
sphere Particle Tracer Explorer (AMPTE) launched in August 1984. The mission 
involved three separate spacecraft: the German Ion Release Module (IRM), the 
American Charge Composition Explorer (CCE) and the British United Kingdom 
Sub-satellite (UICS). All three are in highly elliptical orbits, with the CCE having 
an apogee of 8.8 Earth radii and an inclination of approximately 5° , whereas the 
IRM and UKS satellites both have an apogee of 18.7 Earth radii and an inclination 
of 28.8°. The UKS satellite trails the IRM in the orbit by 30 seconds which 
amounts to a distance of about 30 km and is supposed to detect lithium Ions 
released by the IRM. Measurements began a week after launch and everything was 
running smoothly until January 1985, when contact was lost with UKS [17]. It is 
thought that the power MOSEETs failed due to radiation damage, although this 
has not been verifi.ed.
The problems that beset spacecraft due to radiation are well illustrated In the 
UoSAT-2 satellite, launched in March 1984. The main concern arises due to the 
phenomenon of the single event upset (SEU), which will be dealt with in detail in 
a later chapter. An SEU is cosmic ray induced photocurrent which can change the 
state of memory elements, thereby altering data and upsetting processing- The 
SEU activity in the Digital Communications Experiment (DCE) since September 
1986 is given in [18]. A hard failure has also been detected in the DCE. Data from 
the DCE is protected by error detection and correction (EDAC) circuitry, which 
also counts the number of errors detected. Between orbits 12844 and 12857 the 
EDAC counter began to count up rapidly. This was attributed to a particular pro­
gram repeatedly accessing a faulty address. The current consumption during this 
period also rose from 34 mA to 125 mA. This could either have been directly 
due to the hard failure or because of repeated logging and correcting of the error.
For whichever reason the effect occurs, it is an undesirable one nonetheless.
These examples show why this study is important, especially in the field of low 
cost satellites, as great amounts of shielding cannot be employed within the con­
straints of mass and budget.
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CHAPTER TW O - TH E SPACE RADIATION ENVIRONM ENT
2.1 The Sun’s Magnetic Field and the Solar Wind
The Sun is a very massive body containing fusion elements up to and including 
iron. For this reason, it has a very extensive magnetic field reaching well beyond 
the Earth. The shape of this field is different to those of other bodies in the Solar 
System. The simple oval shape one might expect from the magnetic dipole 
approach is altered by the Solar Wind.
The Solar Wind is a constant stream of particles emanating from the Sun, with a 
velocity of approximately 400 Ions-1 and a density at the Earth of around 5 - 1 0  
cm-3 . Most of these particles are ions and therefore have an electromagnetic 
field of their own. The interaction of the local ionic fields with the Solar mag­
netic field tends to drag the latter into a fairly uniform field issuing radially out­
ward from the Sun. The rotation of the Sun about its axis also has an effect. 
The magnetic field lines are drawn into what is known as an 
Archimedes Spiral.
The Solar Wind is also affected by this interaction of fields. The ions follow the 
trajectory of the magnetic field lines. Particles produced in a flare will also take 
such a path. This means that if the field line sweeps over the Earth when the par- 
iicles have reached 1 A.U. ( 1 A.U. «* 1 Astronomical Unit =*= Radius of Earth’s 
orbit), there will be a large injection of high energy ions into the local environment 
of the Earth. Electromagnetic radiation, such as X-rays and gamma rays, that are 
created in a flare, are not affected by the magnetic field and therefore travel 
straight towards the Earth. Detection of a sudden burst such as this gives a good 
warning of the approach of flare ions. Figure 2.1 shows the spiral of the Sun’s
10
magnetic field and the effects of a flare.
Fig. 2.1 T H E  S O L A R - T E R R E S T R I A L - E N - V T R O N M E N - T
11
The changes occurring on the Sun’s surface and in it's atmosphere are constantly 
monitored by the International Geophysical Year Solar Patrol. A multitude of 
different measurements is taken every few hours, with flare information being 
recorded to the minute, which is then passed onto the various sites of the World 
Data Centre for Solar-Terrestrial Physics for collation. The local branch of this 
organisation is based at Rutherford Appleton Laboratory (RAL) and is given the 
number "Cl" after the words "World Data Centre" to distinguish it from other 
sites.
From these Centres, information on Solar activity is distributed to interested 
researchers by two main methods. The first is the weekly "Preliminary Report and 
Forecast of Solar Geophysical Data", colloquially known as the "Weekly". The 
Weekly contains highlights of the previous weeks activity and an outlook for the 
following 27 days. Additional material consists of tables and plots of daily solar 
and geophysical indices and activity. The second is an on-line computer database, 
also based at RAL, which contains all the information in the Weekly, plus ionos­
pheric sounding data, atmospheric composition models, a catalogue of incoherent 
scatter radar data, with the added advantage of access to many years stored solar 
activity data of the kinds given above.
The most useful aspect of the Weekly and/or database, as far as this study is con­
cerned, is the Energetic Event Summary and the weekly Flare L ist. These are 
arranged in order of the date of the flare/event, followed by when it occurred in 
Universal Time, giving the beginning, maximum and ending of the activity. There 
then follows information on the various types of electromagnetic radiation 
detected during the event. It begins with the class and integral flux of the X-ray 
transmission, followed by the optical information - the importance and brightness 
of the flare, its location in terms of latitude and central meridian distance (CMD)
12
and its assigned region number. Then comes the radio wave information, charac­
terised by the peak radio flux at 245 and 2695 MHz and the intensity of several 
kinds of radio bursts over a range of frequencies, differing in duration, onset time 
and decay. For a fuller explanation of these and other solar activity measure­
ments, see Appendix 1.
Variations in the overall level of solar activity and some large flares produce alterations in the 
abundances of galactic cosmic rays. As mentioned above, flares add a high-energy particle com­
ponent of their own which, if they reach the Earth, may alter the fluxes of trapped particles (see 
next Section). Flares usually accompany changes in the Solar Wind, which cause disturbances in 
the Earth’s magnetic field. These disturbances are termed geomagnetic storms and may have 
serious consequences for orbiting spacecraft, even in low-earth orbits.
2.2 The Earth’s Magnetic Field and the Magnetosphere
The Solar Wind not only alters the magnetic field of the Snn, but also those of 
the planets, including the Earth. In fact, the existence of the geomagnetic field 
causes the Solar Wind to fiow around the Earth. This sets up the region 
known as the Bow Shock, which is the boundary between the interplanetary mag­
netic field and the Magnetosphere.
The Magnetosphere is the name given to the resulting shape and composition of 
the geomagnetic field upon interaction with the Solar Wind. Figure 2.2 shows 
the magnetosphere as a cutaway schematic. The most obvious feature is the 
asymmetry of the field. The effect of the Solar Wind is to compress the side 
nearest the Sun and extend the side furthest. This in itself is the cause of many 
other phenomena, specifically the polar aurorae.
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These aurorae are brought about by fluctuations in the solar and geomagnetic 
fields causing the northern and southern tail lobes (see figure 2.2) to join in the 
region of the neutral plasma sheet. This influx of ions creates a current which 
flows back along the geomagnetic field lines towards the poles. The particles are 
then accelerated until they hit the upper atmosphere, releasing their energy in the 
form of visible light. This phenomenon becomes important when one considers the charging 
effects on low-earth, polar orbiting satellites.
The next noticeable feature is the magnetopause, which is the beginning of the 
region of particles that have become trapped in the magnetic field. The shape of 
this region is in the form of two distorted toroids known as the 
Van Allen belts, after they were predicted and discovered by Professor Van 
Allen in 1957 [l]. The range of the belts is quite extensive, reaching to several 
tens of thousands of kilometres. This means that satellites as far out as geosta­
tionary orbits are still within the radiation belts.
Since the magnetosphere is shaped so awkwardly, some of the field lines are 
open, i.e. they do not come out of one pole and go into the other. This leads to 
a phenomenon known as pseudotrapping, where particles are caught in the 
geomagnetic field and exhibit the same motions as stably trapped particles, but 
only for a limited time, usually about one hour. Eventually, the particles have 
enough energy to escape and continue on with the Solar Wind. However, for the 
time that they are trapped, the particles represent a potential damage threat to 
satellites at high altitude and with high inclination, such as those in Molniya and 
Tundra orbits.
14
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The motions mentioned above are in three forms:
- Firstly, there is a helical motion of charged particles around the magnetic field lines. This circu­
lar motion has a frequency of the order of a few MHz and has a radius of several kilometers.
- Secondly, there is a motion along the field lines. This forms the other part of 
the helical motion. As the particles approach the poles, the field lines converge into 
a small area called the auroral oval. At this point, the angle between the velocity 
of the particle and the direction of the field line, the pitch angle, becomes 90°
, so that the component of velocity parallel to the field is reduced to zero. The 
particle still has momentum at this point, and so it must maintain its motion. 
This means that the parallel velocity component becomes negative and the parti­
cle "bounces" back into the other hemisphere. When this happens, the particle is 
said to have reached its mirror point. A particle will cover the distance 
between the poles in approximately one second (See Section 4.2).
- Finally, particles exhibit a longitudinal drift motion, due to the asymmetry of 
the geomagnetic field and of the Earth itself. It is termed "drift" because this 
motion is much slower than the above two, since it takes a particle about an 
hour to go once around the Earth.
2.3 Types of Radiation
Previously, the radiation to be found in space has been described by the terms 
"particle" and "ion". There are many types of particle emitted from the Sun, 
some of them having quite a high atomic number. However, the most frequent 
and, usually, the most energetic, are protons, electrons, neutrons and alpha parti­
cles (helium nuclei). Also, there are X-rays, gamma rays and various exotic types,
16
such as neutrinos, positrons (positively-charged electrons) and other elementary 
particles, although these latter species have no bearing on this study.
2.3.1 Electrons
By far the most abundant of these particle types, at the energies causing greatest damage, is the 
electron. This is because they are easily trapped in the geomagnetic field, having such a low 
mass. Electrons permeate both Van Allen belts, but the more damaging ones tend to be predom­
inant in the Outer Belt. The energies of these electrons are in excess of 40 keV, but tend not to go 
above a few MeV. The electron flux is also very irregular, being affected daily by the Sun, which 
means that probabilistic models must be used. This is discussed in Chapter 4.
2.3.2 Protons
The proton fluxes in the two belts are also fairly high, compared to other particles. The most 
damaging protons are more abundant in the Inner Belt. This is a big problem for spacecraft in 
highly elliptical or low-earth orbits. Also, since protons are more massive than electrons, they 
tend to have higher energies, between 4 and 500 MeV, and so are more penetrating. Like 
electrons, proton flux also varies markedly, so predictions become very complex.
2.3.3 X rays, Gamma rays and Alpha Particles
Radiation, types such, as X-rays and gamma rays, whilst being very abundant, i.e. 
there is a high flux of photons from the Sun, are not considered to be as dangerous 
to spacecraft as protons and electrons. However, the fairly high energies (up to 
hundreds of keV) and low wavelength of the radiation make these types very
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penetrating, therefore there is a small flux of photons with sufficient energy to 
cause problems. The same goes for alpha particles. Their large mass means that 
they are not very penetrating, but the ones that reach high energies are quite 
devastating.
2.3.4 Neutrons
Neutrons are not very much in evidence. While they can have high energies, 
which, when coupled with a similar mass to that of the proton, are very damag­
ing, the flux of these particles is surprisingly low. The reason for this is that 
since these are "free” neutrons, i.e. they are not joined with protons in an 
atomic nucleus, they are unstable and thus have a limited lifetime. The 
half-life of free neutrons is approximately 1000 seconds (about sixteen and a 
half minutes), with the decay products being protons and electrons. Nuclear reac­
tions in the Earth’s upper atmosphere can also produce free neutrons, which 
then add to the electron and proton fluxes of the Van Allen belts.
2.3.5 Cosmic Rays
Another type of radiation encountered in space that deserves a mention is the cosmic ray. This is 
rather a misnomer, as cosmic rays are actually particles of considerable energy originating in 
interstellar space, predominately protons and alphas, plus other atomic nuclei clustering around 
the Li, Be, B and Fe, Cr, Ti regions, when compared to Solar System abundances. Their energies 
range from a few MeV to indefinitely upwards. This makes them severely damaging to space­
craft. However, the flux of these particles is very low, only 2-3 particles per square centimetre 
per second, so collisions with these are few and far between. Cosmic rays are the main source of 
single event upsets. For a full explanation of this phenomenon, see Section 3.3.
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2.3.6 Bremsstrahlung
Finally, an important aspect to consider is the secondary radiation that is 
formed when an energetic, charged particle is slowed down by a massive material. 
This radiation is called Bremsstrahlung (literally, "braking radiation"). The 
process of formation is as follows: an ion impinges upon the local electromag­
netic fields surrounding an atom (a large atomic number means a stronger field and 
also more target atoms), where it encounters a force and is decelerated, 
thereby losing energy. The energy is released in the form of a small wavelength 
photon, i.e. an X-ray. As mentioned previously, X-rays themselves are highly 
penetrating and can thus damage components. This is an annoying phenomenon, 
when one considers that materials of fairly high atomic number are used for 
shielding against other forms of radiation. Defence against bremsstrahlung is very 
difficult, thus the effects can only be reduced by introducing such things as random 
orientation of devices and radiation hardened components. These will be explored 
in more detail later.
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CHAPTER TH REE - RADIATION EFFEC TS ON SEM ICONDUCTORS
Chapter 2 provided a description of the radiation environment likely to be encoun­
tered by spacecraft and ways of modelling those surroundings w ill be discussed in 
the next chapter. The intrinsic description of radiation, i.e. a description of the 
radiation per se , is an indication of the number of particles passing through a 
given area per unit time and the distribution, or spectrum, of the radiation energy. 
This is opposed to the extrinsic description of radiation, which deals with the 
effects of radiation interaction with matter. The intrinsic description will be 
explored more thoroughly in Chapter 4. This chapter deals with the extrinsic 
description of radiation, i.e. what the radiation actually does to the spacecraft 
flying through it.
3.1 Dosimetry
Before the radiation effects and subsequent damage mechanisms can be explored, 
ways of categorising and measuring the passage of radiation through materials 
must be established. Typical physical effects used by a final detector are the ioni­
zation caused by the radiation, the induced radioactivity in selected materials and 
the darkening of photographic films.
The distance that an electron or proton can travel in a material Is a function of the 
radiation energy and the density of the material. For example, in silicon a 1 MeV 
electron can penetrate up to a distance of 0.15 cm. For protons, this distance is 
about 15 p.m [19]. Thus, a crude estimate of the number and spectrum for elec­
trons and high-energy protons can be obtained from measurements of the ioniza­
tion caused by radiation passing through thin sheets of shielding materials.
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Semiconductor diodes with very wide depletion layers are often used to measure 
radiation. The carriers generated in the depletion layer by charged particles that 
pass through or are stopped in the depletion layer form easily measurable pulses of 
current whose magnitude is proportional to the energy of the radiation that is dis­
sipated. Another common method of obtaining the same information is to use 
scintillating crystals that emit light, detected by photomultiplier tubes, whose 
intensity is proportional to the energy deposited by radiation (see Chapter 5).
These methods of detection of radiation give rise to particular units that are used 
to quantify the effects :
Stopping power - this is defined as the removal of energy from the particle by the 
material per unit pathlength and is found from the equation
Stopping Power = - 1 - ^ -  (3.1)
where E  is the energy of the particle, p the density and x the pathlength. The units of stop­
ping power are MeV/(gcm-2) or MeV/(kgm-2).
Linear Energy Transfer (LET) - This is the deposition of energy in the material by 
the particle per unit pathlength. For heavy particles, this is often identical to the 
stopping power, so the units are the same.
Absorbed Dose -  As a particle travels through a material, it excites and/or ionises 
the atoms therein. The energy deposited per unit mass of the material is quantified 
by two terms ;
i ) The Rad. One rad equals 100 ergs of energy deposited per gram of material. 
Since most semiconductor devices are made of silicon, the absorbed dose is usually 
given in "rad(Si)".
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i i ) The Gray. This is the same definition , bnt in S.I. units. Thus, 1 Gray is equal 
to 1 J kg"1 of the material. Since there are 107 ergs per Joule and 103 grams per 
kilogram, then 1 Gray *= 100 rads. To find the absorbed dose in Grays, one uses 
the following equation,
Dose (Grays ) =  Fluence (m“2) x  LET (MeVm2kg-1 ) X 1.602X 1CT13 (3.2)
Then to obtain the dose in rads, simply divide by 100 . Occasionally, the unit of 
the Roentgen may be used. This is the amount of radiation causing a specified 
amount of ionisation in air. Radiation described in Roentgens is called the 
exposure dose, although this unit is practically obsolete.
Since the adoption of the rad as a unit, the problem of describing and measuring 
radiation in a term proportional to the amount of ionisation has been nicely solved. 
The simple relationship for silicon, that a rad creates 4 X 1013 hole-electron pairs 
cm~3, permits a direct conversion between radiation and carrier generation in a sili­
con device. In terms of energy, this works out to be 3.6 eV for Si and 18 eV for 
Si02. Not only does the expression of radiation in rads simplify the prediction of 
carrier generation but it also facilitates the measurement of radiation in terms of 
rads when created carriers are detected.
A routine in the UNIRAD suite is SHIELDOSE (see Section 4.7.6), which predicts 
the amount of radiation likely to be absorbed for a particular orbit or for part of 
that orbit.. Figure 3,1 shows the dose received in a semi-infinite aluminium 
medium for one UoSAT-2 pass through the South Atlantic Anomaly. The dose is 
measured in rad(Si) and is plotted for various depths in the medium starting from 
the surface. Not surprisingly, this type of plot is called a Dose—Depth curve. 
These curves can be produced for many different circumstances, including the doses 
at the centre of spheres and shells of Al or at the transmission surface of a finite
22
slab of Al. Figures 3.2 and 3.3 show two of these plots for a one day average 
exposure. Aluminium is chosen as the medium for the curves because not only is it 
the substance usually used for shielding spacecraft, the LET in Al is approximately 
that in silicon, thus it gives a good indication of the doses that the on-board elec­
tronics may suffer.
Before proceeding, here is a quick note about shielding. The thickness of a shield is 
often expressed as the product of the physical thickness and the density of the 
shielding material. This gives a unit of the form gem-2 or kgm“2. The reason 
for this is to normalise the number of target atoms of shielding material per unit 
area. However, since aluminium is the most popular substance used, the majority 
of dose-depth curves and other references to shield thickness are expressed in mm 
of Al. Figure 3.4 shows a dose-depth curve with a theoretical prediction and 
actual measurements from spacecraft. The OTS, GEOS and METEOSAT satellites 
are all geostationary craft and therefore these results do not apply to UoSAT.
It can seen from the figure that the theory is more pessimistic than fact. This is 
not strictly true, since the model is a probabilistic one set up and averaged over 
long timescales, usually greater than yearly. The results presented here are annual 
and therefore may have local disturbances that produce radiation levels above the 
average for a short time. Indeed, as the thickness of the shield increases, the 
highest observed dose exceeds the predicted value. However, it does show that 
trends evident in long-term measurements are closely followed by the model, 
meaning that mission length predictions can be obtained and may prove to be use­
ful.
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Figure 3.4 Dose vs. Oepth Curve, Model Curve Compared with 
Satellite Dosimeter Data.
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The extrinsic description of radiation is obtained by the interaction of radiation 
with matter. This description can be simplified further by considering that the 
changes in the electrical behaviour of semiconductor devices are due to two funda­
mental effects: displacement and ionisation. Displacement refers to the physical 
damage to a crystal lattice produced by knocking an atom from its normal lattice 
position to another location in the lattice. Ionisation is the promotion of orbital 
electrons from an atom to form ionised atoms and free electrons.
3.2.1 Displacement Damage
D isplacem ent effects are due  to  th e  creation of defects in  th e  la ttic e  w h ich  in tro ­
duce ad d itio n a l s ta tes  in  th e  energy  gap. These defects can ac t as ad d itio n a l recom ­
b in a tio n  centres w h ich  cause a reduc tion  in  m in o rity  carrier life tim e  or th e y  m ay  
ac t as ad d itio n a l im purities  th a t  change th e  ne t carrie r concen tra tion . F or sili­
con, the change is a reduction in carrier concentration tending to make the silicon more intrin­
sic. Two general catogries of defect are created by radiation. The first group, called 
simple d efects , include at most a few atoms associated together to form a relatively stable defect. 
The second category, called a d ef ect cluster, involves a large, disordered region of as many as a 
few hundred atoms.
The large defect cluster results from neutron irradiation in which a large amount 
of kinetic energy is transferred to a single silicon atom. Simple defects are charac­
teristic of low-energy electron, gamma ray and proton damage in which the energy 
imparted to any single silicon atom is small. The displacement damage to solar 
cells in the Van Allen belts tends to be of the simple defect variety, whereas sem­
iconductor components, such as processors and memories, usually suffer from the
3.2 Damage Mechanisms
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large defect clusters because the damage is caused principally by neutrons and 
cosmic rays.
The displacement of a silicon atom from its lattice position requires about 15eV of 
kinetic energy [19]. Therefore there is a threshold of energy required to cause dis­
placement damage. If an atom receives more than this threshold, then it is moved 
to a different site in the lattice, between other atoms in their normal positions. 
The original atom is called an interstitial atom and the space it has left behind is 
called a vacancy. At room temperatures, the vacancy (like holes in semiconduc­
tors) is very mobile, thus there is a possibility that it may migrate onto the inter­
stitial atom and eliminate the damage.
In spacecraft, typical temperatures range from -30 to +60°C, thus in some cases it 
may be possible to repair damage. In the case of the UoSAT spacecraft, the inter­
nal subsystems are thermally decoupled from the outside. This design when com­
bined with spinning the satellite helps maintain a steady temperature of around 
0°C. Therefore this process of healing damage, termed annealing is hard to achieve 
on a spacecraft, which means that displacement damage is unlikely to be countered 
in this way. For this reason, displacement damage is sometimes termed 
permanent damage.
3.2.2 Solar Cell Degradation [20]
On most spacecraft, solar cells represent large quantities of bulk semiconductor 
material, usually silicon or gallium arsenide and hence it becomes necessary to 
understand the radiation effects on solar arrays.
Radiation damage in solar arrays manifests itself as a severe reduction in output 
power and has two main causes. The first is the effect of displacement damage in
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the bulk silicon, discussed above. These displaced atoms undergo other reactions, 
with oxides in the insulation or with the impurities, finally forming stable defects 
which produce significant changes in the equilibrium carrier concentrations and the 
minority carrier lifetime. This means that less photocurrent is initially generated 
and more carriers recombine, resulting in a loss of efficiency of the solar cells.
Secondly, radiation may affect solar cell array materials by several ionisation- 
related effects. Most of these will be discussed in Section 3.3, only those effects 
peculiar to solar cells will be mentioned here.
Ionising radiation can excite the electrons in the valence band to the conduction 
band, creating electron-hole pairs in much the same way that carrier pairs are gen­
erated by visible light. Although an optical photon of energy equal or greater than
1.1 eV will create an electron-hole pair, roughly three times this amount must be 
absorbed from a high energy particle to produce the same carriers. In silicon dev­
ices, the electron-hole pairs which are generated by ionising radiation cause photo­
currents in the same manner as solar illumination. This is the only beneficial effect 
resulting from radiation.
Figure 3.5 shows how the maximum power of a conventional silicon cell is altered 
by irradiation. A method of protecting solar cells from radiation is to shield 
against particles by using transparent cover glasses. The reduction in fluence for 
various thicknesses of cover glass are given in Figure 21.6. The use of glass or other 
materials for shielding purposes brings about yet another problem.
The reduction of transmittance in solar cell cover slides ("darkening") is an impor­
tant effect of ionising radiation. The darkening is caused by the formation of 
colour centres in glass or oxide materials. The colour centres form when ionising 
radiation excites an orbital electron to the conduction band. These electrons
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become trapped by impurity atoms in the oxide to form charged defect complexes 
which can be relatively stable at room temperature.
There are certain ways around this problem, although there are some who disre­
gard this factor in array power estimates. One way is to simply allow for a 2-4% 
initial loss due to cover glass and adhesive darkening due to radiation and ultra­
violet effects. Prevention via treatment in the fabrication stage is another route : 
cerium doping of glass reduces or eliminates darkening and hydrogen impregnation 
of glasses reduces transmission losses due to irradiation effects. Also, exposure to 
UV light can bleach nearly all darkening produced in certain cover glass materials.
Even so, radiation can seriously reduce the output power of satellite solar arrays. 
Figure 3.7 shows the degradation of a typical solar cell over a number of years.
The majority of solar arrays in flight are made of silicon. One of the experiments 
on UoSAT-E is the inclusion of gallium arsenide solar cells for the power plant. 
GaAs solar cells have been considered as an alternative to Si cells, both for terres­
trial applications and for spacecraft due to their higher Air Mass Zero (AMO) 
efficiency, lower temperature coefficient and higher radiation resistance.
In fact, 18% AMO efficient GaAs solar cells are feasible and the radiation induced 
defects can be annealed at lower temperatures. Moreover, thin GaAs cells have 
been shown to be a competitive alternative to power spacecraft due to the benefits 
of a higher power to mass ratio of the photovoltaic arrays. The reason for GaAs 
having a better tolerance to radiation Is simply that the atoms are bound together 
more strongly in the ionic lattice than are those of silicon. This makes GaAs less 
susceptible to displacement damage, but just as vulnerable to ionisation effects as 
Si cells.
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3.3 Ionisation Effects
The problem of displacement damage occuring in silicon devices has been explored 
briefly above. The effects on components such as VLSI circuits, particularly pro­
cessors and memories, are similar to those found in solar cells, i.e. reductions in 
carrier concentration and minority carrier lifetime. Further frustrations are 
caused by the ionisation of the atoms within the bulk silicon. Ionisation occurs 
when orbital electrons are removed from an atom or molecule in gases, liquids or 
solids. This effect is not as immediately destructive as displacement damage, with 
the short term effects dying away or being easily dealt with. The details of these 
effects will be given later, however, for the above reason, this type is termed 
transient damage.
Transient damage effects in silicon devices are produced as a result of electron-hole 
pair generation. The initial effect of the ionising radiation is that all semiconductor 
devices that have a junction behave like solar cells, in that the flow of minority 
carriers across the junction generates a photocurrent. These currents can be deter­
mined from the physical characteristics of the device and the external voltages and 
impedances.
As well as the problems caused in bulk silicon, described in the section on solar 
cells, the use of silicon dioxide as a surface passivation coating and dielectric 
material in silicon devices results in a wide range of ionisation-related radiation 
effects. The development of trapped charges in the silicon dioxides can cause 
increased leakage currents, decreased gain, and surface channel development in 
bipolar transistors and increased threshold voltages in MOS field effect transistors.
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3.3.1 Processors and Memories
All of the UoSAT spacecraft have on-board processors and a significant memory 
(ranging from 100K to 1Mbyte). The technology of these subsystems is mainly 
CMOS with some NMOS in certain of the memories. Although bipolar devices also 
suffer from photocurrent generation, there are many more problems associated 
with MOS devices. The most common of these problems is the trapping and subse­
quent collection of holes in the insulating silicon dioxide layer, which serves to 
increase or decrease (depending upon whether one is considering N- or P-channel 
devices) the threshold voltage of the device, causing a requisite change in supply 
current, thereby upsetting the power distribution of the spacecraft. Other prob­
lems include single event upsets and latchup, both of which are explained below.
3.3.2 Latchup
One of the more severe problems caused by transient radiation is that of latchup. 
The effect occurs in four-layer silicon controlled rectifiers (SCR’s), which are 
present in some integrated circuits, including bulk CMOS. The structure of a typi­
cal SCR, four layers of alternate n-type and p-type silicon means that there are 
two bipolar transistors formed, one being n-p-n and the other p-n-p. An example 
of this is given in Figure 3.8, which shows a cross-section of a CMOS circuit. The 
two bipolar devices are indicated on the accompanying circuit.
The SCR is a bistable device, having a high-resistance and a low-resistance mode. 
In the low-resistance mode, the SCR is said to be in the "ON" state. This state is 
achieved by forward-biasing all junctions so that both transistors are at saturation 
voltage. In this state, the current flow is relatively uniform across the entire junc­
tion area and therefore large currents can pass. However, if there is a current flow
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in a local part of the device then latchup may occur.
n — s u b s t r a t e
F ig u re  3.8 CROSS SECTION OF CMOS STRUCTURE WITH SCR PATHS INDICATED
For example, a transient radiation pulse might cause a current to flow in the n-type 
substrate. The emitter-base junction of the lateral p-n-p becomes forward biased 
and holes are injected into the substrate. Some of these holes w ill be collected by 
the p-type well, where they w ill provide base drive to the vertical n-p-n. If the 
n-p-n is active at the time, then additional base current will be fed back to the p- 
n-p.
The anode current, IA , as shown by Larin (see Ref. [193), is given by
T _  2 /c,bo C1 +hFEn )(1+hFEp ) +  hFEn IG
j a   -------------— rt----- 1 — rt--------—  (3.3)— nFEn nFEp j
where hFEn and are the common emitter gains of the two transistors, IG is 
the base current for the n-p-n and ICB0 is the leakage current and is the same for
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It can be seen from the above equation that a regenerative mode is obtained if the 
feedback loop has a gain that is greater than or equal to unity, i.e. when
h-FEn x t iFEp  ^ 1
If this condition is met, then latchup is initiated. If latchup has occured, then 
there w ill be a current flow which continues until power is removed or the device 
bums out. Latchup can similarly be caused if the initial current is created in the 
p-well of the vertical transistor.
~ C i r c u m v e n t i o n  a n d  A v o i d a n c e  o f  L a t c h u p
There are a number of ways to avoid latchup, or at least to circumvent its effects. 
These methods include redundancy techniques such as Triple Modular Redundancy; 
powered-down replacements; supply current monitors and the use of silicon-on- 
sapphire/silicon-on-insulator devices. There are also some methods that arise in 
the processing stage, such as neutron irradiation, gold doping and buried layers. 
One should also consider shielding, although this is not effective against highly 
energetic cosmic rays and heavy ions and bremsstrahlung is still a form of ionising 
radiation.
-  C i r c u m v e n t i o n
Triple Modular Redundancy (TMR) [21] is a method wherby the same function is 
performed on identical data by three circuits and the answer is selected from the 
three outputs by a majority voter circuit. An error in any one output is corrected. 
However, it cannot be ascertained clearly which circuit contains the fault without
both transistors, since they share the same collector-base junction.
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the use of additional circuitry. This means that more than three times the weight, 
power, and volume of a single circuit is required. Also, two permanent faults 
render the circuit useless. Provision of spares is complicated and costly and they, 
too, may become damaged. Therefore this method is not the best that can be used 
to combat latchup.
Powered-down spares are a possible solution to the redundancy problem [21]. 
Instead of having several circuits checking the same data to avoid faults, a single 
circuit can be used normally, so that when an error occurs it can be noted. The 
faulty component is then removed by overloading of a fuse by a fuse blower cir­
cuit. The spare device, which already has the correct pins connected, but no 
current flow through them, is then powered up and becomes part of the circuit. 
This method is useful when one considers that unbiased CMOS is less subject to 
total ionising dose degradation than biased. Replacing the damaged chip with a 
powered down spare repairs the system, but it means that the replacement is now 
vulnerable to latchup like any other IC.
-  A v o i d a n c e
In the description of latchup above, the problem arises from the feedback loop con­
tinuously driving current through the device which leads to burnout. As this con­
dition is approached the current from the power supply rises sharply. This is 
detected by standard telemetry circuits and the supply to the SCR can be cut off 
before permanent damage is done. This is achieved by fast-acting, resettable elec­
tronic fuses, which have a cut-off time of the order of milliseconds. Such protec­
tion is evident in the AMPTE UKS satellite [22].
Once the power is removed, then measures can be taken to try and anneal the dev­
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ice. One method is to leave the device to sort itself out. Eventually, holes and 
electrons will drift under the influence of local fields, or will recombine and there­
fore no longer be present within the substrate. This technique was incorporated 
into the AMPTE IRM spacecraft [23]. Alternatively, a special circuit can be fitted 
which reverses the supply voltage for a short time period (approximately 1ms). 
This reversal is repeated several times until the device has recovered from latchup 
[24].
None of these methods are reliable on their own, as a fault in memory or process­
ing still leads to incorrect data. However, in combination with an error correcting 
code mechanism, faults can be dealt with and uninterrupted data transmission can 
be maintained.
Recently, however, some doubts have been raised as to the reliability of the supply 
current as an indicator for latchup [25]. In some complex devices, the supply 
current actually decreases after latchup. This is due to internal circuit interactions. 
In cases like this, the electronic fuses do not cut the power and the chip is dam­
aged. Also, latchup paths can vary not only for samples of a given device type but 
even for a single device. Identification of actual paths and trends in variations is 
required.
The methods used in the manufacturing process to avoid latchup are all based on 
the reduction of the lifetime of minority carriers in the substrate. This is accom­
plished by placing an obstruction in the substrate, which inhibits the carrier 
mobility and thus enhances recombination.
Irradiation of the device by fast neutrons creates defects and defect sinks that 
serve as the obstructions. By this method, the gains of the transistors are reduced 
to the extent that their product cannot exceed unity. The fiuence required to
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achieve this end is around 1014 n~cm-2 at energies of the order of 0.1 MeV. Bom­
bardment at the wafer stage is preferable, as the packaging process aids annealing 
effects [26].
A different technique that brings about the same effect is that of gold doping. 
Gold atoms are diffused into the substrate in concentrations of the order of 1015 
cm-3 . This method reduces carrier lifetime to less than 100 ns [27].
Minority carrier lifetimes can also be reduced by inclusion of a buried layer. This 
layer is usually made of heavily doped p-type silicon and is situated just below 
the p-well. The layer then acts as a barrier against the carriers, preventing them 
from reaching the junction of the p-well and affecting bias. A variant of this tech­
nique can be used to eliminate a particular latchup path concerned with the input 
protection circuitry. A p-diffused region is generally used for series impedance and 
shunt diode clamping. Surrounding this region with a grounded p-ring as shown in 
Figure 3.9 forms a pseudo collector that alters the path drastically. Large reduc­
tions in the gain of the p-n-p can be obtained. Since these lateral devices normally 
exhibit gains of 0.25 or less, the vertical n-p-n must now have a gain in excess of 
500 for the input circuitry to participate in latchup.
Figure 3.9 INPUT PROTECTION CIRCUITRY WITH 'PSEUDO 
COLLECTOR'
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Another method of latchnp avoidance is to use a design technique : that of 
silicon-on-sapphire (SOS) technology. This fabrication technique involves using an 
insulating sapphire substrate and epitaxially growing a silicon him onto it. 
Transistors are then fabricated in the film by means of conventional MOS technol­
ogy. Complete isolation is achieved between each device on the same chip as a 
result of the isolating sapphire substrate. This means that CMOS circuits with 
high integration density can be produced that are completely latchup free.
A similar process is that of silicon-on-insulator (SOI). This is much the same as 
SOS, but combines the advantages of dielectric isolation with standard silicon 
based technology. Both SOS and SOI are inherently radiation-hard and have low 
power consumption. However, the problems associated with these technologies: 
back-channel leakage and edge effects after irradiation exposure can be minimised 
by a negative bias on the substrate, without causing any damage to the p-channel 
components. This effect is generic in SOI and leads to greater total dose hardness, 
giving an inherent advantage over SOS [28].
3 .3 .3  S p a c e c r a f t  C h a r g i n g  P h e n o m e n a  [ 2 9 ]
Spacecraft operations are occasionally disturbed by the malfunctioning of on-board 
electronic circuits, generally taking the form of accidental switching, changes of 
mode or, more rarely, complete failures caused by the destruction of semiconductor 
components. These malfunctions relate to electrical charging of the spacecraft by 
plasma particles in the space environment.
Three distinct types of charge have so far been identified as playing a part in the 
above phenomena. In the first instance, we establish the absolute charge of the 
spacecraft; the structural potential fluctuates in relation to the plasma potential,
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which is taken as ranging from 0 to infinity. This type of charge may reach -20 
kV when the satellite is in the Earth’s shadow in equinoctial periods. Outside 
eclipse and provided that the spacecraft receives a sufficiently high medium-energy 
flux (typically 5 to 50 keV), the potential is lower, since the craft is partly 
discharged by solar photoemission, but it can still reach -3 kV. Absolute charge 
generates lines of electric force in a configuration conducive to certain modes of 
sparkover.
A second charging mode is due to high-energy electrons (above 100 keV) capable of 
penetrating to a considerable depth into the dielectric material around the craft and 
cable insulation, or even passing through very thin walls and depositing them­
selves on floating conductors inside the spacecraft. Certain magnetospheric storms 
contain increased fluxes of these penetrating electrons, sufficient to exceed the leak­
age currents of the less conductive dielectric materials.
The third charging mode is differential charging, which gives rise to potential 
differences of several hundreds of volts or several kilovolts between isolated com­
ponents in the outer surfaoe of the spacecraft. Local electric field strengths occur in 
excess of the sparkover thresholds.
Circuits may be protected from the electromagnetic effects of electrostatic 
discharges by action taken at two levels : in the design stage and during 
qualification.
Design -
The cables most exposed to electromagnetic charging sources are those located on 
the outside of the spacecraft structure. Metallized superinsulating cushions, even 
earthed, do not constitute a protection against the e.m. field produced by the
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discharge. Space cables must be separated by aluminium at least 50 /um thick. 
When such shielding cannot be employed, all the outside cables or those placed 
behind multi-layer superinsulating cushions must be protected by a shield which is 
joined to the structure at as many points as possible, and at least every 50 cm. 
This rule relates to all links, even uncritical ones, since they serve as a pathway 
whereby disturbances may gain access to the inside of the spacecraft, and these dis­
turbances might be coupled by crosstalk with other links that are critical. When 
cable shielding is impossible, a solution which may be contemplated is a filtering of 
the links, including earths, at the access to the protected part of the spacecraft.
Qualification -
The second aspect of circuit protection is their qualification for electrostatic 
dischaiges. The sparkover measurements carried out in vacuo have resulted in the 
tracing of the electromagnetic signatures of the discharges. Equivalent signatures 
w ill be reproduced by means of electromagnetic injection in the subsystems or in 
the integrated spacecraft. At the present time, it cannot be claimed that theie is 
any test standard available providing a hard and fast guarantee of satisfactory in­
flight operation.
3 .3 .4  S in g le  E v e n t  U p s e ts
Another phenomenon commonly occuring in MOS transistors is that of the Single 
Event Upset (SEU) which was predicted in 1962 [30] and first observed in the 
early 1970’s [31]. This initial evidence took the form of anomalous triggering of 
bipolar flip-flop circuits in communications satellites. The cause was identified as 
collection of charge within satellite memory circuits due to transition of cosmic ray 
ions through the device.
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The change of state of bits in memories is not a permanent effect and can be 
corrected upon rewriting. For this reason, the failures associated with SEUs are 
termed soft errors. These soft errors do not occur solely as a result of the 
environment. Some can be caused by electrically inadequate memory cells which 
are present due to processing defects. These errors are confined to specific cells and 
are therefore non-random. This is a distinguishing characteristic when compared 
with SEUs, which occur randomly in position and in time.
-  U p s e t  M e c h a n is m s
The mechanisms by which SEUs can occur are related to the environment and the 
architecture of the device. The environmental aspect is that SEUs are caused by 
charge deposition due to high energy protons and/or cosmic rays. To understand 
the way in which this causes a fault requires a description of how a typical cell is 
made up.
Semiconductor random access memories (RAM) store binary data as the presence or 
absence of charge on particular nodes of the device. The quantity of charge which 
differentiates between a binary "I" and a "0" is called the critical charge and is 
denoted by, Qc * The basic mechanism for ionisation induced bit errors is the neu­
tralisation of Qc, by the collection of ionisation-induced electrons or holes at the 
storage node.
The ultimate effect of ionising radiation is the creation of electron-hole pairs along 
the path of a charged particle through the material. Electrons and holes that are 
raised to the conduction band within depletion regions surrounding diffusions or 
within gate insulators will be separated by the high electric field. Electrons are 
swept to the positive potential and holes to the negative potential. Electrons and
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holes generated outside the depletion region diffuse through the bulk silicon. Those 
reaching the edge of the depletion region may be collected. Also, charge can be col­
lected from beyond the depletion region by funneling.
The term ''funneling" refers to the redistribution of the electric held present at a 
sensitive node along the ion track. When ions pass through the depletion region of 
a device, the generated charge temporarily neutralises the depletion layer which 
exists there. To compensate, the electric held must extend down into the substrate 
along the line of charge generated by the ion’s passage. This field will often pull 
some of this charge back into the original node, causing charge generated outside 
the "sensitive" region to be collected. This often makes it appear as though the ion 
travels farther inside the volume than it actually does. The expected funnel length 
can be obtained from the following equation developed by McLean and Oldham 
[32]:
Lc =  f [ xd +  [ x j  + 4fj.nV0Tc P J  (3.4)
where
xd = the depletion depth of the junction 
yU.n = the field-dependent mobility for electrons 
V o = the total junction voltage 
tc -  the collection time
Figure 3.10 shows the transition of a cosmic ray ion through a device creating 
electron-hole pairs as it goes. The funneling effect is also shown.
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Figure 3.10 - C O S M I C  R A Y  I N D U C E D  
C U R R E N T  P U L S E
For typical gate dimensions (a few microns) and typical critical charge (sub- 
picocoulomb) it may be observed that the LET required to deposit the critical 
charge in the small path lengths is of the order of a few MeW/im. This is why 
the ionising particle choices are restricted to those given above, since these are the 
only ones that can accomplish this.
The above statement implies that only highly ionising particles can cause an upset. Whilst it is 
tme that low-energy protons may not have a high enough LET to produce the charge necessary to 
induce upset, they may still be able to trigger nuclear reactions in the silicon atoms, resulting in 
recoil nuclei that have considerable energy. Passage of these particles through a sensitive volume 
will have the same effect as a cosmic ray.
The inelastic scattering reaction can be described as a two-step process, as illus-
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trated in Figure (3.11). The proton first stikes a host atom, forming an excited 
compound nucleus. At this time, the nucleus may emit one or more fast secon­
daries resulting from nucleon-nucleon collisions within the nucleus. This scatter­
ing of particles, combined with the momentum of the primary proton, determines 
the kinetic energy of the resulting nucleus. The second stage of the process Is the 
de-excitation of this nucleus. The recoiling mass decays or de-excites by emitting 
one or more slower secondary particles. These particles, along with the remaining 
nucleus, can travel through the sensitive volume depositing ^ energy along their 
paths.
Because the range of the secondary particles could exceed device dimensions, a 
nuclear reaction need not occur in the sensitive volume in order to produce a 
memory upset. The secondaries could easily enter the volume from an outside 
reaction. On the other hand, a reaction could occur in the volume but all secon­
daries might exit before sufficient energy is deposited.
FAST
SLOWER
SECONDARIES
RECOILING 
PROTON
FIGURE 3.11 BASIC DIAGRAM OF A PROTON-INDUCED INELASTIC REACTION
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-  C e ll A r c h i te c tu r e
The basic memory cell used in bulk CMOS dynamic RAM is shown in Figure 3.12. 
The error mechanism is assumed to be the loss of stored charge on the storage node. 
A binary "I" is stored when the gate of Qs is biased positively and a binary "0" is 
stored when the gate is near ground potential. From consideration of the memory 
cell circuit, it may be seen that a bit error would occur if a sufficient quantity of 
negative charge (electrons) is collected on the storage node while it is biased posi­
tively. In this case, the bit error is 1 to 0. No error occurs for a cosmic ray "hit" 
when the node is at ground potential (a "CT stored). The sensitive region is the 
junction region in Qw on the storage node side, i.e. the depletion region of the 
source diffusion.
For any particular node in the logic or memory circuit, the associated sensitive 
regions are those which have a voltage across them. Normally this voltage will be 
the Vm  potential. For example, in the static RAM CMOS element shown in Figure 
3.13, if node A is biased at V ^  and B is at ground then the drain junctions of NI 
and P2 are sensitive regions. Any ionisation in these regions will transfer charge to 
the affected node. For ionisation at NI, electrons will be collected and a negative 
voltage spike occurs at A. For P2, holes are collected and a positive spike is seen at 
- B. If the spikes are large enough and charge neutrality cannot be established fast 
enough through the "ON” transistor, the flip-flop may regenerate and a bit error 
will occur. For a more detailed discussion on upsets in SRAM and DRAM 
memories, see Refs. [33] and [34].
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Figure 3.12 Dynamic RAM Cell Structure in Bulk CMOS
+ v dd
P in (A)
P  j (ON) P2(qff>
N j <□ FF) N 2 (ON)
N out
(B) 1___T
V
Figure 3.13 CMOS Static RAM Cell Using 6-Transistor Structure'
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-  E r r o r  R a te s
The two main factors affecting the single event rates are the critical charge required 
for upset and the target size and charge collection capability. The former will 
depend on the device and circuitry whilst the latter will depend upon the device 
geometry and technology. Error rates in space additionally depend on the radia­
tion spectra in space and the amount of shielding used. It is difficult to predict the 
error rates accurately because there are many uncertainties in these factors as dis­
cussed below.
- Critical Charge
The threshold charge required to cause logical state changes in a logic cell is called 
the critical charge, Qc. The determination of this charge can be accomplished 
analytically or experimentally. An analytical determination may be performed by 
computer simulation, using a transient-response model such as TRACAP or SPICE 
to simulate a memory cell. The cosmic rays can be simulated by applying a pulsed 
current source at various nodes. The threshold current for logical changes is deter­
mined by varying the current source and the critical charge can be found by calcu­
lating the time integral of the minimum current pulse that causes the upset. The 
accuracy of this estimation depends on the parameters input to the simulator.
Experimentally, it is possible to obtain a plot of the upset cross-section (cm2) 
against the LET (MeVcm2g“1). The threshold LET, LETth, which is defined as the 
LET value at which the cross-section is about 10% of the saturated value, can be 
found from the plot. The critical charge will be :
= ZXrftxpxS 
^  22.5
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w here ;
Qc  is in pC,
LETth is in MeVcm2g-1, 
p is the density of silicon (2.33 gem-3),
S is the charge collection path length in cm,
and using an average energy loss per carrier pair in silicon of 3.6 eV.
The charge collection path can be assumed to be equal to the depletion depth. The 
assumption is quite valid for a device built on sapphire. However, due to the Tun­
neling effect, the effective path length is actually larger than the depletion depth 
for bulk silicon devices and thus the critical charge will be underestimated. More 
accurate values can be obtained if the effective collection path is calculated analyti­
cally.
- Sensitive Volume
Sensitive volume is that region of the node where charges are collected and upsets 
occur. Since the main charge collection mechanism is the collection by drift from 
the usual high field depletion region, the sensitive regions are those reverse biased 
pn junctions. If this is the only charge collection mechanism, the sensitive region 
should be equal to the depletion region. As mentioned in the previous section, a 
plot of upset cross-section against LET can be obtained experimentally. It is found 
that the saturated upset cross-section which represents the area of the sensitive 
region is usually greater than the area of the depletion region. This is due to the 
fact that the funneling effect and the minority carrier diffusion from the substrate 
to the junction take part in the charge collection process. Hence, the effective sensi­
tive area depends on the technology used, doping densities, biasing voltage, tem­
perature, etc . . .
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For SOS technology, the transistors are confined to thin (approximately 0.5 p m )  
silicon islands on an insulating sapphire substrate and virtually none of the car­
riers that are created in the sapphire are collected before recombination. Ionisation 
induced charges can be collected only from the thin epitaxial silicon region between 
the drain and source regions. Due to the short channel characteristic in SOS LSI 
devices and the lack of funneling effect, it is reasonable to assume that the sensitive 
region for a SOS transistor is taken to be the silicon under the gate area, which 
results in a parallelopiped with thickness equal to the epitaxial thickness and a 
length and width equal to the gate dimensions of the device.
For bulk technology devices, the depletion region extends down to the bulk silicon 
beneath a junction as well as laterally at the sidewalls of the drain region. Conse­
quently, the sensitive region is generally larger than for SOS technology. The 
depletion width depends on the doping densities and the junction bias and is of the 
order of three or four microns typically. The sensitive region may be approxi­
mated as a parallelopiped with thickness equal to the depletion depth and planar 
dimensions equal to the length and width of the diffused area extended to account 
for the depletion width. The effective sensitive region is actually larger than this if 
the funneling effect and the diffusion currents are taken into account. Usually, the 
effective sensitive region can be found experimentally.
- SEU in Microprocessors
More microprocessors will be utilised in future satellite payloads as the need for 
advanced control and computing capabilities increase. Since there are many storage 
elements contained in a microprocessor, it is also vulnerable to SEU. The error rate 
can be predicted as for memories if the cross-section versus LET curve is found 
experimentally. However, due to the complex nature of the microprocessor, this
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task is not as straight forward as for memories. Inside a microprocessor, there are 
several functional elements such as program counters, stack pointers, general regis­
ters and ALUs, etc. whose duty cycle is usually less than 100%. Hence, the error 
rate very much depends on the software.
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CHAPTER FOUR - MODELLING
This chapter derives the mathematical models that are used to describe the space 
radiation environment and the upset of memory cells by protons and goes on to 
discuss the computer simulation programs that are available for these effects.
4.1 Unperturbed Motion
In a magnetic field, a charged particle experiences a force given by
F = q v  X B (4.1)
where q is the charge on the particle, v is the velocity and B the magnetic field 
strength. Eqn. (4.1) can also be written
F = qvB sin0
where 0 is the angle between the velocity and the magnetic field direction. If v is 
at right angles to B then sinO = 1 and F = q vB. Using Newton’s Second Law
^ m v zF = m a = ---
and by equating forces it can be seen that
or
SStL = qvB
r  =  —  =  -V(4 . 2 )
qB qB V J
where p is the momentum of the particle. Thus the particle moves in a circle of
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radius r . Introducing th e an gu lar v e lo city  cd =  v / r  , eqn. ( 4 .2 )  becom es
CD,
771
( 4 .3 )
The quantity coc is called the cyclotron frequency, after the device used to 
accelerate charged particles.
4.2 The Mirror Effect
If a particle enters a uniform magnetic field at an angle or to the direction of B, 
then the velocity can be resolved into two components, v and V|j, parallel and 
perpendicular to B, respectively. Let the magnitude of the velocity be v , therefore
vn = vcosa and v vsina.
In eqn. (4.1), F, v and B will all be mutually perpendicular. Thus, for constant F 
and uniform B , the motion of a particle, initially travelling perpendicular to B, 
will become circular. A particle projected parallel to B experiences no force and 
thus moves in a straight line. Therefore, the combination of circular motion due to 
v and the uniform motion due to V||, produce a helical path (see Figure 4.1).
B
pitch of 
helix
F ig u re  4 .1  H e lic a l P a th  o f  a n  E le c tr o n  in  a  U n if o r m  B-field .
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The p itch  of th is h elix  is given by
pitch = (27rmvcosa)lqB — (2irp cosa)lqB (4.4)
Examining Fig. 4.1 and eqn. (4,4), if ce, known as the pitch angle, increases 
towards 90°, then cosar decreases toward zero. Eventually, there will come a point 
where ol >90° and cosa and therefore the pitch becomes negative, implying that 
the particle has changed direction. This can occur at places where the magnetic 
field diverges, as is the case at the North and South poles. This reversal of direc­
tion is known as the magnetic mirror e ffect and can be explained by considering 
the particle energy.
Firstly, however, the definition of the magnetic moment must be given. This is the 
product of the current due to the particle gyration multiplied by the area enclosed 
by that current. That is,
The first bracket is the area enclosed by the particle motion and, the second is the 
charge divided by the time required for one gyration. An immediate consequence 
of this is that the magnetic moment is proportional to the flux 0 = w r 2B through 
the particle orbit. From eqns. (4.3) and (4.5),
The utility of the magnetic moment derives from the fact that for slow variations 
of B, either in space or time, p is essentially constant. Thus a slowly varying field 
in the polar regions and the condition that p is constant, means that the flux 
within particle orbits also remains constant. Figure 4.2 shows the effect on particle 
motion of this requirement.
p = (7rrzXqtoc l2'ir') (4.5)
p = rrr 2B (q212irm ) = (q2l2irm')(t) (4.6)
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F ig u re  4 .2  M o tio n  o f  a  P a r t i c l e  in  a  S lo w ly  V a ry in g  B-field .
To show the constancy of /x in a slowly varying magnetic field one invokes 
Faraday's Law, which equates the induced electromotive force € around a closed 
path to the rate of change of flux d 0 / dt within the path. Thus
■nr2 dB~ar (4.7)
When the change in field is negligibly small, the work done, W , upon a particle of 
charge q in one orbit is q e and equal dW  jdt times the period of one orbit, 2tt/cdc , 
therefore from eqn. (4.7)
2 TT dW 2 tt dW dB
CDc dt dB dt
= q v r i dB
dt (4.8)
Combining eqns. (4.5) and (4.8) gives
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d W  _  r  .2'
dB
= U r 2) m £
277'
M ( 4 .9 )
The work done is equal to the particle kinetic energy, so
W  = |77zv2= imco2r2= 2^? (4.10)
from eqns. (4.2), (4.3) and (4.5). Differentiating with respect to B gives
^ = £ ^ 1 = * ^  C4.ll)
which, from eqn. (4.9) must equal fx. Therefore d jxjdB = 0 and fx is a constant 
independent of B . Now, eqn. (4.10) can be rewritten in the form
p. = im v 2IB = W J B  (4.12)
where W  L is the kinetic energy due to the velocity v that is perpendicular to B. 
The component of velocity parallel to B will carry the particles along the field 
lines in the z-direction (see Fig. 4.2) and an energy W|j can be associated with this 
motion. Conservation of energy requires that the total energy
W  = W L + W|| (4.13)
be a constant. As particles move into regions of higher B , constancy of fx implies a 
corresponding increase of W^, This energy increase can only occur at the expense 
of W|| and the particle is thus slowed in its motion in the z-direction. The particle 
is stopped and reflected at the point where W\\ = 0  and W = W ” . At this turn­
ing point /x = W I B and particles for which W  < fxB will be reflected.
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4 .3  T h e  R e la t iv is t ic  M e th o d
All of the equations above have been derived using the consideration that v « c , 
the speed of light. For a fuller understanding of the motion of particles in the 
geomagnetic field, a relativistic treatment must be given.
First one defines the relativistic momentum, p = y m w , where
is the Lorentz transformation, and v = Iv! = (vjf'-fv^2) 2. The equation of 
motion is
i g -  = pVXB (4.14)dt c
which is clearly analogous to eqn. (4.1). The instantaneous centre of the circular 
motion (established in eqn. (4.2) ) is called the centre o f  gyration and the vector 
from the position of the particle to the centre of gyration is the 
radius o f  curvature, p. Introducing the angular frequency once more produces
ym<*2p = -vxB (4.15)c
and since v = cop, one obtains,
v — I ^ 1B  i c~\to = ----  (4.16)ym c
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p = ^ vx B = r o pxB (4J7)
ym v  c p c
and p =  1 7 T J-  =  TeTs (4-18)
Note that the symbol e includes the sign of the chaige. The radius p is called the 
Larmor Radius and the product B p = cp / le I is the Magnetic Rigidity .
It should be noted that when V|| ^ 0, i.e. when the path is a helix, the Larmor 
Radius, p, is different from the radius of curvature of the path.
The circular motion of the charged particle produces a magnetic held which has a 
time average equal to the field from a circular current
and therefore,
I  = obtained via (/ = d q /d t ) (4.19)
where Tg is the period of gyration and is equal to 2 t t / < d ,  or
X = 2?r = 27rY nlc (4.20)g a  lei B
This brings about the definition of the magnetic moment given in eqn. (4.5), since
the particle is equivalent to a magnet with magnetic moment
p . 2
H =  rrp2I l c  = — ±—  (4.21)
2ym B
directed antiparallel to B. The magnetic flux through the circular path amounts to
2_. 2 _
a. 1t> J- 2 v y m e 2 r A4) = ttp^B =  r = --+-- p (4.22)
e zB e L
In the non-relativistic limit v « c , y is unity and the expression reduces to eqn.
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(4 .12 ).
If the motion of the particle is perturbed by the action of non-magnetic forces or if 
the magnetic held contains inhomogeneities, then one uses the concept of the 
guiding centre, which is defined as
rc = r  + p = r+ -~-pxB (4.23)
eBz
where r and p are the position and momentum of the particle and B is the mag­
netic field. It follows from eqn. (4.17) that when the only force acting is that 
from the homogeneous magnetic field, the guiding centre, rc, coincides with the 
centre of gyration.
4.4 Slowly Varying Magnetic Field
The equations above were derived by considering motion of a charged particle in a 
static, homogeneous magnetic field. When the magnetic field varies slowly in space 
and time, the motion is treated by a perturbation method. The condition for this 
application is that the change in the field during one gyration of the particle is 
small. Therefore
L l M .  «  1 ,
B 0*
!(y B )i
p /  « 1 •
and
'CVB^i I < <  j
B
To introduce a time variation of B, an electric field E is induced according to the
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M axw ell equation
curl E = -i~£5- c 0/
This electric field acts in two ways : one, to change the particle energy and two, to 
introduce a drift motion, either along or at right angles to the helical motion. 
Now, consider the energy during one turn
AW = AOy m e2) = -e /E.ds = ”~p2|e 1 M  (4.24)
C 0 f
because, via Stokes’ Theorem,
jfE.ds = //curl E.dS = - j r j j f  (4.25)
where
4> = 7rp2B (4.26)
is the flux through the circular path of the particle and ds and dS are path length 
and surface elements, respectively. The negative sign in eqn. (4.24) derives from 
the fact that a positive particle gyrates in a direction opposite to that in which the
integral is to be taken. Since the number of turns per second is the average
Eg
time derivative of the energy is
A Cymc*) = (4.2 7 )
Using eqns. (4.24), (4.18) and (4.20), this becomes
2
-—- ( y m ) = —P1 (4.28)
dt 2y  me B 6*
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± ( y m  ) = . -J — A z l = _ L  ± j L  (4.29)
dt 2 y  me dt 2 y m c 2 dt
This is because this type of acceleration acts only on the momentum component
p . When 0B /Qf = dB jdt (time variation only), eqns. (4.28) and (4.29) give
V 2-jj- = c (4.30)
Comparison with eqn. (4.22) shows that the ‘integration constant’ C is propor­
tional to the orbital magnetic flux 0. In the non-relativistic limit, eqn. (4.30) can 
be written
m v 2 W . r
2 B = “tT 2m °0nSt* 4^*31)
where is the kinetic energy due to the perpendicular motion as before. In this
case, the magnetic moment, p , as well as the flux is constant.
The result p 2IB is one of the three adiabatic invariants of the motion of a 
charged particle. For the purposes of this study, only the longitudinal invariant is 
of interest.
On th e oth er hand, differentiation of th e  L oren tz  fo rm u la , y , gives
4.5 The Longitudinal Invariant
The longitudinal motion of the guiding centre is very similar to the motion of a 
particle in a potential field. Consider a charged particle moving in a static mag­
netic field B in the presence of an electric field with the potential function, V. If, 
as usual, the momentum components are denoted by pj| and p , the conservation 
of energy implies
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p \f  + p
2m
+ eV = const. =
P\\02 + P l o2 
2m
+ eV o (4.32)
where the subscript 0 refers to an initial position of the particle. When the pertur­
bation method is applicable, then
A *  L _ 2mB
P L o
2 m B t
= const. (4.33)
Rearranging eqns. (4.32) and (4.33) gives 
/’if-I’l o2
2m
= B -  B 0) — e i V  -  V 0) (4.34)
Now consider a charged particle moving between magnetic mirrors, as in Figure 4.3, 
which at the point of minimum magnetic field strength, denoted by B 0, has the 
velocity components
v Lo = v0sinor 
V||o = v Ocosa
(4.35)
(4.36)
F ig u re  4 .3  P a r t i c l e  M o v in g  B e tw e e n  M a g n e tic  M ir r o r s .
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Then, su b stitu tin g  into  eqn. ( 4 .3 4 )  gives
77iv |f — mv02cos2o: = — 2/x(jB — B 0) — 2 e ( V  — Vq) 
and putting in the right hand term for jx in eqn. (4.33 ) gives
V|f — Vq COS2O' == Vq sin2cy — — (V — V q)
B o 771
v02 sin2^  § ~ v o sin2of — — (V — V  0)
B o 771
V|f = v q (sin2or + cos2^ ) — “ -sin2cx — — (V  — V 0)
B o 771
o^2 1 — _/LSin2ar — 2 e ( V  - V 0)
mv o
VII = v, B 2e(V- V 0)1 — srcra 
Bo 771V o2 (4.37)
or
Vu = V 0V(1 - B I B O
with Bi = B 0I sin2or .
(4.38)
The magnetic mirror phenomenon is incorporated within this equation since, in the 
region where B = B t , vjj passes through zero.
Before defining the longitudinal invariant, it is first necessary to include a further 
general appraisal of adiabatic invariants.
Consider a mechanical system executing a finite motion in one dimension and 
characterised by some parameter X which specifies the properties of the system or
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of the external force in which it is placed and suppose that A. varies slowly ( ad ia-  
batically ) with time as the result of some external action. "Slowly" means that k  
varies slightly during the period of the motion (cf. the perturbation method, sec­
tion 4.4).
If k were constant, the system would be closed and would execute a strictly 
periodic motion with a constant energy E  and a fixed period T , which will be a 
function of E . When the parameter k  is variable, the system is not closed and the 
energy is no longer constant. However, since k  is assumed to vary only slowly, 
the rate of change E  of the energy will also be small. If this rate is averaged over 
the period T and the "rapid" oscillations of its value are thereby smoothed out, the 
resulting value E  determines the steady, slow variation of the energy of the sys­
tem, and this rate will be proportional to the rate of change k of the parameter.
In other words, the slowly varying E  will behave as some function of k . The 
dependence of E  on k  can be expressed as the constancy of some combination of E  
and X. This quantity, which remains constant during the motion of a system with 
slowly varying parameters, is called an ad iabatic  in v a r ia n t.
The energy of a particle can be described by a quantity called the H am ilton ian , H . 
The form of H  is a simple addition of the kinetic and potential energies of the par­
ticle,
H  = -rf + U(4.39) 2 m
The momentum of a particle and therefore its kinetic energy depends on its velo­
city and the potential energy on its position, therefore the Hamiltonian is expressed 
in terms of velocity (momentum) and position coordinates, which will be denoted 
q and p respectively. Thus the Hamiltonian of the system described above, which
67
depends on the parameter X. , will be denoted by H (p  , q ;X). The rate of change of 
energy of the system is
E E  =  M L  = (440)
dt Qt&
This expression depends not only on the slowly varying quantity X , but also on 
the rapidly varying quantities q and p . To ascertain the steady variation of 
energy, as per the above discussion, the average over the period of the motion must
be taken. Since X and therefore X vaiy only slowly, the latter term can be taken
out of the averaging. Therefore,
SE = (4 4!)
dt dt ex
and in the function 0H/0X being averaged, only q and p , not X, are regarded as 
variable. In other words, the averaging is taken over the motion which would
occur if X remained constant. The averaging may be explicitly written
sE L = Jlf& E - d t (4.42)ax t{ ax
According to Hamilton’s equation
q  =  MLor  d t  =  _ ^ L _ _  ( 4 .43 )
The integration with respect to time can therefore be replaced by one with respect 
to the coordinate, with the period T written as
T = f d t = f d q l ( .bH IQ p ) (4.44)0
where the " sign denotes an integration over the complete range of variation of
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the coordinate during the period. Incorporation of eqns. (4.43) and (4.44) into 
eqn. (4.42) gives
0H _ <j( < i d H l d k ) d q l i d H l d p  ) 
0X $ d q  l i f tH  I ftp ) (4.45)
Thus, eqn. (4.41) becomes
d E ^  d k  f i m i ^ d q l i m i h p )
dt  dt  <f dq  I iQH I ftp ) (4.46)
As has already been mentioned, the integrations in this formula must be taken 
over the path for a given constant value of k . Along such a path the Hamiltonian 
has a constant value E , and the momentum is a definite function of the variable 
coordinate q and of the two independent constant parameters E  and k . Therefore, 
putting p = p i q  ; E , k )  and differentiating H i q  , p  , k )  = E  with respect to k  
gives 0H/0X + (0H/0p )(0/> /0X) = 0, or
Substituting eqn. (4.47) into eqn. (4.46) and writing the integrand in the denomi­
nator as 0p /0E gives
d E _ d k  (fi'dp I $ k ) d q  
dt dt f t b p l $ E )
or
Finally, this may be written as
d l  I d t  =  0 ( 4 .4 8 )
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w here
I  =  <fp d q  I2 tt ( 4 .4 9 )
is the integral being taken over the path for a given E and X. This shows that, in 
the approximation here considered, I  remains constant when the parameter X 
varies, i.e. J is an adiabatic invariant.
The integral multiplier dq I2tt can be taken as a path element between the conju­
gate points of the path integral and can therefore be called d s , so that
With reference to the longitudinal motion described in eqn. (4.37), eqn. (4.50) can 
be written
4.6 B - L Space
From this base, Mdlwain [7] produced a set of coordinates for mapping the distri­
bution of trapped particles. The reason for this was that earlier attempts had met 
with failure due to the high spatial gradients in the measured intensities. For 
example, at low altitudes in the Inner Zone, a change in the distance from the cen­
tre of the Earth of 3% results in an Intensity change of over a factor of ten. The 
shape of the geomagnetic field deviates more than 3% from any possible dipole 
representation and therefore any attempts to use such a model for a coordinate
I  =  <£p|| ds (4.50)
Jb o
and if only magnetic forces are acting
I  =  p 0$ 1 J^ -sin2or - (4.51)
I  = p o/vTl - B I B P  ds (4.52)
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system is bound to meet with considerable chaos and confusion,
Mcllwain begins with an equivalent definition to eqn. (4.52), namely that
I = P ~ l $a P\\ ds
where p is the total momentum of a particle that mirrors at a point in space A  
and where ds is the differential path length along the line of force connecting A 
with its conjugate point A Since the longitudinal Invariant is conserved, then the 
values of I  are the same at every point in space at which a given particle mirrors. 
If the energy and mirror point distributions of a set of trapped particles in time 
equilibrium do not change significantly during the time that the slowest particles 
drift once around the Earth (e.g. high energy inner belt protons), then the direc­
tional intensity perpendicular to the line of force will be the same at all points in 
space having the same values of B and I .
The points in space that have the same value of B and I  form a ring in each hemi­
sphere. A particle mirroring at this B and I  will remain upon the surface (or 
‘shell’) described by the lines of force that-connect these rings.
In general, two particles that initially mirror at different values of B along a par­
ticular line of force will not drift in longitude to the same lines of force. This 
means that the shells described by the trajectories of the two particles do not coin­
cide. However, in the geomagnetic field this effect is relatively small. One impor­
tant consequence of this is that the omnidirectional intensity as well as the direc­
tional intensity is constant along the loci of constant B and I .
The fact that all particles that drift through a given line of force will remain on 
approximately the same shell leads to the notion of a method of labelling all 
points in space with a number that is unique for each shell. Each locus of constant
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B and I  is a line that lies on a fixed shell. Any parameter that is a function of 
only B and I  will, therefore, have the correct longitude dependence. The problem 
of finding a magnetic shell parameter is now reduoed to finding a function / (B , I ) 
that is constant along lines of force. The argument that Mcllwain uses is as fol­
lows :
The integral invariant in a dipole field at a magnetic latitude if/ on a line of force 
having an equatorial radial distance of R 0 is given by
/ = 2 R 0f 1 - i + 3ya21 + 3K2
1/2 1 - Y 4
1 - Y„
1/2
(1 + 3YC2)1/2 dYa (4.53)
or
I  = BofrjGfr) 
where Y = sin 0. Now in a dipole field
(4.54)
M (1 + 3sin2¥)1/2
R o cos6\fs
where M  is the dipole magnetic moment. By eqn. (4.55) it can be seen that
(4.55)
R g B I M  =  h 2W (4.56)
Eqns. (4.54) and (4.56) give
/3B/M = R qB /M/i 3 (¥) = B 03B/M/i3(Bo3^ / M ) =  h 4( R i B I M )
or
B 03B / M  = B(/3B/M) (4.57)
The magnetic shell parameter L  is now defined for a point in the Earth’s magnetic
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field by th e equation
L SB I M  =  ) ( 4 .5 8 )
where I and B are to be calculated for the point with a representation of the 
Earth’s field, M  is the dipole moment of the Earth (usually taken as 8.06 X  1025 
gauss cm3 ), and F is the function in eqn. (4.57) which is calculated with a dipole 
field.
Values for the function F are usually obtained from reference to specially 
prepared tables. An alternative method for computation of L is by using the rela­
tion
In L 3B
M
- 1 n~6Z
n — 0
(4.59)
where X  = In(73J5/M). Sets of the coefficients for different ranges of X  are 
given in Table 4.1 . This method introduces an error in L of less than 0.3% for 
— oo < X  < oo and less than 0.03% for X  < 10.
Table 4.1 Coefficients a* for Different Ranges of X
X  <  -16 -16 <  X  <  0 0 < X  <  8 8 < X  <21 X  >  21
a 0 0.294 0.62290 0.62291 1.0824 -3.04
0.330 0.43351 0.43416 0.20395 1.00
a ? , 0 1.4495 X  10~2 1.3680 X  10"2 5.4145 X  10"2 0
a* 0 1.2154 X  IO-3 1.4784 X  10"3 -9.3218 X  10"4 0
a 4 0 5.9474 X  10“5 1.2413 X  10"5 -5.6831 x IO"5 0
a., 0 1.5367 X  IO"6 --8.1278 X  IO"6 2.7879 X  10"6 0
a 6 0 1.5843 x IO" 8 1.4604 x IO"7 -3.4751 X  10“8 0
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In general, L should be regarded as a parameter that retains most of the useful 
properties of I exactly and that is also constant along lines of force. To gain some 
feeling for the meaning of L , it is useful to remember that, for a pure dipole field, 
a magnetic shell is labelled by an L equal to the shell’s equatorial radius. For this 
reason, L is usually given the units of Earth radii.
For most purposes, B and L can be used as the principal spatial coordinates, 
although a closer resemblance to actual physical geometry is obtained by perform­
ing the transformation to polar coordinates given below
1/2
R -  L c o s ty (4.60)
4.7 Models of the Geomagnetically Trapped Radiation
Using Mcllwain’s B-L space as a coordinate system, certain NASA teams have 
arrived at models to describe the flux distributions of particles trapped in the 
Earth’s magnetic field. The various generations have been named AE-1, AE-2, etc. 
for flux models of electrons in both inner and outer belts and AP-1, AP-2, etc. for 
models of protons. It is unnecessary to give details of all the models here, so 
representative samples from the AE-5 Inner Belt Electron model and the AE-4 
Outer Belt electron model will be discussed.
4.7.1 The Inner Belt Electron Model AE-5
The differential directional electron flux in the Inner radiation belt is a function 
of five variables : the local magnetic field strength B , the local pitch angle or, the 
local L value, the particle energy E and the universal time T . That is,
B = M
R 3
4 - 3 R 
L
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j = j { o r , B ; E i L ; T ) (4.61)
The first adiabatic invariant relates the local pitch angle and field strength to the 
equatorial pitch angle ar0 and the equatorial field strength B 0. The equatorial field 
strength is a function of L and the magnetic moment of the Earth only. Eqn. 
(4.61) then becomes
which is referred to as the equatorial pitch angle distribution. An alternate form 
of eqn. (4.61) is the perpendicular flux. The local pitch angle and field strength 
can be reduced to the mirror point field strength B ^ by using the first adiabatic 
invariant and eqn. (4.61) becomes
A complete description of the directional flux at given E , L and T is then given 
by the equatorial pitch angle distribution for 90° ^  a0 ^  or by the perpendic­
ular flux distribution for Bc > B L > B 0 , where at and Bc are, respectively, the 
equatorial pitch angle and the field strength corresponding to the atmospheric 
cutoff.
Both equatorial pitch angle distribution and perpendicular flux data were used in 
the development of this model. The analytical model is given in terms of a spec­
trum, an equatorial pitch angle dependence and sets of coefficients describing the 
temporal changes occuring over the time period September 1964 to December 1967. 
It is considered that the total electron flux in the inner belt at any given time is 
composed of four components : (1) a quiet day (i.e. periods remote from the 
effects of magnetic storms) background flux at solar minimum, (2) a quiet day 
component that is dependent on solar cycle, (3) storm time flux and (4) residual
j = j (cv0 \ E \ L ) T ' ) (4.62)
j = j ( B L ; E ; L ; T ) (4.63)
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flux from the 1962 Starfish nuclear explosion. The present day flux from com­
ponent (4), however, has now decayed to an insignificant level.
The spectral form is that previously discussed by Teague and Vette [35] and pro­
vides a better description of the quiet day flux than a power law, an E 2 times 
exponential form, or the more normally assumed simple exponential law. The uni­
directional flux is thus, at some reference time Tr, reference equatorial pitch angle 
<xr , and L value,
j r = ar ( L  ,ctr ,T r ) E  exp[—E / X r ( L , a r ,T r ] (4.64)
where a r and X r are the reference parameters. The reference time Tr was, in this 
case, October 1967 and the reference pitch angle ocr is taken as 90°. It Is also 
assumed that eqn. (4.64) can be generalised to give
j = ar f 1( L , T ) E e x p [ - E I X r f 2( L >T )) (4.65)
where the pitch angle dependences of the parameters are given by the expressions
sinm (of0 — cxc ) 
sin™ (0 — oic ) for 0 > cxq > otc (4.66a)
<V for 90° > ot0 > 0 (4.66b)
and
X  (or0, L , T )  = X r f  2 = X r I sin” <x0lsinn 0 1 for 0 > ar0 ^  arc (4.67a)
= X r for 90° > <x0 > 0 (4.67b)
In eqns. (4.66) and (4.67), m and n are L-dependent pitch angle parameters and 0
is an L-dependent limit for the pitch angle variation. The five model parameters
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ar, Xr, 77i, n and 4) are given in Table 4.2 for 0.05 intervals in L for L ^ 2 and 
at 0.1 L intervals at higher L values. A sixth variable (/7 )r is also given in this 
table, where
oo
U i) r  = far£exp(-£ I = ar X r2 (4.68)0
This parameter is included because the variable ar has little physical significance, 
whereas U j ) r approximates to the total directional electron flux at the refer­
ence condition for energies above thermal energy. This parameter is referred to as 
the electron content parameter ; however, it is not a measure of electron density or 
total number of electrons. The hardness parameter X r is a measure of how fast 
the spectrum falls with increasing energy ; that is, the larger Xr, the harder the 
spectrum.
The model parameters and equations presented in this section were incorporated 
into the APL (A Programming Language) routine AMODEL on the Goddard Space 
Flight Centre IBM 360/95. In addition, a FORTRAN program UNI, capable of gen­
erating arbitrary flux values from the analytical model, was also produced. The 
derivation of the model and the tabulation of the parameters was brought about 
using data from five satellites : OGO 1, OGO 3, 1963-38C, OV3-3 and Explorer 
26. The prime data sets for the quiet day flux described in this previous section 
were obtained from the first three of these satellites. Data from OV3-3 became 
available at a later date and were included in the flux model with a minimum of 
data analysis.
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Table 4.2 Quiet Day Model Parameters
Reference Pitch Angle «= 90° , Epoch = 10
L (RE) (//)r X 107 Or X 103 Xr (keV) m n 0(°) Bc (Gauss)
1.30 1.20 1.71 83.7 2.80 0.670 67.1 0.232
1.35 1.70 2.39 84.3 2.20 0.660 61.4 0.234
1.40 2.23 3.08 85.1 1.70 0.650 57.5 0.238
1.45 2.81 3.81 85.7 1.20 0.640 59.0 0.241
1.50 3.41 4.56 86.5 0.93 0.630 65.0 0.245
1.55 3.99 5.21 87.5 0.92 0.620 66.0 0.249
1.60 4.49 5.74 88.4 0.91 0.610 67.0 0.253
1.65 4.79 6.08 88.8 0.90 0.600 66.5 0.257
1.70 5.10 6.42 89.1 0.89 0.590 66.0 0.262
1.75 5.46 6.81 89.5 0.88 0.580 68.0 0.265
1.80 5.77 7.16 89.8 0.87 0.570 70.0 0.268
1.85 6.00 7.57 89.0 0.86 0.545 76.0 '* 0.271
1.90 6.11 7.93 87.8 0.85 0.520 86.0 0.274
1.95 5.84 7.80 86.5 0.83 0.500 90.0 0.277
2.00 5.38 7.50 84.7 0.80 0.480 90.0 0.280
2.10 4.69 7.15 81.0 0.79 0.470 90.0 0.286
2.20 4.15 7.00 77.0 0.78 0.460 90.0 0.292
2.30 3.61 6.50 74.5 0.77 0.450 90.0 0.298
2.40 3.11 6.00 72.0 0.76 0.440 90.0 0.304
C/j )r has units e cm 2s 1ster 1 
cp has units e cm ~2s~‘1ster~1keV ~2
4 .7 .2  T h e  O u te r  B e lt  E le c t r o n  M o d el A E -4
In a dipole magnetic field, the B , L , 0 coordinates would be physically meaning­
ful. If there were only a constant number of electrons in the Outer Belt with no 
loss mechanisms, there wonld be no local time variation. The dipole approxima­
tion for the Earth’s magnetic field at distances above 2.5 Earth radii is reasonable. 
However, the Outer Zone is surrounded by complex regions of plasmas which 
strongly determine the behaviour of the higher energy particles. As described in 
Chapter 2, solar wind particles interact with the geomagnetic field, creating the 
bow-shock and magnetopause. Within the magnetosheath the particles are 
diverted around the magnetopause. There is some leakage of plasma through the 
polar regions and it is believed that this plasma forms the main source for the 
plasma sheet formed in the Earth’s downwind tail region.
Due to the asymmetry of the geomagnetic field produced by the effects of the Solar 
Wind, there are loss mechanisms and the flux within the outer belt changes with 
time. The mathematical model for this time dependence is as follows :
The time averaged omnidirectional flux for energy greater than E  is
/(>£,3,L,<£,£)= N T i > E , L )  4>t ( > E , L  ,0) G ( B  , L )  (4.69)
where N  is the spectral function, G is the model dependence on B , 0 is the local 
time variation and T is the epoch.
C ,C £,i)cos^-(<#. -  11)
ct>T (JE,L,<t>)= K t ( M ,L ) 10 2
where K T is a normalising factor. The quantity 4>T represents the variation of flux 
level from the average flux level with time. The coefficients K T and CT are 
obtained from tables, as were the model dependent coefficients in the Inner Zone
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m odel. The term  G ( B  , L  )  is given by
[ B I B 0(L )rm(i) BC( L ) - B
m(L) + 0.5
B J L ) -  B 0( L ) for B < Bc
0 for B > B c
where Bc (L ) is the atmospheric magnetic cutoff. Other parameters, namely m (L ) 
and B 0(X ) are obtained from tables.
4.7.3 The Probabilistic Model
The models described above are good for predictions over long timescales, where 
the effects of magnetic storms and the solar cycle have been averaged out. For 
shorter timescales a model is used that works on the probability of the occurence 
of a certain flux. The probability that a flux will exceed a threshold flux, J it is 
given by
P ( J  > J i) 1, f  exp
\ f 2 i r o  - -logio/1
X  — /JL
2
2
d X (4.70)
where
X = log10(/[ > E , B , L , <J),tD 
p  = log10(/[>£,B,Z,,0,r])- 1.15 g 2[E}L ]
with t being the time at an instantaneous value of J and a the standard devia­
tion.
To establish the effect of the solar cyde, one introduces the 
solar cycle parameter, RT, given by
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r> f t? t m i  J  (E > L  , T  — Oct 1967)
Rr ( E , L , T ) --------- jTeTlTt)
Usually7, however, the effects of magnetic storms far outweigh those of changes in 
the solar condition.
4.7.4 Updated Electron Models
The Outer Zone model, AE-4, was replaced in 1978 by an interim model, AEI-7, 
which was introduced to account for discrepancies in the earlier version and to 
incorporate newer data in high gradient regions of E , B and R . This interim 
model was brought out in two versions, AEI-7HE and AEI-7LO, because for ener­
gies above 1.5 MeV, it contained upper and lower limit values to account for 
differences between existing data sets.
The interim model did not, however, reflect the secular variations in the outer zone 
attributed to solar cycle effects. A final model, called AEI7, was developed which 
accounted for these variations. The AEI7 model substantially improved high 
energy predictions, which were too benign in AE4, since there were insufficient high 
energy data available at the time of its construction.
4.7.5 Trapped Proton Models
The method for evaluating the proton flux in the Inner and Outer belts is the same 
used for electrons. The flux equations are different and the dependent coefficients 
will have different values, but the overall process is the same. Many generations 
of trapped proton models evolved, having the names AP-1, AP-2, etc., but the 
problem with these was that they were very disjointed.
In 1976, a single trapped proton model, the AP8, replaced several older models
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(e.g. AP5, AP6, AP7) each of which was valid only over a specific range of energies. 
The AP8 describes the entire energy spectrum in a coherent, uniform and continu­
ous way. It was issued in two versions, the AP8-MAX and the AP-8MIN, relating 
to average solar maximum and minimum conditions, respectively.
In this case, there is a good theoretical reasoning for solar cycle effects which have 
been verified by experimental observations. Trapped protons are affected only in 
the atmospheric cutoff regions. No changes of consequence have been observed in 
the heart of the proton trapping domain or at synchronous altitudes since the 
observed temporal variations are in most cases of no greater extremes than the pre­
cision obtained between measurements by detectors on different satellites.
4.7.6 The UNIRAD Prediction Suite
Using the latest versions of the trapped electron and proton abundances, namely 
the AEI7 and AP8-MAX/MIN models, NASA teams have arrived at a suite of pro­
grams that can predict the expected electron and proton fluxes for any given orbit 
through the Van Allen belts. Before discussing the suite, it is neoessary to define 
some of the units used in describing flux and abundances of radiation.
The usual unit for describing the intensity of trapped radiation is the f l u x , given 
in particles-cm~2s-i. The general definition is that of the number of particles 
passing through a sphere of unit cross-sectional area per second. This is used to 
describe an omni-directional flux. For a collimated beam, the area is defined as 
being perpendicular to the direction in which the particles travel. For the purposes 
of spacecraft engineering, both definitions can be useful, but the general description 
tends to give higher fluxes under the same energy conditions and is therefore better 
for worst case estimates.
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The time integral of the flux is called the fiuence or integrated f lu x and is meas­
ured in the units particles-cm"2. The fiuence is used to determine the amount of 
radiation exposure over a given time period, often a number of years. Occasionally 
one may come across something like
fiuence =  nvt
This unit comes from nuclear reactor terminology, where n is the designation for 
the neutron density and has units of neutrons-cm“3, v is the neutron velocity and 
r is the exposure time. The combination of these gives the overall unit of n-cm“2. 
The fiuence is usually reserved for a description of neutron exposure, however it 
comes in very useful when defining the damage done to solar cells.
In addition to flux, or fiuence, the second characteristic of radiation that is of 
interest is the energy spectrum . This is usually the number of particles per energy 
interval plotted on a logarithmic basis. The drawback of a log-log plot is that it 
conveys the impression that there are a large number of particles at low energies. 
This is not strictly true as the intervals are not as large at low energy values. The 
convention remains, however, since the particle numbers and energies cover several 
decades and a linear plot would not be sufficient to display them all.
The UNIRAD program produces several outputs. These are mainly flux vs. energy 
and flux vs. orbital time. The latter plot shows the flux expected over periods 
ranging from fractions of orbits to averages over several days. The former is a plot 
of the energy spectrum described above for trapped protons and electrons. On 
these plots, the flux is measured in two ways:
1) Differential flux. This quantity shows the flux of particles at a given energy 
value. This is useful if one is trying to calculate, say, the minimum energy of pro-
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2) Integral flux. This term is fairly self-explanatory, where the flux at all ener­
gies above a certain value is plotted. This means that at the lowest energy chosen, 
all particles are above that value and at the highest, none are. The points in 
between give a smooth, downward curve with values usually greater than those of 
the differential flux, especially at high energies. This plot is closer to the actual 
measurements that would be made with a geiger counter or similar detector and is 
therefore more widely used in radiation studies.
There are many other kinds of graph used to map the radiation belts. The most 
useful ones are plots of flux vs. altitude and flux contours on a latitude-longitude 
plot. Figures 4.4 to 4.9 show all the flux plots described above. The flux-altitude 
plot shows quite clearly the peaks of the two radiation belts. It is also evident 
from this that low-earth orbiting satellites face a relatively benign radiation 
environment, whereas geostationary spacecraft must contend with a much higher 
flux, especially the electron flux. Highly elliptical orbits, such as Molniya, are 
worst off, having to traverse the peaks of both belts twice every orbit.
Another part of the UNIRAD program is an indication of the cosmic ray flux, This 
is also difficult to model, as the flux follows a rather unpredictable period of 11 
years which occurs in anti-correlation to sunspot activity. In fact, all particle 
fluxes are affected by the Sun, which is why one must be careful when making 
predictions that the season has been taken into account, i.e. whether it is, or is close 
to, solar maximum or solar minimum. This is also important when considering 
solar flares. Flares tend to occur around solar maximum, a fact that is well indi­
cated by proton fluxes (see Figure 4.10). Approximately 2% of the time, solar 
flare products add to cosmic radiation, with flare protons dominating.
ton s required to cause dam age.
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A further point to consider, concerning low-earth orbit satellites, is the South 
Atlantic Anomaly (SAA). This is a region where the offset and tilt of the geomag­
netic field brings some of the trapped radiation down to a low altitude (< 100 
km). Figure 4.11 shows the position of the SAA geographically, with some flux 
contours giving an indication as to its extent. The SAA poses a problem to
satellites, by upsetting some of the computers and electronic subsys­
tems. A good proportion of the damage accumulated by these systems occurs in 
the SAA, therefore, it is important to be able to map and predict accurately the 
possible environment that spacecraft are likely to encounter in this region.
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4 .8  S E U  P r e d ic tio n  M o d ellin g
Some of the difficulties in modelling the transit of energetic ions through sensitive 
regions of memory devices have already been mentioned in the section on single 
event upsets in Chapter 3. These problems coupled with the random nature of 
particle populations make predictions of this type of error both complicated and 
time-consuming.
This section outlines the current methods of proton-induced error rate prediction 
and develops a model which can be implemented in a time-efficient computer simu­
lation program.
4.8.1 Random Calculation Techniques
There are three main methods for calculating proton-induced error rates: 
empirical, Monte Carlo and stochastic.
- Empirical
This is the name given to models or predictions based on experimental data. The 
commonest form is to make a plot of two dependent factors and find a mathemati­
cal function which best fits the data. This curve-fitting approach has been used by 
Bendel and others to construct the following upset cross-section equation [36]:
aCE) = 1(T12(2 41A)14[1 - expC-O.ISr14)]4
where
Y = (18 I A ) \ E
Here, E is the incident proton energy7 and A  is the "apparent energy threshold" and
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is a function of circuit characteristics such as doping, layout, feature size and 
materials. The value of A must be determined by curve-fitting any data that hap­
pens to be available for the device of interest using the above relationships. Once 
A has been determined the upset rates can be extrapolated for energies where no 
data is forthcoming.
The accuracy of the functional fit is proportional to the amount of experimental 
data with which to establish A . Therefore, this method is only useful for devices 
which have undergone rigorous testing.
BendeFs equations have been implemented in two major studies. One is a simulator called 
CREME, developed by Letaw and Adams, which determines the expected error rate due to 
cosmic rays and protons in specific orbits [37]. The second, put forward by Petersen et al., is a 
proposed single event upset figure of merit for comparing various devices with respect to their 
radiation tolerance [38].
- Monte Carlo
This is the branch of experimental mathematics concerned with experiments on 
random numbers and has found extensive use in the field of nuclear physics, 
including proton-induced upset rates. Analysis programs using these random pro­
cess methods mathematically model the interactions of a proton with the nucleons 
of a host atom. The resultant reaction products are then followed in the same way 
to determine the amount of energy, if any, that will be deposited in a given sensi­
tive volume. The kinetic energy losses of these secondary particles are summed to 
determine the total energy deposition due to each reaction. By repeating the above 
process, using randomly generated values to determine the incident protons’s path, 
scattering angles and other reaction parameters, a resulting energy deposition spec-
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trum is obtained. This spectrum can then be used to determine the probability 
that a proton-induced event will deposit at least the energy necessary to upset the 
cell.
Farrell and McNulty have devised a code that utilises the above model to perform 
microdosimetric calculations for protons incident on silicon and gallium arsenide 
[39]. The resulting energy spectrum is used to determine the probability of an 
incident proton depositing at least a given amount of energy. The agreement of 
Monte Carlo predictions with experimental results is very good. However, a seri­
ous drawback is that since accurate statistics necessitate numerous repetition of the 
calculations, large amounts of computation time are required, usually on the order 
of hours.
- Stochastic
Stochastic processes are ways of quantifying the dynamic relationships of 
sequences of random events using probabilistic analysis. Proton-induced errors are 
just such a process and can be accurately modelled using density functions which 
describe the physical parameters of such reactions.
The mathematical models involved in proton microdosimetry are mostly based on 
the work of Caswell [40], concerned with energy deposition by neutrons in spheri­
cal cavities. These equations were later developed by Kellerer [41], who expanded 
the description to traversal of volumes by Ion tracks. The determination of 
proton-induced error rates involves knowing the probabilities of a particular recoil 
ion having the necessary stopping power and that the ion will travel an adequate 
distance in the sensitive volume to deposit a critical amount of energy. The first of 
these is determined using reaction cross-section and stopping power data and the
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ion’s initial kinetic energy can be found experimentally or with kinematic equa­
tions. Following up these ideas, Bradford [42] deduces the number of expected 
errors induced by protons having energies from 100 to 1000 MeV with the equa­
tion
O o , N p V
m C E i ) ---------
E  — Ec
f  C ( p ) N ( E ) d E  + f  G(p)4>(E)dE
g
where
Ec = the critical energy of the circuit 
= the incident proton fiuence 
a i = the reaction cross-section
p = the target density
I = the mean available chord length
N  «= the number of devices
C (p ) = the integral chord length distribution
N  (E ) «= the slowing down spectrum
G (p ) «= the interior integral chord length distribution
S (E ) = the stopping power spectrum
0(£ ) = the reaction spectrum
g = the Statler constant for a given reaction
p «= the chord length to deposit Ec given by:
E - E c
S ( E Y/  ( F ' dE
For this energy range, the induced reactions vary only slightly with incident pro­
ton energy, allowing average values to be used for recoil cross-sections. Although 
Bradford has presented results obtained from this method, there is no comparison 
of those results to experimental data. Therefore, the accuracy of the equations are 
uncertain.
The following sections develop an algorithm which uses equations similar to 
Bradford’s to describe the stochastic processes of proton-induced energy deposition
9 7
using distribution functions and probability theory and thereby calculate the error 
rate in memory devices.
4.8.2 Device Modelling
The first step in developing the algorithm is to determine how to model the electri­
cal device for radiation environments. Section 3.3.4 described the most common 
variety, i.e. that of the sensitive volume and critical chaige. This volume is usu­
ally the depletion region around a reverse-biased p-n junction pins extra regions to 
cover diffusion and funneling.
In order to describe the sensitive volume, some standard geometric shape must be 
chosen for which dimensions can be specified. Not only must this volume approxi­
mate the sensitive region of the device, but its general shape must be simple enough 
to allow chord length calculations to be accurately performed. Possible choices 
might include spheres, cylinders or rectangular boxes. The last of these closely 
represents the typical depletion regions found in integrated circuits and can also 
easily be described using the three dimensions of its sides.
4.8.3 Upset Probabilities
As an upset requires the excess deposition of energy within the sensitive volume, 
the probability that a proton hit will deposit at least the critical energy must be 
determined. Calculations for cosmic rays involve just the initial energy of the ion 
and its path through the device. Proton effects also have the random nature of the 
induced secondary particles to contend with. By assuming a ratio of one reaction 
per incident proton, the events involving different reactions are disjoint and can be 
analysed independently of each other. In other words, the probability that each
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possible reaction will result in an upset can be calculated, followed by an addition 
of these probabilities, weighted by each reaction’s respective probability of occur­
ring.
Although each reaction can be considered independently, such events usually pro­
duce several particles, from light secondaries to the recoiling residual nucleus (see 
Figure 3.11). The effects of all these particles are difficult to model, since conserva­
tion of energy means that the energy deposition of each of the particles is depen­
dent on the energy of all the partner particles. However, approximately 85% of 
the energy deposition is due to the large recoiling nucleus [43]. Therefore the con­
tribution of the lighter particles is only slight and their dependence on the initial 
energy of the heavier particle is not critical. Thus the problem can be greatly 
simplified by "lumping" all of the lighter secondary particles into one mass and 
assuming the Initial energy of this mass to be independent of the recoiling nucleus. 
Each reaction therefore produces a heavy recoil nucleus and a lighter partner parti­
cle, the total mass of which must be equal to the mass of the original target atom.
By using this two-particle approximation and the assumption of independence of 
these two particles, the problem of error rate calculation for protons can be 
simplified to a level comparable to that for heavy ions. The probability that each 
particle will upset the circuit can now be determined Independently of the others, 
introducing a situation very similar to that for cosmic rays. The criteria governing 
whether an event will deposit a given energy in the sensitive volume are therefore 
the same, i.e. the initial energy of the ion and the path It travels in the volume.
Each of these can be represented by random variables which have distribution 
functions that characterise their probability of obtaining a particular value. Cas­
well, however, has pointed out that the path length depends upon whether the ion
9 9
began inside or outside the sensitive volume [40]. If the reaction occurred inside 
the volume, the resulting ions will usually travel a shorter distance within the 
sensitive volume than they would have if the reaction was just outside the 
volume. Therefore, the distribution associated with the chord length of the ion 
depends on the general location of the reaction. Since an ion must either occur 
from an interior or an exterior source, the events caused by different sources must 
be disjoint. The following calculations will therefore be performed in two parts,
once for the ions resulting from interior reactions and once for those which occur
outside of the defined volume.
To determine the distribution function describing the energy deposited by a partic­
ular ion given that it intercepts the volume, consider the following random vari­
ables and events:
Rt •= the energy of ion i as it intercepts the volume 
Li «= the path length the ion travels inside the volume 
Dt = the energy deposited inside the volume by ion i 
= the event that the ion intercepts the volume
If the path length and interception energy are known, the energy deposited inside 
the volume can be determined by the stopping power of the ion, which is approxi­
mately constant for a given ion energy. This implies that A  can be written as,
A  = g iR i , (4.71)
where g Is some function of R t and L t. It is also evident that R t and L t are 
dependent since the range of an ion can be directly determined from the energy of 
that ion. The distribution function for the deposited energy given an interception 
becomes,
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FDiUi(Ec ) =  P(Di <£,!/*) = PCg(JRi t L i ') < E c \ I i ) (4.72) 
where Ec = the critical energy necessary for upset.
For the function g (Rt, Lt) to be less than some value, the ion must either not have 
sufficient energy to deposit that amount or must not travel the necessary distance 
inside the volume given it has some initial kinetic energy. By considering this 
kinetic energy and determining the necessaiy path length the ion would have to 
travel, FD{ \j can be calculated using the following equation:
o o  p
PCD,- <EC I/ , )  =  S S f M  ,(E )/^C s IRi=E)dsdE  (4.73)o o
where
p = the path length such that g (E ,p )= EC
f u f E )  *= the density function for / R
f Lf s  IR t =£) = the density function of L t given R t = E
Since / Ri does not depend on the value of p , this can be written as:
o o  p
Fd,I j, = s ,CE) / /l,(s IR, —E'jdsdE (4.74)
And since
p  00
J7i,0 I R i = E ) d s = 1 -  /£,0 !£,=£)<*?
0  p
= 1 - Q Lf p , E )  (4.75)
where
QLi (p , E ) = the integral distribution describing chord length given
intercept energy
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w e can  w rite :
PCD, < EcI/;) = f/„,(£)( 1 - Ql0P .
OO
= 1 - f  f R0 E ) Q Ll(p,E)dE(4.76)0
Since the event of an upset actually implies the event that the energy Dt will 
exceed the critical amount, conservation of probability can be used to write:
P(D, > 17,) = 1 - PCD; < Ec 17,)
oo
= /  f R (E )Q Liip ,E ) d E  (4.77)0
However, because of conservation of energy, the ion must have an intercept energy 
of at least Ec to deposit that amount in the volume. Therefore,
oo
PCD, > Ec 17,) = f  f Rl(E )Q Ll(.p ,E )d E (4.78)
The equation derived above is not limited to interior reactions. However, for ions 
which occur outside the sensitive volume, the density function for L* will vary 
from that for interior reactions. For details of both these functions see Section 
4.S.5.
Equation (4.78) gives the proability that an ion that has intercepted the sensitive 
volume will deposit at least the amount of energy necessary to upset the cell. 
However, since the reaction products are being approximated to two particles, both 
of these must be considered in determining the total upset probability. This leads
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to  th ree  possible cases.
First, the heavy recoil nucleus may deposit the energy necessary to upset the cir­
cuit. Because of their high mass, these particles typically have low to moderate 
kinetic energy and a very short range compared to those of their lighter partners. 
This causes them to lose their kinetic energy in a very small volume, whereas the 
lighter particles require a much larger volume to deposit an equivalent amount. 
Therefore this case will tend to dominate for circuits with small to medium 
volume dimensions (of the order of microns) and moderate critical energies (of the 
order of several MeV or a few pC).
Secondly, the lighter particle may deposit the required energy. Since these particles 
have ranges that are large compared to heavy particles, they can only deposit 
significant amounts of energy for circuits with sensitive volumes with dimensions 
of the order of hundreds of microns.
The third case is that neither particle deposits the necessary energy, but their com­
bined energy deposition exceeds that amount. Once again, the difference in ranges 
means that the energy deposition of the lighter particle tends to be very small 
compared to that of the heavier particle. Therefore, the total energy deposited is 
nearly equal to that deposited by the heavy recoils, making this case less significant 
for most realistic circuits.
For most memory devices, the sensitive volume has dimensions approximately 
equal to those of the depletion region (see Chapter 3). Such dimensions are typi­
cally very small and therefore are most vulnerable to the heavier particles. This 
fact can provide further simplification of the problem. If the assumption that one 
type of particle, either heavy or light, dominates for a given reaction, the contribu­
tions of both particles can be added without introducing significant error. This
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avoids the problem of convoluting the energy deposition of the two particles and 
allows much faster computation.
4.8.4 Intercept Probabilities
The above equations all assume that the ion has intercepted the sensitive volume. 
To determine the actual npset rate, the probability of such an interception must be 
determined. For interior reactions, this calculation is trivial. Reaction cross-section 
data can be used to determine the probability of a particular reaction occurring in 
some defined volume. Since the sensitive volume is predefined and any reaction 
inside that volume must produce ions which intercept the voume, the probability 
of interception is easily arrived at. The following equation provides the expected 
number of a particular type of ion that will occur due to some reaction inside a 
given volume [44]:
4i (v ) = t l L y  =  W t V (4.79)
where
4>i (V ) = the expected number of ion i generated inside a volume
a i = the partial reaction cross-section for ion i
A = the atomic density for the target material
Zj = the atomic weight of the ion i
For any given ion, o , A and Z are constant, therefore the equation has the factor
W f included, which provides a simple conversion between the volume of a region 
and the expected number of ions produced in that region.
For exterior reactions the calculations are much more difficult. An ion produced 
this way may travel along a path which will intercept the sensitive volume or it
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may travel away from the volume and never deposit energy there. A rigorous cal­
culation of the probability of such an event is very complicated and will require 
several numerical integrations, which only serves to increase computation time 
immensely. To avoid this, the concept of the effective volume is introduced. 
Equation (4.79) shows the simplicity of calculations for a predefined volume. 
Exterior reactions could be similarly modelled with the assumption that all reac­
tions inside this volume will produce ions which intercept the actual sensitive 
volume and reactions outside the effective volume have no contribution to the 
energy deposition. However, the calculation of this effective volume must be time 
efficient, otherwise it has no real benefits over a more rigorous algorithm.
The short range of heavy recoil ions has further implications, in that their proba­
bility of intercepting the sensitive volume from outside is not very significant rela­
tive to the number of reactions which will occur inside the volume itself. This 
suggests that any error in the exterior interception calculations will not produce 
serious errors in the final upset rates. This fact can be exploited in the develop­
ment of a method of determining the effective volume.
The first step in this calculation is to approximate the sensitive volume as a sphere 
having the same mean chord length as the actual volume. This is necessary to sim­
plify integration to a level where analytical methods may be used. Also, the range 
of an ion will be assumed to equal its mean value. These two assumptions allow 
the effective volume to be written as a function of the mean range of the ion and 
the mean chord length of the sensitive volume.
As illustrated in Figure 4.13, any reaction occurring outside of the spherical 
volume will generate particles which will travel in some straight line intersecting 
the point of reaction. For simplicity, the possible scattering of these ions by the
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crystal is neglected. For points whose distance from the sphere exceed the mean 
range of the ion, the probability of an interception will be defined as zero. For a 
reaction occurring inside that limit and outside of the volume, the resulting ions 
must travel within some defined angle to intercept the volume. Since it is assumed 
that the ion has a fixed range, it must intercept the volume if it does travel within 
this angle. If the sphere is represented as a projected line with length equal to the 
mean chord length, as shown in Figure 4.14, the necessary angle can be defined as:
® = 2tan_1 2 [ J r 1 (4'80)
where
r « the distance from the reaction to the origin
R = the distance from the projected line to the origin
I — the mean chord length of the sensitive volume
This is only a two-dimensional representation of the actual problem, but due to 
symmetry about the line connecting the centre of the sphere and the reaction point, 
this model will provide approximately the same results as a rigorous 3-D model. 
Since all angles have equal probability of occurring, the probability of interception 
given a reaction at this point is given by:
©P(intercept \X  — x ) = ——  (x < ) (4.81)
where
2 ir
X  = a continuous random variable whose value represents the
distance of the reaction from the projected line 
pii = mean range of the resulting ion
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proton
Figure 4.13 Illustration, of an exterior reaction and one possible set of paths the 
resulting particles might travel.
point of 
reaction
l ight
recoi l
sensi t ive
volume
heavy
recoi l
pro jected
line
Hi
Figure 4.14 Graphic illustration of the necessary angle an ion must travel to inter­
cept the volume, shown here as a projected line.
react ion
point
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N ow , eqn. ( 4 .8 1 )  can  be re w ritte n  as th e  follow in g:
0 =7r - 2tan-1 2(-r -  R ^ CR <  r  <  P i ) (4.82)
If Wi dv is defined as the expected number of the i th ion produced in the elemen­
tal volume d v , then the expected number of interceptions by ion i can be written 
as:
Ef =  f - f f w t dv  
J 2
(4.83)
But since the probability of a reaction only depends on the size of the volume and 
not on the actual point, this can be written as:
Et = W t dv (4.84)
Using the definitions above for © and spherical coordinates, this equation becomes:
TT 2V R't
E, =
TT
2(r - R )
I
r 2sin (j) dr d © d 4> (4.85)
By performing the outer two integrations, the following equation results:
dr
fxt+R
4W, f  r2 d~~ — tan 1 2(r - R )1 J 
R 2 I
(4.86)
Note, however, that according to eqn. (4.79), the expected number of an ion inter­
cepting the volume from interior reactions is simply Wt V , thus:
/ij +;?
ef f - r i
~  — tan 1 2(r - R ) dr2 I ( 4 .8 7 )
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This derivation provides an effective volume which allows the simple equations 
used for interior reactions to be applied to exterior reactions.
The above equation does have one major disadvantage, namely the numerical 
integration which it requires. This will prove to slow the implementation time 
considerably. In order to avoid this degradation in speed, an alternative method 
might be used. Consider an ion having range (jl. For an interception to occur, it 
must not only be generated within a distance ft of the volume, but must travel 
along a path which intercepts one of six sides of the volume surface. Since an ion 
could only cross into the volume through one side, the number of interceptions 
through each side can be determined, then added to obtain the total expected 
number of interceptions.
bulk mater ial
Figure 4.15 Illustration of a sensitive volume and some surrounding volume from 
which exterior ions might intercept.
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Consider Figure 4.15, which illustrates the sensitive volume and some surrounding 
volume. For an ion to intercept, for example, side A of the volume, it must be 
generated in the surrounding volume to the right of the plane which contains side 
A. Since the ion has range /ul, the outside volume from which it could reach the 
sensitive volume is limited by that dimension. If the outside volume is approxi­
mated by a rectangular box, whose dimensions equal the range of the ion, then all 
ions generated inside that volume (except for those in the comers) must come to 
rest outside it.
By assuming that the flux of generated ions leaving this outside rectangular volume 
is constant with respect to its surface area, the fraction of ions crossing into the 
sensitive volume through a particular side will equal the ratio of that side to the 
total surface area of the outside volume. If this fraction is multiplied by the out­
side volume, then an effective volume for exterior ions intercepting that side is 
obtained. This calculation can then be repeated for each of the six sides of the sen­
sitive volume and summed to determine the total effective volume for each ion.
This method should be fairly accurate assuming that the range of the ion is much 
larger than the dimensions of the sensitive volume. In this case, the outside 
volume described will probably be defined by the available surrounding material, 
rather than the range of the ion. However, if the range of the ion is on the order of 
the device dimensions, the assumption that all ions generated inside that volume 
will exit it is no longer valid. In order to improve the overall execution time, it is 
useful to implement the first method for calculating the effective volume for the 
heavy recoils and use the second method for the light ions, which have a much 
larger range.
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4.8.5 E rror Rates
Now that the expected number of ions intercepting the volume is known for both 
interior and exterior reactions, calculation of the actual upset error rate simply 
involves a combination of that information with the probability that an upset will 
occur given that an ion does interoept the volume. However, there is one other 
point which should be considered. Even though the critical energy necessary for 
upset may be deposited within the defined volume, this does not absolutely insure 
an actual upset. While it Is true that the circuit will be destabilised, it has some 
probability of stabilising back to the same state as just before the energy deposi­
tion. Since no detectable change in stored information remains after such an event, 
this case is not considered an upset by the usual definitions.
In order to correct the equations, the probability , of the circuit stabilising to a par­
ticular state is required. Since most memory circuits are designed symmetrically, 
having two possible states, the probability for each state can be taken as one half. 
Even if the cell were not symmetric, since a memory will generally contain a sta­
tistically large number of both Ts and O’s, the average value of this probability is 
usually near one half. Therefore, the expected number of upsets caused by ion i 
per unit proton flux is given by:
CT, = E- P ( D t > Ec I/,) (4.88)
This is simply the expected number of interceptions by ion i times the fraction of 
those interceptions which will result in an upset. Using the above equations, for 
interior reactions, this is written as:
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WiVi
Oi =
2 B.
If* ,(£ )G (/p ,£ )t f£  (4.89)
and for exterior reactions as:
W iVeffq ss ------- ---
1 2
oo
f  f RlQ E ) F ( p ,E - ) d E (4.90)
where
G (/), £ ) — the integral chord length distribution for interior sources
F  (p , E ) = the integral chord length distribution for exterior sources
Since events involving different reactions are disjoint, the total cross-section is 
obtained by adding that for each possible reaction. The upset cross-section can 
then be written as:
Wtvt f  f^CElGlp.EldE +
B c  E c
(4.91)
where i specifies the reaction. Using this cross-section equation, the total upset 
error rate is obtained simply with multiplication by the incident proton flux.
4.8.6 Distribution and Density Functions
The final equation derived in the above section, eqn. (4.91), requires that several 
distribution and density functions be available in order to complete the calcula­
tions. The first of these functions, noted as /^(£), is the intercept energy density. 
This function describes the probability that a given ion will have a particular 
kinetic energy upon intercepting the sensitive volume. For interior reactions, this 
energy is simply the recoil energy of the ion as it leaves the reaction site.
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J. B. Langworthy has completed calculations for proton-silicon reactions in which 
he examines the reooil energy densities for Al and Mg recoils, two of the largest 
and most damaging of the possible reaction products [45]. The assumption is that 
the nucleus decays by the process of evaporation, described by the following equa­
tion:
where B t and t t are reaction parameters and cf is a normalisation constant given
Dt is the recoil velocity density in the spherical frame of reference. Although eqns. 
(4.92a &  b) were originally designed for Al and Mg, they are perfectly adaptable 
for any ion resulting from a proton-induced reaction by simply inputting the 
appropriate reaction constants for the other possible reactions of interest. The two 
necessary constants, the barrier pairing factor (£*) and the energy decay factor 
(tt), can be obtained from the program TWOSTEP written by E. L. Petersen, which 
simulates the two-step evaporation process for various reactions and calculates a 
complete list of reaction parameters and cross-sections.
The above equations also only apply to the heavy recoiling nucleus. To determine 
the energy density of the lighter particle, conservation of energy is used. The 
energy of the incident proton must equal the sum of the secondary particle ener­
gies. There is also some energy lost or gained due to the reaction process itself, 
although for the proton energies typically of interest, this is relatively small and 
can be ignored. When considering a lighter particle, conservation of energy can be 
used to determine the corresponding energy of the heavy reooil which would
D, ( E , )  =  c, (El-  Bl )e  B,U‘ (E | S* ) (4.92a)
by:
(4.92b)
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accompany it. The energy density of this heavy recoil at its corresponding energy 
is then calculated. Since there is a one-to-one correspondence between the energy 
of the lighter particle and the energy of its heavy partner, this density is equal to 
that of the lighter particle at its respective energy.
To avoid the time consuming numerical integrations required by the Langworthy 
equations, EDIPIS uses a slightly different method. An equation is fit to the data 
generated by Langworthy’s algorithm and implemented in the simulator. First, 
the spherical density data was fit using a modified Gaussian equation, the general 
form of which was chosen by examining the shape of the spherical density func­
tion. This allows analytical integration, which provides a simple equation for the 
recoil density. Next, a gradient-search curve-fitting algorithm was used to deter­
mine how the critical parameters varied for different target materials and secon­
dary ions. A second set of equations, depending only on the proton energy, target 
material and recoil ion was then fit to these parameters.
The other distribution functions necessary to complete the calculations specified by 
eqn. (4.91) are those functions describing the chord length the ion travels inside 
the volume. These functions, for both interior and exterior sources, have been 
derived by A. M. Kellerer for general purpose radiation applications [41]. 
Kellerer’s equation, shown below, provides the integral chord length distribution 
for ions of some fixed range, resulting from both interior and exterior sources.
r _________  oo
P O ) =  7 C G O +  ,, ? , fcixldx( s « Ai) (4.93)
u +  P t) u +  P i) Js
In the above equation, the first term accounts for interior sources and the latter for 
exterior sources. Since eqn. (4.91) requires that there be two separate distribution 
functions, one for each case, Kellerer’s equation is split into two parts and
114
renormalised to generate the equations shown below. For ions from interior 
sources, the integral chord length distribution becomes:
G U  ) = Y  f  C (x )dx o < Jdi) (4.94a)
Although this equation specifies an upper limit of infinity, there is a maximum 
available chord length for any specified volume. For a rectangular box, this would 
be the body diagonal. Since the probability of exceeding this value is zero, it is 
used as the upper limit for this calculation. For exterior sources, the equation is:
F ( s )
Fi ~  s 
V-i
C (s) is < ^ ) (4.94b)
It can be seen that both of these functions are written in terms of the integral 
chord length distribution for ions having infinite range. This distribution has been 
derived for volumes of various geometries and simple approximations are available 
from several sources. EDIPIS uses two of these simplifications, developed by W. L. 
Bendel [46] and John Bradford [47], Bendel’s equations are much simpler and have 
the added advantage of their being able to be integrated analytically, which means 
that they can be employed in both the interior and exterior cases. The Bendel dis­
tribution is given by:
C (s ) = 1 — as I h  
and C(s) = (1 — a ) ( 1 3*8 max -  S 3*8)
3
A
n  3.8'-‘'max -  /I3*8) S
for s <5 h (4.95a) 
for s > h (4.95b)
where I , w and h are the dimensions of the sensitive volume, 
x^nax = G 2 + w 2 -f- h 2)^  is the body diagonal and a = 2.37/(1.8 + l maxlh ).
The equations derived by Bradford are much more complicated, as can be seen
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below, which means that analytical integration is not possible and numerical 
methods must be used. For this reason, Bradford’s approximation is only available 
for exterior reactions, which do not require any integration. The Bradford distri­
bution is given by:
CjCff) — + h  ) 7T S
I 77
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for h < s < l max (4.96d)
where S = 2(lh + Iw + wh ), the surface area of the sensitive volume and
d = (1 - l 2l s 2yh 
=  0
for -s >  I 
for s ^  1
The fit provided by eqns. (4.96) are generally more accurate than that of the Ben- 
del equations. However, the range over which the Bradford algorithm can be 
applied is limited by assumptions made in its derivation. The results only provide 
a good fit for volumes which have one dimension which is at most one third of the
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other two. Figure 4.16 shows the exact distribution, as derived by Kellerer, along 
with the two approximate forms for two sample sensitive volumes.
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FIGURE 4.16 INTEGRAL CHORD LENGTH DISTRIBUTIONS 
IN TWO SENSITIVE VOLUMES.
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One final factor necessary for implementation of eqn. (4.91) is the path length 
required to deposit a given amount of energy, noted as p in the equation. 
Although not actually a probability function, this value is passed as an argument 
to the chord length distributions just discussed. Knowing the initial energy of an 
ion, the path it must travel to deposit some amount of energy less than that value 
is easily determined. By conservation of energy, if the ion deposits some amount 
of energy, its own kinetic energy after doing so must be equal to its original energy 
minus the amount deposited. Since the range of an ion is directly determined from 
its kinetic energy, the necessary path is simply the total range of the ion minus the 
remaining range of the ion after it has deposited the specified amount of energy. 
The following equation applies:
/ > ( £ ) =  Af CE0) ~  Af CE0 “  £ )  CE <  E q) (4.97)
where
Af (£  ) = the range of ion i having kinetic energy E
E 0 =  the intercept kinetic energy of ion i
Certain routines in EDIPIS perform the range calculations, with various target- 
dependent factors, such as ionisation potentials and the mass-nucleon ratio, being 
supplied by an in-built look-up table.
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4.8.7 The EDIPIS Sim ulator [48]
The previous sections have derived or introduced the basic formulae and theories 
necessary to perform error rate calculations for upsets due to proton-induced 
nuclear reactions. This section briefly describes the implementation of these ideas 
into a complete simulation package. The simulator, called EDIPIS (Energy Deposi­
tion In Proton Irradiated Semiconductors), provides a quick, user-friendly method 
of calculating proton error rates for a given circuit design.
The overall purpose of the simulator is to use numerical methods to perform the 
required calculations in a minimum amount of time. EDIPIS also provides several 
user-selectable functions, including plotting of the results (not available in MSDOS 
version), calculation of error rates across an array of proton energies and critical 
energies, as well as on-line help. The input scheme is modelled after that of 
SPICE, allowing a format free entry style. Also, any input not specified by the 
user is taken as some default value.
The main routine and subroutines are illustrated in Figure 4.17 followed by a com- 
lete list and brief summary of all the subroutines in the program. Below is a 
description of the simulator according to the functions involved along with the 
subroutines that implement them.
The bulk of the calculations performed by the simulator are the integrations 
involved with the distribution functions given in Section 4.8.6. The Lang worthy 
equations, eqns. (4.92), are implemented in a code written by him, consisting of 
two routines called "sphgen" and "lrecoil". The first routine calculates the energy 
density in the spherical frame and stores it in a file. The second routine then 
transforms them to the laboratory frame of reference. As mentioned before, the 
numerical integrations in "lrecoil" are too time consuming to be included in EDIPIS,
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which instead uses a curve-fitting approach implemented in the routines "setion" 
and ''recoil'1. The first of these routines performs the parameter calculations which 
need be executed only once for each ion. The routine "recoil" then uses these 
parameters to determine the recoil energy density for each ion and energy given.
The other distribution functions are dealt with in the routines "bendel" and 
"bradfd", which use eqns. (4.95) and (4.96) respectively. For interior reactions, the 
Bendel equations can be integrated analytically and the routine "sbendel" deter­
mines the exact integral of Bendel’s distribution between any two limits. The rou­
tines that calculate the distributions given in eqns. (4.94) are called "interior" and 
"exterioi". Since the interior calculation involves an integration, "interior" will only 
use "sbendel", whereas "exterior" is not limited in this way and so can employ 
either "bendel" or "bradfd" depending upon the user’s choice.
The path length calculations in eqn. (4.97) require a range function obtained from 
the routine "raspf" written by R. L. Johnson of North Carolina State University 
[49], which was originally based on the code of Henke and Benton [50]. The 
target-dependent factors required by "raspf" are determined in the initialisation 
routine "init"; "raspf" then uses these factors, along with target and incident ion 
parameters, to determine the stopping power and range of an ion in the target 
material. The routine "path" uses the calculated range in eqn. (4.97) to.return the 
necessary path length for the specified ion and energy.
The effective volume derived earlier is calculated in the routine "effective". Two 
methods were described and are distinguished in the following manner - if the 
range of the ion is less than 10 times the mean chord length of the sensitive 
volume, then eqn. (4.87 ) is used; otherwise the method described in the paragraphs 
following the equation is employed. The integration required by eqn. (4.87) is
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completed by a modified trapezoidal algorithm, performed by the routine "trap".
The expected number of ions, given by eqn. (4.79), requires that the reaction 
cross-sections for proton-induced interactions be known. Equations developed by 
Silberberg and Tsao [51,52] are implemented by the routine "cross". The algorithm 
consists of a set of very complicated equations which provide a semi-empirical fit 
to the available cross-section data for proton-induced reactions. Given the atomic 
mass and number of the isotope of interest, "cross" uses these equations to deter­
mine the partial reaction cross-section for that particular element. However, since 
there are several possible isotopes that will decay to become a particular ion, snch 
as Al, the cross-section for all those isotopes must be summed to obtain the total 
cross-section for that ion. This summation is accomplished by the routine 
"totcrss".
Included in EDIPIS is a table of all possible isotopes of proton-induced reactions, 
along with their atomic mass, number and which ion they will decay to become. 
This table is called "period.li". Once the cross-section is known, the routine "prob- 
vol" determines the total expected number of a particular ion that will be gen­
erated inside some given volume per unit proton flux, using eqn. (4.79).
The final bit of information required to determine the total error rate is the proba­
bility of an upset given that an interception has occurred. This calculation, based 
on eqn. (4.78), is performed by the routine "probincpt". The routine is passed the 
ion’s atomic number, the critical eneigy/chaige and a flag describing whether the 
calculation is to be performed for interior or exterior reactions, which determines if 
either the routine "interior" or "exteriorf is to be used to provide the integral chord 
length distribution. According to eqn. (4.78), the integral is to be performed from 
the critical energy to infinity, which of course cannot be accomplished numerically.
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However, the most energy that an ion can deposit is simply its maximum recoil 
energy, so this is used as the upper limit of the integration. The minimum energy 
of the light ion is also checked against the critical energy and the higher value is 
used as the lower limit of integration.
A number of secondary effects are also included in the simulator. The first of these 
is the effect of direct ionisation by the incident protons. Regardless of whether a 
particular proton causes a reaction and subsequent secondary ions is irrelevant if it 
deposits enough energy to cause an upset itself. As the proton flux is large com­
pared to that of the secondary ions and is also isotropic, as would be expected in a 
space environment, it is reasonable to assume that the length travelled by each 
proton inside the sensitive volume is equal to the mean chord length of that 
volume. These approximations allow the following simple calculation:
d
Ed =  f s td:c (4.98)
0
where
d = the length travelled by the proton in the sensitive region 
St = the total stopping power of the proton given in MeV /lltxT 1
To determine whether the ionisation by one or several protons will be enough to 
cause an upset requires the collection time of the circuit as an input to the simula­
tor.
The second effect that has been incorporated is that of funneling charge from out­
side the sensitive volume. This effect was described in Section 3.3.4 and character­
ised by eqn. (3.4). EDIPIS uses this equation to determine the expected funnel 
length for each ion and recoil energy. The calculation is performed by the routine
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"funner'. The chord length distributions are shifted by this amount to account for 
the extra charge pulled in from outside the sensitive volume. Because the mobility 
factor depends on the field and therefore the funnel length, "funnel" must use 
iteration to calculate the actual length. The iterative process is terminated when 
the change in the length between two consecutive calculations does not exceed the 
per cent cutoff error specified in the input.
The last secondary effect modelled by EDIPIS has no direct relation to error rates, 
but can be useful for predicting the transient effects of a proton environment. As 
protons and the secondary ions they produce deposit energy in the various sensitive 
regions of a circuit, the charge generated by this energy is swept out through the 
connections made between the associated nodes of the circuit. This chaige is 
represented by an error in the expected current present in the circuit as a whole. If 
the generated charge is sufficient, this excess current can cause major variations 
from the expected operating conditions of the circuit.
To allow analysis of this effect, EDIPIS uses the density functions available to it to 
calculate the mean current generation per node as a result of both the proton beam 
and the secondary ions which it produces. For the incident protons, this calcula­
tion is identical to that used to determine the critical energy offset described by 
eqn. (4.98) and is performed by the routine "prate". However, the collection time 
parameter Is not used, since the current is averaged over time. For the current gen­
erated by the secondary ions, the following equation is used:
This calculation is performed by the routine "qrate". As with other equations, the 
upper limit is set to the maximum possible energy that could be deposited, namely
OO oo
(4.99)
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the maximum recoil energy.
The various parts described above are used by the main control routine, "main", to 
complete the error rate calculations. These calculations involve little more than 
multiplying the expected number of interceptions by a given ion times the proba­
bility of an upset given that an interception occurs. Since the events involving 
different reactions are disjoint, the total error rate is obtained simply by adding the 
error rates resulting from each possible ion. Other functions performed by "main" 
include setting up data required by the plotting routine "plotdata" (UNIX version 
only), keeping track of the total CPU time used and outputting data to the output 
file or the screen.
-  I n p u t
The simulator requires a variety of information concerning the circuit design and 
proton environment in order to complete the calculations described above. This 
input is generally written into an input file, following the format expected by the 
simulator. This file not only will contain information describing the physical pro­
perties required, but may also contain simulation instructions which direct EDIPIS 
to perform certain functions.
The input file structure is modelled after that of SPICE, using input keywords, fol­
lowed by one or more sub-keywords. If a sub-keyword requires a value, it is fol­
lowed by an equals sign, then the value to be assigned. This value may be either a 
character string, or a number representation, as required by a particular keyword. 
Each keyword consists of a character string beginning with a . Table 4.3 lists 
the input keywords and their associated sub-keywords, along with a few explana­
tory notes.
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Table 4.3 EDIPIS Input Commands
Keyword Sub-keyword(s) Notes
.chord bendel or brad fo r d EDIPIS will use corresponding 
algorithm, brad fo r d  should only be 
used for sensitive volumes which 
have one dimension that is at most 
one third the other two.
.circuit lc —value w c —value 
dc= value value ...
ls= value ws= value ds= value
vppl= value tau= value na= value or nd= value
ecrit= value value ... 
qcrit= value value ...
Length, width and depth of sensitive 
volume. Multiple values may be given for collection depth.
Length, width and depth of 
surrounding volume.
Applied voltage and collection time. 
Substrate doping (atoms/cm3): 
na = p-type, nd - n-type.
Critical energy/charge (only one of 
ecrit/qcrit needed). Multiple 
values may be given.
.comment
.echo
Two characters to act as delimiters 
on or o f  f
Do not use or 
Reprints input file if required.
.end None Marks the end of the EDIPIS input. 
If not used, entire file is read.
.integral order —value cutoff = value Number of iteration steps and 
iteration per cent increase cutoff 
point.
.ions value value ... Atomic number(s) of heavy recoil(s). 
Usually four most massive recoils 
sufficient.
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Table 4,3 EDIPIS Input Commands (Continued)
Keyword Sub-keyword(s) Notes
.plot type= value x= string y= string 
xsize= value ysize= value 
charsize= value power= value
type can be:
1- linear x/linear y.
2- linear x/log y,
3- log x/linear y or
4- log x/log y.
x can be e c r it . energy or d . 
y can be upset, event or erro r .  ^
Next three define sizes of plot and 
characters, power can be on or o f  f  
and allows a power factor to be 
used on an axis.
.projectile energy= value value ... 
flux= value 
angle= value
Incident proton energy in eV. 
Proton flux in p cm s’"1.
Proton beam angle to normal of 
volume surface. If not given, beam 
assumed to be isotropic.
.target z= value density= value 
ekp= value
Atomic number and density (g cm-3) 
of target material.
Energy to create one electron-hole 
pair in the target material.
.time
.title
.volume
value in seconds 
string
in terior, exterior or both
If CPU time used exceeds value , 
EDIPIS will halt the simulation. 
User-defined title for simulation run.
Tells EDIPIS which reactions are to 
be considered during the simulation.
.xlabel
.ylabel
string
string
Used in conjunction with .plot, 
otherwise ignored.
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Each of the above input values has a default which is used if not redefined in the 
inpnt file. In fact, if no input file is supplied, the simulator will still operate using 
the default set of values shown in Table 4.4. Although plotting is not performed 
by default, all plotting parameters are assigned defaults, which are used if not 
redefined when requesting a plot. EDIPIS by default simulates the four most mas­
sive reaction products and their lighter partners, unless otherwise specified by the 
".ions" keyword.
- D efault Input Values
Table 4.4 Default Input Values Used by EDEPIS
.comment []
.title Energy Deposition In Proton-Irradiated Semiconductors 
1.0 X 10 seconds.time
.target z=14 density=2.321 (g cm“3) ehp=3.6 (eV)
.circuit 10=20^m wc=30iam 
ecrit-0 MeV
na=l X 1015 (atoms cm-3 )
vppi= 5V o 1
.projectile energy=150 MeV fiux=l X 10 (p cm s *)
.integral order=32 cutoff=0.0001
.chord bendel
.echo off
.volume interior exterior
.plot type=l x=ecrit y=error 
xsize=10.0 ysize=8.0 
charsize=0.31 power=l
- Output
Given below is a sample output obtained by running the default set of input 
values. After the title line and version number is printed, a subset of the input is 
echoed to help identify the simulation. EDIPIS then outputs one block of data
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resulting from a simulation for each possible collection depth and proton energy 
combination found in the input file.
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The remaining pages of this chapter contain a flow diagram of the way in which 
the routines in the simulator interact with each other during a typical run, fol­
lowed by a list and brief explanation of those routines.
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Figure 4.17 Flow Diagram of the EDIPIS Simulator Routine Interaction
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List o f EDIPIS Routines
INIT Initialisation routine which determines certain target-dependent parameters such as 
ionisation potentials, mass-nucleon ratio and target and incident ion parameters 
required by RASPF.
INPUT
Reads the input file and sets the variables used by EDIPIS according to the specified 
input.
DFAULT
This routine sets up default values for all input parameters.
FACTOR
Allows standard multiplication factors to be input using designated letters.
PERIOD.H
This is a table of all possible isotopes of proton-induced reactions, along with their 
atomic mass, number and which ion they will decay to become.
DAYTIME
Returns a string pointer to the correct time.
PRATE
Determines the critical energy offset due to incident protons.
SETION
Determines critical parameter variations for target materials and secondary ions. 
RECOIL
Uses SETION parameters to determine recoil energy density for each ion and energy
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given. If interior source, recoil energy = intercept energy.
MEANE
Calculates the mean energy of an ion using recoil data given by SETION and RECOIL. 
NORMAL
Integrates the density function from RECOIL to determine the normalisation factor 
for the ion.
RANGE
Returns the range of an ion in the target material in microns.
RASPF
Calculates the stopping power range of a specified ion in a given target material for a 
given energy.
EFFECTIVE
Performs calculations for the effective outside volume by either of two methods: if 
range of ion > 10 times the mean chord length of the sensitive volume, then eqn. 
(4.87) is employed, otherwise method specified on p.UO is used.
TOTCRSS
Sums the cross-sections for all those isotopes that can decay to become a particular 
ion, thereby obtaining the total cross-section for that ion.
CROSS
Given the atomic mass and number of the isotope of interest, this routine uses Silber- 
berg and Tsao equations to determine the partial reaction cross-section for that par­
ticular element.
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PROBVOL
Once the cross-section is known, this routine determines the total expected number of 
a particular ion that will be generated inside some given volume per unit proton flux.
QRATE
Determines the critical energy offset due to secondary ions.
CHORDDEN
This routine uses equations developed by Bendel to approximate the probability den­
sity that an ion will travel some distance "s" in a rectangular volume.
TRAP
Integration routine using modified trapezoidal algorithm.
PATH
Uses the calculated range (from RANGE and RASPF) to return the necessary path 
length required to deposit a given energy for the specified ion and energy.
PROBINCPT
Calculates the probability of an upset given that an interception has occurred. This 
routine is passed the critical energy, the ion's atomic number and a flag describing 
whether the calculation is to be performed for interior or exterior reactions.
INTERIOR
Calculates the probability of a particle of range V  will travel at least a length "s" in 
the sensitive volume. The particle is assumed to have begun inside the volume. If a 
surround volume exists, funneling is included.
EXTERIOR
This routine returns the probability that an ion of range "u" will travel at least the
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distance "s" in a given volume, assuming the ion intercepts the volume. If a surround 
volume exists, then funneling is included.
FUNNEL
Calculates the amount of extra charge collected due to the "funneling effect". 
SBENDEL
Determines the exact integral of Bendel's distribution between any two limits. It is 
based completely on analytical equations resulting from the exact integral of the 
functions used in Bendel’s algorithm.
BENDEL
This routine approximates the integral chord length distribution for ions having 
infinite range. The simple equations allow analytical integration.
BRADFD
Bradford’s approximations to the integral chord length distribution for ions having 
infinite range. The fit is generally more accurate than that of Bendel, but can only be 
used when one dimension of the volume is at most one third the other two. Since 
any integration must be via numerical methods, thereby increasing execution time, 
this can only be used in exterior calculations, where no integration is necessary.
GETTIME
Calculates the amount of CPU time used in running the simulation.
PLOTDATA
Simple plotting routine (not included in MSDOS version).
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CHAPTER F IV E - M EASUREM ENT TECHNIQUES
This chapter provides a description of the more widely used types of radiation 
detectors, including gas-filled and scintillation counters and semiconductor detec­
tors. Some examples of how these detector types have been applied to the space 
radiation problem are given and are followed by details of the radiation experi­
ments already flown on UoSAT~2 and some intended for flight on other spacecraft.
5.1 Gas-Filled Detectors
Gas-filled detectors utilise the ionisation produced in a gas by the interaction of 
ionising radiation in order to produce an electrical signal that indicates the presence 
of radiation and, under suitable circumstances, its energy and type. There are two 
major categories of gas-filled detectors, namely mean current and pulse detectors. 
The applications of mean current detectors are mainly in the fields of continuous 
radiation measurement in working areas and nuclear reactor instrumentation. For 
these reasons, mean current detectors will not be covered in this study. The next 
section describes the other type of gas-filled detector in more detail.
5.2 Pulse Detectors
Most radiation detectors, gas-filled or otherwise, are pulse detectors. That is, they 
detect the interaction of individual particles or photons with the stopping medium. 
This section is devoted, however, to those detectors that are designed with a view 
to encouraging this aspect. This distinguishes them from other detectors which 
may take into account and quantify such properties as the energy and angular 
Incidence of impinging radiation. With this characteristic of simply measuring the 
number of incident particles or photons, the detectors in question are termed
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counters. The sub-divisions of the pulse detector group are the ionisation and 
proportional counters.
5.2.1 Ionisation Counters
The earliest form of ionisation counter was simply a chamber containing the filling 
gas and two parallel plates. When radiation passes through the chamber, it creates 
ion/electron pairs. Both ions and electrons have short mean-free paths and so there 
is only a small amount of velocity gained by acceleration in the electric field over 
this distance when compared to the random thermal velocity. This small increase 
over the thermal velocity will be lost at the next collision, so the charge carriers 
will drift in the direction of the electric field with a drift velocity that is propor­
tional to the field. The constant of proportionality between the drift velocity and 
the electric field is called the mobility.
Electrons have higher mobility than positive ions and so will move more rapidly to 
the anode than ions do to the cathode. The measured current will therefore have a 
fast and slow component and the current waveform will be dependent upon the 
relative position of the ionising event to the electrodes. This point is best illus­
trated by considering, say, an alpha particle passing parallel to the electrode plates, 
either close to the anode or the cathode. The moving charges will cause a current 
to fiow, electrons giving a high current for a short time and ions giving a low 
current for a long time. The waveform in each case is different, as shown in Figure 
5.1.
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The voltage pulse developed in each of these cases is very small, requiring consider­
able external amplification. If the amplifier has an infinite time constant, then the 
final voltage will be the same in both cases (Fig.5.1). For repetitive counting of 
events, the voltage pulse must return to zero. Therefore a time constant similar in 
magnitude to the electron collection is used. This provides the optimum counting 
rate and ignores the effect of the positive ions. Disregarding the ions is acceptable 
since the total charge collected is equal to the total charge of either the ions or the 
electrons. The result is to have a pulse with a wide distribution, due to the varia­
tion in particle position. Snch variation in pulse size for a constant amount of 
chaige produced by ionisation is unfortunate since any information about particle 
energy, which is proportional to the total ionisation, is completely lost.
To overcome this, the gridded ionisation counter is used. Figure 5.2 shows the 
basic features. If the grid is made sufficiently fine, then nearly all the electrons 
will pass through without being collected and will all travel the same distance to 
the anode. Consequently, if the amplifier input is arranged between grid and 
anode, an electron pulse that is proportional to the particle energy will be recorded. 
This device is only of use if the ionising particles can be restricted to the space 
between the grid and the cathode. This implies a linear flux with the detector con­
veniently placed to intercept the beam. In space, however, the counter would be in 
a plasma, therefore the flux is omni-directional.
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Early ionisation counters, with the magnitude of electric held then able to be gen­
erated, could only produce an output voltage of a few mV. The amplifiers of the 
time had difficulty resolving the output signal above the noise levels. As a result, 
the proportional counter was developed.
Electrons in a gas-filled detector can be made to undergo further collisions with 
other atoms of the gas, thus causing a multiplication of charge. The energy gain 
required for an electron to make further collisions within one mean-free path is 
about 20 eV. In a parallel-plate detector this would require an electric field of the 
order 107 Vm"1, which cannot be attained before the breakdown field of the gas is 
exceeded.
A better arrangement is to have the anode as a fine wire stretched along the axis of 
a cylindrical cathode. This coaxial detector can produce high fields in the region 
close to the anode for relatively moderate polarising voltages. For such a system 
which has an anode of radius a  and a cathode of radius c with a voltage between 
anode and cathode of Va the voltage at a distance r from the centre is
5.2.2 The Proportional Counter
T /    T7 ln(c IT ~)
r ln(c (a )
and the electric field at this radius is
dr r ln (c/a)
Hence, a typical anode radius is a = 0.02 mm and the cathode radius is taken to be 
c = 10mm then the anode voltage Va will only need to be about 1250 V to give 
the required field of 107 Vm-1 close to the surface of the anode and the field will
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fall to of the order 106 Vm-1 at a distance of 5x 10“3 mm from the anode surface 
(2.5 mean-free paths). Electron multiplication by collision is then possible in the 
region close to the anode wire for easily produced polarising voltages.
If the multiplication takes place over an average of n mean-free paths from the 
anode then the electron multiplication by collision is 2n. In practice, multiplica­
tion factors up to 100 are easily obtained and the output pulse is proportional in 
size to the initial ionisation, which gives rise to the name of this type of detector. 
Multiplication will vary with the applied anode voltage and Figure 5.3 indicates 
the manner in which the pulse height varies with anode voltage from very low 
voltages at which recombination can occur, through the ionisation chamber region 
(see last section), to the proportional region.
FIG URE 5 .3  P U L S E  HEIGHT SPECTRUM FOR PROPORTIONAL COUNTER
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5.3 The Geiger-Mxiller Counter
The Geiger-Muller counter, or simply Geiger counter, is closely related to the pro­
portional counter and was developed in order to overcome two problems. The first 
problem occurs when the anode voltage is increased beyond the normal operating 
range. "When this happens, a region of higher multiplication is reached where the 
output pulse is no longer proportional to the primary ionisation, called the region 
of limited proportionality. As the voltage is increased further, then eventually, 
very large output pulses are produced which are of constant size and not related to 
the amount of primary ionisation.
This region occurs when some of the ions produced in the secondary collisions may 
only be elevated to an excited, rather then ionised, state. These excited ions can 
then decay to the ground state by emission of a quantum of radiation which can be 
in the ultra-violet region and which may therefore have enough energy to cause 
further ionisation by photoelectric absorption either from the cathode or the gas. 
The effects on the multiplication process are as follows:
For a detector of capacitance, C, with N primary electrons of charge e and a multi­
plication factor, M, the pulse height is approximately
0.5-Mp. Volts
Let the probability that a positive ion will produce a further electron by photoion­
isation be c , which is generally « 1 .  For each primary electron there will be eM 
tertiary electrons. These will in turn be attracted to the anode and multiplied by- 
collision in the same way as the primary electrons, producing a further cM2 elec­
trons and positive ions that will lead to ^M 3 further electrons still and so on. 
The total number of electrons collected per primary electron will therefore be
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eM + eM2 + e2M 3 + <r*M4 + • • • = . . -M
(1 — eM)
which is the true multiplication factor. For most proportional counters the true 
multiplication will differ very little from M but the effect becomes more 
significant as the voltage is increased beyond the range where true proportional 
behaviour holds.
Since M increases with applied voltage it is eventually possible for the product eM 
to exceed unity and so the multiplication factor will initially tend to infinity, 
resulting in a runaway avalanche of ionisation. This runaway will not continue 
indefinitely since there is a limiting process associated with it.
In the coaxial counter, all the multiplication will take place ln the region closely 
surrounding the anode wire. The electrons are much lighter than the ions of the 
filling gas and since they only have a short distance to travel to the anode they 
will be collected in a time very short compared with the transit time of the posi­
tive ions from the anode region to the cathode. Consequently, a dense cloud of 
positive ions rapidly builds up around the anode. In a short time this cloud of 
ions, or space charge, will become sufficiently dense to affect the electric field 
around the anode, lowering it below the value needed for runaway multiplication 
and thus terminating the process.
The counter now becomes insensitive, or dead, until the positive ions have been 
cleared away. When the count rate is so high that one pulse arrives before the last 
has died away, then this "dead time" is extended to cover the whole measuring 
period and no further counts are tallied. This happened on Explorer 1, when the 
Geiger counter was saturated and appeared dead, indicating a count rate greater 
rate than 3500 s_1.
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The second problem is of a similar nature. A large number of positive ions drift 
towards the cathode under the influence of the electric field. These will also have 
the random thermal velocity distribution and so some of these ions will have 
sufficient energy to eject electrons from the cathode on impact. When these ions 
drift away from the anode, the positive space charge is removed and the ejected 
electrons can be multiplied just as if they originated from the interaction of ionis­
ing radiations. As a consequence multiple or spurious pulsing can occur. This 
multiple pulsing must be suppressed or quenched if meaningful measurements are 
to be made. Two methods of quenching may be used: internal and electronic .
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5.3.1 Electronic Quenching
Consider the experimental arrangement in Figure 5.4. The scaler requires a 
minimum voltage pulse to trigger it. So, for lower anode voltages, i.e. in the pro­
portional region, no counts will be recorded. As the anode voltage increases, a 
point is reached where avalanche multiplication starts and the output pulses 
become large enough to operate the scaler. This starting voltage is called the 
threshold voltage. As the anode voltage is increased above this value, the count 
rate versus voltage characteristic will be as shown in Figure 5.5.
FIGURE 5 .5  COUNT RATE V S . ANODE VOLTAGE FOR A GEIGER COUNTER
C o u n t
R a t e
HV
143
The region called the plateau, which incidentally is not flat due to non- uniform 
effects at the end of the anode wire, has a small change in recorded count rate for a 
large drift in anode voltage. This means that if the Geiger counter is operated in 
the middle of this range, then any particles detected must be of a certain energy, or 
else there would be no count. Also, if the particle energy is measured in eV, then 
there is a direct relation between particle energy and anode voltage. This all makes 
the Geiger counter a handy package.
Going back to Figure 5.5, it can be seen that if the anode voltage is dropped below 
the threshold for longer than the ion collection time, then the electrons arising 
from ion impact cannot cause an avalanche. A separate circuit is used to drop the 
anode voltage below the threshold for a preset time and this is triggered by the 
leading edge of the output pulse. Such a feature Is generally incorporated in non­
portable equipment and has the advantage of providing an exactly constant dead 
time per pulse since it is fixed electronically.
A further advantage of electronic quenching is that the pulse to operate the scaler 
can be derived from the quench circuit and so can be better matched to the scaler 
input requirements.
5 .3 .2  I n t e r n a l  Q u e n c h in g
Most commercially available Geiger counters have an addition to the main filling 
gas in order to quench secondary pulsing. Since the main filling gas is generally 
monatomic, either argon or an argon-neon mixture, a quenching agent, which is a 
polyatomic gas or vapour with a lower ionisation potential than the main filling 
gas, is added. This quenching agent works in the following way:
The relative proportions of main gas and quenching agent is such that ionisation in
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the avalanche will be predominantly in the main gas and so will consist of mona- 
tomic ions. During the time that the ions are drifting towards the cathode they 
will make many encounters with the quenching molecules, as well as other main 
gas atoms. The lower ionisation potential of the quenching molecules ensures 
charge exchange from the gas atoms. By the time the ions reach the cathode they 
will almost all be ionised quenching molecules. Some of these ions will be ener­
getic, but instead of ejecting electrons from the cathode on impact, they will tend 
to break up, thereby suppressing multiple pulsing. Quenching agents such as ethyl 
alcohol vapour, ethyl formate vapour or halogens may be used.
In view of restraints on power and mass/volume, the internal quenching method is 
preferred in spacecraft, so that no extraneous hardware need be included.
5.4 Scintillation Counters
The scintillation counter is comprised of two main components: firstly, a scintilla­
tor that absorbs incident radiation and converts the energy deposited by ionisation 
into a fast pulse of light and secondly, a photomultiplier. The photomultiplier 
converts the light into a pulse of electrons and amplifies it by a very large factor. 
Further external amplification is generally neoessary before the pulse can be pro­
cessed or recorded.
5.4.1 Scintillators
The main requirements for a scintillator are high efficiency for detection of the 
desired radiation, a high light output, a short decay time for the emission of light 
so that fast counting is possible and negligible after-glow. Many different materi­
als are used for scintillators, depending upon the application and are usually of the
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following classifications: alkali-halide crystals, organic crystals, organic liquid 
solutions, plastic solid solutions and certain glasses. The table below lists the 
main parameters for some common commercially available scintillators together 
with their main applications.
Table 5.1 Some Commonly Used Scintillators
Peak Decay Relative
Scintillator Type Use Wavelength Constant Light
(mm) (ns) Output
Nal(Tl) crystal X ,y 413 230 1.000
CsI(Tl) crystal y , heavy particles 580 1100 0.413
Lil(Eu) crystal neutrons 475 1200 0.326
ZnS crystalline a 450 200 1.304
Anthracene organic crystal oi , (3 , y  , fast neutrons 447 30 0.435
Stilbene organic crystal y , fast neutrons 410 4.5 0.217
NE213 organic liquid fast neutrons 425 3.7 0.339
NE102A plastic a  , /3 , y  , fast neutrons 423 2.4 0.283
NE908 glass slow neutrons 399 75 0.070
Nal (sodium iodide) is the most widely used scintillator for detection of gamma 
rays. Normally, large single crystals are used for scintillators because of their uni­
formity and superior light transmission properties, but poly crystalline sodium 
iodide with good light transmission is also available. Pure sodium iodide is not a 
suitable material, since the process of light emission is via gamma ray excitation 
from and return to the valence band of atomic electrons. Thus an electron raised 
to the conduction band would give out a UV photon when it returned to the 
valence band that would only be reabsorbed by the crystal itself or by the glass 
window in front of the photomultiplier photocathode.
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It is therefore necessary to create photons in the visible spectrum in order that 
they might reach the photocathode with minimal losses. To achieve this, a few 
percent of thallium is included in the solution from which the crystal is grown so 
that thallium impurities occur within the crystal. Other entries in Table 5.1 show 
that all crystal scintillators have impurities that can cause re-emission in the visi­
ble spectrum.
Organic scintillators all contain aromatic hydrocarbon molecules that have suitable 
vibrational excited states which can be excited by ionising radiations and which 
will de-ex cite by emission of electromagnetic radiation. Most of these have applica­
tions within the nuclear reactor industry and radiobiology, although the plastic 
scintillators such as NE102A are useful for alpha particle and beta particle (elec­
tron) detection. Glass scintillators can be made from lithium silicate glass 
activated with cerium. They are used as slow neutron detectors arising from 
nuclear reactions. Zinc sulphide activated with silver is a possible detector for 
alpha particles when deposited as a thin layer.
5.4.2 The Photomultiplier
There are several designs of photomultiplier but all have the following common 
features:
1) A photoemitting cathode that converts the light from the scintillator into a shower of electrons. 
These are in the form of thin layers on the inside of the photomultiplier window.
2) A series of electrodes at progressively greater positive potentials with respect to 
the cathode. These electrodes, or dynodes, release several electrons for each elec­
tron that strikes it from the previous stage. Typical multiplications of the order 
106 are obtainable with 11 stage tubes.
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3) An anode to collect the multiplied electrons.
4) An evacuated glass envelope containing the electrode structure.
5) An external resistance chain to act as a potential divider for applying the 
appropriate potentials to each of the electrodes.
Figure 5.6 shows three types of 11 stage multiplier. The Venetian blind style also 
has a schematic diagram of a possible resistance chain. The capacitors across the 
later multiplication stages help to maintain a constant voltage across these stages 
during the electron pulse, which can draw a high current over a very short time 
interval, thus helping linearity of amplification for differing pulse sizes.
c a t h o d e  d y n o d e s  a n o d e
V e n e t i a n  blind
b o x  and a r id
f o c u s s e d
FIGURE 5.6 THREE TYPES DF ll-STAGE MULTIPLIER
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5.5 Semiconductor Detectors
When ionising radiation passes through any material, ionisations are created as 
energy is lost. Solid materials have the advantage of high density and hence high 
stopping power, especially compared with gases, and so offer the prospect of a com­
pact and high efficiency detector. If a high electric field can be sustained across the 
solid then the charge released by the ionisation can be collected and the presence of 
ionising radiation so recorded. It is ionising radiation is negligible in order that the 
small quantity of charge produced in the ionising event can be observed, and so 
metals are totally unsuitable.
The ionising process in crystalline solids consists of raising electrons from the 
valence band to the conduction band, a process that leaves an equal number of 
positive holes in the valence band. Materials with a small band gap such as ger­
manium and silicon require an average of 3.0 eV and 3.6 eV, respectively, to be 
expended in creating an electron-hole pair and so the amount of primary charge 
released Is about ten times that in a gas -filled detector. Germanium is rarely used 
in space applications so this discussion will be limited to silicon detectors.
5.5.1 Silicon Surface Barrier Detector
The earliest type of semiconductor detector still in use today is the Silicon Surface 
Barrier (SSB) detector. Essentially this is a reverse biased p-n rectifying junction, 
with the sensitive detection region being the depletion layer on either side of the 
junction. Hence if ionisation occurs within the depletion layer, the equal numbers 
of holes and electrons produced are swept to the p-side and n-side respectively by 
the action of the internal field. Therefore, for optimum detection efficiency the 
depletion layer must be as large as possible. In practice, the maximum depth
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readily achievable is 1000 /mm.
For any charged particle it is essential to have a very thin entrance region such that 
negligible energy is lost before the particle enters the depletion region. The SSB is 
constructed by lightly oxidising the polished upper surface of a wafer of n-type 
silicon. Then a thin layer of gold is evaporated onto the oxide layer in order to 
form an ohmic contact. The electrical properties of the oxide layer are such that it 
forms a rectifying junction with the n-type material and the gold plus oxide layer 
is sufficiently thin that charged heavy particles can cross It with very little energy 
loss. On reverse biasing, the depletion layer that is formed is therefore almost 
completely in the n-type region.
5.5.2 Lithium Drifted Silicon Detectors
Detectors with sensitive depths of several millimetres are needed for the detection 
of higher energy electrons and X-rays. In the last section it was stated that there 
is a limit to the depth of the depletion layer in a SSB since too high a bias will 
cause reverse breakdown. An alternative approach is to create a junction with an 
intrinsic layer between the p- and n-layers. The intrinsic region then forms the 
sensitive region and the p- and n-layers are effectively the contacts to the sensitive 
region. The bias voltage is now much larger than the SSB since the sensitive region • 
is now much thicker.
This device, as well as the SSB are usually intended for use in nuclear installations, 
however they can be modified for space applications. The Si(Li) detector can be 
used for detection of electrons at all temperatures, but must be cooled in order to 
detect X-rays.
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5.5.3 Solar Cells As Radiation Detectors
As has already been discussed in Chapter 3, solar cells degrade significantly in a 
space environment, mainly due to radiation damage. From laboratory experiments 
and in-orbit measurements it is possible to establish the amount of degradation 
due to certain fluences of radiation. Therefore, by measuring the amount of degra­
dation of the solar cells on-board a satellite, it is possible to estimate the total dose 
received by them and thus by the whole spacecraft.
5.6 Measurement Devices Already Flown
The earliest radiation experiment to be launched was on-board Explorer 1. The 
detector was rather basic, being a single Geiger-Muller tube whose count rate was 
telemetered to ground. A commercially available, thick-walled, halogen- quenched 
Geiger counter was selected because of its mechanical ruggedness, infinite life and 
wide operating temperature range of -55 to 175°C. The tube operated at 700 V 
and had approximately 85% detection efficiency for cosmic rays. In most parts of 
the flight path the count rate was 30 -  40 s"*1, until the highest altitude when over 
South America and adjoining waters. Here the counter appeared to go "dead" indi­
cating saturation and a rate of more than 3500 counts per second. A similar device 
was flown on Explorer 3 and returned the same data [53].
Explorers 4 and 5 were more diverse, having two Geiger counters and two scintil­
lation counters each. These detected particles over four different energy ranges.
There have been numerous experiments involving solar cells launched over the 
years. Notable ones include the U.K. PROSPERO satellite launched in 1971 and 
the ESRO satellite HEOS Al launched in 1968. These experiments investigated the 
response to the infra-red spectrum of the cells after irradiation by electrons. The
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reasoning was that floatzone silicon solar cells degrade severely in the 0.2 -  1.0 fim  
range after having been irradiated with a substantial ftuence of high energy elec­
trons. This had been observed in the laboratory and was corroborated on the two 
satellites [54].
Another solar cell experiment has also been launched on the 1977 NAVSTAR sup­
port satellite NTS-2. Fifteen solar cell panels were incorporated including one 
GaAs array. The cells in each array differed in thickness, coverslip material, 
coverslip bonding method, interconnect, efficiency and manufacturer. From data 
obtained after more than two years in orbit, the total dose due to trapped electrons 
could be estimated. The result was an equivalent 1 MeV electron fluence of 
3 .5 x l0 14e cm“2yr“ 1. A prediction based on the NSSDC AEI-7 trapped electron 
model was 2x 1014e cm-2 yr-1 [16].
. _ UoSfri-Oscar S Whole orbit plot of Radiation detector CountC/56C
Figure 5.7 Whole Orbit Data Plot of UoSAT-1 Geiger Counter Output
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The two UoSAT spacecraft launched in 1981 and 1984, also have a number of 
radiation experiments on-board. UoSAT-1 carries two Geiger counters mounted on 
top of the spacecraft, one measuring electrons with energies greater than 20 keV 
and the other measuring electrons greater than 40 keV (or protons of ten times 
these energies). Unfortunately, the thin mica window of the 20 keV tube shat­
tered during launch, so only one detector is operational. The experiment is useful 
for measuring the dramatic increase in electron precipitation during solar storms. 
Figure 5.7 shows a whole orbit data plot of the typical output from the counter.
UoSAT-2 has a greater number and variety of radiation experiments on-board than 
UoSAT-1. These include a particle detector and correlator, a space-dust experiment 
and observation of SEUs in the Digital Communications Experiment (DCE). The 
space dust experiment, built at the University of Kent, is similar to that flown on 
the GIOTTO mission. It has a dielectric diaphragm which, when punctured by a 
large particle, discharges the capacitance associated with it, thereby indicating the 
impact. In conjunction with a piezo crystal microphone which detects particles of 
smaller size, correlation techniques can yield a measurement of the momentum of 
the incident particle.
Mounted on the top of the spacecraft are three Geiger counters, each with a 
different threshold, and a multi-channel electron spectrometer which serves as a 
near-Earth reference for magnetospheric studies running concurrently with the 
Swedish VIKING mission. Two of the Geiger counters are set to 60 keV threshold 
and are at different angles to each other in order to give an indication of the angu­
lar distribution of impinging electrons. The remaining counter is set to measure 
electron energies greater than 100 keV.
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Figure 5.8 The UoSAT-2 Electron Spectrometer
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The electron spectrometer is similar to the electron and proton spectrometers used 
in the AMPTE UKS spacecraft. The spectrometer provides the energy and angular 
distribution for electrons in the range 1 - 2 5  keV. The electron spectrometer sensor 
is shown in Figure 5.8. It consists of four major elements:
1) A hemispherical energy analyser in which the potential difference between the 
plates dictates the energy of accepted electrons.
2) A quadrispherical angular dispersion sector which directs the electron trajec­
tory dependent on the angle of incidence.
3) A microchannel plate which multiplies the incoming electron by IO10.
4) Four charge collecting anodes which provide the input to a preamplifier, so giv­
ing an angular distribution as well as density output.
The voltages on the inner and outer plates of the energy analyser are cycled 
through eight different values which correspond to electron energies of 30, 300, 
800, 1600, 3200, 5100, 8100, and 13000 eV. The voltage of the microchannel is 
adjusted as the device "ages", i.e. produces less electrons per detected particle.
Together with the spectrometer is the University of Sussex Spacecraft Particle 
Correlator Experiment (SPACE). This particle correlator is designed to identify 
the modulations imparted to the measured electrons created as a result of wave- 
particle interactions in the magnetosphere along the auroral field lines. Also in the 
package is a high voltage generator for the hemispherical plates.
The DCE is a store-and-forward communications experiment which incorporates a 
large amount of memory. As described in earlier chapters, large memories are 
prone to SEU problems. Included in the DCE is some hardware used for error
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detection and correction (EDAC). There is also EDAC software which affords more 
data down-link protection. The EDAC hardware also includes a counter that 
records the errors detected. This record of the number of errors gives an Indication 
of the number of SEUs that occur, and hence the cosmic ray flux incident on the 
spacecraft. For further details of the DCE-EDAC systems, see Chapter 6.
Forthcoming applications of detectors such as those described above are included in 
the proposed "Astromag" space station, which will use various particle detectors 
and spectrometers, and in the Japanese solar flare satellite, SOLAR-A, to be 
launched In 1991. On-board SOLAR-A will be a Wide Band Spectrometer (WBS) 
which will consist of three kinds of detectors to observe the wide band spectrum 
from soft X-rays to gamma rays. The soft X-ray spectrometer (a gas-filled pro­
portional counter), hard X-ray spectrometer (Nal scintillation counter) and gamma 
ray spectrometer (two bismuth germanate scintillation counters) cover the 2 - 3 0  
keV, 20 - 400 keV and 0.2 -  1.0 MeV bands respectively. Further, the WBS con­
tains a radiation belt monitor consisting of a Nal scintillation counter which is 
capable of detecting cosmic gamma ray bursts. Details of both these spacecraft 
experiments are described in [55] and [56].
5.7 Radiation Experiments On-board UoSAT-C, 3, 4 and F
Several experiments are being flown on these spacecraft for measurement of various 
forms of space radiation. The launch of UoSAT-C on a NASA Delta rocket, along 
with the LACE/RME mission, was postponed from the beginning of August 1988 
to the beginning of February 1989. The launch has now been delayed indefinitely.
However, there was a launch opportunity with the SPOT-2 Earth resources satel­
lite mission, eventually launched on an Ariane-4 rocket in January 1990. Due to
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volume and balance requirements, two UoSAT spacecraft were launched opposite 
each other inside the fairing, along with four of the small US Microsat spacecraft. 
Both UoSAT-3 and UoSAT-4 functioned correctly for the first twelve hours, until 
contact with UoSAT-4 was mysteriously lost. All attempts at re-establishing 
transmission have so far been fruitless. UoSAT-3 continues to function perfectly. 
A replacement satellite, UoSAT-F, is planned for launch by Ariane in April 1991 
providing an opportunity to re-fly the Solar Cell Experimment and CCD Camera 
along side a store and forward communications transponder. Table 5.2 shows the 
radiation experiments intended for flight on the four UoSAT spacecraft.
Table 5.2 Radiation Experiments on UoSAT Spacecraft
UoSAT—C UoSAT—3 & 4 UoSAT—F
PCE and OBC EDAC Monitor 
CCD—SEU
Total Dose Experiment (TDE) 
Cosmic Particle Experiment (CPE) 
Solar Cell Experiment (SCE)
TDE
CPE (Uo-3 only) 
PCE—OBC EDAC 
SCE (Uo-4 only)
SCE
PCE—OBC EDAC 
TDE
5.7.1 The PCE/OBC EDAC Monitor
This experiment is very similar to the DCE EDAC counter on UoSAT-2. A 16-bit 
counter in the EDAC circuitry detects and records any errors in the memories of 
either the Packet Communications Experiment or the On-Board Computer. In 
addition to this, software has been written which will track down the address of 
the error and the time at which it occured to within eight minutes. The eight
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minute margin is due to the "memory wash" software performed by the OBC 
diary. This routine re- writes the correct bit pattern to the memories in the space­
craft, thus correcting soft errors as it goes. If an error is detected during this rou­
tine, then the information will be stored ready for the next download. This infor­
mation can then be used to create a bit map of the block containing the error. It is 
highly improbable that another cosmic ray or high energy proton will cause an 
error in eight minutes, therefore any multiple events will show up and a possible 
indication of the ion path through the spacecraft may be made.
Bit maps may also be useful in determining whether a particular address has 
suffered a hard error. Should an error be detected several times during the wash 
routine or when a program is repeatedly accessing the corrupted address, then an 
analysis of bit maps of the block in question may reveal an error in the same loca­
tion every time. This address can then be avoided in future. In Chapter 1, a hard 
error in the UoSAT-2 DCE was discussed. It is hoped that the software protecting 
the PCE will be more accurate in its tracking down of error location and time.
5.7.2 The Total Dose Experiment
The Total Dose Experiment (TDE) was constructed by a team at Harwell Labora­
tories in Culham, Oxfordshire. It consists of seven pairs of specially treated MOS- 
FETs distributed at various locations in the spacecraft. Each pair is constructed on 
the same silicon die, with one biased and the other unbiased. This is in order to 
establish the effects of total dose radiation on unpowered, devices and see whether 
occasional powering-down of devices will improve their lifetime.
The MOSFETs are different from ordinary devices in that they have a gate oxide 
layer as thick as possible, as opposed to the usual design of trying to make the
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oxide layer as thin as possible. This is because it has been established that the 
threshold voltage of MOSFETs is altered by the trapping of holes in the oxide 
layer (see Chapter 3). Therefore with a thick oxide layer, more holes will be 
trapped as radiation induces pair production in the device and the MOSFET 
effectively becomes an integrating dosimeter. For this reason, these particular 
MOSFETs are called RADFETs. Figure 5.9 shows the basic theory of the RADFET. 
The arrangement of RADFETs in pairs means that they can provide a voltage A.VT 
proportional to total dose and independent of temperature over a wide range.
BACK CONTACT
STATES
SUBSTRATE
Figure 5.9 Basic Theory of the RADFET
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The schematic layout of the TDE is shown in Figure 5.10. Since the TDE and CPE 
share a common printed circuit board, they are both in the diagram. In the TDE, 
the constant current supply (currently 10 jbcA) is switched to each RADFET after 
the biasing voltages have been removed. Each threshold voltage measurement VT 
is switched by the multiplexer to the analogue input of the telemetry under the 
control of a signal from the telemetry processor. In addition to the RADFET sen­
sors a number of monitoring signals are included representing the static currents of 
some of the digital circuits, temperature sensors, a watchdog signal, some reference 
signals, a dose-rate sensor and a power fall signal.
The RADFETs are located at the following positions :
a) on the outer upper surface of the satellite where the dose is high (about 200 krads 
per year);
b) adjacent to the 80C186 microprocessor of the PCE where the total dose is about 400 
rads per year;
c) deep in the battery pack;
d) four positions on the CPE/TDE pcb.
There are two RADFETs at each location so as to provide some redundancy. The 
RADFET located outside the spacecraft has reduced sensitivity to match the large 
dose in the unshielded environment.
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a) RADFETs are p-channel devices;
b) gate oxide thickness 0.1 to 0.5 microns depending on the sensitivity required;
c) threshold voltages, at 10 julA drain current with gate connected to the drain, between 
5 and 10 Volts;
d) maximum drain-to-source and gate-to-source voltages 25 V;
e) package TO-5 or pin DIL (depending on the source of supply);
f) changes in threshold voltage (AVy) with ionising dose are expected to be:
i) sensitive RADFET (0.5 micron gate oxide) - about 1 Volt for 1.2 krad (equivalent to 
three years of operation);
ii) insensitive RADFET (0.1 micron gate oxide) - about 1 Volt for 0.4 krad (equivalent 
to one year of operation);
Sample RADFETs from the batches used were tested before final selection was made;
g) the temperature coefficient of Vy was measured for all individual RADFETs flown;
h) RADFETs were obtained from REM Ltd. of Oxford (A. Holmes-Siedle) and RCA.
The testing and procuring in parts f), g) and h) was conducted by Harwell.
5.7.3 The Cosmic Particle Experiment
This is designed to detect and record the number and energy of incident cosmic 
rays. This is achieved by an arrangement whereby 11 PIN diodes are arrayed on a
The RADFET specifications are as follows :
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board and kept powered in a reverse biased state. When a cosmic ray passes 
through the spacecraft and strikes one of the diodes it induces charge within the 
bulk silicon in a similar manner to that in the TDE. This charge is swept over the 
diode p-n junction where it is detected as current. This current output is propor­
tional to the amount of charge crossing the junction and therefore also proportional 
to the energy of the incident ion. Figure 5.11 shows the charge collection within 
the diode and a simplified version of the detection circuit. After amplification of 
the detector signals, a multichannel analysis is performed. Every five minutes, this 
quantised data is passed to the PCE computer, via a UART using DASH protocol, 
to await a time slot in the telemetry operations for transmission to Earth.
The schematic layout of the experiment in Fig. 5.10 shows the diode array with its 
10 V power supply. This analog subsystem comprises two independent circuits for 
signal processing, each with its own detector. Certain power supply and test signal 
components are shared by both signal processing circuits. A high area detector is 
formed from an array of multiple detector diodes connected in parallel. After 
low-gain amplification and peak-detection, multichannel analysis is performed. 
This large area detector records the relatively infrequent high-energy particles, 
which generate higher charge at the detector. Such higher energy particles are 
sorted into eight energy channels, each having a constant energy (charge) ratio 
between upper and lower boundaries.
A low-area detector is formed from a single detector diode. After high-gain 
amplification, all particles that generate chaige in excess of a predetermined low 
threshold are counted - no further energy analysis is performed. Because of the 
low detector area, this signal processing circuit can record the high count rate per 
unit area resulting from the relatively frequent low-energy particles.
Both signal processing circuits use bipolar pulse shaping with identical time con-
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stants and so have similar dead times. This configuration provides a combination 
of wide dynamic range and low power consumption. Although the two signal pro­
cessing circuits are independent, there is some overlap in the data acquired. The 
low-area detector has no upper limit so high-energy particles are also recorded, 
although the relative count rate decreases rapidly with increasing energy.
The performance of the CPE is summarised in the table below :
High-Area Detector Low-Area Detector
Number of Detector Diodes 10 1
Detector Area 10 cm2 1 cm2
Dead Time 1.0 ms(1) 0.5 ms®
Threshold 0.10 pC 0.20 pC
Test Signal 10 pC 0.10 pC
Full Scale 20 pC 0.20 pC(3)
Number of Channels 8 1
Dynamic Range00 200 : 1 —
(1) Dead Time determined by software
(2) Dead time determined by non-triggerable monostable external to analog subsystem
(3) No specific full scale or overflow; this charge corresponds to linearity limit for
amplifiers
(4) Dynamic range of complete analog subsytem is 1000 : 1
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5.7.4 The Solar Cell Experiment
The solar cell experiment was to be mounted on the top of UoSAT-C: this is possible since the 
gravity gradient boom will be on the bottom of the spacecraft. This is not the case on‘UoSAT-4 
and UoSAT-F, however, so the experiment must either be on top, where it may be shadowed by 
the boom, or on one side, which decreases the spacecraft total power. The experiment panel is 
made up of eight arrays of cells, some GaAs and some InP (indium phosphide), and two second 
surface mirrors. All ten devices have temperature sensors beneath them.
The cells will be tested daily at first, then weekly and monthly as the mission proceeds. This will 
be achieved by setting each cell to a particular value of voltage or current and measuring the out­
put, whether voltage or current in each instance. This will be performed in at least 20 
voltage/current steps from open to short circuit. Each setting will be held for a minimum of 20 
ps. The resultant IV characteristic will be compared to a similar curve measured before launch. 
Any degradation in electrical parameters will then become apparent
5.7.5 The CCD/SEU Experiment
A proposal has been put forward by members of the University of Leicester for the inclusion of a 
radiation detector comprising a Charge Coupled Device (CCD) Imager on UoSAT-C. This exper­
iment would pay particular attention to SEUs.
CCDs have been incorporated as an optical imaging device on several satellites, including 
UoSAT-1 and UoSAT-2 and have exhibited transient events such as SEUs. A CCD also formed 
the basis of a star-tracker on the ROSAT astronomical spacecraft. The problem here is that 
cosmic rays may induce charge in the CCD, causing a small disc-like image to appear, which will 
be confused with images of stars. Although no CCD has yet failed in orbit, the indications are 
that permanent damage effects occur at relatively low radiation doses (of the order 10 krad).
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The ability of the CCD to collect and store charge generated in its epitaxial layer, together with 
the phenomenon in silicon of free charge liberation, or ionisation, by energetic charged particles, 
enable the CCD to be used as an energy deposition spectrometer for particle interactions. The 
device to be flown on UoSAT-C would enable characterisation of the energy deposition in silicon 
by energetic charged particles encountered and, by nature of its extended charge integration times, 
would provide a more detailed examination of the permanent damage effects.
The characterisation of particle interactions is possible due to the fact that the energy deposition 
spectrum in CCDs follows a typical Landau distribution with definite values of peak energy and 
full width at half maximum (FWHM). Since the stopping power in silicon scales for different 
ions as the atomic number squared, the heavier ions will deposit more energy in the CCD. Thus 
the energy deposition spectra of the heavier elements should all follow Landau distributions 
whose peak energy and FWHM both scale roughly as the atomic number of the interacting ion. 
This indicates that the CCD can, in principle, distinguish between lighter and heavier ions.
The CCD will not actually be used as an imager, since the only effect required is that of the 
cosmic rays. Therefore the CCD will be placed in a can with an aluminium plate over it, which 
will keep out any visible radiation but will allow the passage of heavy ions and gamma rays. The 
experiment will be placed on the topside of one of the spacecraft wings with a thermal radiation 
plate to keep the device cool. This is to reduce the thermal excitation of electrons within the sili­
con, the so-called dark current.
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CHAPTER SIX - EXPERIMENTAL METHOD
This chapter presents the ways by which information is retrieved from the spacecraft. They 
include both hardware and software methods. Also detailed are the correlations between predic­
tions and measurements that were made.
6.1 SEU Measurement on UoSAT
Three large memory systems on-board UoSAT-2 are being constantly monitored for SEUs. 
These are the primary 1802 on-board computer (OBC), which monitors 48 kbytes of CMOS 
dynamic RAM, the DCE (mentioned in the last chapter), monitoring 108 kbytes of CMOS static 
RAM and the Data Store and Readout (DSR) monitoring 96 kbytes of CMOS SRAM. These 
RAMs are a varied sample from different manufacturers and of different sizes (from 4 kbits to 64 
kbits). The spacecraft and groundstation programs for monitoring single-event upsets in each of 
these systems are described in the following sub-sections, although the DSR is omitted, owing to 
the unavailability of the necessary EDIPIS input information for the devices in the subsystem. 
For details of the DSR SEU monitoring capability, see Ref. [57].
6.1.1 The On-Board Computer
The UoSAT-2 primary on-board computer (OBC) uses, an RCA 1802 microcomputer constructed 
from CMOS technology, which has a proven record of reliability in the LEO radiation environ­
ment. The OBC is used to facilitate spacecraft operations and provide a degree of autonomy by 
employing a multi-tasking system known as the DIARY. Written entirely in 1802 assembly code, 
the DIARY software supports various subystems such as telemetry logging and reporting, attitude 
determination and control and synthesised speech generation, therefore it is essential for the OBC 
to run smoothly and without upset. The impact of radiation-induced upsets is determined by 
DIARY routines especially developed for detection, logging and reporting SEUs and by ground-
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based software.
- Spacecraft Software
The 1802 memory is divided into two main areas, a 16 kbyte area for program storage and a 32 
kbyte area to hold data collected from on-board experiments. These memory areas are built from 
dynamic RAMs - the 16 kbyte area is built from twelve 16k x 1-bit DRAMs (4116 type) and the 
32 kbyte area uses six 16k x 4-bit DRAMs (4416 type). Both areas are protected by hardware 
error detection and correction (EDAC) circuitry. The EDAC system is a Hamming code genera­
tor which calculates four check bits for each 8 bit data byte. When a byte is written to RAM, four 
Hamming check bits are generated and stored, resulting in 12 bits being stored for every byte. 
When a byte is read from RAM, a Hamming decoder checks the integrity of the data. If the data 
contains a single bit error, the Hamming bits are used to generate the correct data and the 
corrected data is passed to the CPU. Each time that the decoder detects and corrects an error, an 
SEU counter is incremented. Figure 6.1 shows this EDAC system schematically.
Write Data from CPU• j U • V: W V  * »*•
^fDatalr 
pT oC P irS;
MEMORY::8-bit
1 d p  <
HammingCodeGenerator
HammingCodeGenerator
MEMORY: / 4-bit %
I Hamming 
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ErrorCorrectionCircuits
ErrorCounter
.'rvu.;
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Figure 6.1 : Hamming Error Detection and Correction
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The EDAC system does not correct data stored in RAM. When an SEU is detected, the correct 
data is sent to the CPU, but it is not stored in the RAM. The RAM itself still contains the SEU. 
Correct data and code bits are only stored when the CPU writes a byte to RAM. If a byte experi­
ences an SEU and then experiences a second SEU before the first has been corrected, the byte will 
contain two bit errors. The Hamming code will not be able to correct such an error. To ensure 
that errors do not accumulate in memory, a software memory "wash" is implemented. The 
memory wash reads each memory location and then immediately writes the value back into 
memory. Thus, SEUs are actually corrected in RAM, before further SEUs can occur. The wash 
forms part of the DIARY interrupt code which is entered every 10 ms. One byte is washed on 
every interrupt. The wash software monitors the EDAC counter before and after each byte is 
read. If the counter increments, an SEU has been detected. An ERROR flag is raised by the wash 
routine and an EDAC ERROR LOG task is executed by the main DIARY multi-tasking system. 
The delay between the ERROR flag being raised and the EDAC ERROR LOG routine being exe­
cuted varies according to the workload of the DIARY, averaging 75 ms.
The EDAC ERROR LOG software records the location of the error, the total number of errors 
since program initialisation and the current time and date. This data is logged in a circular buffer 
which can accomodate 32 events. Having logged the details of the error, the EDAC ERROR 
LOG routine resets the ERROR flag and the wash resumes. If no errors are detected, a wash of 
the entire 48K memory lasts approximately 8 minutes. When SEUs are detected, this can add 75 
ms per error to the wash period.
A DIARY SEU DATA DUMP routine transmits the logged data to the UoSAT command station 
at Surrey. The DATA DUMP routine may be manually activated or scheduled for autonomous 
activation by the DIARY. To be compatible with other UoSAT data formats, the DATA DUMP 
routine sends 7-bit ASCII characters which may be displayed directly on a standard terminal.
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The format of the transmitted data is as follows:
(CR)(LF)SSMMHHDDmmAAAAEECC
The ASCII CR and LF delimit each line from the previous line.
SSMMHHDDmm is a ten-character time stamp, consisting of seconds, minutes, hours, days and 
months.
AAAA is a four-character hexidccimal representation of the memory address at which the error 
occurred.
EE is a two-character hexidccimal representation of the 8-bit error counter.
CC is a checksum calculated by adding all of the preceding characters modulo 256 and subtract­
ing the result from the CC-hex.
- Groundstation Software
Whenever UoSAT-2 is within range of the groundstation at Surrey, all downlink data is collected 
and stored on the hard disc of an IBM-compatible computer. The raw data includes telemetry, 
long-term data surveys and EDAC ERROR LOG data. After each pass, a program 
(OBCSEU.EXE) scans the raw data file and filters out lines of EDAC ERROR LOG data. 
OBCSEU.EXE detects errors using a combination of the checksum characters and a further check 
for valid date-time stamp (to protect against failure of the relatively weak checksum). Validated 
data is sorted (to detect and ignore repeated reception of the same log entries) and then stored in 
three separate files. Figure 6.2 shows the schematic reception and sorting of SEU data.
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STORAGE.SEU, containing all log entries received to date.
SCREEN.SEU, containing two printable lists of SEUs, one sorted by date and one sorted by 
SEU address.
SEU—PLOT.SGL, containing isolated errors in a format for graphical display. 
SEU-PLOT.MTP, containing multiple errors in a format for graphical display.
The output files are:
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Isolated errors are SEUs known to have occurred singly, with no other memory bits affected by 
the same charged particle. Multiple errors are SEUs which appear to have occurred near- 
simultaneously and could have been caused by a single charged particle or a number of near- 
simultaneous charged particle events. There is necessarily some uncertainty in the detection of 
"simultaneous" events, since the 1802 OBC takes 8 minutes to wash through its entire memory 
looking for SEUs. For example, if a single charged particle caused an SEU at the lowest address, 
this would appear in the log as two SEUs 8 minutes apart. The OBCSEU.EXE program assumes 
that any two SEUs in the log not separated by at least 8 minutes could have been simultaneous 
events. For such sequences, the time of the earliest log entry is recorded in the SEU-PLOT.MTP
6.1.2 The Digital Communications Experiment
The DCE is a store-and-forward digital message transponder and is constructed from an NSC-800 
CPU, I/O devices and 124 kbytes of CMOS SRAM. To obtain in-orbit experience with memories 
of various sizes from several manufacturers, the DCE carries the following devices:
The NSC-800 uses both hardware and software EDAC to monitor SEUs. SEU logs are communi­
cated to the command station using the store-and-forward ARQ communications protocol and 
subsequent data analysis is performed by groundstation computers (see Figure 6.3).
file.
Manufacturer Part_______ Chip Size Quantity
Harris HM-6564 4k x 1-bit 16k x 12-bits
(equivalent to 48 HM-6504s)
Harris
Hitachi
Hitachi
HM-6516 2k x 8-bit 7 ICs
6264-LP 8k x 8-bit 8 ICs
6116-L 2k x 8-bit 16 ICs
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. - SEU Monitoring in Hardware-EDAC RAM
Programs and critical data are stored in the Hitachi 6264 memories. Each 8-bit data byte in this 
memory is protected by a 4-bit Hamming error detection and correction (EDAC) code in the 
manner described for the OBC above. A memory wash routine similar to that used in the OBC 
runs on the DCE and protects the hardware-EDAC memory against accumulating SEUs and pro­
vides an accurate log of the time and memory address at which each SEU occurs. Time stamps 
for the DCE SEU log are read by the NSC-800 CPU from the UoSAT-2 serial telemetry stream 
and are accurate to within 1 minute. Since it takes 9 minutes for the DCE to completely wash the 
16 kbytes of ED AC-protected memory, the DCE may log an SEU up to 9 minutes after the actual 
occurrence of the SEU.
Figure 6 .3  : UoSAT-2 DCE SEU Monitoring System
Pack at 
Comfnuntcx’tona 
Unk vwtti ARQ
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The onboard log is a circular buffer holding 32 events and since event rate is only 1 per ten days, 
this buffer is in little danger of being overrun. The log is kept in an area of hardware-EDAC 
memory and the command station downloads it using the DCE message system store-and-forward 
communications protocol. This protocol assures complete and error-free transfer of the log from 
the DCE to the command station.
- SEU Detection in the DCE RAM Unit
As well as the 16 kbytes of ED AC-protected program memory, the DCE has 96 kbytes of 
memory used for storing messages. This memory is referred to as the "RAM Unit" and is 
comprised of 8-bit-wide CMOS SRAMs. Eight of the devices store 8 kbytes each and 16 devices 
store 2 kbytes each. The RAM Unit has no hardware EDAC and a software EDAC system has 
been developed and installed to fulfil the same purpose. This EDAC system is integrated with the 
store-and-forward message commuications software, so that SEU monitoring and logging do not 
interfere with the normal running of the DCE.
The software developed is in the form of a block code which also fulfils the following criteria:
- computationally efficient encoding and decoding, since full-duplex packet communications, as 
well as SEU monitoring, must be handled at low frequencies. This requires a code implementing 
look-up tables or other byte-oriented operations.
- low coding overheads, as little memory space is available for check bits. Also, since check bits 
were to be stored in memory not protected by hardware EDAC, the code had to be "self protect­
ing".
- ability to detect burst errors. This criterion was adopted in order to determine the SRAM ICs’ 
susceptibility to multiple errors in a single byte.
All these requirements were filled by a multiple-polynomial, generalised Burton code, devised by
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M. S. Hodgart of the University of Surrey. The code has the following form:
g(x )= p o (x )p i(x )p 2(x) 
where the three polynomial factors are:
po(x) =  x s + 1 
p i(x) =  x s +  x 4 +  x 3 + 1 
p i(x )  =  x s +  x 6 +  x 5 +  x 4 + 1
This Hodgart-Burton code can identify and locate a single or multi-bit upset confined to a single 
byte anywhere in a 253-byte data block. The code detects but will not correct a burst error of not 
more than 9 bits spread over two bytes and the code is guaranteed to detect (but not correct) any 
error which upsets two bytes in a block. Any event worse than this is virtually guaranteed to be 
detected, but may be incorrectly identified as a less severe error. By far the most common events 
are single bit events, all of which are detected and corrected by this code.
Efficient encoding/decoding is established by using two 256-byte look-up tables and one XOR 
sum to examine the three check bytes obtained from the above polynomials. As stated above, the
Hodgart-Burton code can only cover a 253 byte block. Each 256-byte RAM Unit memory block
is broken into two 128-byte sub-blocks and each of these is encoded using the Hodgart-Burton 
code. The overhead created is 3 bytes for every 128, or approximately 2% (significantly less than 
the maximum available 12%). The check bytes, which protect themselves from SEU, are stored 
in the DCE general memory (Harris 6516 ICs).
A software-EDAC memory wash is used to capture and log SEUs in the RAM Unit. Each 
memory sub-block (128 bytes) is periodically decoded to check for SEUs. If the decoder 
identifies an error, an error-location and logging subroutine is executed. This subroutine records 
the time at which the SEU was noted, the memory sub-block in which the error occurred and the 
severity of the error. Errors which can be corrected by the Hodgart-Burton code are located and
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corrected and the exact error address and pattern are logged. The error logging routine also pro­
vides each SEU with a serial number for data analysis purposes.
The RAM Unit error log is stored in hardware-EDAC protected memory in the DCE and can be 
downloaded to the ground command station using the DCE store-and-forward message communi­
cations protocol. This protocol provides an error-free communications link using automatic 
repeat request procedures. The log, which can hold a burst of up to 16 SEUs, is routinely down­
loaded by command station operators.
The software-EDAC error log (RAM Unit) and the hardware-EDAC error log (program RAM) 
are stored on the DCE in a binary format and received by the groundstation as a single DCE mes­
sage. This message is processed by an analysis program (CHECIC-MO.EXE) which converts the 
binary message entries into printable ASCII logs (see Figure 6.3).
An additional consideration in SEU monitoring in the DCE is the detection of very severe errors 
outside the scope of the hardware-EDAC and the Hodgart-Burton code. There are usually some 
memory blocks in the RAM Unit which are not being used for message storage. The severe error 
characterisation technique uses these blocks and a known data pattern to detect severe errors. The 
unused memory blocks are filled with a known bit pattern. When one of these blocks is decoded 
by the SEU wash, it is also checked to see that it contains only the known bit pattern. If there are 
any severe errors in the block, they will show up as mismatchhes between the stored data and the 
known pattern. These events are logged in a separate severe-error log, which can be downloaded 
by the command station. So far, no severe errors have been detected, but the onset of solar max­
imum and the prospect of large flares may affect this result.
6.2 Correlations
There are a number of results taken from the UoSAT-2 experiments and subsystems that can be 
correlated with, and maybe therefore validate, the predictions made by software simulations such
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The electron spectrometer has previously been used to gain data concerning the auroral oval. 
Such studies were run concurrently with the Swedish Viking spacecraft. The spectrometer meas­
ured the flux of electrons at various energies as the orbit crossed the Arctic polar region. The flux 
vs. time plots of these measurements are compared to predictions of the same quantity and epoch 
made by UNIRAD. The results are presented in the next chapter.
The previous sections have described the detection and logging techniques of SEUs in the large 
memories on-board UoSAT-2. There are many correlations that can be made with these results.
- As the error log routines record the times of the upsets to within 8 or 9 minutes, a plot of event 
position around the orbit against a world map would provide an indication of the localisation of 
SEUs about regions such as the poles and the South Atlantic Anomaly.
- A comparison of SEU rates, measured in a standard form such as the number of errors per bit- 
day, to EDIPIS predictions would demonstrate its validity. Judicious exclusion of some of the 
user-selectable functions in EDIPIS would establish which factors were dominant, or worthy of 
comment, e.g. the effect of direct proton ionisation, whether heavy or light ions dominate and 
what impact external reactions have on error rate.
- The logging of SEUs by address can show whether or not certain banks of memory, and thus 
certain devices, are more susceptible to upset than others. This type of measurement can also 
indicate whether geometric arrangement and shielding is important.
As the cycle of solar activity approaches maximum, the possibility of interception by cosmic-rays 
originating from flares becomes greater. Although geomagnetic shielding would tend to deflect 
most of these ions before reaching low-Earth orbit, a correlation of solar activity versus SEU 
incidence may show some relation, especially in polar regions.
as UNTRAD and EDIPIS.
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CHAPTER SEVEN  - RESU LTS
This chapter presents the results of the experiments and correlations described in 
the last chapter. There are two sets of SEU data: the first is from the OBC and 
covers the period from October 1st, 1988, to June 30th, 1989. The second set was 
taken from the DCE and covers the period from October 19th, 1987, to November 
8th, 1988 and is divided into data subsets obtained via both software and 
hardware techniques. The SEUs logged in the OBC were downloaded and stored in 
ASCn format in a number of storage files. The program "CONV1' was then used to 
sort the data into a more user-readable format in two ways. Firstly, the data was 
sorted into SEUs in chronological order and secondly, into order by7 address in the 
memory. The logging software for the DCE performs this sorting automatically.
Sections 7.1 and 12,
These sections discuss results from the EDIPIS program. This program requires 
particulai information concerning the memory -devices on-board UoSAT-2. Unfor­
tunately, this information has not been forthcoming from the device manufactur­
ers and therefore, EDIPIS-related results are not available.
7.3 The South Atlantic Anomaly and Proton Energy
This section also intended to use the EDIPIS program to calculate the error rates 
expected in the SAA for various proton energies. The comparison of these rates 
with those actually gained from UoSAT-2 would determine whether there is an 
‘optimum’ energy at which SEUs occur in this region. This knowledge, when com­
bined with examination of geomagnetic contour maps, would determine which 
orbits through the SAA are most at risk. However, there are no results to
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corroborate these conjectures.
UOSAT-2 SEUs and S outh  A tlan tic Anom aly
SINGLE SEUS IN UOSAT-2 ODC D-RAM 48Kb (cpen circles) 
MULTIPLE SEUS IN UOSAT-2 OBC D-RAM 48Kb (Filled circles)
UOSAT-2 SEUs and South A tlan tic  Anomalv
SEUS IN UOSAT-2 DCE RAMUNIT 96Kb (Open'circles)
SEUS IN UOSAT-2 DCE PROGRAM MEMORY - 144Kbit (Closed circles)
Figure 7.0 C orrelation  of U oSAT-2 SEUs and the SAA (from  R ef. 59) 
The multiple SEUs are defined as those groups of events that occur
within an 8 minute wash period.
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Using the logging routines described in the last chapter, the position of SEUs over a 
succession of orbits has been plotted on a Mercator projection of the Earth. This 
plot is shown in Figure 7.0. As can be seen in the figure, there is a very definite 
cluster of events in the region of the SAA. Since the memory wash routine takes 
eight to nine minutes to run through the whole memory, there is an uncertainty 
associated with each point, therefore the actual ‘danger’ region is smaller than that 
shown.
There are very few events in other regions of the satellite orbit. Those that do 
appear are most likely due to cosmic rays. There is also a lack of clustered events 
in the polar regions, although one must take care when examining the representa­
tion, as the polar regions extend across the length of the map at those latitudes on 
the projection.
7.4 SEUs and Solar A ctivity
Figures 7.1a to 7.9a show the SEU count in the OBC for the months October 1988 
to June 1989 along with the most energetic solar events in the same period. The 
height of the peaks for the latter measurement is the SESC X-ray Class, normal- 
issed so that only M and X class events are considered. For a description of this 
quantity, see Appendix One. Only the largest flare on any given, day is plotted.
The expected behaviour in this case is that an increase in SEU count should be 
noticeable a few days after an energetic event. This gives the particles produced in 
the flare time to cross the interstellar divide and interact with the magnetosphere. 
Of course, not all events will intersect the Earth’s orbit when our planet is actu­
ally7 there and not all events will produce particles with enough energy to 
penetrate the geomagnetic field to low altitude orbits such as that of UoSAT-2.
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At this point, it becomes necessary to make some clarifications, in order to avoid any future con­
fusion. Whilst it is true that particles travelling with the velocity of the Solar Wind, mentioned in 
Chapter 2 as being about 400ms” 1, would take approximately three and a half days to cover 93 
million miles, the same cannot be said for those particles produced in a flare.
Solar flare particles are projected into space from the surface of the Sun with a very high kinetic 
energy and therefore a very high initial velocity. The energies that these particles have are of the 
order of 30 MeV and they travel at velocities in excess of 103ms-1 [Smith and Smith, 1963 (see 
Bibliography)]. Thus, flare products can be expected to arrive at a distance of 1 A.U. significant­
ly sooner than the Solar Wind, i.e. within one day.
Should any flare particles interact with the Magnetosphere, they may become trapped. A low- 
Earth orbiting spacecraft may then suffer an increase in the occurence of SEUs. Any effects di­
rectly related to flares depends on the amount of particles and their energies and might normally 
be expected to occur within the first day or so of the event. It would therefore be more fruitful to 
correlate SEUs, magnetic disturbance information and solar flares on smaller timescales than in 
this study. This fact is reflected in the Conclusions (see Chapter 8).
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Examination of the figures for SEUs vs. energetic events reveals mixed results. 
October shows a reasonable correlation, with the large flares maintaining SEU rates 
for a few days after an initial particle injection. The delay between the flare hap­
pening and the SEU increase is approximately 2 days. November shows a very 
good correlation with a delay of only one day. December only displays a reason­
able correlation towards the end of the month. The pattern appears as a 3 day 
delay. There is no correlation for the large event on the 16th. It is possible that 
the particles ejected in this flare missed the Earth. Some correlation can be seen in 
January, although there seems to be no ‘fixed’ delay as in previous months. The 
correlation in February is not good, with an apparent early match, which demon­
strates a delay of 3 days, increasing to anything from 4 to 7 days. The plot for 
March is not good. In April, during times when there are flares of class M or 
greater, the correlation is good, with a 2 day delay. May begins with no discern- 
able match and becomes reasonable after the ‘gap* in flares. The delay is 1-2 days. 
June also has some reasonable spots with a similar delay to May.
Figures 7.lb-7.9b show the number of SEUs per day along with the planetary 
magnetic disturbance index, Ap (as described in Appendix One), for the same time 
periods as above. Here, ihe expected relationship is a simple correlation, although 
Katz [58] indicates that there is likely to be little magnetic disturbance at low L  
values, i.e. the Inner Belt. With this consideration, however, care must be taken 
for the UoSAT-2 orbit, as the L  shells gain higher values at the polar regions (see 
Figure 2.1). Also, some time may be required for the particles to diffuse down to 
low altitudes, therefore some delay may be anticipated.
In contrast to the expected result, October demonstrates a negative correlation, 
with no observable delayed positive correlation, November is variable, ranging 
from negative to positive and back to negative again. Some possible delay can be
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seen at 2 days. December also exhibits both sorts of correlation, but is more posi­
tive than negative. Januaiy begins with positive correlation, which then becomes 
negative. February shows no recognisable pattern, varying as the month 
progresses. March displays mostly negative correlation. April has some positive 
correlation towards the end, but is mainly negative, as are May and June.
Figures 7.1c-7.9c plot the X-ray Class of energetic events (as above) against Ap for 
the same time periods. These graphs are included as a control factor to illustrate 
whether or not the geomagnetic field at low altitudes is affected by intense solar 
activity. As with plots 7.1a-7.9a, one would expect a delay to occur between some 
flares and regions of large Ap . October has a sporadic pattern, varying between 1 
and 3 days delay at different times during the month. November is similar, exhi­
biting delays from 2 to 3 days. December begins with a delay of 3 days, which 
decreases to only 1 day as the month progresses. January has a fairly stead}7 delay 
of 1 day, whereas February has no observable pattern. March shows a 3 day 
delay, while April and May both display delays of 2 days. June shows an initial 
delay of 2 days that decreases to zero, possibly indicating a delay on the order of 
hours.
As a check on the visual comparison, statistical correlations were carried out for 
the various relationships for the first seven days delay in each month. The results 
of these are shown in Table 7.1. The numbers given are Pearson’s Correlation 
Coefficients for two variables. Sunspot number and 10.7cm Radio Flux are further 
indicators of solar activity (see Appendix One). The comparison of graphical and 
statistical correlations is shown in Table 7.2. All numbers shown are representa­
tive of the delay, in days, mentioned above.
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Figure 7.1a Comparison of SEl.'s to Energetic Events. Oct.
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Figure 7.1b Comparison of SEUs to Geomagnetic Activity, Oct 1988
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Figure 7.1c Comparison of Solar and Geomagnetic Activity, October 1988
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Figure 7.2a Comparison of SEUs to Energetic Events. ' ov. 1988
Days
Figure 7.2b Comparison of SEUs to Geomagnetic Activity, Nov 1988
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Figure 7.3a Comparison of SEUs to Energetic Events. Dec. 1980 
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Figure 7.3b Comparison of SEUs to Geomagnetic Activity, Dec 1988
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Figure 7.3c Comparison of Solar and Geomagnetic Activity, December 1988 
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Figure 7.4a Comparison of SEUs to Energetic Events. Jan. 1989
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Figure 7.4b Comparison of SEUs to Geomagnetic Activity. Jan 1989
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Figure 7.4c Comparison of Solar and Geomagnetic Activity. January 1989
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Figure 7.5a Comparison of SEUs to Energetic Events. Feb.1989
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Figure 7.5b Comparison of SEUs to Geomagnetic Activity. Feb 1989
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Figure. 7.5c Comparison of Solar and Geomagnetic Activity. February 1989
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Figure 7.8b Comparison of SEUs to Geomagnetic Activity, Mar 1989
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Figure 7.6c Comparison of Solar and Geomagnetic Activity, March 1989
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Figure 7.7a Comparison of SEUs to Energetic Events, Apr. 1989
Figure 7.7b Comparison of SEUs to Geomagnetic Activity, Apr 1989
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Figure 7.7c Comparison of Solar and Geomagnetic Activity, April 1989
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Figure 7.8a Comparison of SEUs to Energe'ic Events. May 198’-)
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Figure 7.8b Comparison of SEUs to Geomagnetic Activity, May 1989
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Figure 7.8c Comparison of Solar and Geomagnetic Activity. May 1989
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Figure 7.9a ■ Comparison of SEUs to c.nergeti„* Events, Jun. 1989
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Figure 7.9b Comparison of SEUs to Geomagnetic Activity. June 1989
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Figure 7.9c Comparison of Solar and Geomagnetic Activity. June 1989
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Table 7.1 Solar Activity Effects in UoSAT-2 OBC - Statistical Correlations
SSN « SunSpot Number Flux = 10.7cm Radio Flux E.Ev = Energetic Events
October 1988
Days SSN SSN Flux Flux E.Ev E.Ev SEUs
vs. vs. vs. vs. vs. vs. vs.
Delay Ap SEUs Ap SEUs SEUs Ap
0 -0.452 -0.167 0.202 -0.089 -0.025 -0.304 -0.184
1 0.330 -0.025 0.045 -0.187 -0.044 0.068 0.035
2 0.517 0.120 -0.242 -0.063 0.529 -0.179 0.105
3 0.238 0.263 -0.148 -0.095 0.201 0.128 0.087
4 0.031 0.015 -0.209 -0.478 -0.083 0.039 -0.327
5 -0.009 0.149 -0.247 -0.514 -0.125 0.100 -0.228
6 0.398 -0.218 -0.251 -0.033 0.165 -0.196 -0.110
7 0.170 -0.208 0.223 -0.342 0.156 -0.125 -0.074
November 1988
0 0.034 0.236 0.046 0.029 0.093 -0.043 -0.079
1 0.234 0.338 0.070 -0.012 0.203 0.269 0.104
2. 0.290 0.352 0.480 0.033 0.118 0.456 0.005
3 0.353 0.242 0.502 0.067 0.169 0.079 -0.098
4 0.385 0.457 0.190 0.116 0.284 -0.121 -0.245
5 0.476 0.262 0.353 0.506 0.118 0.102 -0.067
6 0.432 0.229 0.419 . 0.406 0.332 -0.261 -0.189
7 0.498 0.307 0.392 0.219 0.530 -0.257 -0.362
December 1988
0 0.192 -0.318 0.327 -0.234 0.229 -0.041 0.342
1 0.360 -0.134 0.323 -0.198 0.086 -Oo027 0.073
2 0.335 -0.191 0.320 -0.082 0.054 0.056 -0.185
3 0.480 0.031 0.379 -0.114 0.250 0.094 -0.217
4 0.511 0.099 0.424 0.045 0.048 0.166 -0.200
5 0.432 -0.062 0.393 -0.029 0.128 0.012 -0.211
6 0.311 -0.210 0.359 0.034 -0.156 -0.154 -0.148
7 0.196 -0.169 0.217 0.071 -0.203 -0.370 -0.134
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Table 7.1 Continued
Days SSN SSN Flux Flux E.Ev E.Ev SEUs
vs. vs. vs. vs. vs. vs. vs.
Delay Ap SEUs Ap SEUs SEUs Ap
January 1989
0 -0.049 -0.001 0.389 -0.007 -0.095 -0.290 0.000
1 0.065 0.573 0.445 -0.122 -0.056 0.201 -0.327
2 0.471 -0.359 0.198 -0.283 0.183 -0.132 -0.299
3 0.206 -0.367 0.099 -0.116 -0.034 -0,025 0.343
4 -0.355 -0.346 0.105 0.219 -0.166 -0.263 0.107
5 -0.304 -0.033 0.167 -0.374 -0.122 0.020 -0.054
6 -0.118 0.060 -0.117 -0.214 -0.252 0.006 -0.170
7 0.029 -0.062 -0.373 -0.101 -0.215 -0.129 -0.241
February 1989
0 -0.163 -0,254 -0.148 -0.142 0.193 -0.187 0.212
1 -0.086 -0.135 -0.029 -0.157 0.215 0.090 0.127
2 -0.178 -0.130 0.097 -G.103 0.234 0.238 -0.180
3 -0.248 -0.169 0.239 0.059 0.417 0.584 0.056
4 0.003 0,099 0.326 -0.179 0.216 -0.054 0.159
5 0.120 0.153 0.446 -0.009 0.356 -0.288 0.040
6 0.060 0.091 0.546 0.120 0.622 0.046 0.155
7 0.363 -0.158 0.653 0.265 0.464 0.264 0.429
March 1989
0 -0.048 -0.080 0.230 -0.021 0.043 0.037 -0.051
1 0.333 0.116 0.268 -0.026 0.055 0.125 -0.057
2 0.464 0,035 -0.229 0.196 0.148 -0.176 -0.154
3 0.448 -0.034 -0.520 -0.209 0.551 0.012 -0.030
4 0.201 0.109 0.217 0.150 0.506 0.304 0.014
5 -0.035 -0.191 0.187 0.081 -0.215 0.049 0.145
6 0.303 0.076 0.115 0.077 -0.232 -0.018 0.006
7 0.161 -0.197 0.005 0.073 -0.140 -0.029 0.284
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Table 7.1 Continued
Days SSN SSN Flux Flux E.Ev E.Ev SEUs
vs. vs. vs. vs. vs. vs. vs.
Delay SEUs Ap SEUs Ap SEUs Ap
A pril 1989
0 -0.090 0.050 -0.376 -0.840 -0.055 -0.157 0.278
1 -0.116 -0.059 0.318 -0.024 0.120 -0.107 0.194
2 0.152 -0.133 -0.082 -0.058 00.139 -0.121 0.143
3 0.108 -0.099 0.201 -0.154 -0.076 -0.119 0.096
4 0.116 0.115 0.112 -0.191 0.401 -0.099 0.211
5 -0.033 0.196 0.216 0.016 0.466 -0.318 0.274
6 0.009 0.127 0.230 0.220 0.021 0.230 -0.175
7 -0.038 0.183 0.127 -0.302 0.132 -0.124 0.170
M ay 1989
0 0.037 -0.024 0.105 0.053 0.268 0.211 0.104
1 0.050 -0.041 0.100 0.042 0.122 0.353 0.067
2 -0.027 -0.073 -0.110 -0.030 -0.078 0.313 0.216
3 -0.310 -0.138 -0.209 0.005 0.050 0.136 0.123
4 -0.482 0.017 -0.312 -0.017 -0.044 0.272 -0.008
5 -0.377 0.065 -0.270 0.136 0.264 -0.207 -0.059
6 -0.204 0.112 -0.130 0.292 0.274 0.187 -0.072
7 -0.407 0.110 -0.027 0.382 0.006 -0.176 -0.226
June 1989
0 -0.005 -0.214 0.303 -0.226 0.267 -0.213 -0.034
1 0.159 -0.192 0.413 -0.091 0.393 0.081 0.019
2 0.138 0.022 0.497 -0.082 0.155 0.240 0.012
3 0.313 -0.231 0.555 -0.047 -0.051 -0.010 0.011
4 0.280 -0.024 0.530 -0.142 -0.017 0.174 -0.177
5 0.326 -0.420 0.564 -0.195 0.678 -0.048 -0.195
6 0.464 -0.309 0.553 -0.273 0.622 -0.028 0.129
7 0.247 -0.414 0.364 -0.267 0.128 -0.103 0.170
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Table 7.2 Comparison of Graphical and Statistical Correlations
Energetic Events vs. SEUs SEUs vs. Ap Energetic Events vs. Ap
Month Graph. Stat. Graph. Stat. Graph. Stat.
OCT 2 days 1 or 3 
Corr. sign 
alternates
Neg. corr. 
No delayed 
positive
2 Sporadic,
1-3
2
NOV 1 day 2 2 days (?) 1 2-3 1, then 4,6,7
DEC 3 days (?) 4 More pos. 
than neg.
0 3 i 0, then 3
JAN Variable 1 Some pos. 
then neg.
1 (large neg.) 
3 (large pos.)
1 2
FEB 3 days 3 variable 0 (med. pos.)
2 (med. neg.)
7 (large pos.) .
No obs. 
pattern
3, then 6,7
MAR Not good 1 or 4 mostly neg. 2 (largest neg.) 
7 (largest pos.)
3 3.4
APR 2 days 6 (?) 
only pos.
neg. -»■ pos. All pos.
(0 largest) 
except 6 (neg.)
2 4,5
MAY 1-2 days 1 mostly neg. 2 (largest pos.) 2 0, Then 5,6
JUN 1-2 days 2 mostly neg. All close to 0 
largest dev. 
= -0.195
2 re o
(hours?)
1, then 5,6
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Examining Table 7.2, it can be seen that there is some agreement between the two 
types of correlation. The amount of delay, in most cases, differs by only one day, 
although for the SEUs vs. Ap data the delay in the graphical correlations, if 
present, is difficult to distinguish. In those cases where more than one number has 
been given for delay in the statistical correlations, this refers to large positive or 
negative values in the list which could be a more representative figure for the 
delay. Indeed, re-examination of the graphical correlations reveals that for some 
months a greater delay also fits the data.
The next set of figures shows similar data for the DCE. That is, comparisons of 
X-ray Class and Geomagnetic Index versus SEUs. The correlation of X-ray Class 
and Ap has been performed, although only a restricted part applies. This is 
because the energetic events list was initially compiled for comparison with SEUs 
detected in the OBC and the overlap between the OBC and DCE data sets is rather 
small. Therefore, there is not very much detail in the plots Involving X-ray Class.
Figure 7.10 depicts a comparison of energetic events to SEUs detected via the 
hardware method outlined in the last chapter. The X-ray Class and number of 
SEUs are represented by the full and dotted lines respectively. As can be seen, 
there are only two SEUs within the restricted energetic event period. At first sight, 
it appears that there is a common delay of five days, although a variation of four 
to seven days can be seen for the first upset and a possible three day delay for the 
second. Also, both upsets have events on the same day as themselves, possibly 
indicating a delay on the order of hours.
Figures 7.11a to 7.11c display the hardware detected SEUs against geomagnetic 
activity for the entire observing period. The SEUs are represented by the full line 
and Ap by the dotted line. Inspection of these figures shows an anticorrelation
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between the two variables, going against the expected nature of the results. There 
is some recognisable delay in places, but nothing characteristic of the whole period.
Figure 7.12a shows the number of SEUs detected via software techniques (see last 
chapter) vs. energetic events for the same restricted period. The SEUs are 
represented by the dotted line and are multiplied by ten as before. The delay 
appears to be of the order two to three days for most of the upsets, although no 
definite value is determinable. There is a pattern whereby after a number of 
events have occurred close together, there follows a cluster of upsets, sometimes 
beginning on the same day as the first of the events. The fact that there are few 
upsets and no clusters during periods where there are no events seems to reinforce 
the observation.
In Figure 7.12b, which shows software detected SEUs versus Ap , there is a mostly 
positive correlation, although some upsets appear at times of magnetic quiet. Once 
again, there is no immediately recognisable delay, however, further inspection 
reveals a clustering effect, similar to that observed in Fig. 7.12a. This would help 
to explain the SEUs occurring during times of low Ap, i.e. as the lingering effects 
of earlier large disturbances.
Figures 7.13a and 7.13b show the same comparisons for both hard- and software 
detected SEUs. Since there are only 16 kbytes of memory that are hardware 
EDAC protected compared to 116 kbytes of software EDAC, there are fewer upsets 
detected via hardware techniques. This means that the overall pattern differs only 
slightly from Figs. 7.12. The addition of the hardware counts emphasises the clus­
tering effect in both plots and improves the positive correlation in the Ap com­
parison.
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Figure 7.10 Comparison of Energetic Events to Hardware Detected SEUs, 1988
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Figure 7.11a Hardware Detected SEUs vs. Geomagn .•< ie Activity
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Figure 7.11b Hardware Detected SEUs vs. Geomagnetic Activity
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Figure 7.12b Software Detected SEUs vs. Geomagnetic Activit}', 1988
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Figure 7.13a Software and Hardware Detected SEUs vs. Energetic Events
Gregorian Date (01/10/88 to 08/11/88) xlO4
Figure 7.13b Software and Hardware Detected SEUs vs. Geomagnetic Activity
Gregorian Date (0 7 /0 7 /8 8  to 0 8 /1 1 /8 8 )  xlO4
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Table 7.3 Solar Activity Effects in UoSAT-2 DCE - Statistical Correlations
Hardware Detected SEUs Only
Delay SEUs SEUs SEUs SEUs
in vs. vs. vs. vs.
Days SSN lOcmflux E.Ev Ap
0 -0.025 -0.028 0.013 -0.048
1 0.005 -0.023 -0.094 -0.006
2 0.031 -0.023 -0.094 0.024
3 0.007 -0.031 -0.073 0.218
4 -0.011 -0.039 0.024 -0.031
5 -0.031 -0.044 0.442 0.013
6 -0.042 -0.048 -0.101 0.123
7 -0.045 -0.054 -0.054 -0.010
Software Detected SEUs Only
0 -0.018 -0.021 -0.033 -0.002
1 0.036 -0.017 -0.124 0.111
2 0.015 -0.017 0.057 -0.057
3 0.032 -0.044 0.124 -0.061
4 -0.007 0.009 0.008 0.152
5 -0.020 -0.005 -0.233 0.070
6 -0.004 -0.052 0.324 -0.062
7 -0,025 -0.019 0.057 -0.100
Both Hardware and Software Detected SEUs
0 0.001 0.014 -0.027 -0.001
1 0.063 0.032 0.046 0.146
2 0.047 0.021 -0.021 -0.054
3 0.062 -0.017 0.411 -0.062
4 0.016 0.036 -0.016 0.125
0 -0.024 0.010 -0.190 0.041
6 -0.014 -0.056 0.076 -0.065
7 -0.045 -0.037 -0.135 -0.099
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Statistical correlations were carried out for these data sets as well. The results are 
shown in Table 7.3. There is definite agreement between the two types of correla­
tion for the energetic events plots. The Ap plots, however, show little agreement. 
A comparison of graphical and statistical correlations is given in Table 7.4.
Table 7.4 Comparison of Graphical and Statistical Correlations
Plot Graphical Statistical
SEUs vs, E.Ev 
(Hardware 
detected)
5 days 
(4-7 days for first upset) 
(3 days for second upset)
5 days
SEUs vs. Ap 
(Hardware 
detected)
Negative correlation 
No characteristic delay 
over whole period
3 days 
(lesser pos. at 6 days) 
(v. small neg. at 0 days)
SEUs vs. E.Ev 
(Software 
detected)
2-3 days 
Noticeable ‘clustering’ 
effect after events
3, then 6 (larger) 
No corroboration 
with graphical corr.
SEUs vs. AF 
(Software 
detected)
Mostly positive coir. 
No recognisable delay. 
Clustering also seen here.
No corr. at 0 days 
Delay: 1 day, then 4 
No match with graph.
SEUs vs. EEv 
(Both)
As software 
detected plot
3 days
SEUs vs. Ap 
(Both)
As software 
detected plot
Small pos. at 1 day. 
No match with graph.
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7.5  F u n n e lin g  and O ther E ffects
As with Sections 7.1 and 7.2, the effects of funneling were to be investigated using 
the EDIPIS program. Since this is no longer possible, this section will only discuss 
the geometric arrangement of memories in the spacecraft. Figures 7.14 to 7.16 
show the positions of the various memory devices in the OBC and DCE. Figure 
7.14 gives the location of the sub-system module boxes in the spacecraft itself, 
whereas the following two provide an indication of where the memory chips are on 
the printed circuit boards, relative to other components in the systems.
As described in Chapter 6, the OBC has 48 kbytes of memory which is divided 
into three banks. The first 16k bank covers the memory addresses from 0000 to 
3FFF in twelve 4116 DRAMs, closest to the central pillar of the spacecraft in Fig. 
7.15. The range from 4000 to 7FFF is used for address I/O. The next 32 kbytes 
are in two banks of three 4416 DRAMs, with bank 2 containing the range 8000 to 
BFFF and bank 3 holding C000 to FFFF. In Fig. 7.15, bank 3 is the one further in 
the +Z direction, with the "20NL" designation. Since each word is spread out over 
all the chips in the bank, it is impossible to tell which device has been struck. 
Thus, knowing which address has been upset shows which bank has been affected.
Table 7.5 gives the number of SEUs detected in each bank per month. The total 
stays fairly constant around an average of approximately 270, but the distribution 
between banks shows a marked disparity. The proportion of SEUs in each bank 
also stays roughly the same, indicating that whatever causes the difference is a con­
stant factor. Bank 1 has the lowest number of SEUs in all months. This is either 
due to the 4116s being more resilient to upset than the 4416s or that this bank is 
better protected as it is closer to the spacecraft centre, or it may be a combination 
of these. The disparity occurs between banks 2 and 3. The design of the board
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carrying these banks was such that there would be a rough symmetry to their 
arrangement intended to establish equal shielding to both. However, examining 
Table 7.5 shows that bank 3 was more susceptible to upsets than bank 2.
In most cases, the ratio of counts in banks 3 to the counts in bank 2 comes very 
close to 2, the average being 1.89 ±  0.29. This suggests that perhaps there is a 
mistake in the logging software, such as a block of memory at the beginning of a 
bank not being ‘washed’, that causes this seemingly contrived difference. However, 
since the program scans the whole memory sequentially, there is no grouping of 
addresses that can be left out which would account for the doubling factor.
Also, further investigation of the event data reveals that the count totals are 
incorrect. For example, when the logging software was introduced in September 
1988, 25 events were missed out from the log. Other alterations to the totals come 
in the form of false data jumps due to such things as testing new DIARY software. 
These jumps manifest themselves as large groups of events with sequential 
addresses, usually at the end ox the memory. The jumps range in size from 0 to 31 
events (in the sample studied) and have already been filtered out of the SEU data 
in the solar activit3r plots shown earlier in this chapter.
When the data have been altered accordingly, the totals become those shown in 
Table 7.6. The mean of the totals is now around 257 and the ratios of banks 3 to 
2 have an average of 1.75 ±  0.27. This shows that the effect is a physical one and 
not a software fault, as the ratio can now be anything from 1.5 to 2 and therefore 
does not appear as contrived as before.
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Figure 7.14 Schematic View of UoSAT-2 Modular Structure 
(the -Z direction is Earth pointing)
+ z
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Figure 7.15 Exploded V ie w  o f  UoSAT-2 OBC
Bank 3
T D  C E N T R E  D F  S P A C E C R A F T
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Table 7.5 Distribution of SEUs in the OBC
Month Bank 1 Bank 2 Bank 3 Total
Sept 1988 22 67 154 243
Oct 1988 29 81 160 270
Nov 1988 46 87 189 322
Dec 1988 33 105 170 320
Jan 1989 58 75 148 281
Feb 1989 25 73 151 249
Mar 1989 23 110 140 273
Apr 1989 31 81 165 277
May 1989 32 82 145 259
Jun 1989 18 72 145 234
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Table 7.6 Distribution of SEUs in the OBC (Adjusted)
Month Bank 1 Bank 2 Bank 3 Total Comments
Sept 1988 22 67 136 243
Total includes 25 
upsets missing 
from events list
Oct 1988 29 81 136 246
Nov 1988 46 87 168 301
Dec 1988 33 106 170 320 12 missing events added
Jan 1989 27 75 148 250
Feb 1989 25 73 124 222
Mar 1989 23 110 140 273
Apr 1989 31 82 140 253
May 1989 32 82 145 259
Jun 1989 18 72 114 204
Table 7.7 Distribution of SEUs in the DCE
Method Hardware Software
Bank Program Memory 0 1 2 3
SEUs 27 16 13 13 13
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The distribution of SEUs in the DCE is given in Table 7.7. Since the DCE opera­
tions programming has had no major changes akin to those in the OBC, the 
memory is not subject to the same count alterations. Similarly, the bank-switched 
RAM simply stores messages and therefore requires no adjustment of the upset 
totals.
Over a long sampling period, there are approximately 30 times fewer upsets in the 
DCE than the OBC, suggesting that the Harris 6564s (Program Memory) and the 
Hitachi 6264s (Banks 0 and 1) and 6116s (Banks 2 and 3) are more radiation 
tolerant than the OBC memories. This is corroborated if one considers the shield­
ing afforded the subsystems, shown in Figure 7.14. The DCE occupies an ‘outside’ 
position, whereas the OBC memories are housed in an inner module box, thus the 
OBC gains more protection. What is also apparent from Table 7.7, is that the 
bank-switched memories have very similar upset rates and are approximately half 
that of the program memory.
Another effect worthy of note is the existence of possible multiple events. These 
appear as events logged within a few seconds of each other and with very similar 
addresses. The following pairs of log entries illustrate the effect:
Date Time Address Count No,
01-03 12:44:13 8DFD 15
01-03 12:44:18 8FFD 16
03-03 10:42:06 BA94 27
03-03 10:42:07 BAD4 28
13-03 12:03:18 F480 8C
13-03 12:03:19 F482 8D
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There are also pairs of events like:
The first three pairs could either be examples of logging errors or coincidences (in 
which case there are a great deal of them!), or they could be evidence of multiple 
errors due to one particle. The fourth pair may be an example of a ‘double multi­
ple* event. If these occurrences are regarded as logging errors, then removing them 
from the count totals produces Table 7.8. The mean is now approximately 238 
and the ratio average is 1.82 ±  0.23. The increased average in the ratio between 
banks 3 and 2 at first sight suggests that the majority of ‘multiples' occur in bank
2, however, if the distribution is charted, see Table 7.9, it is clear that there is a 
definite seasonal dependence swaying the majority between the two banks. The 
increase is due to changes in bank 2 affecting totals more than adjustments in bank
3, thereby pushing the monthly averages up generally.
In Table 7.9, a ‘double* indicates an occurrence such as the fourth example above 
and a ‘triple’ refers to a group of three occurrences instead of just a pair. If this 
table is examined further, it is evident that the distribution of ‘multiples’ is 
remarkably similar to those In Tables 7.5, 7.6 and 7.8, i.e. much fewer upsets in 
Bank 1 and a large disparity between Banks 2 and 3, although this latter relation­
ship provides yet another anomaly, namely that the count majority changes as the 
months progress. This similarity of distributions suggests that the effects that 
produce them are the same and that this effect is a physical one. If the ‘multiple* 
errors were caused by a software or circuit fault, then it would be reasonable to 
assume that they would be evenly distributed in the entire memory.
0 5 -0 7  13:05:15 A 84C  50
0 5 -0 7  13:05:19 A A 4A  51
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Table 7.8 Adjusted distribution of SEUs in the OBC 
(without ‘multiples’)
Month Bank 1 Bank 2 Bank 3 Total Comments
Sept 1988 20 67 115 227
Total includes 25 
upsets missing 
from events list
Oct 1988 27 74 125 226
Nov 1988 46 83 150 279
Dec 1988 29 97 162 300 12 missing events added
Jan 1989 25 61 136 222
Feb 1989 25 65 111 201
Mar 1989 21 90 134 245
Apr 1989 31 70 132 233
May 1989 32 70 139 241
Jun 1989 18 62 106 186
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Table 7.9 Distribution of ‘Multiples’ in the OBC
Month Bank 1 Bank 2 Bank 3 Total Comments
Sep 1988 2 0 14 16
Oct 1988 2 7 11 20
Bank 2 : 1 ‘triple’ 
Bank 3 : 3 ‘triples’ 
Bank 3 : 2 ‘doubles’
Nov 1988 0 4 18 22 Bank 3 : 2 ‘doubles’
Dec 1988 4 8 8 20 Bank 3 : 2 ‘doubles’
Jan 1989 2 14 12 28 Bank 2 : 2 ‘doubles’ Bank 3 : 2 ‘doubles’
Feb 1989 0 8 13 21 Bank 2 : 2 ‘doubles’ Bank 3 : 3 ‘triples’
Mar 1989 2 20 6 28 Bank 3 : 2 ‘doubles’
Apr 1989 0 12 8 20
May 1989 0 12 6 18
Jon 1989 0 10 8 18 Bank 3 : 2 ‘doubles’ Bank 3 : 3 ‘triples’
Total 12 95 104 211
These are ‘true multiples’, not just those that occur within a wash period.
A ‘double’ indicates two digits in the memory address being altered.
A ‘triple’ means three events occurring within a few seconds of each other, all with similar 
addresses.
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Further insight into the effect can be gained if one regards the circuitry of the 
UoSAT-2 OBC and the internal topology of the TMS4416. The multiplexers and 
pin connections are such that a memory address is composed of a 16-bit word. 
The composition of the word is given in Table 7.10 below, along with the binary 
representations of the example ‘multiples’ given above. The data-line/bit-labels 
are those of the designer and have no particular significance, except that they 
correspond to the pin names of the TMS4416 circuitry (see below).
Binary Representations of Multiple Error Addresses
Data-line/
Bit-labels
Bank Select
A15 A14
Row Select
A 5 A4 A3 A2 Al A 6 A7 AO
Column Select
AS A4 A3 A2 Al A 6
8DFD
8FFD
BA94
BAD4
F480
F482
A84C
AA4A
0 0 0 1 0 0 1 1 0
1 0 0 1 0 0 1 0 1
Those bits marked with a rectangle are clearly the ones in error. Now, with refer­
ence to the first three pages of the Applications Brief in the 1982 TMS Databook, 
reproduced in Appendix Three, it can be established that all these multiples are
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"near neighbours" or "nearest neighbours". The second example can be explained as 
both the cells of a horizontal pair being affected. The rationale for the placement 
of each multiple example in the near/nearest neighbour table of Appendix Three is 
given below.
8DFD-8FED R+2, CD+O near neighbours
BA94-BAD4 R+l, CD+O horizontal pair
F480-F482 R+0, CD+1 nearest neighbours
A84C-AA4A R+2, CD+1 nearest neighbours
This confirms the suspicion that this is a physical effect and that multiple errors 
do exist within the bounds of proton flux and shielding established by the 
UoSAT-2 orbit and spacecraft design.
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CHAPTER EIGHT -  CONCLUSIONS
8.1 Conclusions
Chapter Seven described results for three effects: solar activity, geometric arrange­
ment and multiple upsets. These will be addressed in turn.
8.1.1 Solar activity
As explained in the last chapter, the results for solar activity were very mixed, 
exhibiting behaviour as expected at some times and quite the reverse at others. The 
visual comparison does not reveal any immediate answer as to the impact of solar 
activity on SEUs in low-orbiting spacecraft and deeper inspection only yields 
promise rather than a conclusive illustration. The statistical correlations show low 
values of coefficients, Indicating little or no correlation.
At first sight It appears that there Is no correlation between solar activity and 
SEUs in low altitude, polar orbiting spacecraft. However, this conclusion seems 
erroneous when one considers other low altitude phenomena such as the auroral 
displays. Therefore, the author suggests that In this study the measurements used 
were too coarse to yield any meaningful results. For example, as was explained in 
Chapter Seven, there is no guarantee that the largest flare seen on a particular day 
is going to inject particles into the magnetosphere and there is the likelihood of 
flare products arriving in timescales on the order of hours rather than days.
This latter consideration affects the value of Ap employed - those used in this 
study are mean values of the eight 3-hourly indices compiled during any one day. 
There are significant variations in these Indices over the course of a day, meaning 
that a simple average may not be representative enough of the magnetic
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disturbances occurring at the time of arrival of flare products. Also, changes in Ap 
have magnitudes on the order of nanoteslas (see Appendix One) and are ground- 
based observations. Whilst not affecting the outcome of this study, these facts 
may have a bearing on future satellite missions (see Section 8.2).
8.1.2 Geometric Arrangement
The results in the last chapter show that there is a definite dependence of the 
number of SEUs to the physical location within the spacecraft. The disparity 
between Banks 2 and 3 of the OBC memory, which are designed to be subject to 
the same influences whilst on-board, demonstrate this quite adequately. Since 
Bank 2 is the one affected least, it is reasonable to assume that this set of chips is 
better shielded than Bank 3. Also, as there are no clusters of devices or com­
ponents in the outer two boards (see Figure 7.14) providing extra protection, the 
difference must be attributable to the proximity of Bank 2 to the bottom of the 
satellite (i.e. the end in the -Z direction). This also has implications for future 
spacecraft.
8.1.3 Multiple Events
It is now certain that pairs of logged entries such as those mentioned in Chapter 
Seven do actually correspond to memory cells with adjacent locations, indicating 
that this is a physical phenomenon.
Therefore, the previous assumption held for UoSAT-2 memories, that more than 
one upset occurring within an 8-minute ‘wash* period can be deemed a multiple 
event, can be greatly improved upon. Also, if it becomes possible to establish what 
scale of energies are a likely cause of the multiple events, then there are definite
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im plications for device manufacture and subsequent spacecraft subsystem  design.
To elaborate:-
If high energy particles are responsible, then they could be a cosmic ray 
shower or an injection of high energy protons, in which case there may not 
be any further protective measures capable of reducing or eliminating the 
effect;
If the multiple events are due to lower energy protons, then a large flux 
of these may increase the number of errors beyond the scope of the correcting 
code, requiring either an architectural or other processing change within 
the device or some form of local shielding to decrease the flux, both of which 
have their associated problems.
8.2 Future Work
The previous section puts forward some conclusions but raises many questions as 
well. These questions provide plenty of scope for further study.
In the area of solar activity, the main improvement would be to make measure­
ments with much greater resolution. The dependence on ground-based values of 
Ap could be removed by improving the sensitivity of the on-board magnetometers, 
currently on the order of fractions of fiT, to nT or fractions thereof, thus estab­
lishing an orbit-based indication of magnetic disturbance. If this is not possible 
within the current bounds of technology, then a correlation of SEUs and flares 
with 3-hourly indices would be more appropriate. It would also be prudent to 
check magnetometer readings, resolution permitting, against Ap. Experiments on
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future missions would also provide additional information to assist in these meas­
urements. The Cosmic Particle Experiment (CPE) is an excellent example (see next 
section) which could be used to pinpoint damaging flares and to observe whether 
the SAA or polar regions are affected more by solar activity. The Total Dose 
Experiment (TDE) could also be used in order to establish the effects of total dose 
on single event upsets and possible susceptibility to smaller flares and/or lower 
energy particles.
The arrangement of 4416s In the OBC memory is such that a 12-bit word is spread 
over three chips. The reason for this is to reduce the number of upsets occurring in 
a single word. It seems to work well. However, this protective contingency also 
serves to obscure the exact location of upsets, so that they can only be traced down 
to a bank level. It is the author’s belief that the number of SEUs per chip increases 
with distance from the base of the satellite. This could be tested with a separate 
experiment, designed with the same basic spacecraft structure in mind, but with 
each word stored in, say, one 8-bit wide device or two 4-bit wide devices arranged 
in a line orthogonal to the spacecraft base. It would be best to store non-essential 
Information in this experiment, but the suitability of a Hamming code with this 
arrangement could be assessed, as well as the SEU dependency on device position­
ing.
The existence of multiple events In the form described affects the sphere of space­
craft operations. To ease in the detection and analysis of these events, it would be 
useful to adapt the DIARY software or to Introduce a new routine that records 
them. This would relieve researchers of the assumption given above and provide a 
better insight into the distribution and frequency of multiple events. A check 
with the output from the CPE could give an indication as to the energy range 
responsible for these upsets and the possible implications as stated above.
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Finally, the reluctance of manufacturers to part with information concerning their 
devices has frustrated a large part of this study, namely the use of the EDIPIS 
suite. In future it would be better to de-lid flight spares and scan them in order to 
obtain the necessary sensitive volume data.
The above suggestions are summarised in the following list of recommendations:
[1] Use magnetometers with resolution on the order of nanoteslas (if possible).
[2] Compare SEU counts with 3-hourly values of Ap.
[3] Compare magnetometer readings with 3-hourly values of Ap .
[4] Compare flares with 3-hourly values of Ap.
[5] Use future experiments to assist in the above, e.g. the CPE and TDE.
[6] Use the TDE to establish effects of total dose on SEU numbers.
[7] Prepare an experiment to test the possibility of increasing SEUs with 
distance from satellite base. Also to test efficacy of Hamming code in 
afore-mentioned arrangement.
[8] Adapt DIARY or introduce new software to record multiple events.
[9] Compare multiple events with CPE output. Establish energy range 
responsible for phenomenon.
[10] Obtain own input data for EDIPIS by de-lidding and scanning spare devices.
[11] In addition to those points discussed in the text, the effect of 
the anisotropy of the geomagnetic field, particularly in the polar 
regions, should be addressed, as this is likely to have more impact 
on SEU measurements than, say, shielding effects.
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APPENDIX ONE - EXPLANATION OF SOLAR ACTIVITY  
MEASUREMENTS
The pages following these explanatory notes are an example of the typical weekly 
bulletin put out by the World Data Centre for Solar-Terrestrial Physics. They 
include an Energetic Event Summary, a Flare List and energetic particle and mag­
netometer data from geostationary spacecraft. Also shown is a list of the daily 
number of sunspots, the 10.7 cm radio flux and the geomagnetic index, Ap , since 
the beginning of October 1988 (arranged to coincide with the beginning of the log­
ging of SEU data on UoSAT-2). The information is compiled by the National Oce­
anic and Atmospheric Administration (NOAA) Space Environment Laboratory and 
the Space Environment Services Centre (SESC) in Boulder, Colorado.
E n e r g e t i c  E v e n t  S u m m a r y
This is a summary of all the events with an X-ray burst of class M or greater (see 
Table A 1.1). The summary includes the following : • -
Date : Month and day event began.
Time iUT) : Begin, Max and End are the begin, maximum and end times of the 
X-ray burst. The begin time is defined as the first minute in a sequence of four 
minutes of steep monotonic increase in 1-8 angstrom flux. X-ray maximum is 
taken as the minute of the peak X-ray flux. X-ray end is taken as the time when 
the flux level decays to a point halfway between the maximum level and the pre- 
flare background level.
X — ray Inform. : X-ray class. This is defined in the following table.
TABLE A l.l - THE SESC X-RAY CLASSIFICATION
Classification
Peak F lu x  Range (1 -8  Angstroms) 
mks system (W m ‘ 2 ) cgs system (erg cm"5 s- 1 )
A 4> <  i ( f 7 4> <  IO"4
B 10~7 ^  <t> <  IO"6 IO"4 ^  4> <; SO"3
C IO"6 ^  ?s <  10“s 10-3 ^  $  <  10-2
M IO '5 ^  <  10~* IO"2 ^  $  <  10"1
X IO-4 ^ 10“s ^
The letter designates the order of magnitude of the peak value. Following the 
letter the measured peak value is given. For descriptive purposes, a number from
1.0 to 9.9 is appended to the letter designation. The number acts as a multiplier. 
For example, a C3.2 event indicates an X-ray burst with peak flux of
3.2 x  10” 6 Wm“ 2. Forecasts are usually issued only in terms of the broad C, M 
and X categories. Since X-ray bursts are observed as a full-Sun value, bursts 
below the X-ray background level are not discernible. The background drops to 
class A level during solar minimum; only bursts that exceed B1.0 are classified as 
X-ray events. During solar maximum the background is often at the class M level, 
and therefore class A, B or C X-ray bursts cannot be seen.
Data are from the NOAA GOES satellites, monitored in real time at SESC. Bursts 
greater than 1.2 X 10-3  V m "2 may saturate the GOES detectors. If saturation 
occurs, estimated peak flux values are reported.
Optical Information : The H-alpha class and location of associated flare. 
Importance corrected area of flare at maximum brightness.
S -  Subflare (area ^  2.0 square degrees)
1 -  Importance 1 (2.1 ^  area ^ 5 .1  square degrees)
2 - Importance 2 (5.2 <  area ^  12.4 square degrees)
3 -  Importance 3 (12.5 ^  area <  24.7 square degrees)
4 -  Importance 4 (area ^  24.8 square degrees)
Location (°Lat..°CMD) is the flare location in degrees as viewed from Earth. CMD 
stands for Central Meridian Distance. The Central Meridian is the bisector of the 
Sun’s clearly defined poles. It is thus a measure of solar longitude.
Region -  SESC-assigned region number.
Brightness is the relative maximum brightness of a flare in H-alpha.
F -  faint 
N -  normal 
B - brilliant
Peak Radio Flux : The unit peak value above pre-burst background of associated 
radio bursts at frequencies of 245 and 2695 MHz. 1 flux unit «  10“ 22 'Wm” 2Hz“ i.
Sweep Frequency Intensity : a sweep radio event associated with the energetic 
event, as follows (see Figure A l.l)
Type II: Slow drift burst 
Type HI: Fast drift burst
In tegr. F lux  : The integrated flux from start to end in W m " 2.
Fr
eq
ue
nc
y 
(M
H
z)
Type V: Brief continuum burst generally associated with Type HI bursts 
Type CTM: Long-lived dekametric continuum associated with storms of
Type IV: Broadband smooth continuum burst
Type IV bursts.
Time (Minutes of ter start of flore)
F i g u r e  A l . l  A  t y p i c a l  d y n a m i c  s p e c t r u m  t h a t  m i g h t  b e  p ro d u c e d  b y
a  l a r g e  f la r e  ( i m p o r t a n c e  2 B  o r  l a r g e r ) .
F l a r e  L i s t
This section lists all solar flares reported, including their optical importance and/or 
X-ray class. In the event of multiple reports of the same event, the following cri­
teria are used to determine which report, or combination of reports, will be used: 
quality of observation (how good the observing conditions were and whether the 
flare was observed in its entirety) and type of report (preliminary or final). The 
entries include the following information:
Begin Date : Month and day the event began.
Time iUT) : Begin, Max and End - Begin, maximum and end times of the optical
flare or X-ray if no optical flare can be correlated. If the start of the flare was not 
observed, "B" precedes the begin time, indicating that the flare started before that 
time. If the maximum was not observed, ''U1' precedes the maximum time, indicat­
ing that the flare max time is uncertain (estimated). If the end of the flare was 
not observed, an "A" precedes the end time, indicating that the flare ended after 
the time given.
X —ray Class : X-ray classification as defined in Table A l.l.
Optical Information :
Location (°Lat. °CMD) is the flare location in degrees as viewed from the Earth. 
Importance and Brightness is the importance of the optical flare, as defined in the 
Energetic Event Summary.
Region Number as assigned by SESC (left blank for unassociated X-ray events and 
for flares that occasionally occur in unasslgned regions).
W e e k l y  G e o s y n c h r o n o u s  S a t e l l i t e  E n v i r o n m e n t  S u m m a r y
The proton and electron fiuence plots are self-explanatory, as is the Hparallel 
quantity. The Kp plot is more complicated, involving the following definitions of 
geomagnetic components:
The Earth’s magnetic field vector is usually expressed in terms of X, Y and Z com­
ponents, or in terms of H, D and Z components (in either case, the Z component is 
the same). Most of the magnetometer stations that send data to SESC use the H, D 
and Z components. The geomagnetic components are related as follows,
X  is the geographic northward component
Y is the geographic eastward component
Z is the vertical component, positive downward (i.e. towards the centre of the 
Earth)
H  =  iX 2 +  Y 2)*  
D =  tan-1 (Y IX  ) (Z) is the declination angle, measured 
from the geographic north direction to 
the H  component direction, positive 
in an eastward direction)
CH is the horizontal intensity)
I  =  tan ~ K Z I H ) ( /  is the inclination or dip angle)
F  =  i X 2 +  Y 2 +  Z 2)% =  (H 2 +  Z 2)% (F  is the total intensity or total field)
In SESC use, however, the H and D components for the Boulder USGS magnetome­
ter are defined a little bit differently. The geomagnetic northward and eastward 
components are called the H and D components, respectively. The H axis direction 
is defined by the mean direction of the horizontal component of the field, and the 
D component is expressed in units of nanoteslas and is related to the direction of 
horizontal component relative to geomagnetic north by using the small angle 
approximation (sinO =  0). Thus the D component = H (the horizontal Intensity) 
multiplied by AD (the declination angle relative to geomagnetic north, expressed in 
radians).
Geomagnetic Indices
The geomagnetic K-indices are scaled by comparing the H and D traces to assumed 
"quiet day" curves for H and D. The UT day is divided into 8 3-hour periods, 
starting at 0000 UT. In each 3 hour period, the maximum deviation from the 
quiet day curve is measured for both (H and D) traces and the largest (i.e. most 
disturbed) is selected. It is then input into a quasi-logarithmic transfer function to 
yield the K-index for the period. The K-index ranges from 0 to 9 and is a
dimensionless number. The transfer function varies from station to station. Note 
that the K-index is assigned to the end of the 3 hour period, e.g. the K-index for 
0300 UT is derived from data from the period 0000 UT through 0259 UT. At any 
given station, for each index value there is an associated ak index, given by the fol­
lowing table,
K 0 1 2 3 4 5 6  7 8 9
ak 0 3 7 15 27 48 80 140 240 400
The ak indices for a particular station may be converted into units of nanoteslas 
(nT) by multiplying them by a station-specific conversion factor. The conversion 
can be found by dividing the station’s lower limit for a K=9 by 250. For example, 
at Boulder, the lower limit for a K-index of 9 is a maximum deviation of 500 nT 
and so 500/250 =  2. Therefore, a K-index of 4 has an associated ak index of 27, 
which has an equivalent amplitude of 2 7 x 2  »  54 nT.
The Ak index for a station is simply the average of the 8 ak indices for that sta­
tion for the UT day. Similarly, Op is obtained from the planetary 3-hour index, 
Kp , the differentiation being that the above definition is station specific and the 
planetary one is global. The daily equivalent planetary amplitude, Ap , is the aver­
age of eight values of ap .
Solar Indices : As mentioned previously, given as an example is a list of two 
standard solar indices as well Ap already explained above.
10.7cm Radio Fhix -  This is the 10.7 cm (2800 MHz) radio flux reported by the 
Alonquin Radio Observatory on the date indicated. Measurements are made at 
approximately 1700 UT. Values are in units of 10"22 ¥ m " 2Hz_1 and are not 
corrected for variations resulting from the eccentric orbit of the Earth around the
Sun.
Sunspot Number -  The official SESC sunspot number reported for the indicated 
date. The SESC sunspot number is computed according to the Wolf Sunspot 
Number formula R =  £ (10g  +  s') , where g is the number of sunspot groups 
(regions), s is the total number of individual spots in all the groups and k is a 
scaling factor that corrects for seeing conditions. A sunspot number of zero indi­
cates there were no visible sunspots on that date; a value of "-99" indicates that no 
observations were possible. The sunspot region information used to compute the 
daily sunspot number incorporates reports from as many as six observatories. 
These reports are used to form a composite picture of each individual region, taking 
into account such factors as the time of observation and the quality of seeing.
The pages following contain an example of the weekly bulletin as described above 
and a list of daily values of sunspot number, 10.7 cm radio flux and Ap for the 
period from October 1st, 1988 to July 16th, 1989.
Energetic Event Summary
Date Time (UT) 
Bcsin Max End
X-rav Inform. Optical Information
X-ray
Class.
Integr.
Flux
Importance
Briebtness
Location Region 
’Lat. °CMD No.
Peak Radio 
Flux
Sweep Frequency 
Intensity
245 2695 U HI TV V CTM
10 Oct 1757 1827 1904 M2.7 .050 SN S19W47 5175 170 210
12 Oct 0434 0511 0548 X2.5 .316 2N S20W66 5175 270 490
12 Oct 1207 1212 1216 Ml.4 .004
13 Oct 2026 2033 2108 Mo.4 .057 SN S20W88 5175 3900 230
1
Flare List
Optical Information
Time (UT)
Begin Date Begin Max End Class. and Brightness (°Lal.°CMD ) No.
B 0552 0553 A 0557 SF S20W 41 51751011 1328 1403 C l . 7
B1613 1613 A 1 6 1 8 C 2.8 SF S24W 37 5179
B 1615 1626 A 1635 C 2.5 SF S20W 43 5175
B 1803 1823 1853 M 2.7 SN S19W 47 5175
B 0504 0623 A 0634 SF N 18E 75 5188
B 0645 0645 A 0721 C 2.9 SN S19W 55 5175
B0718 0722 A 0 7 4 0 SF N 17E 69 5188
B 1443 1444 A 1449 SF N 16E 64 5188
B2031 2032 A 2045 C 2.0 SF S20W 58 5175
2052 2056 2100 C l .3
0414 0422 0427 C l . 8
B 0457 0502 A 0 6 1 0 X 2.5 2N S20W 66 5175
B0501 0502 A 0509 SF S28W 52 5179
B 0613 0613 A 0621 SF N 18E 55 5188
0930 0941 1011 C 2.4
1207 1212 1216 M l . 4
B 2140 2145 A 2208 SF N 26E 39 5189
0131 0134 0136 B 9.2
B 0315 0321 A 0326 SF N 21E 55 5192
B 0632 0644 A 0713 C 2.2 SF S27W 73 5179
B0748 0750 A 0 755 SF S27W 72 5179
0857 0905 0910 C l . 4
0943 0953 1002 C l . 6
B 1026 1028 A 1039 C l .5 SF S23W 77 5175
B 1036 1044 A 1048 C3.7 SF S28W 69 5179
1245 1250 1255 C l . 7
1304 1307 1310 C 1.7
B 1402 1403 A 1415 SF S27W 78 5179
B 1535 1538 A 1558 SF N 19E 40 5188
B 1616 1630 A 1 646 SF S28W 80 5179
B 1826 1827 A 1844 SF S27W 80 5179
B 2030 2034 A 2048 M 6.4 SN S20W 88 5175
2338 2341 2343 C l .2
0035 0039 0041 B 9.9
0240 0243 0246 B8.4
0405 0408 0413 B 8.6
B0854 0857 A 0 912 B 9.4 SF N 14W 24 5182
1132 1136 1140 C2.3
B 1435 1436 A 1443 SF N 14W 28 5182
B 1555 155S A 1639 C l . l SF N 14W 29 51S2
B 2002 2002 A 2010 C l . 3 SF S15W 74 5185
10 O ctober
11 O ctober
12 O ctober
13 O ctober
14 October
Protons plot is o f the five m inute average o f proton flux (protons/cm 2-sec -sr )  as m easured by 
G O E S-7 (W 75) for each  o f three energy thresholds: greater than 10, 50, and 100 M eV . The  
dashed line is a threshold level o f protons that has b een  related to spacecraft charging.
Electrons p lot is o f the five m inute average o f electron  flux (electrons/cm 2-sec -sr )  with energies 
greater than 2 M ey at G O E S-7 .
Hparallel p lot is o f the five m inute average m agnetic field com ponent in nanoteslas (nT) at 
G O E S-7 , parallel to the spin axis o f the satellite, which is parallel to the Earth’s rotation axis.
Kp plot is o f the estim ated planetary 3 -h o u r K -in d ex  derived in real tim e from m agnetom eters at 
College, Alaska; G oose Bay, N ew foundland; Loring, M aine; Boulder, Colorado; and Upper 
Heyford, England (courtesy o f the'USA'F Global W eather Central). T hese may differ from the final 
Kp values derived from a m ore extensive network of m agnetom eters.
T he data included here are those now available in real time at the SESC and are incom plete in that 
they do not include the full set o f param eters and energy ranges known to cause satellite operating 
anom alies. T he proton and electron fluxes and Kp are “global” param eters that are applicable to a 
first order approximation over large areas. Hparallel is subject to more localized phenom ena and the 
m easurem ents generally are applicable to within a few degrees of longitude o f the measuring satellite.
1B o u l d e r 10 . 7cm
S u n s p o t R a d i o
D a t e Number F l u x Ap=<
1 / 1 0 / 1 9 8 8 1 4 8 1 7 9 17
2 / 1 0 / 1 9 8 8 1 4 4 1 9 5 • 9
3 / 1 0 / 1 9 8 8 1 3 2 202 10
4 / 1 0 / 1 9 8 8 1 4 9 1 8 9 15
5 / 1 0 / 1 9 8 8 1 6 7 1 8 9 2 4
6 / 1 0 / 1 9 8 8 1 5 2 1 8 8 4 0
7 / 1 0 / 1 9 8 8 1 6 4 1 8 1 1 3
8 / 1 0 / 1 9 8 8 1 3 9 1 7 4 13
9 / 1 0 / 1 9 8 8 1 5 5 1 7 6 22
1 0 / 1 0 / 1 9 8 8 1 8 9 1 7 9 1 0 3
1 1 / 1 0 / 1 9 8 8 1 8 7 1 7 0 27
1 2 / 1 0 / 1 9 8 8 220 1 4 9 16
1 3 / 1 0 / 1 9 8 8 1 9 7 1 5 9 15
1 4 / 1 0 / 1 9 8 8 1 6 6 1 5 1 11
1 5 / 1 0 / 1 9 8 8 1 5 9 1 5 0 12
1 6 / 1 0 / 1 9 8 8 1 9 1 1 5 5 1 4
1 7 / 1 0 / 1 9 8 8 1 6 3 1 7 8 19
1 8 / 1 0 / 1 9 8 8 1 7 7 1 6 2 3 4
1 9 / 1 0 / 1 9 8 8 1 6 0 1 6 6 20
2 0 / 1 0 / 1 9 8 8 1 9 6 1 6 8 23
2 1 / 1 0 / 1 9 8 8 1 5 7 1 6 6 11
2 2 / 1 0 / 1 9 8 8 1 5 8 1 6 6 9
2 3 / 1 0 / 1 9 8 8 1 3 0 1 7 1 10
2 4 / 1 0 / 1 9 8 8 1 6 6 1 7 0 10
2 5 / 1 0 / 1 9 8 8 1 7 6 1 6 4 8
2 6 / 1 0 / 1 9 8 8 1 6 1 1 5 7 11
2 7 / 1 0 / 1 9 8 8 1 7 0 1 6 3 12
2 8 / 1 0 / 1 9 8 8 1 4 4 1 5 8 1 3
2 9 / 1 0 / 1 9 8 8 1 6 2 1 5 6 9
3 0 / 1 0 / 1 9 8 8 1 4 0 1 6 7 9
3 1 / 1 0 / 1 9 8 8 1 5 7 1 6 1 1 5
1 / 1 1 / 1 9 8 8 1 5 8 1 5 7 11
2 / 1 1 / 1 9 8 8 1 3 0 1 6 7 2 4
3 / 1 1 / 1 9 8 8 1 6 8 1 6 7 25
4 / 1 1 / 1 9 8 8 1 4 6 1 6 2 9
5 / 1 1 / 1 9 8 8 1 6 6 2 6 9 12
6 / 1 1 / 1 9 8 0 1 5 7 1 6 5 1 4
7 / 1 1 / 1 9 8 8 1 5 0 1 5 5 17
8 / 1 1 / 1 9 8 8 1 2 6 1 4 6 1 9
9 / 1 1 / 1 9 8 8 1 5 6 1 5 6 13
1 0 / 1 1 / 1 9 8 8 1 9 2 1 5 2 16
1 1 / 1 1 / 1 9 8 8 1 9 2 1 5 7 9
1 2 / 1 1 / 1 9 8 8 211 1 5 6 1 5
1 3 / 1 1 / 1 9 8 8 1 9 0 1 7 1 9
1 4 / 1 1 / 1 9 8 8 1 8 2 1 7 9 11
1 5 / 1 1 / 1 9 8 8 220 1 7 4 10
1 6 / 1 1 / 1 9 8 8 2 0 8 1 8 9 1 8
1 7 / 1 1 / 1 9 8 8 212 1 8 0 13
1 8 / 1 1 / 1 9 8 8 2 1 4 1 6 6 8
1 9 / 1 1 / 1 9 8 8 1 5 4 1 5 6 4
2 0 / 1 1 / 1 9 8 8 1 3 1 1 6 2 3
2 1 / 1 1 / 1 9 8 8 1 8 8 1 5 7 6
2 2 / 1 1 / 1 9 8 8 1 3 6 1 5 0 6
2 3 / 1 1 / 1 9 8 8 1 4 6 1 3 9 5
2 4 / 1 1 / 1 9 8 8 1 4 5 1 4 2 5
2 5 / 1 1 / 1 9 8 8 - 9 9 1 4 3 7
2 6 / 1 1 / 1 9 8 8  
2 7 / 1 1 / 1 9 8 8  
2 8 / 1 1 / 1 9 8 8  
2 9 / 1 1 / 1 9 8 8  
3 0 / 1 1 / 1 9 8 8  
1 / 1 2 / 1 9 8 8  
2 / 1 2 / 1 9 8 8  
3 / 1 2 / 1 9 8 8  
4 / 1 2 / 1 9 8 8  
5 / 1 2 / 1 9 8 8  
6 / 1 2 / 1 9 8 8  
7 / 1 2 / 1 9 8 8  
8 / 1 2 / 1 9 8 8  
9 / 1 2 / 1 9 8 8  
1 0 / 1 2 / 1 9 8 8  
1 1 / 1 2 / 1 9 8 8  
1 2 / 1 2 / 1 9 8 8  
1 3 / 1 2 / 1 9 8 8  
1 4 / 1 2 / 1 9 8 8  
1 5 / 1 2 / 1 9 8 8  
1 6 / 1 2 / 1 9 8 8  
1 7 / 1 2 / 1 9 8 8  
1 8 / 1 2 / 1 9 8 8  
1 9 / 1 2 / 1 9 8 8  
2 0 / 1 2 / 1 9 8 8  
2 1 / 1 2 / 1 9 8 8  
2 2 / 1 2 / 1 9 8 8  
2 3 / 1 2 / 1 9 8 8  
2 4 / 1 2 / 1 9 8 8  
2 5 / 1 2 / 1 9 8 8  
2 6 / 1 2 / 1 9 8 8  
2 7 / 1 2 / 1 9 8 8  
2 8 / 1 2 / 1 9 8 8  
2 9 / 1 2 / 1 9 8 8  
3 0 / 1 2 / 1 9 8 8  
3 1 / 1 2 / 1 9 8 8  
1 /  1 / 1 9 8 9  
2 /  1 / 1 9 8 9  
3 /  1 / 1 9 8 9  
4 /  1 / 1 9 8 9  
5 /  1 / 1 9 8 9  
6/  1 / 1 9 8 9  
7 /  1 / 1 9 8 9  
8/  1 / 1 9 8 9  
9 /  1 / 1 9 8 9  
1 0 /  1 / 1 9 8 9  
1 1 /  1 / 1 9 8 9  
1 2 /  1 / 1 9 8 9  
1 3 /  1 / 1 9 8 9  
1 4 /  1 / 1 9 8 9  
1 5 /  1 / 1 9 8 9  
1 6 /  1 / 1 9 8 9  
1 7 /  1 / 1 9 8 9  
1 8 /  1 / 1 9 8 9  
1 9 /  1 / 1 9 8 9  
2 0 /  1 / 1 9 8 9  
2 1 /  1 / 1 9 8 9  
2 2 /  1 / 1 9 8 9  
2 3 /  1 / 1 9 8 9  
2 4 /  1 / 1 9 8 9
1 4 2 1 8
1 4 5 11
1 4 2 10
1 4 3 9
1 4 0 29
1 5 5 10
1 5 4 17
1 5 1 18
1 4 6 11
1 6 3 6
1 6 4 6
1 6 5 6
1 6 9 6
1 7 0 6
1 6 4 11
1 8 4 15
1 8 0 12
1 8 6 20
2 1 5 13
2 1 9 10
2 3 9 21
2 5 0 33
2 5 3 23
2 4 9 20
2 5 2 7
2 5 2 12
2 5 5 11
2 4 5 7
2 2 9 6
220 20
201 23
212 20
1 7 6 15
202 1 9
1 8 0 12
1 8 2 12
1 9 2 16
202 9
1 9 8 6
21 8
2 0 9 2 8
2 0 8 10
2 4 8 9
2 6 8 18
2 5 6 1 5
2 5 1 12
2 6 9 25
2 6 6 21
2 9 1 12
2 7 4 12
2 8 2 31
2 9 9 38
2 8 1 23
2 6 9 15
2 4 9 8
2 4 7 35
3 1 6 27
212 25
2 1 9 19
221 11
72120
99
1 2 3
1 4 0
1 5 2
- 9 9
1 6 5
1 7 0
1 8 0
1 7 8
1 8 1
1 3 8
1 5 1
1 7 6
222
122
1 2 3
2 6 1
2 7 9
2 8 7
2 9 9
3 1 2
2 9 3
2 9 4
2 6 9
3 2 0
3 1 2
2 5 7
2 5 0
2 2 6
201
2 3 2
2 4 7
2 5 9
212
1 8 4
2 0 4
1 9 6
1 3 2
1 5 8
1 5 6
2 2 3
2 4 3
212
2 5 4
2 5 4
2 4 3
2 7 3
2 4 1
2 4 7
210
201
4 5 2
1 7 5
1 4 4
1 4 4
1 9 4
1 9 6
1 6 2
2 5 /  1 / 1 9 8 9  
2 6 /  1 / 1 9 8 9  
2 7 /  1 / 1 9 8 9  
2 8 /  1 / 1 9 8 9  
2 9 /  1 / 1 9 8 9  
3 0 /  1 / 1 9 8 9  
3 1 /  1 / 1 9 8 9  
1 /  2 / 1 9 8 9  
2 /  2 / 1 9 8 9  
3 /  2 / 1 9 8 9  
4 /  2 / 1 9 8 9  
5 /  2 / 1 9 8 9  
6/  2 / 1 9 8 9  
7 /  2 / 1 9 8 9  
8/  2 / 1 9 8 9  
9 /  2 / 1 9 8 9  
1 0 /  2 / 1 9 8 9  
1 0 /  2 / 1 9 8 9  
1 1 /  2 / 1 9 8 9  
1 2 /  2 / 1 9 8 9  
1 3 /  2 / 1 9 8 9  
1 4 /  2 / 1 9 8 9  
1 5 /  2 / 1 9 8 9  
1 6 /  2 / 1 9 8 9  
1 7 /  2 / 1 9 8 9  
1 8 /  2 / 1 9 8 9  
1 9 /  2 / 1 9 8 9  
2 0 /  2 / 1 9 8 9  
2 1 /  2 / 1 9 8 9  
2 2 /  2 / 1 9 8 9  
2 3 /  2 / 1 9 8 9  
2 3 /  2 / 1 9 8 9  
2 4 /  2 / 1 9 8 9  
2 5 /  2 / 1 9 8 9  
2 6 /  2 / 1 9 8 9  
2 7 /  2 / 1 9 8 9  
2 8 /  2 / 1 9 8 9  
1 /  3 / 1 9 8 9  
2 /  3 / 1 9 8 9  
3 /  3 / 1 9 8 9  
4 /  3 / 1 9 8 9  
5 /  3 / 1 9 8 9  
6/  3 / 1 9 8 9  
7 /  3 / 1 9 8 9  
8/  3 / 1 9 8 9  
9 /  3 / 1 9 8 9  
1 0 /  3 / 1 9 8 9  
1 1 /  3 / 1 9 8 9  
1 2 /  3 / 1 9 8 9  
1 3 /  3 / 1 9 8 9  
1 4 /  3 / 1 9 8 9  
1 5 /  3 / 1 9 8 9  
1 6 /  3 / 1 9 8 9  
1 7 /  3 / 1 9 8 9  
1 8 /  3 / 1 9 8 9  
1 9 /  3 / 1 9 8 9  
2 0 /  3 / 1 9 8 9  
2 0 /  3 / 1 9 8 9  
2 1 /  3 / 1 9 8 9  
2 2 /  3 / 1 9 8 9
2 3 4 12
211 11
2 3 0 1 3
2 1 7 15
2 0 9 12
1 9 3 1 4
1 9 5 29
1 8 9 27
1 7 5 21
1 9 7 3 4
1 9 2 23
201 20
2 1 6 2 4
2 1 8 23
2 4 8 12
2 7 7 19
2 7 9 1 4
2 7 9 1 4
2 6 4 11
2 6 3 12
2 6 8 1 9
2 5 8 15
2 4 1 1 4
2 4 0 17
2 3 9 7
2 1 4 11
2 1 6 9
210 19
222 12
2 1 8 1 3
222 - 9 9
222 7
221 9
211 8
200 6
1 7 3 7
1 6 7 12
1 7 0 - 9 9
- 9 9 25
1 7 3 35
1 6 6 13
1 8 5 28
212 22
210 18
2 0 6 19
2 3 0 32
2 1 6 20
2 4 6 18
2 4 9 22
2 5 6 1 6 9
2 7 0 1 1 9
2 5 2 4 5
- 9 9 37
2 4 2 36
2 3 7 18
2 3 0 38
210 - 9 9
210 16
2 2 7 21
220 36
2 1 5
1 8 5
2 1 3
1 9 9
220
1 8 9
2 1 9
1 6 0
200
2 3 4
2 0 9
1 7 8
1 4 6
1 6 3
1 9 4
1 9 4
2 5 3
2 5 3
2 8 1
2 8 8
2 5 4
2 9 2
2 2 4
2 2 9
2 3 9
1 9 7
1 9 0
2 3 0
1 9 0
1 6 7
1 6 2
1 6 2
2 3 0
2 4 4
2 1 9
1 8 7
1 5 4
1 8 7
1 7 4
1 5 5
1 2 5
1 1 6
1 5 0
1 1 9
1 4 7
1 8 1
212
2 0 3
1 9 7
1 2 4
222
2 6 2
2 5 3
2 5 3
1 2 4
2 3 0
211
211
1 9 1
1 8 7
2 3 /  3 / 1 9 8 9  
2 4 /  3 / 1 9 8 9  
2 5 /  3 / 1 9 8 9  
2 6 /  3 / 1 9 8 9  
2 7 /  3 / 1 9 8 9  
2 8 /  3 / 1 9 8 9  
2 9 /  3 / 1 9 8 9  
3 0 /  3 / 1 9 8 9  
3 1 /  3 / 1 9 8 9  
1 /  4 / 1 9 8 9  
2 /  4 / 1 9 8 9  
3 /  4 / 1 9 8 9  
4 /  4 / 1 9 8 9  
5 /  4 / 1 9 8 9  
6/  4 / 1 9 8 9  
7 /  4 / 1 9 8 9  
8/  4 / 1 9 8 9  
9 /  4 / 1 9 8 9  
1 0 /  4 / 1 9 8 9  
1 1 /  4 / 1 9 8 9  
1 2 /  4 / 1 9 8 9  
1 3 /  4 / 1 9 8 9  
1 4 /  4 / 1 9 8 9  
1 5 /  4 / 1 9 8 9  
1 6 /  4 / 1 9 8 9  
1 7 /  4 / 1 9 8 9  
1 8 /  4 / 1 9 8 9  
1 9 /  4 / 1 9 8 9  
2 0 /  4 / 1 9 8 9  
2 1 /  4 / 1 9 8 9  
2 2 /  4 / 1 9 8 9  
2 3 /  4 / 1 9 8 9  
2 4 /  4 / 1 9 8 9  
2 5 /  4 / 1 9 8 9  
2 6 /  4 / 1 9 8 9  
2 7 /  4 / 1 9 8 9  
2 8 /  4 / 1 9 8 9  
2 9 /  4 / 1 9 8 9  
3 0 /  4 / 1 9 8 9  
1 /  5 / 1 9 8 9  
2 /  5 / 1 9 8 9  
3 /  5 / 1 9 8 9  
4 /  5 / 1 9 8 9  
5 /  5 / 1 9 8 9  
6/  5 / 1 9 8 9  
7 /  5 / 1 9 8 9  
8/  5 / 1 9 8 9  
9 /  5 / 1 9 8 9  
1 0 /  5 / 1 9 8 9  
1 1 /  5 / 1 9 8 9  
1 2 /  5 / 1 9 8 9  
1 3 /  5 / 1 9 8 9  
1 4 /  5 / 1 9 8 9  
1 5 /  5 / 1 9 8 9  
1 6 /  5 / 1 9 8 9  
1 7 /  5 / 1 9 8 9  
1 8 /  5 / 1 9 8 9  
1 9 /  5 / 1 9 8 9  
2 0 /  5 / 1 9 8 9  
2 1 /  5 / 1 9 8 9
2 1 6 28
2 1 7 21
1 8 9 17
1 6 8 1 7
1 6 4 3 0
1 5 8 30
1 5 8 5 4
1 6 0 4 2
1 7 0 4 5
1 7 6 38
1 8 4 26
1 9 1 19
1 8 6 4 2
1 9 3 39
1 9 8 16
200 3 0
2 0 4 27
1 9 1 17
1 7 9 9
1 8 1 1 4
1 8 0 9
1 8 5 18
1 9 6 2 5
1 9 8 3 0
2 0 5 1 7
2 0 5 13
202 11
2 0 6 9
1 8 9 1 4
1 9 3 8
1 8 5 8
1 9 3 18
1 8 7 9
1 7 7 28
1 7 3 - 9 9
- 9 9 4 4
1 7 9 37
1 8 4 3 1
1 7 5 2 4
1 7 8 12
1 8 1 22
1 8 6 1 4
1 9 6 19
1 9 1 4 0
1 9 4 19
200 4 5
2 0 8 10
2 0 3 10
2 0 7 8
200 7
1 9 5 17
1 9 4 9
1 9 0 12
1 9 2 1 4
1 8 6 9
1 8 1 12
1 8 3 9
1 8 4 10
1 9 8 16
2 1 3 11
2 1 9
1 9 0
1 7 8
1 6 5
1 4 0
121
1 2 9
82
1 2 7
1 7 0
1 7 8
1 9 8
1 9 3
1 1 6
1 9 1
2 0 9
2 3 0
1 9 5
1 5 3
1 5 0110
9 4
1 2 8
1 6 6
1 7 8
1 9 4
1 7 0200
2 2 5201
211
1 6 9
1 6 7
1 7 8
1 7 1
1 8 1
1 5 7
1 5 0
1 3 4
1 6 0
1 7 7
1 2 9
1 4 9
1 3 1
1 5 1
212
2 5 4
1 9 6
2 1 6
1 7 8
- 9 9
1 2 7
1 8 1
222
2 3 1
3 2 1
2 4 2
2 7 9
3 0 3
2 4 2
2 2 /  5 / 1 9 8 9  
2 3 /  5 / 1 9 8 9  
2 4 /  5 / 1 9 8 9  
2 5 /  5 / 1 9 8 9  
2 6 /  5 / 1 9 8 9  
2 7 /  5 / 1 9 8 9  
2 8 /  5 / 1 9 8 9  
2 9 /  5 / 1 9 8 9  
3 0 /  5 / 1 9 8 9  
3 1 /  5 / 1 9 8 9  
1 /  6 / 1 9 8 9  
2 /  6 / 1 9 8 9  
3 /  6 / 1 9 8 9  
4 /  6 / 1 9 8 9  
5 /  6 / 1 9 8 9  
6/  6 / 1 9 8 9  
7 /  6 / 1 9 8 9  
8/  6 / 1 9 8 9  
9 /  6 / 1 9 8 9  
1 0 /  6 / 1 9 8 9  
1 1 /  6 / 1 9 8 9  
1 2 /  6 / 1 9 8 9  
1 3 /  6 / 1 9 8 9  
1 4 /  6 / 1 9 8 9  
1 5 /  6 / 1 9 8 9  
1 6 /  6 / 1 9 8 9  
1 7 /  6 / 1 9 8 9  
1 8 /  6 / 1 9 8 9  
1 9 /  6 / 1 9 8 9  
2 0 /  6 / 1 9 8 9  
2 1 /  6 / 1 9 8 9  
2 2 /  6 / 1 9 8 9  
2 3 /  6 / 1 9 8 9  
2 4 /  6 / 1 9 8 9  
2 5 /  6 / 1 9 8 9  
2 6 /  6 / 1 9 8 9  
2 7 /  6 / 1 9 8 9  
2 8 /  6 / 1 9 8 9  
2 9 /  6 / 1 9 8 9  
3 0 /  6 / 1 9 8 9  
1 /  7 / 1 9 8 9  
2 /  7 / 1 9 8 9  
3 /  7 / 1 9 8 9  
4 /  7 / 1 9 8 9  
5 /  7 / 1 9 8 9  
6/  7 / 1 9 8 9  
7 /  7 / 1 9 8 9  
8/  7 / 1 9 8 9  
9 /  7 / 1 9 8 9  
1 0 /  7 / 1 9 8 9  
1 1 /  7 / 1 9 8 9  
1 2 /  7 / 1 9 8 9  
1 3 /  7 / 1 9 8 9  
1 4 /  7 / 1 9 8 9  
1 5 /  7 / 1 9 8 9  
1 6 /  7 / 1 9 8 9
1 9 9 1 4
2 0 6 31
202 56
1 9 8 27
1 8 4 19
1 7 1 2 4
1 6 9 17
1 7 1 18
1 7 9 15
1 8 9 16
1 9 2 15
202 20
200 20
2 1 8 18
2 0 9 12
211 1 4
201 35
2 1 8 20
2 3 6 28
2 6 6 64
2 6 6 22
2 8 4 19
3 0 9 17
3 1 4 4 0
3 2 7 37
3 2 1 16
2 8 8 9
2 6 0 9
2 5 8 1 4
2 4 4 2 4
2 3 6 8
2 2 5 9
2 3 0 9
2 1 9 12
2 1 3 11
2 2 7 11
2 2 3 9
2 2 5 10
2 1 6 2 3
2 1 3 1 6
1 9 9 23
1 8 9 10
1 9 1 7
1 8 4 7
1 8 1 1 4
1 8 9 1 6
1 8 6 11
1 8 3 6
1 8 5 9
1 7 7 1 4
1 8 6 7
1 8 4 6
1 8 1 10
1 7 9 8
1 8 1 10
1 7 9 6
2 3 0
2 7 0
2 9 1
2 5 1
2 2 4
- 9 9
- 9 9
200
2 1 3
1 4 9
220
2 3 5
2 1 8
2 3 2
2 6 4
1 8 8
2 1 8
2 4 5
2 8 0
3 0 0
3 3 5
2 8 7
3 8 6
3 4 5
3 8 7
4 0 1
3 5 8
3 2 6
3 4 0
3 2 2
2 8 7
2 8 4
3 2 0
3 4 0
3 2 3
3 6 0
3 3 8
2 8 0
2 8 9
211
1 9 9
2 2 7
1 8 4
1 8 6
1 5 6
1 9 0
2 2 5
2 0 6
1 5 2
2 1 5
2 0 5
1 8 8
1 7 8
1 5 7
1 5 2
1 6 4
APPENDIX TWO - FURTHER SOLAR ACTIVITY
CORRELATIONS
This appendix contains some plots of SEUs versus certain of the quantities defined 
in Appendix One. The plots have little direct relevance to the study and are repro­
duced here for the sake of completeness. Figures A2.1a to A2.2b are correlations of 
the OBC SEU count against the two data sets of the last few pages. Figures A2.3a 
and A2.3b show a comparison of energetic events with other solar activity 
phemomena. Figures A2.4a to A2.6e are correlations of SEU counts in the DCE 
with sunspot number, 10.7 cm radio flux and planetary index, Kp , for both 
hardware and software methods. Figure A2.7 is a simple comparison of the 
number of upsets detected via each method. The whole data collection periods are 
covered.
On the next page are some statistical correlations of the same data as the above- 
mentioned plots which are in addition to those in Chapter Seven. They also cover 
the entire data collection period.
OBC-Data Statistical Correlations
Correlation Coefficient
Sunspot Number vs. 10.7cm Radio Flux 
Sunspot Number vs. Geo. Index, Ap 
Sunspot Number vs. Energetic Events 
Sunspot Number vs. SEUs
Ap vs. 10.7cm Radio Flux 
Ap vs. Energetic Events 
Ap vs. SEUs
10.7cm Radio Flux vs. Energetic Events 
10.7cm Radio Flux vs. SEUs
0.548
-0.017
0.214
-0.076
0.125
0.167
0.062
0.234
-0.129
DCE-Data Statistical Correlations
Correlation Coefficient
SEUs (hardware) vs. Kp 
SEUs (hardware) vs. Ap 
SEUs (hardware) vs. Sunspot No. 
SEUs (hardware) vs. 10.7cm flux
SEUs (software) vs. Kp 
SEUs (software) vs. Ap 
SEUs (software) vs. Sunspot No. 
SEUs (software) vs. 10.7cm flux
-0.038
-0.043
-0.025
-0.028
0.035
-0.002
-0,018
-0.021
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Figure AP2.1a Comparison of SEUs to Solar Activity, 1988
Gregorian Date (01/10/88 to 31/12/88) xlO4
Figure AP2.lb Comparison of SEUs to Solar Activity, 1989
Gregorian Date (01/01/89 to 16/07/89) xlO4
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Figure AP2.2a Comparison of SEUs to Solar Activity, 1988
Gregorian Date (01/10/88 to 31/12/88) xlO4
Gregorian Date (01/01/89 to 16/07/89) xlO4
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Figure AP2,3a Energetic Events vs. Solar Activity, 1988
Gregorian Date (01/10/88 to 31/12/88) xlO4
Figure AP2.3b Energetic Events vs. Solar Activity, 1989
Gregorian Date (01/01/89 to 16/07/89) xlO4
Figure AP2.4a Comparison of Solar Activity to Hardware Detected SEUs, 1967
Gregorian Date (19/11/67 to 31/12/87) xlO4
Figure AP2.4b Comparison of Solar Activity to Hardware Detected SEUs, 1988
Gregorian Date (01/01/88 to 31/05/88) xl0+
Figure AP2.4C Comparison of Solar Activity to Hardware Detected SEUs, 1988
Gregorian Date (01/06/88 to 08/11/88) xlO*
Figure AP2.4d Comparison of Software Detected SEUs to Solar Activity, 1988
Gregorian Date (07/07/88 to 08/11/88) xlO4
Figure AP2.4e Software and Hardware Detected SEUs vs. Solar Activity
Gregorian Date (07/07/88 to 08/11/88) xlO4
Figure AP2.5a Comparison of Solar Activity to Hardware Detected SEUs, 1987
Gregorian Date (19/11/87 to 31/12/87) x!0+
Figure AP2.5b Comparison of Solar Activity to Hardware Detected SEUs, 1988 
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Figure AP2.5C Comparison of Solar Activity to Hardware Detected SEUs, 1938
Gregorian Date (01/06/88 to 08/11/88) XI0+
Figure AP2.5d Comparison of Software Detected SEUs to Solar Activity, 1988
Gregorian Date (07/07/88 to 08/11/88) xlO4
Figure AP2.5e Software and Hardware Detected SEUs vs. Solar Activity
Gregorian Date (07/07/88 to 08/11/88) xlO4
Figure AP2.6a Comparison of Geomagnetic Activity to Hardware Detected SEUs, 1987
Gregorian Date (19/11/87 to 31/12/87) xiO4
Figure AP2.6b Comparison of Geomagnetic Activity to Hardware Detected SEUs, 1988
Gregorian Date (01/01/88 to 31/05/88) xlO4
Figure AP2.6c Comparison of Geomagnetic Activity to Hardware Detected SEUs, 1988
Gregorian Date (01/06/88 to 08/11/88) xlO4
Figure AP2.6d Comparison of Software Detected SEUs to Geomagnetic Activity, 1988
Gregorian Date (07/07/88 to 08/11/88) xlO4 •
Gregorian Date (07/07/88 to 08/11/88) xlO4
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Figure AP2.7 Comparison of Software Detected SEUs to Hardware Detected SEUs
Gregorian Date (07/07/88 to 08/11/88) xlO4
APPENDIX THREE
Reproduction of the first three pages of the TMS Databook Applications Brief, to 
establish the existence of multiple upsets with reference to the internal topology of 
the TMS4416 dynamic RAM.
APRIL 1 9 8 2
TMS 4 4 1 6  INTERNAL TOPOLOGY
The TMS 441 6 1 6K <4 ORAM internal topology very closely resembles that of the TMS 4 1‘64 64K x 1 ORAM. 
Within the TMS 4 1 64, the six highest order latched internal column addresses select one of 64 sense amplifier 
banks which activate four adjacent cells within the selected row. The data to or from these cells is carried along 
four l.'O lines to a 4-line to 1-line multiplexer. The tw.o lowest oraer latched internal column address bits select 
which of the four I 0 lines is to be activated. The TMS 4416 differs from the TMS 4164 in that the TMS 4416 
has no multiplexer circuitry on the data I/O lines. Insteao ail four tines are buffered and brought out to external 
pms. The fact that data is presented in 4-bit wide woras must se taken into consideration when developing cell 
pattern sensitivity test algorithms. Presented here are the true binary weighting of the address lines, a bit map of 
the array showing cell topology, an algorithm for fincing "near" and "nearest” neignbor cells, and circuit for 
compensating for internal data inversion.
Tabie 1 shows the true adaress bit significance for tre "VS 44’ 6 This .nformation can be used in conjunction 
with r;gure 1c to write various data patterns to the array.
TABLE 1 - TMS 4 4 1 6  ADORESS 31T SIGNIFICANCE
R O W PACKAGE COLUMN
INTERNAL BINARY PIN PIN BINARY INTERNAL
ADORESS WEIGHT NAME NUMBER’ V.'EIGHT ADORESS
RA 7  ^14. ' A 7 1 0
RA 6 2 6 A 6 6 2 5 C A 5
R A 5 2 5 A 5 *tt 2 4 C A 4
RA 4 2 4 A 4 S 2 3 C A 3
RA 3 2 3 A 3 2 2 C A 2
RA 2 2-2 A 2 * 4 2 1 CA 1
R A 1 2 1 Al " 3 ' 2 0 CAO
RAO 2 0 AO * 4
Figure 1 depicts step-by-step magnification of the TMS 44 1 6 from a view of the entire package to a closeup of 
the array topology. The cells are arranged so as to maximize the cell size within the available area. A portion of 
the cell layout is shown in Figure 1d, with the address of each cell labeled as iR, CD) where R is tne internal row 
address, and CD is the internal column:dataoit acdress * Ce:is that surround anv one given cell are called 
neignoormg cells or neighbors, and are ccns-ce'ed ne'e 'or tre-r cegree of influence.
Note mat me coiumr, cataou accesses are not same as me cov:-i accesses cut 'ame' -ncrement *our times (aster to convert *rom col- 
umn-oataui: conmr aooress simpi¥ Cviae me column ca:ao>! access tty ‘ov anc men aac one to tne :erramaer Tne -esuiting quotient >s \
me column aoaress anc me 'emamoe' oius one ,s me aataoit
18-PIN PLASTIC AND CERAMIC 
DUAL-IN-LINE PACKAGES (TOP VIEWl
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FIGURE 1C-TMS 4416 ARRAY BIT MAP FIGURE 1D-UPPER AND LOWER ARRAY 
CELL TOPOLOGY
Figure 1 A shows the chip pinout. Figure 1 B is a closeup of the array. Figure 1 C shows the bit map for the rows 
and columns, and Figure 1 D is a closeup of the cell topology in the array.
There are two types of neighbors -  near and nearest. Nearest cells are adjacent to a given cell and are not 
separated by any silicon processing from that cell. For this reason, nearest neighbors have the greatest influence. 
Near neighbors are adjacent to but separated by the bit line diffusion from a given cell. Near neighbors have a 
lesser degree of influence on a given cell than do nearest neighbors.
The algorithm for finding near and nearest neighbors is given below:
Let IR. C01 represent any celt location where R = row address and CD = column/data bit address.
If row and column addresses are either both even or both odd:
Nearest Neighbors
Near Neighbors
Row Address <7Fh Row Address >80h
R- 2 CD + 1 R~2 CD-1R + 0 CD + 1 R + 0 CD-1
R- 2 CD + 0 R-2 CD + 0
R + 2 CD + O R + 2 CD +0
R - 1 CD + 2 R - 1 CD - 2
If row and column addresses are neither both even nor both odd:
Row Address <7 Row Address >80h
Nearest Neighbors
RrO CD-I RtO CD+1
Rr2 CD-I R+2 CD+1
Near Neighbors
R-2 CD+O R-2 CD+OR + 2 CD t 0 R + 2 CD + O
R + 1 CD-2 R + 1 CD + 2
Note that the algorithm changes for each half of the array due to the fact that the top half is laid out as the mirror 
image of the bottom half. Data in the top half of the array (as shown in Figure 1C) is stored in inverted form 
(absence of charge = 1). while data in the lower half is stored in true form (charge = 1). Therefore, row address bit seven is the bit which selects between true and inverted array. This may be transformed using the circuit shown in Figure 2 to compensate for this internal data inversion.
