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ABSTRACT  
Contemporary methods for dynamic security assessment (DSA) mainly re-
ly on time domain simulations to explore the influence of large disturbances in a 
power system. These methods are computationally intensive especially when the 
system operating point changes continually. The trajectory sensitivity method, 
when implemented and utilized as a complement to the existing DSA time domain 
simulation routine, can provide valuable insights into the system variation in re-
sponse to system parameter changes. 
The implementation of the trajectory sensitivity analysis is based on an 
open source power system analysis toolbox called PSAT. Eight categories of sen-
sitivity elements have been implemented and tested. The accuracy assessment of 
the implementation demonstrates the validity of both the theory and the imple-
mentation. 
The computational burden introduced by the additional sensitivity equa-
tions is relieved by two innovative methods: one is by employing a cluster to per-
form the sensitivity calculations in parallel; the other one is by developing a mod-
ified very dishonest Newton method in conjunction with the latest sparse matrix 
processing technology. 
The relation between the linear approximation accuracy and the perturba-
tion size is also studied numerically. It is found that there is a fixed connection 
between the linear approximation accuracy and the perturbation size. Therefore 
this finding can serve as a general application guide to evaluate the accuracy of 
the linear approximation. 
  ii 
The applicability of the trajectory sensitivity approach to a large realistic 
network has been demonstrated in detail. This research work applies the trajectory 
sensitivity analysis method to the Western Electricity Coordinating Council 
(WECC) system. Several typical power system dynamic security problems, in-
cluding the transient angle stability problem, the voltage stability problem consid-
ering load modeling uncertainty and the transient stability constrained interface 
real power flow limit calculation, have been addressed. Besides, a method based 
on the trajectory sensitivity approach and the model predictive control has been 
developed for determination of under frequency load shedding strategy for real 
time stability assessment. These applications have shown the great efficacy and 
accuracy of the trajectory sensitivity method in handling these traditional power 
system stability problems. 
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Chapter 1  
INTRODUCTION 
1.1 Background 
Existing dynamic security assessment (DSA) tools rely heavily on time-
domain simulation to explore the influence of large disturbances on a power sys-
tem. Currently DSA simulation engines, using time-domain simulation can pro-
vide significant amount of information about the dynamic behavior of the system 
under large disturbances. However, these engines have the following short-
comings, 
 For a given specified operating condition and contingency scenario several 
time-domain simulations must be run to ascertain a particular stability limit 
 When the operating condition, such as the network topology, generation, load 
or control parameters change within a short time, the derivation of the stability 
limits is computationally burdensome 
 Does not provide a quantitative index of the underlying parametric influence 
on system response 
 The accuracy of analysis on a power system depends on the accurate modeling 
of each component of a power system. In order to account for the uncertainty 
of parametric values, several time-domain simulations must be run, which is 
very time consuming and computationally burdensome. 
The trajectory sensitivity method is an effective solution to address these 
drawbacks and can complement the traditional time-domain simulation approach. 
The concepts of trajectory sensitivity method are well established in [1] - [5]. The 
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most attractive advantage of the trajectory sensitivity approach is that it can pro-
vide some valuable insights into system responses due to parameter changes with-
in a very short time at the expense of only a negligible amount of extra computa-
tional burden. Detailed descriptions regarding the trajectory sensitivity analysis 
are provided in Chapter 2. 
1.2 Literature Review 
The mathematical introduction to the trajectory sensitivity analysis in dif-
ferential algebraic systems was first fully described by [1] - [5]. Then M. J. Lau-
fenberg, M. A. Pai, I. A. Hiskens and other scholars applied this method to the 
field of power systems [6] - [12]. In [6] and [7], the basic theory is introduced and 
simple examples are given to demonstrate the application of this new method to 
dynamic security assessment. In [8], some results obtained from the trajectory 
sensitivity method are compared with the actual recorded data. In [9] the author 
discusses the application of trajectory sensitivity to hybrid systems. In [10], appli-
cations of the trajectory sensitivity method in system approximation and uncer-
tainty research are presented. In [12], trajectory sensitivity is utilized for system 
stability boundary uncertainty analysis to quantify the influence of system model 
uncertainty on dynamic security assessment. 
In [13], trajectory sensitivity is used to analyze the Nordel power grid dis-
turbance of January 1, 1997. The voltage and machine angle plots approximated 
by using the trajectory sensitivity method are consistent with actual recorded data. 
The results also show the efficacy of the trajectory sensitivity method in evaluat-
ing the influence of various system parameters on the response of the system un-
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der a large disturbance. In [14], a detailed discussion of trajectory sensitivity as a 
tool for dynamic security assessment is presented. The trajectory sensitivity 
method is also used for the identification of dynamic models, such as exciters and 
PSSs. In [15], by using the trajectory sensitivity method, some information on the 
selection of exciter models and the parameters to be identified, and the appropri-
ateness of the test condition are provided directly in the sensitivity matrix. In [16], 
trajectory sensitivity is used for PSS design. In [17], trajectory sensitivity is ap-
plied to dynamic VAr planning for voltage stability in a large power system. Tra-
jectory sensitivity is also used in generation rescheduling [18], with the sensitivity 
calculated along the time domain, the selection of the rescheduling choices and 
the amount of generation that need to be rescheduled are directly calculated. In 
[20], the trajectory sensitivity analysis is applied to develop a voltage emergency 
control approach, which has a predictive feature and the system can be stabilized 
in the early stages after a disturbance by employing only necessary control. The 
potential applications of trajectory sensitivity in power system are summarized in 
[21]. Other applications are discussed in [22] - [28]. 
1.3 Motivation for the Effort 
From the literature survey described above it can be seen that the trajecto-
ry sensitivity method has been mathematically proven to be an effective tool to 
complement the traditional time domain simulation tools. However, there are 
some important issues that need to be addressed before applications to realistic 
large power systems can be developed. This dissertation focuses on addressing the 
following problems, 
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1. Implementation of various control parameter variations in the trajectory sensi-
tivity approach 
In a power system, there are a large number of control parameters that are 
aimed at different kinds of control actions. During this research effort, eight dif-
ferent categories of control parameter sensitivities are implemented and tested. 
This implementation shows the potential applicability of the trajectory sensitivity 
method to commercial tools that are widely used in the electric power industry. 
2. Computational burden reduction 
In the formulation of the trajectory sensitivity approach an extra set of 
sensitivity equations is augmented to the existing system of differential algebraic 
equations in time domain simulation for every parameter change. As a result the 
computational burden increases, especially when a large number of parameter 
sensitivities are calculated. Therefore, the reduction of this computational burden 
becomes an important issue to be addressed. In this research work, two methods 
have been developed for this purpose 
Firstly, a high performance cluster based parallel computing platform has 
been adopted. Using this platform, various types of sensitivity calculations can be 
conducted in parallel on the fast computers equipped with high speed cores and 
large amount of memory.  
Also, a state-of-the-art technique in sparse matrix processing is utilized in 
the research effort. A package called UMFPACK [62], which is a mature tool for 
sparse matrix processing, has been adopted in the research. Based on this pack-
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age, a modified very dishonest Newton method has been developed to speed up 
the calculation process. 
3. Linear sensitivity approximation accuracy assessment 
The main principle of applying the trajectory sensitivity method is based 
on linear approximation. However, there is no quantitative criterion relating the 
parameter change size and the approximation accuracy. This research effort also 
addresses this problem. When the perturbation size varies, it is critical to ascertain 
the accuracy of the trajectory approximation. A technique to characterize the error 
and quantify it is developed. 
4. Applicability to various power system problems  
Most present research efforts and publications focus on the analytical de-
velopment of the method. However, very few of these efforts have applied the 
method to realistic large test systems. To test the applicability of the proposed 
method, several different typical power system stability problems have been stud-
ied by applying the trajectory sensitivity analysis method to a large WECC system 
model. The results demonstrate the potential of this method. 
1.4 Dissertation Organization 
This dissertation is structured as follows,  
 In Chapter 1, related background, literature review, and motivation of the re-
search are presented 
 In Chapter 2, the detailed descriptions of trajectory sensitivity, including the 
formulation of sensitivity equations, the solutions of the augmented DAEs, the 
main computational effort and the application principle are presented 
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 In Chapter 3, the implementation of the various sensitivity element calcula-
tions and efforts to speed up the computation process are introduced 
 In Chapter 4, the accuracy of the implementation is verified by comparing the 
approximated variable plot obtained using the trajectory sensitivity approach 
with the actual perturbed plot obtained by running time domain simulation for 
the changed condition 
 In Chapter 5, the relation between linear approximation accuracy and the per-
turbation size is studied  
 In Chapter 6, an application of the proposed trajectory sensitivity based gener-
ation rescheduling preventive control to the transient angle stability problem is 
demonstrated 
 In Chapter 7, another application demonstrates the application of the trajecto-
ry sensitivity analysis approach to the voltage stability problem considering 
load modeling uncertainties 
 In Chapter 8, transient stability constrained interface real power flow limit 
calculation is tackled using the proposed method 
 In Chapter 9, a method based on the trajectory sensitivity approach and the 
model predictive control is developed for emergency frequency control  
 Conclusions, contributions and future work are presented in Chapter 10. 
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Chapter 2  
TRAJECTORY SENSITIVITY 
2.1 System Description 
In a conventional time domain transient stability analysis program, a pow-
er system is represented by the following set of nonlinear differential-algebraic 
equations (DAEs) 
  , ,x F x y    (2.1) 
 0 ( , , )G x y    (2.2) 
where 
x = vector of state variables 
y = vector of network variables 
λ = vector of parameters that are subjected to change. 
λ is a parameter characterizing for example, load, generation, transmission 
line impedance or generator bus initial voltage levels, which is expected to change 
and affect the operating boundary imposed by dynamic constraints. To account 
for these changes on the operating boundary, (2.1) which is a set of nonlinear dif-
ferential equations and (2.2) which is a set of nonlinear algebraic equations are 
augmented with the following set of equations (2.3) and (2.4): 
 
i
FVFUF
F
U iyix
i
i 




   (2.3) 
 
i
GVGUG
G
iyix
i





0   (2.4) 
where 
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i
i
x
U


 : Vector of the partial derivatives of x with respect to (w.r.t) λi 
i
i
y
V


 : Vector of the partial derivatives of y w.r.t λi 
x
F
Fx


 : Vector of the partial derivatives of F w.r.t x 
y
F
Fy


 : Vector of the partial derivatives of F w.r.t y 
x
G
Gx


 : Vector of the partial derivatives of G w.r.t x 
y
G
Gy


 : Vector of the partial derivatives of G w.r.t y 
id
dF
F
i 
  : Vector of the derivatives of F w.r.t λi 
id
dG
G
i 
  : Vector of the derivatives of G w.r.t λi. 
Equation (2.3) is a set of linear differential equations and is referred to as 
the sensitivity dynamical equations, and (2.4) is the associated set of linear alge-
braic equations for the solution of the network variables sensitivities with respect 
to the changing parameters. The set of equations (2.3) and (2.4) are referred to as 
sensitivity equations. For every parameter which changes, the system equations 
(2.1) and (2.2) will have to be augmented with a set of sensitivity equations corre-
sponding to (2.3) and (2.4) respectively, which can be solved simultaneously with 
(2.1) and (2.2) as the time domain trajectory evolves. It is noted that when the pa-
rameter change is made to the pre-fault condition, it will also change the pre-fault 
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stable equilibrium. The steps that are needed to account for this change and suita-
bly set up (2.3) and (2.4) under this condition are introduced in [11]. Discrete 
events are not considered in this research work and they are discussed in details in 
[9]. 
2.2 Solutions to the DAEs 
An implicit method, such as the trapezoidal method, is recommended for 
the solution of (2.1) and (2.2) for the reason that implicit methods provide the 
needed Jacobian matrices which are used to solve the trajectory sensitivity equa-
tions (2.3) and (2.4). The Jacobian matrix J has the following form, 
 
1 2
3 4
x y
x y
F FJ J
J
G GJ J
  
    
   
  (2.5) 
assuming that the trapezoidal implicit method is used in the time domain simula-
tion program, the process of solving the set of sensitivity equations (2.3) and (2.4) 
is performed as follows, 
First these two equations are rewritten here for the sake of convenience 
 ),,( 

 VUFFVFUF
F
U
iiyix
i
i



    (2.6) 
 ),,(0 

 VUGGVGUG
G
iiyix
i



   (2.7) 
applying trapezoidal rule to (2.6) 
  ),,(),,(
2
111  nnnnnn VUFVUF
t
UU 

    (2.8) 
let 
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  ),,(),,(
2
),,( 11111  nnnnnnnnnew VUFVUF
t
UUVUF 

    (2.9) 
and 
 )(1)(1)(11 ),,( nnnynnxnnnew GVGUGVUG      (2.10) 
at solution 
 0),,( 11  nnnew VUF   (2.11) 
 0),,( 11  nnnew VUG   (2.12) 
Based on this, the differential equations are transformed into iterative al-
gebraic equations. Newton’s method is then applied to solve (2.11) and (2.12). 
The iteration formula is as follows, 
 




































k
n
k
n
k
n
k
n
k
n
k
n
V
U
V
U
V
U
1
1
1
1
1
1
1
1
  (2.13) 
The following equations are solved to obtain ∆Ukn+1 and ∆V
k
n+1, 
 











































k
n
k
n
newnew
newnew
k
n
k
nnew
k
n
k
nnew
V
U
V
G
U
G
V
F
U
F
VUG
VUF
1
1
11
11
),,(
),,(


  (2.14) 
where 
x
new F
t
U
F
2
1




, y
new F
t
V
F
2




, x
new G
U
G



, y
new G
V
G



. 
Fx, Fy, Gx and Gy are the Jacobian matrices that are evaluated for solving 
(2.1) ~ (2.2) by an implicit method, evaluated at x=x
k
n+1 and y=y
k
n+1. Now ∆U
k
n+1 
and ∆Vkn+1 can be obtained from (2.14), then ∆U
k+1
n+1 and ∆V
k+1
n+1 are obtained 
from (2.13). 
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2.3 Main Computational Effort 
As mentioned above, in (2.14) Fx, Fy, Gx and Gy are the byproducts of the 
traditional time domain simulation routine when an implicit integration method is 
used to solve the system of DAEs. The main computational effort to evaluate the 
trajectory sensitivity is then to compute and update the vectors of Fλ or Gλ accord-
ing to different types of sensitivity elements at every step of the computation. It is 
noted that normally Fλ or Gλ are very sparse. This characteristic greatly reduces 
the computational burden. If Fλ or Gλ are not constant when time evolves, then 
they should be updated at every computation step. For different types of sensitivi-
ty element calculation, Fλ or Gλ should be formulated accordingly. This is the 
main implementation and computation effort when employing the trajectory sen-
sitivity method.  
Another factor in the implementation of the trajectory sensitivity approach 
is the computational efficiency. This method requires augmenting the original 
DAEs with a set of extra sensitivity equations for each parameter change. There-
fore the computational burden can be significantly increased when a large number 
of parameters sensitivities need to be evaluated at the same time. The computa-
tional burden reduction is a critical issue that needs to be addressed.  
The independent nature of the sensitivity equations leads to an approach to 
relieve this computational burden. For a given instant of time in the integration of 
the original system DAEs, the set of sensitivity equations (2.3) and (2.4) for dif-
ferent parameter changes are independent and can be evaluated in parallel by us-
ing distributed parallel computing techniques, which will significantly improve 
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the computational speed. For example, suppose the sensitivity to active generation 
at bus j and the sensitivity to active generation at bus k are evaluated simultane-
ously, and then two sets of equations (2.15) and (2.16) are formed, respectively. 
   (2.15) 
  (2.16) 
These two sets of equations are independent of each other and can be solved in 
parallel with the same Jacobian matrices Fx, Fy, Gx and Gy being used. 
2.4 Application Principle 
When a change of system parameter occurs, the new value of the system 
variables (both state variables and network variables) can be approximated linear-
ly based on the base case value by applying the following formula 
 ( ) ( ) ( )
App Base XX t X t t 


  

  (2.17) 
where 
X
App
(t): Approximated variable trajectory 
X
Base
(t): Base case variable trajectory 
)(t
X


: The evaluated sensitivity trajectory 
∆λ: The size of change of the changing parameter. 
0
j j j j
j j j
P x P y P P
j
x P y P P
j
F
U F U F V F
P
G
G U G V G
P

    

    
 
0
k k k k
k k k
P x P y P P
k
x P y P P
k
F
U F U F V F
P
G
G U G V G
P

    

    
 
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Equation (2.17) characterizes the approach to applying the trajectory sen-
sitivity method to evaluate the effect of changes in system parameters. If the 
changes are large, and linear sensitivity is not applicable, higher order sensitivities 
may need to be evaluated. The range in which this first order linear sensitivity ap-
proach is applicable needs to be studied. During the course of this dissertation, the 
range of applicability of the linear sensitivity approach will be examined. 
2.5 Summary 
In this chapter, the fundamentals of the trajectory sensitivity method are 
presented. In order to account for the parameters that are expected to change and 
affect the operational stability boundary, the existing DAEs need to be augmented 
with a set of differential algebraic sensitivity equations. Any implicit integration 
method can be used to solve the system DAEs in time domain simulation routine 
since implicit methods provide the needed Jacobian matrices that are required to 
solve the augmented sensitivity equations. This computation with the implicit 
method significantly relieves the computational burden. When multiple sensitivity 
elements are evaluated simultaneously, distributed parallel computation tech-
niques can be applied to further enhance the computational capability. This will 
be introduced in Chapter 3.2. 
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Chapter 3  
SOFTWARE DEVELOPMENT 
3.1 Trajectory Sensitivity Software Implementation 
The implementation of the approach is based on an open source Matlab 
based power system analysis software called power system analysis toolbox 
(PSAT) [38], which was developed primarily by Prof. F. Milano at the University 
of Castilla – La Mancha, Spain. During this research effort, eight categories of 
sensitivity elements have been implemented and tested. They include sensitivity 
to 
 Active generation change 
 Load change, both active and reactive load change 
 Generator initial terminal bus voltage changes, which would affect the refer-
ence set point for an exciter 
 Network parameter change, including transmission line resistance R, reactance 
X, susceptance Bsup and shunt compensation change 
 Load change, including both the composition and exponent change for volt-
age/frequency dependent loads  
 Generator control parameters, including gains, time constants and other con-
trol parameters for exciters, PSSs and turbine governors 
 FACTS control parameters 
 Load modeling uncertainty, including the uncertainties of the composition of 
various loads, uncertainties of induction motor modeling parameters.  
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A graphical user interface (GUI) for the trajectory sensitivity method has 
also been developed as shown in Figure 3.1. Figure 3.2 depicts the GUI panel for 
general trajectory sensitivity settings. In this panel, users can select the specific 
sensitivity element to calculate; in addition the perturbation size of the parameter 
can also be defined.  
Figure 3.3 depicts the GUI that provides the interface to the sensitivity tra-
jectory plot after its calculation. All the variable sensitivities can be plotted, ex-
ported and edited in this window. Also, there is another interface to plot the ap-
proximated variable curve for the perturbed case obtained from (2.17). The per-
turbation size of the changing parameter can be denoted and changed in this win-
dow, as shown in Figure 3.4. 
3.2 Cluster Based Parallel Computing Environment Setup  
To relieve the heavy computational burden after the introduction of extra 
sensitivity calculations, a parallel computing platform is set-up using the high per-
formance computing initiative (HPCI) Saguaro cluster available at the Ira A. Ful-
ton Schools of Engineering at Arizona State University [42]. The Saguaro cluster 
has 4560 processing cores available for parallel computing. This cluster is com-
posed of 570 dual quadcore Intel Xeon EM64T nodes, each with 16 gigabytes of 
RAM. Each node communicates via Cisco Infiniband high speed interconnects 
and gigabit copper. The cluster also has a partition for running large numbers of 
serial jobs comprised of 185 nodes with dual Xeon MP 64 bit processors. The to-
tal memory in this cluster is 10,240 GB. This platform uses scripts to control the 
work flow. Figure 3.5 depicts the architecture of this parallel computing platform. 
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Figure 3.1 Main GUI for the PSAT trajectory sensitivity calculation routine
 
Figure 3.2 GUI for the trajectory sensitivity analysis 
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Figure 3.3 GUI for sensitivity trajectory plot  
 
Figure 3.4 GUI for predicted trajectory plot 
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Figure 3.5 Parallel computing platform architecture 
 The user interface consists of a computing platform to write scripts to define 
tasks that need to be run on the cluster. The scripts are transmitted to the clus-
ter server corresponding to ○1  in Figure 3.5 
 In the cluster server, the various jobs, J_1, J_2 and J_3 are automatically dis-
tributed among the available remote computing nodes. The associated data, 
such as the stored Jacobian matrix and dynamic states and algebraic variables 
at each time instant are sent to the remote nodes. This corresponds to ○2  in 
Figure 3.5 
 After the computation is completed at each remote node, the results R_1, R_2 
and R_3 are transmitted back to the cluster server. This corresponds to ○3  in 
Figure 3.5 
 The results are then transferred back to the user terminal for further analysis. 
This corresponds to ○4  in Figure 3.5. 
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The computational efficiency of this platform can be assessed using the 
expression 
 PS TT   (3.1) 
where, TS and TP are the total processing time using the traditional sequential and 
parallel computation method, respectively. A larger value of  indicates that more 
improvement is achieved.  
The total processing time includes the following, 
 The base case computation time at the cluster server –T1 
 Data storage time at the cluster server – T2 
 Data read-in time at the remote computing node –T3 
 Iteration solution computation time at the remote node –T4 
 Data transferring over the network –T5. 
The computational efficiency is evaluated using the WECC system, which 
is described in Appendix A, for a fixed duration time domain simulation of the 
base case, for different numbers of trajectory sensitivity element calculations 
(NSC). The total processing times using the conventional sequential computation 
method and the proposed parallel computation approach are determined and the 
efficiency  is calculated. Theoretically, TS is calculated as, 
 5)43(*21 TTTNSCTTTS    (3.2) 
when there are sufficient computing nodes in the platform, 
 54321 TTTTTTP    (3.3) 
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For the base case considered, T1 = 480 s, T2 = 300 s, T3 = 90 s, T4 = 500 
s, and T5 varies from 5 s ~ 200 s depending on the network traffic. T5 is 0 for se-
quential computation mode in (3.2). The efficiency results are shown in Table 3.1. 
Table 3.1 Efficiency of the parallel computing platform  
NSC Ts(s) Tp(s)  
10 6,680 935 7 
100 59,780 935 64 
500 295,780 968 306 
1000 590,780 985 600 
1500 885,780 997 888 
3000 2,070,780 1060 1,954 
5000 2,950,780 1124 2,625 
It can be seen from Table 3.1 that compared to the traditional sequential 
computation method, the parallel computing platform can significantly improve 
the computational efficiency especially when there are a large number of sensitiv-
ity calculations. 
3.3 A Modified Very Dishonest Newton Method  
The introduction of sensitivity equations (2.3) and (2.4) places a heavy 
computational burden requiring certain techniques to alleviate this added burden. 
Since both the solutions for the system DAEs and sensitivity equations require the 
Newton iteration method, a novel VDHN method is developed to speed up this 
solution process. 
The very dishonest Newton (VDHN) method has been widely used in con-
temporary commercial software to accompany the full Newton method in situa-
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tions where computational speed is of great concern without a major sacrifice of 
computational accuracy. Details of the VDHN method are discussed in [59] – 
[60]. According to [59], contemporary VDHN efforts have the following features, 
 The Jacobian partition J4 is updated and factorized only at initialization, when 
fault occurs, when fault clears and when the iteration count exceeds a specific 
number (typically 4 ~5) [59] – [60] 
 The other Jacobian partitions J1, J2 and J3 are updated at every iteration. 
This method saves time in the updates and factorization of J4. However, 
the total iteration count using this method is quite high, usually 10 versus 4-5 for 
the full Newton method [60]. It is also found that as much as 85% of the CPU 
time is consumed in Jacobian evaluation and factorization, while only 15% of the 
time is spent on the backward and forward solution. Thus, the total time for the 
entire process can be greatly reduced when the time for factorization is shortened. 
Additionally as the size of the Jacobian increases, the proportion of time spent on 
the factorization will increase dramatically [60], and the time saving will be more 
significant. This VDHN approach is efficient and has been widely used in some 
commercial power system time domain simulation packages. However, it is ob-
served that the method can be improved utilizing the following steps, 
1) Keep the whole Jacobian constant instead of just partition J4 unless an update 
is required 
2) Update the Jacobian more efficiently. 
Some specific problems must be addressed in order to implement these 
two actions. For 1), the Jacobian partitions J1, J2 and J3 are closely related to sys-
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tem states variables and network variables. For the time period during the fault 
and for certain time frame after the fault, the system state variables and the net-
work variables change significantly. If the partitions are kept constant under these 
conditions, the solution process requires a large number of iterations to converge. 
For 2), after examining the iteration count for each step of the VDHN, it is found 
that for a large number of iteration steps (mostly during fault and post-fault itera-
tions) the linear equations do not typically converge after 4 ~ 5 iterations. Hence, 
the Jacobian needs to be updated again and another 4 ~ 5 iterations are needed to 
reach convergence. This is the main reason that contributes to the large iteration 
count for the VDHN method. Based on this, a modified VDHN Jacobian updating 
scheme is proposed. In the proposed method, the entire Jacobian is updated at the 
first iteration of each time step for the following time instants, 
1. Initialization 
2. During fault 
3. Certain time period after the fault is cleared and before the system recovers to  
a stable operating point 
4. Iteration counts at each step exceeds a specific threshold number (typically 4 
~5). 
For other time instants, the entire Jacobian is kept constant. For step 3, 
certain criterion can be used to determine when to stop updating the Jacobian after 
the fault is cleared. For example, the oscillation frequency of the maximum angle 
difference between any two generators or the oscillation frequency of the low-
est/highest bus voltage magnitude/angle. All these data are available in any time 
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domain simulation program. When the monitored oscillation frequency is higher 
than certain per-defined threshold which indicates that the system has not yet re-
covered to a stable operating point, the Jacobian is still updated at the first itera-
tion of each time step. Otherwise, the Jacobian is not updated and the previously 
computed Jacobian will be used until a specified iteration count is exceeded. For 
the time period during the fault and before the system recovers to a stable operat-
ing point after the fault the Jacobian is at least updated once at the first iteration of 
each time step. Hence, the Jacobian is more accurate and can be kept constant 
without causing the iteration count to increase significantly. 
The main advantage of this method is that the LU factors of the Jacobian 
remain constant unless the Jacobian is updated. Therefore, the entire processing 
time is reduced significantly when the number of factorizations of the Jacobian is 
minimized. 
Another method to speed up the Newton iteration process is by using a 
faster factorization tool. Today, mature subroutines for factorization are available. 
UMFPACK is one of the fastest packages for solving unsymmetric sparse linear 
systems using the unsymmetric multifrontal method [61], [62]. This subroutine 
makes full use of the high performance computer architecture by invoking the 
level 3 basic linear algebra subprograms (BLAS) library.  
The UMFPACK tool is used in the proposed implementation. With this 
new technique used in conjunction with the proposed Jacobian updating scheme, 
higher efficiency in terms of calculation speed is achieved for the time domain 
simulation process. The proposed method is tested on a large WECC test system 
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for a 4 s time domain simulation. The test was conducted using an open source 
Matlab based power system analysis toolbox (PSAT) [28]. The dimension of the 
Jacobian matrix J is 76 859 * 76 859. The test was performed using Matlab 
R2009a, with a laptop configured with an Intel i5 M560@2.67 GHz CPU and 3 G 
RAM. For comparison, the VDHN introduced in [59] is also applied. To better 
illustrate the performance of the proposed method, two test cases with system op-
erating under normal condition and under extreme condition (the system is operat-
ing close to its stability limit) are created, respectively. The results are listed in 
Table 3.2 and Table 3.3, respectively.  
In the Table 3.2 and Table 3.3, VDHN_old refers to the VDHN with the 
Jacobian updating strategy used in [59]; VDHN_new refers to the proposed 
VDHN approach. Partial Jacobian evaluation refers to the evaluation of Jacobian 
partitions J1, J2 and J3. Right-hand side evaluation refers to the evaluation of the 
vector b in a linear equation JX = b. The UMFPACK is used for all methods. 
It is noted from Table 3.2 that the CPU time for each of the five operations 
is the same for all three methods considered. Therefore, the total number of opera-
tions required in each step will have a critical impact on the overall performance 
of the method. Though the number of right-hand side evaluations and for-
ward/backward substitutions is increased, the time needed for these executions is 
small compared to that for Jacobian evaluation and factorization. This tradeoff 
results in significant savings. This can be seen from the total computation time 
comparison for these methods versus the proposed VDHN approach. 
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Table 3.2 Comparison of computation time between full Newton and VDHN 
methods – under normal operating condition  
(Total operation counts/CPU time per operation (s)) 
Method Full Newton VDHN_old VDHN_new 
Full Jacobian evaluation 320/0.171 10/0.171 53/0.171 
Partial Jacobian evaluation --- 406/0.13 --- 
Jacobian factorization 320/0.12 10/0.12 53/0.12 
Right-hand side evaluation 320/0.017 416/0.017 508/0.017 
Forward/backward substitution 320/0.01 416/0.01 508/0.01 
Total time (s) 110 75 38 
Table 3.3 Comparison of computation time between full Newton and VDHN 
methods – under extreme operating condition  
(Total operation counts/CPU time per operation (s)) 
Method Full Newton VDHN_old VDHN_new 
Full Jacobian evaluation 342/0.171 35/0.171 70/0.171 
Partial Jacobian evaluation --- 436/0.13 --- 
Jacobian factorization 342/0.12 35/0.12 70/0.12 
Right-hand side evaluation 342/0.017 471/0.017 538/0.017 
Forward/backward substitution 342/0.01 471/0.01 538/0.01 
Total time (s) 127 94 44 
It is also noted that the total time for the proposed method does not in-
crease much for the extreme operating condition. This test demonstrates the ro-
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bustness and applicability of the proposed method over a wide range of system 
operating conditions. Moreover, the evaluation of the Jacobian can be partitioned 
into several subsets that can be evaluated in parallel. Details of this aspect were 
introduced in [59] and this parallelism is still applicable to the proposed new 
VDHN method. From Table 3.2 and Table 3.3 it can be seen that the time re-
quired for the full Jacobian evaluation is only 0.171 s and it takes 53 operations. 
Thus, the saving with regard to this aspect using parallel computation might not 
be very attractive considering the additional effort on the software side and the 
requirements on the hardware side. 
It should also be pointed out that the accuracy of the solution obtained by 
the VDHN method is identical to the standard Newton method. The nonlinear 
equations which are solved by either method are identical. Hence, the mismatch 
equations do not change. The only difference between the two approaches is the 
Jacobian used during the iterative process in the solution of the nonlinear equa-
tions. Hence, if the tolerance used in the two solutions methods is the same (as 
considered in this research effort) and if the iterative process converges to the 
specified tolerance then the solutions obtained will be identical. 
3.4 Summary 
In this chapter, the implementation of various system parameter sensitivity 
calculation routines is introduced. Besides, two methods to relieve the computa-
tional burden are presented in detail: one is by using a cluster to perform various 
parameter sensitivities evaluations in parallel; the other one is by employing a 
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modified very dishonest Newton method in conjunction with a state of the art 
sparse matrix processing technique. 
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Chapter 4  
IMPLEMENTATION ACCURACY VERIFICATION 
Before demonstrating actual applications of the proposed approach, it is 
important to verify the accuracy of the implementation. A straightforward ap-
proach to examine the accuracy is by comparing the plot of a curve approximated 
using the sensitivity analysis based on (2.17) with the actual perturbed plot ob-
tained by running the actual time simulation for the changed conditions. 
4.1 Test System Description 
A 59-bus test system is used to demonstrate the approach. A one-line dia-
gram for this system is shown in Figure 4.1. The detailed information about the 
test system used here is as follows, 
 59 buses 
 Total active load: 2195 MW 
 31 generators, 30 of which are modeled by a sixth-order model and the 
swing machine is modeled as a classical machine 
 Exciters, PSSs and Turbine-governors are equipped at the machines 
modeled by detailed models. 
The test scenario considered is as follows, 
 At 0.2 s, a 3-phase permanent fault occurs on line 37 - 38 
 After 0.1 s, the fault is cleared by removing the faulted line. 
This scenario is defined as the base case. In the following, two examples are given 
to show the accuracy of applying the trajectory sensitivity method. 
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Figure 4.1 Single line diagram of the test system  
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4.2 Sensitivity to Active Generation Change  
This test case shows the accuracy of applying the sensitivity approach to 
account for an active generation at a certain bus. Consider that an active genera-
tion change of 0.1 pu (Machine base, equals to 47.1 MW) at bus 39 is made to the 
pre-fault base case. Equation (2.17) is applied to approximate the values of all the 
system variables after this change along the time domain based on the base case. 
Then the actual perturbed plot is obtained by running the time domain simulation 
routine again for the changed conditions. 
Figure 4.2 shows the sensitivities of all the bus voltage magnitudes with 
respect to active generation change at bus 39. It is found that after the fault is 
cleared, bus 56 is the most sensitive bus. A ranking of buses according to their 
sensitivities from high to low is as follows, 56>30>37>28>44>11…. 
 
Figure 4.2 Voltage magnitude sensitivities to active generation change at bus 39 
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Figure 4.3 is a topological view of the buses with higher sensitivities and 
their topology relationship with the fault location. The sensitivity information 
provides great insight into deciding control strategy. This aspect will be demon-
strated in the following chapters.  
 
Figure 4.3 Topological view of buses with high sensitivities 
Figure 4.4 - Figure 4.7 are a set of comparisons of bus voltage magnitude 
and machine angle plots made at different buses. These comparisons verify the 
accuracy of the implementation of the TS calculation routine. Considering that the 
size of the change is almost 50 MW, which is sufficiently large, the sensitivity 
result is satisfactory. It is noted that the size of the parameter change will affect 
the accuracy of the result, and this will be discussed in detail in Chapter 5. 
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Figure 4.4 Bus 41 voltage magnitude result verification  
 
Figure 4.5 Bus 56 voltage magnitude result verification  
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Figure 4.6 Relative rotor angle between generator #20 and generator #32  
 
Figure 4.7 Relative rotor angle between generator #28 and generator #32 
0 0.5 1 1.5 2 2.5 3 3.5 4
20
30
40
50
60
70
80
90
100
110
time (second)

2
0
-3
2
 (
d
e
g
)
 
 
Nominal
Approximation
Actual perturbed
0 0.5 1 1.5 2 2.5 3 3.5 4
20
40
60
80
100
120
140
160
time (second)

2
8
-3
2
 (
d
e
g
)
 
 
Nominal
Approximation
Actual perturbed
 34 
4.3 Sensitivity to Active Load Change  
The load is modeled by a constant power load model when the bus voltage 
magnitude is within a limit, and represented by a constant impedance model when 
the bus voltage magnitude limit is violated. 
Consider a pre-fault change of active power load at bus 2. The base active 
power load at bus 2 is 0.75442 pu. When there is a change of -0.5 pu in active 
power load at this bus; (2.17) is applied to approximate the new values of all the 
system variables. Figure 4.8 - Figure 4.10 are a set of comparisons of bus voltage 
magnitude and machine angle plots made at different buses. It can be seen from 
the comparisons that considering the size of change, which is 0.5 pu, the result is 
satisfactory. 
 
Figure 4.8 Relative rotor angle between generator #5 and generator #32 
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Figure 4.9 Relative rotor angle between generator #8 and generator #32 
 
Figure 4.10 Bus 2 voltage magnitude result verification  
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4.4 Summary 
In this chapter, two examples are shown to verify 
 The correctness of the implementation 
 The accuracy of applying linear approximation to estimate the perturbed sys-
tem states. 
This is the basis for the application of the trajectory sensitivity method. In 
the next chapter, the relation between the linear approximation accuracy and the 
perturbation size will be explored. 
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Chapter 5  
LINEAR APPROXIMATION ACCURACY ASSESSMENT 
The application basis of the trajectory sensitivity approach is first order 
linearization, which requires that the perturbation size to be small. If the perturba-
tion size is too large, the trajectory sensitivity approach would fail. However, 
there are no quantitative measures to determine the size of the parameter perturba-
tion to limit the linearization accuracy of a nonlinear system to an acceptable 
range. This problem is addressed in this chapter. 
5.1 Contemporary Method 
The contemporary method to assess the accuracy of the linear sensitivity 
approximation is straightforward and evaluated numerically. The accuracy is de-
termined by comparing the approximated trajectory plot obtained using the sensi-
tivity analysis based on (2.17) with the actual perturbed plot obtained by re-
running time simulation for the changed condition. The short-coming of this 
method is that it is system dependent and operating point dependent, which means 
that repeated simulations for the changed condition need to be re-run to ascertain 
the accuracy for each of the following situations, 
 When dealing with different network topologies 
 For the same network topology, when operating point changes 
 For the same network topology with the same operating point, when the per-
turbation size changes. 
Moreover, this method neither provides a limit on the size of the perturba-
tion for a certain level of accuracy, nor provides the error bound under a given 
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perturbation. The principle of trajectory sensitivity approximation is based on the 
Taylor series expansion as follows, 
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  (5.1) 
where 
x(λ0, t): Base case trajectory  
x(λ0+∆λ, t): Perturbed trajectory 
λ0: The base case value of the changing parameter  
∂x(λ0, t)/∂λ0: The sensitivity trajectory evaluated at base case  
 : The effect of higher order terms. 
The errors in applying the approximation are caused by neglecting the 
higher order term  . It has been widely proven that for linear systems the error 
term vanishes, thus the approximations are exact. However, for nonlinear systems, 
such as power systems, the error terms will be small when the perturbation size 
Δλ is small [1], [10].  
There are however no quantitative measures to determine the size of the 
parameter perturbation to limit the linearization accuracy of a nonlinear system to 
an acceptable range. For example, in [18], the authors apply (2.17) to decide the 
control strategy, which yields the size of control action required in terms of Δλ. 
However, the issue of whether this Δλ is small enough or not for the linearization 
to be valid remains unknown. 
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5.2 The Proposed Method 
The proposed method to deal with this issue is now presented. The exact 
errors in linearly approximating the trajectory can be assessed by the following 
equation [10] 
   (5.2) 
where n is the number of system variables x. The norm in (5.2) is defined as fol-
lows, 
   (5.3) 
where f (t) is a scalar function. 
In (5.2), E (λ0, Δλ0) is the normalized error. The numerator is the norm of 
the higher order terms through which errors are introduced in linearly approximat-
ing each state i. This error can only be numerically obtained by subtracting the 
perturbed trajectory from the approximated trajectory as follows, 
  (5.4) 
This error term is then normalized in order to be compared for different 
states. Although the approach described above is accurate, the drawback is obvi-
ous since it requires calculation of the exact values for the changed condition. As 
a result, the advantage of using the trajectory sensitivity method is lost. From 
(5.4) 
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   (5.6) 
  (5.7) 
Smax(λ0) is the maximum normalized sensitivity for all variables evaluated during 
the base case simulation. 
Once a bound on A, for example A ≤ a is determined in terms of the accu-
racy of the linear approximation, the limit on the perturbation size can be deter-
mined as follows, 
  (5.8) 
It is meaningful to examine the term A(λ0, Δλ) in depth. Mathematically 
this term denotes the normalized maximum variation of x from its base value 
when the parameter λ changes from λ0 to (λ0 + Δλ). From the theory of lineariza-
tion, it is known that the size of Δλ needs to be small in order to achieve a good 
approximation, especially when the system has significant non-linear characteris-
tics. Therefore, to obtain an accurate linear approximation, the value of A(λ0, Δλ) 
should be within a certain bound. 
 In [10] it has been shown that in a power system the linear approximation 
is quite accurate when the system is far away from its instability limit. However 
when the system is close to its instability limit the linear approximation accuracy 
is dependent on the size of the perturbation Δλ. It has also been observed that the 
size of the sensitivity terms ∂xi (λ0, t)/∂λ0 serve as an indicator of whether the sys-
tem is operating closer to its limit. When a system is operating far away from its 
limit ∂xi (λ0, t)/∂λ0 will be small. Thus, the perturbation size Δλ can be relatively 
      

 txtxS ii
n
i
,,max 000
1
0max 
    max0, SA
max
/ Sa
 41 
large for a given measure of linear approximation accuracy. However, when the 
system is close to its operating limit ∂xi (λ0, t)/∂λ0 tends to be very large thus re-
quiring a smaller perturbation size Δλ to obtain the same measure of linear ap-
proximation accuracy.  
Based on this analysis, it is useful to explore the relationship between the 
linear approximation error E(λ0, Δλ0) and the term ∂xi (λ0, t)/∂λ0∆λ, which is de-
noted by A. In the following, a numerical method is used to explore this relation-
ship. Four different systems of different sizes are used as test systems. These four 
systems are a two-area-four-machine system [43], a 50 generator system [44], a 
59 generator system and the WECC system. 
The exact approximation errors are obtained using (5.4). To achieve a 
more general conclusion, these test cases take into account different operating 
conditions in terms of different loading levels and faults with different fault clear-
ing times. A large number of cases have been analyzed. For the sake of brevity 
ten sample cases are presented. They are listed in Table 5.1. It is observed from 
all these test cases that when the error E(λ0, Δλ0) ≤ 1, good approximations are 
achieved, reference [10] also provides this observation. Therefore, suppose an ac-
curacy requirement is pre-determined as E(λ0, Δλ0) ≤ 1, then from Figure 5.1 it 
can be seen that when E(λ0, Δλ0) = 1, A ≤ 1.17. Therefore, if the chosen value of A 
is limited to 1.17, then according to (5.8), the maximum perturbation size Δλ can 
be determined. Though the Δλ determined by this method is relatively conserva-
tive, it can ascertain the approximation accuracy within an acceptable bound. 
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Therefore, it serves as a general application guide to evaluate the accuracy of the 
linear approximation. 
Table 5.1 Descriptions of test cases 
Case Test System Total Active load (MW) Fault Clearing Time (s) 
1 1 2,940 0.18 
2 1 2,940 0.16 
3 2 361,630 0.08 
4 2 370,000 0.06 
5 3 2,150 0.12 
6 3 2,150 0.10 
7 3 2,850 0.10 
8 4 166,145 0.08 
9 4 166,145 0.06 
10 4 165,129 0.10 
 
Figure 5.1 Relationship between exact linear approximation error E and A 
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Chapter 6  
APPLICATION TO THE TRANSIENT ANGLE STABILITY PROBLEM 
As an application to demonstrate the efficacy of the proposed cluster 
based implementation of the trajectory sensitivity method, a preventive control 
action in terms of generation rescheduling to maintain the transient angle stability 
is developed. This method, compared to existing trajectory sensitivity based 
method [18], has the following enhancements, 
 It takes advantage of parallel computation techniques to improve the computa-
tional efficiency 
 Sensitivity information is not evaluated for every contingency. The trajectory 
sensitivity computation is activated only for unstable contingencies 
 Using the proposed linear approximation accuracy evaluation approach, the 
calculated amount of rescheduled generation ΔP is ascertained to be within a 
certain prescribed error bound 
 The test system used in this analysis is a large realistic representation of the 
WECC system in comparison to the relatively small system used in [18]. 
6.1 Main Procedure 
The steps in applying this procedure are depicted in Figure 6.1. The details 
associated with these steps include, 
1. Select a prescribed set of potential contingencies 
2. Perform power flow calculation and obtain the steady state operating point 
3. Apply contingency k from the prescribed set of potential contingencies 
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4. Run time domain simulation for this contingency, and monitor the system sta-
bility 
5. Store the Jacobian matrix, dynamic states x and algebraic variables y at each 
time instant for use in future trajectory sensitivity calculation    
6. If the system is unstable, identify a candidate set of parameters that can be 
changed as a part of preventive control to alter the stability boundary 
7. Use the stored Jacobian matrix, dynamic states and algebraic variables to per-
form trajectory sensitivity calculations in parallel for the candidate set of pa-
rameters to be utilized in preventive control 
8. Use the trajectory sensitivity information to identify the most sensitive genera-
tor to reduce generation to stabilize the system and the least sensitive genera-
tor to compensate for the reduced generation. Calculate the generation shift 
ΔP 
9. Use the approximation accuracy evaluation method introduced in Chapter 5 to 
ascertain the linear approximation error for this ΔP is within bounds 
10. If the error bound is not satisfied the preventive control objective will not be 
met. Select the largest possible ΔP that is within the required error bound limit 
as the rescheduled generation, and go to step 1 to recalculate the new value of 
the shifted generation. 
In step 6, since only some of the parameters are controllable, for example, 
generation at certain areas or zones, exciter parameters for some generators or 
values of certain loads, a proper candidate set of these potential parameters should 
be selected before the trajectory sensitivity calculations are performed. 
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Figure 6.1  Flow chart for trajectory sensitivity based generation rescheduling 
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In step 7, if the system is unstable for a given contingency, the trajectory 
sensitivity calculation is activated. The parallel computing approach proposed in 
3.2 is used to perform this calculation. At each computing node, the Jacobian ma-
trix and the dynamic states and algebraic variables are retrieved at each time in-
stant, and the sensitivity equations (2.3) and (2.4) are solved. 
The optimal generation rescheduling strategy is determined utilizing the 
trajectory sensitivity information computed. The transient angle instability prob-
lem is considered as an example here. Based on the standard option in several 
commercial time domain simulation packages, (e.g. TSAT developed by Power-
tech Labs) relative rotor angles are used to detect system stability/instability. At 
each time step, relative rotor angles are monitored during time domain simulation. 
When the maximum relative rotor angle difference between any two generators δij 
= δi - δj grows beyond a set limit of 180˚ the system is judged to be unstable. 
Here, generators i and j are referred to as the most and the least advanced genera-
tors, respectively. 
The sensitivities of the relative angle δij with respect to each parameter in 
the set of candidate parameters are calculated and used to determine the optimal 
preventive control strategy. Suppose ∂δij/∂Pi has the highest sensitivity and 
∂δij/∂Pk has the lowest sensitivity, then a specified amount of generation ΔP is 
rescheduled from generator i to generator k in the pre-disturbance power flow to 
stabilize the system. The following expressions are used to determine ΔP. From 
(2.17), at a given time instant t = t0 
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where n is the number of parameters in the candidate set of controllable parame-
ters. Accordingly 
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where 
Base
ij  and 
New
ij  are the relative angles between generator i and j before and 
after ΔP is shifted from generator i to generator k, respectively. 
The solution to (6.2) yields a value for ΔP. This value of ΔP should be 
compared with the perturbation size limit ΔPmax_lin for this operating condition, 
which is obtained from (5.8).  
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The generation at generator i and k after the shifting generation are as fol-
lows, 
 PPP i
New
i    (6.4) 
 PPP k
New
k    (6.5) 
6.2 Numerical Results 
The WECC system depicted in Appendix A is used here to illustrate this 
method. A 3-phase short circuit is placed on bus 10011, which is a 230 kV bus in 
area 1. The fault is cleared at 5 cycles by opening a transmission line between 
buses 10011 - 10368. The system is unstable under this fault clearing time as 
shown in Figure 6.2. This is referred to as the base case.  
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Figure 6.2  Generator angle plots for the base case 
It is found that that generator #20 and generator #320 are the most and the 
least advanced generators, respectively. The relative angle between these two 
generators reaches the threshold value of instability of 180˚ at time t = 0.5675 s. 
Generator #20 is in area 1 but generator #320 is in another area. 
Assume that all the generators in area 1 are available to reschedule genera-
tion. There are 227 generators in area 1, so 227 cluster computing jobs to evaluate 
the sensitivities of the maximum rotor angle difference at instability, δ20-320 with 
respect to each of these 227 generations ∂δ20-320/∂Pi (i = 1,2,…,227) are created 
and run in parallel using the cluster described in Chapter 3.2.  
The computational efficiency has been greatly improved. If traditional se-
rial computing technique is used, the total processing time is more than 134,710 s. 
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With the proposed parallel computing cluster, this time is reduced to be less than 
950 s.  
A sample of the ranking of these sensitivities at the time instant t = 0.5675 
s in descending order are listed in Table 6.1. From Table 6.1 it can be seen that 
generation at generator #20 has the highest sensitivity, which is about 356.132 
(deg/pu) at time 0.5675 s and the generator #68 has the lowest sensitivity, which 
is -0.5652 (deg/pu). Therefore, the generation rescheduling strategy is to shift a 
certain amount of generation from generator #20 to generator #68 in the pre-fault 
power flow. Here, the generation rescheduling objective is to maintain stability by 
reducing δ20-320 to a desired value less than 180˚ when the fault clearing time is 5 
cycles and minimize the amount of control applied. 
Table 6.1 Ranking of sensitivities (t = 0.5675 s) 
Rank Generator No. Bus No. Sensitivity (deg/pu) 
1 20 12058 356. 132 
2 1 10246 8.181661 
3 2 10261 7.76204 
4 3 10262 6.5490 
… … … … 
8 16 11116 1.00072 
… … … … 
226 69 14964 -0.5475 
227 68 14963 -0.5652 
In the following, two cases with different values of targeted control of rel-
ative rotor angles are shown to illustrate the importance of validating the perturba-
tion size.  
 Case 1--- Targeted maximum rotor angle difference is 160˚ 
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Suppose the targeted maximum rotor angle difference of δ20-320 after re-
scheduling is 160˚ at time 0.5675 s. From (6.2)  
 0 0160 180 356.132( ) ( 0.5652)P P        (6.6) 
Solution to (6.6) yields ΔP = 0.056 pu = 5.6 MW. Therefore the amount of 
generation that needs to be shifted from generator #20 to generator #68 in the pre-
fault power flow is 5.6 MW. The maximum relative rotor angle plot for the same 
disturbance after rescheduling is shown in Figure 6.3. 
 
Figure 6.3 Relative angle δ20-320 after generation rescheduling of ΔP = 0.056 pu 
From (5.6), the maximum normalized sensitivity can be calculated as Smax 
= 18.54 (1/pu). From Chapter 5, if the chosen value of A is limited to 1.1, then 
from (5.8), the maximum perturbation size is calculated to be ΔPmax_lin =0.0593 
pu, so in this case the ΔP calculated from (6.6) is less than ΔPmax_lin, which indi-
cates that this chosen value of ΔP will not result in the linear approximation ex-
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ceeding its desired bounds. From Figure 6.3 it can be seen that generator #20 is 
stabilized and δ20-320 at 0.5675 s is 164.1˚, which is very close to the evaluated 
value considering the high sensitivity resulting from the system operating at its 
stability limit. It should be noted that after rescheduling the maximum of δ20-320 
does not necessarily occur at the same time instant as in the base case [9] - [10]. 
 Case 2--- Targeted maximum rotor angle difference is 140˚ 
For this case, suppose the targeted maximum generator rotor angle differ-
ence of δ20-320 after rescheduling is 140˚. Using the same procedure as in Case 1, 
the ΔP is calculated to be 0.112 pu. The maximum relative rotor angle plot for the 
same disturbance after rescheduling is shown in Figure 6.4. 
 
Figure 6.4 Relative angle δ20-320 after generation rescheduling of ΔP = 0.112 pu 
From case 1 it is known that ΔPmax_lin =0.0593 pu, so ΔP here is much 
larger than ΔPmax_lin, which indicates that the error bounds on the linear approxi-
mation will be exceeded. If this ΔP is applied, the angle of δ20-320 after reschedul-
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ing will not be close to the target which is 140˚ for this case. This can be observed 
in Figure 6.4 where δ20-320 at 0.5675 s after shifting 11.2 MW from generator #20 
to generator #68 and applying the same disturbance is 156.4˚, which is signifi-
cantly different from the target of 140˚. 
6.3 Summary 
The following are some conclusions and features of the test case demon-
strated 
1. The applicability of the approach to a large realistic network is demonstrated. 
This test case applies the trajectory sensitivity analysis method to the WECC 
system, and the results demonstrate the efficacy of the approach 
2. The cluster architecture of the proposed high performance computing platform 
together with the formulation of solving different sets of sensitivity equations 
in parallel greatly enhance the computational efficiency 
3. The constraint of linear approximation accuracy on perturbation size is 
demonstrated. The test case shows that when linear approximation is applied 
to estimate the operation curve for the changed condition, this constraint needs 
to be satisfied to achieve an acceptable approximation accuracy 
4. A systematic preventive control analysis method in terms of generation re-
scheduling to maintain the transient angle stability is developed and demon-
strated. 
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Chapter 7  
APPLICATION TO THE VOLTAGE STABILITY PROBLEMS CONSIDER-
ING LOAD UNCERTAINTIES 
The voltage stability problems have become a major concern during the 
past few decades. It is reported that many major blackouts throughout the world 
are associated with this phenomenon. It is generally recognized that the voltage 
instability problem is closely related to the increased use of various types of in-
duction motor loads, and electronically controlled loads and HVDC systems [17], 
[63]. 
The dynamic models of a power system have significant influence on the 
system response after contingencies. Different types of models for system com-
ponents such as loads, synchronous machines and their controllers could yield 
significantly different results. Therefore this suggests different control strategies 
to maintain system voltage stability. References [17], [45] – [50] study different 
ways of modeling loads, including ZIP loads, induction loads and a composite 
loads which include certain percent of ZIP loads, large motor loads, small motor 
loads and trip motor loads. The system responses under these different load mod-
eling methods vary significantly. It has been reported that different load structures 
may produce contradictory results in dynamic simulation [45] – [46]. 
The power system loads are uncertain to a certain extent. Based on meas-
urement and model validation techniques, a load might be modeled accurately at a 
certain time instant. However, load composition varies in time depending on the 
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demand, so it is very likely that a model developed at one time instant might not 
be accurate at any other time instant. 
Therefore, it is meaningful to account for these uncertainties when analyz-
ing the system dynamic performance and making control strategy decision. Most 
widely used methods mainly rely on the Monte Carlo type simulation to estimate 
the probability distribution of the outputs. These methods require repeated simula-
tion for each possible set of values of load models. Therefore, these approaches 
are computationally intensive. The trajectory sensitivity analysis can effectively 
complement time domain simulation. It can provide valuable insights in evaluat-
ing limits and account for changes in operating conditions and system parameters. 
Therefore it provides an alternative approach to analyze load uncertainties in 
power system voltage stability studies.  
The possible system operational boundary can be obtained by linear ap-
proximation with load parameter sensitivity information evaluated along a base 
case simulation in the time horizon. According to this operation boundary, the 
amount of control needed to maintain system voltage stability would not be fixed. 
Rather it would be defined within a certain range. Various research efforts have 
been conducted to study the nature of the voltage instability problem and general 
solutions have been realized. The most widely used approaches to mitigate volt-
age instability include 
 Active power generation rescheduling 
 Generator secondary voltage control 
 Shunt VAr compensation 
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 Load shedding. 
The first three control strategies fall under the category of preventive con-
trol and the last one falls under the category of corrective control. In this part of 
the dissertation, a method that adopts the trajectory sensitivity approach to take 
into account the load modeling uncertainty is proposed. Load parameters which 
have significant influence on the system response will be considered to vary with-
in a certain bounded range instead of a fixed input value. As a result the corre-
sponding system response will operate within a certain bound. Based on this 
bound of variation, the resulting amounts of preventive and corrective control will 
also vary within a certain bound. This consideration provides more practical 
guidelines for both planning and operational decision making. Principles and 
steps of the proposed analytical approach to develop various optimal controls for 
the WECC system are presented in the following. 
7.1 Load Modeling 
Various induction motor models are discussed in detail in the literature. In 
[47], a hybrid model accounting for various induction motor loads and static loads 
is presented. An update about the application of composite load modeling in the 
WECC system is reported in [49]. In [50], the authors develop a phasor-based 
composite model. 
 Structure of the Composite Load Model 
In this research effort, a composite load model is developed to capture the 
effect of various types of induction motor loads as shown in Figure 7.1. Each load 
is represented as a combination of induction motors and a static load.  
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Figure 7.1 Composite load model 
In Figure 7.1, the following elements are included 
 Large motor (LM) – Motor with higher inertia 
 Small motor (SM) – Motor with lower inertia 
 Trip motor (ST) – Motor with low inertia and will be tripped under lower 
voltage conditions within certain time constant. 
The trip motor represents a modern air conditioner in the system equipped 
with a fast tripping electromagnetic contactor. The trip motor used here is charac-
terized by two parameters 
 Vt – Voltage threshold for tripping 
 Tv – Voltage trip pick up time. 
Detailed explanation about this composite model can be found in [17], 
[47], [48] and [50]. For each of the induction motor models, there are 9 parame-
ters that are subject to change and affect the system operation boundary. They are 
 _1 _ 2, , , , , , , ,s s m r r tor tor pmR X X R X H T T K   . 
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Besides, there are 4 parameters in the static load models which will affect the sys-
tem response. They are listed as follows, 
 . 
where, Rs and Xs are the stator resistance and reactance, respectively. Rr and Xr are 
the rotor resistance and reactance, respectively. Xm is magnetizing reactance. H is 
rotor inertia constant. Ttor_1 is torque coefficient related to rotor speed. Ttor_2 is 
torque coefficient related to the square of rotor speed. Pz and Pp are the propor-
tional coefficient of the constant impedance and constant active power in the stat-
ic active load, respectively. Qz and Qp are the proportional coefficient of the con-
stant impedance and constant reactive power in the static reactive load, respec-
tively. Kpm is the initial active power proportion of the motor loads in the compo-
site load.  
In all, there are 31 uncertain parameters in this composite load model. If 
all these parameter uncertainties are taken into account, the calculations of sensi-
tivities of system variables with respect to all these parameters will be very com-
putationally intensive. Reference [62] states that the active load composition Kpm 
and the inertia H of each induction motor are the most sensitive parameters with 
respect to the system performance. Therefore, to reduce the computational bur-
den, only the uncertainties of Kpm and H are taken into account for the boundary 
uncertainty study later in this chapter. 
 Data Used in This Research Work 
For the study cases conducted in this dissertation, the load composition in 
the WECC system is shown in Table 7.1. The percentage of active motor load of 
],,,[ pzpz QQPP
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the total active bus load Kpm is 70%, and the percentages of large motor, small 
motor and trip motor at each load bus are 10%, 60% and 30% of the total motor 
load, respectively. The remaining 30% of the bus load is modeled as ZIP loads 
with load divided equally among the three components. 
Table 7.1 Load composition of the WECC system 
Induction motor load (%) ZIP load (%) 
70 30 
LM SM ST PZ PI PP 
10 60 30 33.3 33.3 33.3 
In the case of trip motors, the motor will stall, overload and then trip when 
a motor undergoes a low voltage condition. The typical time for this process is 
about 15 seconds. However, since we are dealing with fast voltage collapse only, 
the time frame of interest is the first few cycles or seconds after the fault. There-
fore, Vt = 0.55 pu and Tv = 10 ms are used for the study cases. 
7.2 Determination of Operational Bound Considering Load Uncertainty 
Currently, load is often represented by an aggregate composite model. 
However, load composition is stochastic, thus a single fixed set of parameters 
cannot capture the potential expected load variations. Therefore, to better capture 
the full range of potential system behavior, load should be modeled by a set of 
possible parameters. When uncertainties are considered in modeling system com-
ponents, system variables are accordingly specified to exist within certain range 
of values instead of a single fixed value. The upper and lower limit of this uncer-
tainty range for which the system is reliable is defined as the system operational 
boundary. 
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A new method based on the trajectory sensitivity approach is proposed in 
this research effort to solve this problem. This method can effectively account for 
the load uncertainty without a large amount of repeated time domain simulations. 
Sensitivities of system variables to various uncertain load parameters are calculat-
ed along the base case time domain simulation. Then with this sensitivity infor-
mation, the system operational boundary can be estimated by applying the linear 
approximation (2.17). Details of this method are as follows, 
1) Start from a chosen static operating point 
2) Select a given set of load parameters whose uncertainty behavior is of interest. 
This would include a set of load buses whose modeling parameters are most 
likely to affect the system operational performance. If necessary all load buses 
can be included in this set without loss of generality. For the load buses con-
sidered, the load parameters for which the uncertainty range is desired are 
identified. For the case depicted in this research work, the load model parame-
ters, Kpm and H, for each of the three induction motor types at the  chosen load 
buses are selected in the candidate set 
3) Perform the base case time domain simulation 
4) Calculate various load parameter sensitivities 
Sensitivities of all the load parameters defined in step 2 are calculated in 
parallel using the parallel computing cluster introduced in Chapter 3.2. 
5) Estimate the system operational boundary by linear approximation 
From (2.17), the operational bound can be estimated by  
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where: Vw is the voltage magnitude at the bus with the highest/lowest voltage 
voltage performance. Vw
est
(t) is the estimated value of Vw; Vw
base
 (t) is the value of 
Vw at base case; ∂V
base
w/∂λi(t) is the sensitivity of Vw with respect to load parame-
ter λi evaluated at the base case; Δλi is the perturbation size of load parameter λi; m 
is the number of load uncertain parameters.  
Suppose Δλi is within a certain pre-determined range, then when different 
values of Δλi are applied to (7.1), a bound on Vw can be accordingly obtained. The 
advantage of this method is that it does not require a large amount of repeated 
time domain simulations for cases with different possible load parameters. Just 
one base case simulation is conducted, and then all the sensitivity calculations are 
performed in parallel using the computing cluster introduced in Chapter 3.2.  
7.3 Preventive Control Scheme for Voltage Instability Considering Load 
Uncertainties 
When load parameter uncertainty is considered, the system’s dynamic re-
sponses will lie within a certain bound instead of being characterized by fixed 
values. Accordingly, the control strategy based on this consideration should be 
within a certain range rather than being a fixed number.  
Presently, commonly used methods require determining the control strate-
gy for each possible system operation condition within the boundary. This ap-
proach is accurate but inefficient in terms of computing burden and time. A meth-
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od based on trajectory sensitivity approach is developed for this purpose. From 
(2.17), 
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  (7.2) 
Based on different values of X
base
 and for the same control objective X
New
, differ-
ent control actions Δλ can be determined. Therefore, a control range can be de-
termined once the system operational bound is evaluated as detailed in 7.2. In 
equation (7.2), the sensitivity term ∂X(t)/∂λ is evaluated at the base case. Here, 
two different types of preventive control actions are considered: a) active genera-
tion rescheduling; b) shunt capacitance compensation. Detailed steps of the pro-
posed method are as follows, 
1) Pre-select a suitable set of control parameters for sensitivity calculation 
 For each control action, a candidate set of parameters that can be changed 
as a part of the control action to alter the stability boundary needs to be deter-
mined. Approaches to determine these sets are varied, and can be decided by op-
erational experience, or by analysis of network topology. 
2) Calculate sensitivities of the various control actions. The calculations are per-
formed using the parallel computing cluster introduced in Chapter 3.2  
3) Calculate the linear approximation accuracy constrained maximum amount of 
control action.  To ascertain that the size of the control action calculated by 
(7.2) is within certain acceptable limits, the linear approximation accuracy 
constrained maximum amount of control needs to be calculated a priori as de-
tailed in Chapter 5 
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4) Solve the mathematical optimization problem to obtain the optimal control 
strategy 
Here, active power rescheduling is implemented by adjusting generation 
active output power Pg and the shunt capacitance compensation is modeled by 
adjusting the shunt capacitor Bsh at certain buses. To obtain the optimal control 
effort Δλ that is needed to enhance the voltage magnitude of bus w from Vw
base
 to 
an arbitrary value Vw
new
 , the following optimization model can be formulated: 
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where Δf is the total size of the control action applied to all control parameters; λi 
is the i
th
 control parameter; Vw
base
 (t0) is the voltage of bus w at t0 before any con-
trol is applied; Si(t0) is the sensitivity of the voltage magnitude of bus w to various 
control parameters at t0 evaluated at the base case; t0 is one specific time instant of 
interest; Vw
new
 is the targeted control value; Δλimin and Δλimax are the lower and up-
per bound of parameter λi; m is the number of λ participating in control; λmax_lin is 
the linear approximation accuracy constrained maximum bound on the change.  
It is noted that only parameters with higher sensitivities will be included in 
the optimization model (7.3) ~ (7.4). Therefore, this linear programming problem 
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usually has very low dimension even for a large power system. The other ad-
vantage of this method is that the optimization model described by (7.3) ~ (7.4) 
can be easily extended to the over-voltage problem by modifying the first con-
straint of (7.4). 
7.4 Application and Results 
The proposed method is applied to the WECC system. Details of this ap-
plication are as follows, 
 NERC Criteria on Voltage Performance after Disturbance 
According to the NERC criteria on the WECC system for post fault sys-
tem performance [56], the voltage magnitude dip after disturbance should not ex-
ceed 20% of the initial voltage magnitude for more than 20 cycles (0.33 s). 
 Base Case Performance 
The WECC system is used as the test system. In this study, a double line 
outage is considered. To simulate this contingency, a fault three phase fault is ap-
plied in the middle of a 500 kV line (at an artificial bus 9000) 15089 – 15011. The 
fault is cleared by removing the three lines shown in Figure 7.2. The worst volt-
age magnitude drop occurs at bus 15050, which is shown in Figure 7.3 . The sys-
tem operating at this point is denoted as the base case. 
 
Figure 7.2 Double line outage considered 
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Figure 7.3 Bus 15050 voltage magnitude plot 
Bus 15050 is a 69 kV bus and its initial voltage magnitude is 0.96 pu. The 
active and reactive load at this bus is 237 MW and 50 MVAr, respectively. In or-
der to be in compliance with the NERC criteria, the voltage magnitude should re-
cover to be higher than 0.768 pu before the time instant of t = 0.29 + 0.33= 0.62 s. 
From Figure 7.3 it can be seen that the voltage magnitude does not recover to 
0.768 pu until time t = 1.035 s, and thus violates the NERC criteria.  
 Determination of a Suitable Set of Load Uncertainty Parameters 
To determine a suitable set of load uncertainty parameters, a ranking of 
the sensitivities of the voltage magnitude of bus 15050 with respect to the reactive 
load at different load buses that are in the same area as the fault location is con-
ducted. Based on this ranking, 105 load buses are selected to be considered to ac-
count for load modeling uncertainty. The composite load model introduced in 
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Chapter 7.1 is used for these buses, and the active load composition and inertia of 
each induction motor modeled at each of these 105 buses are selected to comprise 
the candidate set of load uncertainty parameters. Therefore, there are in all 630 
load parameters uncertainties that are taken into account. 
 Operational Boundary Considering Load Uncertainty 
Assume Δλ which indicates the change in active load composition Kpm and 
inertia H of each induction motor, varies in the range of [-1.25, 1.25] percent of 
their base value. Then from (7.1) a bound on the voltage magnitude of bus 15050 
is formed and shown in Figure 7.4. 
 
Figure 7.4 Bus 15050 voltage magnitude bounds with varying Kpm and H 
It can be seen from Figure 7.4 that when the load parameters vary, the bus 
15050 voltage magnitude also varies within a certain range instead of remaining 
at a fixed value. This behavior suggests that the when making control strategy de-
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cisions, not only the base voltage magnitude curve, but also the lower bound volt-
age magnitude curve should be taken into account. 
 Determination of Control Strategy 
The control objective is to guarantee that the entire range of the voltage 
magnitude of bus 15050 considering load parameter uncertainties satisfies the 
NERC criterion and also minimize the control effort. From Figure 7.4 it can be 
seen that voltage magnitude plots for load parameter uncertainty in the range be-
tween the base case and the lower bound violate the NERC criteria. 
For each control option considered, a set of candidate locations for sensi-
tivity calculation is determined and the number of candidate locations considered 
for each of these control options is listed in Table 7.2. It should be noted that this 
is a realistic WECC test system and as specified in the data obtained no shunt 
compensation equipment is installed at bus 15050, thus it is not selected in the 
candidate set. 
Table 7.2 Number of candidate locations for control options 
Control Generation rescheduling Shunt compensation 
No. of parameters 227 125 
Along the base case time domain simulation, the sensitivities of the volt-
age magnitude of bus 15050 with respect to each of these control parameters at 
different locations are calculated for each control option listed in Table 7.2. A 
ranking of sensitivities at t = 0.62 s for each of these control options is conducted. 
Those locations with higher sensitivities are accordingly chosen as candidates for 
applying control. The first 10 locations with higher shunt compensation sensitivi-
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ties are listed in Table 7.3. Also 10 locations with higher generation sensitivities 
and 10 locations with lower generation sensitivities are selected and listed respec-
tively in Table 7.4. 
Table 7.3 Bus 15050 voltage magnitude sensitivity ranking – shunt compensation 
Sen.*  
ranking 
Bus 
Sen. 
(pu/pu) 
B0 
(pu) 
Bmax 
(pu) 
Bmin 
(pu) 
ΔBmax 
(pu) 
ΔBmin 
(pu) 
1 15121 0.007408 0.4523 2.5 -2.5 2.0477 -2.9523 
2 15119 0.006992 0.3 2.0 -2.0 1.7 -2.3 
3 15610 0.006788 1.043 2.0 -2.0 0.957 -3.043 
4 15614 0.006463 1.025 3.5 -3.5 2.475 -4.525 
5 15608 0.005912 0.5116 1.5 -1.5 0.9884 -2.0116 
6 15617 0.005585 0.5429 1.5 -1.5 0.9571 -2.0429 
7 15207 0.005393 3.2699 5.5 -5.5 2.2301 -8.7699 
8 15612 0.005316 1.0846 3.5 -3.5 2.4154 -4.5846 
9 15615 0.005245 0.5303 1.5 -1.5 0.9697 -2.0303 
10 15609 0.005143 1.0906 1.5 -1.5 0.4094 -2.5906 
*Sen. = sensitivity.  
Table 7.4 Bus 15050 voltage magnitude sensitivity ranking – generation resched-
uling  
Sen.* 
ranking  
Highest Lowest 
Bus 
Sen. 
(pu/pu) 
P0 
(pu) 
Bus 
Sen. 
(pu/pu) 
P0 
(pu) 
Pmax 
(pu) 
ΔPmax 
(pu) 
1 15928 0.0035 1.42 15923 -0.0026 0.867 1.15 0.283 
2 15922 0.00286 0.858 15971 -0.002 3.89 4.57 0.68 
3 15924 0.00285 0.858 15972 -0.002 3.84 4.57 0.73 
4 14924 0.002 1.149 15921 -0.0018 0.844 1.15 0.306 
5 14925 0.00199 1.149 15142 -0.0017 2.44 3.2 0.76 
6 15919 0.00186 1.55 14902 -0.0016 2.6 3.21 0.61 
7 15918 0.00183 0.95 14805 -0.0016 2.35 3 0.65 
8 15914 0.00180 0.478 14811 -0.0016 2.35 3 0.65 
9 15902 0.00175 1.13 14808 -0.0016 2.35 3 0.65 
10 15901 0.00171 1.13 14802 -0.0016 2.35 3 0.65 
*Sen. = sensitivity. 
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From Chapter 5, when multiple parameters sensitivities are evaluated, the 
maximum normalized sensitivity can be determined as, 
     max
1,
max , ,     i j j i j
i n
S x t x t j M  
 
      (7.5) 
In (7.5), ∂xi(λj,t)/∂λj is the sensitivity of the i
th
 system variable x with re-
spect to the j
th
 control parameter λ. M is the set of control parameters comprised of 
the control parameters for the two control actions and n is the number of system 
variables. The solution to (7.5) yields: Smax = 0.914 (1/pu) Then from (5.8), the 
maximum perturbation size that satisfies the linear approximation accuracy can be 
determined, 
 puSlin 03.6194.017.1/17.1 maxmax_  . 
This is the maximum amount of control effort that can be applied to the 
base case while the linear approximation accuracy requirement is still met. To 
achieve the control objective, certain control actions should be applied to the base 
case to ascertain that the voltage magnitude plots in the range between the base 
case and the lower bound are in compliance with the NERC requirement. For each 
of the two control actions, an optimization problem described by (7.3) and (7.4) is 
formed and solved respectively to obtain the optimal control effort. The results 
are as follows, 
 For shunt compensation, only two locations will be needed to increase the ca-
pacitor susceptance Bsh with the amounts listed in Table 7.5 
From Table 7.5 it can be seen that if the control is based on the base case 
performance, a total of 1.215 pu of shunt compensation is needed; if the control is 
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based on the lower bound of the voltage magnitude of bus 15050, a total of 3.528 
pu of shunt compensation is needed. The range of the control effort for shunt 
compensation is [1.215, 3.528] pu.  
Table 7.5 The amount of control for shunt compensation 
Bus 15121 15119 Total 
Shunt added 
(pu) 
Base case* 1.215 0 1.215 
Lower bound** 2.0 1.528 3.528 
*: Base case indicates the control objective is to maintain the voltage magnitude of the base case 
curve to comply with the NERC criteria.  
**: Lower bound indicates the control objective is to maintain the voltage magnitude of the lower 
bound to comply with the NERC criteria.  
 
Table 7.6 Generation output after rescheduling 
Lower bound Base case 
High Sen.* Low Sen. High Sen. Low Sen. 
Bus Pg (pu) Bus Pg (pu) Bus Pg (pu) Bus Pg (pu) 
15928 0 15923 1.15 15928 0 15923 1.15 
15922 0 15971 4.57 15922 0 15971 4.57 
15924 0 15972 4.57 15924 0.708 15972 4.57 
14924 0 15921 1.15   15921 1.15 
14925 0 15142 3.2   15142 2.869 
15919 1.16 14902 3.21     
  14805 3     
  14811 3     
  14808 3     
  14802 2.855     
Total (pu) 5.824 Total (pu) 2.428 
*:Sen. = sensitivity. 
 For generation rescheduling, the generator with the highest sensitivity is con-
sidered with the highest priority to reduce output; and the generator with the 
lowest sensitivity is considered with the highest priority to increase its output 
to account for the rescheduled generation  
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The solution to (7.3) and (7.4) yields the optimal generation rescheduling 
strategy in terms of generation adjustment for each rescheduling participant and 
total amount of rescheduled generation. The active generation output after re-
scheduling for generators participating in rescheduling is listed in Table 7.6. From 
Table 7.6 it can be seen that if the control is based on the base case performance, 
2.428 pu of active generation needs to be rescheduled; if the control is based on 
the lower bound of the voltage magnitude of bus 15050, 5.824 pu of active gener-
ation needs to be rescheduled. The range of the control effort for generation re-
scheduling is [2.428, 5.824] pu. 
7.5 Result Verification 
The results of the control options determined are verified by re-running 
time domain simulations for the changed cases with the corresponding control 
actions applied. Both the control strategies for the lower bound control and base 
case control are verified as follows, 
 Base Case Control Verification 
Applying the amount of control required considering just the base case 
voltage magnitude of bus 15050, it is seen from Figure 7.5 and Figure 7.6 that the 
base case voltage magnitude is higher than 0.768 pu at t = 0.62 s, which is the 
control objective. However, the lower bound of the voltage magnitude is still vio-
lating the NERC criteria. 
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Figure 7.5 Bus 15050 voltage magnitude operational bound – with shunt compen-
sation considering base operating point 
 
Figure 7.6 Bus 15050 voltage magnitude operational bound – with generation re-
scheduling considering base operating point 
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 Lower Bound Control Verification 
Applying the amount of control that is required for the control of the lower 
bound voltage magnitude of bus 15050 it can be seen from Figure 7.7 and Figure 
7.8 that the lower bound voltage magnitude is higher than 0.768 pu at t = 0.62 s, 
which is the control objective. When these amounts of control effort are applied to 
the base case, all the voltage magnitudes satisfy the NERC requirement. 
 
Figure 7.7 Bus 15050 voltage magnitude operational bound – with shunt compen-
sation considering lower bound operating point 
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Figure 7.8 Bus 15050 voltage magnitude operational bound – with generation re-
scheduling considering lower bound operating point 
7.6 Summary 
This test case demonstrates the merits of applying the trajectory sensitivity 
analysis method to the voltage stability problem with consideration of the load 
modeling parameter uncertainties. The main advantages of this method are: 
 Load modeling parameters uncertainties can be accounted for in the voltage 
stability study without a significant computational burden increment 
 With the high performance parallel computing platform introduced in Chapter 
3.2, the calculation of various sensitivities is enhanced significantly 
 With the sensitivity information evaluated along the time horizon at the base 
case, the system operational boundary can be evaluated linearly based on the 
base value 
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 Control actions for various preventive control methods can be calculated ac-
cording to the system operational boundary. 
Traditional methods for voltage control are mainly focused on the present 
operating point and the amounts of control from these methods are applicable on-
ly to the base case. The proposed method can determine the control actions for 
various preventive control methods based on the system operational bound deter-
mined by considering the uncertainties of a power system. This approach provides 
a measure of the voltage stability boundaries for system operators and planners to 
decide proper control strategies.  
 
 
 75 
Chapter 8  
APPLICATIONS TO TRANSIENT STABILITY CONSTRAINED INTERFACE 
REAL POWER FLOW LIMIT CALCULATION 
The proposed sensitivity analysis approach is also applied to calculate the 
interface power transfer limit that meets transient stability constraints. 
8.1 Background 
Operation of a power system requires that all security constraints estab-
lished by the North American Electric Reliability Corporation (NERC) be met for 
all possible operating conditions. Generally these constraints include static con-
straints such as thermal limits and dynamic constraints such as voltage limits, 
transient stability limits [64] and small signal stability limits [65].  
A critical component of successful electric power market operation is the 
determination of the associated total transfer capability (TTC) representing the 
transmission capacity available for trading. NERC rules require that the TTC val-
ues be posted and updated on a public domain website at regular intervals, e.g., 
the ISO-NE updates and publishes the TTC for every interface in its system every 
hour during the day on their website [68]. Hence, the underlying method for this 
TTC calculation should be fast with acceptable accuracy [64] – [67]. TTC is 
generally determined by the minimum value of certain limits, including thermal 
limits, voltage limits, small signal and transient stability limits [64]. Among these 
limits, the determination and calculation of the transient stability limit is the most 
complicated and time consuming task. This part of research effort aims at devel-
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oping a fast and accurate method to determine the interface real power flow limit 
constrained by transient stability.  
Conventional methods to calculate this transient stability constrained inter-
face transfer limit can be summarized into two broad categories: deterministic 
methods and probabilistic methods. As for the deterministic methods, one widely 
used method is the transient stability constrained optimal power flow (TSCOPF) 
[69] - [74]. However, the calculation burden is very heavy for this method espe-
cially when dealing with a large system. Another widely used deterministic meth-
od is the energy function based methods. However, the drawback for these meth-
ods is the modeling restrictions [30], [76] - [77]. The other deterministic method 
consists of running repeated time domain simulations while gradually increasing 
the interface power flow. As for the probabilistic methods, the most widely used 
ones are the Monte Carlo based probabilistic approaches [78] – [79]. The draw-
back for these methods is that they are both very time consuming and normally 
performed off-line. From the literature survey it is known that these methods are 
unable to meet either the accuracy or the computational time requirements, espe-
cially when the system is large. Therefore, there is a need to develop a new meth-
od that is computationally fast and accurate.  
It is observed that an interface flow limit is primarily determined by the 
generation at certain key generators in the exporting area. In other words, these 
key generators are the main sources that control the real power flow on the tie 
lines that constitute the specific interface. If the stability constrained maximum 
generation increment of these key generators can be determined, then with the use 
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of power transfer distribution factor (PTDFs) of these key generators on the inter-
face, the transfer limit of the interface can be accordingly determined [80]. 
The idea of using the sensitivity analysis in conjunction with PTDFs to 
calculate the interface flow limit was first developed in [80] twenty years ago. In 
[80], the authors utilize the sensitivities of energy margin with respect to active 
generation changes to calculate the generation output limits of the key generators 
constituting the interface. Then generator distribution factors are used to calculate 
the interface flow increment/decrement thus to determine the interface flow limit. 
The method was developed based on the transient energy function (TEF) method. 
However, the limitations of the TEF method, including the difficulties in the con-
struction of a suitable Lyapounov function [81] and the modeling restrictions for 
various dynamic components [76] - [77] have prevented the applicability of the 
method over the last twenty years.  
To account for the shortcomings of the TEF method, this research effort 
applies the method to time domain simulation using the trajectory sensitivity 
method to calculate the required sensitivity information. The most critical issue in 
this approach is to determine the stability constrained maximum generation in-
crements or decrements of those key generators in an efficient manner. The trajec-
tory sensitivity approach is proposed here for this purpose. This method can avoid 
performing a large number of repeated time domain simulations. 
8.2 Procedures and Details 
Contemporary methods that are widely used by various independent sys-
tem operators (ISOs) for determination of the transient stability constrained inter-
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face limit are based on the combination of the direct method and time domain 
simulation [75]. First, the direct method is used for contingency ranking and 
screening to identify the critical contingencies. Then for each of those critical 
contingencies, multiple time domain simulations are performed to determine the 
transfer limit. These methods basically monitor the system transient stability 
while increasing or decreasing the transfer across the interface which is simulated 
by adjusting the generation and load in the exporting and importing areas. The 
detailed mechanism for this adjustment varies. For example, one can adjust the 
generation and load according to a set of scaling factors. For situations evaluating 
the least-cost transfers, economic dispatch of the system must be taken into ac-
count.  
Though the contingency screening significantly reduces the computational 
burden, multiple time domain simulations are still required to determine the trans-
fer limit without violating stability constraints for each contingency considered. 
To tackle this problem, a new method based on trajectory sensitivity analysis is 
proposed and presented as follows. 
The feature of this method is that it utilizes the trajectory sensitivity analy-
sis method to ascertain that the generation increment at each key generator will 
not result in the system being unstable. Then a constrained optimization problem 
can be formulated to calculate the maximum real power flow through an interface 
of interest. The detailed procedure for this method is shown in Figure 8.1. 
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Determine an interface
Determine load increase pattern
Calculate sensitivities to generation 
and load change 
Calculate the maximum interface 
flow limit
End of contingency 
list?
k=k+1
No
Stop
Yes
Set k=1
Apply contingency k
Identify the key generators
Calculate PTDFs
Determine a base case operating point
 
Figure 8.1 Flowchart of the proposed method 
1. Pre-determine an interface that is of interest and identify the key generators 
and transmission lines constitute this cut set 
Methods to identify the key generators of the interface under studied vary. 
They can be determined according to the operators’ experience, historical data or 
network topology analysis. Normally, they are identified by analyzing the power 
flow of the base case and identifying the sources that affect the flows on the inter-
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face under consideration. The source generators that impact the interface are the 
key generators. 
2. Determine a suitable base case 
The principle of determining a base case is that this case should be close to 
its stability limit so that the linear approximation can be applied. For example, in 
the transient angle stability problem, the commonly used criterion to identify the 
limit of a system is that the relative rotor angle between any two generators reach-
es 180°. Thus, for an operating point, when this angle difference is close to 180°, 
for example 165°, this case can be identified as a suitable base case 
3. Identify a set of load buses whose active loads are most likely to change 
In the importing area, a set of load buses whose active loads are very like-
ly to change and affect the interface flow needs to be pre-determined. This deter-
mination can be based on historical data or operational experience 
4. Calculate the sensitivities of interest simultaneously  
For interface flow limit calculation, two types of sensitivities are needed: 
one is the sensitivities of generator rotor angle with respect to active generation 
change at those key generators; the other one is the sensitivities of generator rotor 
angle with respect to active load change in the importing area. 
5. Calculate the PTDFs of those key generators on those transmission lines that 
constitute the interface 
6. Calculate the maximum interface real power flow. Details of this calculation 
are as follows, 
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 Calculate the maximum amount of active generation change ΔPmax_lin that 
meets the linear sensitivity approximation accuracy requirement. Details 
of this method are discussed in Chapter 5 
 Solve the following constrained optimization equations to obtain the max-
imum changes of the real power flow through the interface. 
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where, ΔPI is the increment of the real power flow through the interface. ΔPGi is 
the active generation change at generator i. fik is the PTDF of generator i on line k. 
m is the number of key generators in the cut set. n is the number of transmission 
lines constituting the interface. In calculating the PTDF the slack bus used in the 
base case power flow is retained as the slack bus. l is the number of load buses 
whose active load changes are taken into account. C is a set of the most advanced 
generators. t0 is the time instant of interest. For this case, it is the time instant at 
which the most advanced generator reaches the maximum relative rotor angle. C 
is determined by observing the angle plots of all the generators for the base case. 
The first few, for example 5 or 10 generators depending on how close they are to 
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the pre-defined stability criterion (180° in this research work) are selected in this 
set. δd_j(t0) is the generator rotor angle difference between the j
th
 generator in C 
and least advanced generator at time instant t = t0. )( 0_ t
base
jd
  is the value of δd_j(t0) 
for the base case. ∂δd_j/∂PGi(t0) and ∂δd_j/∂PLi(t0) are the sensitivity of δd_j with re-
spect to active generation change at generator i and active load change at load bus 
i at time instant t=t0, respectively. ΔPLi is the active load change at load bus i. The 
rotor angle difference 180° is the criteria used to determine the angle stability. 
PGi0 is the active generation at generator i for the base case. PGimax_cap is the capac-
ity of generator i. ΔPmax_lin is the total change that can be applied to all key gener-
ators and load buses without violating the linear sensitivity approximation accura-
cy requirement.  
In order to solve the optimization problem, in (8.2), it is assumed that the 
active load of those load buses change proportionally based on some weighting 
factors as follows, 
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Where wj is the load increase weighting factor for load bus j, and ∆PL is the total 
load increment at all the load buses. 
The first constraint inequality in (8.2) ascertains that the total generation 
increment at all the key generators will not result in the system instability. The set 
C should not only contain the most advanced generator, but also include those ad-
vanced generators whose rotor angle is close to stability limit for the reason that 
the any generation increment might result in the second, third or fourth advanced 
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generator becoming unstable. Therefore, this constraint equation ascertains all the 
advanced generators are stable when there are generation changes made to the 
system. The second constraint equation in (8.2) ascertains that the generation in-
crement at each of the key generator will be within its capacity limit. The third 
constraint equation in (8.2) ascertains that combination of the total generation in-
crement at all generators and the total load change in the load area is within the 
linear approximation accuracy requirement limit. The fourth constraint equation 
in (8.2) ascertains that the total generation increment is equal to the total load in-
crement. Solution of (8.1) - (8.2) yields ΔPI. Then the stability constrained maxi-
mum interface real power flow can be determined as 
 IIImax PPP  0   (8.4) 
where PI0 is the interface real power flow for the base case. 
8.3 Test Case and Results 
In this section, a test case is utilized to demonstrate the proposed method. 
 Test System and Interface Descriptions 
The WECC system depicted in Appendix A is used as the test system. An 
interface of interest is selected as shown in Figure 8.2 and Figure 8.3. There are 
two major power plants of interest: P1 and P2. Each of these plants contains sev-
eral generators with high capacity. The configurations of these plants are listed in 
Table 8.1. There are four transmission lines in this interface. The real power flows 
on these lines for the base case are listed in Table 8.2. The PTDF fik is defined as 
follows, 
 ik k if P P      (8.5) 
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where fik is the PTDF of generator i on line k. ΔPk is the real power flow change 
on line k. ΔPi is active generation change at generator i. A PTDF calculation rou-
tine has been implemented in PSAT [38]. The results are listed as follows in Ta-
ble 8.3. 
 
Figure 8.2 The pre-selected interface 
 
Figure 8.3 Description of the selected interface 
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Table 8.1 Configurations of the two major power plants  
Power Plant P2 P1 
Generator Bus 118 119 120 121 114 115 111 112 113 
Generator No. #5 #6 #7 #8 #46 #47 #43 #44 #45 
PGi0 (MW) 360 350 544 533.83 750 750 450 400 450 
PGimax_cap (MW) 410 400 594 590 775 775 800 750 800 
Table 8.2 Real power flows through the interface for base case 
Line 1 2 3 4 Interface 
PI0 (MW) 190.68 407.18 456.73 508.46 1563.1 
Table 8.3 PTDFs of each key generator on the interface  
Generator 
PTDF fik for line k (%) 
1 2 3 4 
#5 9.21 27.8 28.9 10.12 
#6 9.21 27.8 28.9 10.12 
#7 9.224 27.83 28.9 10.12 
#8 9.21 27.8 28.9 10.12 
#46 8.8 25.77 30.7 10.96 
#47 8.7 25.51 30.05 10.60 
#43 8.8 25.77 30.7 10.96 
#44 8.8 25.77 30.7 10.96 
#45 8.8 25.77 30.7 10.96 
 Base Case Performance 
The contingency considered is a 3-phase fault on line #4 as depicted in 
Figure 8.2. The fault occurs at t = 0.2 s and is cleared after 0.06 s. After running 
time domain simulation for the base case, it is found that generator #43, generator 
#44 and generator #45 are the most advanced generators, and generator #320 is 
the least advanced generator. Therefore, these three generators are selected as the 
set of advanced generators C defined in (8.2). The relative angles between these 
most advanced generators and generator #320 are plotted in Figure 8.4. 
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Figure 8.4 Relative angles between the most advanced generators and generator 
#320 
17 load buses whose active loads are considered to change and affect the 
interface flow are determined. These 17 load buses are directly supplied by the 
four interface tie lines. Based on the standard option in several commercial time 
domain simulation packages, relative rotor angle values of 180° are used to detect 
the system stability/instability. The maximum relative rotor angle here is 165.1°, 
which occurs at t= 0.4795 s. It can be seen that this system operating point is very 
close to its stability limit. 
 Calculation of Trajectory Sensitivities  
To solve the optimization problem (8.1) - (8.2), two types of sensitivities 
are required. They are 
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1) Sensitivities of rotor angles of generators in the set C with respect to active 
generation change at those key generators depicted in Table 8.1 
These sensitivities are calculated using the parallel computing platform described 
in Chapter 3.2 and they are shown in Figure 8.5 - Figure 8.7. 
  
Figure 8.5 Sensitivities of δ43-320 to active generation of the key generators 
 
Figure 8.6 Sensitivities of δ44-320 to active generation of the key generators 
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Figure 8.7 Sensitivities of δ45-320 to active generation of the key generators 
It can be seen from Figure 8.4 that the maximum relative rotor angle oc-
curs at time instant t=0.4795 s, therefore the sensitivity information at this time 
instant are of interest and they are listed in Table 8.4. The capacities of these key 
generators Pimax_cap are listed in Table 8.1. 
Table 8.4 Sensitivities to active generation change at t = 0.4795 s 
Generator: #5 #6 #7 #8 #46 #47 #43 #44 #45 
∂δ43-320/∂PGi 
(deg/pu) 
0.05 0.03 0.07 0.06 0.1 -0.21 10.9 0.88 0.8 
∂δ44-320/∂PGi 
(deg/pu) 
0.05 0.03 0.06 0.06 0.09 -0.21 0.78 10.5 0.71 
∂δ45-320/∂PGi 
(deg/pu) 
0.023 0.005 0.04 0.04 0.05 -0.21 0.4 0.4 9.0 
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Table 8.5 Sensitivities to active load change at t = 0.4795 s 
Bus 
∂δ43-320/ 
∂PLi 
(deg/pu) 
∂δ44-320/ 
∂PLi 
(deg/pu) 
∂δ45-320/ 
∂PLi 
(deg/pu) 
Bus 
∂δ43-320/ 
∂PLi 
(deg/pu) 
∂δ44-320/ 
∂PLi 
(deg/pu) 
∂δ45-320/ 
∂PLi 
(deg/pu) 
10041 -0.08 -0.01 -0.05 10034 -0.14 -0.14 -0.167 
10369 -0.05 -0.05 -0.07 10046 -0.08 -0.08 -0.106 
10232 -0.008 -0.01 -0.03 10061 -0.16 -0.15 -0.184 
10025 -0.05 -0.05 -0.07 10070 -0.15 -0.15 -0.17 
10005 -0.17 -0.2 -0.19 10072 0.13 0.13 0.10 
10015 -0.16 -0.15 -0.17 10173 -0.2 -0.2 -0.23 
10020 -0.15 -0.14 -0.17 10450 -0.18 -0.2 -0.20 
10022 -0.16 -0.15 -0.18 10511 -0.12 -0.12 -0.14 
10032 -0.22 -0.22 -0.26     
2) Sensitivities of rotor angles of generators in the set C with respect to active 
load change at the load buses  
The sensitivity information at time instant t = 0.4795 s are listed in Table 8.5. 
 Calculation of the Linear Approximation Accuracy Constrained Maximum 
Amount of Parameter Change 
From Chapter 5, when multiple parameters sensitivities are evaluated, the 
maximum normalized sensitivity can be determined as 
     max
1,
max , ,     i j j i j
i n
S x t x t j  
 
      (8.6) 
In (8.6), ∂xi(λj,t)/∂λj is the sensitivity of the i
th
 system variable x with re-
spect to the j
th
 changing parameter λ. M is the set of changing parameters and n is 
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the number of system variables. The solution to (8.6) yields Smax=0.11538 (1/pu). 
Then from (5.8), the maximum perturbation size that satisfies the linear approxi-
mation accuracy can be determined as  
 max_ max1.17 / 1.17 0.11538 10.14 pulin S    . 
This is the maximum amount of change, including generation change and 
load change that can be applied to the base case while the linear approximation 
accuracy requirement is still met.  
 Solution to the Optimization Problem 
In order to solve the linear programming problem (8.1) ~ (8.2), the follow-
ing two assumptions are made 
1) In (8.2), it is assumed that ΔPGi is positive. This indicates that all the key 
generators are increasing their output 
2) In (8.2), it is assumed that the load increments are distributed equally among 
the 17 load buses 
The Matlab built-in solver for linear programming problems “linprog” is 
used to solve the linear programming problem (8.1) ~ (8.2). Solution to (8.1) ~ 
(8.2) yields ΔPI = 386.4861 MW. At the solution, the generation increment of 
each key generator ΔPGi is listed in Table 8-6. 
Table 8.6 The key generator output increments 
Generator #5 #6 #7 #8 #46 #47 #43 #44 #45 Total 
ΔPGi 
(MW) 
0 0 0 0 17.8 0 88.8 143.09 257.3 507 
Then the interface real power flow limit then can be calculated as 
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MW  1949.6 = 386.48+1563.100  II PP . 
 Result Verification  
To verify the results obtained from above, another time domain simulation 
is run for the changed case with the changes listed in Table 8-6 applied to the pre-
fault power flow case. The relative rotor angle plots between the most advanced 
generators and generator #320 are shown in Figure 8.8, respectively. 
 
Figure 8.8 Relative angle plots between the most advanced generators and genera-
tor #320 for the changed case 
Also, the relative generator rotor angles between the three most advanced 
generator and generator #320 at time instant t = 0.4795 s are also verified and 
listed in Table 8.7. In the table, the results in the row “From linear programming 
solution” are the results obtained by solving the linear programming problem 
(8.1) ~ (8.2). The results in the row “From time domain simulation for changed 
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case” are the results obtained from running time domain simulation for the 
changed condition. Also, the real power flows in the four tie lines are verified and 
they are listed in Table 8.8. 
Table 8.7 Comparison of the relative generator rotor angles at t = 0.4795 s  
 δ43-320 (deg) δ44-320 (deg) δ45-320 (deg) 
From linear pro-
gramming solution 
177.4 177.03 173.4 
From time domain 
simulation for 
changed case 
178.7 178.9 172.9 
Table 8.8 Comparison of the real power flows through the interface 
Line #1 #2 #3 #4 Interface 
PI0 (MW) 190.68 407.18 456.73 508.46 1563.1 
PI – from linear program-
ming solution (MW) 
235.30 537.83 612.38 564.03 1949.6 
PI – from re-run power flow 
simulation (MW) 
234.07 527.11 599.64 580.71 1941.5 
It can be seen from Figure 8.8 that the relative rotor angles at t = 0.4795 s 
are very close to 180°. And it is seen from Table 8.7 and Table 8.8 that the results 
from the solution to (8.1) - (8.2) are very close to the actual results from time do-
main simulation for the changed case. Then the interface real power flows are in-
creased slightly higher than the amount obtained above by 3.5 MW to 390 MW, 
the relative angle plots are shown in Figure 8.9. It is seen from the figure that 
three generators are swinging away from the rest of the generators, which indi-
cates that the system is unstable. Thus the result verifies the correctness of the 
proposed method. 
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Figure 8.9 Relative angle plots between the most advanced generator and genera-
tor #320 – with interface flow PI = 390 MW 
8.4 Summary  
This test case demonstrates the trajectory sensitivity based approach to 
calculate the transient stability constrained interface real power flow limit. Com-
pared to the commonly used methods, this method avoids repeated time domain 
simulations. Thus, it can significantly reduce the computational burden and pro-
vide a good alternative for the calculation of interface flow limit. The result veri-
fication part has shown the great accuracy of the proposed method. 
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Chapter 9  
MPC- BASED EMERGENCY FREQUENCY CONTROL 
In this chapter, a model predictive control (MPC) and trajectory sensitivity 
approach based method (MPC-TS) for on-line emergency control in terms of un-
der frequency load shedding (UFLS) is developed. This is a method aimed at con-
trol center usage as part of a power system on line stability assessment tool. 
Contemporary methods dealing with under frequency control mainly focus 
on developing a coordinated load shedding plan for all relays. By conducting off-
line studies, these methods determine the settings for relays to ascertain when a 
pre-determined threshold value of frequency is reached. When the threshold is 
exceeded, related relays will operate correctly in a coordinated fashion to main-
tain system stability. The drawbacks of these methods include, 
 The under frequency load shedding relays will either over-shed loads or un-
der-shed loads since the relays are set based on off-line studies which general-
ly do not reflect the actual operating condition 
 There is no control over which portion of the loads are shed when the relay 
threshold is exceeded.  
Therefore, it would be attractive if a load shedding scheme can be determined in a 
manner such that, 
 Load shedding strategies can be determined in real time to protect the system 
under any specific operating condition 
 Only small portions of the load are selectively shed so that interruptions can 
be effectively unnoticed by consumers. 
 95 
The main challenges to achieve this goal include, 
 Fast communications between the control center and load circuit breakers, 
since load shedding signals are sent from the control center to circuit breaker 
in real time 
 An accurate tool to monitor and estimate system operating states 
 Fast tools to determinate the proper load shedding control strategy. 
With the development of advanced communication techniques, the appli-
cation of phasor measurement units (PMU) and state estimation techniques, the 
first two challenges can be tackled effectively. However, the third challenge re-
quires further research efforts. For this purpose, this chapter presents the prelimi-
nary work in the development of an approach based on model predictive control 
and trajectory sensitivity. This is a method aimed at control center usage as part of 
a power system on line stability assessment tool. The proposed method is tested 
on the WECC system under extreme operating conditions. In the test case, both 
the performance of computation time and the effectiveness of the method are dis-
cussed. 
9.1 Background and Literature Review 
Power systems are being operated closer to the stability boundaries nowa-
days as deregulation introduces more economic objectives for operation. Besides, 
as open-access transactions increase, weak connections, unexpected events, hid-
den failures in protection system and other unforeseen reasons may cause the sys-
tem to lose stability and even lead to catastrophic failures [85] - [89]. Therefore, 
this creates a demand for tools that can accurately monitor power system stability 
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and quickly react to prevent the system from losing stability in terms of preven-
tive control and emergency control.  
The trajectory sensitivity method is potentially applicable for both preven-
tive and emergency control. Applications of the trajectory sensitivities to preven-
tive control have been discussed in Chapter 6 - Chapter 8. However, the method 
was mainly used for off-line, post-mortem studies [13]. Until recently, few re-
search efforts have been conducted to apply the method to voltage emergency 
control [20], [82] - [84]. These research efforts employed the MPC method and 
the trajectory sensitivity approach (MPC-TS) to create an optimization problem in 
real time. Then this optimization problem is solved to obtain the optimal control 
strategies. However, all these applications were applied to the voltage stability 
problem, which is a slower phenomenon compared to the angle and frequency 
stability problems. Also, these research efforts mainly focus on developing the 
concept and the method was only tested on small systems for demonstration pur-
poses [20], [82] - [84]. The proposed MPC-TS method involves a large number of 
trajectory sensitivities calculations along the time horizon during the time domain 
simulation. In order to apply the MPC-TS method to on-line analysis for the angle 
and frequency stability problems, the calculation of trajectory sensitivity is re-
quired to be fast. This part of the research effort will try to solve this problem and 
apply the MPC-TS method to real time stability assessment for control center de-
cision making. 
When a power system is subjected to large disturbances, such as a simul-
taneous loss of several generating units or major transmission lines, either time 
 97 
domain simulation or measurement will be employed to monitor system states. If 
the vulnerability analysis indicates that the system is approaching a catastrophic 
failure, certain emergency control actions need to be taken to limit the extent of 
the disturbance. Some widely used emergency control actions include: controlled 
islanding, generation tripping and load shedding. Reference [85] introduced a 
self-healing strategy that involves all these three control actions to restore the sys-
tem back to a stable state from an extreme emergency state. Reference [86] - [87] 
introduced a controlled islanding strategy based on slow coherency and its appli-
cations to the WECC system. Controlled islanding normally divides a power net-
work into several sub-islands. Some of these islands are load rich and others are 
generation rich. Generally, the situation is more severe in load rich islands. Since 
in such an island, the system frequency will drops due to the generation deficien-
cy. If the frequency falls below a certain threshold, the generation protection re-
lays will trip the generator, which will further reduce the generation in that island 
and result in an even worse decline in the system frequency. In the worst case, the 
entire island will blackout. In a load deficient island, either intentional or forced 
generator tripping will reduce the imbalance between the generation and the load.  
In the literature, there are two categories of load shedding schemes: load 
shedding based on frequency decline [88] and load shedding based on the rate of 
frequency decline [85], [89]. The first method is relatively conservative due to the 
lack of information about the magnitude of the disturbance and is not able to dis-
tinguish between the normal oscillations of the power system and large disturb-
ances on the system. Therefore, this approach is prone to shedding less load than 
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needed. This is not beneficial to the quick recovery of the island and may lead to 
further cascading events. The second approach avoids these shortcomings by us-
ing the frequency decline rate as a measure of the load shortage. Therefore, it has 
a faster response time compared to the other scheme. 
However, all these methods are employed in off-line studies to find out a 
coordinated setting for relays to ascertain that the frequencies will recover to an 
acceptable level. The drawback of this method is that all these results are based on 
off-line studies and in real time the system is probably operating differently than 
any of the situations considered in the off-line studies. Another shortcoming is 
that it cannot selectively shed load in terms of shedding the loads that have the 
minimum impact on the customer. Therefore, it would be more beneficial to de-
velop a tool that has the capability of determining the load shedding strategy in 
real time to capture the real time system states as well as to selectively shed loads 
to minimize the impacts on consumers. 
9.2 Non-disruptive Load Control 
 Recently, there is a growing recognition of the value of demand side con-
trol in increasing the reliability and stability, promoting market efficiency, and 
curbing market power [102], [103]. In [103], several new technologies were pro-
posed for fast load control. One of the controls is direct load control which is de-
fined as load that can be curtailed directly by a utility or dispatcher without inter-
vention of an operator at the end-use consumer premises. Based on these research 
efforts, it can be concluded that many consumer installations consist of loads that 
are at least partially controllable. For example, the air conditioning and lighting 
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loads in commercial, residential and industrial loads, or the loads that have back-
up generation. The short-term load reduction in these loads will not lead to signif-
icant loss.  
Besides, loads are typically classified into several categories according to 
their importance. For example, loads of hospitals, schools and government instal-
lations should be given a higher importance factor; residential loads and some in-
dustrial loads may be less important. When determining load shedding strategies, 
loads that are less important could be shed with a higher priority. 
Considering the nature of non-disruptive load control, load can be shed se-
lectively when developing a load shedding plan. For this purpose, this research 
effort tries to employ the model predictive control method together with the tra-
jectory sensitivity approach to develop an emergency load shedding method that 
has the ability to selectively shed loads. Figure 9.1 depicts the role of the pro-
posed MPC-TS method in a power system real time assessment tool. This hierar-
chical structure is similar to the one developed in [84]. A lower level controller is 
utilized to coordinate the small portions of controllable loads. This controller 
would continually check the availability of controllable loads and then this infor-
mation would be sent to the transmission level controller. When load/generation 
control is required, the MPC-TS routine will be activated and an optimal control 
strategy will be determined in real time. The control signal would be sent to the 
lower level controller. The lower level controller would implement the load 
change by signaling the individual circuit breaker of related loads. 
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Figure 9.1 The role of the MPC-TS method in a power system on-line stability 
assessment tool 
9.3 Model Predictive Control 
The model predictive control (MPC) method is a discrete-time form of 
control, with control commands issued at certain periodic intervals [90] - [92]. 
This technique has been applied to both voltage stability problems [93] - [96], and 
transient stability problems [98] - [99]. In [99], MPC and linearization techniques 
are used to design transient stability controllers that are suitable for damping 
moderate oscillations. These various studies have illustrated that the MPC tech-
niques can produce computationally reasonable power system control strategies. 
Typically, a MPC model can be depicted as shown in Figure 9.2. From Figure 9.2 
it can be seen that it consists of two key elements: the model of the system to be 
controlled and an optimizer which determines the optimal control actions. The 
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model is used for prediction of the future behavior of the system when a specific 
control action is applied. The prediction has two main components, 
 The free response, being the expected behavior of the output y0(t) assuming 
zero future control actions 
 The forced response, being the additional component of the output dy(t) due to 
the future control action u(t) 
Optimizer
Model
Model
Actual 
system 
state X(t)
Free
Response y0(t)
Forced
Response dy(t)
Total
Response y(t)
Future 
reference w(t)
Constraints Cost function
Future 
controls 
u(t)
+
 
Figure 9.2 Structure of a typical MPC model 
The total future system response is the summation of the free response and 
the forced response. This sum is calculated until the prediction horizon. A cost 
function is used to evaluate the resulting total response of the system. Finally, an 
optimizer will determine the best set of future control values u(t), for example, the 
control actions to minimize the cost function. The choice of this function can be 
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made according to the demands of the process and is not dependent on the con-
troller itself. Therefore it is possible to use linear or quadratic cost functions and 
penalize the control error or the control effort with appropriate weighting factors. 
Hence, a control engineer can design the controller in an optimal manner to fit the 
requirement of the controlled system. 
Figure 9.3 illustrates the principle of MPC from another perspective. In 
Figure 9.3, suppose the MPC routine is triggered at t = k and T is the period asso-
ciated with MPC operation and NT is the prediction horizon. y0(t) is the nominal 
trajectory, which is related to the inherent characteristics of the system and the 
past control Δu(tk – mT)(m = 0, 1, 2, …, N); y(t) is the predicted output trajectory at 
each interval T subjected to the control sequence Δu(tk+mT) applied at t= k+mT. yr 
is the reference signal for the control objective. At time instant t = k+mT, 
Δu(tk+mT) is an optimal control action obtained from the optimizer shown in Fig-
ure 9.2; dy(tk+mT) is the output change caused by applying control Δu(tk+mT). 
Therefore, the prediction output is determined by the following equation (over the 
time interval T), 
 0( ) ( ) ( )y t y t dy t    (9.1) 
From previous chapters it is known that the trajectory sensitivity approach 
can be utilized to predict the system response to parameter changes. Therefore, 
the trajectory sensitivity approach is a good choice to be utilized to predict the 
perturbed trajectory of the underlying system. Based on (2.17), (9.1) can be writ-
ten as, 
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where n is the number of control actions applied at t = k+mT; 0yuiS is the sensitivity 
of y0 with respect to the i
th
 control action 
iu , evaluated over the time period 
[k+mT, k+(m+1)T]. 
 
Figure 9.3 The basic principle of model predictive control 
In the context of a power system, Figure 9.4 provides a better illustration 
of the MPC response with regard to the system bus voltage magnitude perfor-
mance when a large disturbance occurs. Each control decision is obtained by first 
estimating the system state at each time instant. This provides the initial condition 
for prediction of subsequent dynamic behavior. The prediction stage is traditional-
ly formulated as an open-loop optimal control problem over a finite horizon. This 
results in the corresponding open-loop control sequence. The process is repeated 
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at the next MPC operation interval, with the state estimator providing a new initial 
conditional for a new prediction problem, which is a linear optimization problem. 
The optimization problem underlying MPC involves open loop prediction 
of the system behavior. Actual behavior invariably deviates from that predicted 
response though. However, feedback is effectively achieved through the correc-
tion applied when the next MPC control signal is issued as illustrated in Figure 
9.4. 
 
Figure 9.4 MPC response (Source: [84]) 
9.4 MPC-TS Model Formation 
The key step in MPC is predicting the system responses in the next operat-
ing interval, and the main feature of the trajectory sensitivity approach is predict-
ing the system responses subjected to a change of system parameters based on the 
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base case responses. Therefore, incorporating the TS approach into the MPC 
method would be an attractive approach. 
The MPC optimization process seeks to determine minimal control Δu that 
ensures that the specified control objectives are satisfied. This results in a linear, 
constrained, dynamic embedded optimization problem. Generally, at each MPC 
operation interval [tk+mT, tk+(m+1)T] a linear MPC optimization problem has the fol-
lowing form, 
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 (9.4) 
where, Δui(tk+mT) is the amount of control applied to the i
th
 load shedding control 
candidate at time t = k+mT; n is the number of load shedding control candidates; 
0 ( )jf t  and ( )
p
jf t  are the nominal and the predicted frequency trajectory for bus j 
over the time period [tk+mT, tk+(m+1)T], respectively; ( )jiS t  is the sensitivities trajec-
tories of the frequency of bus j with respect to the i
th
 load shedding control candi-
date; 
_ maxp
jf  and 
_ minp
jf  are the maximum and minimum predicted frequency of 
bus j over the time period [tk+mT, tk+(m+1)T], respectively;[
l
mf , muf ] is the objective 
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control frequency range at the m
th
 MPC operation interval; [
min
iu ,
max
iu ] is the 
limit on the i
th
 load shedding control candidate. It is noted that the approximated 
trajectories of system variables are predicted using the first equation in (9.4) 
based on first order linearization. Detailed introduction about this theory was dis-
cussed in Chapter 2.4. 
One of the important steps of this method is the determination of the pa-
rameters in (9.3) - (9.4), including T, 
l
mf  and muf at each step. They should be de-
termined depending on the problem being studied. As for the setting of T, for the 
voltage stability problem, it is set to be 5 s in [82] and 50 s in [84]. For the angle 
or frequency stability problems, since they are faster phenomenon, in order to 
capture this fast response, T should be set shorter, for example, 0.5 s ~ 1 s. The 
control objective frequency [
l
mf , muf ] at each step should also be set with great 
care. As mentioned by M. Zima and G. Anderson in [83], in emergency situations, 
the focus of control is more on controlling the system back to be within an ac-
ceptable operating range, not to achieve a certain exact objective. Therefore, the 
settings of 
l
mf and muf  should be set in a manner that the lowest/highest frequency 
will recover to an acceptable level gradually. If the objective function value is in-
creasing too much from the contemporary frequency value, the optimization prob-
lem would fail from two perspectives: 
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1) No solution is reached 
2) Even if a solution is reached, system response would not be as expected after 
the control is applied. 
The reason for this failure is that this method is based on first order linearization 
and the perturbation size is required to be small in order to obtain an acceptable 
accuracy.  
To improve the robustness of this method, a for-loop is employed to ascer-
tain that the optimization problem would converge to a solution. The for-loop is 
implemented by reducing the control objective if the previous solution attempt 
does not converge. This for-loop is coded in the following manner: 
 
 
 
 
The flowchart for the proposed MPC-TS based on-line frequency stability as-
sessment tool is shown in Figure 9.5. The details include, 
1) Network states are obtained from the EMS 
2) Contingency screening is performed to determine the most potentially harmful 
contingencies 
3) For those selected contingencies, time domain simulation will be conducted 
and the system stability is monitored 
if   (9-3) ~ (9-4) does not converge 
      
    Solve (9-3) ~ (9-4) 
else 
        return; 
end 
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4) At a certain time instant, once the threshold value of any bus frequency is ex-
ceeded, the MPC-TS routine will be activated to calculate the required optimal 
emergency control 
5) The calculated optimal control information will be stored and the control 
strategy is updated. If a contingency occurs, the corresponding control strate-
gy will be applied by issuing signals to related circuit breakers by the opera-
tors in the control room. 
Contingency k=1
Monitor system stability
Frequency over/under certain 
threshold value? 
Activate MPC-TS routine
Yes
Store the control action for each 
operational period
k=k+1
No
EMS
Contingency screening
 
Figure 9.5 Flowchart of the proposed MPC-TS based on-line emergency control 
tool for frequency stability problem 
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A detailed flowchart of the mechanism of the MPC-TS routine corre-
sponding to step 4) is shown in Figure 9.6. Details of these steps are as follows, 
1. At the initial stage of each MPC operational period, e.g. t = tk+mT, the status of 
the contemporary states is stored for future simulation roll back 
2. Define a set of controllable loads 
3. For the period [tk+mT, tk+(m+1)T], sensitivities of system variables, including state 
and network variables, with respect to a set of pre-determined controllable 
loads is calculated in parallel 
4. With these information regarding the sensitivities, the optimization problem 
described by (9.3) - (9.4) is formed and solved for the optimal control action 
Δui(tk+mT)  
The time domain simulation program will be rolled back to the state t = 
tk+mT, and the control action Δui(tk+mT) will be applied to the system. With this 
control action applied, the simulation will continue to the next MPC operation 
interval starting point t = tk+(m+1)T, and the process is repeated to calculate the con-
trol action at this stage. 
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At t = tk+mT, make a copy of current states
Define a set of controllable loads 
Over the period [tk+mT, tk+(m+1)T], calculate the sensitivities 
of variables to loads in parallel
Form the MPC-TS optimization problem and solve for the 
optimal control Δui(tk+mT)  
Roll the simulation back to t = tk+mT, apply the control Δui(tk+mT) and run the 
simulation to the starting point of the next MPC operation interval
 
Figure 9.6 Flowchart of the MPC-TS routine 
It should be pointed out that the parallel computation scheme used here is 
different from what is used in the off-line applications described in previous chap-
ters. In the previous cases, a full time domain simulation for the base case is run 
with all the state and network variables, Jacobian matrices at each iteration step 
stored in a file. Then this file is passed over the network to all the available com-
puting nodes in the cluster. In each remote computing node, the data stored in the 
file will be extracted and different kinds of sensitivities are accordingly calculat-
ed. This mechanism works well for off-line applications. However, the time con-
sumed in the processes of data writing/reading and transmission over the network 
will be too much for on-line applications. Therefore, the previous parallelism 
scheme needs to be improved for this on-line application.  
The Matlab parallel computing toolbox (PCT) is employed in this research 
effort to handle the parallelism. The advantages of using PCT include, 
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 Integration of the existing codes to PCT requires very limited programming 
effort 
 The time consumed in data storage and exchange is saved since PCT stores 
data in memory instead of hard drive.  
By using PCT, during each MPC operation period, the state and network 
variables, and the Jacobians are stored in memory. This memory area is shared by 
all the remote computing nodes in the cluster. In this way, the time spent on data 
writing/reading and transferring will be saved, which is a significantly improve-
ment. Other techniques used in this application to accelerate the computing speed 
include, 
 The use of UMFPACK to improve the efficiency of solving the linear equa-
tion JX = b 
 The modified very dishonest Newton method to improve the Jacobian updat-
ing scheme  
Details of these techniques have been introduced in Chapter 3. 
9.5 Test Cases and Results 
The test system used here is the same as the one used in [87] and this part 
of research effort is a continuation of the work studied in [87]. In [87], several 
severe contingencies are considered and the system needs to be islanded into two 
sub-networks as shown in Figure 9.7. After islanding, the Southern island is the 
load rich area, and the frequency is decreasing and a particular load shedding 
strategy is required to recover the system to a new equilibrium point; the Northern 
area is the generation rich area, and the frequency is increasing and a certain 
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amount of generation needs to be rolled back to transition the system to a new 
equilibrium operating point. In [87], the author used the default relay setting 
which is required by the WECC [101] to shed loads to maintain the system fre-
quency stability. The system recovers to a new equilibrium operating point after 
applying load shedding. However, this load shedding plan is determined by off-
line studies before-hand, and it does not have the capability of shedding loads se-
lectively. In this part of the dissertation, a test case will be used to demonstrate the 
process of employing the proposed MPC-TS method to develop a selective load 
shedding strategy. This load shedding plan has the capability of selecting the 
loads that will lead to minimum impacts on the consumer and is determined in 
real time. 
 
Figure 9.7 Controlled islanding after a severe fault in the WECC system ([87]) 
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A. Base case performance 
In [87], several contingencies are considered for the WECC heavy sum-
mer and light winter cases, respectively. Here, the contingency of a triple line out-
age (TLO) of the California-Oregon intertie (COI) on the heavy summer base case 
detailed in [87] is used. The software used in this test case is PSAT as introduced 
in Chapter 3.1. To create a more typical test case, some modifications were made 
to the base case used in [87]. After islanding, the real power imbalance is 8 436 
MW in each island, which was 5 602 MW in [87]. The bus frequency plots for the 
buses in the Southern island are shown in Figure 9.8. 
  
Figure 9.8 Bus frequency plots of the Southern island 
B. Control objective 
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Table 9.1 WECC coordinated under frequency load shedding plan 
Load shed-
ding block 
Percent of balanc-
ing authority area 
load dropped 
Frequency set-
point (Hz) 
Tripping time 
1 5.3 59.1 No more than 14 cycles 
2 5.9 58.9 No more than 14 cycles 
3 6.5 58.7 No more than 14 cycles 
4 6.7 58.5 No more than 14 cycles 
5 6.7 58.3 No more than 14 cycles 
 
Additional automatic load shedding to correct under-frequency stalling 
 
 2.3 59.3 15 s 
 1.7 59.5 30 s 
 2.0 59.5 1 min 
According to the WECC off-nominal frequency load shedding guideline 
[101], under frequency load shedding entities are required to shed their first block 
of load as soon as frequency has declined to 59.1 Hz, with additional minimum 
requirement for further load shedding steps set forth as shown in Table 9.1. Based 
on this WECC guideline, the settings of the proposed MPC-TS approach are de-
termined as follow, the MPC-TS routine will be activated when the lowest fre-
quency is below 59.4 Hz; the MPC operation interval T = 1 s; the sequence of 
control objective is 
l
mf  = [59.2, 59.3, 59.4, 59.5]; muf  is chosen to be 60.1 Hz. 
Explanation of mlf  is as follows, four control steps will be used to restore the sys-
tem’s lowest frequency to no less than 59.5 Hz, and each control step is chosen to 
be 0.1 Hz. It is not necessarily to set the objective control frequency to 60 Hz 
since the primary control of generators will gradually restore the frequency to a 
higher level. Also, other remedial actions, such as the generator secondary and the 
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tertiary control, which will take place in minutes, could be applied to mitigate the 
power imbalance. It should be pointed out that the choice of these parameters de-
pends on the nature of the disturbance under consideration and the choice of the 
control goal. 
C. Determination of the set of controllable loads 
In the Southern island, there are 2 274 load buses. A description of the ac-
tive load of these buses is shown in Table 9.2. From Table 9.2 it can be seen that 
the active load at most of the buses is less than 100 MW. To simulate the control-
lable load at each load bus, the concept of controllable load factor is introduced. 
The controllable load factor is defined as the fraction of the total load at a certain 
bus that is controllable and can be shed without resulting in significant impacts on 
the major loads at that bus. In this test case, for demonstration purpose, the con-
trollable load factor is chosen to be 20%. In real applications, this controllable 
factor is determined dynamically by collecting real time load profile data. For this 
test case, a set of controllable loads that will be participating in the MPC optimi-
zation process is selected as shown in Table 9.3. It is noted that all load buses can 
be selected to this set of controllable buses. Here, for demonstration purpose, just 
220 load buses are chosen.  
Table 9.2 Load profile of the Southern island 
Active load (MW) >100 [10, 100] <10 
Number of buses 175 1 076 1 023 
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Table 9.3 Profile of the set of controllable load buses 
Active load (MW) >100 [10, 100] <10 
Number of buses 20 100 100 
D. Sensitivity Calculation 
The bus frequency is not an inherent variable in fundamental frequency 
network analysis. Normally, it is computed by taking the numerical derivative of 
the bus voltage angle. The disadvantage of this method results from the system 
conditions changes due to disturbances and protection system actions. The solu-
tion of network equations is not continuous before and after the changes, thus re-
sulting in a ‘jump’ in bus frequency around the discontinuous points. A weighted 
derivative-of-phase-angle approach was introduced in [105]. This method calcu-
lates bus frequency by taking the time derivative of the phase angle of the current 
simulation step k t   , and then weighting k t   and that of the previous step, 
1k t    to obtain the frequency deviation of the current step, kf , as illustrated 
by 
 10.8 0.2
2 2
k k
k s k sf f f f
t t
 
 
     
 
 (9.5) 
where fs is the steady state system frequency in Hz; bus voltage angle is in radians 
and time in seconds. This procedure is applied to each bus and the current step 
bus frequency fk for a particular bus can be obtained. This approach can smooth 
the frequency jump to certain extent as shown in [105]. Therefore, this method is 
used here to estimate bus frequencies. The sensitivities of bus frequencies with 
respect to any parameter λ are then calculated as 
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  (9.6) 
where 
k    and 1k    are the sensitivities of bus voltage angle with re-
spect to parameter λ at step k and k-1, respectively.  
The trajectory sensitivities calculations in the proposed MPC-TS method 
are computed in parallel using the Matlab parallel computing toolbox (PCT) as 
introduced in the previous section. Due to the license limitations of the Matlab 
Distributed Computing Server, currently the program is only run on a machine 
with eight CPU cores. The sensitivities are computed in parallel on these eight 
cores. However, the program can be easily extended to the multi-machine compu-
ting environment when the PCT distributed computing server license is available.  
E. Results and Analysis 
Since this proposed method is developed for real time assessment use, the 
computation speed and accuracy are equally important. In this section, these two 
aspects are presented in detail and certain discussions are included. 
 Performance in terms of computation time 
The system characteristics of the Southern island are shown in Table 9.4. 
All the generators are equipped with a turbine governor, exciter and PSS. 
Table 9.4 System characteristics of the Southern island 
Buses Lines Generators Loads 
5 651 6 946 794 2 274 
For a 20 s time domain simulation, the total processing time is 1 375 s (23 
min). It should be pointed out that this result is achieved by using just one ma-
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chine equipped with eight processing cores. This total processing time is com-
prised of two main parts, the time for obtaining the regular time domain simula-
tion and the time spent on calculating trajectory sensitivities. The total processing 
time can be approximately evaluated by the following equation, 
 
             if                          
  
( 1)      if     ( 1)     
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  (9.7) 
where Tt is the total processing time; TTDS is the processing time for a regular time 
domain simulation; nmpc is the number of MPC operations; Tts is the time for one 
load parameter sensitivity calculation; nts is the total number of sensitivities calcu-
lations at each MPC operation interval; m is the number of available computing 
nodes in the cluster; k is an integer. For the case conducted here, three MPC oper-
ations are performed. Detailed information of the process is listed in Table 9.5. 
Table 9.5 Composition of the total processing time 
TTDS (s) nmpc Tts (s) nts m Tt (s) 
55 3 15.74 220 8 1 375 
As m increases, the total processing time would be reduced significantly. 
For example, suppose there are 220 computing cores in the cluster, from (9.7) the 
total processing time will be reduced to around 102 s (1.7 min). This performance 
is satisfactory to apply to a realistic network. For example, the PJM interconnec-
tion performs real time dynamic stability assessment every 15 minutes including 
contingency screening and time domain simulations [104]. 
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 Performance in terms of accuracy and effectiveness 
With all the parameters set as described in the above sections, the MPC 
optimization problem described by (9.3) - (9.4) is then solved. Three MPC opera-
tions were actually performed in the entire process. The details of each MPC op-
eration are listed in Table 9.6. 
Table 9.6 Results at each MPC operational interval 
MPC opera-
tion 
Trigger 
time (s) 
Ideal control ob-
jective (Hz) 
Adjusted control 
objective (Hz) 
Load shed 
(MW) 
#1 1.189  59.2 59.13 1 583 
#2 2.189  59.3 59.29 415 
#3 3.564  59.4 59.38 237 
In Table 9.6, the ideal control objective is the pre-determined control ob-
jective at each MPC control interval. However, these ideal control objectives are 
not always reachable. Therefore, if the optimization model described by (9.3) - 
(9.4) is not solved, the ideal control objective needs to be adjusted as introduced 
in Chapter 9.4. In Table 9.6, the adjusted control objective is the reduced objec-
tive at each MPC control interval. The total amount of load shed is 2 235 MW. 
The bus frequency plots after the MPC control are shown in Figure 9.9 - Figure 
9.10. 
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Figure 9.9 Bus frequency plots after model predictive control 
 
Figure 9.10 Bus frequency plots after model predictive control - first 20 s 
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Figure 9.11 Frequency plots of bus 33106 with/without MPC control 
Figure 9.9 is the bus frequency plots for a 100 s time domain simulation. 
From this figure it can be seen that after applying the MPC-TS control, the system 
has been restored to a new stable operating point. Figure 9.10 is a zoom-in of Fig-
ure 9.9 focusing on the plots of the first 20 s. Figure 9.11 is the comparisons of 
the frequency plots of bus 33106 for the cases with and without MPC-TS control, 
respectively. Bus 33106 is the bus with the lowest frequency drop during the first 
swing after islanding. The time instants when these three MPC control actions 
were applied are marked in the figures. Table 9.7 is the performance analysis of 
the MPC control on the frequency of bus 33106. From Table 9.7 it can be seen 
that the actual performance matches the control objective very well. Comparing 
the results shown in Figure 9.10- Figure 9.11 and the MPC settings listed in Table 
9.6, it is seen that the control objectives are met at each MPC operational interval. 
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Table 9.7 Performance of MPC control on bus 33106 
MPC opera-
tion 
Control ap-
plied time 
Lowest fre-
quency 
Control objec-
tive 
Actual perfor-
mance 
1 1.189 s 
58.89 Hz 
@1.439 s 
59.13 Hz 
@1.439 s 
59.15 Hz 
@1.439 s 
2 2.189 s 
59.24 Hz 
@2.314 s 
59.29 Hz 
@2.314 s 
59.34 Hz 
@2.314 s 
3 3.564 s 
49.33 Hz 
@3.814 s 
59.38 Hz 
@3.814 s 
59.39 Hz 
@3.814 s 
 Discussions about the test case 
Several important observations about this test case are as follows, 
1. The amount of load shed by using this MPC-TS method is less than the result 
obtained by setting the relay in compliance with the WECC guideline 
To compare the performance of the proposed method, another test was al-
so conducted to determine the required amount of load needs to be shed to satisfy 
the WECC requirement. The WECC under frequency load shedding guideline is 
detailed in Chapter 9.5.B and [101]. This test was conducted using TSAT from 
PowerTech Labs. Some modifications have been made to the original base case 
which was used in [87] to match the case used in this research effort. It is found 
that the amount of load shed by the UFLS relays is 4 867 MW. The proposed 
MPC-TS method shed only 2 235 MW. Comparing the amount of load shed by 
these two methods, the proposed method has a better performance in terms of re-
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ducing the impact on consumers. The reasons for this achievement are as follows. 
Firstly, load shedding is applied earlier than the default relay settings. It is known 
that the earlier load shedding is applied the frequency will be recovered earlier. 
From the WECC guideline it can be seen that the UFLS relays will only operate 
when the frequency reaches 59.1 Hz. In this test case, when the frequency drops 
below 59.4 Hz, the MPC-TS routine will be activated to predict the system’s fre-
quency responses in the following 1 s. If it is found that the frequencies in that 
period will violate the WECC requirement, the MPC-TS routine will determine an 
optimal load shedding plan which will be applied at the beginning of each MPC-
TS operational interval. This early action of load shedding will prevent the system 
frequency from falling to a worse region. Secondly, the load shedding plan is de-
termined based on the frequency-load sensitivities, thus the most sensitive loads 
will be shed instead of shedding loads according to a load shedding plan that is 
pre-determined by off-line studies. 
2. Load can be selectively shed instead of shedding loads based on the default 
relay settings 
From this test case it can be seen that a set of controllable loads is deter-
mined dynamically in real time. Then this set of controllable loads is participating 
in the MPC optimization process to obtain the optimal load shedding plan. To 
minimize the impact of load shedding on consumers, the loads and/or a certain 
portion of loads at each bus that are less important as discussed in Chapter 9.2 
will be selected to be candidates of load shedding. Compared to the contemporary 
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WECC guideline on under frequency load shedding, this method is advanced in 
terms of minimizing consumers’ discontent.  
3. The frequency response after applying the first control does not exactly follow 
the control objective. However, the mismatch is corrected in the next MPC 
operations 
The MPC method utilizes an internal model of the system to predict re-
sponse to a disturbance. A dynamic embedded optimization problem is formulat-
ed to determine the minimum load shedding required to restore frequency to an 
acceptable level. It is shown that the use of the trajectory sensitivity method al-
lows this optimization to be reduced to a linear programming problem, even 
though the system exhibits hybrid dynamics. This simplification, together with 
MPC model approximations, gives rise to the discrepancies between the predicted 
and actual system responses. However, these mismatches are corrected by subse-
quent repetitions of the MPC prediction/optimization process. 
4. The determination of parameters for the MPC-TS routine will result in differ-
ent load shedding plans 
These parameters include the threshold value of activating the MPC-TS 
routine, the control objective sequence and the MPC operation interval. Some 
principles for the determinations of these parameters are discussed as follows. The 
threshold value should be set 0.2 ~ 0.4 Hz higher than the contemporary relays 
settings, which is 59.1 Hz for the WECC system. This will ascertain that the 
MPC-TS routine will be activated before the relays operate. The control objective 
at each MPC control step should not be too far from the base value for two rea-
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sons. The first one is that the basis of this MPC-TS control is the first order linear-
ization which requires the amount of perturbation to be small. Otherwise, the ac-
curacy of the method will not be satisfied though frequency will be restored due 
to the load shedding conducted. The second reason is that controllers of genera-
tors will response and the power imbalance would be mitigated to some extent. 
The MPC operation interval should be set at least larger than one oscillating cycle 
of the frequencies of oscillation of the buses. This will capture the lowest and 
highest frequencies value of all buses. Then these highest/lowest frequencies val-
ues will be participating in the MPC optimization process. These parameters 
should be set correctly in order to obtain an optimal load shedding plan. 
9.6 Discussion of Potential Applications to the Power Industry 
This proposed method is developed for control center use in real time and 
relies highly on the fast calculation of trajectory sensitivities. The control centers 
in ISOs are normally equipped with some high performance computing units. 
With the help from the hardware side, as well as the parallelism of the sensitivi-
ties calculations on the software side, this method is potentially applicable to the 
power industry. 
Secondly, once the control strategy for each contingency considered is de-
termined in real time by this method, this control plan is stored and the control 
look-up table is updated. If a particular contingency is detected, the corresponding 
control signal obtained from the updated look-up table will be issued to the relat-
ed circuit breakers from the control center. This type of control is called direct 
load control, which was introduced in [103]. This control method requires high 
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speed communication between the control center and load circuit breakers. Dis-
cussion about this subject can be found in [103]. 
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Chapter 10  
CONCLUSIONS AND FUTURE WORK 
10.1 Conclusions 
In this work, the potential applications of the trajectory sensitivity method 
have been explored. Some important issues regarding the method have been ad-
dressed. The following are the main conclusions and features of the work 
1. The trajectory sensitivity calculation can be integrated into existing time do-
main simulation tools with moderate implementation effort. The method can 
be implemented as a plug-in routine and be activated on request 
2. Routines to calculate various system parameter sensitivities have been devel-
oped and tested. The test results show good performance of both the method 
and the implementation 
3. The linear approximation accuracy issue has been addressed numerically. It is 
found that there is a fixed relationship between the bound on the linear ap-
proximation error and the bound on the product of the maximum normalized 
sensitivity and the perturbation size. Thus, the error-perturbation size analysis 
method based on this finding serves as a general application guide to evaluate 
the accuracy of the linear approximation for the test system used in this re-
search work 
4. A parallel computing platform has been adopted to solve the sensitivity equa-
tions in parallel. The cluster architecture together with the formulation of solv-
ing different sets of sensitivity equations in parallel greatly enhance the com-
putational efficiency 
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5. A modified very dishonest Newton method has been developed in conjunction 
with a state of the art sparse matrix processing tool to speed up the computa-
tional process 
6. The problem of power system modeling uncertainty can be efficiently ad-
dressed by the trajectory sensitivity method. An example to study the uncer-
tainty of the composite load modeling and its effect on the system voltage sta-
bility problem is provided 
7. The stability constrained interface real power flow limit can be effectively de-
termined by the trajectory sensitivity based approach without a large number 
of repeated time domain simulations 
8. The applicability of the trajectory sensitivity approach to a large realistic net-
work has been demonstrated in detail. This research work applied the trajecto-
ry sensitivity analysis method to the WECC system. Several typical power 
system stability problems, including the transient angle stability problem, the 
voltage stability problem and the transient stability constrained interface real 
power flow limit calculation, have been addressed. These applications have 
shown the great efficacy and accuracy of the trajectory sensitivity method in 
handling these traditional power system stability problems 
9. The trajectory sensitivity approach can also be applied to emergency control 
in real time stability assessment. 
10.2 Contributions 
As an innovative study on the trajectory sensitivity approach, the research 
presented in this dissertation has made the following contributions 
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1. Explored the possibility and difficulty of implementing the trajectory sensitivi-
ty calculation routines in the contemporary power system simulation software 
Most of the previous research efforts and publications mainly focus on the 
analytical development of the method. However, the possibility and difficulty of 
implementing the method in contemporary power system simulation packages 
have not yet been assessed. In this research effort, eight different categories of 
system parameters sensitivities calculation routines have been successfully im-
plemented in an open source power system simulation package. This research ex-
perience provides guidelines for future implementations of the method in com-
mercial software packages. 
2. Addressed the computational burden reduction problem 
This trajectory sensitivity approach results in additional computation to 
the existing heavy computation load. This research effort developed two methods 
to reduce this computational burden: one is to parallelize the computation jobs 
when multiple parameter sensitivities are evaluated at the same time and then a 
cluster is utilized to run these jobs in parallel; the other one is by developing a 
modified very dishonest Newton method in conjunction with the latest sparse ma-
trix processing technology to speed up the iteration process. These techniques 
have not been used in the previous research efforts on this subject. 
3. Assessed the linear approximation accuracy 
In this research effort, a numerical method has been utilized to analyze the 
relation between the linear approximation accuracy and the perturbation size. It is 
found that there is a relationship between the bound on the linear approximation 
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error and the bound on the product of the maximum normalized sensitivity and 
the perturbation size. This finding can serve as a general application guide to 
evaluate the accuracy of the linear approximation. 
4. Demonstrated the applicability of the trajectory sensitivity method to the typi-
cal power system dynamic security problems using a realistic WECC test sys-
tem 
Previous research efforts on this subject have mainly used relatively small 
systems to demonstrate the concept. However, in this research effort, the realistic 
WECC system is used as the test case to demonstrate the trajectory sensitivity 
method on various dynamic security problems. The results have shown the great 
efficacy of the proposed method.  
5. Developed an alternative method to capture the uncertainties in a power sys-
tem 
In this research effort, an innovative trajectory sensitivity based method 
has been developed to account for the uncertainties in power system modeling. 
This method can avoid repeated time domain simulations to capture all the possi-
ble system component modeling. By using this method, the system operational 
boundary can be determined with minimum computational effort. Moreover, ac-
cording to this operational bound, various system control actions should also be 
within certain bounds instead of a fixed input number. The trajectory sensitivity 
method is very efficient in determining these control bounds.  
6. Developed a new method to calculate the stability constrained interface real 
power flow limit 
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In this research effort, an innovative trajectory sensitivity based method 
has been developed to determine the stability constrained interface real power 
flow limit. Presently, widely used methods are based on the trial and error which 
can be computationally intensive. The proposed method can effectively calculate 
this limit based on the base case and the sensitivity information and can thus 
avoid repeated time domain simulations. A test case on the WECC system has 
shown the great accuracy and efficacy of this proposed method.  
7. Explored the applicability of the trajectory sensitivity approach to real time 
stability assessment 
In this research effort, a method based on model predictive control utiliz-
ing the trajectory sensitivity approach is developed to determine the under fre-
quency load shedding strategy in real time. The computational requirement of this 
method is met by utilizing a parallel computing technique and memory sharing 
technology. This method is aimed at control center use in the ISOs. A test case on 
the WECC system has shown the great performance of the proposed method. 
10.3 Future Work 
To further improve the feasibility of the proposed methods, work focusing 
on the following aspects need to be conducted in the future 
 Explore the possibility of implementation of the trajectory sensitivity method 
in commercial software 
Contemporary implementation on a research grade open source software 
has demonstrated the great performance of the method. Therefore the next step is 
to seek opportunities to commercialize it 
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 Study in more depth the control strategy decision making utilizing the trajec-
tory sensitivity method 
Currently the method does not take into account the cost of the control; 
therefore the next step is to develop an optimization model that involves econom-
ic considerations. 
 Explore other possible applications of the trajectory sensitivity method to 
power systems, such as system component modeling parameter validation. 
 
 
 133 
REFERENCES 
[1] R. Tomovic, Sensitivity Analysis of Dynamic Systems, New York, McGraw 
Hill, 1963 
[2] P. Frank, Introduction to System Sensitivity Theory. New York: Academic 
Press, 1978 
[3] W. Feehery, J. Tolsma, P. Barton, “Efficient sensitivity analysis of large-scale 
differential-algebraic systems,” Appl. Number. Math., v. 25, pp. 41 – 54, 1997. 
[4] J. Cruz Jr., System Sensitivity Analysis. Stroudsburg, PA: Dowden, 
Hutchinson and Ross, 1973 
[5] S. Li, L. Petzold, W. Zhu, “Sensitivity analysis of differential-algebraic equa-
tions: a comparison of methods on a special problem,” Appl. Number. Math., 
v. 32, No. 8, pp. 161 – 174, 2000 
[6] M. J. Laufenberg, M. A. Pai, “Sensitivity theory in power systems: application 
in dynamic security analysis,” Proceedings of the IEEE International Confer-
ence on Control Applications, pp. 738 – 743, Dearborn, Michigan, Sept. 15 – 
18, 1996 
[7] M. J. Laufenberg, M. A. Pai, “A new approach to dynamic security assessment 
using trajectory sensitivities,” IEEE Trans. Power Syst., v. 13, No. 3, pp. 953 – 
958, 1998 
[8] I. A. Hiskens, M. A. Pai, “Sensitivity analysis of power system trajectories: 
recent results,” Proc. of IEEE International Symposium on Circuits and Sys-
tems, v. 3, pp. 439 – 443, June 1998 
[9] I. A. Hiskens, M. A. Pai, “Trajectory sensitivity analysis of hybrid systems,” 
IEEE Trans. Circuits Syst. I, Fundam. Theory Appl., v. 47, No. 2, pp. 204 – 
220, Feb, 2000 
[10] I. A. Hiskens, J. Alseddiqui, “Sensitivity, approximation, and uncertainty 
in power system dynamic simulation,” IEEE Trans. Power Syst., v. 21, No. 4, 
pp. 1808 – 1820, Nov. 2006 
[11] I. A. Hiskens, "Iterative computation of marginally stable trajectories", 
International Journal of Nonlinear and Robust Control, v. 14, 2004, pp. 911-
924 
[12] I. A. Hiskens, M. A. Pai, T. B. Nguyen, “Bounding uncertainty in power 
system dynamic simulations,” IEEE PES Winter Meeting, v. 2, pp. 1533 – 
1537, 2000 
[13] I. A. Hiskens, M. Akke, “Analysis of the Nordel power grid disturbance of 
January 1, 1997 using trajectory sensitivities,” IEEE Trans. on Power Syst., v. 
14, No. 3, pp. 987 – 994, Aug. 1999 
[14] T. B. Nguyen, M. A. Pai, I. A. Hiskens, “Trajectory sensitivity as a tool for 
dynamic security assessment,” in Proceedings of the International Symposium 
 134 
on Bulk Power System Dynamics and Control – V, Onomichi, Japan, Aug. 
2001 
[15] S. M. Benchluch, J. H. Chow, “A trajectory sensitivity method for the 
identification of nonlinear excitation system models,” IEEE Trans. on Energy 
Conversion, v. 8, pp. 159 – 164, June, 1993 
[16] S. Q. Yuan, D. Z. Fang, “Robust PSS parameters design using a trajectory 
sensitivity approach,” IEEE Trans. on Power Syst., v. 24, No. 2, May, 2009. 
[17] B. Sapkota, V. Vittal, “Dynamic VAr planning in a large power system us-
ing trajectory sensitivities,” IEEE Trans. on Power Syst., v. 25, No. 1, pp. 461 
– 469, Feb. 2010 
[18] T. B. Nguyen, M. A. Pai, “Dynamic security-constrained rescheduling of 
power system using trajectory sensitivities,” IEEE Trans. on Power Syst., v. 
18, No. 2, pp. 848 – 855, May, 2003 
[19] R. M. Pereira, C. M. Ferreira, F. P. Barbosa, “Dynamic voltage stability 
assessment of an electric power system using trajectory sensitivity analysis,” 
IEEE Bucharest Power Tech conference, pp. 1 -6, June – July, 2010 
[20] M. Zima, P. Korba, G. Anderson, “Power system voltage emergency con-
trol approach using trajectory sensitivities,” Proceedings of IEEE Conference 
on Control Application, v. 1, pp. 189 – 194, 2003 
[21] I. A. Hiskens, M. A. Pai, “Power system applications of trajectory sensitiv-
ities,” IEEE PES Winter Meeting, 2002, v. 2, pp. 1200 – 1205 
[22] D. Chatterjee, A. Ghosh, M. A. Pai, “Trajectory sensitivity analysis in dis-
tributed generation systems,” International Conference on Power Electronics, 
Drives and Energy Systems, pp. 1- 6, 2006 
[23] A. Ghosh, D. Chatterjee, P. Bhandiwad, M. A. Pai, “Trajectory sensitivity 
analysis of TCSC compensated power system,” IEEE Power & Energy Socie-
ty General Meeting, v. 2, pp. 1515 – 1520, 2004 
[24] C. Ferreira, J. Pinto, F. Barbosa, “Transient stability assessment of an elec-
tric power system using trajectory sensitivity analysis,” 39th University Power 
Engineering Conference, v. 2, pp. 1091 – 1095, 2004 
[25] D. Chatterjee, A. Ghosh, “Using trajectory sensitivity for stability assess-
ment of a Ward- PV equivalent power system,” IEEE Power & Energy Society 
General Meeting, pp. 1- 7, 2007 
[26] I. A. Hiskens, M. A. Pai, P. W. Sauer, “An iterative approach to calculating 
dynamic ATC,” in Proc. Int. Symp. Buck Power System Dynamics Control –
IV, Santorini, Greece, Aug. 1998 
[27] T. B. Nguyen, M. A. Pai, I. A. Hiskens, “Direct computation of critical 
clearing time using trajectory sensitivities,” IEEE Power & Energy Society 
Winter Meeting, 2000, v. 1, pp. 604 – 608, 2000 
 135 
[28] E. Cari, L. Alberto, N. Bretas, “A novel methodology for power angle es-
timation of synchronous generator based on trajectory sensitivity analysis,” 
IEEE Power & Energy Society General Meeting, pp. 1 – 6, 2009 
[29] D. Chamiotis, M. A. Pai, I. A. Hiskens, “Sensitivity analysis of differen-
tial-algebraic systems using the GMRES method- application to power sys-
tems,” in Proc. IEEE Int. Symp. Circuits Syst., 2001 
[30] V. Vittal, E. Z. Zhou, C. Hwang, A. A. Fouad, “Derivation of stability lim-
its using analytical sensitivity of the transient energy margin,” IEEE Trans. on 
Power Syst., v. 4, pp. 1363 – 1372, Nov. 1989 
[31] A. A. Fouad, J. Tong, “Stability constrained optimal rescheduling of gen-
eration,” IEEE Trans. on Power Syst., v. 8, No. 1, pp. 105-112, Feb. 1993 
[32] W. Shao, V. Vittal, “Corrective switching algorithm for relieving overloads 
and voltage violations,” IEEE Trans. on Power Syst., v. 20, No. 4, pp. 1877-
1885, Nov. 2005 
[33] D. Kuo, A. Bose, “A generation rescheduling method to increase the dy-
namic security of power systems,” IEEE Trans. on Power Syst., v. 10, pp. 68- 
76, Feb. 1995 
[34] M. La Scala, M. Trovato, C. Antonelli, “On-line dynamic preventive con-
trol: an algorithm for transient security dispatch,” IEEE Trans. on Power Syst., 
v. 13, pp. 601 - 610, May 1998 
[35] P. W. Sauer, M. A. Pai, Power System Dynamic and Stability. Englewood 
Cliffs, NJ: Prentice – Hall, 1998 
[36] P. Kundur, Power System Stability and Control, McGraw – Hill, 1994 
[37] I. A. Hiskens, A. J. A. Koeman, “Power system parameter estimation,” J. 
Electr. Electron. Eng. Aust., v. 19, No. 1, pp. 1 – 8, June, 1999 
[38] F. Milano, “An open source power system analysis toolbox,” IEEE Trans. 
on Power Syst., v. 20, No. 3, pp. 1199 – 1206, Aug. 2005 
[39] L. Vanfretti, F. Milano, “Application of the PSAT, an open source soft-
ware, for educational and research purpose,” IEEE Power & Energy Society 
General Meeting, Tampa, USA, 24- 28 June 2007 
[40] F. Milano, “PSAT documentation”, [on line] available at: 
http://www.power.uwaterloo.ca/~fmilano/psat.htm 
[41] M. Stifter, F. Milnao, “An example of integrating open source modeling 
frameworks: the integration of GIS in PSAT,” IEEE Power & Energy Society 
General Meeting, Calgary, Canada, July 2009 
[42] High Performance Computing Initiative. [Online]. Available: 
http://hpc.asu.edu/ 
[43] S. Liu, A. R. Messina, V. Vittal, “A normal form analysis approach to sit-
ting power system stabilizers (PSSs) and assessing power system nonlinear 
 136 
behavior,” IEEE Trans. on Power Syst., v. 21, No. 4, pp. 1755 – 1762, Nov. 
2006 
[44] IEEE Committee Report, “Transient stability test systems for direct stabil-
ity methods,” IEEE Trans. on Power Syst., v. 7, No. 1, pp. 37 – 43, Feb. 1992 
[45] W. Kao, “The effect of load models on unstable low-frequency oscillation 
damping in Taipei system experience w/wo power system stabilizers,” IEEE 
Trans. Power Syst., v. 16, No. 3, pp. 463 – 472, 2001 
[46] D. Han, R. He, “Uncertainty analysis of load models in dynamic stability,” 
IEEE Power & Energy Society General Meeting, July, 2008, pp. 1 – 6 
[47] P. Pourbeik, B. Agrawal, “A hybrid model for representing air-conditioner 
compressor motor behavior in power system studies,” Proc. IEEE Power & 
Energy Society General Meeting, July, 2008, pp. 1 - 8 
[48] D. Kosterev, A. Meklin, J. Undrill, B. Lesieutre, W. Price, D. Chassin, R. 
Bravo, S. Yang, “Load modeling in power system studies: WECC progress 
update,” Proc. IEEE Power & Energy Society General Meeting, July, 2008, 
pp. 1 - 8 
[49] B. Lesieutre, D. Kosterev, J. Undrill, “Phasor modeling approach for sin-
gle phase a/c motors,” Proc. IEEE Power & Energy Society General Meeting, 
July, 2008, pp. 1 - 8 
[50] D. Han, J. Ma, R. He, Z. Dong, “A real application of measurement-based 
load modeling in large-scale power system grids and its validation,” IEEE 
Trans. Power Syst., v. 24, No. 4, pp. 1756 – 1764, 2009 
[51] B. Lee, H. Song, S. Kwon, G. Jang, J. Kim, V. Ajjarapu, “A study on de-
termination of interface flow limits in the KEPCO system using modified con-
tinuation power flow (MCPF),” IEEE Trans. Power System, v. 17, No. 3, pp. 
557 – 564, 2003 
[52] S. Kim, H. Song, B. Lee, S. Kwon, “Enhancement of interface flow limit 
using static synchronous series compensators,” IEEE PES Transmission and 
distribution conference and exhibition, pp. 714 – 720, May 2006 
[53] R. Austria, X. Y. Chao, N. Reppen, D. Welsh, “Integrated approach to 
transfer limit calculation,” IEEE Comput. Appl. Power, v. 8, pp. 48 – 52, Jan. 
1995 
[54] G. Ejebe, J. Tong, J. G. Waight, J. G. Frame, X. Wang, W. F. Tinney, 
“Available transfer capability calculations,” IEEE Trans. Power Syst., v. 13, 
pp. 623 – 634, Nov. 1998 
[55] L. Wang, C. Y. Chung, “Increasing power transfer limits at interface con-
strained by small-signal stability,” IEEE Power & Energy Society Winter 
Meeting, v. 2, pp. 1184 – 1196, 2002 
[56] NERC, ‘TPL – (001 thru 004) – WECC – 1 – CR – System Performance 
Criteria,’, NERC, available at: http://www.nerc.com/page.php?cid=2|20 
 137 
[57] PowerWorld, available at: http://www.powerworld.com/ 
[58] DSATools, available at: http://www.dsatools.com/ 
[59] J. S. Chai, N. Zhu, A. Bose, D. J. Tylavsky, “Parallel newton type methods 
for power system stability analysis using local and shared memory multipro-
cessors,” IEEE Trans. on Power Syst., v. 6, No. 4, pp. 1539 – 1545, Nov. 1991 
[60] F. Milano, Power System Modeling and Scripting, Springer, Heidelberg, 
Aug. 2010, pp. 85 -86 
[61] S. Khaitan, J. McCalley, and Q. Chen, “Multifrontal Solver for Online 
Power System Time Domain Simulation,” IEEE Trans. on Power Syst., v. 23, 
No. 4, pp. 1727 – 1738, Nov. 2008 
[62] T. A. Davis, UMFPACK, [on line] available at: http://www.cise.ufl.edu/ 
research/sparse/umfpack/ 
[63] L. Pereira, D. Kosterev, P. Mackin, D. Davies, J. Undrill, W. Zhu, “An in-
terim dynamic induction motor model for stability studies in the WSCC,” 
IEEE Trans. on Power Syst., v. 17, No. 4, pp. 1108 – 1115, Nov. 2002 
[64] Available Transfer Capability Definition and Determination, North Amer-
ica Electric Reliability Council, June 1996 
[65] L. Wang, C. Y. Chung, “Increasing power transfer limits at interface con-
strained by small-signal stability,” IEEE Power & Energy Society Winter 
Meeting, vol. 2, pp. 1184 – 1187, 2002 
[66] G. C. Ejebe, J. Tong, J. G. Waight, J. G. Frame, X. Wang, W. F. Tinney, 
“Available transfer capability calculations,” IEEE Trans. Power Syst., v. 13, 
No. 2, pp. 1521 – 1527, Nov. 1998 
[67] .X. Zhang, Y. H. Song, Q. Lu, S. Mei, “Dynamic available transfer capa-
bility (ATC) evaluation by dynamic constrained optimization,” IEEE Trans. 
Power Syst., v. 19, No. 2, pp. 1240 – 1242, May. 2004 
[68] ISO NE TTC tables, [on line] available at: http://www.iso-ne.com/trans/ 
ops/limits/ttc/new_england_ttc_tables.htm 
[69] M. Shaaban, Y. Ni, F. F. Wu, “Available transfer capability evaluation by 
decomposition,” in Proc. Power Eng. Soc. Summer Meeting, v. 2, 2001, pp. 
1122 – 1126 
[70] D. Gan, R. J. Thomas, R. D. Zimmerman, “Stability-constrained optimal 
power flow,” IEEE Trans. Power System, v. 15, No. 2, pp. 535 – 540, May 
2000 
[71] A. Pizano-Martinez, C. R. Fuerte-Esquivel, D. Ruiz-Vega, “Global transi-
ent stability-constrained optimal power flow using an OMIB reference trajec-
tory,” IEEE Trans. Power System, v. 25, No. 1, pp. 392 – 403, Feb. 2010 
[72] A. L. Bettiol, D. Ruiz-Vega, D. Ernst, L. Wehenkel, M. Pavella, “Transi-
 138 
ent stability-constrained optimal power flow,” in Proc. IEEE Budapest 
Powertech., Hungary, Aug. 29 – Sept. 2, 1999 
[73] M. Pavella, D. Ruiz-Vega, J. Giri, R. Avila-Rosales, “An integrated 
scheme for on-line static and transient stability constrained ATC calcula-
tions,” in Proc. IEEE Power. Eng. Soc. Summer Meeting, v.1, pp. 273 – 276, 
1999 
[74] D. Ruiz-Vega, M. Pavella, “A comprehensive approach to transient stabil-
ity control: part I – near optimal preventive control,” IEEE Trans. On Power 
Syst., v. 18, No. 4, Nov. 200 
[75] NYISO, “NYISO interface stability limit analysis for all lines I/S and out-
age conditions,” [on line] available at: http://www.nyiso.com/public/webdocs 
/documents/studies_reports/operating_studies/interface_stability_limit_analysi
s.pdf 
[76] Y. Yamada, M. Nagata, K. Tanaka, “An energy function based contin-
gency screening method for ATC assessment with transient stability con-
straints,” Proc. of IEEE/PES Transmission and Distribution Conference and 
Exhibition Asia Pacific. v. 2, 6-10, pp. 886 – 890, Oct. 2002 
[77] K. Kim, S. Kim, S. Rhee, S. Lee, K. Song, “Assessment of total transfer 
capability subject to transient stability energy margin,” Asia and Pacific 
Transmission & Distribution Conference & Exposition, pp. 1-4, 2009 
[78] A. Berizzi, C. Bovo, M. Delfanti, M. Merlo, M. S. Pasquadibisceglie, “A 
Monte Carlo approach for TTC calculation,” IEEE Trans. Power Syst., v. 22, 
No. 2, pp. 735 – 743, May 2007 
[79] W. Li, P. Wang, Z. Guo, “Determination of optimal total transfer capabil-
ity using a probabilistic approach,” IEEE Trans. Power Syst., v. 21, No. 2, pp. 
862 – 868, May 2007 
[80] A. A. Fouad, V. Vittal, Power System Transient Stability Analysis Using 
the Transient Energy Function Method, New Jersey, Prentice Hall, 1991, pp. 
274 – 282 
[81] R. Z. Minano, T. V. Cutsem, F. Milano, A. J. Conejo, “Securing transient 
stability using time-domain simulations within an optimal power flow,” IEEE 
Trans. Power Syst., v. 25, No. 1, pp. 243 – 253, Feb. 2010 
[82] M. Zima, G. Anderson, “Model predictive control employing trajectory 
sensitivities for power systems applications,” proc. Of the 44th IEEE confer-
ence on decision and control, and the European control conference 2005, pp. 
4452 – 4456, Seville, Spain, Dec. 12- 15 
[83] M. Zima, G. Anderson, “Stability assessment and emergency control 
method using trajectory sensitivities,” IEEE PowerTech Conf., Bologna, Italy, 
2003 
[84] I. A. Hiskens, B. Gong, “MPC-Based load shedding for voltage stability 
 139 
enhancement,” proc. Of the 44th IEEE conference on decision and control, 
and the European control conference 2005, Seville, Spain, Dec. 12- 15, pp. 
4463 – 4468 
[85] H. You, V. Vittal, Z. Yang, “Self-healing in power systems: an approach 
using islanding and rate of frequency decline-based load shedding,” ,” IEEE 
Trans. Power Syst., v. 18, No. 1, pp. 174 – 181, Feb. 2003 
[86] G. Xu, V. Vittal, “Slow coherency based cutset determination algorithm 
for large power systems,” IEEE Trans. Power Syst., v. 25, No. 2, pp. 877 – 
884, May. 2010 
[87] G. Xu, V. Vittal, A. Meklin, J. E. Thalman, “Controlled islanding demon-
strations on the WECC system,” IEEE Trans. Power Syst., v. 26, No. 1, pp. 
334 – 343, Feb. 2011 
[88] D. W. Smaha, C. R. Rowland, J. W. Pope, “Coordination of load conser-
vation with turbine-generator under frequency protection,” IEEE Trans. Pow-
er Syst. Apparat. Syst., v. PAS-99, pp. 1137 – 1145, May/June 1980 
[89] G. S. Grewal, J. W. Konowalec, M. Hakim, “Optimization of a load shed-
ding schema,” IEEE Ind. Applicat. Mag., pp. 25 -30, July/August 1998 
[90] J. Rawlings, “Tutorial overview of model predictive control,” IEEE Con-
trol Systems Magazine, v. 20, No. 3, pp. 38 – 52, June 2000 
[91] R. Findeisen, L. Imsland, F. Allgower, B. Foss, “State and output feed-
back nonlinear model predictive control: an overview,” European Journal of 
Control, v. 9, pp. 190 – 206, 2003 
[92] R. Findeisen, M. Diehl, Z. Nagy, F. Allgower, H. G. Bock, J. P. Schloder, 
“Computational feasibility and performance of nonlinear model predictive 
control schemes,” in European Control Conference, Porto, Sept. 2001 
[93] M. Larsson, D. Karlsson, “Coordinated system protection scheme against 
voltage collapse using heuristic search and predictive control,” IEEE Trans. 
Power Syst., v. 18, No. 3, pp. 1001 – 1006, 2003 
[94] J. Y. Wen, Q. H. Wu, D. R. Turner, S. J. Cheng, J. Fitch, “Optimal coor-
dinated voltage control for power system voltage stability,” IEEE Trans. Pow-
er Syst., v. 19, No. 2, pp. 1115 – 1122, 2004 
[95] S. A. Attia, A. Alamir, “On complexity reduction of voltage stabilization 
MPC schemes by partial explicit feedbacks,” proc. IEEE Conf. Decision and 
Control, Seville, pp. 4446 – 4451, Dec. 2005 
[96] M. Larsson, D. J. Hill, G. Olsson, “Emergency voltage control using 
search and predictive control,” International Journal on Electrical. Power 
Energy System, v. 24, No. 2, pp. 121 – 130, 2002 
[97] J. J. Ford, G. Ledwich, Z. Y. Dong, “Efficient and robust model predictive 
control for first swing transient stability of power systems using flexible AC 
transmission systems devices,” IET Generation, Transmission & Distribution, 
 140 
v. 2, No. 5, pp. 731 – 742, 2008 
[98] Y. Li, W. Liu, J. Liu, “The study on real-time transient stability emergen-
cy control in power system,” Proc. IEEE Canadian Conf. Electrical and 
Computer Engineering, v. 1, pp. 138 – 143, Aug. 2002 
[99] V. Rajkumar, R. R. Mohler, “Nonlinear predictive control for the damping 
of multimachine power system transients using FACTS devices,” Proc. Conf. 
Decision and Control, pp. 4074 - 4079, Lake Buena Vista, Dec. 1994 
[100] S. Liu, M. Liu, M, Xie, “MPC-based load shedding for long-term voltage 
stability enhancement using trajectory sensitivity,” Proc. Power and Energy 
Engineering Conf. (APPEEC), Asia – Pacific 2010, pp. 1 - 5 
[101] WECC off-nominal frequency load shedding plan, Dec. 16, 2010, [on 
line].Available:http://www.wecc.biz/library/WECC%20Documents/Miscellan
eous%20Operating%20and%20Planning%20Policies%20and%20Procedures/
Off-Nominal%20Frequency%20Load%20Shedding%20Plan.pdf 
[102] J. Eto, C. Goldman, G. Heffner, B. Kirby, J. Kueck, M. Kintner-Meyer, J. 
Dagle, T. Mount, w. Schultz, R. Thomas, R. Zimmerman, “Innovative devel-
opments in load as a reliability resource,” in Proceedings of the IEEE PES 
Winter Meeting, v. 2, New York, January 2002, pp. 1002 -1004 
[103] D. Backer, “Technologies for fast load control,” in Proceedings of the 
IEEE Power & Energy Society Winter Meeting, v. 2, New York, January 2002 
[104] J. Tong, L. Wang, “Design of a DSA tool for real time system operations,” 
proc. 2006 International Conference on Power System Technology, pp. 1 – 5 
[105] C. S. Hsu, M. S. Chen, W. J. Lee, “Approach for bus frequency estimating 
in power system simulations,” IEE Proc. – Generation Transmission Distribu-
tion, v. 145, No. 4, July, 1988. 
 
 
 
 
 
 
 
 
 
 
 
 
 141 
APPENDIX A 
THE WECC TEST SYSTEM 
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The 2009 summer peak load case of the WECC system is used in this dis-
sertation as a test case to test the performance of the proposed methods. The net-
work has 21 areas and 366 zones. The system characteristics are shown in Table 
A. 
All the generators are equipped with a turbine governor, exciter and PSS. 
The total active generation is 165 129 MW. 
Table A. System characteristics of the WECC system 
Buses Lines Transformers Generators Loads 
15 437 13 178 5 727 2 059 6 695 
 
 
 
