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Abstract
We study the definition and properties of almost periodic functions on topological
groups. We show the equivalence between Bochner’s and Bohr’s definitions of almost
periodicity. We discuss Weil’s construction of Bohr compactification b(G) and study
its properties. Using Peter-Weyl’s density theorem we show that a function f in
Cb(G) is almost periodic if and only if it is the uniform limit of linear combinations of
coefficients of the finite-dimensional irreducible unitary representations of G. We show
the existence of a unique invariant mean on the space of almost periodic functions. We
investigate the Fourier series of almost periodic functions, and show that it extends
the classical Fourier series of 2pi-periodic functions.
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CHAPTER 1
Introduction and Preliminaries
1.1. Introduction
We frequently encounter periodic phenomena in our lives. For instance, the recur-
rences of days and nights are repeated periodically every 24 hours due to the rotation
of Earth on its axis. Seasons occur regularly because the period of revolution of Earth
around Sun is roughly 3651
4
days.
In nature, however, we also encounter motions that are made of a linear combi-
nation of two or more periodic motions. For example, the motion of Moon around
Sun consists of the motion of Moon around Earth combined with the motion of Earth
around Sun. From a mathematical point of view, such combined motions need not be
periodic any longer.
Figure 1. The motion of Moon around Sun
More precisely, if f and g are two periodic functions with periods p and p′, then
f+g is periodic if p/p′ is a rational number, otherwise f+g need not be periodic. For
1
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example, both functions cos t and cos
√
2t are periodic, with periods 2pi and 2pi/
√
2,
respectively. But the function
f(t) = cos t+ cos
√
2t
is not periodic since the equation
f(t) = 2
has a single solution t = 0 (see Example 2.1.6 (b)). If f was periodic, the same
equation would have infinitely many solutions.
The above phenomenon leads us naturally to the concept of ‘almost periodicity’.
A number τ > 0 is an ϵ-period if |f(x+ τ)− f(x)| < ϵ, for all x ∈ R. Then, although
the function f above has no period, it can be shown that it has an abundance of
ϵ-periods, for every ϵ > 0 (Theorem 2.2.6).
Almost periodic functions are more general than periodic functions, and therefore,
they form a larger class of functions than periodic ones. Unlike periodic functions,
the sums, products, and limits of almost periodic functions always remain almost
periodic, and therefore, the class of almost periodic functions forms a more suitable
object of study from structural point of view.
This thesis is a survey of almost periodic functions and their properties. These
functions were first introduced by H. Bohr in 1923 [7]. He further developed their
properties in his papers [8–10]. The definition of almost periodicity according to
Bohr depends on the notion of ϵ-periods, and is restricted to functions with a real or
complex variable.
In 1927, Bochner [4] gave an alternative topological characterization of almost
periodicity, which in some respects is easier to study than the original definition given
by Bohr. Bochner’s work motivated further studies and generalizations. In particular,
we can mention von Neumann’s paper [37], in which almost periodic functions were
defined and studied on general groups, using Bochner’s definition of almost periodicity.
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In this thesis, we present a unified study of almost periodic functions in the general
setting of an arbitrary topological group G. If one wishes to study almost periodicity
independent of any topology on the group structure (von Neumann’s point of view),
then all one has to do is to assume the underlying group has discrete topology.
We remark that, in the particular case of G = R (the real numbers), the results
discussed in this thesis cover the major theorems of the classical theory of the almost
periodic functions, such as: approximation by trigonometric polynomials, existence
of invariant means, expansion by Fourier series, and Parseval’s identity.
What makes our study different from the usual expositions of almost periodic
functions, is that we study this subject from several points of view. This allows us to
have a deeper understanding of the subject, and in some cases, give multiple proofs
for the results in this thesis. For example, we discuss two different constructions of
the Bohr compactification b(G); and we give two proofs of the existence of invariant
means on the algebra AP (G) of almost periodic functions.
As is often the case, in modern expositions of almost periodicity (with the notable
exception of Simon [42]), the Bohr’s point of view is abandoned in favour of Bochner’s
more topological definition of almost periodicity. In this thesis, we present the details
of both approaches in Chapter 2. While in Chapter 3, we discuss a third approach to
almost periodic functions via a compactification method due to Weil.
We now give a brief overview of the various sections of the thesis. In the remaining
of Chapter 1, we recall some of the basic definitions and preliminary materials needed
in the later chapters.
In Section 2.1, we introduce almost periodic functions using the topological char-
acterization of Bochner [4]. Bochner’s definition has the advantage of being adaptable
to various generalizations, and for this reason, is commonly accepted as the basic def-
inition of almost periodicity. The fact that almost periodic functions are stable under
addition, multiplication and limits is proved in Theorem 2.1.4.
Section 2.2 is a brief introduction to P. Bohl’s work on ϵ-periodicity [6]. This work
was the original inspiration for Bohr’s theory of almost periodicity.
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In Section 2.3, Bohr’s definition of almost periodicity is presented in the general
frame work of topological groups. The equivalence of Bochner’s and Bohr’s definitions
is proved in Theorem 2.3.6.
In Chapter 3 we present further properties of almost periodicity. Section 3.1 con-
tains Weil’s construction of a compact group b(G) associated to any topological group
G. The group b(G) has the property that almost periodic functions on G are exactly
those that can be lifted to a continuous function on b(G) (Theorem 3.1.1, 3.1.4). This
allows us to deduce many of the properties of AP (G) from the corresponding proper-
ties of C(b(G)). Following Palmer [39], we call b(G) the ‘Bohr compactification’ of G,
although perhaps, ‘Weil compactification’ would have been a more appropriate name.
The group b(G) is also know as ‘almost periodic compactification’ of G [1].
In Section 3.2, we give an alternative construction of b(G) due to Loomis [34]. In
Loomis’ approach a group structure is defined directly on the spectrum of AP (G).
Loomis’ method has the advantage that b(G) is naturally identified with the spectrum
of AP (G).
Section 3.3 deals with Bohr compactification in the category of Abelian topological
groups. For this class of groups, the Pontrjagin duality theorem provided a simpler
description of b(G), which will be discussed in this section.
In Section 3.4 we establish an isometric isomorphism between the C∗-algebras
AP (G) and C(b(G)) (Theorem 3.4.1). Using this isomorphism, it follows immediately
that the spectrum of AP (G) can be topologically identified with b(G) (Corollary
3.4.3).
The main result in Section 3.5 is the approximation Theorem 3.5.2, which is one
of the central properties of almost periodic functions. This result shows that almost
periodic functions are exactly those that can be uniformly approximated to arbitrary
degree, by linear combinations of coefficients of finite-dimensional irreducible unitary
representations of G. More specifically, in the classic setting of G = R, almost periodic
functions on R are exactly uniformly limits of trigonometric polynomials on R.
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Section 3.6 contains a brief study of maximally and minimally almost periodic
groups, which are introduced by von Neumann [37] and von Neumann-Wigner [38].
In Chapter 4, we are concerned with proving the existence of invariant means
on AP (G) (the space of almost periodic functions on G), and showing some of its
applications. In Section 4.1 we prove the existence of an invariant mean by using the
normalized Haar measure on b(G). In Section 4.2 we give an alternative proof of the
existence of an invariant mean using a combinatorial technique due to W. Maak [35].
Uniqueness of invariant means is established in Theorem 4.2.9. Several examples of
invariant means are given in Section 4.3. In the final section of Chapter 4, we show
how we can use invariant means to prove the existence of Fourier series for almost
periodic functions (Theorem 4.4.4). Establishing the existence of such series is another
major result in the theory of almost periodic functions. Also in this section we show
in details, how in the special case of continuous 2pi-periodic functions, Theorem 4.4.4
gives the classical result of Fourier series expansions.
Chapter 5 contains a brief discussion on recent developments of the subject and
some ideas for future work.
This thesis has three appendices. Appendix A, contains a brief discussion of
uniform continuity in the context of general topological groups, which is needed in
our discussion of Section 2.3.
Appendix B gives a detailed proof of the Stone-Weierstrass Theorem. This theo-
rem is used in the proof of the Peter-Weyl density Theorem 3.5.1. This latter theorem
is an important ingredient of the proof of Theorem 3.5.2.
Author’s contribution. The materials in this thesis are primarily from [17],
[24], [26], [29], [34], [38] and [42]. Additional sources are mentioned in the rele-
vant sections. The author’s main contribution has been to provide full details of the
main results presented in this thesis. Among the results whose proofs have been sub-
stantially expanded, we can mention Theorem 2.1.4, Example 2.1.6, Lemma 2.2.4,
Theorems 2.2.6, 2.3.4, 2.3.6 and 3.1.1, Lemma 4.2.1, Theorems 4.2.8 and 4.4.4.
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1.2. Basic Definitions
Definition 1.2.1. Let X be a metric space with metric d. For a positive ϵ > 0,
an ϵ-mesh in X is a finite set {x1, ..., xn} in X such that for every x ∈ X,
min{d(x1, x), ..., d(xn, x)} < ϵ,
i.e.,
X =
n⋃
i=1
B(xi, ϵ),
where B(xi, ϵ) is the open ball in X with center xi and radius ϵ. A metric space X is
said to be totally bounded if it admits an ϵ-mesh for every ϵ > 0.
Remark 1.2.2. (a) A metric space X is compact if and only if it is complete and
totally bounded.
(b) A subset A of a complete metric space is relatively compact (i.e., the closure of A
is compact) if and only if A is totally bounded.
Definition 1.2.3. Let X and Y be metric spaces, (fα) a family of mappings from
X into Y . The family (fα) is said to be equicontinuous at x0 if for every ζ > 0, there
exists an η > 0 such that
d(x, x0) ⩽ η ⇒ d(fα(x), fα(x0)) ⩽ ζ
for all α.
The family (fα) is said to be equicontinuous on X if it is equicontinuous at every
point of X.
The family (fα) is said to be uniformly equicontinuous on X if for every ζ > 0,
there exists an η > 0 such that
d(x, x′) ⩽ η ⇒ d(fα(x), fα(x′)) ⩽ ζ
for all α and all x, x′ ∈ X.
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Example 1.2.4. Take X = Y = R. Let (fα) be the family of all differentiable
real-valued functions on R whose derivative is bounded by 1 in absolute value. Then
(fα) is uniformly equicontinuous.
Lemma 1.2.5. Let X and Y be metric spaces, (fα) an equicontinuous family of
mappings of X into Y . Assume that X is compact, then the family (fα) is uniformly
equicontinuous.
Theorem 1.2.6 (Ascoli’s theorem). Let X be a compact metric space, Y a com-
plete metric space, A an equicontinuous subset of C(X,Y ) (the set of all continuous
functions from X to Y ). Assume that for each x ∈ X, the set of f(x), where f runs
over A , has compact closure in Y . Then A has compact closure in the metric space
C(X,Y ).
Corollary 1.2.7. Let Cb(X) be the set of all bounded continuous complex-valued
functions on X. A subset F of Cb(X) is compact if and only if it is closed, bounded,
and equicontinuous.
Definition 1.2.8. A topological space (X,T ) has the finite intersection property
if, for any collection F of closed subsets of X such that ∩{F : F ∈ F} = ∅, there
are F1, . . . , Fn ∈ F such that F1 ∩ · · · ∩ Fn = ∅.
Theorem 1.2.9. Let (X,T ) be a topological space. Then X is compact if and
only if X has the finite intersection property.
Theorem 1.2.10 (The Inverse Mapping Theorem). If X and Y are Banach spaces
and A : X → Y is a bounded linear transformation that is bijective, then A−1 is
bounded.
Theorem 1.2.11 (Urysohn’s lemma). Let X be a normal topological space, and
let F and G be disjoint closed subsets of X. Then there is a continuous function
f : X → R such that f(X) ⊂ [0, 1], f |F = 0, and f |G = 1.
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Theorem 1.2.12 (Heine-Borel theorem). If a set E in Rk has one of the following
three properties, then it has the other two:
(i) E is closed and bounded.
(ii) E is compact.
(iii) Every infinite subset of E has a limit point in E.
Definition 1.2.13 (Partition of Unity). If X is a topological space and E ⊂ X,
a partition of unity on E is a collection {hα}α∈A of functions in C(X, [0, 1]) such that
(i) each x ∈ X has a neighborhood on which only finitely many hα’s are nonzero;
(ii)
∑
α∈A hα(x) = 1 for x ∈ E.
A partition of unity {hα} is subordinate to an open cover U of E if for each α there
exists U ∈ U with Supp (hα) ⊂ U .
Theorem 1.2.14. Let X be a locally compact Hausdorff space, K a compact subset
of X, and {Uj}n1 , an open cover of K. There is a partition of unity on K subordinate
to {Uj}n1 , consisting of compactly supported functions.
For the proof of this proposition, we may refer to [11].
Theorem 1.2.15 (Tychonoff’s Theorem). Let ((Ki, τi))i∈I be a nonempty family
of compact topological spaces. Then their topological product is also compact.
Theorem 1.2.16 (Hahn-Banach Theorem). Suppose (a) M is a linear subspace
of a real vector space X,
(b) p : X −→ R satisfies p(x + y) ⩽ p(x) + p(y) and p(tx) = tp(x) if x ∈ X, y ∈ X,
t ⩾ 0,
(c) f : M −→ R is linear and f(x) ⩽ p(x) on M .
Then there exists a linear function F : X −→ R such that F (x) = f(x) for x ∈ M
and −p(−x) ⩽ F (x) ⩽ p(x) for x ∈ X.
Definition 1.2.17. Let X be a vector space and A ⊆ X. The convex hull of A,
denoted by co(A), is the intersection of all convex sets that contain A.
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If X is a normed space, then the closed convex hull of A is the intersection of all
closed convex subsets of X that contain A; it is denoted by co(A).
1.3. Banach Algebras and Hilbert Spaces
Definition 1.3.1. Let A be an algebra over C. Then A is a Banach algebra if A
is a Banach space with a norm ‖·‖ satisfying ‖ab‖⩽ ‖a‖‖b‖, for all a, b ∈ A.
Definition 1.3.2. An involution on an algebra A is a map ∗ : A −→ A, a 7→ a∗,
that satisfies
(x+ y)∗ = x∗ + y∗,
(λx)∗ = λx∗,
(xy)∗ = y∗x∗,
x∗∗ = x
for all x, y ∈ A and λ ∈ C.
If A is a Banach algebra, we shall also assume that ‖x∗‖ = ‖x‖ for all x ∈ A. A
Banach algebra equipped with an involution is called an involutive Banach algebra or
a ∗-Banach algebra.
Definition 1.3.3. A C∗-algebra is a Banach algebra A equipped with an involu-
tion which satisfies
‖x∗x‖ = ‖x‖2 for all x ∈ A.
Example 1.3.4. If X is a topological space, then the set Cb(X) of all continuous
complex-valued bounded functions from X, with pointwise operations and supremum
norm, is a C∗-algebra.
Definition 1.3.5. If X is a vector space over C, an inner product on X is a
function (·|·) : X ×X → C such that for all α, β in C, and x, y, z in X, the following
are satisfied:
(a) (αx+ βy|z) = α(x|z) + β(y|z),
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(b) (x|αy + βz) = α¯(x|y) + β¯(x|z),
(c) (x|x) ⩾ 0,
(d) (x|y) = (y|x),
(e) if (x|x) = 0, then x = 0.
An inner product induces a norm on X by the relation
‖x‖ = (x|x) 12 .(1.3.1)
Definition 1.3.6. A Hilbert space is a vector space H over C together with an
inner product (·|·) such that relative to the metric d(x, y) = ‖x − y‖ induced by the
norm (1.3.1), H is a complete metric space.
Example 1.3.7. (Cn, (·|·)) with inner product
(x|y) =
n∑
i=1
xiyi
is a Hilbert space.
Definition 1.3.8. Let H ,K be Hilbert spaces. If A ∈ L (H ,K ), then the
unique operator B in L (K ,H ) satisfying (Ah|k) = (h|Bk) for all h in H and all k
in K is called the adjoint of A and is denoted by B = A∗.
Example 1.3.9. If H is a Hilbert space, A = L (H ) is a C∗-algebra where for
each A in L (H ), A∗ is the adjoint of A.
1.4. Topological Groups
Definition 1.4.1. A topological group G is a topological space which is also a
group such that the maps
G×G→ G, (x, y) 7→ xy
and
G→ G, x 7→ x−1
are continuous.
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Lemma 1.4.2. If H is a subgroup or normal subgroup of a topological group G,
then its closure H is also a subgroup, or normal subgroup of G.
A locally compact group is a topological group G for which the underlying topology
is locally compact and Hausdorff.
Definition 1.4.3. Let X be a locally compact space and let BX be the smallest
σ-algebra of X that contains the open sets. Sets in BX are called Borel sets.
A positive measure µ on (X,BX) is a regular Borel measure if
(a) µ(K) <∞ for every compact subset K of X;
(b) for any open set U ∈ X in BX , µ(U) = sup{µ(K) : K ⊆ U and K is compact};
(c) for any E in BX , µ(E) = inf{µ(W ) : W ⊇ E and W is open}.
If µ is a complex-valued measure on (X,BX), µ is a regular Borel measure if |µ|
is a regular Borel measure.
Let M(X) be all of the complex-valued regular Borel measures on X. Note that
M(X) is a vector space over C. For µ in M(X), let ‖µ‖ ≡ |µ|(X).
Definition 1.4.4. LetG be a locally compact group. By a left Haar measure onG,
we mean a nonzero positive regular Borel measure m on G such that m(xE) = m(E)
for all x ∈ G,E ∈ BX .
The measure m is called the Haar measure for G.
It can be shown that every locally compact group has left Haar measure m which
is unique up to a multiplicative constant. If G is compact then m(G) < ∞, and so
by dividing m with m(G), we may assume m is normalized, that is, m(G) = 1.
Example 1.4.5 (The Group Algebra). Let G be a locally compact group. The
space L1(G) of all integrable functions on G (i.e., all measurable functions f on G
satisfying ‖f‖1=
∫
G
|f(s)|ds <∞) is a Banach algebra, called the group algebra of G,
with the convolution product ∗ defined by
(f ∗ g)(t) = ∫
G
f(s)g(s−1t)ds (f, g ∈ L1(G), s, t ∈ G).
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To show that ‖fg‖1 ⩽ ‖f‖1‖g‖1, we observe that
‖fg‖1 =
∫
G
|f ∗ g(s)|ds
=
∫
G
∣∣∣∣∫
G
f(t)g(t−1s)dt
∣∣∣∣ ds
⩽
∫
G
∫
G
|f(t)g(t−1s)|dtds
(Fubini’s theorem) =
∫
G
∫
G
|f(t)g(t−1s)|dsdt
s 7→ ts =
∫
G
∫
G
|f(t)g(s)|dsdt
=
∫
G
|f(t)|dt
∫
G
|g(s)|ds
= ‖f‖1‖g‖1.
1.5. Weak Topology
Definition 1.5.1. A topological vector space is a vector space E together with a
topology such that with respect to this topology
(a) the map of E × E → E defined by (x, y) 7→ x+ y is continuous;
(b) the map of C× E → E defined by (α, x) 7→ αx is continuous.
Definition 1.5.2. A locally convex space is a topological vector space whose
topology is defined by a family of seminormsP such that ⋂p∈P{x : p(x) = 0} = {0}.
Theorem 1.5.3. SupposeP is a separating family of seminorms on a vector space
X. Associate to each p ∈P and to each positive integer n the set
V (p, n) = {x : p(x) < 1
n
}.
Let B be the collection of all finite intersections of the sets V (p, n). Then B is a
convex balanced local base at 0 for a topology τ on X, which turns X into a locally
convex space such that
(i) every p ∈P is continuous, and
(ii) a set E ⊂ X is bounded if and only if every p ∈P is bounded on E.
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Theorem 1.5.4. A topological vector space X is normable if and only if its origin
has a convex bounded neighborhood.
Two important examples of locally convex spaces are as following:
Let X be a normed space. For each x∗ in X∗, define px∗(x) = |x∗(x)|. Then px∗
is a seminorm and if P = {px∗ : x∗ ∈ X∗}, P makes X into a locally convex space.
The topology defined on X by these seminorms is called the weak topology, and is
denoted by w-topology.
Let X be a normed space. For each x in X, define px : X∗ → [0,∞) by px(x∗) =
|x∗(x)|. Then px is a seminorm and if P = {px : x ∈ X}, P makes X∗ into a locally
convex space. The topology defined on X∗ by these seminorms is called the weak-star
topology and denoted by w∗-topology.
Definition 1.5.5. Let E be a Banach space. The strong operator topology on
L (E) is the topology defined by the family of seminorms {px : x ∈ E}, where
px(A) = ‖Ax‖. Thus if {Tα}α is a net of operators in L (E), then Tα → T in the
strong operator topology if and only if ‖Tαx− Tx‖ → 0 for all x ∈ E.
1.6. Representations of Topological Groups
Definition 1.6.1. Let H be a Hilbert space, T a bounded operator on H. Then
T is said to be unitary if T is a linear isometry of H onto H. Equivalently, T is
unitary if T ∗ = T−1.
Definition 1.6.2. Let G be a topological group and H a Hilbert space. A con-
tinuous unitary representation of G in H is a homomorphism pi of the group G into
the unitary group U(H) of H which is continuous with respect to the strong operator
topology. The dimension of H is called the dimension of pi and is denoted by dim pi.
And H is called the representation space of pi, and is denoted by Hpi.
Remark 1.6.3. (a) It follows from the definition that a continuous unitary rep-
resentation of G in H is a mapping pi of G into the unitary group U(H) of H such
that pi(st) = pi(s)pi(t) for any s, t ∈ G, and for every ξ ∈ H, the mapping s 7→ pi(s)ξ
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of G into H is continuous (for the norm topology of H). We may also note that the
condition pi(st) = pi(s)pi(t) implies that pi(e) = 1 and pi(s−1) = pi(s)−1 = pi(s)∗.
(b)The strong and weak operator topologies coincide on the unitary group of H
[17]. However, we do not require a representation pi to be continuous with respect to
the norm topology because norm continuity is too restrictive to be of much interest.
Definition 1.6.4. Let pi : G → L (H) be a continuous unitary representation.
The functions piξ,η : G −→ C, s 7→ piξ,η(s) = (pi(s)ξ|η), where η, ξ are fixed elements
in H, are called the coefficients of pi.
We denote the linear span of all the coefficient functions of pi by Epi.
Definition 1.6.5. Let G be a locally compact group. If pi1, pi2 are unitary rep-
resentations of G, an interwining operator for pi1 and pi2 is a bounded linear map
T : Hpi1 −→ Hpi2 such that Tpi1(x) = pi2(x)T for all x ∈ G. The set of all such
operators is denoted by C(pi1, pi2).
Two representations pi1 and pi2 are called (unitary) equivalent if C(pi1, pi2) contains
a unitary operator. That is, if there exists a unitary operator T : Hpi1 −→ Hpi2 such
that pi2(x) = Tpi1(x)T ∗ for all x ∈ G.
Hpi1 Hpi2
Hpi1 Hpi2
T
pi1(x) pi2(x)
T
Figure 2. The diagram of equivalent representations pi1 and pi2
Definition 1.6.6. Let G be a locally compact group. If pi is a unitary represen-
tation of G and u ∈ Hpi, the closed linear span Mu of {pi(x)u : x ∈ G} in Hpi is called
the cyclic subspace generated by u. If Mu = Hpi, u is called a cyclic vector for pi. pi is
called a cyclic representation if it has a cyclic vector.
Theorem 1.6.7. Let pi be a continuous unitary representation of G. The following
conditions are equivalent: (i) the only closed subspaces of Hpi invariant under pi(G)
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are 0 and H; (ii) the only operators in L (H) that commute with every pi(s) (s ∈ G)
are the scalar operators; (iii) every non-zero vector of H is a cyclic vector for pi, i.e.,
if ξ ∈ H, ξ ̸= 0, then pi(G)ξ is dense in H.
Definition 1.6.8. If the conditions in Theorem 1.6.7 are satisfied, then pi is said
to be topologically irreducible. Topologically irreducible representations are usually
called irreducible, when there is no fear of confusion.
Let G be a compact group. We denote by Ĝ the set of equivalence classes of
irreducible unitary representations of G. When G is Abelian, Ĝ is a set of continuous
characters on G, that is, continuous functions χ : G→ T.
Theorem 1.6.9 (The Gelfand-Raikov Theorem). If G is any locally compact
group, the irreducible unitary representations of G separate points on G. That is, if
x and y are distinct points of G, there is an irreducible representation pi such that
pi(x) ̸= pi(y).
Theorem 1.6.10. Let G be a compact group, and (σα) be the family of continuous,
irreducible, finite-dimensional unitary representations of G, then ⋂
α
Kerσα = {e}.
Theorem 1.6.11. If G is a locally compact Abelian group, then every continuous
unitary irreducible representation of G is one-dimensional.
Theorem 1.6.12. Let G be a compact group.
(i) Every representation in Ĝ is finite-dimensional;
(ii) Every continuous unitary representation of G is a direct sum of elements in Ĝ.
Definition 1.6.13. Suppose {pi,H} and {pi′, H ′} are unitary representations of
G. Let H ⊗H ′ be the Hilbert space tensor product of H and H ′. The simple tensors
x ⊗ x′, with x ∈ H, x′ ∈ H ′, span a dense linear subspace of H ⊗ H ′. For s ∈ G,
pi(s)⊗ pi′(s) is the unitary operator on Hpi ⊗Hpi′ , defined by
pi(s)⊗ pi′(s)(x⊗ x′) = pi(s)x⊗ pi′(s)x′.
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The mapping s 7→ pi(s)⊗pi′(s) is a continuous unitary representation of G onHpi⊗Hpi′ ,
called the tensor product of pi and pi′ and is denoted by pi ⊗ pi′.
1.7. The Gelfand Representation
Definition 1.7.1. Let A be a commutative Banach algebra and ∆(A) the set of
all nonzero algebra homomorphisms from A to C. We endow ∆(A) with the weakest
topology with respect to which all the functions
∆(A)→ C, ϕ 7→ ϕ(x) (x ∈ A)
are continuous. A neighborhood basis at ϕ0 ∈ ∆(A) is then given by the collection
of sets U(ϕ0, x1, ..., xn, ϵ) = {ϕ ∈ ∆(A) : |ϕ(xi) − ϕ0(xi)| < ϵ, 1 ⩽ i ⩽ n}, where
ϵ > 0, n ∈ N, and x1, ..., xn are arbitrary elements of A. This topology on ∆(A) is
called the Gelfand topology. The space ∆(A), equipped with the Gelfand topology, is
called the spectrum of A or the Gelfand space of A.
Definition 1.7.2. For x ∈ A, we define xˆ : ∆(A) → C, ϕ 7→ ϕ(x). It is easily
checked that the mapping Γ : A→ C(∆(A)), x 7→ xˆ is a homomorphism. We call Γ
the Gelfand homomorphism or Gelfand representation of A and we often denote Γ(A)
by Â.
Theorem 1.7.3. For a commutative C∗-algebra A, the Gelfand homomorphism
is an isometric ∗-isomorphism from A onto C0(∆(A)) (the space of all continuous
complex-valued functions on ∆(A) vanishing at infinity). If A is unital, then ∆(A) is
compact and A ∼= C(∆(A)).
CHAPTER 2
Almost Periodic Functions
In this chapter, we study almost periodic functions using the Bochner’s charac-
terization of almost periodicity. We discuss the notion of ϵ-periods and study Bohr’s
condition of almost periodicity. Basic properties of almost periodic functions are
developed and several examples are discussed.
2.1. Bochner’s Definition and Its Basic Properties
In this section we discuss a definition of almost periodicity which was given by
Bochner in 1927 [4]. Bochner’s definition deals with almost periodic functions on the
real line R. We will however consider the more general case of the functions defined
on the topological groups. Our main reference for this is [26].
For a complex function f on topological group G and a, b ∈ G, we use Daf to
denote the function on G × G = G2 such that Daf(x, y) = f(xay) for all x, y ∈
G. We use af (resp. fa) to denote the function on G such that af(x) = f(ax)
(resp. fa(x) = f(xa)) for all x ∈ G. And we use bfa to denote the function on G such
that bfa(x) = f(bxa) for all x ∈ G.
Theorem 2.1.1. Let G be a topological group and f be a function in Cb(G) (the
space of all bounded continuous complex functions on G). Let − denote the closure
in the uniform topology for Cb(G). Then the following properties of f are equivalent:
(i) {fa : a ∈ G} is compact in Cb(G).
(ii) {af : a ∈ G} is compact in Cb(G).
(iii) {bfa : a, b ∈ G} is compact in Cb(G).
(iv) {Daf : a ∈ G} is compact in Cb(G2).
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2.1. BOCHNER’S DEFINITION AND ITS BASIC PROPERTIES 18
Proof. According to Remark 1.2.2 (b) a subset A of Cb(G) is relatively compact
if and only if it is totally bounded. Hence we only need to prove the equivalence of
total boundedness for the sets {fa : a ∈ G}, {af : a ∈ G}, {bfa : a, b ∈ G} and
{Daf : a ∈ G}.
It is obvious that (iii) implies (i) and (ii). We will prove that (iv) implies (i) and
(ii), (i) implies (iv), (ii) implies (iv), (i) implies (iii), and (ii) implies (iii).
First, we prove that (iv) implies (i). Let a be an arbitrary element in G. Then
according to the total boundedness of {Daf : a ∈ G}, for any given ϵ > 0, there exists
a finite set {a1, . . . , an} in G such that for some ai ∈ {a1, . . . , an},
‖Daif −Daf‖sup < ϵ.
Then
‖fa − fai‖sup = sup{|f(xa)− f(xai)| : x ∈ G}
⩽ sup{|f(xay)− f(xaiy)| : x, y ∈ G}
= ‖Daif −Daf‖sup < ϵ,
which proves (i). The proof that (iv) implies (ii) is very similar and we omit the
details.
Then we prove that (i) implies (iv). Suppose {fa : a ∈ G} is totally bounded.
Given ϵ > 0, there is a finite subset {a1, a2, . . . , am} of G such that {faj}mj=1 is an
ϵ/4-mesh in {fa : a ∈ G}. For j = 1, 2, . . . ,m, let Aj = {a ∈ G : ‖fa− faj‖sup < ϵ/4}.
Consider the family of all sets
(Al1a
−1
1 ) ∩ (Al2a−12 ) ∩ · · · ∩ (Alma−1m ), for lj, j ∈ {1, . . . ,m}.
Write the nonempty sets in this family as B1, . . . , Bn, and choose bk ∈ Bk for k =
1, . . . , n. Let a ∈ G, and consider aa1, . . . , aam. Since G =
m⋃
j=1
Aj, we can find
l1, . . . , lm ∈ {1, . . . ,m} so that aa1 ∈ Al1 , . . . , aam ∈ Alm , i.e., a ∈ (Al1a−11 )∩(Al2a−12 )∩
· · · ∩ (Alma−1m ). Therefore, G =
n⋃
k=1
Bk. Now consider any c ∈ G; let Bk0 be a set in
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{Bk} such that c ∈ Bk0 . Let (x, y) ∈ G2, and select j0 (j0 ∈ {1, 2, . . . ,m}) such that
y ∈ Aj0 . Then we have
|f(xcy)− f(xbk0y)|
⩽ |f(xcy)− f(xcaj0)|+ |f(xcaj0)− f(xbk0aj0)|+ |f(xbk0aj0)− f(xbk0y)|
⩽ ‖fy − faj0‖sup + ‖fcaj0 − fbk0aj0‖sup + ‖faj0 − fy‖sup.
Since y ∈ Aj0 , ‖fy − faj0‖sup < ϵ/4. By our choice of Bk0 , c ∈ Bk0 = (Al1a−11 ) ∩
(Al2a
−1
2 ) ∩ · · · ∩ (Alma−1m ), which means c ∈ Alj0a−1j0 for some lj0 . Also, by our choice
of bk0 , we have bk0 ∈ Bk0 . Writing c = aa−1j0 and bk0 = a′a−1j0 where a, a′ ∈ Alj0 , then
‖fcaj0 − fbk0aj0‖sup = ‖fa − fa′‖sup
⩽ ‖fa − falj0 ‖sup + ‖falj0 − fa′‖sup < ϵ/4 + ϵ/4 = ϵ/2.
Therefore, |f(xcy) − f(xbk0y)| < ϵ/4 + ϵ/2 + ϵ/4 = ϵ. Since (x, y) is arbitrary, the
functions Db1f, . . . , Dbnf form an ϵ-mesh in {Dcf : c ∈ G}. Thus (iv) holds.
The proof that (ii) implies (iv) is very similar to the proof just given and we omit
the details. Thus so far we can say that (i), (ii) and (iv) are equivalent.
Finally, suppose that (i) holds, we want to show (iii) holds. Since (i) and (ii) are
equivalent, (ii) also holds. Let {faj}mj=1 and {bkf}nk=1 be ϵ/2-meshes in {fa : a ∈ G}
and {bf : b ∈ G}, respectively. Then for all x, a, b ∈ G, we have
|f(bxa)− f(bkxaj)| ⩽ |f(bxa)− f(bkxa)|+ |f(bkxa)− f(bkxaj)| < ϵ/2 + ϵ/2 = ϵ,
for some k and j. That is, {bkfaj}(j = 1, 2, . . . ,m; k = 1, 2, . . . n) is an ϵ-mesh in
{bfa : a, b ∈ G}. □
Definition 2.1.2. Let G be a topological group. A function f in Cb(G) satisfying
the equivalent conditions (i)-(iv) in Theorem 2.1.1 is said to be almost periodic. The
set of all continuous almost periodic functions on G is denoted by AP (G).
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Remark 2.1.3. Almost periodic functions can be studied on arbitrary groups
with no underlying topology. This is equivalent to assuming that G has the discrete
topology.
The following theorem shows several basic properties of elements in AP (G).
Theorem 2.1.4. Let G be a topological group, then
(i) every constant function is in AP (G).
(ii) if f is in AP (G), then also ℜf , ℑf , and f are in AP (G).
(iii) if f, g are in AP (G), then f + g and fg are in AP (G).
(iv) if f1, f2, . . . , fn, . . . are in AP (G) and lim
n→∞
‖fn − f‖sup = 0, then f ∈ AP (G).
(v) if f is in AP (G) and a, b are in G, then af , fa and bfa are in AP (G).
Proof. The proofs of (i) and (v) are obvious. ((i) can be easily proved using
total boundedness while (v) comes directly from Theorem 2.1.1).
To prove (ii), let f ∈ AP (G). Then we have {fa : a ∈ G} is totally bounded. For
given ϵ > 0 and any a ∈ G, there exist a finite set {a1, . . . , an} in G (depending only
on ϵ and f) and j0 ∈ {1, . . . , n} such that
‖ℜfa −ℜfaj0‖sup ⩽ ‖fa − faj0‖sup < ϵ.
Thus {ℜfa : a ∈ G} is totally bounded and therefore compact. This proves that
ℜf ∈ AP (G). Similarly, ℑf ∈ AP (G) and f ∈ AP (G).
To prove (iii), consider f + g. Let ϵ > 0 be given. Let {faj}mj=1 be an ϵ/4-mesh
for {fa : a ∈ G} and {gbk}nk=1 be an ϵ/4-mesh for {gb : b ∈ G}. Let Aj = {a ∈
G : ‖fa − faj‖sup < ϵ/4} (j = 1, 2, . . . ,m) and Bk = {b ∈ G : ‖gb − gbk‖sup < ϵ/4}
(k = 1, 2, . . . , n). Let the nonempty sets Aj ∩Bk be written as C1, . . . , Cp, and choose
cl ∈ Cl (l = 1, 2, . . . , p). We want to prove {(f + g)cl}pi=1 is an ϵ-mesh for {(f + g)c :
c ∈ G}. For any c ∈ G, there exist j0 and k0 such that
‖fc − faj0‖sup < ϵ/4 and ‖gc − gbk0‖sup < ϵ/4.
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Let cl0 ∈ Cl0 = Aj0 ∩Bk0 , then
‖fcl0 − faj0‖sup < ϵ/4 and ‖gcl0 − gbk0‖sup < ϵ/4.
Therefore
‖(f + g)cl0 − (f + g)c‖sup ⩽ ‖(fcl0 − fc)‖sup + ‖(gcl0 − gc)‖sup
⩽ ‖fcl0 − faj0‖sup + ‖faj0 − fc‖sup + ‖gcl0 − gbk0‖sup + ‖gbk0 − gc‖sup < ϵ.
Next, we show that fg ∈ AP (G). Suppose ‖f‖sup > 0 and ‖g‖sup > 0, and we form
an ϵ/(4‖g‖sup)-mesh for {fa : a ∈ G} and an ϵ/(4‖f‖sup)-mesh for {gb : b ∈ G}. Then,
as above, the sets Cl and points cl ∈ Cl yield an ϵ-mesh for {(fg)c : c ∈ G}.
To prove (iv), note that if {(fn)a1 , . . . , (fn)ap} is an ϵ/3-mesh for {(fn)a : a ∈ G},
and ‖f − fn‖sup < ϵ/3, then there exists an aq ∈ {a1, a2, . . . , ap} such that
‖faq − fa‖sup ⩽‖faq − (fn)aq‖sup + ‖(fn)aq − (fn)a‖sup + ‖(fn)a − fa‖sup
< ϵ/3 + ϵ/3 + ϵ/3 = ϵ.
Therefore {fa1 , . . . , fap} is an ϵ-mesh for {fa : a ∈ G}. □
With Theorem 2.1.4, we can immediately get the following consequence.
Corollary 2.1.5. If G is a topological group, then AP (G) is a C∗-subalgebra of
Cb(G).
Example 2.1.6. (a) Let G be R. Then every periodic function on R is almost
periodic. Let p > 0 be a period of f . Then {fa : a ∈ R} = {fa : a ∈ [0, p]} is a
compact subset of Cb(R) since it is the image of the compact interval [0, p] under the
continuous function a 7→ fa, R −→ Cb(R).
(b) By Theorem 2.1.4 and part (a) above, the sums, products and uniform limits
of periodic function on R are all almost periodic. All linear combinations of periodic
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functions are almost periodic. For example, trigonometric polynomials of the form
f(t) =
n∑
k=1
ake
iλkt (λk ∈ R).
In particular, f(x) = cos x + cos
√
2x is an almost periodic function, since it is the
sum of two periodic functions. However, f(x) is not periodic. We claim that the only
root of the equation f(x) = 2 is x = 0. Let cosx = cos
√
2x = 1, then x = 2k1pi
and
√
2x = 2k2pi where k1, k2 ∈ Z. Therefore, 2k1pi = 2k2√2pi and the only solution is
k1 = k2 = 0, i.e., x = 0. Similarly, the product g(x) = cosx · cos
√
2x of two periodic
functions is also not periodic since the only solution for g(x) = 1 is x = 0.
(c) If we restrict the zeta function ζ(s) =
∞∑
n=1
n−s (s ∈ C) to the vertical line
R(s) = σ0 > 1, and write s = σ0 + it, then
ζ(s) =
∞∑
n=1
n−σ0n−it =
∞∑
n=1
n−σ0e−it logn.
This series consists of terms that are periodic in t with period 2pi
logn
, therefore its partial
sums are almost periodic. Since σ0 > 1, the series is uniformly convergent, and thus
by Theorem 2.1.4 (iv), ξ(s) is almost periodic on the vertical line s = σ0 + it.
(d) Every uniform limit of trigonometric polynomials is almost periodic.
2.2. Functions with ϵ-Almost Periods
In this section, we discuss the concept of ϵ-almost periods, which was given for
the functions on R by Bohl [6]. However, we generalize the definitions of ϵ-almost
periods to the functions on general topological group as follows.
Definition 2.2.1. LetG be a topological group, f a bounded continuous complex-
valued function on G and ϵ > 0. An element x ∈ G is called a left ϵ-almost period of
f if
‖xf − f‖sup ⩽ ϵ.
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An element y ∈ G is called a right ϵ-almost period of f if
‖fy − f‖sup ⩽ ϵ.
When G is Abelian, the left ϵ-almost periods are also right ϵ-almost periods. In
particular, when G = R, we give the following definition.
Definition 2.2.2. Let f : R → C be a continuous bounded function and ϵ > 0.
A number τ > 0 is called an ϵ-almost period if for all x ∈ R,
|f(x+ τ)− f(x)| ⩽ ϵ.
Example 2.2.3. (a) If f is periodic with period p, then p is an ϵ-period for every
ϵ > 0.
(b) If f is uniformly continuous, then for a given ϵ > 0, there exists a δ > 0 such
that for all x, y ∈ R satisfying |x−y| < δ, we have |f(x)−f(y)| < ϵ. Therefore, every
τ satisfying 0 < τ < δ is an ϵ-almost period.
Bohl showed that a trigonometric polynomial of the form
f(t) =
n∑
k=1
ake
iλkt,
where λk ∈ R are arbitrary, has infinitely many ϵ-periods for every ϵ > 0. Note that
such polynomials need not be periodic.
In the remaining of this section we verify Bohl’s result for the simple case where
f(x) = eiαx + eiβx. First we observe that if α/β = q/p is rational (p, q ∈ Z), then f is
periodic with period σ = 2piqα−1.
f(x+ σ) = eiα(x+σ) + eiβ(x+σ) = eiαx+i2piq + eiβx+i2piqβ/α
= eiαxei2piq + eiβxei2pip = eiαx + eiβx = f(x).
Therefore σ = 2piqα−1 and all of its integer multiples can serve as ϵ-almost periods
for all ϵ > 0.
So it remains to consider the case when α/β is irrational.
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We want to show the existence of ϵ-almost periods for the function f when α/β
is irrational. The idea is to find ϵ-almost periods in the form of 2piq/α for suitable
q ∈ N. First, we need the following lemmas from the number theory.
Lemma 2.2.4. If x is a real number and t is a positive integer, there are integers
p and q such that ∣∣∣∣x− pq
∣∣∣∣ ⩽ 1q(t+ 1) , 1 ⩽ q ⩽ t.
Proof. The t+ 1 numbers
0 · x− [0 · x], 1 · x− [1 · x], . . . , tx− [tx]
all lie in the interval [0, 1). Call them, in increasing order of magnitude, α0, α1, . . . , αt.
Mark the numbers α0, α1, . . . , αt on a circle of unit circumference, that is, a unit
interval on which 0 and 1 are identified. Then the t+ 1 differences
α1 − α0, α2 − α1, . . . , αt − αt−1, α0 − αt + 1
are the lengths of the arcs of the circle between successive α’s, and so they are non-
negative and
(α1 − 0) + (α2 − α1) + . . . (1− αt) = 1.
It follows that at least one of these t + 1 differences does not exceed (t + 1)−1. But
each difference is of the form
g1x− g2x−N,
where N is an integer and g1, g2 ∈ {1, 2, . . . , t}.
If g1 > g2, then N ⩾ 0. In this case, we can take q = g1 − g2, p = N . Then∣∣∣∣x− pq
∣∣∣∣ = |(g1 − g2)x−N |g1 − g2 ⩽ 1(g1 − g2)(t+ 1) = 1q(t+ 1) .
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If g1 < g2, then we can take q = g2 − g1, p = −N . Then∣∣∣∣x− pq
∣∣∣∣ = |(g2 − g1)x+N |g2 − g1 ⩽ 1(g2 − g1)(t+ 1) = 1q(t+ 1) .
□
Lemma 2.2.5. For any irrational number x, there are infinitely many distinct
rational numbers pn/qn, n = 1, 2, . . . , such that∣∣∣∣x− pnqn
∣∣∣∣ < 1qn2 (n ⩾ 1).(2.2.2)
Proof. According to the above lemma, if x is irrational, then for each positive
integer t, the inequalities
0 <
∣∣∣∣x− pq
∣∣∣∣ ⩽ 1(t+ 1)q < 1q2 , 1 ⩽ q ⩽ t(2.2.3)
have suitable p and q. Let t1 be any integer exceeding |x− p/q|−1. Then by Lemma
2.2.4, there exist integers p1, q1 such that
0 <
∣∣∣∣x− p1q1
∣∣∣∣ ⩽ 1(t1 + 1)q1 < |x− p/q|q1 ⩽
∣∣∣∣x− pq
∣∣∣∣ .
Thus, p1/q1 ̸= p/q. Furthermore, |x− p1/q1| < 1/q12. By this procedure, we can
obtain infinitely many rational numbers pn/qn with
0 < · · · <
∣∣∣∣x− pnqn
∣∣∣∣ < ∣∣∣∣x− pn−1qn−1
∣∣∣∣ < · · · < ∣∣∣∣x− p1q1
∣∣∣∣
and ∣∣∣∣x− pnqn
∣∣∣∣ < 1qn2 (n ⩾ 1).
□
With the help of the above lemmas, we can find for each ϵ > 0 there are infinitely
many ϵ-almost periods for the function f(x) = eiαx + eiβx.
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Theorem 2.2.6. Let f(x) = eiαx + eiβx, where α, β ∈ R are such that α/β is
irrational. Let ϵ > 0 be given, and let p/q be a rational number such that q ⩾ 1 and
2piq
∣∣∣∣βα − pq
∣∣∣∣ < ϵ.(2.2.4)
Then τ = 2piq/α is an ϵ-almost period for f .
Proof. The existence of rational numbers p/q satisfying (2.2.4) follows from
Lemma 2.2.5. For given ϵ > 0, we only need to choose n in the lemma large enough
so that 1/qn < ϵ/2pi. Then we have∣∣∣∣βα − pnqn
∣∣∣∣ < 1qn2 < ϵ2piqn ,
which means 2piqn |β/α− pn/qn| < ϵ. In fact, the lemma shows the existence of
infinitely many such rationals.
Then for every x ∈ R, we have∣∣∣∣f(x+ 2piqα )− f(x)
∣∣∣∣ = ∣∣eiαx + eiβxei2piqβ/α − eiαx − eiβx∣∣
= |eiβx(ei2piqβ/α − 1)| = |ei2piqβ/α − 1|
=
√
(cos(2piqβ/α)− 1)2 + sin2(2piqβ/α)
=
√
2(1− cos(2piqβ/α))
= 2
∣∣∣∣sin(piqβα )
∣∣∣∣
= 2
∣∣∣∣sin(piq(βα − pq ))
∣∣∣∣
⩽ 2piq
∣∣∣∣βα − pq
∣∣∣∣ < ϵ.
Since x ∈ R is arbitrary, it follows that ‖fτ − f‖sup ⩽ ϵ. Therefore τ = 2piq/α is an
ϵ-almost period. □
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2.3. Bohr’s Definition and Its Generalization
In this section we discuss Bohr’s original definition of almost periodicity and its
generalization to arbitrary topological groups.
Starting in 1923, H. Bohr adopted the results of Bohl on the existence of ϵ-periods’
discussion and used it as the definition of a class of functions which he called almost
periodic functions. He developed the basic properties of almost periodic functions
in [8], [9] and [10].
Definition 2.3.1 (Bohr). A function f : R→ C is called Bohr almost periodic if
it is continuous and if for every ϵ > 0, there exists a number l > 0 such that every
closed interval of length l contains an ϵ-almost period.
Thus for a function to be Bohr almost periodic, for each ϵ, the number of its ϵ-
almost periods must occur with some regularity in the real line. In other words, the
set of ϵ-periods must be relatively dense in R for every ϵ > 0.
Next we extend the notion of ϵ-periods and Bohr’s condition of almost periodicity
to general topological groups.
Definition 2.3.2. Let G be a topological group, f a complex-valued function on
G and ϵ > 0. We say that f satisfies the left Bohr’s condition (LBC) if f is continuous
and for every ϵ > 0, there is a compact set K ⊂ G so that yK contains a left ϵ-almost
period for all y ∈ G.
Right Bohr’s condition is defined similarly. We say that f satisfies the right Bohr’s
condition (RBC) if f is continuous and for every ϵ > 0, there is a compact set K ⊂ G
so that for all y ∈ G, Ky contains a right ϵ-almost period.
We say that f satisfies the Bohr’s conditions, if it satisfies both LBC and RBC.
If G is Abelian, left and right Bohr’s conditions are equivalent. A discussion of
Bohr’s conditions on Abelian group can be found in [42].
Remark 2.3.3. (a) It is easy to check that when G = R, Bohr’s conditions are
consistent with the Definition 2.3.1. Because if the Bohr’s conditions hold, choose
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l > 0 large enough so that K ⊂ [−l, l], then every interval of length 2l contains an
ϵ-almost period. In fact, if I is such an interval and a is the center of the interval,
then I − a = [−l, l] ⊃ K, and hence by assumption there must exist an ϵ-period in
a+K ⊂ a+(I−a) = I. As for the converse, if every interval of length l > 0 contains
an ϵ-almost period, then we may take K = [0, l].
(b) Let us note that the inequality ‖xf−f‖sup ⩽ ϵ is equivalent to ‖x−1f−f‖sup ⩽ ϵ
where x−1 ∈ K−1y−1, andK−1 is compact. Thus the LBC can be rephrased as follows:
for every ϵ > 0, there is a compact set K ⊂ G so that for all y ∈ G, Ky contains a
left ϵ-almost period. Also, the RBC can be similarly rephrased.
For a discussion of uniform continuity on topological groups we refer to Appendix
A.
Theorem 2.3.4. (a) Every function satisfying the LBC is bounded and right uni-
formly continuous.
(b) Every function satisfying the RBC is bounded and left uniformly continuous.
Proof. (a) Let f satisfy the left Bohr’s condition, and x ∈ G. For ϵ = 1, there
exists a compact set K0 such that K0x−1 contains a left 1-almost period, say k0x−1.
Thus ‖k0x−1f − f‖sup ⩽ 1, and therefore |k0x−1f(x)− f(x)| ⩽ 1, from which it follows
that
|f(x)| ⩽ 1 + |f(k0)| ⩽ 1 + sup
k∈K0
|f(k)|.
Since K0 is independent of x, f is bounded.
Next, we prove that f is right uniformly continuous. Given ϵ > 0, we need to find
a neighborhood U of the identity e such that if y−1x ∈ U , then |f(x)− f(y)| < ϵ. For
each y ∈ G, yf is continuous at e, so there exists a neighborhood Vy of e such that if
z ∈ Vy, then |yf(z)− yf(e)| < ϵ/4. Therefore if z, z′ ∈ Vy, then
|yf(z)− yf(z′)| < ϵ
2
.
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Choose a neighborhood Uy of e such that U2y ⊂ Vy, then for all z, z′, z′′ ∈ Uy,
|yz′′f(z)− yz′′f(z′)| < ϵ
2
.(2.3.5)
Next, using the assumption that f satisfies the LBC, let a compact set K be chosen so
that for all y ∈ G, there exists w ∈ K such that wy−1 ∈ Ky−1 with ‖wy−1f − f‖sup ⩽
ϵ/4. Then we have
‖wf − yf‖sup = ‖y(wy−1f − f)‖sup ⩽ ϵ
4
.(2.3.6)
Since the family {yUy}y∈K is a covering of K, there exist y1, ..., yl in K so that
K ⊂ ⋃lj=1 yjUyj . Put U = ⋂lj=1 Uyj . If y ∈ K, then y = yjzj for some zj ∈ Uyj ,
hence for all z, z′ ∈ U , it follows from (2.3.5) that
|yf(z)− yf(z′)| = |yjzjf(z)− yjzjf(z′)| <
ϵ
2
.(2.3.7)
Now suppose x, y are such that y−1x ∈ U , then with w ∈ K chosen as above, it follows
from (2.3.6) and (2.3.7) that
|f(y)− f(x)| = |yf(e)− yf(y−1x)|
⩽ |yf(e)− wf(e)|+ |wf(e)− wf(y−1x)|
+ |wf(y−1x)− yf(y−1x)|
<
ϵ
4
+
ϵ
2
+
ϵ
4
= ϵ
(b) The proof of (b) is similar to (a). We give the details for completeness. Let f
satisfy the RBC. First we prove that f is bounded. For ϵ = 1, there exists a compact
set K0′ such that for every x ∈ G, x−1K0′ contains a right 1-almost period, say x−1k0′.
Thus ‖fx−1k0′ − f‖sup ⩽ 1, and therefore |fx−1k0′(x)− f(x)| ⩽ 1, from which it follows
that
|f(x)| ⩽ 1 + |f(k′0)| ⩽ 1 + sup
k∈K0′
|f(k)|.
Since K0′ is independent of x, f is bounded.
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Given ϵ > 0, now we want to find a neighborhood V ′ of e such that if xy−1 ∈ V ′,
then |f(x) − f(y)| < ϵ. For each y ∈ G, fy is continuous at e, so there exists a
neighborhood U ′y of e such that if z ∈ U ′y, then |fy(z) − fy(e)| < ϵ/4. Therefore, if
z, z′ ∈ U ′y, then |fy(z)− fy(z′)| < ϵ/2.
Choose a neighborhood V ′y of e such that (V ′y)2 ⊂ U ′y, then for all z, z′, z′′ ∈ V ′y ,
|fz′′y(z)− fz′′y(z′)| < ϵ/2.(2.3.8)
Since f satisfies the RBC, let the compact set K ′ be chosen so that for all y ∈ G, there
exists x ∈ y−1K ′ with ‖fx − f‖sup ⩽ ϵ/4. Since the family {V ′yy}y∈K′ is a covering of
K ′, there exist y1, ...yl ∈ K ′ so that K ′ ⊂
⋃l
j=1 V
′
yj
yj. Put V =
⋂l
j=1 V
′
yj
. If y ∈ K ′,
then y = zjyj for some zj ∈ V ′yj , hence for all z, z′ ∈ V , it follows from (2.3.8) that
|fy(z)− fy(z′)| = |fzjyj(z)− fzjyj(z′)| < ϵ/2.(2.3.9)
Now, suppose x, y are such that xy−1 ∈ V ′. Since K ′ is compact, the RBC implies
that we can find w′ ∈ K ′ such that ‖fy−1w′ − f‖sup ⩽ ϵ/4, and hence
‖fw′ − fy‖sup = ‖(fy−1w′ − f)y‖sup ⩽ ϵ/4.(2.3.10)
Hence it follows from (2.3.9) and (2.3.10) that
|f(y)− f(x)| = |fy(e)− fy(xy−1)|
⩽ |fy(e)− fw′(e)|+ |fw′(e)− fw′(xy−1)|+ |fw′(xy−1)− fy(xy−1)|
< ϵ/4 + ϵ/2 + ϵ/4 = ϵ.
□
Corollary 2.3.5. Every function satisfying Bohr’s conditions is uniformly con-
tinuous.
Next we show the equivalence between Bochner’s definition of almost periodicity
and Bohr’s conditions.
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Theorem 2.3.6. Let G be a topological group and f ∈ Cb(G). Then f ∈ AP (G)
if and only if f satisfies Bohr’s conditions.
Proof. First, suppose f ∈ AP (G). We need to show that f satisfies both LBC
and RBC. To prove f satisfies LBC, given ϵ > 0, by total boundedness of {yf : y ∈ G},
we can pick y1, ..., yl ∈ G so that every yf is within ϵ of some yjf (j ∈ {1, 2, ..., l}).
Let K = {y−11 , ..., y−1l }. For a given x ∈ G, pick yj so that ‖xf − yjf‖sup < ϵ. Then
‖xy−1j f − f‖sup = ‖xf − yjf‖sup < ϵ.
Thus xK contains a left ϵ-almost period. Since x is arbitrary, f satisfies LBC.
To prove f satisfies RBC, given ϵ > 0, by total boundedness of {fy : y ∈ G}, we
can pick y1, ..., yl ∈ G so that every fy is within ϵ of some fyj (j ∈ {1, 2, ..., l′}). Let
K = {y−11 , ..., y−1l′ }. For a given x ∈ G, pick yj so that ‖fx − fyj‖sup < ϵ. Then
‖fy−1j x − f‖sup = ‖fx − fyj‖sup < ϵ.
Thus Kx contains a right ϵ-almost period. Since x is arbitrary, f satisfies RBC.
Conversely, suppose f satisfies both left and right Bohr’s conditions, and we will
show that {yf : y ∈ G} is totally bounded. Given ϵ > 0, we want to find finitely
many yj in G so that every yf , is within ϵ of some yjf . Since f satisfies LBC, there
exists a compact subset K of G (depending only on ϵ), such that for all y ∈ G, there
is some x ∈ K so that
‖xy−1f − f‖sup ⩽ ϵ/2.
Since f satisfies RBC, it is left uniformly continuous, that is, the map, G → Cb(G),
x 7→ xf is continuous. Therefore, {xf : x ∈ K} is compact in Cb(G). Thus we can
find y1, . . . , yn ∈ K, so that every xf with x ∈ K, is within ϵ/2 of some yjf . We note
that the choices of y1, . . . , yn only depends on ϵ and f , since K depends on ϵ. Then
we have
‖yf − yjf‖sup ⩽ ‖yf − xf‖sup + ‖xf − yjf‖sup
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⩽ ‖y(f − xy−1f)‖sup + ‖xf − yjf‖sup
⩽ ϵ
2
+
ϵ
2
= ϵ.
This proves that f ∈ AP (G).
□
Corollary 2.3.7. If G is a topological group, then AP (G) ⊂ UC(G).
Proof. This follows from Corollary 2.3.5 and Theorem 2.3.6. □
Theorem 2.3.8. Let G be a locally compact group and C0(G) be the space of
continuous functions on G vanishing at infinity.
(i) If G is compact, then AP (G) = C(G).
(ii) If G is noncompact, then AP (G) ∩ C0(G) = {0}.
Proof. (i) The statement in (i) is immediate from the definition of LBC and
RBC. In fact, for each ϵ > 0, we can take K = G and choose the ϵ-almost period to
be τ = e.
(ii) Suppose G is noncompact, and there exists f ∈ AP (G) ∩ C0(G) with f(x0) ̸= 0
for some x0 ∈ G. Choose ϵ such that 0 < ϵ < |f(x0)|/2. Since f ∈ C0(G), there exits
a compact subset K0 of G such that |f(x)| ⩽ ϵ whenever x /∈ K0. Since f satisfies
LBC, there exists a compact set K such that Ky contains a left ϵ-almost period for
all y ∈ G. Since G is not compact and K−1K0x−10 is compact, we can choose a point
y0 ∈ G such that y0 /∈ K−1K0x−10 , and let τ = ky0 ∈ Ky0, (k ∈ K), to be a left ϵ-
almost period. Then by our choice of y0, τx0 /∈ K0, therefore |f(τx0)| ⩽ ϵ. However,
the relation ‖τf − f‖sup ⩽ ϵ implies that |f(τx0)− f(x0)| ⩽ ϵ and hence
|f(x0)| ⩽ ϵ+ |f(τx0)| ⩽ 2ϵ,
i.e., |f(x0)|/2 ⩽ ϵ contradicting the choice of ϵ. □
Example 2.3.9. (a) On the unit circle T = {z ∈ C : |z| = 1}, all continuous
functions are almost periodic since T is compact.
(b) The function f = e−x2 (x ∈ R) is in C0(R), and hence f is not almost periodic.
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Example 2.3.10. On the complex plane C, a periodic function need not be almost
periodic. For example, the function f(s) = n−s = e−s logn(n ⩾ 2) is periodic on C
with a period 2pii
logn
because
f
(
s+
2pii
log n
)
= e−(s+
2pii
logn
) logn = e−s logn−2pii = e−s logn = f(s).
But f is not bounded on C, in fact, for s = x ∈ R, f(x) → ∞ if x → −∞, and
according to Theorem 2.3.4 and 2.3.6 it is not almost periodic.
Remark 2.3.11. Let G = R be the real line. Consider the following three classes
functions:
(i) periodic functions;
(ii) almost periodic functions;
(iii) functions with ϵ-periods for every ϵ > 0.
Then in this case, each of the above classes of functions is more general than the
proceeding one. In other words, every periodic function is almost periodic. And every
almost periodic function has ϵ-periods for every ϵ. However, the function f(x) = e−x2
is in the third class (Example 2.2.3 (b)) but is not almost periodic (Example 2.3.9
(b)). And the function f(x) = cos x+ cos
√
2x is almost periodic but is not periodic.
Figure 3. The relationship between three classes of functions
CHAPTER 3
Further Properties of Almost Periodic Functions
Almost periodic functions on topological groups can be studied from the point
of view of theory of continuous functions on compact groups. This point of view is
particularly useful when investigating the approximation properties of almost periodic
functions.
The central idea is to associate a compact group b(G) to a given topological group
G with the property that almost periodic functions on G are exactly those continuous
functions on G which have a unique extension to b(G).
In this chapter, we will present two different constructions of the Bohr compacti-
fication b(G).
In the first section, we will show a construction given by Weil [45], which uses the
finite-dimensional continuous unitary representations of topological group G. Weil’s
construction is also discussed by Dixmier [17], which is our main reference for this
section. In Section 3.2, we discuss an alternative construction due to Loomis.
3.1. Weil’s Construction of the Bohr Compactification
Theorem 3.1.1. Let G be a topological group, then there exist a compact group Σ
and a continuous homomorphism α : G→ Σ satisfying the following properties:
(i) α(G) is dense in Σ;
(ii) for every compact group Σ ′ and every continuous homomorphism α′ : G → Σ ′,
there exists a unique continuous homomorphism β : Σ → Σ ′ such that α′ = β ◦ α.
The pair (α,Σ) is determined up to isomorphism by these properties.
Proof. Let (pii)i∈I be the family of all finite-dimensional, continuous, unitary
representations of G. We denote the representation space of pii by Hpii . For every
34
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G Σ
Σ ′
α
α′
β
Figure 4. Universal property
dimension n, there exists at least one such representation given by pi(s) = ICn for
every s ∈ G.
Let Ui be the unitary group of Hpii , that is, the group of all unitary operators on
Hpii . Since Hpii is finite-dimensional, we may put dimHpii = ni. Here we claim that
L (Hpii) can be identified with Cni
2 and the strong operator topology can be identified
with norm topology. To prove the claim, we will show that L (Hpii) with the strong
operator topology is normable if dimH = n < ∞. According to Theorem 1.5.4, we
only need to show the zero operator of L (Hpii) has a convex bounded neighborhood.
We consider the open set V = {T ∈ L (Hpii) : ‖Tei‖ < 1 : i = 1, 2, . . . , n}, where
{e1, . . . , en} is basis of H. It is easy to check that V is a convex neighborhood of the
zero operator. Next we show it is bounded. By Theorem 1.5.3 (ii), we only need to
prove that every seminorm pξ(ξ ∈ H), pξ(T ) = ‖Tξ‖, is a bounded function on U .
Letting ξ =
n∑
i=1
αiei, then for every T ∈ U , we have |pξ(T )| = ‖Tξ‖ ⩽
n∑
i=1
|αi|‖Tei‖ ⩽
n
n∑
i=1
|αi| < ∞. Therefore, L (Hpii) with the strong operator topology is isomorphic
to Cni2 with the norm topology.
According to Heine-Borel theorem (Theorem 1.2.12), Ui is compact inL (Hpii) with
respect to strong operator topology since Ui is a closed bounded subset of L (Hpii).
Let U = ∏
i∈I
Ui be the product of Ui, then U is a compact topological group (compact-
ness follows from Tychonoff’s Theorem (Theorem 1.2.15)). Let α be the continuous
homomorphism (the continuity follows from ([31], page 91))
α : G −→ U, s 7→
∏
i∈I
pii(s),
and let Σ be the closure of α(G) in U , which is a compact subgroup of U . We will
show that (α,Σ) satisfies the properties of the theorem.
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Let Σ ′ be a compact group and α′ : G → Σ ′ be a continuous homomorphism.
Since α(G) is dense in Σ, any continuous homomorphism β : Σ → Σ ′ such that
α′ = β ◦α is unique. The reason is as follows: suppose there exists another continuous
homomorphism β′ : Σ → Σ ′ such that α′ = β′ ◦ α. Since Σ = α(G), for any t ∈ Σ,
there exists a net (sk)k ∈ G such that limα(sk) = t. Then
β′(t) = lim β′ ◦ α(sk) = lim β ◦ α(sk) = β(t),
which means β′ = β. This proves the uniqueness of the continuous homomorphism β.
Next we prove the existence of β. We recall that the intersection of kernels of con-
tinuous unitary representations of finite-dimension of Σ ′ is equal to e (Gelfand-Raikov
Theorem 1.6.10). Hence Σ ′ can be identified, as in the case of Σ, with a subgroup
of the group of ΠjVj, where each Vj is the unitary group of a finite-dimensional
Hilbert space. More precisely, let (σj)j∈J be the family of continuous, unitary, finite-
dimensional representations of Σ′, then the identification of Σ′ with a subgroup of
ΠjVj is given by
σ : Σ′ → σ(Σ′), y 7→ Πjσj(y).
Since Σ′ is compact, σj(Σ′) is compact for each j, and hence by Tychonoff’s theorem,
σ(Σ′) is also compact. Since kerσ = ⋂
j
kerσj = {e}, σ is injective. It is trivial that
σ is surjective onto its image. Therefore, σ is a homeomorphism. Thus we may put
α′ = ρ where ρ : s → ∏j ρj(s), where each ρj is a continuous homomorphism of G
into Vj.
Since ρj is equivalent to one of the representations pii, there exists a continuous
homomorphism Tji : Ui → Vj such that ρj = Tji ◦ pii. Let pri : Σ → Ui be the
canonical projection, and define
βj = Tji ◦ pri : Σ→ Vj.
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Figure 5. Tji satisfying ρj = Tji ◦ pii
Then
(βj ◦ α)(s) = βj(α(s)) = Tji ◦ pri(α(s)) = Tji(pii(s)) = ρj(s),
for s ∈ G.
We define β : Σ −→ ∏j Vj, by β(t) = ∏j βj(t). Since each βj is a continuous
homomorphism, β is a continuous homomorphism. Moreover,
β ◦ α(s) = β(α(s)) =
∏
j
βj(α(s)) =
∏
j
ρj(s) = α
′(s), for all s ∈ G,
and hence α′ = β ◦ α and β(Σ) ⊂ Σ′.
The uniqueness up to isomorphism of the pair (Σ,α) is an easy consequence of
the universality property. In fact, let (Σ1, α1) be another solution, then there exist
continuous homomorphisms
β : Σ → Σ1, β1 : Σ1 → Σ
such that α1 = β◦α, α = β1◦α1, then α = (β1◦β)◦α, hence β1◦β is the identity map
on Σ. Similarly, β ◦β1 is the identity map on Σ ′, thus β : Σ → Σ1 is an isomorphism
which transforms α to α1. □
Definition 3.1.2. The group Σ in the above theorem is called the Bohr compact-
ification of G, and will be denoted by b(G). The mapping α is called the canonical
homomorphism of G into b(G).
The group b(G) is also called the almost periodic compactification of G.
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Figure 6. ρ satisfying pi = ρ ◦ α
Theorem 3.1.3. For every finite-dimensional, continuous, unitary representation
ρ of b(G), let ρ′ = ρ ◦ α, which is a finite-dimensional, continuous, unitary represen-
tation of G. Then
(i) the map ρ → ρ′ is a bijection between the set of all equivalence classes of finite-
dimensional, continuous, unitary representations of b(G) and the set of all equivalence
classes of finite-dimensional, continuous, unitary representations of G;
(ii) ρ is topologically irreducible if and only if ρ′ is so;
(iii) if ξ, η ∈ Hρ = Hρ′, then ρ′ξ,η = (ρ ◦ α)ξ,η = ρξ,η ◦ α.
Proof. (i) Let ρ′ be equivalent to ρ′1 so that for some unitary operator T , ρ′(s) =
T ∗ρ′1(s)T for all s ∈ G. Since α(G) = b(G), it follows that ρ(x) = T ∗ρ1(x)T for all
x ∈ b(G). Thus ρ is equivalent to ρ1. Therefore, the map ρ→ ρ′ is injective.
If pi is a finite-dimensional, continuous, unitary representation of G, then we can
view pi as a continuous homomorphism of G into the compact group of unitary op-
erators on Hpi, and it follows from Theorem 3.1.1 (ii) that there exists a continuous
unitary representation ρ of b(G) on Hpi such that pi = ρ ◦ α, thus the map ρ → ρ′ is
surjective. (ii) If ρ is irreducible, then there are no proper subspace W ⊂ H which
is invariant under the action of {ρ(s) : s ∈ b(G)}. Therefore ρ′ = ρ ◦α : G −→ L (H)
is also irreducible since α(G) is dense in b(G). If ρ′ is irreducible, then there are no
proper subspace V ⊂ H that is invariant under the action of {ρ′(t) : t ∈ G}. There-
fore ρ : G −→ L (H) is also irreducible since α(G) ⊂ b(G).
(iii) For any s ∈ G, we have
ρ′ξ,η(s) = (ρ ◦ α)ξ,η(s) = (ρ ◦ α(s)ξ|η) = (ρ(α(s))ξ|η) = ρξ,η ◦ α(s).
Therefore, (ρ ◦ α)ξ,η = ρξ,η ◦ α. □
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In Theorem 2.1.1, we used total boundedness and ϵ-meshes to prove the equiva-
lence of compactness of left and right translations. Now with the useful tool of “Bohr
compactification”, we have an another proof of this equivalence. The theorem also
characterizes almost periodic functions as those continuous functions which can be
lifted to a continuous function on b(G). This latter property is the main reason behind
the usefulness of the Bohr compactification.
Theorem 3.1.4. Let G be a topological group, b(G) the Bohr compactification, α
the canonical homomorphism of G into b(G), and f ∈ Cb(G). Then the following
conditions are equivalent:
(i) The set of sf (s ∈ G) is relatively compact in Cb(G).
(ii) The set of ft (t ∈ G) is relatively compact in Cb(G).
(iii) The set of sft (s, t ∈ G) is relatively compact in Cb(G).
(iv) There exists a unique complex-valued continuous function g on b(G) such that
f = g ◦ α.
Proof. (iv)⇒ (iii): Let g ∈ C(b(G)) and f = g ◦ α. Since b(G) is compact, g is
uniformly continuous, and hence the map (σ, ι)→ σgι of b(G)× b(G) into the Banach
space C(b(G)) is continuous (Theorem A.0.6). Hence the set of all σgι is compact
since b(G) × b(G) is compact. The image of this set in Cb(G) by the isometric map
h→ h◦α is compact and contains the set of sft (s, t ∈ G) because for x ∈ G, we have
α(s)gα(t) ◦ α(x) = α(s)gα(t)(α(x))
=g(α(s)α(x)α(t)) = g(α(sxt)) = f(sxt) = sft(x).
(iii)⇒ (i) and (ii) are obvious.
(i) ⇒ (iv) ((ii) ⇒ (iv) is similar): For every g ∈ Cb(G) and every s ∈ G, let
ψ(s)g =s−1g. Then ψ(s) is a linear isometric map of Cb(G) onto Cb(G), and ψ(ss′) =
ψ(s)ψ(s′). Let A be the set of all sf (s ∈ G), it is clear that every ψ(s) induces
a bijection from A onto A, hence also a bijection ϕ(s) of A onto A. Each ϕ(s) is
isometric, and A is compact if we assume (i) holds. Hence ϕ(G) is relatively compact
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in the set C(A,A) of continuous functions from A into itself, equipped with the
topology of uniform convergence, according to Ascoli’s Theorem (Theorem 1.2.6).
Hence the closure of ϕ(G) in C(A,A) is a compact group Γ of homeomorphisms of
A.
The mapping ϕ is a homomorphism ofG into Γ , next we show that it is continuous.
It suffices to prove that, when s→ e, ϕ(s) converges to ϕ(e) in the topology of uniform
convergence on A. Let g ∈ A and V be an open neighborhood of g in A, then A− V
is compact. If h ∈ A− V , we have |g(u)− h(u)| > 0 at at least one point u ∈ G.
We claim that there exist an open neighborhood Vh of h in A and a neighborhood
Wh of e in G such that ϕ(s)g /∈ Vh for s ∈ Wh. Let r = |g(u) − h(u)| > 0. Define
Vh = Br/2(h), the open ball with center at h and radius r/2 in A. In other words,
Vh = {k ∈ A : ‖k − h‖sup < r/2}.
Let Wh be a symmetric neighborhood of e such that if s ∈ Wh then
|g(s−1u)− g(u)| < r/2
(such a neighborhood exists since g is continuous at u). We claim that ϕ(s)g /∈ Vh for
all s ∈ Wh. In fact, if ϕ(s)g ∈ Vh for some s ∈ Wh, then ‖ϕ(s)g− h‖sup < r/2, and in
particular, |g(s−1u)− h(u)| < r/2. Thus,
|g(u)− h(u)| ⩽ |g(u)− g(s−1u)|+ |g(s−1u)− h(u)| < r/2 + r/2 = r,
which contradicts to the definition of r.
We may cover A − V by a finite number of neighborhoods Vh1 , ..., Vhn , then for
s ∈ Wh1 ∩ · · · ∩Whn , we have ϕ(s)g /∈ Vh1 ∪ · · · ∪ Vhn , hence ϕ(s)g ∈ V and thus we
have shown that ϕ is a continuous homomorphism from G into Γ .
By Theorem 3.1.1 (ii), there exists a continuous homomorphism β : b(G) → Γ
such that ϕ = β ◦α. The complex-valued function g : σ 7→ (β(σ−1)f)(e) is continuous
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on b(G), and
f(s) = (ϕ(s−1)f)(e) = (β(α(s−1))f)(e) = (β(α(s)−1)f)(e) = g ◦ α(s).
This proves (iv). □
Combining Theorem 2.1.1, Definition 2.1.2, Theorem 3.1.3 (iii) and Theorem 3.1.4,
it is easy to get the following corollary.
Corollary 3.1.5. Let G be a topological group and f ∈ Cb(G). Then
(i) f ∈ AP (G) if and only if there exists a unique complex-valued continuous function
g on b(G) such that f = g ◦ α.
(ii) The coordinate functions of finite-dimensional continuous unitary representations
of G are almost periodic.
3.2. Loomis’ Alternative Construction of Bohr Compactification
In this section, we discuss another construction of Bohr compactification given by
Loomis [34]. We follow the exposition given by Kaniuth [29].
Let ∆(AP (G)) denote the spectrum of AP (G). The idea is to define a group
structure on ∆(AP (G)) and show that the resulted compact group can serve as a
model for Bohr compactification.
According to Theorem 1.7.3, the Gelfand homomorphism is an isometric ∗-isomorphism
from AP (G) onto C(∆(AP (G))). For each x ∈ G, we define an element ϕx ∈
∆(AP (G)) by ϕx(f) = f(x) where f ∈ AP (G).
Lemma 3.2.1. The mapping φ : x→ ϕx from G into ∆(AP (G)) is continuous and
has dense range.
Proof. First we show φ is continuous. Let xα → x. We need to show ϕxα → ϕx
in ∆(AP (G)). Since ∆(AP (G)) carries the w∗-topology, it suffices to show that
ϕxα(f)→ ϕx(f) for each f ∈ AP (G). This follows immediately from continuity of f ,
since ϕxα(f) = f(xα)→ f(x) = ϕx(f).
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Suppose that there exists a nonempty open subset U of ∆(AP (G)) such that
U
⋂
φ(G) = ∅. Then by Urysohn’s Lemma (Theorem 1.2.11), there exists a continu-
ous function g on ∆(AP (G)) such that g ̸= 0 and g|∆(AP (G))\U = 0. Since the Gelfand
homomorphism is an isometric ∗-isomorphism from AP (G) onto C(∆(AP (G))), we
have g = fˆ for some f ∈ AP (G). However, f(x) = ϕx(f) = fˆ(ϕx) = g(ϕx) = 0 for
all x ∈ G, contradicting f ̸= 0. Thus φ(G) is dense in ∆(AP (G)). □
Remark 3.2.2. It is worth to point out that the second part of the proof works
for any unital Banach subalgebra A ⊂ Cb(X), where X is any topological space. The
argument shows that the map G −→ ∆(A), x 7→ ϕx has dense range in ∆(A).
Let ϕ, ψ ∈ ∆(AP (G)). For neighborhoods U of ϕ and V of ψ in ∆(AP (G)), let
∆U,V = {ϕxy : x, y ∈ G such that ϕx ∈ U and ϕy ∈ V }.
Then ∆U,V ̸= ∅ since φ(G) is dense in ∆(AP (G)). Let U and V be the set of all
neighborhoods of ϕ and ψ, respectively. Because ∆U1,V1 ⊆ ∆U2,V2 whenever U1 ⊆
U2, V1 ⊆ V2, the collection of all closed subsets ∆U,V of ∆(AP (G)), where U ∈ U
and V ∈ V , has the finite intersection property (Definition 1.2.8). Since ∆(AP (G))
is compact, according to Theorem 1.2.9 the set
∆ϕ,ψ =
⋂
{∆U,V : U ∈ U , V ∈ V}
is nonempty.
Lemma 3.2.3. Let Cf = {af : a ∈ G}, Df = {fa : a ∈ G}, α, β ∈ ∆(AP (G)) and
f ∈ AP (G). Let ϵ > 0 and let {x1f, . . . , xnf} be an ϵ-mesh for Cf and {fy1 , . . . , f ym}
an ϵ-mesh for Df . Define neighborhoods U and V of α and β, respectively, by U =
U(α, fy1 , . . . , fym , ϵ) = {γ ∈ ∆(AP (G)) : |〈α − γ, fyj〉| < ϵ, for j = 1, . . . ,m} and
V = U(β, x1f, . . . , xnf, ϵ) = {γ ∈ ∆(AP (G)) : |〈β − γ, xif〉| < ϵ, for i = 1, . . . , n}. If
x, a, y, b ∈ G are such that ϕx, ϕa ∈ U and ϕy, ϕb ∈ V , then |ϕxy(f)− ϕab(f)| < 8ϵ.
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Proof. Choose j ∈ {1, ..., n} and k ∈ {1, ...,m} such that ‖xf − xjf‖sup < ϵ and
‖fb − fyk‖sup < ϵ. Then we have
|ϕxy(f)− ϕab(f)|
⩽ |f(xy)− f(xb)|+ |f(xb)− f(ab)|
= |xf(y)− xf(b)|+ |fb(x)− fb(a)|
⩽ |xf(y)− xjf(y)|+ |xjf(y)− xjf(b)|+ |xjf(b)− xf(b)|+
|fb(x)− fyk(x)|+ |fyk(x)− fyk(a)|+ |fyk(a)− fb(a)|
⩽ 2‖xf − xjf‖sup + |xjf(y)− xjf(b)|+ 2‖fb − fyk‖sup+
|fyk(x)− fyk(a)|
⩽ 4ϵ+ |ϕy(xjf)− ϕb(xjf)|+ |ϕx(fyk)− ϕa(fyk)|.
Now, since ϕx, ϕa ∈ U and ϕy, ϕb ∈ V ,
|ϕx(fyk)− ϕa(fyk)| < 2ϵ and |ϕy(xjf)− ϕb(xjf)| < 2ϵ.
□
Corollary 3.2.4. For each pair of elements ϕ, ψ of ∆(AP (G)), ∆ϕ,ψ is a sin-
gleton.
Proof. Let α, β ∈ ∆ϕ,ψ and f ∈ AP (G), we want to show that |α(f)−β(f)| < δ
for each δ > 0. Fix δ and let ϵ = δ/24. Let U and V be the neighborhoods of α
and β defined in Lemma 3.2.3. By definition of ∆ϕ,ψ, α, β ∈ ∆U,V , so there exist
x, a, y, b ∈ G such that ϕx, ϕa ∈ U,ϕy, ϕb ∈ V , and
|α(f)− ϕxy(f)| < δ/3 and |β(f)− ϕab(f)| < δ/3.
Now, by Lemma 3.2.3 we have
|α(f)− β(f)| ⩽ |α(f)− ϕxy(f)|+ |ϕxy(f)− ϕab(f)|+ |ϕab(f)− β(f)|
⩽ δ/3 + δ/3 + 8ϵ = δ.
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□
The group structure of ∆(AP (G)) is given by the following theorem.
Theorem 3.2.5. Let G be a topological group. For ϕ, ψ ∈ ∆(AP (G)), let ϕψ
denote the unique element of ∆ϕ,ψ. Then the map
∆(AP (G))×∆(AP (G)) −→ ∆(AP (G)), (ϕ, ψ) 7→ ϕψ
turns ∆(AP (G)) into a compact group. Furthermore, ϕxϕy = ϕxy for x, y ∈ G.
Proof. It follows from definitions that ϕxy ∈ ∆ϕx,ϕy . According to Corollary
3.2.4, we have ∆ϕx,ϕy = {ϕxy}, and thus ϕxϕy = ϕxy for x, y ∈ G.
We show that multiplication on ∆(AP (G)) is continuous. Let α and β be two
elements of ∆(AP (G)). It suffices to show that given δ > 0 and f1, . . . , fn ∈ AP (G),
there exists neighborhoods U of α and V of β in ∆(AP (G)), respectively, such that
|ϕψ(fj)− αβ(fj)| < δ for all ϕ ∈ U and ψ ∈ V and j = 1, 2, . . . , n. Let ϵ = δ/10 and
for any ρ ∈ ∆(AP (G)), let
Wρ = {γ ∈ ∆(AP (G)) : |γ(fj)− ρ(fj)| < ϵ for 1 ⩽ j ⩽ n}.
For each j = 1, 2, ..., n, Lemma 3.2.3 provides neighborhoods Uj of α and Vj of β such
that |ϕxy(fj) − ϕab(fj)| < 8ϵ whenever x, a, y, b ∈ G are such that ϕx, ϕa ∈ Uj and
ϕy, ϕb ∈ Vj. Let U =
n⋂
j=1
Uj and V =
n⋂
j=1
Vj, since αβ ∈ ∆U,V , we have ∆U,V
⋂
Wαβ ̸=
∅. Now, let ϕ ∈ U and ψ ∈ V be arbitrary. Then ∆U,V
⋂
Wϕψ ̸= ∅ and hence there
exist x, y ∈ G such that ϕx ∈ U , ϕy ∈ V , and ϕxy ∈ Wϕψ. Therefore we have
|ϕab(fj)− αβ(fj)| < ϵ and |ϕxy(fj)− ϕψ(fj)| < ϵ for j = 1, . . . , n.
Because ϕx, ϕa ∈ U and ϕy, ϕb ∈ V , |ϕxy(fj) − ϕab(fj)| < 8ϵ for j = 1, 2, . . . , n.
Combining these inequalities gives
|ϕψ(fj)− αβ(fj)|
⩽ |ϕψ(fj)− ϕxy(fj)|+ |ϕxy(fj)− ϕab(fj)|+ |ϕab(fj)− αβ(fj)|
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< 10ϵ = δ.
Thus the multiplication on ∆(AP (G)) is continuous.
Next, we want to show the existence and continuity of inverses in ∆(AP (G)). Let
ϕ ∈ AP (G) and let (xα)α be a net in G such that ϕxα → ϕ in ∆(AP (G)). We show
that the limit does not depend on the choice of the net (xα) in G but only on the
fact that ϕxα → ϕ. Let f ∈ AP (G) and ϵ > 0. Then there exist a1, . . . , an ∈ G such
that the functions aifaj , 1 ⩽ i, j ⩽ n, form an ϵ/3 -mesh for the set of all two-sided
translates afb, a, b ∈ G. Define a neighborhood U of ϕ in ∆(AP (G)) by
U = {ψ ∈ ∆(AP (G)) : |ψ(aifaj)− ϕ(aifaj)| < ϵ/3, 1 ⩽ i, j ⩽ n}.
If x and y are elements of G such that ϕx, ϕy ∈ U , then |f(aixaj) − f(aiyaj)| < ϵ/3
(1 ⩽ i, j ⩽ n), and hence |f(axb)− f(ayb)| < ϵ for all a, b ∈ G. Taking a = x−1 and
b = y−1, this becomes |f(y−1) − f(x−1)| < ϵ. This shows that, for each f ∈ AP (G),
the net (ϕx−1α (f))α = (f(x−1α ))α forms a Cauchy net in C and that limα ϕx−1α (f) =
lim
β
ϕy−1β
(f), where (yβ)β is another net in G such that ϕyβ → ϕ in ∆(AP (G)). Thus
we can define a map ϕ−1 : AP (G) → C by ϕ−1(f) = lim
α
ϕx−1α (f) (f ∈ AP (G)) by
taking (xα)α to be any net in G such that ϕxα → ϕ. It is clear that ϕ−1 ∈ ∆(AP (G))
and that ϕ−1x = ϕx−1 for every x ∈ G. Since multiplication in ∆(AP (G)) is continuous
and ϕab = ϕaϕb for all a, b ∈ G, it follows that
ϕϕ−1 = lim
α
ϕxα · lim
α
ϕ−1xα = limα
(ϕxαx−1α ) = ϕe.
Consequently, ∆(AP (G)) is a group and ϕ−1 is the inverse of ϕ.
Finally, the map ϕ → ϕ−1 from ∆(AP (G)) into ∆(AP (G)) is continuous. Let
ψ ∈ ∆(AP (G)), f ∈ AP (G) and δ > 0. Define g ∈ AP (G) by g(x) = f(x−1). If
ϕ ∈ ∆(AP (G)) and x, y ∈ G are such that
|ϕ(g)− ψ(g)| < δ, |ϕx(g)− ϕ(g)| < δ and |ϕy(g)− ψ(g)| < δ,
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then |ϕx−1(f)− ϕy−1(f)| = |ϕx(g)− ϕy(g)| < 3δ and hence
|ϕ−1(f)− ψ−1(f)| ⩽ |ϕ−1(f)− ϕx−1(f)|+ |ϕy−1(f)− ψ−1(f)|+ 3δ.
As we have shown above, ϕx−1 and ϕy−1 → ψ−1 whenever ϕx → ϕ and ϕy → ψ.
Hence it follow that ϕ→ ϕ−1 is continuous. □
We have thus achieved making ∆(AP (G)) a compact group having the following
properties:
(i) The map φ : G→ ∆(AP (G)) is a continuous homomorphism with dense range.
(ii) A bounded continuous function f on G is almost periodic if and only if there
exists a function fˆ ∈ C(∆(AP (G))) such that f(x) = fˆ(φ(x)) for all x ∈ G.
Remark 3.2.6. Let ∆ = ∆(AP (G)) and suppose that ∆′ is a second compact
group and φ′ is a homomorphism satisfying the analogous properties (i) and (ii).
Then fˆ ′ → fˆ is an algebraic isomorphism of C(∆′) onto C(∆). Let δ : ∆ → ∆′ be
the associated homeomorphism; that is, δ(ϕ)(fˆ ′) = ϕ(fˆ) for ϕ ∈ ∆ and f ∈ AP (G).
Then
δ(φ(x))(fˆ ′) = φ(x)(fˆ) = f(x) = φ′(x)(fˆ ′) for all x ∈ G and f ∈ AP (G).
Thus δ extends the homomorphism φ′ ◦ φ−1 : φ(G) → φ′(G). Because δ is a homeo-
morphism and φ(G) is dense in ∆, it follows that δ is a topological isomorphism.
It follows from the universal property of the Bohr compactification that∆(AP (G))
is exactly the group b(G) we defined in Section 3.1, and the homomorphism φ : G→
∆(AP (G)) with dense range is the canonical homomorphism of G into b(G).
3.3. Bohr Compactification of Abelian Groups
If G is a locally compact Abelian group, then according to Theorem 1.6.11 ev-
ery continuous, unitary, irreducible representation of G is one-dimensional. In other
words, it is a continuous homomorphism γ : G −→ T. This leads to the following
definition.
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Definition 3.3.1. Let G be a locally compact Abelian group, a character of G is a
continuous group homomorphism from G into the circle group T = {z ∈ C : |z| = 1}.
The set of all characters of G is denoted by Ĝ.
Remark 3.3.2. This definition of Ĝ is in agreement with the one in Chapter 1
(see Definition 1.6.8) in the case when G is Abelian, since a character of an Abelian
group is indeed a continuous unitary irreducible representation of the group G on C.
If γ and γ′ ∈ Ĝ, then γγ′ ∈ Ĝ and γγ = 1G where 1G is the identity character.
Thus Ĝ forms a group under the pointwise product of characters. If we equip Ĝ with
the topology of convergence on compact sets, then Ĝ turns into a locally compact
Abelian group. We call Ĝ the dual group of G. For the proof of this result, and
the following additional results on the dual group, we refer to sections 4.1 and 4.3 of
Folland [24].
If x ∈ G and ξ ∈ Ĝ, we use the notation
〈x, ξ〉 = ξ(x)
for the reasons of symmetry. The elements of Ĝ are characters on G, but we can
equally regard elements of G as characters on Ĝ. In other words, each x ∈ G defines
a character Φ(x) on Ĝ by
〈ξ,Φ(x)〉 = 〈x, ξ〉.
The following famous result states that G can be identified with ̂̂G:
Theorem 3.3.3 (The Pontrjagin Duality). The map Φ : G −→ ̂̂G defined above
is an isomorphism of topological groups.
Using the Pontrjagin duality theorem, one can prove the following result, relating
the topologies of G and Ĝ:
Theorem 3.3.4. Let G be a locally compact Abelian group. Then G is compact if
and only if Ĝ is discrete. And G is discrete if and only if Ĝ is compact.
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If H is a subgroup of G, we define the annihilator of H by
H⊥ = {ξ ∈ Ĝ : 〈x, ξ〉 = 1 for all x ∈ H}.
Lemma 3.3.5. H⊥ is a closed subgroup of Ĝ.
Proof. For any ξ1, ξ2 ∈ H⊥, we have 〈x, ξ1〉 = 1 and 〈x, ξ2〉 = 1 for all x ∈ H,
then 〈x, ξ1ξ2〉 = ξ1(x)ξ2(x) = 〈x, ξ1〉 · 〈x, ξ2〉 = 1, i.e., ξ1ξ2 ∈ H⊥. Let {ξα} be a net in
H⊥ such that ξα → ξ for some ξ in Ĝ, then for every x ∈ H, ξα(x)→ ξ(x). However,
ξα(x) = 1 for all α, so ξ(x) = 1, i.e., ξ ∈ H⊥. If ξ ∈ H⊥, then clearly ξ−1 = ξ ∈ H⊥.
Therefore, H⊥ is a closed subgroup of G. □
The following theorem identifies the dual of a subgroup H and its quotient group
G/H.
Theorem 3.3.6. Let G be a locally compact Abelian group. Suppose H is a closed
subgroup of G. Define Φ : (G/H )̂ −→ H⊥ and Ψ : Ĝ/H⊥ −→ Ĥ by
Φ(η) = η ◦ q, Ψ(ξH⊥) = ξ|H ,
where q : G −→ G/H, s 7→ sH is the canonical quotient map, and ξ|H is the restriction
of ξ to H. Then Φ and Ψ are isomorphisms of topological groups. In other words,
Ĥ ∼= Ĝ/H⊥ and (G/H )̂ ∼= H⊥.
Corollary 3.3.7. If H is a subgroup of G such that H⊥ = {1G} (the identity
element of Ĝ), then H = G.
Proof. Suppose on the contrary that H ̸= G. Then H is a proper closed sub-
group of G, and thus G/H is a nontrivial group. By Theorem 3.3.6, H⊥ ∼= (G/H )̂.
But since G/H has more than one elements, so does (G/H )̂ and H⊥ according to
Pontrjagin Duality. But this is impossible since H⊥ = {1G} implies H⊥ = {1G}. □
Definition 3.3.8. Let G, G′ be two locally compact groups, and let ϕ be a
continuous homomorphism from G to G′, then we define ϕ̂ : Ĝ′ → Ĝ by γ 7→ γ ◦ ϕ
and we call ϕ̂ the dual map of ϕ.
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In fact, ϕ̂ is also a continuous homomorphism. Since
ϕ̂(γ1γ2) = (γ1γ2) ◦ ϕ = (γ1 ◦ ϕ)(γ2 ◦ ϕ) = ϕ̂(γ1)ϕ̂(γ2),
ϕ̂ is a homomorphism. If γα → γ in Ĝ′, then γα → γ on compact subsets of G′. Now
we want to show that ϕ̂(γα) = γα ◦ ϕ → γ ◦ ϕ = ϕ̂(γ) on compact subsets of G. If
K ⊂ G is compact, then ϕ(K) ⊂ G′ is compact, so γα → γ uniformly on ϕ(K), i.e.,
γα ◦ ϕ→ γ ◦ ϕ uniformly on K.
Now we are ready to give an alternative description of b(G) for a locally compact
Abelian group G.
Theorem 3.3.9. Let G be a locally compact Abelian group, Ĝ be its dual group.
Let G′ be the compact Abelian group whose dual Ĝ′ is Ĝd, (Ĝ equipped with the
discrete topology). Let ϕ : G → G′ be the continuous homomorphism whose dual
ϕ̂ : Ĝ′ = Ĝd → Ĝ is the identity map. Then G′ can be identified with the Bohr
compactification b(G), and ϕ with the canonical homomorphism from G to G′.
Remark 3.3.10. With the help of Pontrjagin duality theorem, we can specify G′
and ϕ more directly. In fact, G′ = (Ĝd)̂, and ϕ = Î where I : Ĝd → Ĝ is the identity
mapping.
Proof. To prove this theorem, we will use the uniqueness result in Theorem 3.1.1.
To prove that ϕ(G) = G′, we observe that if x′ ∈ Ĝ′ = Ĝd is trivial on ϕ(G), then
ϕ̂(x′) = 1G, because for all s ∈ G,
ϕ̂(x′)(s) := x′(ϕ(s)) = 1,
and thus x′ = 1G, since ϕ̂ = I is the identity map. It follows from Corollary 3.3.7
that ϕ(G) = G′.
Next, suppose H is a compact group and ψ : G → H is a continuous homomor-
phism.
We need to prove that there exists a unique continuous homomorphism β : G′ → H
such that ψ = β ◦ ϕ.
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G G′ = (Ĝd)̂
H
ϕ
ψ
β
Figure 7. β satisfying ψ = β ◦ ϕ
Replacing H with ψ(G), we may assume H is a compact commutative group.
Then
ψ̂ : Ĥ → Ĝ, γ 7→ γ ◦ ψ
is a continuous homomorphism. Since Ĥ is discrete, ψ̂ : Ĥ → Ĝd is also a continuous
homomorphism.
It remains to show there exists a unique homomorphism
β̂ : Ĥ −→ Ĝd
such that ψ̂ = ϕ̂ ◦ β̂. However, this is evident since ϕ̂ is the identity map from Ĝd to
Ĝ, and so we may define β̂ = ψ̂. □
So we have shown that the pair (ϕ,G′) satisfies the universal property in Theorem
3.1.1, and therefore (ϕ,G′) ∼= (α, b(G)).
3.4. Some Applications of Bohr Compactification
Let G be a topological group. For f ∈ AP (G), let f̂ ∈ C(b(G)) be the unique
function such that f̂ ◦ α = f (Theorem 3.1.4).
Theorem 3.4.1. The C∗-algebra AP (G) is isometrically isomorphic to C(b(G)),
under the map
κ : AP (G) −→ C(b(G)), f 7→ f̂ .
Proof. κ is an algebra homomorphism, since
(f̂1f̂2) ◦ α = (f̂1 ◦ α)(f̂2 ◦ α) = f1f2 = f̂1f2 ◦ α,
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and since α has a dense range in b(G), it follows that f̂1f2 = f̂1f̂2. This map is
injective since f̂ = 0 implies that f̂ ◦ α = 0 and hence f = 0. The map is surjective
since if g ∈ C(b(G)) then f = g ◦ α ∈ Cb(G), and moreover, f ∈ AP (G) and f̂ = g
by Theorem 3.1.4. Finally, κ is isometric since
‖f̂‖sup = sup
x∈b(G)
|f̂(x)| = sup
t∈G
|f̂(α(t))| = sup
t∈G
|f(t)| = ‖f‖sup.
□
The following is a general result on Banach algebras.
Theorem 3.4.2. Let A and B be two Banach algebras and κ : A → B be an
isomorphism. Then mapping
θ : ∆(B) −→ ∆(A), ψ 7→ κ∗(ψ) = ψ ◦ κ
is a homeomorphism between the spectrum of the algebras.
We recall that an isomorphism between two Banach algebras is a continuous bijec-
tive algebra homomorphism. The inverse of such a map is automatically continuous
by the inverse mapping theorem (Theorem 1.2.10). The map κ∗ : B∗ −→ A∗ is the
adjoint map, and so θ is just the restriction of κ∗ to ∆(B).
Proof. By the definition of κ∗, we have κ∗(ψ) ∈ A∗. To show that κ∗(ψ) is in
∆(A), let aa′ ∈ A, then
〈θ(ψ), aa′〉 = 〈κ∗(ψ), aa′〉 = 〈ψ, κ(aa′)〉
= 〈ψ, κ(a)κ(a′)〉 = 〈ψ, κ(a)〉〈ψ, κ(a′)〉
= 〈κ∗(ψ), a〉〈κ∗(ψ), a′〉 = 〈θ(ψ), a〉〈θ(ψ), a′〉.
Thus θ(ψ) is multiplicative on A and hence θ(ψ) ∈ ∆(A). Since κ is a bijection, it
follows easily that θ induces a bijection between ∆(B) and ∆(A). It remains to show
that θ and θ−1 are continuous with respect to the induced w∗-topologies on ∆(B) and
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∆(A). If ψα → ψ in ∆(B), then for each a ∈ A, we have
lim
α
〈θ(ψα), a〉 = lim
α
〈κ∗(ψα), a〉 = lim
α
〈ψα, κ(a)〉
= 〈ψ, κ(a)〉 = 〈κ∗(ψ), a〉 = 〈θ(ψ), a〉.
Thus we have shown that θ(ψα)→ θ(ψ), proving the continuity of θ. The continuity
of θ−1 is shown similarly. Let φβ −→ φ in ∆(A), then for each b ∈ B, we have
lim
β
〈θ−1(φβ), b〉 = lim
β
〈(κ∗)−1(φβ), b〉 = lim
β
〈φβ, κ−1(b)〉
= 〈φ, κ−1(b)〉 = 〈(κ−1)∗(φ), b〉 = 〈θ−1(φ), b〉.
Thus we have θ−1(φβ)→ θ−1(φ). □
Corollary 3.4.3. If G is a topological group, then ∆(AP (G)) is homeomorphic
to b(G), in other words, ∆(AP (G)) ∼= b(G).
Proof. It is well-known [24, Theorem 1.16] that for any compact set X, the
spectrum of C(X) is homeomorphic to X, under the mapping
τ : X −→ ∆(C(X)), x→ τx,
where τ is the evaluation functional defined by τxf = f(x). By Theorem 3.4.1 the
mapping
κ : AP (G) −→ C(b(G)), f 7→ f̂
is an isometric isomorphism. It follows from Theorem 3.4.2 that AP (G) and C(b(G))
have homeomorphic spectrum and this homeomorphism θ is given by the restriction
of the adjoint map κ∗ to ∆(C(b(G))), that is,
θ = κ∗|∆(C(b(G))) : ∆(C(b(G))) −→ ∆(AP (G)).
Since for x ∈ b(G) and every f ∈ AP (G):
〈θ(τx), f〉 = 〈τx, κ(f)〉 = f̂(x) = 〈τx ◦ κ, f〉,
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it follows that θ(τx) = τx ◦ κ. Thus b(G) ∼= ∆(AP (G)) via the map x 7→ τx ◦ κ. □
Remark 3.4.4. Since b(G) can be identified with the spectrum of AP (G), the
map
κ : AP (G) −→ C(b(G)), f 7→ f̂
can be identified with the Gelfand transform of AP (G).
3.5. Approximation Theorem for Almost Periodic Functions
In this section we will prove that almost periodic functions can be approximated
uniformly by linear combinations of coordinate functions of finite-dimensional repre-
sentation (Theorem 3.5.2).
The proof of the result depends on the Peter-Weyl density theorem, which we shall
prove first.
Recall if G is a topological group, then Ĝ denotes the set of all (equivalence classes)
of topologically irreducible continuous unitary representations of G.
Theorem 3.5.1 (Peter-Weyl). Let G be a compact group and EĜ be the linear
subspace of C(G) spanned by the coordinate functions of representations in Ĝ. Then
EĜ is norm dense in C(G).
Elements of EĜ are sometimes called trigonometric polynomials on G. Thus, in
analogy with Weierstrass’ theorem B.0.7, we may rephrase the theorem by saying that
trigonometric polynomials are dense in C(G), if G is compact.
Proof. We prove this theorem using the Stone-Weierstrass theorem B.0.6. Since
the identity representation 1G : G −→ L (C), 1G(s) = 1, belongs to Ĝ, it follows that
EĜ contains all the constants. If s ̸= t, by Gelfand-Raikov Theorem (Theorem 1.6.9),
there exists pi ∈ Ĝ such that pi(s) ̸= pi(t), it follows that for suitable vectors x, y, we
have pix,y(s) ̸= pix,y(t). Therefore EĜ is a linear subspace of C(G) and the relation
pix,y = pix,y, where pi ∈ Ĝ is the conjugate representation of pi, shows that EĜ is closed
under complex conjugation.
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So all that remains to apply Stone-Weierstrass theorem is to show that the product
of the coordinates is again a coordinate function. Let pix,y and pi′x′,y′ be two coordinate
functions. The tensor product
pi ⊗ pi′ : G −→ L (H ⊗H ′)
is a continuous unitary representation of G. The product pix,ypi′x′,y′ is a coordinate
function of pi ⊗ pi′, in fact for all s ∈ G:
(pi ⊗ pi′(s)(x⊗ x′)|(y ⊗ y′))
=(pi(s)x⊗ pi′(s)x′|(y ⊗ y′))(3.5.11)
=(pi(s)x|y)(pi′(s)x′|y′).
If pi ⊗ pi′ was topologically irreducible, we had nothing left to show since then
pix,ypi
′
x′,y′ ∈ EĜ. But pi ⊗ pi′ may not be irreducible, however, since G is compact, we
can write
pi ⊗ pi′ = σ1 ⊕ · · · ⊕ σn and H ⊗H ′ = H1 ⊕ · · · ⊕Hn,
with {σk, Hk} ∈ Ĝ for k = 1, . . . , n. The vectors x⊗ x′ and y ⊗ y′ in H ⊗H ′ can be
decomposed into corresponding direct sums
x⊗ x′ = z1 ⊕ · · · ⊕ zn, y ⊗ y′ = w1 ⊕ · · · ⊕ wn.
Then for s ∈ G,
(pi ⊗ pi′(s)(x⊗ x′)|(y ⊗ y′))
=(σ1(s)z1 ⊕ · · · ⊕ σn(s)zn|w1 ⊕ · · · ⊕ wn)
=(σ1(s)z1|w1) + · · ·+ (σn(s)zn|wn).
Thus by (3.5.11),
(pi(s)x|y)(pi′(s)x′|y′)
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=(σ1(s)z1|w1) + · · ·+ (σn(s)zn|wn).
That is, pix,ypi′x′,y′ is a sum of coordinate functions of representation in Ĝ, and hence
pix,ypi
′
x′,y′ ∈ EĜ. □
Theorem 3.5.2. Let G be a topological group. Then f ∈ AP (G) if and only if f
is the uniform limit on G of linear combinations of coefficients of finite-dimensional
representations in Ĝ.
Proof. First, We assume that f ∈ AP (G). Then according to Theorem 3.1.4 f =
g◦α, where g ∈ C(b(G)). It follows from Peter-Weyl Theorem that g is a uniform limit
on b(G) of linear combinations of coefficients of continuous topologically irreducible
unitary representations of b(G). Such representations are finite dimensional since b(G)
is compact. If pi : b(G) −→ U(H) is topologically irreducible, then so is pi′ = pi ◦ α :
G −→ U(H) since α(G) is dense in b(G). If ξ, η ∈ H, then pi′ξ,η = piξ,η ◦ α since for
s ∈ G,
pi′ξ,η(s) = (pi
′(s)ξ|η) = (pi(α(s))ξ|η) = piξ,η(α(s)).
Thus if uκ is a linear combination of coefficients of representations in b̂(G), then uκ◦α
is a linear combination of coefficients of finite-dimensional representations in Ĝ. Also,
if uκ → g uniformly on b(G), then uκ◦α→ g◦α uniformly on G. Hence f is a uniform
limit on G of linear combinations of coefficients of finite-dimensional representations
in Ĝ.
Next, we assume that f is the uniform limit on G of linear combinations of coef-
ficients of finite-dimensional representations in Ĝ. Suppose for every n, there exists
a linear combination fn of coefficients of finite-dimensional continuous unitary topo-
logically irreducible representations of G such that ‖f − fn‖sup ⩽ 1n . There exists
a function gn on b(G), a linear combination of finite-dimensional continuous uni-
tary topologically irreducible representation of b(G) such that fn = gn ◦ α. One has
‖gm − gn‖sup = ‖fm − fn‖sup → 0 when m and n tend to ∞, hence the gn converges
uniformly to a continuous function g on b(G), and one has f = g ◦ α. □
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3.6. Maximally and Minimally Almost Periodic Groups
Now, we may have a question on how big the space AP (G) is, i.e., if there are
enough almost periodic functions to separate the points of G. This question is closely
connected to the injectivity of the canonical homomorphism α from G into its Bohr
compactification b(G). First, let us see the following equivalent conditions.
Theorem 3.6.1. For a locally compact group G, the following conditions are
equivalent.
(a) The algebra AP (G) separates the points of G.
(b) The canonical homomorphism α : G −→ b(G) is injective.
(c) There is an injective continuous homomorphism of G into a compact group K.
(d) Continuous homomorphisms of G onto compact groups separate the points of G.
(e) Finite-dimensional representations in Ĝ separate the points of G.
Proof. (a) ⇒ (b) : If s ̸= t are two elements of G, choose f ∈ AP (G) such that
f(s) ≠ f(t). Let f̂ ∈ C(b(G)) be such that f̂ ◦α = f . Then f̂(α(s)) ̸= f̂(α(t)), hence
α(s) ̸= α(t).
(b)⇒ (c) is trivial since b(G) is compact.
(c)⇒ (d) is obvious.
(d)⇒ (e) : Suppose s, t ∈ G are two distinct points ofG and suppose that γ : G −→ K
is a continuous homomorphism into K such that γ(s) ̸= γ(t). Since K is compact,
according to Theorem 1.6.12 (i) all representations in K̂ are finite-dimensional. And
by Gelfand-Raikov theorem (Theorem 1.6.9), we know that K̂ separates the points
of K. Hence for some representation σ ∈ K̂, σ(γ(s)) ̸= σ(γ(t)). The map σ ◦ γ is
finite-dimensional continuous unitary representation of G, and according to Theorem
1.6.12 (ii) hence it is a direct sum of irreducible unitary representations, that is,
σ ◦ γ = ⊕Ni=1pii, where pii ∈ Ĝ. It follows that for at least one i, pii(s) ̸= pii(t), as we
wanted to show.
(e)⇒ (a) Suppose s ̸= t and pi ∈ Ĝ is such that pi(s) ̸= pi(t). Then for some ξ, η ∈ H,
(pi(s)ξ|η) ̸= (pi(t)ξ|η), or piξ,η(s) ̸= piξ,η(t). However, since pi is finite-dimensional,
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according to Theorem 3.5.2, we have piξ,η ∈ AP (G). It follows that AP (G) separates
the points of G. □
The following definition was given by von Neumann [37].
Definition 3.6.2. A locally compact group is maximally almost periodic, or is
called MAP-group, if the equivalent conditions in Theorem 3.6.1 hold.
Remark 3.6.3. MAP-groups are also called groups injectable into compact groups.
If G is a topological group and N is the kernel of the canonical mapping α : G→ b(G),
then N is a closed normal subgroup of G and G/N is a MAP. The following locally
compact groups are MAP-groups:
(i) subgroups of MAP-groups;
(ii) products of MAP-groups;
(iii) Abelian groups;
(iv) compact groups;
(v) free groups.
Definition 3.6.4. A minimally almost periodic group is a group for which the
only elements of AP (G) are the constant functions.
As an example of a minimally periodic function we can consider the set of all 2×2
matrices
G =

u v
w z
 : u, v, w, z ∈ Q, uz − vw ̸= 0
,
where the group operation is the matrix multiplication. Minimally almost periodic
groups were studied by von Neumann and Wigner in [38].
CHAPTER 4
Invariant Means on Almost Periodic Functions
In this chapter we discuss the existence of means on AP (G) and study some of its
applications, in particular, its application in the approximation problems.
We give two proofs of the existence of a mean. In Section 4.1 we prove the
existence of a mean using Bohr compactification b(G). This proof is short and consists
essentially of lifting an almost periodic function to b(G) and integrating with respect
to the normalized Haar measure on b(G). In Section 4.2 we give another proof of the
existence of mean by using a combinatorial result called the Marriage Lemma.
4.1. Bohr Compactification and Invariant Means
In this section, we use b(G) to introduce a mean on AP (G). Our main reference
for this section is [17]. First we define what we mean by a mean on AP (G).
Definition 4.1.1. An invariant mean M on AP (G) is a continuous linear func-
tional such that
(i) M(f) ⩾ 0 for f ⩾ 0;
(ii) M(1G) = 1;
(iii) M(sf) = M(fs) = M(f), for all f ∈ AP (G) and all s ∈ G.
In the above definitions, properties (i) and (ii) is what defines a mean. Property
(iii) is the invariant property of the mean. It follows from general properties of means
that if M is a mean, then ‖M‖ = 1 ([17, Proposition 2.1.9]).
Theorem 4.1.2. Let G be a topological group and f ∈ AP (G). Let K be the closed
convex hull in Cb(G) of the set of the sf , where s runs over G. Then K contains a
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unique constant M(f). If f̂ is the function corresponding to f on b(G), we have
M(f) =
∫
b(G)
f̂(s)ds,
where ds denotes the normalized Haar measure on b(G).
Proof. Since AP (G) is isometrically isomorphic to C(b(G)) (Theorem 3.4.1), we
may consider the case G = b(G), i.e., consider f ∈ C(b(G)), where f is identified with
fˆ in Theorem 3.4.1.
Let f ∈ C(b(G)) and ϵ > 0. Since f is uniformly continuous, there exists a
neighborhood V of e in b(G) such that st−1 ∈ V implies |f(s) − f(t)| ⩽ ϵ. Let
(V si)1⩽i⩽n be a finite cover of b(G) and according to Theorem 1.2.14 let (hi)1⩽i⩽n be
a partition of unity subordinate to this coverings.
Set
Ci =
∫
b(G)
hi(s)ds,
and let t ∈ b(G) be arbitrary but fixed, then because∫
b(G)
f(s)ds =
∫
b(G)
f(st)ds =
∫
b(G)
(
n∑
i=1
hi(s)
)
f(st)ds,
we have∣∣∣∣∣
∫
b(G)
f(s)ds−
n∑
i=1
Cif(sit)
∣∣∣∣∣ =
∣∣∣∣∣
∫
b(G)
(
n∑
i=1
hi(s)
)
f(st)ds−
n∑
i=1
∫
b(G)
hi(s)f(sit)ds
∣∣∣∣∣
=
∣∣∣∣∣
n∑
i=1
∫
b(G)
hi(s)[f(st)− f(sit)]ds
∣∣∣∣∣
⩽
n∑
i=1
∫
V si
hi(s)|f(st)− f(sit)|ds
⩽ ε
n∑
i=1
∫
V si
hi(s)ds
= ε
n∑
i=1
∫
b(G)
hi(s)ds
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= ε
∫
b(G)
(
n∑
i=1
hi(s)
)
ds = ε
∫
b(G)
ds = ε.
On the other hand,
n∑
i=1
Ci = 1. Hence the constant
∫
b(G)
f(s)ds belongs to K be-
cause ∫
b(G)
f(s)ds belongs to the closure of the set of convex combinations of functions
sif ∈ K.
Finally, every translation of f has the same integral on b(G) (translation invariance
of Haar measure). Hence every function in K has the same integral on b(G). If a
constant is in K, its value is hence necessarily ∫
b(G)
f(s)ds, in other words, if g(s) = k
for all s ∈ b(G), g ∈ K, then k = ∫
b(G)
g(s)ds =
∫
b(G)
f(s)ds. This shows that the
only constant function in K is M(f) = ∫
b(G)
f(s)ds. □
Theorem 4.1.3. The map
M : AP (G) −→ C, f 7→M(f)
is an invariant mean on AP (G).
Proof. All this follows from the equalityM(f) = ∫
b(G)
f̂(s)ds of the theorem. □
4.2. The Marriage Lemma and Its Application
In this section, we give a second proof for the existence of mean on AP (G) which
does not use the Bohr compactification b(G). The proof relies on the following com-
binatorial result. Our main reference for this section is [26].
Lemma 4.2.1 (The Marriage Lemma). Let P and Q be nonempty sets. Let ρ be a
function that maps P into the family of nonempty subsets of Q. Suppose that∣∣∣∣∣ ⋃
p∈P1
ρ(p)
∣∣∣∣∣ ⩾ |P1|(4.2.12)
for all finite subsets P1 of P . Suppose also that P is finite or that ρ(p) is finite for
all p ∈ P . Then there is an injective function σ : P → Q with the property that
σ(p) ∈ ρ(p) for all p ∈ P .
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Proof. We consider two cases.
Case 1: P is finite. We use induction on |P |. Let |P | = n. If n = 1, the result
is trivial. Since there is only one element p in P , we only need to let σ(p) be any
element in ρ(p). Suppose, as induction hypothesis, that the lemma holds whenever
1 ⩽ |P | < n− 1. Suppose |P | = n. We face two alternatives to consider.
The first one is that∣∣∣∣∣ ⋃
p∈P1
ρ(p)
∣∣∣∣∣ > |P1| if P1 ⊂ P and 0 < |P1| ⩽ n.
Choose any p0 ∈ P and let σ(p0) be any element of ρ(p0). Then P −{p0}, Q−{ρ(p0)}
and the function p → ρ(p) ∩ {σ(p0)}c satisfy the inductive hypothesis. Here ρ(p) ∩
{σ(p0)}c ̸= ∅ since if we let P1 = {p}, according to (4.2.12) we have |ρ(p)| > |p| = 1.
Also, |P − {p0}| = n− 1. Hence, σ can be constructed in this case.
The second alternative is to suppose that there is a P0 ⊂ P such that 0 < |P0| < n
and
∣∣∣∣∣ ⋃p∈P0 ρ(p)
∣∣∣∣∣ = |P0|. Then P0 satisfies the inductive hypothesis and so σ can be
defined on P0 so as to be injective, and such that σ(p) ∈ ρ(p) for all p ∈ P0. Note
that σ(P0) =
⋃
p∈P0
ρ(p). σ(P0) ⊂
⋃
p∈P0
ρ(p) is obvious since σ(p) ∈ ρ(p) for all p ∈ P0.
Since σ is injective,
|σ(P0)| = |P0| =
∣∣∣∣∣ ⋃
p∈P0
ρ(p)
∣∣∣∣∣ .
Since all sets are finite, σ(P0) =
⋃
p∈P0
ρ(p). Now, let us look at the set P ∩P c0 . If there
is a subset P2 of P ∩ P c0 such that∣∣∣∣∣ ⋃
p∈P2
ρ(p) ∩ σ(P0)c
∣∣∣∣∣ < |P2|,
then we would have∣∣∣∣∣ ⋃
p∈P0∪P2
ρ(p)
∣∣∣∣∣ =
∣∣∣∣∣σ(P0) ∪ ⋃
p∈P2
ρ(p)
∣∣∣∣∣ = |P0|+
∣∣∣∣∣ ⋃
p∈P2
ρ(p) ∩ σ(P0)c
∣∣∣∣∣ < |P0 ∪ P2|.
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That is, (4.2.12) would fail for P0 ∪ P2. Hence we can apply the inductive hypothesis
to P ∩ P c0 and the mapping ρ∗(p) = ρ(p) ∩ σ(P0)c, and define σ on P ∩ P c0 . We may
note that ρ∗(p) ̸= ∅ for all p ∈ P ∩ P c0 . In fact, if for some p′ ∈ P ∩ P c0 , ρ∗(p′) = ∅,
we would have ρ(p′) ⊂ σ(P0) =
⋃
p∈P0
ρ(p), which means
|P0 ∪ {p′}| > |P0| =
∣∣∣∣∣ ⋃
p∈P0
ρ(P )
∣∣∣∣∣ =
∣∣∣∣∣∣
⋃
p∈P0∪{p′}
ρ(P )
∣∣∣∣∣∣ ,
contradicting to (4.2.12).
Case 2: P is infinite and all ρ(p) are finite. We handle this case by a compactness
argument. With the discrete topology, each ρ(p) is compact, and so the Cartesian
product X = ∏
p∈P
ρ(p) is compact. For a finite nonempty subset F of P , let HF be
the set of all (gp)p∈P ∈ X such that all gp are distinct for p ∈ F . By the first case,
HF is nonempty. We claim that HF is also closed. To prove it, we want to show that
HcF is open. Let (gp)p∈P ∈ HcF , then there exist p1, p2 ∈ F such that gp1 = gp2 . Let
U =
∏
p∈P
Up where
Up =
ρ(p) if p /∈ {p1, p2}{gp1} if p ∈ {p1, p2}.
Then U is an open subset of X and (gp) ∈ U ⊂ HcF . Therefore, HcF is open. Since
HF1 ∩HF2 ∩ · · · ∩HFn ⊃ HF1∪F2∪···∪Fn ,
the intersection ⋂
{HF : F is a finite nonempty subset of P}
is nonempty. Choose any point (gp) in this intersection, and let σ(p) = gp for all
p ∈ P . Therefore, this σ has all of the required properties. □
Remark 4.2.2. Intuitively, we can view P and Q as two sets of people separated
by genders, i.e., P is a set of men and Q is a set of women. For each man p ∈ P ,
there is a subset ρ(p) of Q corresponding to him. The Marriage Lemma states that if
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for each group of men P1, the number of men |P1| is less than or equal to the number
of all assigned woman |⋃p∈P1 ρ(p)|, then we can pair up each man p with exactly one
woman chosen from the set ρ(p).
The Marriage Lemma can be used to establish a useful fact about metric spaces
as follows.
Corollary 4.2.3. Let X be a metric space with metric d, and suppose that
{x1, . . . , xn} is an ϵ-mesh in X for some ϵ > 0, such that the number n of elements of
the mesh is as small as possible for the given ϵ. Let Y be any subset of X such that
for each x ∈ X there is a y ∈ Y such that d(x, y) < ϵ. Then there are an injective
mapping σ of {x1, x2, . . . , xn} into Y and a sequence {z1, . . . , zn} of elements of X
such that d(xk, zk) < ϵ and d(zk, σ(xk)) < ϵ where k = 1, 2, . . . , n.
Remark 4.2.4. If we remove the middle points zk, we can say that there exists
an injective mapping σ from {x1, . . . , xn} to Y such that d(xk, σ(xk)) < 2ϵ for k =
1, 2, . . . , n. As a result, if x ∈ X, then for some k, d(x, σ(xk)) < 3ϵ because for
some k, d(x, xk) < ϵ. So an ϵ-mesh {x1, x2, . . . , xn} with minimum cardinality n
can be replaced with a 3ϵ-mesh {y1, . . . , yn} with points yk ∈ Y and with the same
cardinality.
Proof. For every k = 1, 2, . . . , n, let
ρ(xk) = {y ∈ Y : d(xk, z) < ϵ and d(y, z) < ϵ for some z ∈ X}.
Note that all of x1, x2, . . . , xn are distinct. Consider an arbitrary nonempty subset
{xj1 , . . . , xjr} of {x1, . . . , xn} and if there are remaining elements, we write them as
xjr+1 , . . . , xjn . We will prove that
|ρ(xj1) ∪ · · · ∪ ρ(xjr)| ⩾ r.(4.2.13)
If the set ρ(xj1) ∪ · · · ∪ ρ(xjr) is infinite, there is nothing to prove. Suppose that it is
finite, we write ρ(xj1) ∪ · · · ∪ ρ(xjr) = {y1, . . . , ys}, where yl (1 ⩽ l ⩽ s) are distinct.
For the set A = {y1, . . . , ys, xjr+1 , . . . , xjn}, we have |A| ⩽ s+ n− r. We claim that A
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is also an ϵ-mesh. If z ∈ X and d(z, xjp) ⩾ ϵ for p = r+1, . . . , n, then d(z, xjp) < ϵ for
some p = 1, . . . , r. There is also a y ∈ Y such that d(z, y) < ϵ, and by the definition
of ρ, we have y ∈ ρ(xjp), i.e., y = yl for some l = 1, 2, . . . , s. This proves that A is an
ϵ-mesh. By the choice of n, we have s+ n− r ⩾ |A| ⩾ n, so that s ⩾ r. This proves
(4.2.13).
Now apply the Marriage Lemma 4.2.1 with P = {x1, . . . , xn} and Q = Y . So there
exists an injective mapping σ : P −→ Y , xk 7→ σ(xk) such that σ(xk) ∈ ρ(xk). By
definition of ρ(xk), we can find zk ∈ X such that d(xk, zk) < ϵ and d(σ(xk), zk) < ϵ.
Note that here the Marriage Lemma is only used for the case that P is finite. □
To construct an invariant mean on AP (G), we show a couple of preliminary results.
Theorem 4.2.5. Let G be a topological group, f a function in AP (G), and ϵ > 0.
Let {Da1f, . . . , Danf} and {Db1f, . . . , Dbnf} be ϵ-meshes in {Daf : a ∈ G} both having
the least cardinal number n among all ϵ-meshes. Then∥∥∥∥∥ 1n
n∑
k=1
Dakf −
1
n
n∑
k=1
Dbkf
∥∥∥∥∥
sup
< 2ϵ.(4.2.14)
Remark 4.2.6. Recall that Daf is the function on G × G = G2 such that
Daf(x, y) = f(xay). According to Theorem 2.1.1, f ∈ AP (G) if and only if {Daf : a ∈ G}
is compact in Cb(G2). Since for f ∈ AP (G), {Daf : a ∈ G} is totally bounded, there-
fore it has a finite ϵ-mesh for every ϵ > 0.
Proof. We apply Corollary 4.2.3 to the ϵ-meshes {Dakf} and {Dbkf} in the
metric space {Daf : a ∈ G}. Thus we can find c1, c2, . . . , cn ∈ G and an injective map
σ of {1, . . . , n} onto itself such that
‖Dakf −Dckf‖sup < ϵ, ‖Dckf −Dbσ(k)f‖sup < ϵ (k = 1, 2, . . . , n).
Therefore we have
‖Dakf −Dbσ(k)f‖sup < 2ϵ.(4.2.15)
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Adding the inequalities (4.2.15) from 1 to n, dividing by n, using elementary properties
of the norm, and noting that σ carries {1, . . . , n} onto itself, we obtain the required
inequality. □
Theorem 4.2.7. Let G be a topological group, f a function in AP (G), and ϵ > 0.
Let {Da1f, . . . , Danf} be ϵ-meshes in {Daf : a ∈ G} having the least cardinal number
n among all ϵ-meshes. Then∥∥∥∥∥ 1n
n∑
k=1
f(ak)− 1
n
n∑
k=1
Dakf
∥∥∥∥∥
sup
⩽ 2ϵ.
Proof. Let u, v be arbitrary elements of G. Then {Dua1vf, . . . , Duanvf} is an
ϵ-mesh in {Daf : a ∈ G}. The reason is that given a ∈ G, we have
‖Du−1av−1f −Dakf‖sup < ϵ
for some k ∈ {1, 2, . . . , n}, so
‖Daf −Duakvf‖sup = sup{|f(xay)− f(xuakvy)| : x, y ∈ G}
(let x = xu−1, y = v−1y) = sup{|f(xu−1av−1y)− f(xaky)| : x, y ∈ G}
= sup{|Du−1av−1f(x, y)−Dakf(x, y)| : x, y ∈ G}
= ‖Du−1av−1f −Dakf‖sup < ϵ.
For the two ϵ-meshes {Dakf} and {Dbkf} with bk = uakv, we consider the inequality
(4.2.14) at the point (e, e) ∈ G2. We have∣∣∣∣∣ 1n
n∑
k=1
Dakf(e, e)−
1
n
n∑
k=1
Dbkf(e, e)
∣∣∣∣∣
=
∣∣∣∣∣ 1n
n∑
k=1
f(ak)− 1
n
n∑
k=1
f(uakv)
∣∣∣∣∣
=
∣∣∣∣∣ 1n
n∑
k=1
f(ak)− 1
n
n∑
k=1
Dakf(u, v)
∣∣∣∣∣ < 2ϵ
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Since (u, v) ∈ G2 was arbitrary, by taking supremum over G2, we obtain∥∥∥∥∥ 1n
n∑
k=1
f(ak)− 1
n
n∑
k=1
Dakf
∥∥∥∥∥
sup
⩽ 2ϵ.
□
Now we are ready to give our second proof of the existence of a mean on AP (G).
Theorem 4.2.8. Let G be a topological group. There is a complex linear functional
M on AP (G) such that
(i) M(bfa) = M(f) for f ∈ AP (G) and a, b ∈ G;
(ii) M(f) > 0 if f ∈ AP (G), f ⩾ 0 and f ̸= 0;
(iii) M(1G) = 1;
(iv) M(f) = M(f).
In particular, M is an invariant mean on AP (G).
Proof. Let f ∈ AP (G) and let ϵ > 0. Let Eϵ be the set of all complex numbers
z such that for some sequence {c1, c2, . . . , cp} of elements of G, the inequality∥∥∥∥∥z − 1p
p∑
j=1
Dcjf
∥∥∥∥∥
sup
< ϵ(4.2.16)
holds. If ϵ1 ⩽ ϵ2, let z0 ∈ Eϵ1 , then we have∥∥∥∥∥z0 − 1m
m∑
n=1
Dcnf
∥∥∥∥∥
sup
< ϵ1 ⩽ ϵ2 for some sequence {c1, c2, . . . cm} in G.
Therefore, z0 ∈ Eϵ2 . This indicates that Eϵ1 ⊆ Eϵ2 . Theorem 4.2.7 shows that Eϵ is
nonempty. Suppose that z1 and z2 are in Eϵ. Then for all (x, y) ∈ G2, we have∣∣∣∣∣z1 − 1p
p∑
j=1
f(xcjy)
∣∣∣∣∣ < ϵ,(4.2.17)
and ∣∣∣∣∣z2 − 1q
q∑
k=1
f(xdky)
∣∣∣∣∣ < ϵ.(4.2.18)
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Setting x = e and y = dk in (4.2.17), adding over k = 1, . . . , q, and dividing by q, we
obtain ∣∣∣∣∣z1 − 1pq
q∑
k=1
p∑
j=1
f(cjdk)
∣∣∣∣∣ < ϵ,
and setting y = e and x = cj in (4.2.18), we obtain similarly∣∣∣∣∣z2 − 1pq
p∑
j=1
q∑
k=1
f(cjdk)
∣∣∣∣∣ < ϵ.
Hence we have
|z1 − z2| < 2ϵ.(4.2.19)
If z ∈ Eϵ, then for some sequence {c1, c2, . . . , cp}, we have∣∣∣∣∣z − 1p
p∑
j=1
f(acjb)
∣∣∣∣∣ < ϵ for any a, b ∈ G.
which means
|z| <
∣∣∣∣∣1p
p∑
j=1
f(acjb)
∣∣∣∣∣+ ϵ ⩽ ‖f‖sup + ϵ.
Let Fϵ = Eϵ be the closure of Eϵ in C, which is compact since Eϵ is bounded. We
note that Fϵ1 ⊂ Fϵ2 whenever ϵ1 ⩽ ϵ2. Since F1 is compact and Fϵ ⊂ F1 for all ϵ ⩽ 1,
the relation
Fϵ1 ∩ · · · ∩ Fϵm ⊃ Fmin{ϵ1,...,ϵm} ̸= ∅
shows that the family {Fϵ}ϵ>0 has finite intersection property. Thus by Theorem
1.2.9 ⋂
ϵ>0
Fϵ is nonempty. If z, w ∈ Fϵ = Eϵ, then we can find z′, w′ ∈ Eϵ such that
|z − z′| ⩽ ϵ, |w − w′| ⩽ ϵ. Thus by (4.2.16), we have
|z − w| ⩽ |z − z′|+ |z′ − w′|+ |w′ − w| ⩽ ϵ+ 2ϵ+ ϵ = 4ϵ.
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It follows that ⋂
ϵ>0
Fϵ contains exactly one point. This number we take as M(f). Also,
we have Fϵ ⊂ Eϵ′ for all ϵ, ϵ′ satisfying 0 < ϵ < ϵ′. It follows that M(f) is the unique
point lying in all Eϵ. Thus we have that M(f) is the unique complex number such
that for every ϵ > 0, there is a sequence {a1, . . . , an} of elements in G for which∥∥∥∥∥M(f)− 1n
n∑
k=1
Dakf
∥∥∥∥∥
sup
< ϵ.(4.2.20)
Thus for all x, y ∈ G, ∣∣∣∣∣M(f)− 1n
n∑
k=1
f(xaky)
∣∣∣∣∣ < ϵ.(4.2.21)
Now, we are going to check the properties in the theorem.
First, M(αf) = αM(f) for all f ∈ AP (G) and all α ∈ C. Let ϵ > 0, and choose
b1, b2, . . . , bm ∈ G such that∣∣∣∣∣M(f)− 1m
m∑
k=1
f(xbky)
∣∣∣∣∣ < ϵ/|α| for all x, y ∈ G.
Then we have ∣∣∣∣∣αM(f)− 1m
m∑
k=1
αf(xbky)
∣∣∣∣∣ < ϵ.
Hence we have M(αf) = αM(f) according to the uniqueness of M(αf).
Second, we haveM(bfa) = M(f) for all a, b ∈ G. Let ϵ > 0 and choose a1, . . . , an ∈
G satisfying (4.2.21), then for all x, y ∈ G,∣∣∣∣∣M(f)− 1n
n∑
k=1
bfa(xaky)
∣∣∣∣∣ =
∣∣∣∣∣M(f)− 1n
n∑
k=1
f(bxakya)
∣∣∣∣∣ < ϵ.
Thus, M(bfa) = M(f).
Third, M(1G) = 1. Let f = 1G and ϵ > 0. Choose an arbitrary a from G and
note that for all x, y ∈ G:
|1− 1G(xay)| = |1− 1| < ϵ.
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Thus, M(1G) = 1.
Next we are going to prove that M(f + g) = M(f) +M(g) for f, g ∈ AP (G). For
ϵ > 0, apply (4.2.20) to choose sequence {a1, . . . , am} and {b1, . . . , bn} of elements of
G such that ∥∥∥∥∥M(f)− 1m
m∑
j=1
Dajf
∥∥∥∥∥
sup
< ϵ/2(4.2.22)
and ∥∥∥∥∥M(g)− 1n
n∑
k=1
Dbkg
∥∥∥∥∥
sup
< ϵ/2.(4.2.23)
From (4.2.22) we see that∣∣∣∣∣M(f)− 1m
m∑
j=1
f(xajbky)
∣∣∣∣∣ < ϵ/2 for all x, y ∈ G.
Summing over k and dividing by n, we get∣∣∣∣∣M(f)− 1mn
n∑
k=1
m∑
j=1
f(xajbky)
∣∣∣∣∣ < ϵ/2 for all x, y ∈ G.
That is, ∥∥∥∥∥M(f)− 1mn
n∑
k=1
m∑
j=1
Dajbkf
∥∥∥∥∥
sup
< ϵ/2.(4.2.24)
Similarly we find ∥∥∥∥∥M(g)− 1mn
m∑
j=1
n∑
k=1
Dajbkg
∥∥∥∥∥
sup
< ϵ/2.(4.2.25)
Adding (4.2.24) and (4.2.25), we have∥∥∥∥∥M(f) +M(g)− 1mn
n∑
k=1
m∑
j=1
Dajbk(f + g)
∥∥∥∥∥
sup
< ϵ.
Since ϵ is arbitrary, the characterization ofM(f+g) from (4.2.20) shows thatM(f)+
M(g) = M(f + g).
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Similarly, to prove (iv), according to (4.2.20), we have∥∥∥∥∥M(f)− 1n
n∑
k=1
Dakf
∥∥∥∥∥
sup
< ϵ, for some sequence {a1, . . . , an} ∈ G,
which means ∥∥∥∥∥M(f)− 1n
n∑
k=1
Dakf
∥∥∥∥∥
sup
< ϵ.
Therefore, M(f) = M(f).
Next, we establish (ii). Suppose f ̸= 0 and f ⩾ 0. First we show that M(f) ⩾ 0.
To get a contradiction, we suppose M(f) < 0. Let x0 ∈ G be such that f(x0) > 0.
Let 0 < ϵ < −M(f). Choose a1, a2, . . . an so that (4.2.21) holds. Let y = e and choose
x such that xa1 = x0, so that f(xa1y) = f(xa1) = f(x0) > 0. Then∣∣∣∣∣M(f)− 1n
n∑
k=1
f(xaky)
∣∣∣∣∣ = −M(f) + 1n
n∑
k=1
f(xak) > −M(f) > ϵ,
which contradicts the assumption. Therefore M(f) ⩾ 0.
It remains to show that M(f) > 0. Let {Da1f, . . . , Danf} be an f(x0)/2 -mesh in
{Daf : a ∈ G}. Then for all x, y, a ∈ G, we have
f(xa1y) + · · ·+ f(xany) ⩾ max[f(xa1y), . . . , f(xany)] > f(xay)− f(x0)/2.
Setting y = e and a = x−1x0, we obtain
f(xa1) + · · ·+ f(xan) > f(x0)/2 for all x ∈ G.
Hence we have
M(fa1 + · · ·+ fan) = nM(f) ⩾ f(x0)/2 > 0,
as we wanted to show. □
The linear functional M constructed in Theorem 4.2.8 is uniquely determined by
properties (i)-(iv) in Theorem 4.2.8.
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Theorem 4.2.9 (Uniqueness of Invariant Mean). Suppose that G is a topological
group and that M ′ is any complex linear functional on AP (G) such that
(i) M ′(af) = M ′(f) ḟor all a ∈ G and f ∈ AP (G)
or
(i)′ M ′(fa) = M ′(f) ḟor all a ∈ G and f ∈ AP (G),
(ii) M ′(f) ⩾ 0 for all f ∈ AP (G)+,
(iii) M ′(1G) = 1.
Then M ′(f) = M(f) for all f ∈ AP (G).
Proof. Since M and M ′ are linear on AP (G), we only need to prove M ′(f) =
M(f) for real-valued f ∈ AP (G). By (4.2.20),
−ϵ < M(f)− 1
n
n∑
k=1
f(xaky) < ϵ for all x, y ∈ G,(4.2.26)
where ϵ > 0 is arbitrary and a1, . . . , an are appropriate elements of G. If M ′ satisfies
(i), we set x = e in (4.2.26), and obtain
−ϵ < M(f)− 1
n
n∑
k=1
akf < ϵ.(4.2.27)
Applying M ′ to (4.2.27), and using property (i), (ii) and (iii) of M ′, we get
M ′(−ϵ) < M ′(M(f))− 1
n
n∑
k=1
M ′(akf) < M
′(ϵ),
which means
−ϵ ⩽M(f)− 1
n
n∑
k=1
M ′(f) ⩽ ϵ or − ϵ ⩽M(f)−M ′(f) ⩽ ϵ.
Since ϵ > 0 is arbitrary,M ′(f) = M(f) for f ∈ AP (G). The case in (i)′ is similar. □
Remark 4.2.10. As we saw in Theorem 4.1.3 that the mean M(f) = ∫
b(G)
f̂(s)ds
given in Section 4.1 satisfies the conditions (i)-(iii) in Theorem 4.2.9. Therefore the
mean constructed in Section 4.1 is identified with the mean constructed in this section.
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4.3. Examples of Invariant Means
In some cases, the mean value M on AP (G) has a particularly simple form.
Theorem 4.3.1. Let G be a locally compact group with a left Haar measure λ.
Suppose there is a sequence {Kn}∞n=1 of subsets of G such that 0 < λ(Kn) < ∞ for
all n and such that for each x ∈ G,
lim
n→∞
λ((xKn) ∩Knc)
λ(Kn)
= 0.(4.3.28)
Then for every f ∈ AP (G), we have
M(f) = lim
n→∞
1
λ(Kn)
∫
Kn
f(x)dx.(4.3.29)
Before we give a proof let us give an example.
Example 4.3.2. Consider the additive group R. For f ∈ AP (R), we have
M(f) = lim
n→∞
1
2n
∫ n
−n
f(x)dx.
This follows from Theorem 4.3.1, by taking Kn = [−n, n]; note that if x ∈ R, x > 0,
then
(x+Kn) ∩Kcn = [−n+ x, n+ x] ∩ ((−∞,−n) ∪ (n,∞)) = (n, n+ x],
and thus
λ((x+Kn) ∩Kcn)
λ(Kn)
=
x
2n
→ 0 as n→∞.
So the condition of Theorem 4.3.1 are satisfied.
Now, we will prove Theorem 4.3.1.
Proof. First, we prove that for f ∈ C(G) and b ∈ G, we have
lim
n→∞
1
λ(Kn)
∫
Kn
(bf(x)− f(x))dx = 0.(4.3.30)
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Clearly, we have ∣∣∣∣∫
Kn
bf(x)dx−
∫
Kn
f(x)dx
∣∣∣∣ = ∣∣∣∣∫
bKn
f(x)dx−
∫
Kn
f(x)dx
∣∣∣∣
⩽
∫
(bKn)△Kn
|f(x)|dx (because |1bKn − 1Kn| = 1bKn△Kn)
⩽‖f‖sup[λ(bKn ∩Kcn) + λ(Kn ∩ (bKn)c)].
(4.3.31)
We also have
λ(Kn ∩ (bKn)c) = λ(b−1(Kn ∩ (bKn)c)) = λ((b−1Kn) ∩Kcn).(4.3.32)
Substituting (4.3.32) in (4.3.31), dividing the result by λ(Kn) and applying (4.3.28),
we obtain (4.3.30).
We shall use (4.3.28) to establish (4.3.29). It obviously suffices to prove (4.3.29)
for real-valued f ∈ AP (G). For such f , let
p(f) = lim
n→∞
1
λ(Kn)
∫
Kn
f(x)dx.
It is evident that p(f + g) ⩽ p(f) + p(g) and p(αf) = αp(f) for α ⩾ 0, in other
words, p is a sublinear functional. By Hahn-Banach Theorem 1.2.16, there is a linear
functional M0 on AP (G)R (real almost periodic continuous functions) such that
−p(−f) ⩽M0(f) ⩽ p(f) for all f ∈ AP (G)R.(4.3.33)
By (4.3.30) we have
p(bf − f) = −p(−bf + f) = 0 for all f ∈ AP (G)R, b ∈ G.
This and (4.3.33) shows that M0(f) = M0(bf). It is also clear that M0 ⩾ 0 and
M0(1G) = 1. Then from Theorem 4.2.9 we infer thatM0(f) = M(f) for f ∈ AP (G)R.
Now if there were a function f ∈ AP (G)R such that
−p(−f) = lim
n→∞
1
λ(Kn)
∫
Kn
f(x)dx < lim
n→∞
1
λ(Kn)
∫
Kn
f(x)dx = p(f),
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then the proof of the Hahn-Banach theorem shows the existence of two distinct func-
tionals M0 and M1 both satisfying (4.3.33). They would both be equal to M on
AP (G), and a contradiction would result. Consequently the limit in (4.3.29) exists
and (4.3.29) is established. □
Example 4.3.3. (a) Consider the additive group R. For f ∈ AP (R), we have
M(f) = lim
T→∞
1
2T
∫ T
−T
f(x)dx = lim
T→∞
1
T − a
∫ T
a
f(x)dx = lim
T→∞
1
T + b
∫ b
−T
f(x)dx,
where a and b are arbitrary real numbers.
(b) Consider the additive group Z. For f ∈ AP (Z), we have
M(f) = lim
m→∞
1
2m+ 1
m∑
j=−m
f(j) = lim
m→∞
1
m− a+ 1
m∑
j=a
f(j) = lim
m→∞
1
m+ b+ 1
b∑
j=−m
f(j).
(c) Let G be a compact group. For f ∈ AP (G) = C(G), we have M(f) = ∫
G
f(x)dx,
where dx is the Haar measure.
4.4. Fourier Series of Almost Periodic Functions
A central result in the theory of Fourier series is that every continuous 2pi-periodic
function (more generally, every square integrable 2pi-periodic function) on R has a
Fourier series expansion
f(x) =
∑
n∈Z
f̂(n)einx
where the convergence is in the mean space norm ‖ · ‖2 and
f̂(n) =
1
2pi
∫ pi
−pi
f(x)e−inxdx.
Moreover, the coefficients f̂(n) satisfy the Parseval’s identity∫ pi
−pi
|f(x)|2dx = ‖f‖22 = 2pi
∑
n∈Z
|f̂(n)|2.
In this section, we will discuss the existence of a similar ‘Fourier Series’ expansion
for the case of almost periodic functions on topological groups. We will derive the
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Fourier series expansions of almost periodic functions using the isomorphism AP (G) ∼=
C(b(G)) and the fact that coordinate functions of representations in b̂(G) form an
orthonormal basis for C(b(G)).
We start with some general results in theory of Hilbert spaces. Let E be a vector
space with inner product (·|·). We call E an inner product space, or a pre-Hilbert
space. An orthonormal family {ei}i∈I in E is called an orthonormal basis for E if the
set of all linear combinations of the ei is dense in E. The following is a standard result
on orthonormal basis.
Theorem 4.4.1. Suppose that {ei}i∈I is an orthonormal basis for an inner product
space E.
(i) If x ∈ E and λi = (x|ei), then
x =
∑
i∈I
λiei, (Fourier series)
and
‖x‖2 =
∑
i∈I
|λi|2. (Parseval’s identity)
(ii) If x, y ∈ E and λi = (x|ei), µi = (y|ei), then
(x|y) =
∑
i∈I
λiµi.
Remark 4.4.2. The above result is usually stated for Hilbert spaces, however, as
the theorem shows, the completeness of E is not needed in this result. Since the index
set I need not be countable, the sums in the above theorem are not ‘series’ in the
traditional sense. Consider the case x =∑i∈I λiei. Here the equality means that for
every ϵ > 0, there exists a finite subset Jϵ of I such that whenever J is a finite subset
of I containing Jϵ, then ‖x−
∑
i∈J λiei‖ ⩽ ϵ.
Other sums in the above theorem are to be interpreted similarly. Although these
sums are not series as they stand, the Parseval’s identity ‖x‖2 = ∑i∈I |λi|2 implies
that all but a countable number of λi must be zero. So if we are willing to discard the
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zero terms and change the index set accordingly, the above sums will turn into series.
The countable index set thus obtained would of course depend on x. For a proof of
the above theorem and a general discussion of uncountable sums, we refer to Chapter
IX of [18].
The proof of the existence of Fourier series for almost periodic functions given
in this section relies on an important result in the representation theory of compact
groups known as Peter-Weyl Theorem.
Theorem 4.4.3. Let G be a compact group. For pi ∈ Ĝ, let {e1, . . . , edpi} be an
orthonormal basis of Hpi, and let piij(x) = (pi(x)ej|ei) be the corresponding coordinate
functions, where i, j ∈ {1, 2, . . . , dpi}. Then the set
{
√
dpipiij : pi ∈ Ĝ, 1 ⩽ i, j ⩽ dpi}
is an orthonormal basis for L2(G).
It follows from this theorem that the coordinate functions √dpipiij satisfy the or-
thonormality relations √
dpi
√
dσ
∫
G
piij(x)σkl(x)dx = δpiσδikδjl.
And if f ∈ L2(G) (in particular, if f ∈ C(G)), then
f =
∑
pi∈Ĝ
dpi∑
i,j=1
dpi(f |piij)piij,
where (f |piij) =
∫
G
f(x)piij(x)dx and the convergence of the sum is in L2-norm.
Moreover,
‖f‖22 =
∑
pi∈Ĝ
dpi∑
i,j=1
dpi|(f |piij)|2.
We know from Theorem 3.4.1 that the map
κ : AP (G) −→ L2(b(G)), κ(f) = f̂ ,
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is an isometric isomorphism. Recall that for each f ∈ AP (G), f̂ is the unique con-
tinuous function on b(G) such that f = f̂ ◦ α. We can use the isomorphism κ to
transfer the canonical inner product of L2(b(G)) to the space AP (G). In other words,
we define an inner product on AP (G) by putting
(f |g) = (κ(f)|κ(g)) =
∫
b(G)
f̂(x)ĝ(x)dx = M(fg) (f, g ∈ AP (G)),
where M is the mean on AP (G) (see Theorem 4.1.2). With this inner product on
AP (G), we may view κ as an isomorphism between AP (G) and L2(b(G)) preserving
inner products.
Let Ĝ ′ be the set of all (equivalence classes) of finite-dimensional, continuous,
unitary irreducible representations of G (thus Ĝ ′ ⊂ Ĝ; this inclusion may be strict
since Ĝ may contain infinite-dimensional representations). We know from Theorem
3.1.3 that the map
b̂(G) −→ Ĝ ′, ρ 7→ ρ ◦ α = ρ′
is a bijection and moreover if ξ, η ∈ Hρ = Hρ′ , then
ρ′ξ,η = ρξ,η ◦ α.
In particular, if {e1, . . . , ed} is an orthonormal basis of Hρ = Hρ′ and
ρij(x) = (ρ(x)ej|ei), ρ′ij(x) = (ρ′(x)ej|ei),
then ρ′ij = ρij ◦ α.
The following is the main theorem of this section.
Theorem 4.4.4. Let G be a topological group and Ĝ ′ be the set of all finite-
dimensional, continuous, unitary, irreducible representations of G. If for every σ′ ∈
Ĝ ′ we choose an orthonormal basis {e1, . . . , edσ′} in Hσ′ and put σ′ij(s) = (σ′(s)ej|ei)
(s ∈ G), then the set
{d1/2σ′ σ′ij : σ′ ∈ Ĝ ′, 1 ⩽ i, j ⩽ dσ′}
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is an orthonormal basis in AP (G). In particular, every f ∈ AP (G) has a Fourier
series expansion
f =
∑
σ′∈Ĝ′
dσ′∑
i,j=1
dσ′(f |σ′ij)σ′ij,
where (f |σ′ij) = M(fσij) and the convergence is in L2-norm. Moreover, the Parseval’s
identity
‖f‖22 = M(|f |2) =
∑
σ′∈Ĝ′
dσ′∑
i,j=1
d2σ′ |(f |σ′ij)|2
holds.
Proof. Let σ ∈ b̂(G) be such that σ ◦ α = σ′. Then by Theorem 4.4.3 we know
that
{d1/2σ σij : σ ∈ b̂(G), 1 ⩽ i, j ⩽ dσ}
is an orthonormal basis for L2(b(G)). Since each σij ∈ C(b(G)) ⊂ L2(b(G)), it follows
that the above set is also an orthonormal basis of C(b(G)). Using the equality dσ = dσ′ ,
we have
κ(d
1/2
σ′ σ
′
ij) = d
1/2
σ′ κ(σij ◦ α) = d1/2σ σij.
Therefore, by the definition of the inner product of AP (G):
(d
1/2
σ′ σ
′
ij|d1/2pi′ pi′kl) = d1/2σ′ d1/2pi′ (κ(σ′ij)|κ(pi′kl)) = d1/2σ d1/2pi (σij|pikl) = δσpiδikδjl.
This proves the orthonormality of the functions d1/2σ′ σ′ij.
So it remains to show that {d1/2σ′ σ′ij : σ′ ∈ Ĝ ′, 1 ⩽ i, j ⩽ dσ′} spans a dense linear
subspace of AP (G). Let f ∈ AP (G) and ϵ > 0. Then κ(f) = f̂ ∈ C(b(G)) and
hence there exist functions φ1, . . . , φn ∈ {d1/2σ σij : σ ∈ b̂(G), 1 ⩽ i, j ⩽ dσ} and scalars
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λ1, . . . , λn ∈ C such that ∥∥∥∥∥f̂ −
n∑
i=1
λiφi
∥∥∥∥∥
2
< ϵ.
We choose φ′i ∈ {d1/2σ′ σ′ij : σ′ ∈ Ĝ ′, 1 ⩽ i, j ⩽ dσ′} such that φi = φ̂i′ . Then∥∥∥∥∥f −
n∑
i=1
λiφ
′
i
∥∥∥∥∥
2
=
∥∥∥∥∥κ(f −
n∑
i=1
λiφ
′
i)
∥∥∥∥∥
2
=
∥∥∥∥∥κ(f)−
n∑
i=1
λiκ(φ
′
i)
∥∥∥∥∥
2
=
∥∥∥∥∥f̂ −
n∑
i=1
λiφi
∥∥∥∥∥
2
< ϵ.
This completes the proof of the theorem. □
Next we apply the above theorem to almost periodic function on R. Note that R̂
consists of 1-dimensional representations x 7→ eiξx, R→ T, where ξ ∈ R. Therefore in
this case, the coordinate functions are exactly {eiξx : ξ ∈ R}. We recall from Example
4.3.3 (a) that the mean on AP (R) is given by
M(f) = lim
T→∞
1
2T
∫ T
−T
f(x)dx.
Now we can state the following corollary.
Corollary 4.4.5. Every almost periodic function on R has a Fourier series
expansion
f =
∑
ξ∈R
f̂(ξ)eiξx
where
f̂(ξ) = M(fe−iξx) = lim
T→∞
1
2T
∫ T
−T
f(x)e−iξxdx,
and moreover,
M(|f |2) =
∑
ξ∈R
|f̂(ξ)|2.
In the special case that G = T, Theorem 4.4.4 reduces to the classical result on
the Fourier series expansion of 2pi-periodic functions on R. We recall that functions
on T ∼= R/2piZ can be identified with 2pi-periodic functions on R. And since T is
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compact and AP (T) = C(T), it follows that almost periodic function on T are just
continuous 2pi-periodic functions on R. We know T̂ ∼= Z, which means that irreducible
unitary representations of T are exactly the homomorphisms
φn : T −→ T, φn(eit) = (eit)n = eint,
where n ∈ Z. The coordinate function of each φn is equal to φn itself, and if we
identify φn with a 2pi-periodic function on R, we can view φn as the function
φn : R −→ T, φn(x) = einx.
The usual inner product on C(T) induces the following inner product on the space of
continuous 2pi-periodic functions
(f |g) = 1
2pi
∫ pi
−pi
f(x)g(x)dx,
where the factor 1/2pi is from the assumption that Haar measure on T is normalized.
It follows that for every continuous 2pi-periodic function on R,
(f |φn) = 1
2pi
∫ pi
−pi
f(x)e−inxdx = f̂(n).
Now we can state the following result which is the classical Fourier series expansion
of continuous 2pi-periodic function.
Corollary 4.4.6. If f is a 2pi-periodic continuous function on R, then
f =
∑
n∈Z
f̂(n)φn,
where the convergence is in ‖ · ‖2 and
‖f‖22 =
∑
n∈Z
|f̂(n)|2.
CHAPTER 5
Further Developments and Future Work
The theory of almost periodicity was started by the papers of Bohr [8–10] and
continued with works of many researchers including Bochner [4], von Neumann [37]
and Weil [45]. This phase of the theory has been discussed in details in this thesis.
The second phase can be identified with various generalizations and modifications
of the definition of almost periodicity. Here we can mention Stepanoff’s generalization
of almost periodic functions Sp [43,44], Weyl’s almost periodic functionsW p [46] and
Besicovitch almost periodic functions Bp (p ⩾ 1) [2,3]. In all these variations, almost
periodic functions are defined as the closure of trigonometric polynomials under a
particular norm. For example, Stepanoff’s norm is defined by
‖f‖S,r,p = sup
x∈R
(
1
r
∫ x+r
x
|f(s)p|ds
)1/p
.
For different values of r these norms give the same topology and so the same space
Sp is obtained.
A more interesting development is Weyl’s paper [47], in which he introduced the
notion of almost periodic vectors for unitary representations. In this paper Weyl uses
Bochner’s characterization to define almost periodic vectors, and uses his method
of ‘integral equations’ (or in modern terminology, spectral theory of compact opera-
tors) to study almost periodic vectors. In this paper Weyl develops a Fourier series
expansion for almost periodic vectors and establishes the Parseval’s identity.
Almost periodicity has been studied in topologies other than the norm topology.
For example, one can consider functions whose left translations form a relatively
compact set in the weak topology of Cb(G). Such functions are called weakly almost
periodic (WAP). Since weak topology is weaker (coarser) than the norm topology,
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WAP (G) is a larger class of functions than AP (G). For a detailed study of WAP -
functions we refer to Burckel [12]. Almost periodic functions on semigroups were
studied by Maak [36].
Almost periodicity has also been studied for vector-valued functions, an early such
study goes back to von Neumann and Bochner [5].
More recently, almost periodicity has been studied for functionals on Banach al-
gebras, or more generally, for elements of a Banach module. If A is a Banach alge-
bra, then a continuous linear functional f ∈ A∗ is called almost periodic if its orbit
{a·f : a ∈ A, ‖a‖ ⩽ 1} is relatively compact in A∗. Weakly almost periodic functionals
are defined similarly. Some of the early properties of such functionals were developed
by Young [48], Lau-Wong [32], Duncan-Ülger [19]. For additional developments we
can mention Chou [13–15], Dunkl-Ramirez [20], Eberlein [21], Hartman [25], Kai-
jser [28]. And almost periodic functionals on Fourier algebras of locally compact
group G has been studied by Hu [27].
A complete characterization of weakly almost periodic functionals on Banach al-
gebras is given in Filali, Neufang and Monfared [22]. More precisely, it is shown
that weakly almost periodic functionals on a Banach algebra A with a bounded ap-
proximate identity, are exactly the coordinate functionals of representations of A on
reflexive Banach spaces.
Recently Filali and Monfared [23] introduced an analogue of Bohr compactification
in the category of Banach algebras. Starting with a Banach algebra A, one can find a
Banach algebra U(A) with the property that U(A) has ‘sufficiently many’ irreducible
finite-dimensional representations, in the sense that such representations separate the
points of A. In addition, U(A) has a universal type property, as well as a lifting
property for almost periodic functionals. These characteristics of U(A) make it a
natural analogue of the Bohr compactification b(G), for almost periodic functionals.
A future project of study is the investigation of conditions under which almost
periodic functionals are exactly the norm closure of the coordinate functionals of
finite-dimensional representations. This amounts to finding natural conditions under
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which the analogue of approximation theorem by trigonometric polynomials holds for
AP (A). Another interesting question is the study of invariant means on AP (A). As in
the group case, invariant means are important tools in the study of various properties
of AP (A), including the approximation problem mentioned above.
APPENDIX A
Uniform Continuity
For a set X, we denote by F b(X) the set of all bounded complex-valued functions
on X. Equipped with the supremum norm, F b(X) is a Banach algebra, under the
usual pointwise operations.
Definition A.0.1. Let f be a function on the topological group G, and y ∈ G,
we define the left and right translates of f by
Lyf(x) = f(y
−1x), Ryf(x) = f(xy).
Theorem A.0.2. Let G be a topological group and f ∈ F b(G). Then the following
are equivalent:
(i) For every ϵ > 0, there exists a neighborhood U of e such that if s, t ∈ G and
ts−1 ∈ U , then |f(s)− f(t)| < ϵ.
(ii) The map G −→ F b(G), s 7→ Lsf is continuous.
A function satisfying these conditions is called left uniformly continuous.
Proof. Suppose (i) holds. For a given ϵ > 0, let U be a neighborhood of e
satisfying the condition in (i). Then for s ∈ U and t ∈ G, we have
|Lsf(t)− f(t)| = |f(s−1t)− f(t)| < ϵ.
Since t ∈ G is arbitrary, it follows that ‖Lsf −f‖sup ⩽ ϵ. Therefore the map s 7→ Lsf
is continuous at e. Then we prove the map is continuous at an arbitrary a ∈ G. The
set V = Ua is a neighborhood of a, which means every t ∈ V is of the form t = sa
for some s ∈ U . Thus for t ∈ V , we can write
‖Ltf − Laf‖sup = ‖La(Lta−1f − f)‖sup = ‖Lsf − f‖sup ⩽ ϵ.
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This proves (ii).
Next, suppose that (ii) holds. For given ϵ > 0, let U be the neighborhood of e
such that a ∈ U implies that ‖Laf − f‖sup < ϵ. If s, t ∈ G are such that ts−1 ∈ U , we
have st−1 = (ts−1)−1 ∈ U , then
|f(s)− f(t)| = |f(s)− (Lst−1f)(s)| ⩽ ‖f − Lst−1f‖sup < ϵ.
This proves (i). □
Claim A.0.3. Every left uniformly continuous function is continuous.
Proof. Let a ∈ G and ϵ > 0. Let U be a neighborhood of e such that ts−1 ∈ U
implies that |f(s)−f(t)| < ϵ. Then V = Ua is a neighborhood of a and for s = ta ∈ V ,
the relation (ta)a−1 = t ∈ U implies that
|f(s)− f(a)| = |f(ta)− f(a)| < ϵ.
Thus f is continuous at a. □
Theorem A.0.4. Let G be a topological group and f ∈ F b(G). Then the following
are equivalent:
(i) For every ϵ > 0, there exists a neighborhood U of e such that if s, t ∈ G and
s−1t ∈ U , then |f(s)− f(t)| < ϵ.
(ii) The map G −→ F b(G), s 7→ Rsf is continuous.
A function satisfying these conditions is called right uniformly continuous.
Proof. Suppose (i) holds. For a given ϵ > 0, let U be a neighborhood of e
satisfying the condition in (i). Then for s ∈ U and t ∈ G, we have
|Rsf(t)− f(t)| = |f(ts)− f(t)| < ϵ.
Since t ∈ G is arbitrary, it follows that ‖Rsf − f‖sup ⩽ ϵ. This proves that the map
s 7→ Rsf is continuous at e. Next, we prove that the map is continuous at an arbitrary
a ∈ G. The set V = aU is a neighborhood of a, then every t ∈ V is of the form t = as
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for some s ∈ U . Thus for t ∈ V we can write
‖Rtf −Raf‖sup = ‖Ra(Ra−1tf − f)‖sup = ‖Rsf − f‖sup ⩽ ϵ.
This proves (ii).
Next, suppose that (ii) holds. For given ϵ > 0, let U be the neighborhood of e such
that a ∈ U implies that ‖Raf − f‖sup < ϵ. Thus if s, t ∈ G are such that s−1t ∈ U ,
then
|f(s)− f(t)| = |f(s)− (Rs−1tf)(s)| ⩽ ‖f − Ls−1tf‖sup < ϵ.
This proves (i). □
Claim A.0.5. Every right uniformly continuous function is continuous.
Proof. Let a ∈ G and ϵ > 0. Let U be a neighborhood of e such that s−1t ∈ U
implies that |f(s)−f(t)| < ϵ. Then V = aU is a neighborhood of a and for s = at ∈ V ,
then relation a−1(at) = t ∈ U implies that
|f(s)− f(a)| = |f(at)− f(a)| < ϵ.
Thus f is continuous at a. □
We denote the set of all left (right) uniformly continuous functions by LUC(G)
(RUC(G)). We call
UC(G) = LUC(G)
⋂
RUC(G)
the set of uniformly continuous functions. All three spaces LUC(G), RUC(G) and
UC(G) are Banach subalgebras of Cb(G).
Theorem A.0.6. If f ∈ UC(G), the map G × G −→ Cb(G), (s, t) 7→ LsRtf , is
continuous.
Proof. Suppose (sα, tα) is a net in G×G such that (sα, tα)→ (s, t). Then
‖LsαRtαf − LsRtf‖sup ⩽ ‖LsαRtαf − LsRtαf‖sup + ‖LsRtαf − LsRtf‖sup
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= ‖Rtα(Lsαf − Lsf)‖sup + ‖Ls(Rtαf −Rtf)‖sup
= ‖Lsαf − Lsf‖sup + ‖Rtαf −Rtf‖sup.
Since f is both left and right uniformly continuous, it follows that the right hand side
tends to 0 as (sα, tα)→ (s, t). □
APPENDIX B
Stone-Weierstrass Theorem
In this appendix we state and prove the Stone-Weierstrass approximation theorem.
This result is used in Section 3.5 of this thesis. Our reference for this appendix is
Rudin [41].
Lemma B.0.1. If f is a continuous complex function on [a, b], there exists a
sequence of polynomials Pn such that
lim
n→∞
Pn(x) = f(x)
uniformly on [a, b]. If f is real, the Pn may be taken real.
Proof. Without loss of generality, we assume that [a, b] = [0, 1] and f(0) =
f(1) = 0. For if the theorem is proved for this case, consider
g(x) = f(x)− f(0)− x[f(1)− f(0)] (0 ⩽ x ⩽ 1).
It is trivial that g(0) = g(1) = 0. We define f(x) to be zero outside [0, 1]. Then f is
uniformly continuous on the whole line. We put
Qn(x) = cn(1− x2)n (n = 1, 2, 3, . . . )
where cn is chosen so that∫ 1
−1
Qn(x)dx = 1 (n = 1, 2, 3, . . . ).(B.0.34)
Since ∫ 1
−1
(1− x2)ndx = 2
∫ 1
0
(1− x2)ndx
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⩾ 2
∫ 1/√n
0
(1− x2)ndx
⩾ 2
∫ 1/√n
0
(1− nx2)dx
=
4
3
√
n
>
1√
n
,
it follows from (B.0.34) that
cn <
√
n.(B.0.35)
For any δ > 0, (B.0.35) implies
Qn(x) ⩽
√
n(1− δ2)n (δ ⩽ |x| ⩽ 1),(B.0.36)
so that Qn → 0 uniformly in δ ⩽ |x| ⩽ 1. Now, set
Pn(x) =
∫ 1
−1
f(x+ t)Qn(t)dt (0 ⩽ x ⩽ 1).(B.0.37)
Given ϵ > 0, we choose δ > 0 such that |y − x| < δ implies
|f(y)− f(x)| < ϵ/2.
Let M = sup |f(x)|. Using (B.0.34) and (B.0.36), and the fact that Qn(x) ⩾ 0. We
see that for 0 ⩽ x ⩽ 1,
|Pn(x)− f(x)| =
∣∣∣∣∫ 1−1[f(x+ t)− f(x)]Qn(t)dt
∣∣∣∣
⩽
∫ 1
−1
|f(x+ t)− f(x)|Qn(t)dt
⩽ 2M
∫ −δ
−1
Qn(t)dt+ ϵ/2
∫ δ
−δ
Qn(t)dt+ 2M
∫ 1
δ
Qn(t)dt
⩽ 4M
√
n(1− δ2)n + ϵ/2 < ϵ
for all large enough n, which proves the theorem. □
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Corollary B.0.2. For every interval [−a, a], there is a sequence of real polyno-
mials Pn such that Pn(0) = 0 and such that
lim
n→∞
Pn(x) = |x|
uniformly on [−a, a].
Proof. By Lemma B.0.1, there exists a sequence {P ∗n} of real polynomials which
converges to |x| uniformly on [−a, a]. In particular, P ∗n(0) → 0 as n → ∞. The
polynomials
Pn(x) = P
∗
n(x)− P ∗n(0) (n = 1, 2, 3, ...)
satisfy the conditions. □
Definition B.0.3. Let A be a family of functions on a set E. Then A is said to
separate points in E if to every pair of distinct points x1, x2 ∈ E there corresponds a
function f ∈ A such that f(x1) ̸= f(x2).
If to each x ∈ E there corresponds a function g ∈ A such that g(x) ̸= 0, we say
that A vanishes at no point of E.
If A is an algebra and has the property that f ∈ A whenever fn ∈ A (n =
1, 2, 3, . . . ) and fn → f uniformly on E, then A is said to be uniformly closed. Let
B be the set of all functions which are limits of uniformly convergent sequences of A.
Then B is called the uniform closure of A.
Theorem B.0.4. Suppose A is an algebra of functions on a set E, A separates
points on E, and A vanishes at no point of E. Suppose x1, x2 are distinct points of
E, and c1, c2 are constants (real if A is a real algebra). Then A contains a function
f such that
f(x1) = c1, f(x2) = c2.
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Proof. the assumptions show that A contains functions g, h and k such that
g(x1) = g(x2), h(x1) ̸= 0, k(x2) ̸= 0.
Let
u = gk − g(x1)k, v = gh− g(x2)h.
Then u, v ∈ A, u(x1) = v(x2) = 0, u(x2) ̸= 0, and v(x1) ̸= 0. Therefore
f =
c1v
v(x1)
+
c2u
u(x2)
satisfies the properties. □
Theorem B.0.5. Let A be an algebra of real continuous functions on a compact
set K. If A separates points on K and if A vanishes at no point of K, then the
uniform closure B of A consists of all real continuous functions on K.
Proof. The proof has four steps.
Step 1: If f ∈ B, then f ∈ |B|.
Let
a = sup |f(x)| (x ∈ K)(B.0.38)
and let ϵ > 0 be given. By Corollary (B.0.1) there exist real numbers c1, c2, . . . , cn
such that ∣∣∣∣∣
n∑
i=1
ciy
i − |y|
∣∣∣∣∣ < ϵ (−a ⩽ y ⩽ a).(B.0.39)
Since B is an algebra, then function
g =
n∑
i=1
cif
i
is a member of B. By (B.0.38) and (B.0.39), we have
|g(x)− |f(x)|| < ϵ (x ∈ K).
B. STONE-WEIERSTRASS THEOREM 92
Since B is uniformly closed, this shows that |f | ∈ B.
Step 2: If f ∈ B and g ∈ B, then max(f, g) ∈ B and min(f, g) ∈ B.
As we know,
max(f, g) =
f + g
2
+
|f − g|
2
, min(f, g) =
f + g
2
− |f − g|
2
,
Therefore if f1, . . . , fn ∈ B, then
max(f1, . . . , fn) ∈ B and min(f1, . . . , fn) ∈ B.
Step 3: Given a real function f , continuous on K, a point x ∈ K, and ϵ > 0, there
exists a function gx ∈ B such that gx(x) = f(x) and
gx(t) > f(t)− ϵ (t ∈ K).(B.0.40)
Since A ⊂ B and A satisfies the hypotheses of Theorem B.0.4 so does B. Hence,
for every y ∈ K, we can find a function hy ∈ B such that
hy(x) = f(x), hy(y) = f(y).(B.0.41)
By the continuity of hy there exists an open set Jy, containing y, such that
hy(t) > f(t)− ϵ (t ∈ Jy).(B.0.42)
Since K is compact, there is a finite set of points such that
K ⊂ Jy1 ∪ · · · ∪ Jyn .(B.0.43)
Let
gx = max(hy1 , . . . hyn).
gx ∈ B, and gx has the other properties according to Step 2 and (B.0.41) to (B.0.43).
Step 4: Given a real function f , continuous on K, and ϵ > 0, there exists a function
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h ∈ B such that
|h(x)− f(x)| < ϵ (x ∈ K).(B.0.44)
Since B is uniformly closed, this statement is equivalent to the conclusion that B
consists of all real continuous functions on K. Let us consider the functions gx, for
each x ∈ K, constructed in step 3. By the continuity of gx, there exist open sets Vx
containing x, such that
gx(t) < f(t) + ϵ (t ∈ Vx).(B.0.45)
Since K is compact, there exists a finite set of points x1, . . . , xm such that
K ⊂ Vx1 ∪ · · · ∪ Vxm .(B.0.46)
Let
h = min(gx1 , . . . , gxm).
By step 2, h ∈ B, and (B.0.40) implies
h(t) > f(t)− ϵ (t ∈ K),(B.0.47)
whereas (B.0.45) and (B.0.46) imply
h(t) < f(t) + ϵ (t ∈ K).(B.0.48)
Finally, (B.0.44) follows from (B.0.47) and (B.0.48). □
We say that an algebra A is self-disjoint if for every f ∈ A, its complex conjugate
f¯ also belongs to A, where f¯ is defined by f¯(x) = f(x).
Theorem B.0.6 (Stone-Weierstrass). Suppose A is a self-adjoint algebra of com-
plex continuous functions on a compact set K, A separates points on K and A vanishes
at no point of K. Then the uniform closure B of A consists of all complex continuous
functions on K. In other words, A is dense in C(K).
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Proof. Let AR be the set of all real functions on K which belong to A. If f ∈ A
and f = u + iv, with u, v real, then 2u = f + f , and since A is self-adjoint, we see
that u ∈ AR. If x1 ̸= x2, there exists f ∈ A such that f(x1) = 1, f(x2) = 0; hence
0 = u(x2) ̸= u(x1) = 1, which shows that AR separates points on K. If x ∈ K, then
g(x) ̸= 0 for some g ∈ A, and there is a complex number λ such that λg(x) > 0; if
f = λg, f = u+ iv, it follows that u(x) > 0; hence AR vanishes at no point of K.
Thus AR satisfies the hypotheses of Theorem B.0.5. It follows that every real
continuous function on K lies in the uniform closure of AR, hence lies in B. If f is
complex continuous function on K, f = u+ iv, then u ∈ B, v ∈ B, hence f ∈ B. This
completes the proof. □
Stone-Weierstrass theorem implies the classical Weierstrass trigonometric approx-
imation theorem. Recall that a trigonometric polynomial on R is a function of the
form
n∑
k=0
(ak cos kx+ bk sin kx),
where ak, bk are complex numbers. Using the identity eikx = cos kx + i sin kx, a
trigonometric polynomial can be written as
n∑
k=−n
cke
ikx,
where ck ∈ C.
With the help of the Stone-Weierstrass theorem, it is easy to drive the following
trigonometric approximation theorem due to Weierstrass.
Theorem B.0.7 (Weierstrass). Trigonometric polynomials are dense in C(T).
Since elements of C(T) are identified with continuous 2pi-periodic functions on
R, we may also say that every such function can be uniformly approximated by
trigonometric polynomials.
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Proof. Trigonometric polynomials
n∑
k=−n
cke
ikx form a subalgebra of C(T) con-
taining the constants and closed under complex conjunction. Also, the function eix
separates the points of T. Thus Stone-Weierstrass theorem applies the result. □
Since T̂ ∼= Z consists of the 1-dimensional representations eix 7→ eikx, k ∈ Z, the
trigonometric polynomials
n∑
k=−n
cke
ikx can be viewed as the coordinate functions of
representations in T̂. From this point of view, we may regard Peter-Weyl theorem as
generalization of the trigonometric approximation theorem of Weierstrass.
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