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a b s t r a c t
In this paper, Taylor expansion approach is presented for solving (approximately) a class of
linear fractional integro-differential equations including those of Fredholm and of Volterra
types. Bymeans of themth-order Taylor expansion of the unknown function at an arbitrary
point, the linear fractional integro-differential equation can be converted approximately
to a system of equations for the unknown function itself and its m derivatives under
initial conditions. This method gives a simple and closed form solution for a linear
fractional integro-differential equation. In addition, illustrative examples are presented to
demonstrate the efficiency and accuracy of the proposed method.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, our study focuses on a class of linear integro-differential equations with fractional derivative of the type
Dαy(t) = p(t)y(t)+ f (t)+ λ1
∫ 1
0
K1(t, x)y(x)dx+ λ2
∫ t
0
K2(t, x)y(x)dx, t ∈ I = [0, 1] (1)
subjected to the initial conditions
y(k)(0) = ck, k = 0, 1, . . . , n− 1, n− 1 < α ≤ n, n ∈ N, (2)
where y(k)(t) stands for the kth-order derivative of y(t). Such linear integro-differential equations are generalizations
of linear fractional differential equations, Fredholm integral equations, and Volterra integral equations. These kinds of
equations arise in many modeling problems in mathematical physics, such as heat conduction in materials with memory.
Moreover, these equations are encountered in combined conduction, convection and radiation problems.
In the above equation, when λ1 = 0, λ2 = 0, the equation reduces to a linear fractional differential equation. So
far, fractional calculus as well as fractional differential equations have received increasing attention in recent years. The
existence and uniqueness of solutions to fractional differential equations have been investigated [1,2]. Additionally, some
methods have recently been proposed for seeking solutions including approximate solution and numerical solution such as
the Adomian decomposition method [3], the collocation method [4], the spline function method, etc.
In addition, when α ∈ N , Eq. (1) reduces to a linear integro-differential equation, and the numerical methods for
this equation have been extensively studied by many authors. The iterated Galerkin methods have been proposed in [5].
Furthermore, mixed interpolation collocation methods for first- and second-order Volterra linear integro-differential
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equations have been suggested in [6]. Hu [7] developed the interpolation collocation method for solving Fredholm linear
integro-differential equations. Rashed treated a special type of integro-differential equation with derivatives appearing in
integrals [8].
On the other hand, the Taylor expansion method is a powerful technique for solving integro-differential equations. The
Taylor expansion approach for solving Volterra integral equations has been presented by Kanwal and Liu [9] and then this
method has been extended to Volterra integral equations and differential equations by Sezer [10,11]. A similar approach
presented by Yalcinbas and Sezer has been used to solve linear Volterra–Fredholm integro-differential equations. And it
is extended to nonlinear Volterra–Fredholm integral equations by Yalcinbas and to high-order linear differential equation
system by Yalcinbas [12], Yalcinbas and Sezer [13]. In our previous papers [14,15], we have successfully applied Taylor
expansion approach to Abel integral equation.
In this paper, we further develop themodified Taylor expansion to solve approximately Eq. (1). By using Taylor expansion
of the unknown function at an arbitrary position, Eq. (1) can be transformed into a system of linear equations in the
unknown function and its derivatives. Solving approximately the resulting system, the mth-order approximation of the
desired solution can be obtained, which is exact for a polynomial of degree less than or equal tom. Finally, several examples
are given to illustrate the effectiveness of the present method.
2. Basic definitions
In this section, we present some basic definitions and important properties of fractional calculus.
Definition 1. Dq (q > 0 real) denotes the fractional differential operator of order q in the sense of Riemann–Liouville,
defined by [1]
Dqy(t) =

1
Γ (n− q)
dn
dtn
∫ t
0
y(x)
(t − x)q−n+1 dx, 0 ≤ n− 1 < q < n,
dny(t)
dtn
, q = n,
(3)
where n ∈ N , Γ (∗) denotes the Gamma function. Obviously, when q = n, the fractional differential reduces to the ordinary
nth derivative of y(t)with respect to t.
Definition 2. Iq denotes the fractional integral operator of order q in the sense of Riemann–Liouville, defined by [1]
D−qy(t) = Iqy(t) =

1
Γ (q)
∫ t
0
y(x)
(t − x)1−q dx, q > 0,
y(t), q = 0.
(4)
Some basic properties of the fractional operator are listed below [1]: for f ∈ Cα, α ≥ −1, µ ≥ 1, η ≥ 0, β > −1 :
1. Iµ ∈ C0,
2. IηIδ f (x) = Iδ Iηf (x),
3. Iδ Iηf (x) = Iδ+ηf (x),
4. DδDηf (x) = Dδ+ηf (x),
5. Dδ Iδ f (x) = f (x),
6. IδDδ f (x) = f (x)−∑m−1k=0 tkk! f (k)(0+), m− 1 < δ < m, m ∈ N.
Furthermore
Iδxβ = Γ (β + 1)
Γ (δ + β + 1)x
δ+β .
3. Fredholm integro-differential equations with fractional derivative
Without loss of generality, our study focuses on a class of Fredholm integro-differential equations with fractional
derivative of the type
Dαy(t) = p(t)y(t)+ f (t)+ λ
∫ 1
0
K(t, x)y(x)dx, t ∈ I = [0, 1], (5)
subjected to the initial conditions
y(k)(0) = ck, k = 0, 1, . . . , n− 1, n− 1 < α ≤ n, n ∈ N, (6)
where ck, λ are appropriate constants, f (t), p(t), K(t, x) are given functions satisfying certain conditions such that Eq. (5)
has a unique solution, and y(t) is an unknown function to be determined.
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To obtain the solution to Eq. (5), we integrate both sides of Eq. (5) with respect to t for n times. With the aid of the
properties, we can get the equation as the following form
In−αy(t) = In(p(t)y(t))+ Inf (t)+ λIn
∫ 1
0
K(t, x)y(x)dx

, (7)
further∫ t
0
(t − x)n−α−1
Γ (n− α) y(x)dx =
∫ t
0
(t − x)n−1p(x)
(n− 1)! y(x)dx+
∫ t
0
(t − x)n−1f (x)
(n− 1)! dx
+ λ
(n− 1)!
∫ 1
0
y(x)
∫ t
0
K(s, x)(x− s)n−1dsdx+ Qn(t). (8)
Next, we assume that the desired solution y(x) ism+1 times continually differentiable on the interval I , i.e., y ∈ Cm+1 [I].
Consequently, for y ∈ Cm+1, y (x) can be represented in terms of themth-order Taylor expansion as
y(x) = y(t)+ y′(t)(x− t)+ · · · + y(m)(t) (x− t)
m
m! + y
(m+1)(ξ)
(x− t)m+1
(m+ 1)! , (9)
where ξ is between x and t . It is readily shown that the Lagrange remainder y(m+1)(ξ)(x − t)m+1/(m + 1)! is sufficiently
small for a large enough m provided that y(m+1)(x) is a uniformly bounded function for any m on the interval I . Due to this
fact, in what follows we will neglect the remainder and the truncated Taylor expansions y(x) as
y(x) ≈
m−
j=0
y(j)(t)
(x− t)j
j! . (10)
It is worth noting that the Lagrange remainder vanishes for a polynomial of degree equal to or less than m, implying that
the abovemth-order Taylor expansion is exact.
Substituting the approximate expression (10) for y(x) into Eq. (8), one can get
m−
j=0
∫ t
0
(t − x)n−α−1
Γ (n− α) y
(j)(t)
(x− t)j
j! dx =
m−
j=0
∫ t
0
(t − x)n−1p(x)
(n− 1)! y
(j)(t)
(x− t)j
j! dx
+
∫ t
0
(t − x)n−1f (x)
(n− 1)! dx+
m−
j=0
λ
(n− 1)!
∫ 1
0
y(j)(t)
(x− t)j
j!
∫ t
0
K(s, x)(x− s)n−1dsdx+ Qn(t), (11)
or further
k00(t)y(t)+ k01(t)y′(t)+ · · · + k0m(t)y(m)(t) = f(n)(t), (12)
where
k0j(t) = (−1)
jxn+j−α
(n+ j− α)Γ (n− α)j! −
λ
(n− 1)!j!
∫ 1
0
(x− t)j
∫ t
0
K(s, x)(x− s)n−1dsdx
− (−1)
j
(n− 1)!j!
∫ t
0
p(x)(t − x)n+j−1dx, j = 0, 1, . . . ,m, (13)
f(n)(t) = 1
(n− 1)!
∫ t
0
(t − x)n−1f (x)dx+ Qn(t). (14)
Thus Eq. (8) becomes an mth-order, linear, ordinary differential equation with variable coefficients for y(t) and its
derivations up to m. Instead of solving analytically ordinary differential equation, we will determine y(t), . . . , y(m)(t) by
solving linear equations. To this end, other m independent linear equations for y(t), . . . , y(m)(t) are needed. This can be
achieved by integrating both sides of Eq. (8) with respect to t from 0 to s and changing the order of the integrations.
Accordingly, one can get that∫ t
0
(t − x)n−α
Γ (n+ 1− α)y(x)dx =
∫ t
0
(t − x)np(x)
n! y(x)dx+
∫ t
0
(t − x)nf (x)
n! + Qn(x)dx
+ λ
n!
∫ 1
0
y(x)
∫ t
0
K(s, x)(x− s)ndsdx, (15)
where we have replaced variable s with t , for convenience. Applying the Taylor expansion again and substituting (10) for
y(x) into Eq. (15) gives
k10(t)y(t)+ k11(t)y′(t)+ · · · + k1m(t)y(m)(t) = f(n+1)(t), (16)
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where
k1j(t) = (−1)
jxn+j+1−α
(n+ j+ 1− α)Γ (n+ 1− α)j! −
λ
n!j!
∫ 1
0
(x− t)j
∫ t
0
K(s, x)(x− s)ndsdx
− (−1)
j
n!j!
∫ t
0
p(x)(t − x)n+jdx, j = 0, 1, . . . ,m, (17)
f(n+1)(t) =
∫ t
0
(t − x)nf (x)
n! + Qn(x)dx. (18)
Now we have arrived at another linear equation for y(j)(t), (j = 0, . . . ,m) with y(0)(t) = y(t). By repeating the above
integration process for i (i ∈ N+, 1 < i ≤ m) times, one can arrive at
ki0(t)y(t)+ ki1(t)y′(t)+ · · · + kim(t)y(m)(t) = f(n+i)(t), i ≤ m, (19)
where
kij(t) = (−1)
jxn+j+i−α
(n+ j+ i− α)Γ (n+ i− α)j! −
(−1)j
(n+ i− 1)!j!
∫ t
0
p(x)(t − x)n+j+i−1dx
− λ
(n+ i− 1)!j!
∫ 1
0
(x− t)j
∫ t
0
K(s, t)(x− s)n+i−1dsdx, (20)
f(r)(t) =
∫ t
0
f(r−1)(x)dx, r > n+ 1, r ∈ N+. (21)
Therefore, Eqs. (12), (16) and (19) form a system ofm+1 linear equations form+1 unknown functions y(t), . . . , y(m)(t).
For simplicity, this system can be rewritten in an alternative compact form as
Kmm(t)Ym(t)= Fm(t), (22)
where Kmm(t) is an (m + 1) × (m + 1) square matrix function in t , Ym(t) and Fm(t) are two vectors of length m + 1, and
these are defined as
Kmm(t) =

k00(t) k01(t) . . . k0m(t)
k10(t) k11(t) . . . k1m(t)
...
...
. . .
...
km0(t) km1(t) . . . kmm(t)
 , (23)
Ym(t) =

y(t)
y′(t)
...
y(m)(t)
 , Fm(t) =

f(n)(t)
f(n+1)(t)
...
f(n+m)(t)
 . (24)
If only y(t) is of concern, it can be solved easily with the aid of the well-known Cramer’s rule. Hence we can easily obtain
themth-order approximate solution as
y(t) = detMmm(t)
detKmm(t)
, (25)
where
Mmm(t) =

f(n)(t) k01(t) . . . k0m(t)
f(n+1)(t) k11(t) . . . k1m(t)
...
...
. . .
...
f(n+m)(t) km1(t) . . . kmm(t)
 . (26)
Remark 1. The above method is readily extended to solve the following integro-differential equation
N−
i=0
Pi(t)Dαiy(t) = f (t)+
M−
i=0
λi
∫ 1
0
Ki(x, t)y(i)(x)dx. (27)
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4. Volterra integro-differential equations with fractional derivative
In this section, we consider a class of Volterra integro-differential equations with fractional derivative of the form
Dαy(t) = p(t)y(t)+ f (t)+ λ
∫ t
0
K(t, x)y(x)dx, (28)
subjected to the initial conditions
y(k)(0) = ck, k = 0, 1, . . . , n− 1, n− 1 < α ≤ n, n ∈ N. (29)
First, we integrate both sides of Eq. (28)with respect to t for n times.With the aid of the property, we can get the equation
as the following form∫ t
0
(t − x)n−α−1
Γ (n− α) y(x)dx =
∫ t
0
(t − x)n−1p(x)
(n− 1)! y(x)dx+
∫ t
0
(t − x)n−1f (x)
(n− 1)! dx
+ λ
(n− 1)!
∫ t
0
y(x)
∫ t
x
K(s, x)(x− s)n−1dsdx+ Qn(t). (30)
Substituting (10) for y(x) into Eq. (30), one can get
a00(t)y(t)+ a01(t)y′(t)+ · · · + a0m(t)y(m)(t) = f(n)(t), (31)
where
a0j(t) = (−1)
jxn+j−α
(n+ j− α)Γ (n− α)j! −
λ
(n− 1)!j!
∫ t
0
(x− t)j
∫ t
x
K(s, x)(x− s)n−1dsdx
− (−1)
j
(n− 1)!j!
∫ t
0
p(x)(t − x)n+j−1dx, j = 0, 1, . . . ,m. (32)
Using a procedure analogous to the previous section, we can obtain other m linear equations for y(t), y′(t), y′′(t), . . . ,
y(m)(t) as follows:
ai0(t)y(t)+ ai1(t)y′(t)+ · · · + aim(t)y(m)(t) = f(n+i)(t), i ≤ m, (33)
where
aij(t) = (−1)
jxn+j+i−α
(n+ j+ i− α)Γ (n+ i− α)j! −
(−1)j
(n+ i− 1)!j!
∫ t
0
p(x)(t − x)n+j+i−1dx
− λ
(n+ i− 1)!j!
∫ t
0
(x− t)j
∫ t
x
K(s, t)(x− s)n+i−1dsdx. (34)
Obviously, Eqs. (31) and (33) constitute a system of m + 1 linear equations for m + 1 unknown functions of
y(t), y′(t), y′′(t), . . . , y(m)(t), which can be rewritten in an alternative compact form as
Amm(t)Ym(t)= Fm(t), (35)
where Amm(t) is an (m + 1) × (m + 1) square matrix function in t , Ym(t) and Fm(t) are two vectors of length m + 1, and
these are defined as
Amm(t) =

a00(t) a01(t) . . . a0m(t)
a10(t) a11(t) . . . a1m(t)
...
...
. . .
...
am0(t) am1(t) . . . amm(t)
 , (36)
Ym(t) =

y(t)
y′(t)
...
y(m)(t)
 , Fm(t) =

f(n)(t)
f(n+1)(t)
...
f(n+m)(t)
 . (37)
Using Cramer’s formula, we can easily obtain y(t). Hence we can easily obtain themth-order approximate solution as
y(t) = detMmm(t)
detAmm(t)
, (38)
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Table 1
Absolute errors of Example 1.
t m = 3 m = 6
0.2 0.0002 0.0001
0.4 0.0012 0.0000
0.6 0.0033 0.0000
0.8 0.0067 0.0001
1 0.0117 0.0003
where
Mmm(t) =

f(n)(t) a01(t) . . . a0m(t)
f(n+1)(t) a11(t) . . . a1m(t)
...
...
. . .
...
f(n+m)(t) am1(t) . . . amm(t)
 . (39)
Remark 2. The above method is readily extended to solve the following integro-differential equation
N−
i=0
Pi(t)Dαiy(t) = f (t)+
M−
i=0
λi
∫ t
0
Ki(x, t)y(i)(x)dx. (40)
5. Numerical examples
In order to illustrate the effectiveness of themethod proposed in this paper, several numerical examples are carried out in
this section. In the following computations, for convenience, absolute errors betweenmth-order approximate values ym(t)
and the corresponding exact values y(t) as |ym(t)−y(t)| are determined. In fact, higher-order approximations are also easily
obtained. Moreover, the corresponding results are more accurate.
Example 1. We first consider a fractional differential equation
D1.5y(t) = 12t − 6t0.5, (41)
subjected to
y(0) = 0, y′(0) = 0, (42)
and the exact solution is y(t) = 12Γ (2)t2.5/Γ (3.5) − 6Γ (1.5)t2/Γ (3). In the following, using the present method, the
third-order and sixth-order approximations and the exact solution at equidistant mesh points in [0, 1] are computed. The
corresponding numerical results are listed in Table 1. Clearly, the accuracy is very satisfactory. Moreover, higher accuracy
can be achieved by taking higher-order approximations.
Example 2. Next we discuss the Bagley–Torvik equation
[D2 + D3/2 + D0]y(t) = t2 + 2+ 4t0.5/1.7725, (43)
with the conditions
y(0) = 0, y′(0) = 0. (44)
The exact solution is y(t) = t2. The comparison of the solution given abovewith the exact solution of the problem is given in
Table 2. From Table 2, the accuracy is very satisfactory and the third-order approximation reduces to the exact solution. This
is what we expected, since themth-order approximation reduces to the exact solution if the exact solution is a polynomial
of degree less than or equal tom.
Example 3. Now we consider the Fredholm integro-differential equation with a parameter
λy′ +
∫ 1
0
cos(π tx)y(x)dx = f (t), (45)
under the constraint
y(0) = 1. (46)
In the above equation, λ is taken as 1 or 0.01, and f (t) is chosen such that the exact solution is y(t) = 1 + t2. In the
following, we employ the approach described in this paper to determine the first- and second-order approximations. The
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Table 2
Absolute errors of Example 2.
t m = 3 Exact solution
0.1 0 0.0100
0.2 0 0.0400
0.3 0 0.0900
0.4 0 0.1600
0.5 0 0.2500
0.6 0 0.3600
0.7 0 0.4900
0.8 0 0.6400
0.9 0 0.8100
1.0 0 1.0000
Table 3
Absolute errors of Example 3.
x λ = 1,m = 1 λ = 0.01,m = 1 m = 2
0.1 0.0162 0.0510 0
0.2 0.0228 0.1502 0
0.3 0.0236 0.0473 0
0.4 0.0227 0.0627 0
0.5 0.0251 0.0808 0
0.6 0.0361 0.0714 0
0.7 0.0610 0.0388 0
0.8 0.1033 0.0169 0
0.9 0.1641 0.0969 0
1.0 0.2415 0.2025 0
Table 4
Absolute errors of Example 4.
t m = 1 m = 2 m = 3
0.2 0.0007 0.0001 0
0.4 0.0013 0.0006 0
0.6 0.0172 0.0022 0
0.8 0.0378 0.0059 0
1 0.0629 0.0135 0
absolute errors between the exact solution and its approximations are tabulated in Table 3. From Table 3, one can find that
the accuracy of the first approximation is not quite good, particularly at t = 1, the second-order approximation, however,
reduces to the exact solution. This is easily understood since the exact solution is a polynomial of degree 2; so based on the
present analysis, the second-order approximation gives the exact solution. This is independent of the magnitude of λ.
Example 4. Finally, we consider an integro-differential equation with fractional derivative
D0.75g(t)+ 1
5
t2etg(t)−
∫ t
0
etsg(s)ds = 6t
2.25
Γ (3.25)
, (47)
subjected to
g(0) = 0, (48)
and the exact solution is g(t) = t3. According to the present method, we evaluate the numerical results whenm = 1, 2, 3.
As compared with the exact solution, the corresponding absolute errors are listed in Table 4. Clearly, the accuracy is very
satisfactory. Moreover, higher accuracy can be achieved by taking higher-order approximations.
6. Conclusions
This paper presents a simple and effective approach to solve a wide class of linear integro-differential equations
with fractional derivative, in particular for Fredholm and Volterra integro-differential equations. By the use of Taylor
expansion of the unknown function at an arbitrary point, the integro-differential equations under appropriate conditions
are approximately converted to a system of linear equations for the unknown function together with its derivatives. The
desired approximate solution can be determined by solving the resulting systemof linear equations, which can be effectively
computed using symbolic computing codes on any personal computer. Illustrative examples show that thismethod has high
accuracy and is easily implemented. Moreover, the derived mth-order approximation is exact for a polynomial of degree
equal to or less thanm.
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