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Abstract
Numerical schemes for advection-diusion problems are often used with non-uniform
grids. Non-uniform grids are known to greatly complicate the convergence analysis and
their use therefore is much less straightforward than for uniform grids. For example,
it is possible that a scheme which is inconsistent at the level of the local truncation
error truly converges with order two. The purpose of this paper is to contribute to
the theory of spatial discretizations on non-uniform grids. We shall present spatial
convergence results for a number of vertex and cell centered schemes for the linear 1D
time-dependent advection-diusion problem. The focus hereby lies on the discrepancy
between local and global order.
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1 Introduction
To resolve strongly varying solutions, advection-diusion schemes are often used with non-
uniform grids. In particular for multi-dimensional problems this may lead to signicantly
fewer grid points than with uniform grids. On the other hand, non-uniform grids are known
to greatly complicate the convergence analysis and their use therefore is much less straight-
forward than for uniform grids. For example, a scheme that is inconsistent at the level
of the local truncation error still may be convergent. The purpose of this paper is to con-
tribute to the theory of spatial discretizations on non-uniform grids. We shall present spatial
convergence results for a number of vertex and cell centered schemes for the linear 1D time-
dependent advection-diusion problem. The focus hereby lies on the discrepancy between
local and global order. This discrepancy is known in the numerical PDE literature. How-
ever, an essential part of our error analysis is new and based on simple criteria, and therefore
believed to further improve insight in the use of non-uniform grids for advection-diusion
problems.
The discrepancy between local and global order observed on non-uniform grids already
becomes clear with linear, one-dimensional problems, see e.g. Samarskij [8], Manteuel &
1
White [5] and Weiser &Wheeler [12]. In this paper we consider the scalar advection-diusion
problem in conservation form,
u
t
+ (a(x; t)u)
x
= (d(x; t)u
x
)
x
+ s(x; t) : (1.1)
We restrict ourselves to this linear model problem for the sake of analysis and in the actual
convergence proofs we will even take a and d constant. The schemes we consider are semi-
discrete nite dierence or nite volume schemes as derived in the method of lines approach.
We consider both vertex and cell centered schemes. Let 

j
= [x
j 
1
2
; x
j+
1
2
] be a grid cell of
width h
j
associated to a grid point x
j
. The semi-discrete schemes then t in the general
conservation form
w
0
j
(t) =
1
h
j

f
j 
1
2
(t; w(t))   f
j+
1
2
(t; w(t))

+ g
j
(t) (1.2)
with linear uxes f
j+
1
2
dened at the cell vertices x
j+
1
2
. The approximations w
j
(t) can be
interpreted as semi-discrete approximations to the cell average values
u(x
j
; t) =
1
h
j
Z


j
u(s; t) ds
or to the point values u(x
j
; t). The dierence between cell centered and vertex centered
discretizations lies in the location of the cell vertices with respect to the grid points x
j
. The
source term can be taken averaged over 

j
or pointwise. These schemes are standard and
they do have a wider applicability, e.g. to cater for nonlinear terms.
In our convergence analysis we focus on the discrepancy between local and global spatial
orders. For this purpose we rst present, in Section 2, a general convergence theorem for
semi-discrete approximations through which this discrepancy can be claried. We note that
the scope of applicability of this theorem goes beyond non-uniform grids. The theorem is
also useful to deal with boundary discretizations of lower order than discretizations used in
the interior. However, here we focus entirely on the non-uniform grid issue. The theorem
will be applied to a central vertex centered scheme in Section 3 and to a central cell centered
scheme in Section 4. In both sections also some alternatives are discussed, including upwind
schemes. The theoretical ndings will be illustrated numerically in Section 5 and the paper
is concluded with a brief practical summary in Section 6.
2 A general convergence theorem
Consider a linear PDE problem like (1.1) with a suciently dierentiable solution u(x; t) for
t  0 and x 2 
 with 
 a bounded closed interval in R. Without loss of generality we may
take 
 = [0; 1]. The problem can have periodic boundary conditions or given conditions
at x = 0; 1 and is subjected to an initial condition at t = 0. Spatial discretization on any
grid 

h
, with h representing a suitable measure of the grid, is supposed to yield a semi-
discrete nite-volume or nite-dierence scheme taking the form of a linear ODE initial
value problem in R
m
,
w
0
(t) = A(t)w(t) + g(t) ; (2.1)
with w(0) given. The matrix A(t) contains negative powers of grid sizes and w(t) is a
continuous time grid function on 

h
with components w
j
(t); j = 1; : : : ;m, which can be
2
interpreted as approximating u(x
j
; t) or u(x
j
; t). In our analysis we shall mainly work
with the point values, but this is not essential for the analysis. Note that boundary values
are supposed to be included in (2.1). Obviously, when written in system form the linear
conservation scheme (1.2) ts in class (2.1).
The spatial (global) discretization error is dened by "(t) = u
h
(t)   w(t) where u
h
(t)
is the restriction of the exact PDE solution to 

h
. The spatial (local) truncation error is
dened by

h
(t) = u
0
h
(t) 
 
A(t)u
h
(t) + g(t)

;
being the residual left by substituting the PDE solution in (2.1). Let kk denote the norm in
R
m
used in the convergence analysis. We will consider the convergence problem on a xed
time interval [0; T ] and, as common, call the scheme (2.1) consistent of order q if, for h! 0,
k
h
(t)k = O(h
q
) uniformly for 0  t  T ;
and convergent of order p if, for h! 0,
k"(t)k = O(h
p
) uniformly for 0  t  T :
Of course, the exact PDE solution is assumed to be suciently dierentiable and the order
constants involved independent of h and of modest size. On uniform grids, and neglecting
boundary conditions, the standard case is p = q. With non-uniform grids we can have p > q
and even q = 0 and yet convergence.
The solution of the semi-discrete system (2.1) is given by the variation of constants
formula
w(t) = V (t)w(0) +
Z
t
0
V (t)V (s)
 1
g(s) ds ;
where V (t) 2 R
mm
is the fundamental matrix solution of the homogeneous problem V
0
(t) =
A(t)V (t), V (0) = I . The semi-discrete scheme (2.1) is called stable if on all grids 

h
we
have
kV (t)V (s)
 1
k  K for 0  s  t  T
in the induced matrix norm, with constant K  1 independent of h. Note that for constant
matrix A we have V (t) = exp(tA). Transparent sucient conditions for stability based
on logarithmic matrix norms can be found for instance in [1, 2]. With stability at hand,
convergence can be concluded from consistency. By subtracting w(t) from u
h
(t) we get the
global error equation "
0
(t) = A(t)"(t)+
h
(t) and through the variation of constants formula
we obtain
k"(t)k  K k"(0)k+Kt max
0st
k
h
(s)k : (2.2)
Thus, assuming stability and consistency of order q, convergence of order p = q follows.
However, this standard way of reasoning is often inadequate since the local truncation error
estimates may be too pessimistic. The following more rened result serves to remedy this.
Theorem 2.1 Suppose the scheme is stable and the truncation error can be decomposed as

h
(t) = A(t)(t) + (t) with k(t)k; k
0
(t)k; k(t)k  Ch
r
; (2.3)
for 0  t  T . We then have convergence of order p = r with the error bound
k"(t)k  Kk"(0)k+
 
1 +K +Kt

Ch
r
; 0  t  T :
3
Proof. The global error "(t) satises
"
0
(t) = A(t)"(t) + 
h
(t) = A(t)
 
"(t) + (t)

+ (t) :
Hence ~"(t) = "(t) + (t) satises
~"
0
(t) = A(t)~"(t) + 
0
(t) + (t) ; ~"(0) = "(0) + (0) :
We can now proceed in the same way as above to obtain
k"(t)k  k(t)k+K k"(0) + (0)k+Kt max
0st
k
0
(s) + (s)k :
The stated result follows immediately from this error bound. 2
The simple but crucial idea here is the decomposition (2.3) of the local truncation error.
Since A(t) will contain negative powers of the grid sizes, we can have r > q. Together with
the stability assumption, the local error decomposition enables us to conclude convergence
with order r rather than with the consistency order q. Such behaviour was called supra-
convergence in [4]. To exploit this theorem for actual non-uniform grid discretizations, we
thus have rst to verify stability and second to nd decompositions (2.3) with r > q. In this
paper most of the attention will be given to the second part.
3 Vertex centered schemes
Consider a non-uniform grid dened by unequally spaced grid points fx
j
g. For the moment
boundaries of the domain are not taken along in our considerations. For a conservative
discretization we need to prescribe the location of cell boundaries, or vertices, for ux com-
putations. Here we consider the vertex centered grid where the cell vertices x
j+
1
2
are centered
between the grid points x
j
and x
j+1
, thus giving
x
j+
1
2
=
1
2
(x
j
+ x
j+1
) ; h
j
=
1
2
(x
j+1
  x
j 1
) : (3.1)
Let for convenience of notation h
 
= x
j
 x
j 1
, h
+
= x
j+1
  x
j
when a specied grid point
x
j
is considered.

x
j 2
j

x
j 1
j

x
j
j

x
j+1
j

x
j+2
h
 
 -
h
+
 -
For the variable coecient advection-diusion problem (1.1) the most simple central ux
form on the vertex centered non-uniform grid is
f
j+
1
2
(t; w) = a
j+
1
2
w
j
+ w
j+1
2
+ d
j+
1
2
w
j
  w
j+1
h
+
; (3.2)
where a
j+1=2
, d
j+1=2
are exact or approximate values at time t at the cell boundary x
j+1=2
,
for example linear averages. For uniform grids this ux gives the standard 2-nd order central
4
discretization. With the ux (3.2) and denoting w
j
= w
j
(t), the central non-uniform vertex
centered discretization thus becomes
w
0
j
=
1
2h
j

a
j 
1
2
w
j 1
+
 
a
j 
1
2
  a
j+
1
2

w
j
  a
j+
1
2
w
j+1

+
1
h
j

d
j 
1
2
h
 
w
j 1
 

d
j 
1
2
h
 
+
d
j+
1
2
h
+

w
j
+
d
j+
1
2
h
+
w
j+1

+ g
j
:
(3.3)
Upwinding can be introduced by an articial increase of the diusion coecients to
~
d
j
1
2
= d
j
1
2
+
1
2


h

a
j
1
2
;
where the 1-st order upwind scheme corresponds to the choice 

= sign(a
j1=2
). Interme-
diate values j

j < 1 can be chosen such that the upwinding becomes exponentially tted as
in the well-known Il'in scheme [6, 7]. Here we focus mainly on the central scheme assuming
that the grid has been properly placed to avoid oscillations, which could be controlled for
instance through the cell Peclet numbers.
3.1 Consistency, stability and convergence properties
The theoretical complications that are introduced by non-uniform grids are best illustrated
by the central scheme (3.3) with constant coecients. Unless indicated otherwise, it is
assumed in the following that a and d are constant.
3.1.1 Consistency
Using Taylor expansions we obtain for the spatial truncation error 
h
(t) =
 

h;j
(t)

,

h;j
(t) =
a
2

h
+
 h
 

u
xx
(x
j
; t) +
a
6

h
2
+
  h
+
h
 
+ h
2
 

u
xxx
(x
j
; t)
 
d
3

h
+
 h
 

u
xxx
(x
j
; t) 
d
12

h
2
+
  h
+
h
 
+ h
2
 

u
xxxx
(x
j
; t) +    :
(3.4)
The leading error terms are proportional to h
+
  h
 
both for the advection and diusion
contributions. Hence for arbitrary grid spacings we have only a rst order truncation error
for h
 
; h
+
! 0. If we assume the grid to be smooth in the sense that h
+
 h
 
= O(h
2
) where
h denotes a maximal mesh width, the usual second order behaviour in h is recovered. For
example, if the grid is based on a smooth transformation x = x() with a uniform grid for
the underlying variable , we get such a smooth grid and then (3.4) can be further expanded
to reveal second order consistency. Omitting arguments we then can write

h
= a

h
2
 
1
2
x

u
xx
+
1
6
x
2

u
xxx

  d

h
2
 
1
3
x

u
xxx
+
1
12
x
2

u
xxxx

+O(

h
4
) (3.5)
where

h is now the uniform mesh width used for .
3.1.2 Stability
We next examine the stability properties of (3.3), with a; d constant, on the spatial interval
[0; 1] with Dirichlet boundary conditions at x
0
= 0, x
m+1
= 1. Since stability is concerned
5
with dierences between solutions, we can consider for our linear problem homogeneous
boundary conditions and source term s = 0. Then (3.3) can be written in the following
linear system form in R
m
,
w
0
(t) = Aw(t) ; A = H
 1
 
B
1
+B
2

; (3.6)
where H = diag (h
j
) and B
1
; B
2
are the contributions of advection and diusion. The ma-
trices B
1
and B
2
are easily seen to be skew-symmetric and symmetric non-positive denite,
respectively. The discrete L
2
inner product and corresponding norm on the non-uniform
grid are dened in a natural way by
hu; vi =
m
X
j=1
h
j
u
j
v
j
= u
T
Hv ; kvk
2
= hv; vi :
With this inner product we nd
1
2
d
dt
kw(t)k
2
= hw(t) ; w
0
(t)i = hw(t) ; H
 1
 
B
1
+B
2

w(t)i
= w(t)
T
 
B
1
+B
2

w(t) = w(t)
T
B
2
w(t)  0 :
It follows that kw(t)k is non-increasing in t and thus we have stability in the L
2
-norm.
We note that this L
2
-stability result can be easily extended to variable coecients pro-
vided a(x) is smooth in x. Then the diagonal contributions of the advective terms in (3.3)
are O(1) uniformly in h, and stability with moderate growth can be proven by considering
the diagonal as a perturbation on the skew-symmetric case. Variable diusion coecients
can be dealt with without change. With Neumann boundary conditions a similar result can
be obtained by considering an inner product that is slightly modied at the boundaries. In
the maximum norm we can establish stability if the cell Peclet numbers

j+
1
2
= a
j+
1
2
(x
j+1
  x
j
)=d
j+
1
2
are at most 2 in modulus. Also this follows easily by considering the logarithmic maximum
norm of the matrix A, see [1, 2] for instance. For advection dominated problems such
a restriction on the cell Peclet numbers is impractical to impose over the whole spatial
domain, but by local adaptation of the mesh we can impose this in those regions where the
variation of the solutions is large and where maximum norm stability will matter most.
3.1.3 Convergence
Having stability and an estimate for k
h
(t)k, a global error bound for k"(t)k can be obtained
by the standard inequality (2.2). If the grid is smooth, 2-nd order convergence will then hold
similar as for the uniform grid. However, the truncation error suggests that on arbitrary
grids only 1-st order convergence will hold. This is too pessimistic, as will be shown next.
Earlier results of this type for stationary advection-diusion problems are e.g. found in [5, 8].
The approach here is simpler.
As above we consider the spatial interval [0; 1] with Dirichlet conditions at the boundaries
x
0
= 0 and x
m+1
= 1 and denote

j
= x
j
  x
j 1
; j = 1; : : : ;m+1 :
6
To derive correct global estimates with 2-nd order convergence Theorem 2.1 is applied. The
essential point then is to nd a vector  2 R
m
such that
A =  ; kk = O(h
2
) ;
where h is the maximal grid size and  2 R
m
is the leading term of the truncation error

h
(t) for t xed. From (3.4) we have

j
=
 

j+1
  
j

v(x
j
) ; v(x
j
) =
1
2
au
xx
(x
j
; t) 
1
3
du
xxx
(x
j
; t) :
Note that the higher order terms of the truncation error are incorporated in the function 
of Theorem 2.1. These will give an O(h
2
) contribution to the global error.
First consider the pure diusion case, a = 0, and set for convenience d = 1.
1)
Then
A =  reads
1

j
 

j 1
  
j

 
1

j+1
 

j
  
j+1

= h
j

j
; j = 1; : : : ;m ; (3.7)
with 
0
= 
m+1
= 0. Dene
p
j
=
j 1
X
k=1
h
k

k
; q
j
=
j
X
k=1

k
p
k
; j = 0; 1; : : : ;m+1 ; (3.8)
where empty sums are taken equal to zero. Then it can be veried directly that the solution
of the recursion (3.7) with 
0
= 
m+1
= 0 is given by

j
= q
j
  x
j
q
m+1
; j = 0; 1; : : : ;m+1 : (3.9)
Now we can estimate jp
j
j and then use jq
j
j  max
k
jp
k
j. We have
p
j
=
j 1
X
k=1
h
k
(
k+1
  
k
)v(x
k
) =
j 1
X
k=1
1
2
(
2
k+1
  
2
k
)v(x
k
)
=
1
2

2
j
v(x
j 1
)  
1
2
j 1
X
k=2

2
k
 
v(x
k
)  v(x
k 1
)

 
1
2

2
1
v(x
1
) :
Thus we obtain jp
j
j; jq
j
j 
1
2
Ch
2
for all j, with a constant C > 0 determined by bounds on
jvj; jv
x
j,
2)
and from (3.9) it follows that j
j
j  Ch
2
for j = 1; : : : ;m. Hence kk  Ch
2
in
any L
p
-norm establishing the 2-nd order convergence.
With advection terms the proof becomes somewhat more technical. Then the relation
A =  reads
1

j
 
d+
1
2
a
j
 

j 1
  
j

 
1

j+1
 
d 
1
2
a
j+1
 

j
  
j+1

= h
j

j
(3.10)
for j = 1; : : : ;m and 
0
= 
m+1
= 0. Dene
c
j
=
j
Y
k=1

d 
1
2
a
k
d+
1
2
a
k

; c
j+
1
2
=
 
d 
1
2
a
j+1

c
j
: (3.11)
1)
Taking d = 1 is without loss of generality, since d multiplies A as well as  if a = 0.
2)
More precisely, we can set C = max
1jm


2
j
max(j2v(x
j
)j; jv
x
(x
j
)j)

with 
j
= h
 1

j
.
7
Then (3.10) can be written as
c
j 
1
2

j
 

j 1
  
j

 
c
j+
1
2

j+1
 

j
  
j+1

= c
j
h
j

j
:
This is of the same form as (3.7) only with
~

j
= 
j
=c
j 
1
2
and
~
h
j
= h
j
c
j
replacing 
j
; h
j
.
Dening likewise
~p
j
=
j 1
X
k=1
~
h
k
r
k
; ~q
j
=
j
X
k=1
~

k
~p
k
;
we obtain

j
= ~q
j
  ~x
j
~q
m+1
; ~x
j
=
j
X
k=1
~

k
=
m+1
X
k=1
~

k
:
For xed a 2 R, d > 0 we have c
j
= e
 ax
j
=d
+O(h
2
) and we can estimate the terms j
j
j in
a similar way as for the pure diusion case, to arrive at a bound j
j
j  Ch
2
for all j.
The above proof breaks down if we allow jaj=d ! 1, say d ! 0 with a xed, since
then fc
j
g will no longer be a smooth grid sequence. Moreover, then also boundedness
assumptions on derivatives of u are no longer justied since a steep layer should be expected
at the outow boundary. For this limit case dierent types of error bounds are required.
Some numerical results and remarks relevant to this case will be presented in Section 5.2.
Remark 3.1 For the pure advection problem u
t
+ au
x
= 0, a > 0 on 
 = [0;1) with
u(0; t) given,
3)
the central scheme (3.3) may be convergent with order one rather than with
order two if the grid is non-smooth. To see why there is no favourable propagation of the
truncation error, in contrast to the advection-diusion case, consider once more the relation
A =  with leading truncation error terms 
j
=
1
2
a(
j+1
  
j
)u
xx
(x
j
; t). Then we get

j 1
  
j+1
=
 

2
j+1
  
2
j

v(x
j
) ; v(x
j
) =
1
2
u
xx
(x
j
; t) ;
for j  1 with 
0
= 0, see (3.10). Here 
1
is free to choose, reecting singularity of A, and
we can take for instance 
1
= 0. It follows that

j
= (
2
1
  
2
2
)v(x
1
) + (
2
3
  
2
4
)v(x
3
) +   + (
2
j 1
  
2
j
)v(x
j 1
)
if j is even, and a similar expression is found for j odd. If the grid is unfavourable there
will be no error cancellation. For example, consider a theoretical sequence with 
2k 1
= h,

2k
=
1
2
h. Then, for j even,

j
=
3
4
h
2
 
v(x
1
) + v(x
3
) +   + v(x
j 1
)

= O(h) for x
j
xed, h! 0 :
Of course, this choice of grid is only of theoretical interest, but it does show that for 2-nd
order convergence with the central scheme (3.3) we either need d > 0 or some smoothness
of the grid. Numerical illustrations are given in Section 5.1. 3
3)
Here 
 is chosen unbounded to the right to avoid additional numerical boundary conditions. For a
complete convergence proof in L
1
or L
2
-norm it can then be assumed that the solution has compact support,
say u(x; t) = 0 for x  x

, 0  t  T .
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3.2 A nite dierence alternative
With three arbitrarily spaced grid points it is possible to discretize the advection equation
u
t
+ (a(x)u)
x
= 0 to obtain a nite dierence formula with a 2-nd order truncation error.
4)
An elementary calculation shows that this is achieved by the discretization
w
0
j
=
1
2h
j

h
+
h
 
a
j 1
w
j 1
 

h
+
h
 
 
h
 
h
+

a
j
w
j
 
h
 
h
+
a
j+1
w
j+1

: (3.12)
If a is constant, the spatial truncation error satises

h;j
(t) =
1
6
ah
+
h
 
u
xxx
(x
j
; t) +    = O(h
2
) :
If the grid is smooth, the truncation errors of (3.12) and the conservative advection
discretization used in (3.3) are similar. For arbitrary grid spacings scheme (3.12) seems
preferable in view of its smaller local truncation error. However, (3.12) is not conservative,
and this may lead to a wrong qualitative behaviour for problems where mass conservation
is essential. Moreover there is a question of stability. When brought in the linear system
form w
0
(t) = Aw(t), A = H
 1
B
1
, the matrix B
1
for this scheme is not skew-symmetric.
Theoretical stability results are lacking, but it was found experimentally that the scheme
is (weakly) L
2
-stable on nite time intervals [0; T ], provided the ratios between largest and
smallest mesh widths are not too large. Such grids are often called quasi-uniform. On
arbitrary grids the scheme can become unstable. For problems with spatial periodicity a
relatively wide range of grids are admissible for stability. Instabilities arise more easily for
advection-diusion equations with small diusion coecients and Dirichlet conditions at
outow boundaries. This observation was made already in [10]. A related case for a cell
centered scheme will be discussed more extensively in Section 4.1. Numerical comparisons
between (3.12) and (3.3) will be given in Section 5.
3.3 First order upwind advection
Standard upwinding is achieved by taking the advective uxes as
f
j+
1
2
(t; w) =

a
j+
1
2
w
j
if a
j+
1
2
 0 ;
a
j+
1
2
w
j+1
if a
j+
1
2
 0 :
(3.13)
If a is constant, stability for this scheme in the L
1
, L
2
and max-norm is easily established. In
fact, stability in the L
1
-norm kvk
1
=
P
j
h
j
jv
j
j can be shown to hold for arbitrary variable
a(x) by considering the logarithmic matrix norm. Convergence is again more complicated.
For constant a > 0 the truncation error is found to be

h;j
(t) =
a
2h
j
 

j
  
j+1

u
x
(x
j
; t) 
a
2h
j

2
j
u
xx
(x
j
; t) +   
and a similar expression is obtained for a < 0. Hence on non-smooth grids the local trunca-
tion error gives an inconsistency. However, here we again have a favourable propagation of
the truncation error, leading to 1-st order convergence.
4)
With 3 arbitrarily spaced grid points a 2-nd order truncation error for the diusion equation u
t
= du
xx
is impossible. Therefore we consider here only the advection equation.
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Consider, as in Remark 3.1, u
t
+ au
x
= 0 with a > 0 on the spatial domain 
 = [0;1)
with a Dirichlet condition at x = 0. Then setting A = 
h
gives

j 1
  
j
=
1
2
 

j
  
j+1

u
x
(x
j
; t) +O(h
2
) ; j  1 ; 
0
= 0 ;
which is satised for instance with

j
=
1
2

j+1
u
x
(x
j+1
; t) 
1
2

1
u
x
(x
1
; t) ;
showing 1-st order convergence by Theorem 2.1.
4 Cell centered schemes
Next consider a partitioning of the spatial domain into cells 

j
= [x
j 1=2
; x
j+1=2
] and let
the points x
j
be the cell centers. So here the grid is primarily dened by the cells, that is
by the sequence fx
j+1=2
g, and we have
x
j
=
1
2
(x
j 
1
2
+ x
j+
1
2
) ; h
j
= x
j+
1
2
  x
j 
1
2
: (4.1)
As before, we denote shortly
h
 
= x
j
  x
j 1
=
1
2
 
h
j 1
+ h
j

; h
+
= x
j+1
  x
j
=
1
2
 
h
j
+ h
j+1

when we are considering a specied grid point x
j
.

x
j 2
j

x
j 1
j

x
j
j

x
j+1
j

x
j+2
h
 
 -
h
+
 -
On this grid the standard choice for a central ux is
f
j+
1
2
(t; w) = a
j+
1
2

h
j+1
2h
+
w
j
+
h
j
2h
+
w
j+1

+ d
j+
1
2
w
j
  w
j+1
h
+
: (4.2)
Note that the expression for the diusive part has a similar form as with the vertex centered
scheme, but the location of x
j
and x
j1=2
is dierent here. The advective uxes are obtained
by linear interpolation. With this expression for the uxes the central non-uniform cell
centered advection-diusion discretization becomes
w
0
j
=
1
2h
j

a
j 
1
2
h
j
h
 
w
j 1
+

a
j 
1
2
h
j 1
h
 
 
a
j+
1
2
h
j+1
h
+

w
j
 
a
j+
1
2
h
j
h
+
w
j+1

+
1
h
j

d
j 
1
2
h
 
w
j 1
 

d
j 
1
2
h
 
+
d
j+
1
2
h
+

w
j
+
d
j+
1
2
h
+
w
j+1

+ g
j
: (4.3)
Upwinding can again be introduced by articially increasing the diusion coecients.
The advective uxes in (4.2) are obtained by linear interpolation. As an alternative these
uxes can simply be based on averaging
f
j+
1
2
(t; w) =
1
2
a
j+
1
2
(w
j
+ w
j+1
) ; (4.4)
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with diusive uxes taken as in (4.2). This leads to the same formula as in (3.3); again it is
the location of x
j
with respect to the points x
j1=2
which is dierent than with the vertex
centered scheme. As we shall see this modication with averaged uxes has more favourable
stability properties than (4.3), and for that reason it was considered in [11] for stationary
problems. However for time-dependent problems with dominating advection the accuracy
will turn out to be insucient.
4.1 Consistency, stability and convergence properties
Similar as for the vertex centered scheme, the cell centered scheme (4.3) and the modication
(4.4) will be analyzed under the assumption that a and d are constant.
4.1.1 Consistency
Insertion of the exact solution into (4.3) yields for constant coecients the truncation error

h;j
(t) =  
d
4h
j

h
j+1
  2h
j
+ h
j 1

u
xx
(x
j
; t)
 
d
6h
j

h
2
+
  h
2
 

u
xxx
(x
j
; t) +
a
8

h
j+1
  h
j 1

u
xx
(x
j
; t) +O(h
2
) ;
(4.5)
with h being the maximal mesh width. Note that for arbitrary grids, without smoothness,
the diusion discretization now even leads to 
h
= O(h
0
), that is inconsistency. For smooth
grids generated by a transformation x = x(), with underlying mesh width

h, we reobtain
2-nd order consistency comparable with (3.5),

h
= a

h
2
 
1
4
x

u
xx
+
1
6
x
2

u
xxx

  d

h
2
 
1
4
(x

)
 1
x

u
xx
 
1
6
x

u
xxx
+
1
12
x
2

u
xxxx

+ O(

h
3
) :
(4.6)
Remark 4.1 Since with this cell centered scheme the grid is primarily dened by the cells,
and not by the points x
j
, it might be argued that consistency should be regarded with
respect to cell average values u(x
j
; t) instead of point values u(x
j
; t). However, also upon
inserting these cell average values into the scheme, a similar expression for the truncation
error is obtained, again with inconsistency for the diusion term. As far as 2-nd order
convergence is concerned it makes little dierence whether point values or cell averages are
regarded. Since
u(x
j
; t) = u(x
j
; t) +
1
24
h
2
j
u
xx
(x
j
; t) +O(h
4
j
) ;
the dierence between the two is O(h
2
). 3
If we consider the scheme with averaged advective uxes (4.4) for constant a, the leading
advection contributions in the truncation error become

h;j
(t) = a

h
+
+ h
 
2h
j
  1

u
x
(x
j
; t) + a
h
2
+
  h
2
 
4h
j
u
xx
(x
j
; t)
=
a
4

h
j 1
  2h
j
+ h
j+1
h
j

u
x
(x
j
; t) + a

h
j+1
  h
j 1
8
+
h
2
j+1
  h
2
j 1
16h
j

u
xx
(x
j
; t) ;
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so here we get an inconsistency on non-smooth grids for the advection problem. The terms
due to diusion remain the same as in (4.5) of course. Therefore, the leading term in the
truncation error for the advection-diusion problem u
t
+ au
x
= du
xx
becomes

h;j
(t) =

h
j 1
  2h
j
+ h
j+1
4h
j

 
au
x
(x
j
; t)  du
xx
(x
j
; t)

+    :
This leading term vanishes for steady state problems, but otherwise we may have incon-
sistency. As we shall see later on, convergence will still be 2-nd order if d > 0, also on
non-smooth grids. However, for pure advection problems the inconsistency may prevent
convergence.
4.1.2 Stability
For the vertex centered scheme (3.3) L
2
-stability for constant coecients was easily found
to hold due to the skew-symmetry present in the advective terms. With the cell centered
scheme (4.3) this property is lost and there are diagonal contributions in the advective terms.
Therefore, L
2
-stability of this scheme can only be demonstrated easily if the grid is smooth,
in which case these diagonal contributions are O(1) uniformly in h. Extensive numerical
tests on various non-uniform grids have shown that for problems with spatial periodicity the
scheme is L
2
-stable on nite time intervals [0; T ] if the ratios between largest and smallest
mesh widths are bounded. For advection-diusion problems with outow Dirichlet condi-
tions instabilities can easily occur if the grid is not smooth. This instability can be avoided
to some extent by using upwinding in the advection discretization at the outow boundary.
These results are comparable to those of the nite dierence scheme (3.12), but it was ob-
served experimentally that the cell centered scheme (4.3) does allow for larger irregularities
in the grids.
In this respect the modication (4.4) has an advantage since then again L
2
-stability will
hold for Dirichlet conditions without restriction on a; d or the mesh. However, as mentioned
already, this modication may lead to non-convergence for time-dependent problems on
non-smooth grids, see also Remark 4.3 below.
Finally we note that similar as for the vertex centered scheme, it easily follows that (4.3)
will be stable in the max-norm if the cell Peclet numbers a
j1=2
h
j
=d
j1=2
are bounded by 2
in modulus.
Remark 4.2 The observed dierence in stability for (4.3) between the periodic case and
the Dirichlet case can be understood to some extent by an eigenvalue analysis for a constant,
say a = 1, and d = 0.
Then with spatial periodicity it follows by some calculations that the matrix A of (4.3)
can be written as
A = (I +E
T
)D
 1
(E   I)
with shift operator E(v
1
; v
2
; : : : ; v
m
)
T
= (v
m
; v
1
; : : : ; v
m 1
)
T
and D = 2diag(
1
; : : : ;
m
),

j
= x
j
  x
j 1
. For any two square matrices M;N the eigenvalues of the product MN are
the same as for NM , see [3, Thm. 1.3.20]. Therefore the eigenvalues of A are the same as
for
~
A = D
 1
(E   I) (I + E
T
) = D
 1
(E  E
T
) :
This matrix however is similar to the skew-symmetric matrix D
1=2
~
AD
 1=2
, and thus we see
that the eigenvalues of A are purely imaginary.
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With Dirichlet conditions the situation is dierent. Suppose we have homogeneous
Dirichlet conditions at x
0
= 0, x
m+1
= 1, which is justied if the advection equation is
considered as the limit for d ! 0 of u
t
+ u
x
= du
xx
. Then the matrix A of (4.3) will be
tri-diagonal with diagonal elements
a
jj
=
1
2h
j

h
j 1

j
 
h
j+1

j+1

=  
1
2
j
+
1
2
j+1
:
Hence
trace(A) =
m
X
j=1
a
jj
=  
1
2
1
+
1
2
m+1
;
and since the trace of a matrix equals the sum of its eigenvalues, it is clear that A will have
eigenvalues with (large) positive real part if 
m+1
 
1
. This is a natural grid choice for
advection-diusion with a boundary layer at the outow boundary point x = 1. To avoid
instability with (4.3), upwinding near the outow boundary will then be needed. 3
4.1.3 Convergence
As we already saw with the vertex centered schemes, the truncation error may give incorrect
information about convergence. With the cell centered schemes this is even more important
in view of the inconsistency of the diusion discretization. Here we shall demonstrate 2-nd
order convergence of (4.3) for the pure diusion case, a = 0, with scaling d = 1 and with
Dirichlet conditions at x = 0; 1. For convenience and to obtain a closer resemblance with
the results in Section 3, we assume that x
0
= 0 and x
m+1
= 1, which means that half-cells
[0;
1
2
h
0
] and [1 
1
2
h
m+1
; 1] are placed at the boundaries.
First, consider only the leading term of the truncation error,

j
=
1
h
j
 
h
j 1
  2h
j
+ h
j+1

v(x
j
) ; v(x
j
) =  
1
4
u
xx
(x
j
; t) ;
and recall that for proving 2-nd order convergence by means of Theorem 2.1, the essential
point is to nd a vector  2 R
m
such that A = , kk = O(h
2
). Setting A = , we can
follow (3.7), (3.8) and (3.9), to arrive again at

j
= q
j
  x
j
q
m+1
; q
j
=
j
X
k=1

k
p
k
; p
j
=
j 1
X
k=1
h
k

k
where 
j
= x
j
  x
j 1
. Here the estimation of j
j
j requires some care. We have
p
j
=
j 1
X
k=1
 
h
k 1
  2h
k
+ h
k+1

v(x
k
) =
 
h
0
  h
1

v(x
1
)
 
 
h
j 1
  h
j

v(x
j 1
) +
j 1
X
k=2
 
h
k 1
  h
k
 
v(x
k
)  v(x
k 1
)

:
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The last sum can be developed as
j 1
X
k=2
 
h
k 1
  h
k
 

k
v
x
(x
k
) +O(h
2
)

=
1
2
j 1
X
k=2
 
h
2
k 1
  h
2
k

v
x
(x
k
) +O(h
2
)
=
1
2
h
2
1
v
x
(x
2
) +
1
2
j 2
X
k=2
h
2
k
 
v
x
(x
k+1
)  v
x
(x
k
)

 
1
2
h
2
j 1
v
x
(x
j 1
) + O(h
2
) ;
which gives in total an O(h
2
) contribution. Hence
p
j
=
 
h
0
  h
1

v(x
1
) 
 
h
j 1
  h
j

v(x
j 1
) +O(h
2
) :
It follows that
q
j
=
j
X
k=1

k
(h
0
  h
1
)v(x
1
) 
j
X
k=1

k
(h
k 1
  h
k
)v(x
k 1
) +O(h
2
)
= x
j
(h
0
  h
1
)v(x
1
) 
1
2
j
X
k=1
 
h
2
k 1
  h
2
k

v(x
k 1
) +O(h
2
)
= x
j
(h
0
  h
1
)v(x
1
) +O(h
2
) :
Since all remainder terms are O(h
2
) uniformly in j, we obtain the estimate
j 
j
j = j q
j
  x
j
q
m+1
j  Ch
2
; j = 1; : : : ;m ;
with a constant C > 0 determined by bounds on jvj; jv
x
j; jv
xx
j, and thus we see that this
inconsistent truncation error term will give an O(h
2
) contribution to the global error. The
same holds for the O(h) terms in the truncation error (4.5). This can be demonstrated
just as in Section 3. Consequently, assuming stability in either L
2
-norm or max-norm, the
scheme will be convergent with order 2 in that norm.
Advection terms can be included in the analysis by using integrating factors as in (3.10),
(3.11). For the scheme with averaged advection uxes (4.4) we can use the integrating
factors (3.11). For the standard scheme (4.3) with interpolated uxes these factors need a
little modication.
5)
As for the vertex centered scheme, 2-nd order convergence can then be
demonstrated provided d is bounded away from 0, for both the schemes with interpolated
or averaged uxes.
Earlier results of this type for cell centered schemes with stationary problems were de-
rived in [5]. Generalizations for self-adjoint parabolic equations (also in 2D) with Neumann
boundary conditions and implicit Euler time stepping were obtained in [12] in a mixed -
nite element framework. Our results should be viewed as complementary, since we consider
additional advection discretizations but only in one spatial dimension.
Remark 4.3 Convergence can also be considered for pure advection problems as in Re-
mark 3.1, and then the inconsistency of (4.4) may have a large impact. Consider as before
u
t
+ au
x
= 0 with a > 0 on the spatial domain 
 = [0;1) with a Dirichlet condition at
x = 0. We assume for convenience that the boundary coincides with the grid point x
0
.
5)
For (4.3) one can take c
j
=
Q
j
k=1
(d  
1
2
ah
k
)=(d +
1
2
ah
k
), c
j+1=2
= (d  
1
2
ah
j
)c
j
to arrive again at
formula (3.10).
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First we examine the standard scheme (4.3). Then setting A = 
h
gives
1

j
 

j 1
  
j

+
1

j+1
 

j
  
j+1

=
1
4
 
h
j+1
  h
j 1

u
xx
(x
j
; t) +O(h
2
)
for j  0 with 
0
= 0. A solution is given by

j
=  
1
8
h
2
j
u
xx
(x
j
; t) +
1
8
h
2
0
u
xx
(0; t) ;
showing 2-nd order convergence without any restriction on the grid.
For the scheme with averaged uxes (4.4) the situation is completely dierent. Then
A = 
h
gives

j 1
  
j+1
=
1
2
 
h
j 1
  2h
j
+ h
j+1

u
x
(x
j
; t) +   
with 
0
= 0, and here we may set also 
1
= 0. It easily follows that unfavourable grid choices
can be made such that there is no cancellation of truncation errors. For example, with an
oscillatory grid h
2k 1
= h, h
2k
=
1
2
h we obtain, omitting higher order terms,

j
=
1
2
h
 
u
x
(x
1
; t) + u
x
(x
3
; t) +   + u
x
(x
j 1
; t)

= O(h
0
)
if j is even, and likewise for j odd. Indeed, numerical experiments show that with this grid
the scheme does not converge at all, as will be illustrated in Section 5.1. 3
4.2 First order upwind advection
Standard advection upwinding corresponds to the uxes (3.13). As for the vertex centered
scheme, stability easily follows. Assuming a > 0 constant the truncation error is found to
be

h;j
(t) =
a
2h
j
 
h
j 1
  h
j

u
x
(x
j
; t) 
a
8h
j
 
h
j 1
+ h
j

2
u
xx
(x
j
; t) +   
and a similar expression holds for a < 0. Therefore the truncation error has a similar form as
with the vertex centered upwind scheme, and again we have a favourable error propagation
leading to 1-st order convergence on any grid, even for pure advection problems. Elaboration
of this is the same as in Section 3.3 for the vertex centered upwind scheme.
5 Numerical illustrations
In this section numerical tests are presented. We consider the vertex centered scheme VC
2
given by formula (3.3), the nite dierence scheme FD
2
of (3.12) and the upwind vertex
centered scheme VC
1
. With the latter two schemes diusion terms are taken as in (3.3).
Likewise we consider the cell centered scheme CC
2
of (4.3), its modication CC
a
2
with aver-
aged uxes (4.4) and the upwind cell centered scheme CC
1
.
5.1 Advection tests
For a rst numerical illustration consider the pure advection problem u
t
+ u
x
= 0 for
x 2 [0; 1] with the periodicity condition u(x  1; t) = u(x; t) and smooth initial prole
u(x; 0) = sin
4
(x). The problem is discretized on sequences of random grids and on the
oscillatory grids of the Remarks 3.1, 4.3. The results on the oscillatory grids are merely
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Figure 5.1: Advection test on oscillatory grids with m = 25. Solid lines give the results for VC
2
, CC
a
2
,
dashed lines for FD
2
, CC
2
and gray lines for VC
1
, CC
1
. The exact solution is indicated by dots.
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Figure 5.2: Advection test on oscillatory grids with m = 50. Solid lines give the results for VC
2
, CC
a
2
,
dashed lines for FD
2
, CC
2
and gray lines for VC
1
, CC
1
. The exact solution is indicated by dots.
intended to illustrate the theoretical behaviour discussed in these examples. Also solving
this advection problem on random grids makes no practical sense in itself, but it does
provide a further illustration for the sensitivity of the accuracy with respect to jumps in the
grid. This sensitivity has some practical relevance for multi-dimensional problems where
the choice of the grids may be dictated by complicated geometrical shapes of the spatial
domain 
.
First we consider oscillatory grids dened for the vertex centered schemes by
x
1
= 
1
; x
m
= 1 ; 
j
=

h if j is odd,
1
2
h if j is even,
and for the cell centered schemes by
x
1
=
1
2
h
1
; x
m
= 1 
1
2
h
m
; h
j
=

h if j is odd,
1
2
h if j is even.
The behaviour of the various schemes on these grids is illustrated in the Figures 5.1 and 5.2
for m = 25; 50, respectively. Although these grids are very articial, the behaviour of the
schemes is instructive nevertheless. The exact solution on the grid points x
j
at time t = 1
is indicated by dots. We see that the vertex centered scheme VC
2
has rather large errors
for m = 25 but these become less with more grid points.
6)
On the other hand, with the
6)
In fact, the result forVC
2
in Figure 5.2 with t = 1 benets from the fact that the number of grid points
is even. With m = 51 the errors are larger, but also for m odd the scheme converges on these oscillatory
grids (with order 1). If m is even and t is a multiple of
1
2
there is an accidental (non-generic) cancellation
of errors in time on this particular grid.
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Figure 5.3: L
2
-errors versus 1=m for the advection test on random grids at t = 1. Solid lines and
-marks for VC
2
, CC
a
2
. Dashed lines and -marks for FD
2
, CC
2
. Gray lines and -marks for VC
1
, CC
1
.
cell centered scheme CC
a
2
increasing the number of grid points does not lead to a better
solution. Note that with the oscillatory cell centered grids, the cell centers x
j
are in fact
evenly spaced with 
j
=
3
2
h, only the mesh widths h
j
are non-uniform. The behaviour of
the other two schemes FD
2
and CC
2
, and also the upwind schemes, is similar to that on
uniform grids. These results are in agreement with the discussions in Remark 3.1 and 4.3.
Next we consider random grids. To construct the grids with a given number of grid
points, random numbers !
j
2 (0; 1), j = 1; : : : ;m were produced by a random generator
and these were normalized by 
j
= !
j
=
P
m
k=1
!
k
. For the vertex centered case we took
x
0
= 0 and 
j
= x
j
  x
j 1
= 
j
. For the cell centered case x
1
=
1
2

1
and h
j
= 
j
was used.
For each value of m = 10  2
k
, 0  k  4, we performed 50 runs on dierent random grids
and the L
2
-errors at t = 1 were measured.
In Figure 5.3 the means of these errors over the 50 runs are presented, together with the
standard deviations indicated by error bars. We see that the results for the upwind schemes
and for FD
2
, CC
2
are not very sensitive with respect to the grid variation. In particular
for the upwind schemes the error bars are very close together and therefore not well visible.
For VC
2
the standard deviations are larger, which is to be expected since this scheme is
convergent with order 2 on smooth grids and with order 1 only on unfavourable grids, see
Remark 3.1. The behaviour of the cell centered scheme with averaged advective uxes CC
a
2
is unsatisfactory. The standard deviations are large and the convergence behaviour is worse
than for the 1-st order upwind schemes, which is not surprising in view of Remark 4.3. Thus
it can be concluded that CC
a
2
is not suited for advection (dominated) problems if the grid
is not smooth.
5.2 Boundary layers and special grids
We next consider the standard problem u
t
+u
x
= du
xx
, 0  x  1, with Dirichlet conditions
u(0) = 1, u(1) = 0. This problem has the stationary solution
u(x) =
e
1=d
  e
x=d
e
1=d
  1
; 0  x  1
with a boundary layer at x = 1 if d > 0 is small. To resolve the boundary layer with
the central schemes we use ne grids near x = 1. A number of special grids have been
17
10−3 10−2 10−1
10−6
10−4
10−2
100
K=2
K=2
K=4
Vertex Centered
10−3 10−2 10−1
10−6
10−4
10−2
100
K=2
K=2
K=4
Cell Centered
Figure 5.4: L
2
-errors versus 1=m with Shiskin grids, K = 2; 4, for d = 10
 3
. Solid lines and -marks
for VC
2
, CC
a
2
. Dashed lines and -marks for FD
2
, CC
2
.
constructed for such problems, see for instance [7, Sect. 2.4.2]. Here we consider a so-called
Shiskin grid which consists of two uniform sub-grids withm=2 points on the intervals [0; 1 ]
and [1   ; 1], where  = Kd lnm with positive constant K. It is assumed that md < 1.
Convergence of upwind schemes on such grids, uniformly for d > 0, was demonstrated in
[9], see also [7].
In this test we took d = 10
 3
; 10
 6
and K = 2; 4. The stationary solution has been
approximated by central schemes. The L
2
-errors for a various number of grid points m are
given in the Figures 5.4 and 5.5. The schemes VC
2
and CC
a
2
for which L
2
-stability could be
demonstrated are indicated by -marks, the schemes FD
2
and CC
2
are indicated by -marks.
Since the solution is stationary, the inconsistency of the scheme CC
a
2
is absent here.
Also for the two cell centered schemes we used grid points (with half-cells) at the bound-
aries, and therefore the results for the modied cell centered scheme CC
a
2
are nearly identical
to those of the vertex centered scheme VC
2
. The use of virtual points and extrapolation
to implement the Dirichlet conditions on a grid where the boundaries coincide with cell
vertices, did lead to less accurate results for small values of d. In practice a standard cell
centered grid might be used with some upwinding at outow boundaries. In the present
10−3 10−2 10−1
10−6
10−4
10−2
100
K=4
K=4
K=2
Vertex Centered
10−3 10−2 10−1
10−6
10−4
10−2
100
K=4
K=4
K=2
K=2
Cell Centered
Figure 5.5: L
2
-errors versus 1=m with Shiskin grids, K = 2; 4, for d = 10
 6
. Solid lines and -marks
for VC
2
, CC
a
2
. Dashed lines and -marks for FD
2
, CC
2
. Results for FD
2
with K = 2 are outside the
frame (errors larger than 1).
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test the results would benet from local upwinding, but the purpose here is to test genuine
central schemes.
It is obvious from the gures that the schemes VC
2
and CC
a
2
, for which L
2
-stability was
established, produce much better results in these tests than the nite dierence scheme FD
2
and the cell centered scheme CC
2
. With the latter schemes strongly oscillatory solutions are
obtained. If the number of grid points becomes suciently large, the diusion term provides
stabilization. Also for larger K the oscillations become less pronounced since then the grid
interface is shifted towards the region where the solution is smooth. Further we note that
the convergence rates in these tests are actually less than 2-nd order (in the range 1:6 { 1:7).
In the derivation of the 2-nd order results in Sections 3 and 4 smoothness of the solutions
was assumed. In the boundary layer this is not a reasonable assumption, unless the grid
gets very ne (h d). Error bounds with 1-st order convergence, uniformly in d > 0, were
obtained in [9]. For related convergence results applicable to problems with boundary layers,
we refer to the books [6, 7].
6 Practical conclusions
The above analysis and tests show that the use of schemes on non-uniform grids is far from
straightforward. Among the four central schemes considered here none performs without
problems. The nite dierence scheme FD
2
of formula (3.12) is not mass conservative and
it looses stability if there are large jumps in the grid. To a lesser extent this instability is
also present with the cell centered scheme CC
2
of formula (4.3), in particular with Dirichlet
conditions at the outow. With the standard vertex centered scheme VC
2
of formula (3.3)
irregularities in the grid may lead to an order of convergence less than 2 in the pure advection
case, but at least 1. The inconsistency of the cell centered scheme CC
a
2
of formula (4.4)
with averaged advective uxes leads to very inaccurate results for time-dependent advection
(dominated) problems. In conclusion, the schemes VC
2
and CC
2
are recommended, although
with the latter one large jumps in the grid should be avoided.
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