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Abstract
We consider Yang-Mills theories formulated on a non-commutative space-time
described by a space-time dependent anti-symmetric field θµν(x). Using Seiberg-
Witten map techniques we derive the leading order operators for the effective field
theories that take into account the effects of such a background field. These effec-
tive theories are valid for a weakly non-commutative space-time. It is remarkable
to note that already simple models for θµν(x) can help to loosen the bounds on
space-time non-commutativity coming from low energy physics. Non-commutative
geometry formulated in our framework is a potential candidate for new physics
beyond the standard model.
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1 Introduction
In the past years a considerable progress towards a consistent formulation of field theories
on a non-commutative space-time has been made. The idea that space-time coordinates
might not commute at very short distances is nevertheless not new and can be traced
back to Heisenberg [1], Pauli [2] and Snyder [3]. A nice historical introduction to non-
commutative coordinates is given in [4]. At that time the main motivation was the hope
that the introduction of a new fundamental length scale could help to get rid of the
divergencies in quantum field theory. A more modern motivation to study a space-time
that fulfills the non-commutative relation
[xˆµ, xˆν ] ≡ xˆµxˆν − xˆν xˆµ = iθµν , θµν ∈ C (1)
is that it implies an uncertainty relation for space-time coordinates:
∆xµ∆xν ≥
1
2
|θµν |, (2)
which is the analogue to the famous Heisenberg uncertainty relations for momentum
and space coordinates. Note that θµν is a dimensional full quantity, dim(θµν)=mass−2.
If this mass scale is large enough, θµν can be used as an expansion parameter like ~
in quantum mechanics. We adopt the usual convention: a variable or function with a
hat is a non-commutative one. It should be noted that relations of the type (1) also
appear quite naturally in string theory models [5] or in models for quantum gravity [6].
It should also be clear that the canonical case (1) is not the most generic case and that
other structures can be considered, see e.g. [7] for a review.
In order to consider field theories on a non-commutative space-time, we need to define
the concept of non-commutative functions and fields. Non-commutative functions and
fields are defined as elements of the non-commutative algebra
Aˆ =
C〈〈xˆi . . . xˆn〉〉
R
, (3)
where R are the relations defined in eq. (1). Aˆ is the algebra of formal power series in
the coordinates subject to the relations (1). We also need to introduce the concept of a
star product. The Moyal-Weyl star product ⋆ [8] of two functions f(x) and g(x) with
f(x), g(x) ∈ R4, is defined by a formal power series expansion:
(f ⋆ g)(x) = exp
(
i
2
θµν
∂
∂xµ
∂
∂yν
)
f(x)g(y)
∣∣∣∣
y→x
= f · g +
i
2
θµν∂µg · ∂νf +O(θ
2). (4)
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Intuitively, the star product can be seen as an expansion of the product in terms of the
noncommutative parameter θ. The star product has the following property
∫
d4x (f ⋆ g)(x) =
∫
d4x (g ⋆ f)(x) =
∫
d4x f(x)g(x), (5)
as can be proven using partial integrations. This property is usually called the trace
property. Here f(x) and g(x) are ordinary functions on R4.
Two different approaches to non-commutative field theories can be found in the
literature. The first one is a non-perturbative approach (see e.g. [9] for a review), fields
are considered to be Lie algebra valued and it turns out that only U(N) structure groups
are conceivable because the commutator
[Λˆ ⋆, Λˆ′] =
1
2
{Λˆa(x) ⋆, Λˆ
′
b(x)}[T
a, T b] +
1
2
[Λˆa(x) ⋆, Λˆ
′
b(x)]{T
a, T b} (6)
of two Lie algebra valued non-commutative gauge parameters Λˆ = Λa(x)T
a and Λˆ′ =
Λ′a(x)T
a only closes in the Lie algebra if the gauge group under consideration is U(N)
and if the gauge transformations are in the fundamental representation of this group.
But, this approach cannot be used to describe particle physics since we know that SU(N)
groups are required to describe the weak and strong interactions. Or at least there is no
obvious way known to date to derive the standard model as a low energy effective action
coming from a U(N) group. Furthermore it turns out that even in the U(1) case, charges
are quantized [10, 11] and it thus impossible to describe quarks. The other approach
has been developed by Wess and his collaborators [12,13,14,15], (see also [16,17]). The
goal of this approach is to consider field theories on non-commutative spaces as effective
theories. The main difference to the more conventional approach is to consider fields and
gauge transformations which are not Lie algebra valued but which are in the enveloping
algebra:
Λˆ = Λ0a(x)T
a + Λ1ab(x) : T
aT b : +Λ2abc(x) : T
aT bT c : + . . . (7)
where : : denotes some appropriate ordering of the Lie algebra generators. One can
choose, for example, a symmetrically ordered basis of the enveloping algebra, one then
has : T a := T a and : T aT b = 1
2
{T a, T b} and so on. The mapping between the non-
commutative field theory and the effective field theory on a usual commutative space-
time is derived by requiring that the theory is invariant under both non-commutative
gauge transformations and under the usual (classical) commutative gauge transforma-
tions. These requirements lead to differential equations whose solutions correspond to
the Seiberg-Witten map [18] that appeared originally in the context of string theory. It
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should be noted that the expansion which is performed in that approach is in a sense
trivial since it corresponds to a variable change. But, it is well suited for a phenomeno-
logical approach since it generates in a constructive way the leading order operators
that describe the non-commutative nature of space-time. It also makes clear that on
the contrary to what one might expect [19,20] the coupling constants are not deformed,
but the currents themselves are deformed.
We want to emphasize that the two approaches are fundamentally different and lead
to fundamentally different physical predictions. In the approach where the fields are
taken to be Lie algebra valued, the Feynman rule for the photon, electron, positron
interaction is given by
igγµexp(ip1αθ
αβp2β), (8)
where p1µ is the four momentum of the incoming fermion and p2ν is the four momentum
of the outgoing fermion. One could hope to recover the Feynman rule obtained in the
case where the fields are taken to be in the enveloping algebra:
i
2
θµν (pν(/k −m)− kν(/p−m))−
i
2
kαθ
αβpβγ
µ, (9)
if an expansion of (8) in θ is performed. However this is not the case, because some
new terms appear in the approach proposed in [12,13,14,16,17,15] due to the expansion
of the fields in the non-commutative parameter via the Seiberg-Witten map. It is thus
clear that the observables calculated with these Feynman rules would be different from
those obtained in [21]. Note that the two different approaches nevertheless yield the
same observables if the diagrams involved only have on-shell particles.
Unfortunately it turns out that both approaches lead at the one loop level to op-
erators that violate Lorentz invariance. Although it is not clear how to renormalize
these models, these bounds might be the sign that non-commutative field theories are in
conflict with experiments. If these calculations are taken seriously, one finds the bound
Λ2θ < 10−29 [22] (see also [23]), where Λ is the Pauli-Villars cutoff and θ is the typical in-
verse squared scale for the matrix elements of the matrix θµν . In view of this potentially
serious problem, it is desirable to formulate non-commutative theories that can avoid
the bounds coming from low energy physics. It should nevertheless be noted that the
operators discussed in [22], of the type mψψ¯σµνψθ
µν are not generated by the theories
developed in [12,13,14,16,17,15] at tree level. On the other hand the operators generated
by the Seiberg-Witten expansion are compatible with the classical gauge invariance and
with the non-commutative gauge invariance. It remains to be proven that the operators
discussed in [22] are compatible with the non-commutative gauge invariance. If this is
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not the case, as long as there are no anomalies in the theory, these operators cannot be
physical and must be renormalized. It has been shown that in the approach proposed
in [12, 13, 14, 16, 17, 15], anomalies might be under control [24]. There are nevertheless
bounds in the literature on the operators θµνψ¯Fµν /Dψ which definitively appear at tree
level. One finds the constraint ΛNC > 10 TeV for the scale where non-commutative
physics become relevant [25]. This constraint comes again from experiments which are
searching for Lorentz violating effects.
It is interesting to note that Snyder’s main point in his seminal paper [3] was that
non-commuting coordinates can be compatible with Lorentz invariance. But, despite
some interesting proposals [26, 27, 28], it is still not clear how to construct a Lorentz
invariant gauge theory on a non-commutative space-time.
It is not a surprise that theories formulated on a constant background field that select
special directions in space-time are severely constrained by experiments since those are
basically ether type theories.
We will formulate an effective field theory for a field theory on a non-commutative
space-time which is parameterized by an arbitrary space-time dependent θ(x) parameter.
But, we will restrict ourselves to the leading order in the expansion in θ(x). In this case it
is rather simple to use the results obtain in [12,13,14,16,17,15] to generate the leading
order operators. We want to emphasize that it is not obvious how to generalize our
results to produce the operators appearing at higher order in the expansion in θ. One
has to define a new star product which resembles that obtained by Kontsevich in the
case of a general Poisson structure on Rn [29,30,31]. We will then study different models
for θ(x), which allow to relax the bounds coming from low energy physics experiments.
The aim of this work is not to give a mathematically rigorous treatment of the problem.
We will only derive the first order operators that take into account the effects of a
space-time which is modified by a space-time dependent θ(x) parameter.
2 A space-time dependent θ
The aim of this section is to derive an effective Lagrangian for a non-commutative field
theory defined on a space-time fulfilling the following non-commutative relation
[xˆµ, xˆν ] ≡ iθˆµν(xˆ), (10)
where θˆ(xˆ) is a space-time dependent bivector field which depends on the non-commutative
coordinates.
We first need to define the star-product ⋆x. It should be noted that the ⋆x-product is
different from the canonical Weyl-Moyal product because θˆ(xˆ) is coordinate dependent.
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Let us consider the non-commutative algebra Aˆ defined as
Aˆ =
C〈〈xˆ1, ..., xˆ4〉〉
Rx
, (11)
where Rx are the relations (10), and the usual commutative algebra A = C〈〈x
1, ..., x4〉〉.
We assume that θˆµν(xˆ) is such that the algebra Aˆ possesses the Poincare´-Birkhoff-Witt
property. Let W : A → Aˆ be an isomorphism of vector spaces defined by the choice of a
basis in Aˆ. The Poincare´-Birkhoff-Witt property insures that the isomorphism maps the
algebra of non-commutative functions on the entire algebra of commutative functions.
The ⋆x-product extends this map to an algebra isomorphism. The ⋆x-product is defined
by
W (f ⋆x g) ≡W (f) ·W (g) = fˆ · gˆ. (12)
We first choose a symmetrically ordered basis in Aˆ and express functions of commutative
variables as power series in the coordinates xµ,
f(x) =
∑
i
αi1...i4(x
1)i1 . . . (x4)i4 . (13)
By definition, the isomorphismW identifies commutative monomials with symmetrically
ordered polynomials in non-commutative coordinates,
W : A → Aˆ, (14)
xµ 7→ xˆµ,
xµxν 7→ : xˆµxˆν :≡
xˆµxˆν + xˆν xˆµ
2!
,
xµxνxσ 7→ : xˆµxˆν xˆσ :≡
xˆµxˆν xˆσ + xˆν xˆµxˆσ + xˆµxˆσxˆν + xˆν xˆσxˆµ + xˆσxˆµxˆν + xˆσxˆν xˆµ
3!
...
A function f is thus mapped to
fˆ(xˆ) = W (f(x)) =
∑
i
αi1...i4 : (xˆ
1)i1 . . . (xˆ4)i4 : (15)
where the coefficients αI have been defined in (13). Using the isomorphism W , we can
also map θˆµν(xˆ) which appears in eq. (10) to commutative functions θµν(x). We have
θˆ(xˆ) =
∑
k
βk1...k4 : (xˆ
1)k1 . . . (xˆ4)k4 : (16)
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and therefore
θ(x) = W−1(θˆ(xˆ)) =
∑
k
βk1...k4(x
1)k1 . . . (x4)k4 . (17)
We want to assume that θ(x) defines a Poisson structure, i.e., satisfies the Jacobi
identity
θρσ∂σθ
µν + θµσ∂σθ
νρ + θνσ∂σθ
ρµ = 0. (18)
The quantization of a general Poisson structure α has been solved by Kontsevich [29].
Kontsevich has shown that it is necessary for θ(x) to fulfill the Jacobi identity in order to
have an associative star product. To first order, the ∗K-product is given by the Poisson
structure itself. The Kontsevich ∗K-product is given by the formula
f ∗K g = f · g +
i
2
αij∂if · ∂jg +O(α
2). (19)
A more detailed description can be found in [29] and explicit calculations of higher
orders of the ∗K-product can be found in [32, 33]. Up to first order, the Kontsevich
⋆-product can be motivated by the Weyl-Moyal product, which is of the same form (see
the appendix). The difference arises in higher order terms where the x dependence of θ
is crucial. Derivatives will not only act on the functions f and g but also on θ(x).
We are interested in the ⋆x-product to first order and in a symmetrically ordered
basis of Aˆ (14). As in (19), the first order ⋆x-product is determined by θ
µν(x), which
corresponds to a symmetrically ordered basis, cf. (12),
f ⋆x g (x) = f · g (x) +
i
2
θµν(x) ∂µf · ∂νg +O(θ
2). (20)
The ordinary integral equipped with this new star product does not satisfy the trace
property, since this identity is derived using partial integration, unless ∂µθ
µν = 0. We
need to introduce a weight function w(x) to make sure that the trace operator defined
as
Trfˆ =
∫
d4xw(x)fˆ(x) (21)
has the following properties:
Trfˆ fˆ † ≥ 0 (22)
Trfˆ gˆ = Trgˆfˆ
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We shall not try to construct the function w(x), but assume that it exists and has the
following property∫
d4xw(x) (f(x) ⋆x g(x)) =
∫
d4xw(x) (g(x) ⋆x f(x)) =
∫
d4xw(x)f(x)g(x). (23)
This relation implies
− w(x)∂iθ
ij(x) = ∂iw(x)θ
ij(x), (24)
which is a partial differential equation for w(x), that can be solved once θij(x) has been
specified. Furthermore we assume that it is positive and falls to zero quickly enough
when θµν(x) is large, so that all integrals are well defined.
In the sequel we shall derive the consistency condition for a field theory on a space-
time with the structure (10). We shall follow the construction proposed in [12, 13, 14]
step by step.
2.1 Classical gauge transformations
We consider Yang-Mills gauge theories with the Lie algebra [T a, T b] = ifabc T
c, where the
T a are the generators of the gauge group. A field transforms as
δαψ = iα(x)ψ(x), with α(x) = αa(x)T
a, (25)
under a classical gauge transformation. We can consider the commutator of two succes-
sive gauge transformations:
(δαδβ − δβδα)ψ(x) = iαa(x)βb(x)f
ab
c ψ(x). (26)
The Lie algebra valued gauge potential transforms as
δαAµ(x) = ∂µα(x) + i[α(x), Aµ]. (27)
The field strength is constructed using the gauge potential Fµν(x) = ∂µAν − ∂νAµ +
g[Aµ, Aν ] and the covariant derivative is given by Dµ = ∂µ − igAµ. These are the well
known results obtained by Yang-Mills already a long time ago [34]. This classical gauge
invariance is imposed on the effective theory, which we will derive.
2.2 Non-commutative gauge transformations
This effective theory should also be invariant under non-commutative transformations
defined by
δˆΛˆΨˆ = iΛˆ(x) ⋆x Ψˆ(x). (28)
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Functions carrying a hat have to be expanded via a Seiberg-Witten map. We now
consider the commutator of two non-commutative gauge transformations Λˆ(x) and Σˆ(x):
(δˆΛˆδˆΣˆ − δˆΣˆδˆΛˆ)Ψˆ(x) =
(
Λˆ(x) ⋆x Σˆ(x)− Σˆ(x) ⋆x Λˆ(x)
)
⋆x Ψˆ(x) (29)
= [Λˆ(x) ⋆x, Σˆ(x)] ⋆x Ψˆ(x).
In order to fulfill the relation (29), the gauge transformations and thus the fields
cannot be Lie algebra valued but must be enveloping algebra valued (see (7)). This
is the main achievement of Wess’ approach [13]. This is also what allows to solve the
charge quantization problem [15].
Since we restrict ourselves to the leading order expansion in θ(x), we can restrict
ourselves to gauge transformations Λˆα(x)[Aµ] whose x-dependence is only coming from
the gauge potential Aµ and from the x-dependence of the classical gauge transformation
α(x)
δˆΛˆψˆ = iΛˆ[Aµ] ⋆x Ψˆ(x). (30)
Subtleties might appear at higher orders in θ(x). We assume that θ(x) is invariant under
a gauge transformation. The operator xˆ is invariant under a gauge transformation. One
can as usual introduce covariant coordinates Xˆµ = xˆµ+ Aˆµ. The non-commutative field
strength can be defined as Fˆ µν = [Xˆµ, Xˆν] − θˆµν(Xˆ). These results are very similar to
those obtained for the Poisson structure in [31].
2.3 Consistency condition and Seiberg-Witten map
As done in [12, 13, 14] we impose that our fields transform under the classical gauge
transformations according to (25) and under non-commutative gauge transformation
according to (28). We require that the non-commutative, enveloping algebra valued
gauge parameters Λˆ and Σˆ fulfill the following relation:(
δˆΛˆδˆΣˆ − δˆΣˆδˆΛˆ
)
⋆x Ψˆ(x) =
(
iδˆΛˆΣˆ[Aµ]− iδˆΣˆΛˆ[Aµ] + [Λˆ[Aµ]
⋆x, Σˆ[Aµ]]
)
⋆x Ψˆ(x) (31)
≡ Υˆ
Λ̂×Σ
[Aµ] ⋆x Ψˆ(x)
which defines the non-commutative gauge transformation parameters Λ and Σ.
The Seiberg-Witten maps [18] have the remarkable property that ordinary gauge
transformations δAµ = ∂µΛ + i[Λ, Aµ] and δΨ = iΛ ·Ψ induce non-commutative gauge
transformations of the fields Aˆ, Ψˆ with gauge parameter Λˆ as given above:
δAˆµ = δˆAˆµ, δΨˆ = δˆΨˆ. (32)
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The gauge parameters Λˆ, Σˆ and Υˆ
Λ̂×Σ
are elements of the enveloping Lie algebra:
Λˆ = λa(x)T
a + Λ1ab : T
aT b : +O(θ2) (33)
Σˆ = σa(x)T
a + Σ1ab : T
aT b : +O(θ2)
Υˆ
Λ̂×Σ
= υaT
a +Υ1ab : T
aT b : +O(θ2)
with the understanding that λ, σ and υ are independent of θ(x) and Λ1, Σ1 and Υ1 are
proportional to θ(x). Again we restrict ourselves to the leading order terms in θ(x).
One finds
[λ, σ] = iυ (34)
in the zeroth order in θ(x) and
iδλΣ
1 − iδσΛ
1 + iθµν(x){∂µλ, ∂νσ}+ [λ,Σ
1]− [σ,Λ1] ≡ Υ1 (35)
in the leading order. The ansa¨tze
Λ1 =
1
4
θµν(x){∂µλ,Aν} (36)
Σ1 =
1
4
θµν(x){∂µσ,Aν}
Υ1 =
1
4
θµν(x){∂µ (−i[λ, σ]) , Aν}
solve equation (35), this is the usual Seiberg-Witten map in the leading order in θ(x).
The matter fields Ψˆ are also elements of the enveloping Lie algebra
Ψˆ[Aµ] = ψ + ψ
1[Aµ] +O(θ
2) (37)
where ψ is independent of θ(x) and ψ1 is proportional to θ(x). Equation (30) becomes
[12, 13, 14]
δλψ(x) = iλ(x)ψ(x) (38)
in the zeroth order in θ(x), and
δλψ
1[Aµ] = iλψ
1[Aµ] + iΛ
1
λψ
1[Aµ]−
1
2
θµν(x)∂µλ∂νψ (39)
in the leading order in θ(x). The solution is
ψ1[Aµ] = −
1
2
θµν(x)Aµ∂νψ + i
1
4
θµν(x)AµAνψ. (40)
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This solution is identical to the one in the case of constant θ. The following relation is
also useful to build actions:
ψ¯1[Aµ] = (ψ
1[Aµ])
†γ0 = −
1
2
θµν(x)∂νψ¯Aµ + i
1
4
θµν(x)ψ¯AµAν . (41)
We shall now consider the gauge potential. It turns out that things are much more
complicated in that case than they are when θ is constant. We need to introduce the
concept of covariant coordinates as it has been done in [12]. The non-commutative
coordinates xˆi are invariant under a gauge transformation:
δˆxˆi = 0, (42)
this implies that xˆiΨˆ is in general not covariant under a gauge transformation:
δˆ(xˆiΨˆ) = ixˆiΛˆ(xˆ)Ψˆ 6= iΛˆ(xˆ)xˆiΨˆ. (43)
To solve this problem, one introduces covariant coordinates Xˆ i [12] such that:
δˆ(Xˆ iΨˆ) = iΛˆ(xˆ)Xˆ iΨˆ (44)
with δˆXˆ i = i[Λˆ(xˆ), Xˆ i]. The ansatz Xˆ i = xˆi + Bˆi(xˆ) solves the problem if Bˆi(xˆ)
transforms as
δˆBˆi(xˆ) = i[Λˆ(xˆ), Bˆi(xˆ)]− i[xˆi, Λˆ(xˆ)] (45)
under a gauge transformation. In our case Bˆi(xˆ) is not the gauge potential. We need
to recall two relations:
[fˆ ⋆x, gˆ] = iθij(x)∂if∂jg +O(θ
3), (46)
[xi ⋆x, Λˆ] = iθij(x)∂jΛˆ +O(θ
2).
Equation (45) then becomes
δˆBˆi(x) = θij(x)∂jΛˆ(x) + i[Λˆ(x) ⋆x, Bˆ
i(x)]. (47)
Following [12], we expand Bˆi as follows:
Bˆi = θij(x)Bj +B
1i +O(θ3). (48)
We obtain the following consistency relation for Bˆi:
δλB
1i = θij(x)∂jΛ
1 −
1
2
θkl(x)
(
∂kλ ∂l(θ
ij(x)Bj)− ∂k(θ
ij(x)Bj)∂lλ
)
(49)
+i[λ,B1i] + i[Λ1, θij(x)Bj ].
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These equations are fulfilled by the ansa¨tze
B1i = −
1
4
θkl(x){Bk, ∂l(θ
ij(x)Bj) + θ
ij(x)FBlj }, (50)
Λ1 =
1
4
θlm(x){∂lλ,Bm},
where FBij = ∂iBj − ∂jBi − i[Bi, Bj]. The Jacobi identity (18) is required to show that
these ansa¨tze work.
The problem is to find the relation to the Yang-Mills gauge potential Aµ. If θ is
constant the relation is trivial: Bˆi = θiµAˆµ. Our goal is to find a relation between Aˆµ,
defined as Dˆµ = ∂µ − iAˆµ, and Bˆ
i such that the covariant derivative Dˆµ transforms
covariantly under a gauge transformation.
Let us consider the product Xˆ i⋆xΨˆ again. It transforms covariantly according to (44).
Let us now consider the object −iθˆ−1µi (Xˆ)⋆x(Xˆ
i⋆xΨˆ), with δθˆ
−1
µi (Xˆ) = i[Λˆ
⋆x, θˆ−1µi (Xˆ)], i.e.
θˆ(Xˆ) is a covariant function of Xˆ . The object under consideration transforms according
to
δˆ(−iθˆ−1µi (Xˆ) ⋆x (Xˆ
i ⋆x Ψˆ)) = −iΛˆ ⋆x θˆ
−1
µi (Xˆ) ⋆x Xˆ
i ⋆x Ψˆ. (51)
We can thus define a covariant derivative Dˆµ
Dˆµ ⋆x Ψˆ = −iθˆ
−1
µi (Xˆ) ⋆x Xˆ
i ⋆x Ψˆ (52)
which transforms covariantly.
There is one new subtlety appearing in our case. Note that θ−1µi (Xˆ) depends on the
covariant coordinate Xˆµ. We need to expand θ
−1
µi (Xˆ) in θ. This is done again via a
Seiberg-Witten map. The transformation property of θˆ−1µν implies
δθˆ−1µν (Xˆ) = i[Λˆ
⋆x, θˆ−1µν (Xˆ)] = −θ
kl(x)∂kα∂l(θ
0
µν(x))
−1 + i[λ, (θ1µν(xˆ))
−1] + ... (53)
where we have used the following expansion θˆ−1(Xˆ) = (θ0(xˆ))−1+(θ1(xˆ))−1+O(θ2) for
θˆ−1(Xˆ). One finds:
δ(θ0µν)
−1 = 0 (54)
δ(θ1µν)
−1 = −θkl∂kλ∂l(θ
0
µν(xˆ))
−1 + i[λ, (θ1µν(xˆ))
−1].
This system is solved by:
(θ0µν)
−1 = θ−1µν (x) (55)
(θ1µν)
−1 = θij(x)Aj∂iθ
−1
µν (x),
11
note that this expansion coincides with a Taylor expansion for (θˆ−1µν )(Xˆ).
The Yang-Mills gauge potential is then given by
Aˆµ(x) ⋆x Ψˆ = θˆ
−1
µi (Xˆ) ⋆x Bˆ
i(x) ⋆x Ψˆ (56)
= θ−1µi (x)Bˆ
i(x) ⋆x Ψˆ + i
1
2
θαβ(x)∂αθ
−1
µi (x)∂β(Bˆ
i(x) ⋆x Ψˆ)
+(θ1µi)
−1Bˆi(x)Ψˆ.
One finds:
Aµ ⋆x Ψˆ = Bµ ⋆x Ψˆ (57)
A1µ ⋆x Ψˆ = θ
−1
µi (x)B
1i ⋆x Ψˆ + i
1
2
θαβ(x)∂αθ
−1
µν (x)∂β(B
ν(x)Ψˆ) (58)
+(θ1µi(x))
−1θiα(x)Aα ⋆x Ψˆ
= −
1
4
θ−1µi (x)θ
kl(x)∂lθ
ij(x){Ak, Aj}Ψˆ−
1
4
θkl(x){Ak, ∂lAµ + Flµ}Ψˆ
+i
1
2
θαβ(x)∂αθ
−1
µν (x)∂β(θ
νρ(x)AρΨˆ)
+θkl(x)Al∂kθ
−1
µν (x)θ
να(x)AαΨˆ.
The derivative term is more complex than it is usually:
− iθˆ−1µi (Xˆ) ⋆x x
i ⋆x Ψˆ = ∂µΨˆ + (θ
1
µi(x))
−1θik(x)∂kΨˆ (59)
+
i
2
θαβ(x)∂αθ
−1
µν (x)∂β(θ
νρ(x)∂ρΨˆ) + ...
Note that A1µ ⋆ Ψˆ and the modified derivative are not hermitian, we will have to take
this into account when we build the actions in the next section.
3 Actions
In this section, we shall concentrate on the actions of quantum electrodynamics and of
the standard model on a background described by a θ which is space-time dependent.
The main result is that the leading order operators are the same as in the constant θ
case, if one substitutes θ by θ(x). New operators with a derivative acting on θ(x) also
appear.
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3.1 QED on an x-dependent space-time
An invariant action for the gauge potential is
Sg = −
1
4
Tr
∫
w(x)Fˆµν ⋆x Fˆ
µνd4x, (60)
where Fˆµν is defined as
Fˆµν = i[Dˆµ ⋆x, Dˆν ] = i[−iθˆ
−1
µi (Xˆ) ⋆x Xˆ
i ⋆x, −iθˆ−1νi (Xˆ) ⋆x Xˆ
i]. (61)
For the matter fields, we find
Sm =
∫
w(x)
¯ˆ
Ψ ⋆x (iγ
µDˆµ −m)Ψˆd
4x, (62)
where DˆµΨˆ = (∂µ − iAˆµ) ⋆x Ψˆ. We can now expand the non-commutative fields in θ(x)
and insert the definition for the ⋆x product.
The Lagrangian for a Dirac field that is charged under a SU(N) or U(N) gauge group
is given by
m
¯ˆ
Ψ ⋆x Ψˆ = mψ¯ψ +
i
2
mθµν(x)Dµψ¯Dνψ (63)
¯ˆ
Ψ ⋆x iγ
µDˆµΨˆ = ψ¯iγ
µDµψ −
1
2
θµν(x)Dµψ¯γ
ρDνDρψ −
i
2
θµν(x)ψ¯γρFρµDνψ (64)
+terms with derivatives acting on θ
and the gauge part is given by
Fˆµν ⋆x Fˆ
µν = FµνF
µν +
i
2
θµν(x)DµFρσDνF
ρσ +
1
2
θµν(x){{Fρµ, Fσν}, F
ρσ} (65)
−
1
4
θµν(x){Fµν , FρσF
ρσ} −
i
4
θµν(x)[Aµ, {Aν , FρσF
ρσ}]
+terms with derivatives acting on θ.
The terms involving a derivative acting on θ will be written explicitly in the action.
They can be cast in a very compact way after partial integration and some algebraic
manipulations. The following two relations can be useful in these algebraic manipula-
tions:
∂µw(x) = θ
−1
ρµ (x)∂αθ
αρ(x)w(x) (66)
∂αθ
−1
µν (x) = −θ
−1
µρ (x)(∂αθ
ρσ(x))θ−1σν (x). (67)
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One notices that some of the terms with derivative acting on θ are total derivatives:∫
w(x)∂µ (θ
µν(x)Γν) d
4x = −
∫
∂µ (w(x)) θ
µν(x)Γνd
4x (68)
=
∫
w(x)∂µ (θ
µν(x)) Γνd
4x
using partial integration and where the last step follows from the property (24). These
terms therefore do not contribute to the action.
For the action we use partial integration, the cyclicity of the trace and the property
(68) and obtain to first order in θ(x)∫
w(x)
¯ˆ
Ψ ⋆x (iγ
µDˆµ −m)Ψˆd
4x =
∫
w(x)ψ¯(iγµDµ −m)ψd
4x (69)
−
1
4
∫
w(x)θµν(x)ψ¯Fµν(iγ
µDµ −m)ψd
4x
−
1
2
∫
w(x)θµν(x)ψ¯γρFρµiDνψd
4x
+
1
4
∫
w(x)θ−1µα(x)θ
ρβ(x)∂βθ
ασ(x)Dρψ¯γ
µDσψd
4x+ h.c.
−
1
4
Tr
1
G2
∫
w(x)Fˆµν ⋆x Fˆ
µνd4x = −
1
4
∫
w(x)FµνF
µνd4x (70)
+
1
8
t1
∫
w(x)θσρ(x)FσρFµνF
µνd4x
−
1
2
t1
∫
w(x)θσρ(x)FµσFνρF
µνd4x
+terms with derivatives acting on θ,
where t1 is a free parameter that depends on the choice of the matrix Y (see [15]). We
have not calculated explicitly the terms with derivatives acting on θ for the gauge part
of the action. These terms are model dependent as they depend on the choice of the
matrix Y . These terms will be calculated explicitly in a forthcoming publication. We
used the following notations:
GΨˆ(n) ∝ gnΨˆ
(n) and Tr
1
G2
Fˆµν ⋆x Fˆ
µν =
1
N
N∑
n=1
e2
g2n
(q(n))2Fˆ (n)µν ⋆x Fˆ
(n)µν (71)
and
FˆµνΨˆ
(n) ≡ eq(n)Fˆ (n)µν Ψˆ
(n). (72)
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The usual coupling constant e can be expressed in terms of the gn by
Tr
1
G2
Q2 =
N∑
n=1
1
g2n
(q(n))2 =
1
2e2
. (73)
3.2 The standard model on an x-dependent space-time
The non-commutative standard model can also be written in a very compact way fol-
lowing [15]:
SNCSM =
∫
d4xw(x)
3∑
i=1
Ψˆ
(i)
L ⋆x i /ˆDΨˆ
(i)
L +
∫
d4xw(x)
3∑
i=1
Ψˆ
(i)
R ⋆x i /ˆDΨˆ
(i)
R (74)
−
∫
d4xw(x)Tr
1
G2
Fˆµν ⋆x Fˆ
µν +
∫
d4xw(x)
(
ρ0(DˆµΦˆ)
† ⋆x ρ0(Dˆ
µΦˆ)
−µ2ρ0(Φˆ)
† ⋆x ρ0(Φˆ)− λρ0(Φˆ)
† ⋆x ρ0(Φˆ) ⋆x ρ0(Φˆ)
† ⋆x ρ0(Φˆ)
)
+
∫
d4xw(x)
(
−
3∑
i,j=1
W ij
(
(
¯ˆ
L
(i)
L ⋆x ρL(Φˆ)) ⋆x eˆ
(j)
R
)
−
3∑
i,j=1
(W †)ij
(
¯ˆe
(i)
R ⋆x (ρL(Φˆ)
† ⋆x Lˆ
(j)
L )
)
−
3∑
i,j=1
Giju
(
(
¯ˆ
Q
(i)
L ⋆x ρQ¯(
ˆ¯Φ)) ⋆x uˆ
(j)
R
)
−
3∑
i,j=1
(G†u)
ij
(
¯ˆu
(i)
R ⋆x (ρQ¯(
ˆ¯Φ)† ⋆x Qˆ
(j)
L )
)
−
3∑
i,j=1
Gijd
(
(
¯ˆ
Q
(i)
L ⋆x ρQ(Φˆ)) ⋆x dˆ
(j)
R
)
−
3∑
i,j=1
(G†d)
ij
(
¯ˆ
d
(i)
R ⋆x (ρQ(Φˆ)
† ⋆x Qˆ
(j)
L )
))
.
The notations are same as those introduced in [15]. The only difference is the introduc-
tion of the weight function w(x). The expansion is performed as described in [15]. There
are new operators with derivatives acting on θ(x), but the terms suppressed by θ(x) that
do not involve derivatives on θ are the same as those found in [15]. One basically has
to replace θ by θ(x) in all the results obtained in [15].
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Figure 1: Correction to the two-fermion gauge boson vertex.
3.3 Feynman rules
We shall concentrate on the vertex involving two fermions and a gauge boson which is
modified by θ(x). One finds:
∫
d4xe(−ix
µ(bµ−qµ−kµ+pµ))
(
i
2
θ˜µν(b)
(
pν(/k −m)− kν(/p−m)
)
−
i
2
kαθ˜
αβ(b)pβγ
µ
)
, (75)
where θ˜ is the Fourier transform of θ(x). This is the lowest order vertex in g and θ(x)
which is model independent, i.e. independent of t1 (see Fig. 1). It is clear than the
dominant signal is a violation of the energy-momentum conservation, as some energy
can be absorbed in the background field or released from the background field. Similar
effects will occur for the three-gauge-boson interaction and for the two-fermion two-
gauge-boson interaction.
4 Models for θ(x)
The function θ(x) is basically unknown. It depends on the details of the fundamental
theory which is at the origin of the non-commutative nature of space-time. Recently
non-commutative theories with a non-constant non-commutative parameter have been
found in the framework of string theory [35,36,37,38]. But, since we do not know what
will eventually turn out to be the fundamental theory at the origin of space-time non-
commutativity, we can consider different models for θ(x). One particularly interesting
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example for θ˜(b), is a Heaviside step function times a constant antisymmetric tensor
θ˜µν(b) = θ(b0 − ΛR)θ
µν . The main motivation for such an ansatz is the as mentioned
in [15], the non-commutative nature of space-time sets in only at short distances. A
Heaviside function simply implies that there is an energy threshold for the effects of
space-time non-commutativity. In that case the vertex studied in (75) becomes
δ4(bµ − qµ − kµ + pµ)θ(b0 − ΛR)× (76)(
i
2
θµν
(
pν(/k −m)− kν(/p−m)
)
−
i
2
kαθ
αβpβγ
µ
)
,
where θ(b0 − ΛR) is the Heaviside step function. In other words, the energy of the
decaying particle has to be above the energy ΛR corresponding to the distance R. Note
that we now have two scales, the non-commutative scale ΛNC included in θ and the scale
corresponding to the distance where the effects of non-commutative physics set in ΛR.
A small scale of e.g. 1 GeV for ΛR is sufficient to get rid of all the constraints coming
from low energy experiments and in particular from experiment that are searching for
violations of Lorentz invariance. This implies that heavy particles are more sensitive
to the non-commutative nature of space-time than the light ones. It would be very
interesting to search for a violation of energy conservation in the top quark decays since
they are the heaviest particles currently accessible.
Clearly, there are certainly models that are more appropriate than a Heaviside step
function. This issue is related to model building and is beyond the scope of the present
paper. Our aim was to give a simple example of the type of model that can help to
loosen the experimental constraints.
Another interesting possibility is that θµν transforms as a Lorentz tensor: θµν(x′) =
ΛµρΛ
ν
σθ
ρσ(x) in which case the action we have obtained is Lorentz invariant. It is nev-
ertheless not clear which symmetry acting on θ(xˆ), i.e. at the non-commutative level,
could reproduce the usual Lorentz symmetry once the expansion in θ is performed.
There are nevertheless examples of quantum groups, where a deformed Lorentz invari-
ance can be defined [39, 40]. Note that if θ(x) develops a vacuum expectation value,
Lorentz invariance is spontaneously broken.
5 Conclusions
We have proposed a formulation of Yang-Mills field theory on a non-commutative space-
time described by a space-time dependent anti-symmetric tensor θ(x). Our results are
only valid in the leading order of the expansion in θ. It is nevertheless not obvious that
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these results can easily be generalized. The basic assumption is that θ(x) fulfills the
Jacobi identity, this insures that the star product is associative.
We have generalized the method developed by Wess and his collaborators to the
case of a non-constant field θ, we have derived the Seiberg-Witten maps for the gauge
transformations, the gauge fields and the matter fields. The main difficulty is to find the
relation between the gauge potential of the covariant coordinates and the Yang-Mills
gauge potential.
As expected new operators with derivative acting on θ are generated in the leading
order of the expansion in θ. But, most of them drop out of the action because they
correspond to total derivatives.
The main difference between the constant θ case is that the energy-momentum at
each vertex is not conserved from the particles point of view, i.e. some energy can be
absorbed or created by the background field. One can consider different models for the
deformation θ. It is interesting to note that already a simple model can help to avoid
low energy physics constraints. This implies that non-commutative physics becomes
relevant again as a candidate for new physics beyond the standard model in the TeV
region.
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APPENDIX: the ⋆x product
In this appendix, we shall derive the ⋆x product using the deformation quantization.
We want to emphasize the fact that this approach only works in the leading order in θ(x).
In that case it is rather straightforward to apply the formalism developed in [12,13,14]
with minor modifications which we shall describe.
We shall follow the usual procedure (see e.g. [7]). Let us consider the non-commutative
algebra Aˆ defined as C〈〈xˆ
1,...,xˆ4〉〉
Rx
, where Rx is the relation (10) and the usual commuta-
tive algebra A = C〈〈x1, ..., x4〉〉. Let W : A → Aˆ be an isomorphism of vector spaces.
The ⋆x-product is defined by
W (f ⋆x g) ≡W (f) ·W (g) = fˆ · gˆ. (77)
In general we do not know how to construct this new star product, but since we are only
interested in the leading order operators, all we need is to define the new star product in
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the leading order and this can be done easily as described in [12, 13, 14] by considering
the Weyl deformation quantization procedure [41]:
fˆ = W (f) =
1
(2π)2
∫
d4k exp(ikjxˆ
j)f˜(k) (78)
with
f˜(k) =
1
(2π)2
∫
d4k exp(−ikjx
j)f(x). (79)
We now consider the ⋆x-product of two functions f and g:
W (f ⋆x g) =
1
(2π)4
∫
d4k d4p exp(ikjxˆ
j) exp(ipjxˆ
j)f˜(k)g˜(p). (80)
The coordinates are non-commutating, the Campbell-Baker-Hausdorff formula
eAeB = eA+B+
1
2
[A,B]+ 1
12
[[A,B],B]− 1
12
[[A,B],A]+... (81)
is thus need to evaluate this expression. This is where a potential problem arises,
the commutator of two non-commutative coordinates is, in our case, by assumption
not constant and it is not obvious whether the Campbell-Baker-Hausdorff formula will
terminate. But, as already mentioned previously we are only interested in the leading
order non-commutative corrections and we thus neglect the higher order in θ terms
which will involve derivatives acting on θ(x).
In the leading order in θ we have
exp(ikj xˆ
j) exp(ikjxˆ
j) = exp(i(ki + pi)xˆ
i −
i
2
θij(x)kipj + ...) (82)
and
W−1
(
θˆij(xˆ)
)
= θij(x) +O(θ2). (83)
One thus finds
f ⋆x g(x) =
∫
d4k d4p exp
(
i(ki + pi)xˆ
i −
i
2
θij(x)kipj + ...
)
f˜(k)g˜(p), (84)
where we define the ⋆x product in the following way:
f ⋆x g ≡ f · g +
i
2
θµν(x)
∂f(x)
∂xµ
∂g(y)
∂yν
∣∣∣∣
y→x
≡ f · g +
i
2
θµν(x)
∂f(x)
∂xµ
∂g(x)
∂xν
, (85)
19
neglecting higher order terms in θ that are unknown and taking the limit y → x. It is
interesting to note that it corresponds to the leading order of the star-product defined for
a Poisson structure [29,30,31]. We want to insist on the fact that the results presented
in this appendix cannot be generalized to higher order in θ. This can be done using
Kontsevich’s method which is unfortunately much more difficult to handle.
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