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ABSTRACT
High-dimensional, large-sample astrophysical databases of galaxy clusters, such as the Chandra
Deep Field South COMBO-17 database, provide measurements on many variables for thousands of
galaxies and a range of redshifts. Current understanding of galaxy formation and evolution rests sen-
sitively on relationships between different astrophysical variables; hence an ability to detect and verify
associations or correlations between variables is important in astrophysical research. In this paper,
we apply a recently defined statistical measure called the distance correlation coefficient, which can
be used to identify new associations and correlations between astrophysical variables. The distance
correlation coefficient applies to variables of any dimension; can be used to determine smaller sets of
variables that provide equivalent astrophysical information; is zero only when variables are indepen-
dent; and is capable of detecting nonlinear associations that are undetectable by the classical Pearson
correlation coefficient. Hence, the distance correlation coefficient provides more information than the
Pearson coefficient. We analyze numerous pairs of variables in the COMBO-17 database with the
distance correlation method and with the maximal information coefficient. We show that the Pearson
coefficient can be estimated with higher accuracy from the corresponding distance correlation coeffi-
cient than from the maximal information coefficient. For given values of the Pearson coefficient, the
distance correlation method has a greater ability than the maximal information coefficient to resolve
astrophysical data into highly concentrated horseshoe- or V-shapes, which enhances classification and
pattern identification. These results are observed over a range of redshifts beyond the local universe
and for galaxies from elliptical to spiral.
Subject headings: catalogs – galaxies: evolution — galaxies: clusters: general—galaxies: statistics —
methods: statistical — surveys
1. INTRODUCTION
As we probe deeper into the observable universe in
search of a clearer understanding of galaxy formation and
evolution, it becomes increasingly more difficult to distin-
guish between different galaxy types at these higher red-
shifts, and hence there is a need for techniques that can
be used to detect and verify associations and correlations
between galaxy properties. Several high-dimensional,
large-sample astrophysical databases have been studied
towards this end.
Many galaxy cluster studies have concentrated on
low redshift observations and newer studies have moved
beyond the local universe to z ∼ 5. One such
study included the Chandra Deep Field South region
of the sky and resulted in the COMBO-17 (“Classify-
ing Objects by Medium-Band Observations in 17 filters”)
database. This publicly-available catalog was developed
by Wolf et al. (2003a,b, 2004) and includes 63,501 galax-
ies, stars, quasars, and unclassified objects, with bright-
ness measurements in 17 passbands over the wavelength
range 3500 – 9300 A˚. The COMBO-17 catalog can be
used to perform a statistical investigation of the relation-
ships between the many measured properties associated
with galaxies, and the results will be of much interest to
both the astrophysics and the statistics communities.
Statistical studies of associations in astrophysical
databases have generally been based on the Pearson cor-
relation coefficient, the classical measure of linear re-
lationships between two variables (Pearson 1895). In
the case of the COMBO-17 database, Richards (2006)
outlined a multivariate statistical analysis based on the
Pearson correlation coefficients for variables in the cata-
log; this analysis confirmed correlations between sets of
variables that were known to astronomers to be highly
correlated. Izenman (2008) constructed plots of pairwise
canonical variables from the COMBO-17 galaxy data and
also confirmed similar high correlations between some
variables in the catalog. These studies suggest that Pear-
son correlation coefficients can be used to identify sets of
variables in this database that are highly correlated.
It is well known that some astrophysical variables have
nonlinear relationships. Therefore, we need a statistical
measure that can detect nonlinear relationships between
variables in astrophysical databases. Since the Pearson
correlation coefficient generally cannot detect nonlinear
associations and often is zero for dependent variables,
Sze´kely et al. (2007, 2009, 2012, 2013) introduced a new
measure, called the distance correlation coefficient, to ad-
dress the shortcomings of the Pearson coefficient.
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The distance correlation coefficient has the advantage
of being applicable to random variables of any dimen-
sion, rather than to two-dimensional variables only, and
it has been used to detect nonlinear associations that
are undetectable by the Pearson correlation coefficient
(Sze´kely et al. 2009). Moreover, unlike the Pearson coef-
ficient, the distance correlation coefficient is zero if and
only if the variables are independent.
Hence, the distance correlation coefficient provides
more information than the Pearson coefficient, and
the number of references to the distance correlation
method has increased rapidly across a wide variety of
fields, including: machine learning (Sriperumbudur et al.
2011; Sejdinovic et al. 2013), wind-generation of elec-
trical power (Dueck et al. 2013), time series analysis
of Earth’s ionosphere (Gromenko et al. 2012), climate
change projections (Racherla et al. 2012), and nuclear
chemistry (Zhong et al. 2012).
In this paper, we apply the distance correlation method
to variables in the COMBO-17 database. Specifically, we
compare the distance correlation between pairs of vari-
ables with the corresponding Pearson correlation coeffi-
cient and also with corresponding values of another sta-
tistical measure called the maximal information coeffi-
cient (Reshef et al. 2011). The primary aim of this work
is to establish the distance correlation measure as supe-
rior over alternative methods of discovering associations
and correlations between variables in large astrophysical
databases.
In §2, we define the distance correlation coefficient and
the maximal information coefficient. In §3, we describe
the COMBO-17 dataset. In §4, we describe how the
distance correlation and maximal information coefficient
measures were applied to the data. The results and dis-
cussion are given in §5 and the conclusions are provided
in §6. This work represents the first application of the
distance correlation method to astrophysical data.
2. MEASURES OF ASSOCIATION
Two sets of random variables are called independent if
any information provided about the observed values of
one set of variables does not affect the conditional prob-
ability distribution of the other set. By convention, a
measure of dependence between the two sets of random
variables is identically zero if the two sets are indepen-
dent; hence, such a measure is also called a measure of
association.
Among the many measures of association between ran-
dom variables, the most famous and enduring is the Pear-
son correlation coefficient (Pearson 1895). Other mea-
sures of association have been developed since then, some
of which are similar in approach to Pearson’s notion of
correlation. This class of alternative measures includes
Re´nyi’s maximal correlation (Re´nyi 1959), rank correla-
tion (Spearman 1904; Kendall 1938), and maximal linear
correlation (Hirschfeld & Wishart 1935).
In recent years, there have appeared several new ap-
proaches to measuring association. These include the
maximal information coefficient (Reshef et al. 2011) and
distance correlation coefficient (Sze´kely et al. 2007, 2009,
2012, 2013). We describe below the Pearson correlation
coefficient and these two new measures in detail.
Throughout the paper, we assume that all random
variables have finite means and variances.
2.1. The Pearson Correlation Coefficient
Let X and Y be scalar random variables. We denote
the mean or expectation of X by E(X). The variance
of X is given by Var(X) = E(X2) − (E(X))2 and the
covariance between X and Y is Cov(X,Y ) = E(XY ) −
E(X)E(Y ). If X and Y are independent then E(XY ) =
E(X)E(Y ) and therefore Cov(X,Y ) = 0.
The Pearson correlation coefficient between X and Y
is defined to be
Cov(X,Y )√
Var(X) ·
√
Var(Y )
.
This coefficient measures the strength of any linear rela-
tionship between the variables since the coefficient equals
±1 if X and Y are linearly related.
This correlation coefficient also satisfies many prop-
erties that are desirable of measures of association
(Schweizer & Wolff 1981). In particular, if X and Y are
independent then it follows that this correlation coeffi-
cient equals 0. However, the converse is not valid because
the coefficient is zero for many dependent variables that
satisfy nonlinear relationships. Consequently, the Pear-
son coefficient generally is incapable of detecting nonlin-
ear associations between the variables X and Y .
For a random sample {(xi, yi), i = 1, . . . ,N} drawn
from the joint distribution of (X,Y ) the empirical, or
sample, Pearson correlation coefficient is well known to
be given by the explicit formula,∑N
i=1(xi − x¯)(yi − y¯)√∑N
i=1(xi − x¯)2 ·
√∑N
i=1(yi − y¯)2
, (1)
where x¯ = N−1
∑N
i=1 xi and y¯ = N
−1
∑N
i=1 yi are the
respective sample means.
2.2. The Maximal Information Coefficient
Reshef et al. (2011) recently proposed another mea-
sure, the maximal information coefficient (MIC), to as-
sess the strength of any linear or nonlinear association
between two variables. The MIC is designed mainly for
large data sets and is based on Shannon’s mutual in-
formation criterion and the related concept of entropy
(Shannon & Weaver 1949; Cover & Thomas 1991).
Let X be a random variable with probability density
function f1(x). Then the entropy of X is
H(X) = −E log2 f1(X).
It is well known that entropy is a measure of uncertainty:
the higher the entropy, the greater the uncertainty about
X . Also, entropy satisfies the property that H(X) ≥ 0.
The above definition of entropy extends to a pair of
random variables (X,Y ) with joint probability density
function f(x, y). We define the joint entropy of (X,Y )
to be
H(X,Y ) = −E log2 f(X,Y ).
Let f1(x) and f2(y) denote the marginal probability den-
sity functions of X and Y , respectively. Since the func-
tion f(x, y)/f2(y) is the conditional density function of
X given Y , we also define the conditional entropy of X
given Y to be
H(X |Y ) = −E log2
f(X,Y )
f2(Y )
.
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The mutual information I(X,Y ) is defined to be
I(X,Y ) = E log2
f(X,Y )
f1(X)f2(Y )
. (2)
Note that entropy and mutual information are related
through the calculation,
I(X,Y ) = E log2
(
1
f1(X)
· f(X,Y )
f2(Y )
)
= E
(
− log2 f1(X) + log2
f(X,Y )
f2(Y )
)
= −E log2 f1(X) + E log2
f(X,Y )
f2(Y )
= H(X)−H(X |Y ).
(3)
Since Eq. (2) is symmetric in X and Y then it follows
that I(X,Y ) = I(Y,X). Hence, it follows from (3) that
the difference in uncertainty about X given knowledge
of Y equals the difference in uncertainty about Y given
knowledge of X .
Turning to the mutual information criterion of
Reshef et al. (2011), suppose that we collect a random
sample,
D = {(xi, yi), i = 1, 2, . . . ,N},
drawn from the random variable (X,Y ). We decom-
pose the range of x-coordinates of the data into non-
overlapping intervals and we also decompose the range of
y-coordinates of the data into non-overlapping intervals.
These intervals together give rise to a rectangular grid of
nonoverlapping bins on the scatterplot of the data.
Denote by R and C the total number of row and
colulmn intervals, respectively. For each point (x, y) in
the (r, c)th rectangular bin, the joint probability density
function f(x, y) is estimated by f̂ (r, c), the proportion of
the sample that falls in the (r, c)th rectangular bin. For
x in the rth row interval, the marginal density function
f1(x) is estimated by
f̂1(r) =
C∑
c=1
f̂ (r, c),
This shows that f̂1(r) represents the proportion of all
{xi : i = 1, . . . ,N} that falls in the rth row interval.
Similarly, for y in the cth column interval, the marginal
density function f2(y) is estimated by
f̂2(c) =
R∑
r=1
f̂ (r, c),
So, f̂2(c) represents the proportion of all {yi : i =
1, . . . ,N} that falls in the cth column interval.
Then the mutual information in Eq. (2) is estimated
by the sum,
ÎR,C(D) =
R∑
r=1
C∑
c=1
f̂ (r, c) log2
f̂ (r, c)
f̂1(r)f̂2(c)
, (4)
where the sum is taken over all row intervals r and all
column intervals c. The estimator ÎR,C(D) in Eq. (4) is
called the naive mutual information estimate, and it can
be shown that ÎR,C(D) ≤ 1.
The value of ÎR,C(D) clearly depends on R and C and
on the choice of intervals. Reshef et al. (2011) therefore
define the maximal information coefficient (MIC) for the
data set D to be
MIC(D) = max
RC<N0.6
ÎR,C(D)
log2min{R,C}
, (5)
where the maximum is taken over all rectangular grids,
i.e., over all integers R and C, such that RC < N0.6.
The statistic MIC(D) is an estimator of the mutual
information I(X,Y ) given in Eq. (2). This statistic ex-
hibits the attractive features of a measure of association
in that, as the sample size N → ∞, MIC(D) converges
in probability to 1 if X and Y satisfy a non-constant non-
random relationship; also, MIC(D) converges in proba-
bility to 0 if and only if X and Y are independent. How-
ever, some drawbacks of this statistic have been noted by
Simon & Tibshirani (2012) and Kinney & Atwal (2013).
We note that, unlike the empirical Pearson correlation
coefficient, there does not exist an explicit formula for
the empirical MIC; the maximization in Eq. (5) must be
calculated numerically.
2.3. The Distance Correlation Coefficient
The distance correlation measure is based on the
Fourier transform, or characteristic function, of sets of
random variables and the related characterization of in-
dependence (Sze´kely et al. 2007).
Let p be a positive integer and X = (X1, . . . , Xp) ∈ Rp
be a random vector. For a vector s = (s1, . . . , sp) ∈ Rp,
the norm ‖s‖ = (s21 + · · · + s2p)1/2 denotes the standard
Euclidean norm on Rp. Further, we denote by 〈s,X〉 =
s1X1+ · · ·+ spXp the standard inner product between s
and X .
We also consider a positive integer q, a vector t ∈ Rq,
and a random vector Y ∈ Rq which is associated with X .
The Euclidean norm ‖t‖ and the inner product 〈t, Y 〉 on
R
q are defined similar to the foregoing.
The joint characteristic function of the pair of random
vectors (X,Y ) is
φX,Y (s, t) = E exp
[√−1〈s,X〉+√−1〈t, Y 〉] .
The marginal characteristic functions of X and Y are
φX(s) = φX,Y (s, 0) = E exp
[√−1〈s,X〉] ,
and
φY (t) = φX,Y (0, t) = E exp
[√−1〈t, Y 〉] ,
respectively. It is well known that X and Y are mutually
independent if and only if φX,Y (s, t) = φX(s)φY (t) for
all s ∈ Rp and t ∈ Rq.
Sze´kely et al. 2007 defined the distance covariance be-
tween the random vectors X and Y as the nonnegative
number V(X,Y ) defined by
V2(X,Y )
=
1
cpcq
∫
Rq
∫
Rp
|φX,Y (s, t)− φX(s)φY (t)|2
‖s‖p+1 ‖t‖q+1 ds dt,
(6)
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where |v| denotes the modulus of the complex number v
and
cp =
pi(p+1)/2
Γ
(
(p+ 1)/2
) .
The distance correlation between X and Y is
R(X,Y ) = V(X,Y )√V(X,X) ·√V(Y, Y ) (7)
if both V(X,X) and V(Y, Y ) are positive, and defined
to be 0 otherwise. Sze´kely et al. (2007) showed that
0 ≤ R(X,Y ) ≤ 1. Further, since X and Y are indepen-
dent if and only if φX,Y (s, t) = φX(s)φY (t) for all s and
t, then it follows from Eqs. (6) and (7) that R(X,Y ) = 0
if and only if X and Y are independent. This is a clear
advantage of the distance correlation coefficient over the
Pearson correlation coefficient. Another advantage of the
distance correlation R(X,Y ) over other concepts of cor-
relation is that it is defined for vectors X and Y of arbi-
trary dimension.
Despite the higher-dimensional context, Sze´kely et al.
(2007) derived from (6) and (7) a remarkably ex-
plicit formula for the corresponding empirical dis-
tance correlation: For a random sample (X ,Y ) =
{(X1, Y1), . . . , (XN, YN)} from the joint distribution of
(X,Y ), define for k = 1, . . . ,N and l = 1, . . . ,N,
akl = ‖Xk −Xl‖p,
a¯k· =
1
N
N∑
l=1
akl, a¯·l =
1
N
N∑
k=1
akl,
a¯·· =
1
N2
N∑
k,l=1
akl,
and
Akl = akl − a¯k· − a¯·l + a¯·· .
Similarly, define
bkl = ‖Yk − Yl‖q,
b¯k· =
1
N
N∑
l=1
bkl, b¯·l =
1
N
N∑
k=1
bkl,
b¯·· =
1
N2
N∑
k,l=1
bkl,
and
Bkl = bkl − b¯k· − b¯·l + b¯·· .
The empirical distance covariance for the random sam-
ple (X,Y ) is defined to be
VN(X,Y ) = 1
N
(
N∑
k,l=1
AklBkl
)1/2
.
The empirical distance variance for the data X =
{X1, . . . , XN} is defined to be
VN(X) = 1
N
(
N∑
k,l=1
A2kl
)1/2
;
similarly, the empirical distance variance for the data
Y = {Y1, . . . , YN} is defined to be
VN(Y ) = 1
N
(
N∑
k,l=1
B2kl
)1/2
.
The empirical distance correlation for the observed
data (X,Y ) is defined as
RN(X,Y ) = VN(X,Y )√VN(X) ·√VN(Y ) (8)
if both VN(X) and VN(Y ) are positive; otherwise,
RN(X,Y ) is defined to be 0.
We remark that the empirical distance correlation co-
efficient defined in (8) has the significant advantage of
exhibiting higher statistical power than the Pearson coef-
ficient and MIC (Sze´kely et al. 2009; Simon & Tibshirani
2012; Kinney & Atwal 2013). In summary, the distance
correlation is more general and more powerful than the
Pearson and MIC correlation measures, and these coeffi-
cients will now be compared through application to the
COMBO-17 astrophysical dataset.
3. DESCRIPTION OF THE COMBO-17 CATALOG
The COMBO-17 project was carried out largely to
study the evolution of galaxies and their associated dark
matter halos at z ≤ 1 and the evolution of quasars at
1 ≤ z ≤ 5. This spectrophotometric survey covers 1
square degree of sky in 17 filters, over a range of wave-
lengths from 3500− 9300 A˚, and over five regions of the
sky: the Chandra Deep Field South (CDFS), Abell 901,
S 11, South Galactic Pole, and Abell 226 fields. All ob-
servations were collected with the Wide Field Imager
0.5◦ × 0.5◦ camera on the MPG/ESO 2.2 m telescope
at the European Southern Observatory at La Silla, Chile
(Wolf et al. 2003a,b, 2004).
The CDFS portion of the survey resulted in the detec-
tion of 63,501 astronomical objects including over 50,000
galaxies, thousands of stars, hundreds of quasars, and
other unclassified objects. Only ∼25,000 of the galaxies
have precise photometric redshifts. This data acquisition
permits the spectral classification of stars, galaxies, and
quasars, as well as the determination of spectral energy
distributions and redshifts for galaxies and quasars. The
classification is mostly reliable for magnitudes R ≤ 24,
while the selection of stars is complete to R ∼ 23, and
deeper for M stars (Wolf et al. 2004). A catalog calibra-
tion update was released by Wolf et al. (2008).
The COMBO-17 catalog lists identifiers, positions,
magnitudes, morphologies, object classification, and red-
shift information. It also provides rest-frame luminosities
in Johnson, SDSS, and Bessel passbands, and estimated
errors. The COMBO-17 data are available at the website
http://www.mpia.de/COMBO/combo_index.html. A de-
tailed description of the column entries in the FITS and
ASCII versions of the catalog are provided by Wolf et al.
(2004) and also on that website.
The COMBO-17 catalog has been applied to many
aspects of cosmology, including galaxy evolution (e.g.,
Wolf et al. 2003a; Bell et al. 2004), the evolution of faint
AGN for 1 ≤ z ≤ 5 (Wolf et al. 2003b), weak lensing
studies (e.g., Gray et al. 2002; Kleinheinrich et al. 2005),
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TABLE 1
Description of Selected COMBO-17 Variables
General Information
Rmag Total R-band magnitude
mu max Central surface brightness
MajAxis Major axis
MinAxis Minor axis
PA Position angle
Classification Results
MC z Mean redshift in distribution p(z)
MC z2 Alternative redshift if distribution p(z) is bimodal
MC z ml Peak redshift in distribution
dl Luminosity distance of MC z
Total Object Restframe Luminosities
BjMag Mabs,gal in Johnson B (z ≈ [0.0, 1.1])
rsMag Mabs,gal in SDSS r (z ≈ [0.0, 0.5])
S280Mag Mabs,gal in 280/40 (z ≈ [0.25, 1.3])
Observed Seeing-Adaptive Aperture Fluxes
W420F E Photon flux in filter 420 in run E
W462F E Photon flux in filter 462 in run E
W485F D Photon flux in filter 485 in run D
W518F E Photon flux in filter 518 in run E
W571F D Photon flux in filter 571 in run D
W571F E Photon flux in filter 571 in run E
W604F E Photon flux in filter 604 in run E
W646F D Photon flux in filter 646 in run D
W696F E Photon flux in filter 696 in run E
W753F E Photon flux in filter 753 in run E
W815F E Photon flux in filter 815 in run E
W856F D Photon flux in filter 856 in run D
W914F D Photon flux in filter 914 in run D
W914F E Photon flux in filter 914 in run E
UF F Photon flux in filter U in run F
BF D Photon flux in filter B in run D
BF F Photon flux in filter B in run F
VF D Photon flux in filter V in run D
RF D Photon flux in filter R in run D
RF E Photon flux in filter R in run E
RF F Photon flux in filter R in run F
and star formation in supercluster galaxies (Gray et al.
2004).
4. APPLICATION OF THE DISTANCE CORRELATION
MEASURE TO THE COMBO-17 DATABASE
For the application to astrophysics, we concentrated
on the galaxies in the COMBO-17 catalog. We selected
33 variables from the list given in Table 3 of Wolf et al.
(2004). Of these variables, 5 contain general information
about each object, 4 correspond to classification results,
3 are total restframe luminosities, and 21 are observed
seeing-adaptive aperture fluxes in observing runs D, E,
and F. Table 1 lists the variables that were selected for
our analysis and their definitions.
In our analysis, we used only flux values that were
listed as positive, and we did not consider the estimated
errors in the variables. In addition, we included only
galaxies with complete measurements of all 33 variables;
hence, galaxies with incomplete data were omitted from
our study. As a consequence of this selection process,
our data set contained only 14 galaxies in the range
2 ≤ z < 3, so we excluded those galaxies from further
analysis. The final data set consists of 15,352 galaxies
Fig. 1.— Galaxy types based on their m280 −B and B− r colors
for 0 ≤ z < 0.5 (upper), 0.5 ≤ z < 1 (middle), and 1 ≤ z < 2
(lower): Type 1 (open circles, red), Type 2 (triangles, purple),
Type 3 (plus signs, green), and Type 4 (solid circles, blue).
over a redshift range 0 ≤ z < 2.
TABLE 2
Galaxy Types and Selected Magnitude Ranges
Galaxy Kinney et al. Magnitude Range based on
Type 1996 Template Fig. 2 of Wolf et al. (2003a)
Type 1 E - Sa B − r > 1.25 and m280 − B ≥ 1.1
Type 2 Sa - Sbc B − r > 1.25 and m280 − B < 1.1
Type 3 Sbc - SB6 0.95 < B − r ≤ 1.25
Type 4 SB6 - SB1 B − r ≤ 0.95
The data were partitioned into four galaxy types and
three redshift ranges. Table 2 shows how the data were
subdivided by galaxy type according to their m280 − B
and B − r colors; this scheme is similar to the magni-
tude ranges defined in Figure 2 of Wolf et al. (2003a),
which is based on the galaxy classification template of
Kinney et al. (1996) for elliptical and spiral galaxies.
Wolf et al. (2003a) defined these four galaxy types over
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TABLE 3
Galaxy Analysis Scheme
Number of Galaxies
Redshift Type 1 Type 2 Type 3 Type 4 Total
0 ≤ z < 0.5 38 45 328 3254 3665
0.5 ≤ z < 1 50 19 277 9284 9630
1 ≤ z < 2 16 4 109 1928 2057
Total 104 68 714 14466 15352
the redshift range 0.2 < z < 1.2, and we extended their
scheme for redshifts up to z = 2. We also subdivided
the data into three redshift bins, as shown in Table 3,
and we analyzed the individual and combined redshift
groups. Figure 1 illustrates the galaxy types for each
redshift range based on their m280−B and B− r colors.
For the set of 33 variables, there are (33× 32)/2 = 528
possible pairs of variables. For each pair, we calculated
the empirical Pearson correlation coefficient, MIC, and
distance correlation coefficient for each galaxy type and
redshift range. We calculated the empirical Pearson co-
efficients in Eq. (1) and the empirical MIC scores in Eq.
(5) using software provided by Reshef & Reshef (2013),
and we computed the empirical distance correlation co-
efficients in Eq. (8) with the Energy-Statistics package
of Rizzo & Sze´kely (2013).
5. RESULTS AND DISCUSSION
In this section, we describe the main results from
the application of the three statistical measures to the
COMBO-17 data; illustrate the effectiveness of the anal-
ysis in identifying potential outliers in the data; provide
possible explanations for the horseshoe- and V-shaped
patterns in the scatterplots; examine the associations be-
tween some individual pairs of variables; and discuss the
application of the analysis to larger databases, such as
the Sloan Digital Sky Survey (SDSS).
5.1. The COMBO-17 Results
The results of our application of distance correlation
to the COMBO-17 database are displayed in Figures 2
- 6 for the four galaxy types and three redshift groups
given in Table 3. In these figures, we plot the empiri-
cal correlation coefficients for all 528 pairs of variables
based on the list of 33 variables in Table 1. The figures
can be interpreted as follows: a low distance correlation
coefficient or MIC score suggests a weak statistical rela-
tionship between a given pair of variables, while a high
distance correlation coefficient or MIC score suggests a
strong statistical relationship between the pair.
Figure 2 illustrates the effect of the number of galaxies,
N, in the sample on the graph of the Pearson correlation
coefficient vs. the MIC score (left frames) compared to
the graph of the Pearson coefficient vs. the distance cor-
relation coefficient (right frames).
(1) We see that the overall pattern for both the MIC and
distance correlation graphs becomes less diffuse as N in-
creases, and the relationships become more concentrated
and more distinctive for large values of N.
(2) When compared to the distance correlation graphs,
the MIC graphs are more influenced by the value of N.
Specifically, the horseshoe-shaped pattern seen for large
N in the MIC graphs breaks down as N decreases, and
Fig. 2.— Effect of the number of galaxies, N, on the graph of
Pearson correlation coefficient vs. MIC score (left frames) com-
pared to the corresponding graph for the distance correlation co-
efficient (right frames). These graphs are based on galaxy data,
by redshift and type, as indicated in Table 3; e.g., the graph with
N = 277 is based on the Type 3 galaxies with 0.5 ≤ z < 1.
leads to sparse values of MIC when N is very small. In
contrast, the distance correlation graphs display clear V-
shaped patterns even for very small sample sizes.
(3) For a given value of N, the relationship between the
Pearson and distance correlation coefficients is sharper
than the relationship in the case of the MIC score. This
pattern holds even for large values of N.
Figure 3 displays graphs of the Pearson coefficients vs.
MIC scores (left frames), and vs. distance correlation
coefficients (right frames), for all galaxies over three red-
shift ranges: 0 ≤ z < 0.5, 0.5 ≤ z < 1, and 1 ≤ z < 2.
(4) The MIC graphs display a horseshoe pattern while
the distance correlation graphs display a distinctive V-
shaped pattern. Moreover, the V-shaped pattern for
distance correlation is more concentrated than the MIC
horseshoe pattern. Also, the MIC pattern is similar for
the three redshift ranges, and the same holds for the dis-
tance correlation pattern.
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Fig. 3.— The Pearson correlation coefficient versus the MIC score
for all galaxies over three redshift ranges, from top to bottom:
0 ≤ z < 0.5, 0.5 ≤ z < 1, and 1 ≤ z < 2.
Figures 4 and 5 provide more detailed versions of Fig-
ure 3, where the galaxies have been separated into four
types, as listed in Table 3. These subplots display the dif-
ferences in the scatterplots for the various combinations
of galaxy type and redshift. In Figure 4, the Pearson
coefficient is plotted vs. the MIC score for four galaxy
types (columns) and three redshift ranges (rows); this
figure shows that the horseshoe pattern persists across
galaxy types except when N is low, as noted earlier. Fig-
ure 5 shows the behavior of the Pearson vs. distance
correlation coefficients over the same grid of galaxy types
and redshifts; by contrast, this figure shows that the V-
shaped relationship between the Pearson and distance
correlation coefficients persists for all values of N, even
for low N.
It is noticeable that the MIC subplots in Figure 4 are
less distinctive, especially because these scatterplots are
more sensitive to the number of galaxies in the subplot
sample. However, the distance correlation subplots in
Figure 5 are much sharper, regardless of the subplot sam-
ple size. Hence it is easier to see that there is general
consistency between the latter subplots across the galaxy
types and redshift ranges. This is an advantage of the
distance correlation measure. Since the distance corre-
lation scatterplots are only weakly dependent on sam-
ple size, we can see that there are noticeable differences
between the V-shaped patterns for the different galaxy
types and redshift ranges.
5.2. Examination of Potential Outliers
Since the horseshoe-shaped MIC pattern is more dif-
fuse than the V-shaped distance correlation pattern, Fig-
ure 3 confirms that distance correlation is a stronger mea-
sure of association than MIC. Consequently, the distance
correlation measure is more effective than MIC in identi-
fying pairs of variables that are potential outliers, which
can then be investigated in greater detail.
TABLE 4
Distance Correlation Outlier Pairs of Variables
for 1 ≤ z < 2 in Figure 3
Variables Distance Correlation Pearson Coefficient
(dl, MC z2) 0.46278 0.04904
(MC z2, MC z) 0.46336 0.04948
A potential outlier pair of variables is noticeable in the
bottom right frame of Figure 3. As shown in Table 4,
our calculations reveal that this location in the graph is
associated with two pairs of variables: (dl, MC z2) and
(MC z2, MC z), where these variables are defined in Ta-
ble 1. The two pairs are clearly related to each other since
dl is associated with MC z through Hubble’s Law, and
the variable MC z2 appears in both pairs. Since MC z2
is the alternative redshift if the probability distribution
p(z) is bimodal (Wolf et al. 2004), then the distance cor-
relation appears to have detected the bimodal nature of
this underlying probability distribution.
5.3. Interpretation of Horseshoe- and V-shaped Patterns
There are several possible reasons for the horseshoe-
and V-shaped patterns seen in Figures 2-5. The com-
mon thread connecting these explanations is that the
patterns appear when high-dimensional data are com-
pressed into two-dimensional space. The literature on
this phenomenon is extensive, and numerous references
on this topic can be found in Diaconis et al. (2008).
Horseshoe patterns have been found in a variety of set-
tings. In archaeology and ecology, these patterns are
known as the “horseshoe effect” (Kendall 1970); and
in correspondence analysis, this phenomenon is known
as the “Guttman effect” (Diaconis et al. 2008). If the
data satisfy certain Gaussian distribution properties then
many methods of reducing multidimensional data to two
dimensions result in horseshoe-shaped plots.
These patterns also arise when “kernel-type” statis-
tics are used to map high-dimensional data into two-
dimensional space (Diaconis et al. 2008). The Pearson
coefficient and distance correlation coefficient are of ker-
nel type (Sejdinovic et al. 2013), so the horseshoe- and
V-shaped plots for the COMBO-17 data could be due to
the manner in which the Pearson and distance correla-
tion coefficients are defined.
Another possibility is that horseshoe patterns could be
intrinsic to the COMBO-17 data. Special data models,
such as the “Kac-Murdoch-Szego¨ model,” lead to similar
patterns when the data are compressed to two dimen-
sions (Diaconis et al. 2008). It would be a remarkable
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Fig. 4.— The Pearson correlation coefficient versus the MIC score for galaxy types 1 to 4 (columns) and redshift ranges (rows): 0 ≤ z < 0.5
(upper frames), 0.5 ≤ z < 1 (middle frames) and 1 ≤ z < 2 (lower frames).
Fig. 5.— The Pearson correlation coefficient versus the distance correlation coefficient for galaxy types 1 to 4 (columns) and redshift
ranges (rows): 0 ≤ z < 0.5 (upper frames), 0.5 ≤ z < 1 (middle frames) and 1 ≤ z < 2 (lower frames).
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discovery if the COMBO-17 data were shown to satisfy
one of these special data models.
In the case of the COMBO-17 database, the reduction
of the high-dimensional data to two-dimensional scat-
terplots of correlation coefficients represents the type of
compression that has given rise to horseshoe shapes in
other applications. Although further investigation is re-
quired to explain why the COMBO-17 data are clus-
tered in such distinctive ways, the greater significance
of these horseshoe- and V-shaped plots is that they pro-
vide a mechanism for isolating potential outliers, which
can then be analyzed subsequently in greater detail.
5.4. Associations between Individual Pairs of Variables
Figure 6 was designed to illustrate the ability of the
distance correlation measure to identify associations or
correlations that are well known and to provide a con-
sistency check on our analysis. From the 528 pairs of
variables, we selected four pairs with very high distance
correlation coefficients (i.e., very strong associations) and
four pairs with very low distance correlation coefficients
(i.e., very weak associations). These comparisons were
included to illustrate the advantages of the distance cor-
relation method.
Examples of pairs of variables with high distance cor-
relation coefficients include the photon fluxes at selected
wavelengths in different observing runs; these fluxes obvi-
ously are closely related to each other. Another example
is the pair of variables, redshift and luminosity distance;
the high distance correlation coefficient of 0.9995 con-
firms their well known association.
The scatterplots in Figure 6 for the pairs with very
high distance correlation coefficients may seem, at first
glance, to have revealed (nearly) linear relationships be-
tween the variables. However, the apparent linearity of
a scatterplot is insufficient to justify the application of
Pearson’s coefficient as a measure of association. The
Pearson coefficient is applicable only after it is known
that a relationship is linear, and it is only then that the
Pearson coefficient can be used to measure the strength
of a linear association.
A closer inspection of the upper panels in Figure 6 re-
veals some interesting conclusions. The Hubble diagram
plot of redshift vs. luminosity distance in Frame 1 of Fig-
ure 6 exhibits a slight curvature over the relatively small
redshift range 0 ≤ z < 0.5; such a non-linear relationship
is in accordance with the latest models for the curvature
of the universe.
An unexpected result is seen in the middle two top
frames, corresponding to dCor=0.991 and dCor=0.990.
These scatterplots seem to reveal linear relationships be-
tween fluxes in different filters or for the same filter in
different observing runs. However, the thickness of the
plots varies with flux range, being thicker for smaller
fluxes and thinner for larger fluxes along the horizontal
axis; this phenomenon is called heteroskedasticity in the
statistical literature. In the presence of heteroskedastic-
ity, it is generally the case that the Pearson correlation
coefficient and related statistical methods, such as stan-
dard linear regression, are not applicable because they
assume homoskedasticity, i.e., constant thickness of the
plots for different values along the horizontal axis.
In the fourth frame, corresponding to dCor=0.966, we
can see even greater heteroskedasticity in the scatter-
plots, indicating that it may be even more unwise to
apply the Pearson coefficient in this case to assess the
strength of an association between the variables.
Consequently, the upper panels of Figure 6 provide us
with stronger basis for believing the results seen in the
lower panels of the same figure and also the unanticipated
finding of heteroskedasticity.
Figure 6 also shows that certain pairs have distinctly
low distance correlation coefficients, and hence weak as-
sociations. For example, the position angle, length of the
minor axis of the galaxy, and length of the major axis are
found to be weakly associated with redshift since their
distance correlation coefficients are negligible. As well,
the position angle is found to be weakly associated with
the minor axis or the major axis, again with negligible
distance correlation coefficients.
5.5. Application to Larger Databases
In the application of distance correlation to larger
databases such as the SDSS, the computational and sta-
tistical aspects are the main issues. We discuss these
aspects below.
From the computational perspective, the distance cor-
relation formulas are directly applicable to the SDSS, or
to any data set, regardless of the sample size, N, or the
number of variables in the set, p+q. (Here, the maximum
value of p+ q is the total number of variables; and in the
case of pairs of variables, p = 1 and q = 1.) Equation (8)
and the preceding formulas for the distance covariance
and distance variance show that the empirical distance
correlation is straightforward to calculate for any data
set. The calculations may be more time-consuming for
larger data sets; however, the computational complexity
remains the same.
From a statistical perspective, the behavior of the dis-
tance correlation coefficient when N and p + q are very
large depends on the statistical distribution of the data
in the catalog. Sze´kely et al. (2007) determined the be-
havior of the distance correlation measure for fixed p and
q, and for increasing values of N, regardless of the sta-
tistical distribution of the parent population from which
the data are drawn; this is called an “asymptotic non-
parametric” result.
If both N and p + q are very large, and the underly-
ing (X,Y ) parent population has a multivariate Gaus-
sian distribution, Dueck et al. (2013) derived a compre-
hensive description of the behavior of the distance cor-
relation measure. In all remaining cases, in which N
and p + q are large and the (X,Y ) population is non-
Gaussian, the behavior of the distance correlation mea-
sure remains generally unknown. Even in instances in
which the (X,Y ) population is a mixture of Gaussians,
which includes many bimodal and heavy-tailed distribu-
tions, the mathematical calculations underlying distance
correlation are non-trivial and are still open.
Nevertheless, as a computational matter, the distance
correlation method can be directly applied to large-N
and large-(p + q) data, such as the SDSS catalog. In
that case, the scatterplots may represent superpositions
of the horseshoe- or V-shaped patterns of the type seen
in the COMBO-17 data. In fact, Figures 2 and 3 suggest
that the patterns for the COMBO-17 data may already
represent superpositions, rather than single, horseshoe-
or V-shaped scatterplots.
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Fig. 6.— Examples of pairs of variables with high distance correlation coefficients (upper frames) and low distance correlation coefficients
(lower frames) for all galaxies with redshift 0 ≤ z < 0.5.
Finally, distance correlation procedures can now be im-
plemented automatically inside databases in the same
manner as classical statistical methods. To implement
the distance correlation computations in databases, we
recommend that researchers use the Energy-Statistics
package of Rizzo & Sze´kely (2013).
6. CONCLUSIONS
There are four aspects to this work: the introduction to
the astrophysics community of a new statistical measure
of association, called distance correlation; the numerical
computations needed to process the data; the application
of distance correlation to a large astrophysical database
such as the COMBO-17 catalog; and the discovery of
a mechanism that accentuates the differences between
potential outliers and the remaining data points.
This paper is the first application in which the Pear-
son, MIC, and distance correlation measures have been
compared directly. In this paper, we analyzed the asso-
ciations between pairs of variables, and we have shown
that the methods apply equally well to sets of variables
of any dimension.
For the application to the COMBO-17 database, we
applied the distance correlation method to 33 variables
for a sample of 15,352 galaxies, with redshifts 0 ≤ z < 2.
For the corresponding 528 pairs of variables, we com-
pared the Pearson correlation coefficient to the maximal
information and distance correlation coefficients. (1) We
found that the relationship between the Pearson and dis-
tance correlation coefficients is sharper than the relation-
ship between the Pearson coefficient and the MIC score,
regardless of the sample size. (2) The MIC graphs dis-
play a horseshoe pattern while the distance correlation
graphs display a more concentrated and distinctive V-
shaped pattern; and these patterns remain the same for
all redshift ranges. (3) The MIC graphs are also more
influenced by the number of galaxies in the sample; the
horseshoe pattern becomes noticeably more diffuse when
the number of galaxies is small. On the other hand, the
distance correlation graphs display sharp V-shaped pat-
terns, regardless of sample size. Hence, the distance cor-
relation is a stronger measure of association than MIC.
(4) The distance correlation is more effective than MIC
in identifying pairs of variables that are potential out-
liers; further, we identified two outlying pairs of variables
that are associated with a bimodal distribution of red-
shifts. (5) We can also examine the level of association
between individual pairs of variables; and we used the
distance correlation measure to confirm known associa-
tions between pairs of variables that have high distance
correlations and identified other pairs that have low dis-
tance correlations, and hence are weakly associated. (6)
Our analysis revealed unexpected heteroskedasticity in
near-linear relationships between some pairs of variables,
which is another advantage of the distance correlation
method over the classical Pearson coefficient.
Our results indicate that the distance correlation mea-
sure is superior to alternative methods used to an-
alyze associations between variables in astrophysical
databases. The advantages of the distance correlation
method rest in its applicability to groups of random vari-
ables of any dimension; its ability to detect nonlinear
associations that are undetectable by the Pearson coef-
ficient; its ability to cluster data into V-shaped patterns
that can readily be used to identify potential outliers in
the data set; and its ability to identify independence be-
tween random variables. Finally, this analysis illustrates
the broader applicability of the distance correlation mea-
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sure to other large databases.
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