We consider network routing under random link failures with a desired final distribution. We provide a mathematical formulation of a relaxed transport problem where the final distribution only needs to be close to the desired one. The problem is a maximum entropy problem for path distributions with an extra terminal cost. We show that the unique solution may be obtained solving a generalized Schrödinger system. An iterative algorithm to compute the solution is provided. It contracts the Hilbert metric with contraction ratio less than 1/2 leading to extremely fast convergence.
I. INTRODUCTION
Containing the 2017-18 Southern California wild fires has been a major challenge for CAL FIRE involving dispatching hundreds of fire engines and thousands of fire fighters including some provided by ten other states.
Efficiently dispatching the fire engines over a long period of time (the Thomas fire, for instance, burned for more than one month) is a difficult task. The problem can be roughly described as follows: At the initial time t = 0 we have a certain distribution of fire engines in certain locations (nodes). Within at most N time units, so as to provide the crew shift, the engines must reach through the available road network the various fire locations (other nodes).
The distribution must guarantee the minimum force necessary to fight each specific fire. Considering the difficulties and hazards involved in reaching their destination, it seems reasonable to require that the final distribution of the fire engines be close (rather than equal) to a desired one. Another spec of the routing plan is robustness with respect to link failures. This could be accomplished by dispatching engines on different routes even when they have the same target.
In this paper, building on our previous work [20] , [21] , which deal with the case of a fixed terminal distribution,
we provide a precise mathematical formulation of the above relaxed problem. It is a maximum entropy problem for probability distributions on the feasible paths with a terminal cost. We study a relaxed version of the usual Schrödinger bridge problem without a hard constraint on the terminal marginal but with an extra terminal cost. The solution is obtained by solving iteratively a generalized Schrödinger system. Convergence of the algorithm in the natural projective metric is established. In [35] , which is a sort of relaxation of [16] , the problem of optimally steering a linear stochastic system with a Wasserstein distance terminal cost was studied. In [22] (see also [39] ), a regularized transport problem with very general boundary costs is considered and solved through iterative Schrödinger-FortetDemin-Stephan-Sinkhorn-like algorithms [56] , [57] , [32] , [28] , [59] . Although our dynamic problem can be reduced to a static one of the form considered in [22] (see Section II), employing a general prior measure on the trajectories has some advantages. Indeed, the static formulation solution does not yield immediate by-product information on the new transition probabilities and on what paths the optimal mass flow occurs and is therefore less suited for many network routing applications. Moreover, we want to allow for general prior measures not necessarily of the Boltzmann's type considered in the previous work. Finally, we prove convergence of the iterative algorithm in the Hilbert rather than Thompson metric as it usually provides the best contraction ratio [15, Theorem 3.4] , [40] .
We model the network through a directed graph and seek to design the routing policy so that the distribution of the commodity at some prescribed time horizon is close to a desired one. The optimal feedback control suitably modifies a prior transition mechanism. We also attempt to implicitly obtain other desirable properties of the optimal policy by suitably choosing a prior measure in a maximum entropy problem for distributions on paths. Robustness with respect to network failures, namely spreading of the mass as much as the topology of the graph and the final distribution allow, is accomplished by employing as prior transition the adjacency matrix of the graph. Our intuitive notion of robustness of the routing policy should not be confused with other notions of robustness concerning networks which have been put forward and studied, see e.g. [1] , [6] , [50] , [4] , [27] , [55] . In particular, in [4] , [27] , robustness has been defined through a fluctuation-dissipation relation involving the entropy rate. This latter notion captures relaxation of a process back to equilibrium after a perturbation and has been used to study both financial and biological networks [53] , [54] . This paper is addressed to transportation and data networks problems and does not concern equilibrium or near equilibrium cases.
The outline of the paper is as follows. In the next section, we define the relaxed transport problem. In Section III, we state and prove the main result reducing the problem to solving a generalized Schrödinger system. In Section IV, we review some fundamental concepts and results concerning Hilbert's projective metric. In Section V, we establish existence and uniqueness for the generalized Schrödinger system through a contraction mapping principle. Finally, in Section VI, we outline an iterative algorithm to compute the solution and some extensions of the results.
II. RELAXED SCHRÖDINGER BRIDGES
Consider a directed, strongly connected aperiodic graph G = (X , E) with vertex set X = {1, 2, . . . , n} and edge set E ⊆ X × X . We let time vary in T = {0, 1, . . . , N }, and let FP N 0 ⊆ X N +1 denote the family of length N , feasible paths x = (x 0 , . . . , x N ), namely paths such that (x i , x i+1 ) ∈ E for i = 0, 1, . . . , N − 1.
We seek a probability distribution P on FP N 0 with prescribed initial probability distribution ν 0 (·) and terminal distribution close to ν N (·), such that the resulting random evolution is closest to a "prior" measure M on FP N 0 in a suitable sense. The prior law M is induced by the Markovian evolution
with nonnegative distributions µ t (·) over X , t ∈ T , and weights m ij (t) ≥ 0 for all indices i, j ∈ X and all times.
Moreover, to respect the topology of the graph, m ij (t) = 0 for all t whenever (i, j) ∈ E. Often, but not always, the matrix
does not depend on t. The rows of the transition matrix M (t) do not necessarily sum up to one, so that the "total transported mass" is not necessarily preserved. This occurs, for instance, when M (t) simply encodes the topological structure of the network with m ij (t) being zero or one, depending on whether a certain link exists at each time t. It is also possible to take into account the length of the paths leading to solutions which compromise between speading the mass and transporting on shorter paths, see [20] , [21] . The evolution (1) together with the measure µ 0 (·), which we assume positive on X , i.e., 
and gives rise to a flow of one-time marginals
We seek a distribution which is closest to the prior M in relative entropy where, for P and Q measures on X N +1 , the relative entropy (divergence, Kullback-Leibler index) D(P Q) is
Here, by definition, 0 · log 0 = 0. Naturally, while the value of D(P Q) may turn out negative due to miss-match of scaling (in case Q = M is not a probability measure), the relative entropy is always jointly convex. Moreover,
Since for probability distributions we have
minimizing the nonnegative quantity D(P Q) − x P (x) + x Q(x) over a family of probability distributions P , even when the prior Q has a different total mass, is equivalent to minimizing over the same set D(P Q). We are now ready to formalize the problem. Let ν 0 and ν N be two probability distributions on X and let P(ν 0 ) be the family of all Markovian probability distributions on X N +1 of the form (4) with initial marginal ν 0 . Rather than imposing the desired final marginal ν N as in the standard Schrödinger bridge problem, we consider the following "relaxed problem":
Problem 1:
Clearly, we can restrict the minimization to distributions in P S (ν 0 ), namely distributions in P(ν 0 ) such that
The connection between the dynamic Problem 1 and a static problem such as those considered in [22] , can be obtained as follows. Let P and Q be two probability distributions on
consider the multiplicative decomposition
where
and we have assumed that p 0N is everywhere positive on X × X , and a similar one for Q. We get
This is the sum of two nonnegative quantities. The second becomes zero if and only if P x0,
for all x ∈ X N +1 . Thus, P * x0,x N (x) = Q x0,x N (x). Thus, Problem 1 can be reduced to
over {p 0N :
This argument extends to the situation where the prior measure mass is not one. We prefer to discuss the original formulation (5) for the reasons described in the Introduction.
III. MAIN RESULT
We have the following characterization of the solution.
Theorem 1: Assume that the matrix
has all positive elements g ij . Suppose there exist two functions ϕ andφ mapping {0, 1, . . . , N } × X into the nonnegative reals and satisfying the generalized Schrödinger system
For 0 ≤ t ≤ N − 1 and (i, j) ∈ X × X , we define
which constitute a family of bona fide transition probabilities. Then, the solution P * to Problem 1 is unique and given by the Markovian distribution
Proof 2: Let ϕ(·, ·) be space-time harmonic for the prior transition mechanism, namely satisfy on 0 ≤ t ≤ N − 1 recursion (10a). Observe that since G has all positive elements,φ(N, i) and ϕ(0, i) are positive for all i ∈ X . In particular, it then follows from (10d) that ϕ(N, i) = 0 if and only if ν N (i) = 0. Minimizing J(P ) over P S (ν 0 ) is then equivalent to minimizing over P(ν 0 ) the new index
where p N denotes the marginal of P at time N and we have used the convention 0 · log 0 = 0. Let π ij (t) be the transition probabilities of the measure P ∈ P S (ν 0 ). Then, using the multiplicative decomposition (4) for both measures we get the representation
We next prove that
constitute a family of transition probabilities. Indeed, π * ij (t) ≥ 0 and, by (10a),
Thus, the first term in the right-hand side of (15) is nonnegative and we can make it equal to zero by choosing as new transition probabilities precisely (16) . Consider now the probabilities p * (t, ·) defined by the recursion
Observe that the second term in the right-hand side of (15) becomes zero if
which is admissible as a boundary condition for (10a) since it is nonnegative and we are only considering distributions in P(ν 0 ) which satisfy (6) . With this choice of ϕ(N, x N ), π * ij (t) minimize J (P ) over P S (ν 0 ).
Using (17), (16) and (19), we get
namelyφ(t, i) is space-time co-harmonic satisfying (10b). While (19) alone implies (10c), (18) and (19) imply that (10d) is verified.
In view of (19) , at each time t = 0, 1, . . . , N the marginal p * t of the solution factorizes as
The final condition (10d) for the Schrödinger system is different from the standard one, see e.g. [21] . We get from
Let ϕ(t) andφ(t) denote the column vectors with entries ϕ(t, i) andφ(t, i), respectively, with i ∈ X . In matrix form, (10a), (10b) and (16) read
and
Notice that the condition (18) involves p * N which is defined through (17) . The latter, in turn, depends on the transition probabilities (16) which require the knowledge of ϕ(t) for t = 0, 1, . . . , N − 1. Thus, it is not clear if the whole procedure is well-posed. This will be established in Section V by proving that indeed system (10) has a (unique) solution.
IV. BACKGROUND: HILBERT'S PROJECTIVE METRIC
This metric dates back to 1895 [36] . A crucial contractivity result that permits to establish existence of solutions of equations on cones (such as the Perron-Frobenius theorem) was proven by Garrett Birkhoff in 1957 [9] . Important extensions of Birkhoff's result to nonlinear maps were provided by Bushell [14] , [15] . Various other applications of the Birkhoff-Bushell result have been developed such as to positive integral operators and to positive definite matrices [15] , [42] . More recently, this geometry has proven useful in various problems concerning communication and computations over networks (see [61] and the work of Sepulchre and collaborators [58] , [11] , [5] on consensus in non-commutative spaces and metrics for spectral densities) and in statistical quantum theory [52] . A recent survey on the applications in analysis is [42] . The use of the Hilbert metric is crucial in the nonlinear Frobenius-Perron theory [41] . A considerable further extension of the Perron-Frobenius theory beyond linear positive systems and monotone systems has been recently proposed in [31] .
Taking advantage of the Birkhoff-Bushell results on contractivity of linear and nonliner maps on cones, we showed in [34] that the Schrödinger bridge for Markov chains and quantum channels can be efficiently obtained from the fixed-point of a map which is contractive in the Hilbert metric. This result extended [33] which deals with scaling of nonnegative matrices. In [18] , it was shown that a similar approach can be taken in the context of diffusion processes leading to i) a new proof of a classical result on SBP and ii) providing an efficient computational scheme for both, SBP and OMT. This new computational approach can be effectively employed, for instance, in image interpolation.
Following [15] , we recall some basic concepts and results of this theory.
Let S be a real Banach space and let K be a closed solid cone in S, i.e., K is closed with nonempty interior intKand is such that K + K ⊆ K, K ∩ −K = {0} as well as λK ⊆ K for all λ ≥ 0. Define the partial order Another very important example for applications in many diverse areas of statistics, information theory, control,etc.
is the cone of Hermitian, positive semidefinite matrices.
Example 2: Let S = {X = X † ∈ C n×n }, where † denotes here transposition plus conjugation and, more generally, adjoint. Let K = {X ∈ S : X ≥ 0} be the positive semidefinite matrices. Then, for X, Y ∈ intK, namely positive definite, we have
It is closely connected to the Riemannian (Fisher-information) metric
A map E : K → K is called non-negative. It is called positive if E : intK → intK. If E is positive and E(λx) = λ p E(x) for all x ∈ intK and positive λ, E is called positively homogeneous of degree p in intK. For a positive map E, the projective diameter is befined by ∆(E) := sup{d H (E(x), E(y)) | x, y ∈ intK} and the contraction ratio by
Finally, a map E : S → S is called monotone increasing if x ≤ y implies E(x) ≤ E(y). This result provides a far-reaching generalization of the celebrated Perron-Frobenius theorem [10] . Notice that in both Examples 1 and 2, the space Y = (intK ∩ U, d H ) is indeed complete [15] .
There are other metrics which are contracted by positive monotone maps. For instance, the closely related Thompson
The Thompson metric is a bona fide metric on K. It has been, for instance, employed in [46] , [22] , [5] .
and assume that all its elements g ij are positive. Let us introduce the following maps on R n + :
where division of vectors is componentwise 1 .
Lemma 1: Consider the maps E and E † . We have the following bounds on their contraction ratios:
Proof 6: Observe that E is a positive linear map and its projective diameter is
It is finite since all entries g ij 's are positive. It now follows from Theorem 4 that its contraction ratio satisfies (25) .
Similarly for the adjoint map E † .
Lemma 2:
Lemma 3: Let R : R n + → R n + be the map which associates to the vector x with components x i to the vector with components √ x i . Then
Proof 8: Let x, y ∈ intR n + . In view of Example1 and using the properties of the square root,
Theorem 9: The composition
contracts the Hilbert metric with contraction ratio k(C) < (1/2), namely
Proof 10: The result follows at once from Lemmas 1, 2, 3.
We have the following result. with positive entries such that
Proof 12: Consider the iteration
Notice that the componentwise divisions of D 0 and D N are well defined. Indeed, even whenφ(0) (ϕ(N )) has zero entries,φ(N ) (ϕ(0)) has all positive entries since the elements of G are all positive. Since C is strictly contractive in the Hilbert metric, the iteration (29) would converge to a ray that is invariant under C. Let φ be any positive vector on this ray, then
for some positive number λ. Now letφ(N ) = λ 2 φ. Then it is straightforward to verify
Moreover, this is the unique vector that satisfies the above condition. Define
and ϕ(t),φ(t) according to (28a)-(28b), then clearly these vectors are consistent with the Schrödinger system e. Use
to compute ϕ(N ) and then (28a) to compute ϕ(t) for t = N − 1, N − 2, . . . , 1, 0;
f. Compute the optimal transition probabilities π * ij (t) according to (16) In that case, Theorems 1 and 9 hold true and the algorithm of this section applies.
Our analysis and algorithm can be generalized to the cost function
for any η ≥ 0. In this case, we only need change (10d) in the Schrödinger system to
and (31) to
in the algorithm. The convergence rate is strictly upper bounded by η η+1 . The parameter η measures the significance of the penalty term D (p N ν N ) . When η goes to infinity, we recover the traditional Schrödinger bridge. The upper bound is 1 in this case. On the other hand, when η = 0, the solution is trivial in view of (14) . It is the Markov process with kernel M (t) (assuming that all M (t) are stochastic matrices) and initial distribution ν 0 . Indeed, η η+1 = 0 implies ϕ(N, ·) = 1 on X . In view of (28a), we get ϕ(t, i) ≡ 1. This is intuitive and we do not need to run the algorithm to solve the problem when η = 0.
Example 3: Consider the graph in Figure 1 . We seek to transport masses from initial distribution ν 1 = δ 1 to target distribution ν N = 1/2δ 6 + 1/2δ 9 . The step N is set to be 3 or 4. When N = 3, the evolution of mass distribution where the four rows of the matrix show the mass distribution at time step t = 0, 1, 2, 3 respectively. The prior law M is taken to be the Rulle Bowen random walk [20] . The mass spreads out before reaching nodes 6 and 9. Due to the soft terminal constraint, the terminal distribution is not equal to ν N . When we allow for more steps N = 4, the mass spreads even more before reassembling at nodes 6, 9, as shown below, 
VII. FINAL COMMENTS
Since the work of Mikami, Thieullen, Leonard, Cuturi [47] , [48] , [49] , [43] , [44] , [26] , a large number of papers have appeared where Schrödinger bridge problems are viewed as regularization of the important Optimal Mass Transport (OMT) problem, see e.g., [8] , [17] , [18] , [19] , [45] , [2] , [22] . This is, of course, interesting and extremely effective as OMT is computationally challenging [3] , [7] . Nevertheless, one should not forget that Schrödinger bridge problems have at least two other important motivations: The first is Schrödinger's original "hot gas experiment" model, namely large deviations of the empirical distribution on paths [30] . The second is a maximum entropy principle in statistical inference, namely choosing the a posterior distribution so as to make the fewest number of assumptions about what is beyond the available information. This inference method has been noticeably developed over the years by Jaynes, Burg, Dempster and Csiszár [37] , [38] , [12] , [13] , [29] , [23] , [24] , [25] . It is this last concept which largely inspired the original approach taken in this paper and in [20] , [21] although connections to OMT were made there. The prior mass distribution on paths may namely simply encode the topological information of the network or that plus the length of each link and is not necessarily a probability distribution. In this paper, in particular, we have considered a relaxed version of the problem where the final distribution only need to be close to a desired one. This has been formalized by adding to the criterion the Kullback-Leibler distance between the final distribution and the desired one. We have shown that the solution can be otained solving a Schrödinger system with different terminal condition. An iterative algorithm contracting the Hilbert metric with contraction ratio less than 1/2 to compute the solution has been provided as well.
