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Abstract
Let A be a subalgebra with the unit operator I in B(H), we say that a linear mapping
ϕ from A into B(H) is a generalized derivable mapping at zero point if ϕ(ST ) = ϕ(S)T +
Sϕ(T )− Sϕ(I)T for any S, T ∈A with ST = 0. In this paper, we show the following main
result: every norm-continuous generalized derivable mapping at zero point on finite CSL alge-
bras is a generalized derivation.
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1. Introduction and preliminaries
Throughout this paper, the nonzero Hilbert spaces H and K under consideration
are complex and separable.B(H,K) stands for the set of all bounded linear operators
from H into K , and abbreviate B(H,H) to B(H). F(H) denotes the algebra of all
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finite rank operators in B(H). We use the symbols x ⊗ y and I to denote the rank
one operator 〈·, y〉x and unit operator on H , respectively. If M and N are two closed
subspaces of H , we write P(N) and dimN for the orthogonal projection operator
from H onto N and the dimension of N , respectively. We may regard every element
of B(N,M) as of B(H,K) for any closed subspaces N ⊆ H and M ⊆ K , naturally.
If A ∈ B(H), then the kernel space and range space of A will be denoted by N(A)
and R(A), respectively. We write Mn for the set of all n× n complex matrices, C
for the complex number field.
Let L be a complete commutative subspace lattice (CSL) (see [4,6]) on H , then
the CSL algebra algL is the set of all operators which leave every member of
L invariant. The algebra algL is a reflexive algebra, and the diagonal D(L) =
algL ∩ (algL)∗ of the CSL algebra algL is a von Neumann algebra. Let M and
N be in L with M ⊂ N , we say that E = N ∩M⊥ is an atom of L if either
E ⊆ L or E ⊆ L⊥ for any L ∈L. We write P(L) for the set of all atoms of L.
L is called a purely atomic CSL if H =∨E∈P(L) E. We write L|N for {L ∩N :
L ∈L}. It is clear that alg(L|N) ⊆ B(N). Thus we may regard every element of
alg(L|N) as of algL. We say that algL is a purely atomic CSL algebra if L is a
purely atomic CSL. If L is a finite set, then algL is called a finite CSL algebra.
If E,F ∈ P(L), we use F  E to denote B(E, F ) ⊆ algL. We write L− for∨{M ∈L : M ⊂ L} for any L ∈L. If A ∈ B(H) is represented as a n× n opera-
tor matrix relative to the orthogonal decomposition H = N1 ⊕N2 ⊕ · · · ⊕Nn, then
A = (Aij )n×n, where Aij ∈ B(Nj ,Ni). The operation of the form (λij ) ∗ (Aij ) =
(λijAij ) is called Schur multiplication for any (λij ) ∈ Mn and (Aij ) ∈ B(H).
Definition 1.1. Let A be a subalgebra of B(H) with the unit operator I , and let ϕ
be a linear mapping from A into B(H).
(1) We say that ϕ is a generalized derivation if ϕ(ST ) = ϕ(S)T + Sϕ(T )− Sϕ(I)T
for any S, T ∈A. In particular, if ϕ(I) = 0, then ϕ is called a derivation.
(2) We say that ϕ is a generalized derivable mapping at zero point if ϕ(ST ) =
ϕ(S)T + Sϕ(T )− Sϕ(I)T for any S, T ∈A with ST = 0. In particular, if
ϕ(I) = 0, then ϕ is called a derivable mapping at zero point.
(3) We say that ϕ is a preserving kernel-into-range mapping (P-preserving kernel-
into-range mapping) if ϕ(T )(N(T )) ⊆ R(T )‖·‖ for every operator (orthogonal
projective operator) T ∈A.
IfA is a subalgebra of B(H), we say that a linear mapping ϕ fromA into B(H)
is a local derivation if for every T ∈A, there exists a derivation δT :A→ B(H),
depending on T , such that ϕ(T ) = δT (T ). We say that a linear mapping ϕ from
A into B(H) is a bilocal derivation if for every T ∈A and x ∈ H , there exists a
derivation δT ,x :A→ B(H), depending on T and x, such that ϕ(T )x = δT ,x(T )x.
We say that a linear mapping ϕ from A into B(H) is a 2-local derivation if for
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arbitrary S, T ∈A, there exists a derivation δS,T :A→ B(H), depending on S
and T such that ϕ(T ) = δS,T (T ) and ϕ(S) = δS,T (S). In the last decade, local der-
ivations of operator algebras were discussed widely. The notion of local derivations
was introduced independently by Larson and Sourour [7] and Kadison [5]. Larson
and Sourour [7] proved that every local derivation on B(X) is a derivation, where X
is a Banach space. Kadison [5] and Brešar [1] discussed norm-continuous local der-
ivations on von Neumann algebras. Motivated by the notion of the local derivation,
we raised the concept of bilocal derivation in [12] and proved that every bilocal deri-
vation on standard operator algebras is a derivation. Šemrl [11] presented the notion
of 2-local derivation and showed that every 2-local derivation on B(H) is a deriva-
tion(no linearity is assumed), where dimH = ∞. It is obvious that the above various
local derivations are weaker than the condition of being a derivation. However they
are equivalent to the condition of being a derivation on many operator algebras. In
the above Definition 1, the concepts of generalized derivation, generalized deriv-
able mapping at zero point and preserving kernel-into-range mapping have many
inner relations with derivations and local derivations. For example, it is easy to see
that every local derivation is bilocal; every bilocal derivation on A is a preserving
kernel-into-range mapping if H 1(A, B(H)) = 0; every 2-local derivation on B(H)
is a derivable mapping at zero point. It is obvious that the notion of generalized
derivation is the generalization of derivation. If we can reveal the inner relations
of the notions on various operator algebras, this is very interesting and significant.
In fact, we have showed in [13] that every norm-continuous P-preserving kernel-
into-range mapping on von Neumann algebras is a generalized derivation. It follows
that every norm-continuous generalized derivable mapping at zero point on von Neu-
mann algebras is a generalized derivation. In [14], we got that every norm-continuous
generalized derivable mapping at zero point on finite nest algebras is a generalized
derivation. For other results on various operator algebras, they may be seen in (for
example: [2,3,9,10]). So far the inner relations between the above notions on many
non-selfadjoint operator algebras are not clear, they need to be discussed further. In
this paper, we show the following main result.
Theorem 1.2. Let L be a finite CSL on a complex and separable Hilbert space
H, and let ϕ be a norm-continuous linear mapping from algL into B(H). If ϕ is a
generalized derivable mapping at zero point, then ϕ is a generalized derivation.
2. Some lemmas
We often use the following lemma in this paper.
Lemma 2.0 (Lemma 3.1 in [8]). Let L be a CSL, then x ⊗ y ∈ algL if and only if
there exists a subspace M ∈L such that x ∈ M and y ∈ (M−)⊥.
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Lemma 2.1. Let L be a purely atomic CSL, and let E,F ∈ P(L) with F  E.
If ϕ is a generalized derivable mapping at zero point from algL into B(H), then
ϕ(T )(N(T )) ⊆ R(T )‖·‖ for any T ∈ B(E, F ).
Proof. Take x ∈ N(T ), then T x = 0 and there exist x1 ∈ E, x2 ∈ E⊥ such that
x = x1 + x2. Since T ∈ B(E, F ), T x1 = T x2 = 0. If x1 /= 0, then x1 ⊗ x1 ∈ algL,
and T (x1 ⊗ x1) = 0, it follows that
0 = ϕ(T (x1 ⊗ x1)) = ϕ(T )(x1 ⊗ x1)+ T ϕ(x1 ⊗ x1)− T ϕ(I)(x1 ⊗ x1).
Furthermore ϕ(T )x1 ∈ R(T ). If x2 /= 0, note that x2 ∈ E⊥ andL is a purely atomic
CSL, then there exists a finite or denumerable sequence {En : n ∈ } ⊆ P(L) with
En /= E such that x2 =∑n∈ yn, where yn ∈ En and yn /= 0. Note that yn ⊗ yn ∈
algL and T (yn ⊗ yn) = 0, then we have
0 = ϕ(T (yn ⊗ yn)) = ϕ(T )(yn ⊗ yn)+ T ϕ(yn ⊗ yn)− T ϕ(I)(yn ⊗ yn).
Furthermoreϕ(T )yn ∈ R(T ). Soϕ(T )x ∈ R(T )‖·‖, namely,ϕ(T )(N(T )) ⊆ R(T )‖·‖.
The proof is complete. 
Lemma 2.2. LetL be a purely atomic CSL, and let ϕ be a norm-continuous gener-
alized derivable mapping at zero point from algL into B(H). If E,F ∈ P(L) with
F  E, then there exist A ∈ B(H,E) and B ∈ B(F,H) such that
ϕ(T ) = TA+ BT, ∀T ∈ B(E, F ). (1)
Proof. Suppose E,F ∈ P(L) with F  E, then B(E, F ) ⊆ algL. We distin-
guish the following three cases.
Case 1. Suppose that E = F . If T ∈ B(E, F ), then ϕ(T ) can be decomposed into
the following four parts:
ϕ(T ) = P(F)ϕ(T )P (F )+ P(F)ϕ(T )P (F⊥)
+P(F⊥)ϕ(T )P (F )+ P(F⊥)ϕ(T )P (F⊥). (2)
(a) Define a linear mapping ψ1 : B(F)→ B(F) by
ψ1(T ) = P(F)ϕ(T )P (F ), T ∈ B(E, F ). (3)
It follows from Lemma 2.1 that ϕ(T )(N(T )) ⊆ R(T )‖·‖. Furthermore, it is easy to
verify that ψ1 is aP-preserving kernel-into-range mapping. By Theorem 1.4 in [13],
there exist A1, B1 ∈ B(F) such that
ψ1(T ) = TA1 + B1T , ∀T ∈ B(E, F ).
Therefore
P(F)ϕ(T )P (F ) = TA1 + B1T , T ∈ B(E, F ). (4)
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(b) Note T P (F⊥) = 0 for any T ∈ B(E, F ), and ϕ be a generalized derivable
mapping at zero point, so we have
0 = ϕ(T P (F⊥)) = ϕ(T )P (F⊥)+ T ϕ(P (F⊥))− T ϕ(I)P (F⊥).
Multiply the above equation by P(F) from the left side and move the terms, then we
obtain
P(F)ϕ(T )P (F⊥)= P(F)T (ϕ(I)P (F⊥)− ϕ(P (F⊥)))
= T P (F )(ϕ(I)P (F⊥)− ϕ(P (F⊥))).
Take A2 = P(E)(ϕ(I )P (F⊥)− ϕ(P (F⊥))) ∈ B(H,E), B2 = 0 ∈ B(F,H). Then
we have
P(F)ϕ(T )P (F⊥) = TA2 + B2T , ∀T ∈ B(E, F ). (5)
(c) Note P(F⊥)T = 0 for any T ∈ B(E, F ), and ϕ is a generalized derivable
mapping at zero point, so we have
0 = ϕ(P (F⊥)T ) = ϕ(P (F⊥))T + P(F⊥)ϕ(T )− P(F⊥)ϕ(I )T .
Multiply the above equation by P(F) from the right side and move terms, then we
obtain
P(F⊥)ϕ(T )P (F )= (P(F⊥)ϕ(I )− ϕ(P (F⊥)))T P (F )
= (P(F⊥)ϕ(I )− ϕ(P (F⊥)))P(F)T .
Take A3 = 0 ∈ B(E,H), B3 = (P (F⊥)ϕ(I )− ϕ(P (F⊥)))P (F ) ∈ B(F,H). Then
we have
P(F⊥)ϕ(T )P (F ) = TA3 + B3T , ∀T ∈ B(E, F ). (6)
(d) Note that ϕ is a generalized derivable mapping at zero point. It follows from
Lemma 2.1 that ϕ(T )(N(T )) ⊆ R(T )‖·‖ ⊆ F . Therefore
P(F⊥)ϕ(T )P (F⊥) = 0, ∀T ∈ B(E, F ). (7)
TakeA = A1 + A2 + A3 ∈ B(H,E) andB = B1 + B2 + B3 ∈ B(F,H). It follows
from Eqs. (2) and (4)–(7) that Eq. (1) holds.
Case 2. Suppose that E /= F and dimE = dimF = ∞. Clearly E ⊥ F . For arbi-
trary T ∈ B(E, F ), using Lemma 2.1, then we have ϕ(T )(N(T )) ⊆ R(T )‖·‖. There-
fore P(F⊥)ϕ(T )P (E⊥) = 0, so ϕ(T ) can be decomposed into the following three
parts:
ϕ(T ) = P(F)ϕ(T )P (E⊥)+ P(F)ϕ(T )P (E)+ P(F⊥)ϕ(T )P (E). (8)
(a) For arbitrary T ∈ B(E, F ), it is clear that T P (E⊥) = 0, and ϕ is a generalized
derivable mapping at zero point, so we have
0 = ϕ(T P (E⊥)) = ϕ(T )P (E⊥)+ T ϕ(P (E⊥))− T ϕ(I)P (E⊥).
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Multiply the above equation by P(F) from the left side and move the terms, then we
obtain
P(F)ϕ(T )P (E⊥)= P(F)T (ϕ(I)P (E⊥)− ϕ(P (E⊥)))
= T P (E)(ϕ(I)P (E⊥)− ϕ(P (E⊥))).
Take C1 = P(E)(ϕ(I )P (E⊥)− ϕ(P (E⊥))) ∈ B(H,E), D1 = 0 ∈ B(F,H). Then
we have
P(F)ϕ(T )P (E⊥) = T C1 +D1T , ∀T ∈ B(E, F ). (9)
(b) Take a partial isometry operators U with F as their initial space and E as final
space. We define a linear mapping ψ2 : B(F)→ B(F) as follows:
ψ2(T U) = P(F)ϕ(T )P (E)U, ∀T ∈ B(E, F ).
For arbitrary T ∈ B(E, F ), it follows from Lemma 2.1 that ϕ(T )(N(T )) ⊆ R(T )‖·‖.
We claim that ψ2 is a P-preserving kernel-into-range mapping. In fact, for arbitrary
orthogonal projective operator Q ∈ B(F), note that QU∗U(I −Q) = Q(I −Q) =
0, so ϕ(QU∗)U(I −Q)H ⊆ R(QU∗) = R(Q), thus we have
(I −Q)ψ2(Q)(I −Q)= (I −Q)ψ2(QU∗U)(I −Q)
= (I −Q)P (F)ϕ(QU∗)P (E)U(I −Q)
= (I −Q)P (F)ϕ(QU∗)U(I −Q)
= (I −Q)Qϕ(QU∗)U(I −Q)
= 0.
That is, ψ2(Q)(N(Q)) ⊆ R(Q). By Lemma 1.4 in [13], there exist C˜2 and D˜2 in
B(F) such that
ψ2(T U) = T UC˜2 + D˜2T U, ∀T ∈ B(E, F ).
Furthermore
P(F)ϕ(T )P (E) = T UC˜2U∗ + D˜2T UU∗ = T UC˜2U∗ + D˜2T .
Take C2 = UC˜2U∗ ∈ B(E) and D2 = D˜2 ∈ B(F), then we have
P(F)ϕ(T )P (E) = T C2 +D2T , ∀T ∈ B(E, F ). (10)
(c) By imitating the proof method of the above equation (6), we may prove
that there exist C3 = 0 ∈ B(H,E) and D3 = (P (F⊥)ϕ(I )− ϕ(P (F⊥)))P (F ) ∈
B(F,H) such that the following equation (11) holds:
P(F⊥)ϕ(T )P (E) = T C3 +D3T , ∀T ∈ B(E, F ). (11)
It follows from Eqs. (8)–(11) that Eq. (1) holds.
Case 3. Suppose that E /= F and dimE <∞ or dimF <∞. Using Lemma 2.1,
we may prove that there exist two linear mappings A4 from E into H and B4 from
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F into H such that the following equation holds by imitating the proof method of
Lemma 1.4 in [7]
ϕ(x ⊗ y) = x ⊗ A4y + B4x ⊗ y, ∀x ⊗ y ∈ B(E, F ).
Note that ϕ is a norm-continuous linear mapping, thus we have
‖x‖‖A4y‖ = ‖x ⊗ A4y‖  ‖ϕ(x ⊗ y)‖ + ‖B4x ⊗ y‖
 (‖ϕ‖‖x‖ + ‖B4x‖)‖y‖.
Therefore A4 ∈ B(E,H). Similarly, B4 ∈ B(F,H). Take A = A∗4 ∈ B(H,E) and
B = B4 ∈ B(F,H), then we have
ϕ(x ⊗ y) = (x ⊗ y)A+ B(x ⊗ y), ∀x ⊗ y ∈ B(E, F ).
Note that dimE <∞ or dimF <∞, so all operators of B(E, F ) are of finite rank.
It follows from linearity of ϕ that Eq. (1) holds. 
Lemma 2.3. Let L be a purely atomic CSL on H, and let ϕ be a norm-contin-
uous derivable mapping at zero point from algL into B(H). If ϕ|D(L) = 0 and
E,F ∈ P(L) with F  E, then there exist A ∈ B(E) and B ∈ B(F) such that
ϕ(T ) = TA+ BT, ∀T ∈ B(E, F ). (12)
Proof. Case 1. If E = F , then B(E, F ) = B(E) ⊆ D(L), so ϕ = 0. Clearly, (12)
holds.
Case 2. If E /= F and (E ⊕ F)⊥ = 0, then {E,F } = P(L). Since F  E, L is
a finite nest. By the main theorem in [14], ϕ is an inner derivation. Therefore (12)
holds.
Case 3. If E /= F and N = (E ⊕ F)⊥ /= 0. Clearly E ⊥ F . By Lemma 2.2, there
exist A ∈ B(H,E) and B ∈ B(F,H) such that Eq. (1) holds. For arbitrary S, T ∈
B(E, F ), note that ϕ is a derivable mapping at zero point, so we have
0= ϕ(ST ) = ϕ(S)T + Sϕ(T )
= (SA+ BS)T + S(T A+ BT )
= SAT + SBT = S(A+ B)T .
Therefore P(E)AP (F) = −P(E)BP (F). Take C = A− B − P(E)AP (F) ∈
B(H), then
T C − CT = T (A− B − P(E)AP (F))− (A− B − P(E)AP (F)) T
= TA+ BT − (T B + AT )+ (T P (E)BP (F)+ P(E)AP (F)T )
= ϕ(T ).
Take T ∈ B(F) ⊆ D(L) and S ∈ B(E, F ), then ST = 0 and ϕ(T ) = 0. Since ϕ is
a derivable mapping at zero point, we have
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0= ϕ(ST ) = ϕ(S)T + Sϕ(T )
= ϕ(S)T = (SC − CS)T = SCT .
So P(E)CP (F) = 0, thus
0= P(E)CP (F) = P(E) (A− B − P(E)AP (F)) P (F )
= P(E)AP (F) = −P(E)BP (F). (13)
Take S ∈ B(E, F ). Obviously P(N)S = SP (N) = 0. Since P(N) ∈ D(L) and
ϕ|D(L) = 0, we have
0= ϕ(P (N)S) = ϕ(P (N))S + P(N)ϕ(S)
= P(N)ϕ(S) = P(N)(SC − CS) = P(N)CS.
So P(N)CP (F) = 0. Furthermore
0= P(N)CP (F) = P(N) (A− B − P(E)AP (F)) P (F )
= P(N)BP (F). (14)
On the other hand
0= ϕ(SP (N)) = ϕ(S)P (N)+ Sϕ(P (N))
= ϕ(S)P (N) = (SC − CS)P (N) = SCP (N).
So P(E)CP (N) = 0. Furthermore
0= P(E)CP (N) = P(E) (A− B − P(E)AP (F)) P (N)
= P(E)AP (N). (15)
Combine Eqs. (13)–(15), we get that A = P(E)A(P (E)+ P(F)+ P(N)) =
P(E)AP (E) ∈ B(E) and B = (P (E)+ P(F)+ P(N))BP (F ) = P(F)BP (F) ∈
B(F). The proof is complete. 
Lemma 2.4. Let L be a purely atomic CSL on H, and let ϕ be a norm-contin-
uous derivable mapping at zero point from algL into B(H). If ϕ|D(L) = 0 and
E,F ∈ P(L) with F  E, then there exist λE,F ∈ C such that
ϕ(T ) = λE,F T , ∀T ∈ B(E, F ). (16)
Proof. If we writeN = E ∨ F , thenN =L|N = {L ∩N : ∀L ∈L} = {0, F,N}
is a complete nest on N , and P(N) algLP(N) = algN is a nest subalgebra of
B(N). Simultaneously, we may regard algN as a subalgebra of algL, naturally.
By Lemma 2.3 and the condition ϕ|D(L) = 0, we have ϕ(algN) = ϕ(B(E, F )) ⊆
B(N), and 0 = ϕ(P (N)) = ϕ|algN(IN). We get by Theorem 1.2 in [14] that ϕ|algN
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is a derivation. Note that D(N) ⊆ D(L), so ϕ|D(N) = 0. It follows from Lemma
2.3 that there exist AE,F ∈ B(E) and BE,F ∈ B(F) such that
ϕ(T ) = TAE,F + BE,F T , ∀T ∈ B(E, F ). (17)
Take x ∈ F and y ∈ E with ‖y‖ = 1, then x ⊗ x, y ⊗ y ∈ D(N) and x ⊗ y ∈
B(E, F ). Thus we have
ϕ(x ⊗ y)= ϕ ((x ⊗ y)(y ⊗ y))
= ϕ(x ⊗ y)(y ⊗ y)+ (x ⊗ y)ϕ(y ⊗ y)
= ((x ⊗ y)AE,F + BE,F (x ⊗ y)) (y ⊗ y)
= (x ⊗ y)AE,F (y ⊗ y)+ BE,F (x ⊗ y).
On the other hand
ϕ(x ⊗ y) = (x ⊗ y)AE,F + BE,F (x ⊗ y).
Therefore x ⊗ A∗E,F y = (x ⊗ y)AE,F = (x ⊗ y)AE,F (y ⊗ y) = 〈AE,F y, y〉 ×
(x ⊗ y). Thus we haveA∗E,F y ∈ Cy for any y ∈ E. It follows from linearity of ϕ that
there exists αE,F ∈ C such that A∗E,F = αE,FP (E), namely AE,F = αE,FP (E).
Similarly, we may prove that there exists βE,F ∈ C such that BE,F = βE,FP (F ).
Take λE,F = αE,F + βE,F . We get Eq. (16) by Eq. (17) and the representation of
AE,F and BE,F . 
Lemma 2.5. Let L be a purely atomic CSL on H, and let ϕ be a norm-continuous
derivable mapping at zero point from algL into B(H). If P(L) = {E1, E2, E3}
and ϕ|D(L) = 0, then ϕ is a derivation.
Proof. SinceP(L) = {E1, E2, E3}, there exist only the following five lattice struc-
tures to L.
Case 1. Only one of P(L) is contained in L. Without loss of generality, we may
assume that E1 ∈L.
Structure 1. Suppose that L is a purely atomic nest. We know from Theorem 1.2
in [14] that ϕ is a generalized derivation. Since ϕ|D(L) = 0, ϕ is a derivation.
Structure 2. Suppose that L is not a nest. Then L = {{0}, E1, E1 ∨ E2, E1 ∨
E3, H }. If T ∈ algL, then T can be represented as a 3 × 3 operator matrix relative
to the orthogonal decomposition H = E1 ⊕ E2 ⊕ E3 as follows:
T =

T11 T12 T130 T22 0
0 0 T33

 ,
where Tij ∈ B(Ej ,Ei). By Lemma 2.4 and ϕ|D(L) = 0, then there exist λ12, λ13 ∈
C such that
ϕ(T12) = λ12T12; ϕ(T13) = λ13T13; ϕ(Tii) = 0 (i = 1, 2, 3).
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Take A ∈M3 as follows:
A =

0 λ12 λ130 0 0
0 0 0

 ,
then we have
ϕ(T ) = A ∗ T , ∀T ∈ algL. (18)
By Eq. (18), it is easy to verify that ϕ(ST ) = ϕ(S)T + Sϕ(T ) for any S, T ∈ algL.
Therefore ϕ is a derivation.
Case 2. Only two elements of P(L) are members of L. Without loss of generality,
we may assume that E1, E2 ∈L.
Structure 3. Suppose that both E1 ∨ E3 and E2 ∨ E3 are not members of L.
ThenL = {{0}, E1, E2, E1 ∨ E2, H }. If T ∈ algL, then T can be represented as a
3 × 3 operator matrix relative to the orthogonal decomposition H = E1 ⊕ E2 ⊕ E3
as follows:
T =

T11 0 T130 T22 T23
0 0 T33

 ,
where Tij ∈ B(Ej ,Ei). By Lemma 2.4 and ϕ|D(L) = 0, then there exist β13, β23 ∈
C such that
ϕ(T13) = β13T13; ϕ(T23) = β23T23; ϕ(Tii) = 0 (i = 1, 2, 3).
Take B ∈M3 as follows:
B =

0 0 β130 0 β23
0 0 0

 ,
then we have
ϕ(T ) = B ∗ T , ∀T ∈ algL. (19)
By Eq. (19), it is easy to verify that ϕ(ST ) = ϕ(S)T + Sϕ(T ) for any S, T ∈ algL.
Therefore ϕ is a derivation.
Structure 4. Suppose that one of the subspaces E1 ∨ E3 and E2 ∨ E3 is a mem-
ber of L. Without loss of generality, we may assume that E2 ∨ E3 belongs to L.
Then L = {{0}, E1, E2, E1 ∨ E2, E2 ∨ E3, H }. If T ∈ algL, then T can be rep-
resented as a 3 × 3 operator matrix relative to the orthogonal decomposition H =
E1 ⊕ E2 ⊕ E3 as follows:
T =

T11 0 00 T22 T23
0 0 T33

 ,
where Tij ∈ B(Ej ,Ei). By Lemma 2.4 and ϕ|D(L) = 0, then there exists γ23 ∈ C
such that
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ϕ(T23) = γ23T23; ϕ(Tii) = 0 (i = 1, 2, 3).
Take C ∈M3 as follows:
C =

0 0 00 0 γ23
0 0 0

 ,
then we have
ϕ(T ) = C ∗ T , ∀T ∈ algL. (20)
By Eq. (20), it is easy to verify that ϕ(ST ) = ϕ(S)T + Sϕ(T ) for any S, T ∈ algL.
Therefore ϕ is a derivation.
Case 3. All elements of P(L) are contained in L.
Structure 5. P(L) ⊆L. Obviously D(L) = algL. Since ϕ|D(L) = 0, ϕ = 0,
namely ϕ is a zero derivation. 
3. The proof of Theorem 1.2
Let L be a purely atomic CSL on H , and let ϕ be a norm-continuous derivable
mapping at zero point from algL into B(H) and ϕ|D(L) = 0. We write P(L) =
{Ei : i ∈ } and  = {(i, j) : Ei,Ej ∈ P(L) with Ei  Ej }. Using Lemma 2.4,
there exist λi,j ∈ C such that
ϕ(Tij ) = λijTij , ∀Tij ∈ B(Ej ,Ei).
Theorem 3.1. Let L, Ei, , , ϕ and λij are as in the above paragraph. Then the
following statements hold:
(1) If ϕ is a derivation, then
λij = λik + λkj , ∀i, j, k ∈  with (i, j), (i, k), (k, j) ∈ .
(2) If (i, j), (i, k), (k, j) ∈  implies λij = λik + λkj , then ϕ|A is a derivation for
any finite set  ⊆ , where A = P(N) algLP(N) and N =∨i∈ Ei .
Proof. (1) For arbitrary i, j, k ∈  with (i, j), (i, k), (k, j) ∈ , then B(Ej ,Ei),
B(Ek,Ei), B(Ej ,Ek) ⊆ algL. Take Sik ∈ B(Ek,Ei) and Tkj ∈ B(Ej ,Ek) with
SikTkj /= 0, then SikTkj ∈ B(Ej ,Ei). Thus we have
λijSikTkj = ϕ(SikTkj ) = ϕ(Sik)Tkj + Sikϕ(Tkj )
= λikSikTkj + Sik(λkjTkj ) = (λik + λkj )SikTkj .
Therefore λij = λik + λkj .
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(2) If  is a finite set in , we write 1 = {(i, j) ∈  : i, j ∈ } and N =∨{Ei : i ∈ }. If (i, j) /∈ , then B(Ei, Ej ) ∩ algL = {0}, and P(Ei) algLP
(Ej ) = 0. Given S, T ∈A = P(N) algLP(N), then we have
S = P(N)SP (N) = P
(∨
i∈
Ei
)
SP
(∨
k∈
Ek
)
=
∑
i,k∈
P(Ei)SP (Ek) =
∑
(i,k)∈1
P(Ei)SP (Ek).
If we write Si,k = P(Ei)SP (Ek) ∈ B(Ek,Ei), then S =∑(i,k)∈1 Sik . Similarly,
there exist Tk,j ∈ B(Ej ,Ek) such that T =∑(k,j)∈1 Tkj . Obviously ST =∑
(i,k),(k,j)∈1 SikTkj . Note that ϕ(Sik) = λikSik and ϕ(Tkj ) = λkjTkj , so we have
ϕ(ST )=
∑
(i,k),(k,j)∈1
ϕ(SikTkj ) =
∑
(i,k),(k,j)∈1
λijSikTkj
=
∑
(i,k),(k,j)∈1
(λik + λkj )SikTkj
=
∑
(i,k),(k,j)∈1
ϕ(Sik)Tkj +
∑
(i,k),(k,j)∈1
Sikϕ(Tkj )
= ϕ
( ∑
(i,k)∈1
Sik
) ∑
(k,j)∈1
Tkj +
∑
(i,k)∈1
Sikϕ
( ∑
(k,j)∈1
Tkj
)
= ϕ(S)T + Sϕ(T ).
Therefore ϕ|A is a derivation on A. 
Proof of Theorem 1.2. Since L is a finite CSL, we may write P(L) for {Ei : i =
1, 2, · · · , n}. By Lemma 2.2, there existAi ∈ B(H,Ei) andBi ∈ B(Ei,H) such that
ϕ(Tii) = TiiAi + BiTii for any Tii ∈ B(Ei). Take A =∑ni=1 Ai and B =∑ni=1 Bi ,
then
ϕ(T ) = TA+ BT, ∀T ∈ D(L).
Define a linear mapping ψ : algL→ B(H) by ψ(T ) = ϕ(T )− (T A+ BT ) for
any T ∈ algL. It is easy to verify that ψ is a norm-continuous derivable mapping
at zero point from algL into B(H) and ψ |D(L) = 0. Therefore we may assume
that ϕ|D(L) = 0. Let ,  and λij are as in the first paragraph in this section. By
Lemma 2.4, for every (i, j) ∈ , there exists λij ∈ C such that ϕ(Tij ) = λijTij for
any Tij ∈ B(Ej ,Ei). Now we show that ϕ is a derivation. If n = 1, then algL =
B(H). Obviously, ϕ is a derivation. If n = 2, then there only exist two atoms in
P(L). So either L is a finite nest or algL = D(L). By the main theorem of [14]
and ϕ|D(L) = 0, it is clear that ϕ is a derivation. All that needs to be proved is
that ϕ is a derivation when n  3. If ϕ is not a derivation, using the condition (2)
of Theorem 3.1 and L is a finite set, then there exist three natural numbers 1 
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i, j, k  n with (i, j), (i, k), (k, j) ∈  such that λij /= λik + λkj . Take N = Ei ∨
Ej ∨ Ek , thenL|N = {L ∩N : L ∈L} is a purely atomic CSL which only contains
three atoms. If we putAN = P(N) algLP(N) = alg(L|N), then ϕ|AN is a norm-
continuous derivable mapping at zero point from AN into AN . Since D(L|N) ⊆
D(L), so ϕ|D(L|N) = 0. By Lemma 2.5, we have ϕ|AN is a derivation. By the con-
dition 1) of Theorem 3.1, we obtain λij = λik + λkj . This is a contradiction. Thus ϕ
is a derivation. 
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