Background: It is well known that the positional PID (Proportional-Integral-Derivative) control of a servo mechanism with stiction always leads to a limit cycle. Related to this fact, two basic questions have still remained unanswered. The first question is, if the limit cycle occurs, how large it becomes for a given value of stiction force. The second question, which is of more practical importance, is how we should modify the PID controller to avoid this limit cycle with minimal sacrifice of the servo performance.
Introduction
Stiction (or static friction) refers to the force required to cause one body in contact with another to begin to move. The magnitude of stiction is normally greater than the kinetic friction (or slip friction) which is a force occurring when two contacting bodies are moving relative to each other. The magnitude of stiction in approach taken. This paper is organized as follows. Section 2.1 presents the system formulation. Basic properties of state trajectories are then reviewed in Section 2.2 along with several important facts stated at the end. Section 3 reports the main result on quantitative behaviors of the friction-induced limit cycle and use it to derive a simple bisection algorithm to predict the magnitude of the limit cycle for given parameters of the PID controller and the plant. This result is extended in Section 4 to find the minimum value of the integrator leakage for the PID controller to avoid the limit cycle. An example is taken in Section 5 to demonstrate the main theoretical results and the concluding remarks follow in Section 6.
System Description
This section serves as a preliminary step to introduce basic mathematical formulations and important concepts before we derive the main results in Sections 3 and 4.
State Space Representation
The nonlinear friction force considered in this paper (i.e. the static plus Coulomb friction model) is denoted by (˙ ( )) and is represented as (1 + ) sgn( ( )) otherwise (1) where is the magnitude of the Coulomb friction and (1 + ) ( ≥ 0) is that of the stiction. Note that = 0 corresponds to the case of Coulomb friction only. In practice, the realistic friction model can be more elaborate than the above ideal form. For example, there exists a transitional function from stiction to Coulomb friction through the Stribeck effect. In addition, (˙ ) may assume a nonlinear dynamic form such as the LuGre model [16] . Nevertheless, it has been reported that the ideal friction model in Eq.
(1) provides quantitatively comparable results to realistic friction models as far as the limit cycle analysis is concerned [13, 17] .
The dynamic equation for a single degree-of-freedom servo mechanism with the nonlinear friction force can be written as
where is the mass, is the viscous friction and is the control input gain. ,˙ and¨ are the position, the velocity and the acceleration of the mass, respectively. ( ) is the feedback signal from a positional servo June 15, 2011 3 Jeon
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where is the control state variable and ( ) = − ( ) is the positional error signal with as the reference input. The term is called the integrator leakage [8] and it constrains the integrator action at low frequencies to be finite. With = 0, ( ) becomes an ideal PID (Proportional-Integral-Derivative) control with , 1 and 2 as the integral, proportional and derivative gains, respectively. It will be shown in Section 4 how the range of plays a role in eliminating the limit cycle. The minimum value of such will be of particular interest since the integrator leakage introduces a steady state error for the position tracking. Without loss of generality, we can normalize Eq. (2) by :
where the bar notation denotes the normalized parameter, i.e.• = • . Since the magnitude of Coulomb friction becomes one by this normalization, Eq. (4) can now be regarded as a variant of the ideal relay feedback system with as its magnitude in excess of one at the zero velocity. Since we are concerned about the internal stability in relation to the stiction, we can ignore the reference input (i.e. = 0). Then, the corresponding block diagram of the closed loop system can be drawn as shown in Fig. 1 as an autonomous system. Note that the scaling˙ ( ) by¯ does not affect the output of the nonlinear friction force (i.e.
). By taking Laplace transforms of Eqs. (3) and (4) with zero initial conditions, the transfer function ( ) in Fig. 1 can be derived as
where
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Integrator Leakage for Limit Cycle Suppression in Servo Mechanisms with Stiction which can be chosen through the control parameters , , 1 and 2 such that ( ) to be stable. We will also assume that the poles of ( ) are distinct. Depending on the parameters ( , 0 , 1 and 2 ), the closed loop system in Fig. 1 may either be asymptotically stable or generate a limit cycle.
To facilitate the algebraic analysis of state trajectories, we will use a state space realization of ( ) in the observable canonical form [22] :
where the state variables x = ] are related to the physical quantities of Eq. (4) as
As will be shown later, the main results are derived with respect to the state variables 1 , 2 and 3 . Equation (8) will be used in the last stage of analysis to retrieve the actual parameters for the limit cycle.
Properties of State Trajectory [9]
The state space representation in Eq. (7) is a switched affine system with an attractive sliding mode and it partitions the state space into several important subregions. Noting that Cx = 3 , we have the switching plane and associated half spaces denoted as
and it possesses the equilibrium set given by
Since CB = 1 > 0, the switching plane ℰ contains the attractive sliding region:
Bringing Eqs. (7) through (11) moving in the direction of negative 3 axis). The thick solid line in the middle is the equilibrium set { }.
The thick dotted lines constitute a particular set only through which the sticking motion can transition to slipping motion. This set, which will be called the transition set, can be defined as
where ∂ denotes the boundary of . is composed of two symmetric sets each of which can be denoted by + and − , respectively in accordance with the sign of 1 (See Fig. 2 ). In case of = 0, we notice from Fig. 2 that { } becomes parallel to state trajectories on thus no state vector can pointwise converge to through sticking motion [7] .
The periodic solution of Eq. (7) can be analyzed by investigating the state vectors at the transition from stick to slip or vise versa (i.e. using the impact (or Poincarè) map [18] ). If a state vector x is imminent to leave ℰ, or equivalently if it belongs to the departure set defined as
then it is called a departure state. Similarly to the previous definitions, can be broken up into + and − according to the sign of 1 . The time it takes for a departure state x to reenter ℰ is called the switching time for x. The switching time is uniquely determined by a departure state, so we denote it as a function,
The state trajectory connecting the departure state x and its impact map after the switching time (x) will be denoted as
analyses.
Fact 1. State trajectories of Eq. (7) in ℰ + (or ℰ − ) are identical to those of the nominal autonomous system:
with the offset of A −1 B (or −A −1 B, respectively).
Using the subscript ' ' to indicate the system of Eq. (15), its subregions of state space can be defined in the same way as those for the system of Eq. (7).
Due to Fact 1, which is the property of a linear affine system, the state trajectory and the switching time of
Eq. (15) can be written as
Fact 2. The switching time (x) of the system in Eq. (15) is linearly invariant. In other words, for a given departure state x, ( x) = (x) for all > 0. 
Fact 2 is from the linearity of the unforced (autonomous) system. Fact 3 states the monotonicity of (x) with respect to the first component of x (i.e. 1 ) and it can be proven as follows.
Proof of Fact 3. Consider a departure state x = [ 1 , , 0] with 1 < 0 and − 1 ≫ > 0. From Eq. (7), for a small , Cẋ = CAx = ≈ 0 and Cẍ = CA 2 x = 1 − 2 ≈ 1 < 0. Hence the switching time (x) gets smaller as 1 decreases and grows as 1 increases thus making (x) monotonically increasing with respect to 1 in its small neighborhood. Suppose the statement of Fact 3 is not true. Then, there exist and
is the same for any x in the convex cone on ℰ
This cannot hold due to the smoothness of x( ) that consists of exponential and/or trigonometric functions of time . The other case (i.e. < 0) follows by the symmetry.
Facts 2 and 3 are illustrated in Fig. 3 in more detail.
June 15, 2011 7 Jeon 
Periodic Solution for PID Control
As mentioned earlier, in case of the ideal PID control, (i.e. = 0 in Eq. (5)), Armstrong and Amin [11] verified the following statement:
(5) with = 0 is in feedback with the static plus Coulomb friction of > 1, then a limit cycle always occurs with the stick and slip motions alternating. The limit cycle is stable and unique in the sense that the impact map is a contraction.
Theorem 1 assures the existence and uniqueness of a limit cycle under the given condition. However, finding the exact periodic solution through numerical simulations is not trivial. Depending on the setting of the numerical algorithm, the solution may become inconsistent or sometimes misleading due to the discontinuous nature of the nonlinear friction. In fact, how to define a mathematical friction model for consistent numerical results has been a main concern in several studies [19, 20] .
Fact 1 implies that the periodic solution of Eq. (7) can be completely described by that of Eq. (15) with the same switching plane. We are particularly interested in the switching time and the impact map of the departure state leaving from + (or − equivalently). In case of = 0, we have A 
where = (x − A −1 B). The state transition matrix of A can be written as 
where the first equation is due to the symmetry of the periodic solution and the second one is the condition for the departure state to reenter ℰ. The difficulty in finding the exact periodic solution for Eq. (7) is mainly contributed to the fact that no general rule exists in solving the simultaneous transcendental equations (21) .
The main idea of this section is to identify parameterized intervals that possess one solution only for each unknown. By doing so, we can employ a simple bisection algorithm. The following lemma provides the main result.
Theorem 2. Let us denote the eigenvalues of A as 3 < 2 < 1 < 0 for the case of real eigenvalues, and 
for real eigenvalues and
for complex eigenvalues.
Proof. Using the Cailey-Hamilton Theorem, 2 ( ) can be written as
or, for the case of complex eigenvalues, as 
In addition, using the result in [21] , it can be shown that
It follows from Eqs. (26), (27) and (28) that˙ 2( ) 2( ) is monotonically decreasing for all > 0 with positive infinity as its initial value and 1 < 0 as its final value. Therefore, Eq. (21b) has a unique solution for any choice of¯ 1 < − 1 . Let us assume that we chose¯ 1 = − 1 ( ∈ (0, 1)). Then, from Eqs. (22) and (24),
Therefore, (0, ) contains the unique solution to Eq. (21b) for the choice of¯ 1 = − 1 .
For the case of complex eigenvalues, we have the following useful relation from Eq. (25)
which implies that
Combined with Fact 3 and Eq. (26), this means that˙
with positive infinity as its initial value and 1 at = .
So far, we have parameterized the interval of the switching time to guarantee a unique solution to Eq.
(21b) for a given value of¯ 1 ∈ (0, − 1 ). What is remaining is to show that (0, − 1 ) is indeed a valid interval for feasible¯ * 1 that will satisfy Eq. (21a) as well as Eq. (21b). In Eq. (21a), 0 ( ) can be written as
or, for the case of complex eigenvalues, as
+ . Therefore,¯ * 1 must be positive. Considerx 1 = [¯ 1 , 1, 0] with¯ 1 = 0 and the corresponding switching time 0 < (x 1 ). Then, the right and the left terms of Eq. (20) are related by the inequality as
where the second equality comes from Eq. (20) . On the other hand, if we increase¯ 1 close to − 1 , we know from the above results, that the corresponding switching time approaches (x 1 ) = ∞ (for real eigenvalues)
or (x 1 ) = (for complex eigenvalues). In this case, Eq. (20) brings the inequality to the opposite way,
i.e.
(complex e.v.)
Equations (33) and (34) verify that the solution¯ * 1 which is to be uniquely determined from Theorem 1, must reside in the interval (0, − 1 ).
Theorem 2 suggests that for any value of¯ 1 = − 1 ∈ (0, 1 ) of our choice, the corresponding switching time (i.e. the solution to Eq. (21b)) can be computed using a bisection loop with the initial interval (0, ).
Then, this sub-algorithm can be embedded into another outside bisection loop to compute¯ * 1 with the initial interval (0, − 1 ). Accordingly, a dual loop bisection algorithm can be constructed as shown in Algorithm 1 to solve simultaneous transcendental equations (21) .
Algorithm 1 Dual Loop Bisection Algorithm for Eq. (21)
Data: Eigenvalues of matrix A ({ 1,2,3 } or { 1 , ± }) and 0 , 2 ≈ 0
(a) Limit cycle for Eq. (7) The results in Theorem 2 can be readily applicable to the case with integrator leakage, i.e. > 0. Remember that the state vector considered in Theorem 2 is a translation from that in the original system of Eq. (7) followed by the normalization with respect to the second component ( 2 ). This can be illustrated as in Fig.   4 where the point ( , 1, 0) in Fig. 4(a) is mapped to the origin of Fig. 4(b) . Denoting x as the original state vector for the system of Eq. (7), the trajectory after the state transformation can be written as
More specifically, denoting x * = [ * 1 , 1 + , 0] as the departure state for Eq. (7) that belongs to the periodic solution, its conversion for Eq. (15), denoted byx * = [¯ * 1 , 1, 0] , has its first element related to *
Based on these observations from Fig. 4 , a corollary to Theorem 2 can be stated as follows for the case with integrator leakage.
Corollary 1. For a given value of the integrator leakage > 0 and the stiction level > 0, if the system of Eq. (7) generates a limit cycle, its first element of the departure state (i.e. * 1 in Fig. 4(a) ) can be obtained as follows. *
where¯ * 1 satisfies the simultaneous transcendental equations:
in Theorem 2 (i.e.¯ * 1 ∈ (0, − 1 ) and * ∈ (0, )).
Proof. From Fig. 4 , the impact map of¯ *
The arguments in the proof of Theorem 2 can be applied in the same way in confirming¯ * 1 ∈ (0, − 1 ) and * ∈ (0, ).
Taking more close look into Fig. 4 , if (1 + ) > * 1 , there is no limit cycle for the system of Eq. (7) because * 1 resides outside of + . On the other hand, if (1 + ) < * 1 (as currently shown in Fig. 4(a) ), we can further increase with the limit cycle still existing (but with different magnitude). Therefore, the minimum value of that will completely eliminate the limit cycle is the one that conjoins (1 + ) and * 1 :
This observation leads to the following corollary.
Corollary 2. The minimum value of that suppresses the limit cycle for system of Eq. (7) can be computed by solving
where the solutions, * and * can be uniquely determined within the intervals, * ∈ (0, − 1 ) and * ∈ (0, ).
Proof. Using Eq. (39), we have
thus Eq. (40) follows. The bounds of solution variables remain the same as in Theorem 2.
Using Corollary 2, a servo mechanism free from limit cycles can be designed as follows:
1) Choose nominal PID gains (with = 0) to achieve a desired closed loop system ( ) in Eq. (5).
2) Find the minimum value of the integrator leakage ( * ) by Corollary 2 together with Algorithm 1.
3) Using Eq. (6), readjust the PID gains to account for * while maintaining the original closed loop poles:
June 15, 2011 13 Jeon
Integrator Leakage for Limit Cycle Suppression in Servo Mechanisms with Stiction
For the nominal system of Eq. (15), the steady state error resulting from the minimum integrator leakage will be
which is equivalent to the position error (by Eqs. (6) and (8)):
With = ±(1 + ), Eq. (44) becomes the edge of the equilibrium set.
Examples
This section provides simulation results to demonstrate main results derived in previous sections. A quantitative comparison has been made between the proposed method and one of existing methods to emphasize the effectiveness of the proposed method as an exact solution. 1.079 Table 1 shows the plant parameters used for simulation. They are obtained from the load side dynamics of the flexible joint mechanism considered in [17] . Corollary 1 enables us to easily compute the magnitude of the limit cycle for given values of the stiction level ( ) and the integrator leakage ( ). After computinḡ * 1 using Corollary 1, the corresponding magnitude of the position (denoted by * ) can be retrieved through Eqs. (8) and (37). action. Followed by employing the integral gain = 100, the eventual closed loop system ( ) of Eq. (5) is constructed with its poles at −8.26, −4.85 ± 7.36 . According to Fig. 5(a) , the minimum values of the integrator leakage for a certain value of are displayed as the edges of the mesh where * suddenly drops to zero. Notice that Fact 2 implies that * must be proportional to for a given value of , which we can confirm from Fig. 5(a) . On the other hand, * gets smaller as increases for a given value of , the relation of which should not be linear. Figure 6 shows the simulation results for the state trajectory with the choice of the integrator leakage = 1.95 which is slightly smaller than * . Since < * , the limit cycle occurs. In this case, Corollary 1 gives us that the magnitude of the limit cycle ( * = 0.0138) is indeed slightly larger than the corresponding edge of the equilibrium set, i.e. In contrast to Fig. 6, Fig. 7 shows the simulation results with the integrator leakage = 2.1 which is slightly larger than * . The limit cycle is suppressed as we expected. More specifically, the state trajectory converges to (∞) = 0.97(1+ ) ¯ 0 that belongs to the equilibrium set near at its edge point. 
According to the method proposed in [8] , we find that the range of to suppress the limit cycle is 0.7278 ≤ ≤ 2.1834.
On the other hand, Corollary 2 gives us the exact range ≥ * = 0.178 which is substantially larger than the conservative condition given in Eq. (46).
Conclusion
Limit cycles in servo mechanisms with stiction is an important problem that has not been fully understood yet. Starting from the known result on the existence and uniqueness of the limit cycle for the case with PID controller, we exploited algebraic properties and impact map of the state trajectory for quantitative analysis of the limit cycle. As a result, parameterized intervals are introduced for the magnitude and the switching time of the limit cycle, from which a simple bisection algorithm has been devised to predict the magnitude of the limit cycle for a given stiction level. Eventually, this result is implemented to find the exact minimum value of the integrator leakage that suppresses the limit cycle.
The result in this paper will be useful as a specific reference in designing servo mechanisms with stiction free from limit cycle and will be validated through experimental tests.
