Abstract. We consider both Hard-Core and Soft-Core Widom-Rowlinson models with spin values −1, 0, 1 on a Cayley tree of order k ≥ 2 and we are interested in the Gibbs measures of the models. The models depend on 3 parameters: the order k of the tree, θ describing the strength of the (ferromagnetic or antiferromagnetic) interaction, and λ describing the intensity for particles. The Hard-Core Widom-Rowlinson model corresponds to the case θ = 0. For the binary tree k = 2, and for k = 3 we prove that the ferromagnetic model has either one or three splitting Gibbs measures (tree-automorphism invariant Gibbs measures (TISGM) which are tree-indexed Markov chains). We also give the exact form of the corresponding critical curves λcr(k, θ) in parameter space. For higher values of k we give an explicit sufficient bound ensuring non-uniqueness which we conjecture to be the exact curve. Moreover, for the antiferromagnetic model we explicitly give two critical curves λcr,i(k, θ), i = 1, 2, and prove that on these curves there are exactly two TISGMs; between these curves there are exactly three TISGMs; otherwise there exists a unique TISGM. Also some periodic and non-periodic SGMs are constructed in the ferromagnetic model.
Introduction
The Widom-Rowlinson model has been introduced by [28] as a model for point particles which carry charges plus or minus one, with positions in Euclidean space. In the original Hard-Core version the interaction strictly forbids particles of opposite signs to becomes closer than a fixed radius. The continuum Widom-Rowlinson model shows a provable phase transition at high enough equal intensity for plus and minus particles. The equilibrium properties have been investigated in [4] , [25] , [28] . For the behavior under stochastic spin-flip dynamics with a view to Gibbs-non Gibbs transitions, see [9] . Related versions of such Hard-Core models, have be studied on lattices (see [6] , [8] , [15] , [16] ). The Hard-Core constraint for a Widom-Rowlinson model on a lattice, or a graph, like a tree, means that particles of opposite signs are forbidden to appear next to each other on neighboring sites of the graph.
Studies of multicolor hardcore models with rich classes of interactions on trees can be found in [23] . When the Hard-Core constraint is relaxed, we come to Soft-Core models, which are more difficult to analyze as they are depending on another parameter, which governs the strength of the repulsion between particles of opposite signs (in the ferromagnetic case) or the attraction (in the antiferromagnetic case).
Let us more specifically to the model on trees. The Hard-Core Widom-Rowlinson (HCWR) model considered in a part of this paper is identical to the hinge constraint model of [2] (see also [3] , [11] , [14] , [22] - [24] , [27] ). In these papers the tree automorphism invariant splitting Gibbs measures (TISGMs) are investigated on the Cayley tree of order k ≥ 2, transition temperatures are computed, and also some periodic and non-periodic splitting Gibbs measures are constructed.
The methods of these papers were based on the description of boundary laws which are in one-to-one correspondence with the splitting Gibbs measures. The boundary laws of WR-model are two dimensional vectors with positive entries which satisfy a non-linear fixed-point equation (tree recursion). A given boundary law defines the transition matrix of the corresponding tree-indexed Markov chain (see [7, Chapter 12] and [23] for detailed definitions). All extremal Gibbs measures are splitting Gibbs measures (see [7, Theorem 12.6] ), therefore, if there is only one splitting Gibbs measure, then there is only one Gibbs measure of any kind. To decide the converse, namely whether a given Gibbs measure is extremal, is a separate difficult problem (see [5] , [13] , [17] , [26] ).
In this paper we focus on the study of tree-automorphism invariant splitting Gibbs measures for the Soft-Core version of the Widom-Rowlinson model (SCWR). We review also some of the Hard-Core results which are rediscovered as special cases.
The paper is organized as follows. In Section 2 we give the main definitions and formulation of the problem. Section 3 contains a compatibility condition, i.e an equation for boundary laws. Section 4 is devoted to TISGMs and we divide this section to several subsections under some conditions on the parameters of the model. For any k ≥ 2 we give explicit regions of parameters of non-uniqueness of TISGMs. In Section 5, for k = 2, and 3 we give upper and lower bounds of the boundary laws. The maximal and minimal boundary laws then define extreme TISGMs. Sections 6 and 7 are devoted to some periodic and non-periodic splitting GMs.
Definitions and formulation of the problem
Let T k , k ≥ 1 be a rooted Cayley tree. Let d(i, j), i, j ∈ T k 7 the distance between vertices i, j, i.e. the number of edges of the shortest path connecting i and j.
By 0 we denote the root of the tree and define
is the set of direct successors of a vertex i ∈ T k , i.e., for i ∈ W n we have
See [23, Chapter 1] for algebraic properties of the Cayley tree.
The configuration space is given by Ω := {−1, 0, 1} T k . We denote elements of Ω by ω, σ, etc. Thus a configuration is a function ω : i ∈ T k → ω i ∈ {−1, 0, 1}.
Denote by Ω A the set of all configurations on the set A ⊂ T k .
The Hamiltonian for the SCWR-model of step n, i.e. on the configuration set Ω Vn , is given by
where β = 1 T and T > 0 is the temperature. The parameter J ∈ R can be seen as repulsion or attraction between particles of different charges depending on the sign of J and λ > 0 as an activity.
The associated finite volume Gibbs measure on Ω Vn with external fields on the boundary,
The sequence µ n,β , n ≥ 1 is said to be compatible if for all n ≥ 2 and all σ n−1 ∈ Ω V n−1
holds. Here
For a sequence of compatible finite volume Gibbs measures (µ n,β ) n , by Kolmogorov's extension theorem, there exists a unique measure µ defined on the whole tree with µ(σ Vn = σ n ) = µ n,β (σ n ) . Following [20] , we call µ a splitting Gibbs measure.
The finite volume Gibbs measure for the Hard-Core WR-model we get for J > 0 by lim β→∞ µ sc n,β = µ hc n .
Compatibility equations
The following theorem gives conditions to make the finite volume Gibbs measures compatible. The proof is included for convenience of the reader, the compatibility relations can also be obtained by an application of Theorem 12.12 of [7] , together with Definition 12.10, to our model. Theorem 1. Let 0 < β < ∞, J ∈ R and λ > 0. The sequence of probability measures (µ sc n,β ) n is compatible if and only if for any x ∈ T k the following two equations hold
where θ = exp(−Jβ), f (x, y, θ) = ln(
Proof. First we show that compatibility implies (3.1). By this we get
Fix arbitrary i ∈ W n−1 and consider arbitrary configurations σ W n−1 , with fixed σ i to be one of 1, −1 and 0. Then we get the following three equations
Dividing the first two equations by the last one and using some combinatorial arguments yields
Using the substitution defined above we obtain
By using the logarithm and adding ln(λ) on both sides (3.1) follows. For the second implication we split the Hamiltonian into a part which depends only on the configuration up to the step n − 1 and one depending on step n − 1 and n. By definition this yields
Using again the substitution forh one get from (3.1) the equations
for some function a which is bigger than zero. These equations together yields
and since µ sc n,β is a probability measure it follows that
This implies i∈W n−1 a(i) = Zn Z n−1
and concludes the proof.
Corollary 1. Let J > 0 and λ > 0. The sequence of probability measures (µ hc n ) n is compatible if and only if for any x ∈ T k the two equations
holds, where g(x, y) = ln(
Follows from Theorem 1 with θ = 0.
Translational invariant Gibbs measures
In particular, we are interested in the translation-invariant spitting Gibbs measures (TISGMs). In this case the external field vectors h i do not depend on i, i.e. h i = h for all i ∈ T k and some h ∈ R 3 . So the equations (3.1) by introducing two new variables x = eh + and y = eh − can be written as 4 there are exactly 3 (see [22] , [23] ). Such a result is also true for k = 3: if λ > λ cr = 32 27 (see [11] ) then there exist exactly three TISGMs.
The following lemma is obvious: Lemma 1. If (x * , y * ) is a solution to (4.1) then (y * , x * ) is also its solution.
In particular, from this lemma it follows that if there exists a solution, (x * , y * ), with x * = y * , then the equation has more than one solutions.
Subtracting from the first equation the second one we get
From this we get x = y or
CASE: J < 0. In this case we have θ = exp(−Jβ) > 1. Therefore (4.2) is not satisfied, since the LHS is positive and RHS is negative. Thus we have only x = y. Therefore, in this case Lemma 1 can not be applied to show non-uniqueness.
Then from the first equation of (4.1) we get
Then equation (4.3) can be rewritten as
The detailed analysis of solutions to equation (4.4) is given in [19] , Proposition 10.7, which is the following:
where x 1 , x 2 are the solutions of
By Proposition 1 the equation (4.3) has a unique solution if k = 1 or k = 1 and
Thus the critical value of θ for non-uniqueness is found from the equation
Using Proposition 1, for given k ≥ 2 and θ > θ cr we define two critical values for λ:
Here x 1 and x 2 are solutions of the following quadratic equation:
Summarizing we obtain CASE: J > 0. In this case the condition (4.5) is always satisfied, i.e. we have the following Proposition 2. For the ferromagnetic SCWR-model, for any k ≥ 2, λ > 0 the system (4.1) has a unique solution on the line y = x. Denote this solution by (x * , x * ), where x * is a function of all parameters. SubCASE: J > 0, k = 2. We follow the approach of [22] to find the TISGMs for the Soft-Core case. Assume k = 2. Then from (4.2) (i.e x = y) we get
Solving this equation as quadratic polynomial in x we get
Putting this formula into first equation of (4.1) we obtain
Simple but long calculations show that the equation (4.7):
• has no positive solution if θ ≥ θ c (2).
• if θ < θ c (2) then a. for λ < λ cr (2) the equation has no positive solution. b. for λ = λ cr (2) the equation has a unique positive solution. Denote it by x * . c. for λ > λ cr (2) there exist two positive solutions. Denote them by x * 1 and x * 2 , with x * 1 < x * 2 . By (4.6) we can find y * , y * 1 and y * 2 corresponding to x * , x * 1 and x * 2 respectively. In fact, using Vieta's formulas applied to quadratic polynomial, or just using symmetry of x, y one can see that
. Consequently, we have up to three solutions of (4.1):
Summarize now results of this subsection in the following Note that in each case of Theorem 4 one of the TISGMs corresponds to the unique solution mentioned in Proposition 2. Note for β = ∞, i.e. θ = 0 this fits to the results known for the Hard-Core model (see [22] , [23] ).
SubCASE
Denoting
we obtain the system of equations
from the system (4.1). Since θ < 1, if (u, v) is a solution to (4.9) then we have aθ < u < a, aθ < v < a. Dividing the first equation of (4.9) by the second one (for k = 3) we get (since u = v)
Using the representations
we get from (4.12) that
Adding the first equation of (4.9) to the second one (for k = 3) we get
This equality by using (4.11) can be represented as
Therefore the system (4.9) is represented as system of equations (4.13) and (4.14). Substituting p in (4.14) we obtain
Let s be a solution to (4.15) . Then to find the corresponding u and v, by (4.11) we should solve
This can be reduced to the quadratic equation
The discriminant of this equation is non-negative iff
From the last inequality we see that θ and s should satisfy
Find a from (4.15): 1−2θ , i.e., a = a min . In this case by (4.16), we get u = v = u * , i.e. the system (4.9) has a unique solution (u * , u * ).
• two value of u: u = u 1 , u 2 if s * > 3 4 1−2θ , i.e., a > a min . In this case the system (4.9), outside of the line u = v, has exactly two solutions (u, v) = (u 1 , u 2 ) and (u 2 , u 1 ). Denote λ cr (3) = a
Summarize results of this subsubsection in the following SubsubCASE k ≥ 4. Find v k from the first equation of system (4.9) and u k from the second equation:
v − aθ and using this forms in (4.9) we get
where
be a continuous function with a fixed point ξ ∈ (a, b). We assume that f is differentiable at ξ and f (ξ) < −1. Then there exist points x 0 and x 1 , a ≤ x 0 < ξ < x 1 ≤ b, such that f (x 0 ) = x 1 and f (x 1 ) = x 0 .
We shall use this lemma for our function γ. It is clear that the function γ(x) is continuous and differentiable.
Lemma 3. For any x ∈ [aθ, a] we have γ (x) < 0.
Proof. We have
Note that γ (x) = 0, i.e. x k+1 + (k + 1)x − kaθ = 0 has a unique positive rootx. Indeed, it is well known (see [18, p.28] ) 1 that the number of positive roots of a polynomial does not exceed the number of sign changes of its coefficients. Using this fact one can see that the equation φ(x) := x k+1 + (k + 1)x − kaθ = 0 has up to one positive root. Since φ(0) = −kaθ < 0 and φ(aθ) = (aθ) k+1 + aθ > aθ > 0, the equation has exactly one solutionx ∈ (0, aθ), i.e.x < aθ. Therefore φ(x) > 0 for all x ∈ [aθ, a]. This completes the proof.
By this lemma it follows that the function γ(x) is decreasing in (aθ, a). Moreover, by (4.10) it is clear that γ(u) > aθ, γ(aθ) = a, and γ(a) = a · 1+θa k 1+a k < a, i.e. γ : [aθ, a] → [aθ, a]. Consequently, the equation γ(x) = x has a unique solution x = ξ ∈ (aθ, a).
Since ξ is a fixed point of γ, we have
By (4.20) we get that γ (ξ) < −1 can be written as
in this inequality using (4.22) we get the following polynomial inequality:
To simplify formulas, we introduce
Then the last inequality can be written as
The discriminant of the quadratic inequality is positive:
Therefore (4.23) can be written as (since t > 0)
The last inequality has solution iff
From the equation γ(ξ) = ξ, we have
Note that
this implies that
Hence by Lemma 2 if λ > λ cr then the system (4.9) has at least three solutions (ξ, ξ), (x 0 , y 0 ) and (y 0 , x 0 ).
, where γ (n) is n-iteration of map γ.
Proof. By Lemma 3 we have that γ (x) < 0. Now −1 ≤ γ (x) is equivalent to
We should solve this inequality for
ψ is an increasing function. It is clear that ψ(x) = 0 has a unique positive solution, denote it byx. Moreover, ψ(x) < 0, if x <x. We have ψ(aθ) = −(aθ) k − 1 < 0. Note that ifx > a, then γ (x) ∈ (−1, 0) for each x ∈ [aθ, a], i.e. γ is contracting function. Fromx > a, then we take ψ(a) < 0, i.e.
It is easy to see that the last inequality is true iff the conditions of the lemma are satisfied (recall λ = a k ).
From this Lemma it follows that under its conditions the equation γ(γ(x)) = x has the unique solution x = ξ. Denote
Thus, we proved the following We have the following conjecture Conjecture 1. In the part 2) (resp. 3)) of Theorem 6 the numbers of TISGM is exactly one (resp. three).
An argument towards to a proof of Conjecture 1: Note that the critical values mentioned in Theorem 6 coincide with values given in Theorem 4 and Theorem 5 for k = 2, 3 respectively, in these theorems the number of TISGMs is exactly one or three, i.e. Conjecture is true for k = 2, 3. The following argument shows that the Conjecture should be true. System (4.9) can be written as linear system of equations with respect to a and T = aθ:
( The solution of it after dividing to u − v is
Now take a fixed and consider the Lagrange multiplier method to find minimal value of T (u, v). Then we should solve
. 
.
Thus we get exactly critical values of θ and λ. But the only remaining problem is to show that function a has its constrained minimum on the solution of the system (4.29) with u = v. Numerical analysis by "Mathematica" showed that the last statement is true for small values of k = 4, . . . , 15.
We have
2. For the mean-field version of the Soft-Core model the behavior is similar but there is no critical value of λ. It is proven that no phase transition occurs for θ ≤ θ c (λ) := exp(−2 − e λ ) and if θ > θ c (λ) then there exist multiple Gibbs measures (see [12] ).
Lower and upper bounds of solutions to the functional equation (3.1)
Introduce a new function
Rewrite the system of equations (3.1) in the following form:
Proof. First we note that z j,i > 0, j = 0, 1 and for the function F if x > 0 and y > 0 then θ < F (x, y, θ) < 1.
Consequently, from (5.1) we get
It is easy to see that the function F , for θ < 1, is monotone increasing with respect to x, but monotone decreasing with respect to y. Using this property, and the bounds (5.3) we get from (5.1) that
Now iterating this argument we get As in the case wrench (see [2] ) we can prove the following statements:
Proof. Assume z
then from the first and second equations of (5.2) we get 
This proposition is very useful:
Corollary 2. If the system (5.2) has a unique solution then system (5.1) also has a unique solution. Moreover, this solution is the unique solution of (4.1).
Now we shall find exact values of z
Consider the system consisting of the first and last equations in system (5.2): 2) for θ < 1/3 and λ > 9 4(1−3θ) , the system (5.2) has four solutions, (as vector (z
where coordinates are given in M.
Corollary 3. If k = 2, θ < 1/3 and λ > 9 4(1−3θ) then for any solution (z 1,i , z 2,i ) of (5.1) we have
Remark 3. Since we also have explicit formulas for solutions of (5.1) in case k = 3, one can similarly obtain an analogue of Corollary 3 in the case k = 3.
It is known that for each β > 0 the set of Gibbs measures form a non-empty convex compact set in the space of all probability measures on Ω endowed with the weak topology (see, e.g., [7, Chapter 7] ). A Gibbs measure is called extreme if it cannot be expressed as convex combination of other measures. The crucial observation is that according to [7, Theorem 12.6] , any extreme Gibbs measure is a splitting GM ; therefore, the question of uniqueness of Gibbs measures is reduced to that in the class of splitting GMs.
For two configurations σ 1 , σ 2 ∈ Ω, of the WR-model, we write σ 1 ≤ σ 2 if σ 1 (x) ≤ σ 2 (x) for all x ∈ V . This partial order defines the concept of a monotone increasing (decreasing): A function f : Ω → R is said to be monotone increasing if f (σ 1 ) ≤ f (σ 2 ) whenever σ 1 ≤ σ 2 . For two probability measures µ 1 , µ 2 on Ω, we write µ 1 ≤ µ 2 if f dµ 1 ≤ f dµ 2 for any monotone increasing f . It is known that the Gibbs measures µ * 1 , µ * 2 , corresponding to "extreme" boundary laws, (in our case x * 1 and x * 2 according to Corollary 3) enjoy the following monotonicity property: µ * 1 ≤ µ ≤ µ * 2 for any Gibbs measure µ (not necessarily splitting) see Bibliographical notes of [7, Chapter 2] for more details. Thus we have the following Theorem 7. The splitting Gibbs measures µ * 1 and µ * 2 , (mentioned in Theorem 4 and Theorem 5) are extreme.
Periodic GMs in ferromagnetic model
In general periodicity of a splitting Gibbs measure can be defined by the group representation of the Cayley tree (see [23] ). In our model there are only periodic measures with period two (can be shown as Theorems 2.3 and 2.4 in [23] and Theorem 2 of [14] ). Namely, to construct two-periodic points we separate vertices of the Cayley tree to odd and even ones: A vertex is called odd (resp. even) if it is at odd (resp. even) distance from the root 0. Then a two-periodic splitting GM corresponds to a solution z i = (z 1,i , z 2,i ) of (5.1) having the form
Dividing the tree into even and odd sites is analogous to a checkerboard decomposition of the lattice sites on Z d . Then from (5.1) we get the following system of equations:
1)
We solve this system in a simple case: assuming z 1 = z 2 = z, t 1 = t 2 = t then (6.1) reduces to the following system Then from (6.2) we have z = φ(t), t = φ(z). (6.3) As it was shown above the equation x = φ(x) has unique solution x * = x * (k, θ, λ), for any k ≥ 1, θ < 1 and λ > 0. Now for the equation φ(φ(x)) = x we use Lemma 2. Using bounds given in Proposition 3 we can apply the lemma in [z (k+1) 2 and λ ∈ (λ − (k, θ), λ + (k, θ)) there are at least three 2-periodic splitting Gibbs measures µ 0 , µ * , µ 1 . These correspond to three solutions (x 0 , x 1 ), (x * , x * ), (x 1 , x 0 ) of (6.3). Therefore, from (6.6), by x * ∈ (s − , s + ) we get λ ∈ (κ(s − ), κ(s + )) = (λ − (k, θ), λ + (k, θ)).
This completes the proof. 
Non-Periodic splitting GMs
In this subsection we shall use a construction similar to the Bleher-Ganikhodjaev construction [1] .
Recall that (3.1) has the following form h 1,x = ln λ + y∈S(x) f (h 1,y , h 2,y , θ), h 2,x = ln λ + y∈S(x) f (h 2,y , h 1,y , θ).
where f (x, y, θ) = ln 1+e x +θe y 1+e x +e y . The following lemma is simple (see Lemma 9 in [21] ):
