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Abstract: Good polynomial approximations for analytic functions are potentially useful but are in short supply. A new 
approach introduced here involves the Lanczos r-method, with perturbations proportional to Faber or Chebyshev 
polynomials for specific regions of the complex plane. The results show that suitable forms of the r-method, which are 
easy to use, can produce near-minimax polynomial approximations for functions which satisfy linear differential 
equations with polynomial coefficients. In particular, some accurate approximations of low degree for Bessel functions 
are presented. An appendix describes a simple algorithm which generates polynomial approximations for the Bessel 
function J,(z) of any given order v. 
1. Introduction 
When a polynomial approximation is required for a function on a finite real interval, a 
truncated Chebyshev series, in a suitably scaled variable, is often the preferred choice, as, for 
example, i.n the Special Functions section of the NAG Subroutine Library [25]. Polynomial 
approximations obtained in this way have many desirable features: 
(i) Accuracy. A truncated Chebyshev series gives a near-minimax polynomial approximation 
on a finite interval. When the series converges rapidly the truncation error is dominated by the 
first neglected term and is therefore easily estimated. 
(ii) Versatility. Changes in accuracy may be achieved simply by changing the number of terms 
included. 
(iii) Efficiency. The Chebyshev polynomials, in common with other orthogonal polynomials, 
satisfy a three-term recurrence relation. This makes it possible to sum a truncated Chebyshev 
series, in a stable manner, without evaluating any of the Chebyshev polynomials. 
(iv) Accessibility. The Chebyshev coefficients may be evaluated in a number of different ways. 
In particular: 
(a) The real integrals defining the Chebyshev coefficients for a given function may be 
computed efficiently by the trapezium rule, implemented by a Fast Fourier Transform 
algorithm as suggested by Geddes [14], provided that it is possible to evaluate the function 
of interest at the points dictated by the algorithm. 
(b) If the function to be approximated satisfies a linear differential equation with polynomial 
coefficients, it is not necessary to be able to evaluate that function before we can 
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approximate it. Clenshaw’s method [2], the Lanczos r-method [17,18], and several variants 
allow US to compute the required Chebyshev coefficients directly from the differential 
equation and the appropriate initial or boundary conditions. This approach has been used 
extensively (see in particular [3,4,20,21]) to produce polynomial approximations for special 
functions. 
Subroutine libraries provide many polynomial-based approximations for functions of a single 
real variable, but few practical approximations are available for functions of a complex variable. 
For example, the NAG Subroutine Library (Mark 10) [23] contains over forty special-function 
routines, none of which will accept complex arguments. 
The work described in this paper is an attempt to explore the possibility of complex 
polynomial approximation possessing some of the features which make truncated Chebyshev 
series so useful on real intervals. A truncated Taylor series provides a near-minimax polynomial 
approximation for’ an analytic function on the unit disc [15]. Consequently to produce an 
approximation significantly better than a Taylor polynomial it is necessary to concentrate on 
regions smaller, in some suitable sense, than a disc. Ideally one would like to divide the complex 
plane, or the relevant part of it, into simple regions, on each of which a near minimax 
approximation could be obtained. 
When a function is to be approximated throughout the complex plane it may be appropriate 
to treat separately the interior and exterior of a disc of some radius R centred at the origin. For 
example complex functions may sometimes be evaluated by using a Taylor series for 1 z 1 < R 
and an asymptotic series for 1 z 1 > R. In these circumstances we need only consider regions in 
the form of circular discs, since the change of variable w = l/z maps the exterior region into the 
interior of such a disc; circular sectors then offer an obvious further subdivision. 
In approximating the Bessel function J,(z) on a circular sector, Coleman and Monaghan [6] 
used a truncated Chebyshev expansion in terms of a variable which is real on the central ray of 
the relevant sector. Although the accuracy of the approximation deteriorates off the central ray, 
the rapid convergence of the Chebyshev series makes it feasible to obtain accurate results from 
polynomials of moderate degree; furthermore, realistic error bounds were obtained. However, the 
Chebyshev polynomials do not provide an ideal basis for approximation on sectors and a more 
satisfactory method is proposed in the present paper. Section 2 introduces a new approach, based 
on the Lanczos r-method, which makes use of polynomials closely associated with the region in 
which an approximation is required. Of particular importance in this respect are the Faber 
polynomials for circular sectors computed by Coleman and Smith [7]. Approximations for the 
exponential function on various regions, and for the Bessel functions J,(z) and Ji( z) on circular 
sectors, are presented and assessed in Sections 3 and 4. An algorithm described in the Appendix 
uses the r-method to obtain polynomial approximations for Bessel functions of any order. 
Since we are concerned only with situations in which polynomial approximation is ap- 
propriate, it will be assumed throughout this paper that the functions of interest are analytic 
throughout the relevant regions of the complex plane. 
2. The Lanczos T-method 
The r-method, introduced by Lanczos in 1938 [17], provides an approximate solution for a 
linear ordinary differential equation with polynomial coefficients. The differential equation is 
J.P. Coleman / Polynomial approximations in the complex plane 195 
modified by the addition of a polynomial perturbation term chosen so that the resulting 
perturbed equation, with appropriate boundary conditions, has a polynomial solution. This idea 
is also used in deriving spectral methods for solving partial differential equations [29]. 
To apply this technique to the initial-value problem 
Y’(X) -Y(X) = 0, Y(O) = 1 (2.1) 
on the interval [ - 1, 11, we write 
Y,‘(x) -Y,(X) = r@%(x)1 Y,(O) = 1 (2.2) 
where +n is a polynomial of degree n. The perturbed problem (2.2) has the polynomial solution 
Y,(X) = 5 b/Pk 
k=O 
where the coefficients b, (k = 0, 1,. . . , n) and the constant r are uniquely determined by (2.2). 
For example, if the perturbing polynomial +n(x) is chosen to be xn, Y,,(x) is the Taylor 
polynomial of degree n for the solution of (2.1). A desire to minimise the perturbation on the 
interval [ - 1, l] suggests the Chebyshev polynomial T,(x) as a better choice of perturbing 
polynomial. Similarly to obtain polynomial approximations on an interval [- y, y] (2.2) is 
replaced by 
Y,‘(X) -Y,(X) = ~%(X/YL Y,(O) = 1. (2.3) 
This generalisation also makes it possible to obtain rational approximations [18,19,5]. 
The direct form of the T-method, as described above, minimises the perturbation on the 
chosen interval, but the quantity of interest is the difference between Y, and the true solution 
y = ex, rather than the departure of y,’ - yn from zero. A variant, the integrated form of the 
T-method, was suggested by Fox [ll]. The initial-value problem (2.1) is equivalent to the integral 
equation 
y(x) - 1 - J;(t) dt = 0 
0 
and the corresponding perturbed equation is 
y,(x) - 1 - /*y,(d t =~~n+,(x/v>. (2.4 
JO 
For fixed y the solution is again a polynomial of degree n in x. The integrated form may also be 
viewed in another way; differentiation of (2.4) gives 
and the initial condition is 
r,(O) = 1 + hl,.,(0)~ 
(2.5) 
(2.6) 
which corresponds to using +A +l as the perturbation polynomial in the direct form of the 
T-method and relaxing the requirement that the approximate solution should satisfy the same 
initial condition as the exact solution. Furthermore, for a given y and a given choice of &,+I in 
(2.4), and in (2.3) with n replaced by n + 1, it is easily shown [5] that 
Y,(x) =Y,‘+,(x). (2.7) 
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An investigation [5] of the direct and integrated forms of approximation for the problem (2.1) 
shows that the integrated form is superior; in fact it is close to the minimax approximation. The 
superiority of the integrated form has also been noted in other cases [11,12]. 
The T-method, in either of its forms, can be used to produce polynomial approximations on 
any ray in the complex plane by choosing y such that z/y is real. However, if we want to 
approximate a function throughout a region of the complex plane it is impractical to provide a 
separate set of polynomial coefficients for each ray. There is another possibility which does not 
seem to have been explored; the T-method could be applied with a perturbation polynomial 
which is closely associated with the particular region of interest. Two possible sets of polynomi- 
als are the T-polynomials and the Faber polynomials for that region. 
2.1. T-polynomials 
For a closed, bounded, continuum D of the complex plane we can ask what manic polynomial 
of degree n will minimise 
max (z~+u~_~z~-~+ .-a +a,z+ao~. 
ZED 
The polynomial x(z) which satisfies this condition is the Chebyshev polynomial of degree n for 
the region D; we shall call this a T-polynomial (as in [16]) to avoid confusion with the classical 
Chebyshev polynomial T,(z). When D is the real interval [ - 1, 11, x(z) is 2i-” times T,(z), 
whereas for the unit disc _2( z) = zn. 
It would be consistent with the philosophy of the Lanczos T-method to use a perturbation 
involving T-polynomials when applying the method to a region other than a segment of a 
straight line. In general little is known about T-polynomials for specific regions, but for some 
circular sectors Grothkopf and Opfer [16] have computed coefficients of T-polynomials of degree 
< 6. 
2.2. Faber polynomials 
Any function which is analytic on a closed circular disc centred at the origin has a convergent 
Taylor series throughout that disc. A similar result holds for the Chebyshev expansion of a 
function analytic on a region bounded by a Chebyshev ellipse, an ellipse with foci + 1. An 
extension of this feature to other regions is provided by the Faber polynomials, polynomials 
specific to a particular region which provide a basis for a convergent expansion of any function 
analytic throughout that region. The T-polynomials for the regions bounded by the unit circle 
and by a Chebyshev ellipse are the same as the Faber polynomials for those regions, but this is 
exceptional. Properties of the Faber polynomials and series are described in the books of 
Markushevich [22, Vol. 3, pp.104-1121, Smirnov and Lebedev [26, Chapter 21 and Gaier [13, pp. 
46-573 and in a survey article by Curtiss [B]; only a brief defining statement will be given here. 
If the region D is as described in section 2.1 there is a function Cp, such that 
lim +(2)/z = 1, 
r-m 
which maps the complement of D conformally onto { w : 1 w 1 > p}, the complement of a closed 
disc of radius p; p is the transfinite diameter of D. The function + has a Laurent expansion 
~(z)=z+a,+a,/z+ e.. 
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about the point at infinity; the Faber polynomial of degree n is the polynomial part of the 
corresponding Laurent expansion of [$(z)]“. For the unit disc the Faber polynomial of degree n 
is z” and for a disc bounded by a Chebyshev ellipse it is 2l p-n times the Chebyshev polynomial 
T,(z). 
Faber series, expansions in terms of a set of Faber polynomials, are of interest because the 
Faber projection gives a near-minimax polynomial approximation on the region to which it 
applies [9,10]. There is a close association between the Faber series for a function f and the 
Fourier series for f [$(exp i/3)], where 4 is the inverse of $I (see [8, p.590]), and Ellacott [9] has 
exploited it in using a Fast Fourier Transform to compute the coefficients of Faber series. This 
approach, which requires the ability to evaluate the function f where required, corresponds to 
the first method for Chebyshev coefficients mentioned in the introduction. Experience with 
Chebyshev series suggests that a useful alternative, for functions which satisfy the appropriate 
type of differential equation, is the T-method with a Faber polynomial perturbation. 
Markushevich [22] shows how Faber polynomials may be obtained for certain lemniscates, and 
Elliott [lo] computed the cofficients of some Faber polynomials for the semi-disc ) z 1 d 1, 
Re z > 0, and for the square 1 Re z 1 G 1, 1 Im z I d 1. Since the trapezium rule can be used to 
compute the required coefficients [9], Faber polynomials can be determined once the mapping 
function $I or its inverse is known; the difficulty lies in finding the appropriate conformal 
mapping for a given region. 
The mapping required for any circular sector { z : 1 z I d 1, 1 arg z 1 G T/(Y), with (Y > 1, was 
obtained by Coleman and Smith [7], who also computed a selection of the corresponding Faber 
polynomials. 
3. Approximations for ez 
The complex exponential function is readily expressed in terms of the real exponential and 
trigonometric functions, for which efficient, accurate algorithms are available, so new polynomial 
approximations for exp( z) are not likely to arouse any excitement. However, the ease with which 
exp( z) can be evaluated, and the simplicity of the recurrence relations generated by the 
T-method in this case, make it a very useful function with which to experiment; furthermore, 
some other approximations are available for comparison. We therefore devote some attention to 
the exponential function before turning to a problem of much greater practical significance, the 
construction of approximations for Bessel functions. 
3.1. On the unit semi-disc I z I < 1, I arg z I G 71/2 
The mapping required to produce the Faber polynomials for this region was described by 
Elliott [lo], who also tabulated coefficients for the Faber polynomials of degree < 9. 1 The 
polynomials of higher degree used here were generated by using a Fast Fourier Transform 
routine. The T-polynomials of degree < 6 are given by Grothkopf and Opfer [16]. 
Table 1 shows the maximum absolute value of the error in a variety of polynomial approxima- 
tions for exp( z) on the unit semi-disc. Where comparison is possible there is a striking similarity 
’ There is a misprint in the table on p. 139 of Elliott’s thesis [lo]; the first coefficient of the polynomial of degree 9 
should be - 0.09652181. 
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Table 1 
Maximum errors in polynomial approximations for exp( z) on the semi-disc 1 z 1 < 1, larg z 1 < n/2 
Degree Taylor 
polynomial 
T-method, Faber 
Direct Integrated 
r-method, T-polynomials 
Direct Integrated 
1 7.18 E-l 
2 5.16 E-2 
3 5.16 E-2 
4 9.95 E- 3 
5 1.62 E- 3 
6 2.26 E-4 
7 2.79 E-5 
8 3.06 E-6 
9 3.03 E-7 
10 2.73 E-8 
11 2.26 E-9 
12 1.73 E-10 
9.09 E-l 
4.43 E-l 
1.11 E-l 
2.02 E-2 
2.18 E-3 
2.35 E-4 
2.15 E-5 
2.15 E-6 
1.72 E-7 
1.25 E-8 
7.29 E - 10 
4.13 E-11 
8.71 E- 1 7.18 E-l 8.51 E-l 
1.95 E- 1 3.98 E-l 1.93 E- 1 
4.26 E-2 1.09 E-l 4.73 E-2 
5.52 E-3 2.28 E-2 5.68 E- 3 
6.63 E-4 2.54E-3 7.53 E-4 
6.65 E-5 2.94 E-4 
6.58 E-6 
5.52 E-7 
4.60 E-8 
3.31 E-9 
2.05 E - 10 
1.15 E- 11 
between the results given by the T-method with the Faber polynomials and with the T-polynomi- 
als as perturbations; in both cases ,the integrated form is uniformly better than the direct form. 
Approximations of degree n > 3, obtained from the integrated form of the r-method, have 
smaller maximum errors than the corresponding Taylor polynomials, and their superiority 
increases with increasing n in the range of the table. 
When exp( z) is approximated by a polynomial p,, of degree n, on a region D with boundary 
r, the error 
J%(z) =eZ-Pn(4 
takes its maximum absolute value on the boundary. As the point z moves along the boundary r, 
E,(z) describes a curve in the complex plane. The form of this error curve gives useful 
information about the approximation p,. Trefethen [27] established a theorem which he states 
neatly as ‘nearly circular implies nearly best’; more precisely, with f(z) = exp( z), if f-p,, has 
winding number 2 n + 1 about the origin as z traces the curve r, then 
s I E,(z) I G II f -d II G II f -p, II 
where p,* is the minimax approximation of degree n for exp( z) on D. 
The closed curves of Fig. 1 are error curves for the approximations y, and Y, of degree 4 given 
by the r-method with a Faber polynomial as perturbation. The open curves, which show 
I E,(z) I divided by its maximum value, on the boundary of the unit semidisc, were plotted by 
calculating I E,(z) I at 160 points, first at the origin, then at forty evenly spaced points between 0 
and -i, followed by eighty at uniform angular spacing on the semicircle, and finally at evenly 
spaced points between i and 0. The initial condition imposed on y4(z) gives Ed(O) = 0 in that 
case, and the error curve has winding number 1. However, the winding number of the error curve 
for Y4(z), the approximation given by the integrated form, is 5, so Trefethen’s theorem gives 
1.75 x 1O-3 < ((f -p$ ]I < 5.52 x 10-3, 
showing that the error in Y,(z) is no more than about three times that of the minimax 
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Fig. 1. Error curves for polynomial aproximations of degree 4 for exp( z) on the unit semi-disc, and graphs of the ratio 
of the magnitude of the resulting error to its maximum value on the boundary. The upper curves come from the direct 
form, and the lower curves from the integrated form, of the T-method with Faber polynomial perturbations. 
polynomial of degree 4. In this case the minimax error has been calculated [lo] to be 3.8 X 10m3, 
very close to half way between these bounds. Furthermore, Y,(t) is much more accurate than the 
minimax polynomial of degree 4. 
Graphs obtained from the fourth-degree polynomials corresponding to T-polynomial per- 
turbations are very similar to those of Fig. 1. The curves in Fig. 2 correspond to approximations 
of degree 6 obtained by using Faber polynomial perturbations. 
In all the calculations summarised in Table 1, the integrated form of the T-method gave an 
error curve with winding number n + 1. Figure 3 shows the ratio of the absolute value of the 
error to its maximum, for the approximation of degree 12. The maximum error is within a factor 
of 2 of the minimax error, by Trefethen’s theorem; the largest variation in the error occurs in the 
vicinity of f i, and away from those points the magnitude of the error varies by a factor of little 
more than 1.5. 
Ellacott [9] reported results obtained by truncating the Faber series for exp(z) on the unit 
semidisc. For approximations of degree 4, 6 and 13 he found maximum errors of 4.5 x 10-3, 
6.5 X 10d5 and 2.3 X lo-‘* respectively, whereas the r-method (see Table 1) gives 5.5 x 10-3, 
6.7 X lo-’ and 6.1 X 10-i3. For degree 6 the agreement is very close, and the corresponding 
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Fig. 2. As Fig. 1 but for approximations of degree 6. 
Table 2 
Coefficients of polynomial approximations C~=eCkzk for exp(z) on the unit semi-disc. 
(n=4) 
co 
Cl 
c2 
c3 
c4 
(n=6) 
co 
Cl 
c2 
c3 
c4 
c5 
c6 
Faber polynomial 
perturbation 
1.00327 
0.99085 
0.51889 
0.14466 
0.05879 
1.0000436 
0.9997993 
0.5005604 
0.1657027 
0.0428393 
0.0073192 
0.0019832 
T-polynomial 
perturbation 
1.00365 
0.99049 
0.51928 
0.14496 
0.05807 
Minimax 
1.00380 
0.98714 
0.52233 
0.14195 
0.05965 
1.0000506 
0.9997410 
0.5006611 
0.1655720 
0.0429449 
0.0072668 
0.0019956 
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Fig. 3. The ratio of the magnitude of the error to its maximum on the boundary of 
approximated by the polynomial of degree 12 given by the integrated form of the 
perturbation. 
the unit semi-disc when exp(z) is 
r-method with Faber polynomial 
minimax error, as calculated by Elliott [lo] is 5.1 X 10P5. The discrepancy for degree 13 may be a 
consequence of the rounding error mentioned in Ellacott’s paper [9] rather than a true indication 
of the behaviour of the error in truncating the Faber series. Ellacott worked in single precision 
on a CDC computer whereas the computations reported here were done in double precision on 
an IBM machine. 
Table 3 
Maximum errors in polynomial approximations for exp( z) on the square 1 Re z 1 6 1, 1 Im z 1 < 1 
Degree Taylor 
polynomial 
2 6.04E-1 
3 2.03 E-l 
4 5.56 E-2 
5 1.28 E-2 
6 2.54 E-3 
7 4.43 E-4 
8 6.89 E-5 
10 1.23 E-6 
12 1.56 E- 8 
15 1.30 E- 11 
r-method 
Direct Integrated 
Minimax 
polynomial 
6.04E-1 6.04E-1 4.70E-1 
2.03 E-l 1.88 E-l 
9.78 E-2 3.27 E-2 2.55 E-2 
1.17 E-2 5.81 E-3 
1.63 E-3 9.98 E-4 
2.29 E-4 1.45 E-4 
3.70 E-5 1.89 E-5 1.45 E-5 
2.92 E-7 2.40 E-7 
3.67 E-9 2.12 E-9 
1.19 E-12 1.04 E- 12 
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Table 4 
Maximum errors in polynomial approximations for exp( z) on the sector 1 z 1 d 1, la-g z I =S ~/6 
Degree Taylor 
polynomial 
T-method, Faber 
Direct Integrated 
T-method, T-polynomials 
Direct Integrated 
1 7.18 E- 1 
2 2.18 E- 1 
3 5.16 E-2 
4 9.95 E- 3 
5 1.62 E-3 
6 2.26 E-4 
7 2.79 E-4 
8 3.06 E-6 
9 3.03 E-7 
10 2.73 E-8 
1.18 
1.46 E-l 
1.50 E-2 
1.31 E-3 
6.09 E-5 
5.40 E-6 
3.21 E-7 
9.51 E-9 
5.57 E - 10 
2.55 E - 11 
3.17 E- 1 9.64 E-l 3.08 E- 1 
4.94 E-2 1.53 E-l 5.97 E- 1 
5.09 E- 3 2.34 E-2 4.85 E- 3 
4.52 E-4 1.83 E-3 3.63 E-4 
3.28 E-5 9.64 E-5 2.08 E-5 
2.07 E-6 4.90 E-6 
1.16 E-7 
5.70 E-9 
2.50 E - 10 
1.02 E- 11 
Coefficients of polynomial approximations of degree 4 and 6 obtained by the integrated form 
of the r-method are given in Table 2, with coefficients of the corresponding minimax approxima- 
tions from [lo]. 
3.2. On the unit square 
Faber polynomials of degree < 16 for the square 1 Re z 1 G 1, 1 Im z 1 < 1 can be found in 
Elliott’s thesis [lo]. The r-method was used for this region because it provides another 
opportunity for comparison with minimax approximations. Table 3 shows the maximum errors 
when the r-method is used with a Faber polynomial as perturbation. The table also includes 
minimax errors quoted by Trefethen [27], and the errors involved in truncating the Taylor series. 
As in the case of the unit semidisc, the integrated form of the r-method gives near-minimax 
approximations. 
3.3. On a sector of harf angle 30 O 
Faber polynomials for the sector I z I < 1, I arg z I < ~/6 were obtained from the work of 
Coleman and Smith [7], and T-polynomials of degree 0 to 6 from that of Grothkopf and Opfer 
[16]. Results are shown in Table 4. Once again the Faber and T-polynomial perturbations give 
very similar results in both forms of the r-method. The integrated form has a smaller error than 
the direct form; both are much more accurate than the Taylor polynomial of the same degree, by 
more than three orders of magnitude when the degree is 10. The integrated form gives a 
near-minimax approximation Y,(z); for example on the boundary of the sector 
3.80 X lo-ii < (exp(z) - Y,,(z) I -c 1.02 X lOPi 
and the corresponding error curve has winding number 11 about the origin. In every case 
examined the error curve for Y,(z) was found to have winding number n + 1. 
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4. Approximations for Bessel functions 
The Bessel function of order zero, Jo(z), satisfies the differential equation 
d2y dy z-+x+zy=O 
dz2 
with the initial conditions 
Y(0) = 1, 2(o) = 0. 
(4.1) 
(4.2) 
Since J,(z) is an even function of z it is convenient to introduce a new independent variable 
which is a multiple of z2. With t = $z” the differential equation becomes 
d dy 
& tdt +y=o. 
i 1 (4.3) 
In the direct form of the r-method we seek a solution 
n 
r,(t) = c Ok 
k=O 
(4.4 
of the perturbed equation 
d dyn 
dtt i 1 dt +Yn(t) = N%WY), 
where the perturbation polynomial may be expressed as 
n 
+,h) = c Cktk, 
(4.5) 
(4.6) 
k=O 
and y is a parameter to be specified later. The required solution of (4.5) is to satisfy the initial 
condition y,(O) = 1. Although two conditions are required to specify a particular solution of (4.1) 
only one is needed here because (4.4) excludes solutions which are not finite as t + 0. 
When (4.4) and (4.6) are substituted in (4.5) the resulting recurrence relation is, for k = 0, 
1 >..*> n - 1, 
(k + l)Zbk+l + b, = ,~c~y-~ 
with 
b, = ~c,,y-~. 
This is easily solved by backward recurrence to give b, in terms of r, but the initial condition 
gives b, = 1, so 
k$ock( -y)*ik!)2]-1. (4.7) 
Thecoefficients b,(k=n, n-l,..., 1) may then be calculated from the recurrence relation. The 
freedom to choose y makes it possible to generate rational approximations, but here we consider 
only polynomial approximations. 
Since the required function satisfies (4.3) we can define a new approximation as 
Y,-1(t) = - dt t d (2&g), (4.8) 
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which is analogous to (2.7). Then 
n-1 
r,-,(t) = - 1 (k + q2bk+1tk 
and 
k=O 
Y,_,(O) = -b, = 1 - 7co. 
This approximation may be interpreted in a number of different ways. In particular, it can be 
shown that Y,_, as defined by (4.8) satisfies the integro-differential equation 
dY,-1 
t dt + o’v,,(x) dx= --7 s 
which corresponds to replacing a first integral of equation (4.3) by a perturbed equation, having 
ensured that the perturbation correctly reflects the vanishing of the left-hand side as t --, 0. This 
will henceforth be referred to as the integrated form of the T-method, although it is only one of 
many possible integrated forms for this problem. 
4.1. Jo(z) for / z 1 < 3, /arg z 1 d 1~/12 
The radius here was chosen to allow comparison with polynomial approximations [l, p.3691, 
[24] for J,(x) on the real interval [0,3]. This sector in the z plane corresponds to 1 t 1 d $, 
(arg t 1 < ~/6; we then ch oose y = 2.25 in (4.5) and use the Faber polynomials for a sector of 
half-angle 30 O, tabulated by Coleman and Smith [7], in both forms of the T-method. Errors in 
our approximations were computed by comparison with a more accurate, but slower, Bessel 
function routine, and maximum values were found by sampling on the boundaries. The dramatic 
improvement on the Taylor series is evident in Table 5. The error curve for the approximation Y, 
has winding number n + 1 about the origin, so the minimax error for each value of n lies between 
the numbers in the last two columns of the table; the ratio of those numbers is close to 3 for 
4Gnn9. 
As noted on a number of occasions in Section 3, the integrated form is uniformly better than 
the direct form. This pattern was observed throughout all our calculations for Bessel functions 
Table 5 
Maximum errors in polynomial approximations for J,,(z) on the sector 1 z 1 < 3, larg z 1 < q/12. The last column 
shows the minimum absolute value of the error on the sector boundary for the integrated form 
Degree 
2 
3 
4 
5 
6 
7 
8 
9 
Taylor 
polynomial 
2.81 E-l 
4.12 E-2 
3.80 E- 3 
2.41 E-4 
1.11 E- 5 
3.94 E-7 
1.10 E-8 
2.49 E- 10 
r-method 
Direct 
1.28 E-l 
1.27 E-2 
7.74 E-4 
1.68 E-5 
4.11 E-7 
8.60 E - 9 
8.36 E-11 
9.39 E - 13 
Integrated 
3.03 E-2 
1.94 E-3 
8.80,E- 5 
2.60 E-6 
5.23 E- 8 
8.56 E - 10 
1.07 E-11 
1.08 E- 13 
Minimum 
error on 
boundary 
6.37 E-3 
2.83 E-4 
2.67 E-5 
9.43 E-7 
1.63 E-8 
3.46 E- 10 
3.96 E- 12 
4.04 E - 14 
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and consequently we shall mostly record results for the integrated form only. With n = 6 and 7, 
respectively, the integrated form of the r-method gives 
J,(z) = 0.999999948 - 2.249998242( ~,‘3)~ + 1.265611801( z/3)4 - 0.316362199( z/3)6 
+ 0.044415283( z/3)8 - 0.003923181( ~/‘3)i’ + 0.000204660( z/3)i2 + E(Z) 
(4.9) 
with 
] E ] < 5.3 x 1o-8 for ]zI G3, ]arg z] d~/12, 
and 
with 
J,(z) = 0.9999999991 - 2.2499999653( z/3)2 + 1.2656246744( z/3)4 
- 0.3164048696( ~,‘3)~ + 0.0444913847( z/3)8 - 0.0039999581( z/3)” 
+ 0.0002464232( z/3)12 - 0.0000096439( z/3)12 + E(Z) (4.10) 
1 c I < 8.6 x lo-lo for I z I < 3, ]arg z I G 1~/12. 
The first of these is as accurate throughout the chosen sector, which includes the interval [0,3], as 
Allen’s approximation of the same degree (see [l, p.3691) on the real interval [0,3]. Newman [24] 
obtained an approximation more accurate than Allen’s and of the same degree, with error less 
than 1.9 x lop9 on [0,3]; at the expense of one more term our approximation (4.10) achieves a 
greater accuracy than that throughout the sector. Furthermore, if Newman’s approximation of 
degree 6 is used throughout the sector larg z I G ~/12, the maximum error rises to 5.7 x lo-‘; 
this is not a criticism of Newman’s approximation, which works very well in its intended domain, 
but it shows the effectiveness of our approximation based on the Faber polynomials for a sector 
and also illustrates the rapid deterioration, off the real axis, of approximations based on 
Chebyshev series. 
In the early stages of this work T-polynomials of degree < 6 were used as perturbations in the 
T-method. As in our approximations for exp( z), the T-polynomials and Faber polynomials give 
very similar results. Now that the Faber polynomials are readily available [7], they are the 
obvious choice in practical applications of the T-method. 
4.2. J,(z) f0Y ]z] <3 
To approximate J,(z) it is only necessary to consider values of z in the first quadrant, 
0 G arg z G IT/~, since symmetry relations can be used to deduce the values of J,(z) elsewhere. 
This suggests that when choosing a 30’ sector, rather than proceed as in section 4.1, it might be 
more efficient to take 0 < arg z < IT/~, thus allowing us to approximate J,(z) for I arg z I < IT/~ 
by symmetry. Our freedom to choose y in equation (4.5) makes this possible. 
To approximate Jo(z), on a sector having central ray of argument n, with I z I G 3, we choose 
y = 2.25 exp (2in), and take @a in (4.5) to be a Faber polynomial corresponding to the symmetric 
sector of appropriate size. For example, the first quadrant is covered by three 30” sectors 
corresponding to n = ~/12, 71/4 and 5~/12, and the same Faber polynomials are used for each 
of the sectors; it should be noted that, as in section 4.1, a 30” sector in the z plane corresponds 
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Table 6 
Results for polynomial approximation of J,(z) on the three 30 o sectors covering the quadrant 1 z 1 < 3,0 < arg z Q ~/2. 
The table shows maximum and minimum absolute values of the errors on the sector boundaries 
Degree Ogargz<30° 3O”<argz<60“ 60 o < arg z < 90 o 
maximum minimum maximum minimum maximum minimum 
4 9.18 E-5 1.93 E-5 1.45 E-4 2.38 E-5 1.66 E-4 3.50 E-5 
5 2.90 E-6 8.66 E-7 3.20 E-6 4.52 E-7 3.88 E-6 9.20 E-7 
6 5.40 E-8 1.41 E-8 6.65 E- 8 1.87 E-8 8.00E-8 2.33 E-8 
7 8.77 E - 10 3.37 E- 10 1.06 E-9 3.74 E- 10 1.18 E-9 4.08 E - 10 
8 1.09 E-11 3.82 E- 12 1.25 E- 11 3.77 E- 12 1.43 E- 11 5.02 E- 12 
to one of half-angle 30 o in the t plane. When the integrated form of the r-method is used in this 
way the maximum and minimum errors on the sector boundaries are as in Table 6. For any given 
degree the maximum error depends only very slightly on the location of the sector; for example 
for 0 G arg z G ~/6 we have a polynomial of degree 6, in z2, with maximum error almost exactly 
the same as that of (4.9). Three approximations of degree 6 in z* suffice to give J,(z) throughout 
the disc 1 z 1 < 3 with error no greater than 8 X lo-’ and if the degree is increased to 7 the error 
is everywhere less than 1.2 X 10P9. 
Table 7 
As Table 6 but for two 45 o sectors 
Degree ogargz<45° 
maximum minimum 
45”<argz<90” 
maximum minimum 
4 2.46 E-4 2.17 E-5 4.65 E-4 2.75 E-5 
5 1.06 E-5 2.08 E-6 1.50 E- 5 7.95 E-7 
6 1.93 E-7 2.04E-8 2.77 E- 7 1.90 E-8 
7 3.72 E-9 1.29 E-9 6.14 E-9 1.28 E-9 
8 5.26 E- 11 1.47 E- 11 6.90 E- 11 1.51 E- 11 
9 7.47 E-13 2.65 E - 13 8.32 E- 13 2.21 E- 13 
Table 8 
Coefficients of polynomial approximation I~=ad,(~/3)~~ for J,(z) on two 45’ sectors of radius 3 and the associated 
maximum errors, E,, 
O<argz<45O 45”<argz<90” 
do 
4 
d, 
d, 
d, 
d, 
4 
E max 
0.99999989 + 0.00000014i 
- 2.25000024 - 0.00000374i 
1.26564057 + 0.00001372i 
- 0.31646272 + 0.00000398i 
0.04455292 - 0.000067431 
- 0.00399878 + 0.00008402i 
0.00021639 - 0.0000305Oi 
1.9 E-07 
1.00000019 + 0.00000014i 
- 2.24999982 + 0.00000417i 
1.26560950 + 0.00001777i 
- 0.31647142 + 0.000004721 
0.04441661- 0.00006742i 
- 0.00401107 - 0.00009629i 
0.00028416 - 0.000037701 
2.8 E-07 
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Table 9 
Coefficients of polynomial approximations C~&,(Z/~)~~ for J,,(z) on two 45” sectors of radius 3 and the 
associated maximum errors, E,, 
OGargzG45” 45 ’ Q arg z 6 90 o 
do 
4 
d, 
d, 
d, 
d, 
4 
d, 
E ma.X 
0.9999999967 + 0.0000000004i 
- 2.2499999431- 0.0000000640i 
1.2656250346+0.0000005811i 
- 0.3164077333 0.0000012989i - 
0.0444985695 -0.0000002732i 
- 0.0040077859 + 0.0000037504i 
0.0002500345 - 0.000003936Oi 
- 0.0000101303 + 0.0000012375i 
3.1 E-09 
0.9999999958 + 0.0000000005i 
- 2.2500000702 - 0.0000000641i 
1.2656249587 - 0.0000006555i 
- 0.3164047669 - 0.0000016983i 
0.0444991560 - 0.0000003141i 
- 0.0040002190 + 0.00000374941 
0.0002505621+ 0.00000446271 
- 0.0000128546 + 0.0000015010i 
6.1 E-09 
As an alternative to three 30 o sectors one could consider two 45 o sectors, 0 < arg z < IT/~ 
and 7~/4 G arg z G IT/~. Proceeding exactly as before and using the Faber polynomials for a 
sector of half-angle 45 “, we obtain the results shown in Table 7. Again the size of the sector 
rather than its position is the main influence on the magnitude of the error. Two approximations 
of degree 6 in z2 give J,(z) for 1 z 1 < 3 with error less than 3 X 10p7, and when polynomials of 
degree 7 are used the error is less than 6.2 X 10p9. The corresponding Taylor polynomials have 
maximum errors of 1.2 X low5 and 4.2 X lop7 respectively. The approximations of degree 6 and 
7 on 45’ sectors, the coefficients of which are recorded in Tables 8 and 9, require, respectively, 
14 and 16 complex coefficients, whereas their slightly more accurate counterparts for 30 o sectors 
need 21 and 24 coefficients to cover the disc 1 z 1 G 3. 
4.3. Polynomial approximations for J,(z) 
Bessel’s equation of order v is 
z 2d2y dy - + Z-jy + (z’ - v2)y = 0 
dz2 
where v may be real or complex. In view of the behaviour of J,(z) as z + 0 it is convenient to let 
y=(+z)“v/T(Y+l); 
then 
d2u 
zdz2 
+(2u+1)$ +zu=o 
and the appropriate initial conditions are 
u(O) = 1 and du(O)/dz = 0. 
With t = z2/4, equation (4.5) is replaced by 
t-vA&+‘is) + U,(t) = N%WY>7 (4.11) 
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Table 10 
Maximum errors in polynomial approximations for Jl(z)/z on the sector 1 z 1 Q 3, larg z 1 < 71/12. The last column 
shows the minimum absolute value of the error on the sector boundary for the integrated form 
Degree Taylor r-method Minimum 
polynomial 
Direct 
error on 
Integrated boundary 
3 4.17 E-3 1.07 E-3 2.10 E-4 5.35 E-4 
4 3.19 E-4 5.19 E-5 7.71 E-6 2.82 E-6 
5 1.73 E-5 1.08 E-6 1.86 E-7 7.33 E- 8 
6 6.99 E-7 2.28 E- 8 3.35 E-9 1.30 E-9 
7 2.20 E-8 3.52 E- 10 4.85 E- 11 1.75 E- 11 
8 5.51 E - 10 3.67 E- 12 5.44 E- 13 2.05 E- 13 
which has a polynomial solution 
u,(t) = 5 b,tk 
k=O 
with b, = 1 and, for k = 0, 1,. . . , n - 1 
(k + l)(k + v + l)bk+l + b, = r~~y-~. 
(4.12) 
To obtain an expression for 7, replace (k!)* in equation (4.7) by Y(Y + 1) . . . (v + k)k!. As 
before, the T-method can be used in direct or integrated form. 
Results for J,(z)/z with 1 z 1 < 3, Jarg z 1 < ~/12 are shown in Table 10. The error curve for 
the integrated form of degree n has winding number n + 1, so the tabulated results show that it 
is very close to the minimax polynomial approximation for each n in the range of the table. The 
relative behaviour of the errors in the Taylor polynomial and in the r-method is similar to that 
observed in calculations for .I,( z) (cf. Table 6). The approximation of degree 6 obtained here, 
which has error less than 3.4 X lop9 on the sector, is more accurate on the interval [0,3] than 
Allen’s approximation [l] of the same degree, and is only slightly less accurate than Newman’s 
approximation, which has an error bounded by 1.2 x lop9 on [0,3]; in contrast, if Newman’s 
approximation is used throughout the sector the maximum error is 3.6 X lo-*. 
Table 11 contains the coefficients of two polynomials of degree 7 in (z/3)* which can be used 
to calculate Jr( z)/z for I z I G 3 with error less than 1.5 x lo-*. 
Table 11 
Coefficients of polynomial approximations Cz+d,( z/3)2k for J,( z)/z on two 45 o sectors of radius 3 and the 
associated maximum errors, E,, 
0 c arg z < 45 o 45O<argz<90” 
do 
4 
d, 
d, 
d, 
d, 
4 
E max 
0.499999993 + 0.000000009i 0.500000011+ 0.000000009i 
- 0.562500019 - 0.000000228i - 0.562499981+ 0.000000267i 
0.210938474 + 0.000000842i 0.210936527 + 0.000001121i 
- 0.039554314 + 0.000000252i - 0.039554850 + 0.000000286i 
0.004453139 - 0.00000422Oi 0.004444629 - 0.000004219i 
- 0.000333378 + 0.0000052831 - 0.000334082 - 0.0000059861 
0.000015758 -0.000001927i 0.000019996 - 0.0000023331 
1.2 E-08 1.4 E-08 
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In providing polynomial appoximations for Bessel functions, or any others, on sectors, it is 
necessary to choose sector angles and radii. In the absence of specific requirements these choices 
are arbitrary, and what is ideal for one application may be inappropriate for another; this is also 
true of the choice of intervals for approximations on the real line (cf. [3] and [24]). While it is 
desirable to have approximations such as those in Tables 8, 9 and 11, with known maximum 
errors, there may be occasions when one wishes to fit the parameters to individual requirements. 
To ease this task, the Appendix to this paper contains an algorithm which is easily implemented 
in any programming language allowing complex arithmetic, and is not difficult to convert to a 
form using only real arithmetic. The algorithm produces coefficients for the direct and integrated 
forms of the T-method, for any given perturbation. Before using an approximation obtained in 
this way it would, of course, be necessary to ascertain the magnitude of its error, unless it is one 
of the approximations for which errors are tabulated in this paper. 
5. Conclusion 
The results of this work show that the T-method is effective in providing polynomial 
approximations in a region of the complex plane, when perturbation polynomials appropriate to 
the region are used. The initial attraction of circular sectors was their convenience as a means of 
subdividing the plane. Numerical experiments began with T-polynomials as perturbations, and 
some results obtained in this way are reported here, in the belief that they are of interest, but it is 
the ability to compute the Faber polynomials for circular sectors which has finally transformed a 
promising idea to a practical reality. 
It is probably unreasonable to expect a polynomial approximation which is useful in a region 
of the complex plane to share all the advantages enjoyed by a Chebyshev series on the interval 
[ - l,l]. The r-method gives approximations expressed in powers of the variable, and conse- 
quently the coefficients change as the order of the approximation is increased or decreased. 
However, it is not clear that an expression in terms of Faber polynomials, for example, would be 
preferable, since the recurrence relation satisfied by those polynomials is rather clumsy. 
The beauty of the T-method, as presented in this paper, lies in its combination of simplicity of 
implementation with the ability to provide near-minimax polynomial approximations. 
Appendix 
The r-method for J”(z), a do-it-yourself guide 
The algorithm given here implements the T-method in both direct and integrated forms. For 
any specified order Y, radius R and angle n (see section 4.2), the coefficients ck (k = 0, 1,. . . , n) 
of a perturbation polynomial of degree n may be entered. An approximation of degree n (direct 
form) and one of degree n - 1 (integrated form) are then produced; for example with c, = 1 and 
ck = 0 for k f n, the algorithm produces the coefficients of the Taylor polynomials of degree n 
and n-l. 
The approximation from the direct form is expressed as 
k=O 
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rather than as in (4.12). Since the two sets of coefficients are related by the equations 
pk = ( R2/4)kbk, it follows that 
& = TC, exp( - 2inn) (A-1) 
and for k=n-1, n-2,...,0 
@ + l)& + v + l)bk+, + (R*/‘+,=TC,(R*/4) eXp(-2ikq). 
The corresponding approximation of degree n - 1, in z2, from the integrated form is 
n-l 
c w/R)2k 
k=O 
(A4 
where 6, = -(k + l)(k + v + l)Pk+i. Rather than calculate r from a formula such as (4.7) to use 
in (A.l) and (A.2),. it is more efficient to compute an initial set of coefficients &, &_i, . . . , PO 
from (A.l) and (A.2) with a particular value, such as 1, assigned to 7, and then set r = l/p0 and 
obtain the final coefficients by multiplying each of the initial values by 7. 
The notation used in the statement of the algorithm is similar to that of Vandergraft [28]. 
Multiplication signs are used only where there is possible ambiguity. With appropriate modifica- 
tions of steps 4.2 and 4.2 the algorithm can be adapted to approximate functions other than 
J,(z). 
The algorithm 
1. Input R and n_ 
2. Input n, and {ck} for k=O, l,..., n. 
3. e = exp(2ir]), a = exp( - 2inn), & = a X c,, R, = R*/4. 
4. For k = n - 1, n - 2,. . . ,O 
4.1 a = a X e, 
4.2 pk = a X ck - (k + l)( k + v + 1)Pk+l/R4. 
5. 7 = l/&, p, = 1. 
6. For k = 1, 2,. . . , n 
6.1 &=7X&, 
6.2 a,_, = -k(k+ Y)&. 
7. Output {Pk}, for k=O, l,..., n. 
8. Output {Sk}, for k=O, l,..., n-l. 
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