Protein-coding sequences make up only about 1% of the mammalian genome. Much of the remaining 99% has been long assumed to be junk DNA, with little or no functional significance. Here, we show that in hominids, a group with historically low effective population sizes, all classes of noncoding DNA evolve more slowly than ancestral transposable elements and so appear to be subject to significant evolutionary constraints. Under the nearly neutral theory, we expected to see lower levels of selective constraints on most sequence types in hominids than murids, a group that is thought to have a higher effective population size. We found that this is the case for many sequence types examined, the most extreme example being 5#UTRs, for which constraint in hominids is only about one-third that of murids. Surprisingly, however, we observed higher constraints for some sequence types in hominids, notably 4-fold sites, where constraint is more than twice as high as in murids. This implies that more than about one-fifth of mutations at 4-fold sites are effectively selected against in hominids. The higher constraint at 4-fold sites in hominids suggests a more complex protein-coding gene structure than murids and indicates that methods for detecting selection on protein-coding sequences (e.g., using the d N /d S ratio), with 4-fold sites as a neutral standard, may lead to biased estimates, particularly in hominids. Our constraint estimates imply that 5.4% of nucleotide sites in the human genome are subject to effective negative selection and that there are three times as many constrained sites within noncoding sequences as within protein-coding sequences. Including coding and noncoding sites, we estimate that the genomic deleterious mutation rate U 5 4.2. The mutational load predicted under a multiplicative model is therefore about 99% in hominids.
Introduction
Among the most interesting questions to have arisen from the sequencing of complete genomes is the location and nature of functional sites in the genome. Proteincoding genes are one well-characterized class of functional sites, of which there are ;20,000 in mammals (Lynch 2007) . However, protein-coding sequences make up only about 1% of the genome in mammals, and the extent of functional sites in non-protein-coding DNA is less well understood.
Functional sites can be recognized by their tendency to have lower levels of polymorphism and between species divergence than neutrally evolving segments of the genome (e.g., see Eyre-Walker and Keightley 1999; Andolfatto 2005; Chimpanzee Sequencing and Analysis Consortium 2005) . This results from the fact that most nonneutral new mutations are expected to disrupt function and are therefore subject to purifying selection. Under the assumptions that beneficial mutations are rare and that mutations within a functional sequence are either neutral or strongly deleterious, one can estimate the fraction of selectively constrained sites based on the difference in evolutionary divergence between the functional and an unconstrained sequence (Kondrashov and Crow 1993; Eyre-Walker and Keightley 1999) .
The number of functional sites in the genome can then be used to estimate the genomic deleterious mutation rate (U). This is an important parameter in several evolutionary models, including the evolution of diploidy and the evolution of sex and recombination (Charlesworth B and Charlesworth D 1998; Kondrashov 1988) . U can be estimated from the product of the neutral mutation rate per generation (l), the fraction of selectively constrained sites in the genome (referred to as genomic selective constraint, C), and the number of bases in the diploid genome (Kondrashov and Crow 1993) . If the value of U for a species is much greater than 1, it has been argued that a species may be vulnerable to extinction as a consequence of genetic degradation brought about by the deterministic fixation of new deleterious mutations (Muller 1950; Kimura and Maruyama 1966) . Estimates for U of 0.91 in rodents (Gaffney and Keightley 2006 ) and 1.2 in fruit flies support the hypothesis that U is around 1 in some species. On the other hand, estimates in hominids have been 1.6 and 3.0 (Eyre-Walker and Keightley 1999; Nachman and Crowell 2000, respectively) for the protein-coding component of the genome but are strongly affected by several assumptions. Foremost among these is the number of protein-coding genes, which has previously been greatly overestimated. After rescaling using more recent estimates of 21,000 for the number of known protein-coding genes (Ensembl release 48), estimates for U for the protein-coding fraction of the genome, calculated as U52C 0F f 0F LN g l (where f 0F and C 0F are the fraction of 0-fold degenerate sites and their level of constraint, respectively, L is the average length of protein-coding sequences and N g is the number of protein-coding genes in the genome), are 0.4 and 0.7.
For several other reasons, however, these estimates of U ; 0.5 are likely to be underestimates. First, they have omitted a contribution from deleterious mutations in noncoding DNA. This is important because it has been estimated that rodent noncoding regions, for example, contain at least four times as many constrained sites as protein-coding sequences (Mouse Sequencing Consortium 2002) . The level of selective constraint operating in hominid noncoding sequences is subject to uncertainties. Constraint has been reported to be nearly absent in first introns of hominids (Keightley et al. 2005) , whereas first introns appear to be among the most strongly constrained intronic regions in murids (Gaffney and Keightley 2006) . Selective constraint has also been reported to be essentially absent in intergenic regions (IGs), when constraint was calculated based on non-first introns as a neutral standard (Keightley et al. 2005) . These findings are apparently at odds with the pilot phase of the Encyclopedia of DNA Elements project (ENCODE), which estimated that 5% of the human genome is under purifying selection and that 60% of these constrained sites overlap with experimentally identified functional regions (ENCODE Project Consortium 2007) . Given that less than 1% of the human genome codes for protein sequences (Ensembl release 48), this suggests that there are at least twice as many functional sites outside of proteincoding sequences as within protein-coding sequences. Second, estimates may depend on the chosen neutral standard. Previous analyses of nondegenerate sites in hominids have assumed that synonymous sites evolve neutrally (Eyre-Walker and Keightley 1999; Nachman and Crowell 2000) ; however, there is evidence that, even in mammals, 4-fold degenerate sites are under some negative selection (Chamary and Hurst 2005; Parmley et al. 2007; Drummond and Wilke 2008) . Third, the level of selective constraint on nonsynonymous sites has previously been estimated using small samples of as few as 50 protein-coding genes, which may be nonrepresentative samples. Results vary substantially, from a value as low as 0.38 (Eyre-Walker and Keightley 1999) to 0.75 (Ohta 1995; Keightley et al. 2005) but may still be underestimates if the chosen neutral standard (nonfirst introns, or 4-fold sites) is subject to selective constraint. Fourth, it is known that mutational biases, especially CpG hypermutability, strongly affect evolutionary rate estimates for vertebrates (Arndt et al. 2003; Lunter and Hein 2004) and constraint estimates are biased if CpG hypermutability is unaccounted for (Gaffney and Keightley 2008) . Finally, constraint estimates may be biased if the model of sequence evolution is inadequate. For example, if the GC content of the neutral reference sequences are not at equilibrium, as is the case for transposable elements (TE; Human Genome Sequencing Consortium 2002), then the inferred mutation rate may be biased. Because TEs within the human genome have a higher GC content than the estimated equilibrium GC content (Human Genome Sequencing Consortium 2002), it is necessary to account for these differences when substitution rates are estimated. Conversely, if the equilibrium GC content is lower than the assumed neutral standard sequence, then the rate of change from GC/AT may be underestimated. As a consequence, the expected number of changes and the estimated constraint level of a sequence would be overestimated or underestimated, depending on whether the sequence has a lower or higher GC content than the neutral standard. It is possible to correct for these differences if the equilibrium GC content is known (Halligan et al. 2004) . Previous studies of TEs and other noncoding sequences found an excess of G or C to A or T (GC/AT) substitutions over A or T to G or C (AT/GC) substitutions (Arndt et al. 2003; Meunier and Duret 2004; Duret and Arndt 2008 ; but see also Webster et al. 2003) . Based on these substitution rates, the equilibrium GC content of hominids has been estimated to be in the range 0.35-0.45 (Arndt et al. 2003; Meunier and Duret 2004; Duret and Arndt 2008) .
In addition to the problems discussed above, another possible source of inaccuracy in estimating selective constraints comes from issues associated with alternatively spliced (AS) genes, which have been omitted from a previous analysis (Gaffney and Keightley 2006) . Alternative splicing is believed to be prevalent in mammals, potentially operating in more than 60% of human genes (Johnson et al. 2003; Wang et al. 2008) . Four-fold sites in AS exons are under stronger purifying selection than those within constitutive exons (Ramensky et al. 2008) , and proper splicing requires the presence of exonic splice enhancer (ESE) and silencer (ESS) sequences (Parmley et al. 2007) , as well as other alternative splicing-specific factors, frequently located in introns (Sorek and Ast 2003; Havlioglu et al. 2007 ). For these reasons, genes with AS variants may be associated with a higher number of constrained sites than single transcript (ST) genes, and failure to account for multiple transcript genes may therefore lead to downwardly biased genomewide constraint estimates.
Although mammalian 4-fold sites have frequently been assumed to evolve free of selection (e.g., Kimura 1983; Eyre-Walker and Keightley 1999) , here we use, in common with others (Mouse Sequencing Consortium 2002; Chiaromonte et al. 2003) , ancestral repeats (ARs), which are TEs inserted into the common ancestor of the species under consideration as a paradigm for neutrality. We do so for the following reasons: First, ARs are widespread in mammalian genomes, for example, they comprise 45% of the human genome (Ensembl release 48) and are sufficiently scattered as to serve as local neutral standards. Second, the distribution of insertion and deletion (indel) events in human and mouse ARs fits a neutral indel model, whereas the genome as a whole appears to be under indel purifying selection (Lunter et al. 2006 ). Third, our results show that evolutionary rates of ARs in hominids are very close to that observed in pseudogenes, which are usually assumed to evolve free of constraints.
Although here we assume that mutations within ARs are neutral, many mutations in mammalian noncoding regions E} ory et al. · doi:10.1093/molbev/msp219 MBE are probably weakly selected. The fate of these mutations depends not only on random genetic drift but also on selection. The nearly neutral theory of molecular evolution (Ohta and Gillespie 1996) predicts that such mutations behave close to neutrally if their selective disadvantage (s) is less than 1/2N e , where N e is the effective population size. Recently, N e has been estimated to be ;20,000 for hominids and ;600,000 for murids (Keightley et al. 2005) . For hominids and murids, there is a range of selection coefficients 1 2N eðmuridÞ ,s, 1 2N eðhominidÞ for which mutations are predicted to behave as effectively neutral in hominids but be selected against in murids. The nearly neutral theory therefore predicts lower levels of constraint in species with smaller N e , and this trend has been observed for 0-fold degenerate sites and 5# and 3# flanking regions of hominid and murid genes (Keightley et al. 2005; Nikolaev et al. 2007 ). Here, we present some unexpected differences in constraint between these two taxonomic groups.
In this study, we aim to address the following questions: First, what fraction of the mammalian noncoding genome is under purifying selection? Second, how does the level of selective constraint vary between different sequence types? Third, are there differences in the level of selective constraint for specific sequence types between murids and hominids? Fourth, are AS genes associated with more or fewer constrained nucleotides? Finally, what is the level of genomic selective constraint and the genomic deleterious mutation rate in hominids?
Materials and Methods

Data
Human and mouse genome sequence data (hg18, mm9) were downloaded from the University of California Santa Cruz bioinformatics web site. A list of known human and mouse genes and transcripts and the corresponding annotations from Ensembl (Hubbard et al. 2007 ) (release 48 for human and release 49 for mouse) were used for reference throughout the analysis. Putatively orthologous sequences, shared between human and chimpanzee or mouse and rat (i.e., genes that fulfilled our system of criteria for orthology described below), based on the human and mouse annotations and on BlastZ (Schwartz et al. 2003 ) chained alignments (hg18 vs. panTro2 and mm9 vs. rn4 for hominids and murids, respectively) were obtained and analyzed.
Mapping
A simple mapping procedure was utilized to allow the analyses of both ST and AS genes. We stored values for three variables for each nucleotide in the analyzed genomes for the following categories: 1) sequence category (coding, 5#/ 3# untranslated regions [UTRs], intron, pseudogene, RNA coding gene), 2) coding information (0-fold, 4-fold degenerate sites), 3) repeat information (short interspersed element, long interspersed element, DNA transposon, long terminal repeat or other repeat). Each of these three variables were allowed to take multiple values from their corresponding category, which were then used to track the annotations for ST and AS genes. We did not consider short tandem repeats, microsatellites, and RNA-coding genes in the analysis because the sequencing and/or the alignment of these regions are problematic or because they make up a relatively small portion of the genome. IGs) and AS sequence types considered in this analysis are the following: 1) 5# IG 5 kb: proximal 5# IG within 5 kb of transcription start position; 2) 5# IG . 5 kb: distal 5#IG, more than 5 kb from transcription start; 3) 3# IG 5 kb: proximal 3# IG within 5 kb of transcription end; 4) 3# IG . 5 kb: distal IG more than 5 kb from transcription end; 5) 0-foldintron: nondegenerate sites alternatively spliced with intron; 6) 0-fold-5#UTR: nondegenerate sites alternatively spliced with 5#UTRs; 7) 0-fold-3#UTR: nondegenerate sites alternatively spliced with 3#UTRs; 8) 5#UTR-intron: 5#UTR alternatively spliced with intron; 9) 3#UTR-intron: 3#UTR alternatively spliced with intron. 5# and 3# IGs were assigned to the corresponding categories by splitting the intergenic sequences into halves.
System of Criteria for Orthology
In the analysis, only transcripts that satisfied the following criteria were accepted as orthologous in the corresponding species (chimpanzee in the hominid and rat in the murid analysis). First, each exon of the transcript needed to be aligned to a homologous sequence in the corresponding BlastZ alignment. Second, aligned exons were considered to be valid only if, for each exon, the homologous chromosomes, strands, and coordinates indicated conserved synteny. Third, transcripts were excluded if they contained exons with frameshift mutations and/or premature stop codons. Fourth, transcripts that did not start-end in a start-stop codon in the two species were rejected. Genes were considered to be valid if they contained at least one valid transcript in the reference genome (human or mouse). Aligned intronic and flanking intergenic sequences that were not syntenic, where properties of synteny were defined based on the valid aligned exons (i.e., aligned intergenic sequences were from the same chromosome and strand as the neighboring exon and were in proper order), were also left out of the analysis.
Sequence Validity and Alignment Masking
Although the human-genome sequence is considered to be essentially complete (Human Build 36.1), the currently available draft assembly of the chimpanzee genome (Chimpanzee Build 2) may still contain an appreciable number of sequencing errors. To avoid a contribution from errors to our constraint estimates, we rejected those nucleotides from the analysis that had a quality score less than 40 (Chimpanzee Sequencing and Analysis Consortium 2005). Similar to previous analyses, a masking protocol was also used to exclude those sites that were likely to be nonorthologous between human and chimpanzee Varying Selective Constraint and U in Mammals · doi:10.1093/molbev/msp219 MBE (Keightley et al. 2005; Gaffney and Keightley 2006) . Divergence was calculated in sliding windows of 40 alignment columns. Any regions covered by 50 or more contiguous windows, within which divergence was higher than 0.1 or the window contained less than 50% valid aligned bases, were masked out from the alignments. To allow comparisons of constraint on murid sequence types with a previous study (Gaffney and Keightley 2006) , we used alignment masking in the murid analysis with a cut-off divergence of 0.3.
Gene Expression
Human and mouse gene-expression data, based on highdensity oligonucleotide microarray experiments (U133A and GNF1H for human, GNF1M for mouse), were obtained from the Novartis Gene Expression Atlas (Su et al. 2004 ) for a subset of genes (7609 and 9130 for human and mouse, respectively). A gene was considered to be expressed if its expression level was higher or equal to the data set median (Vinogradov and Anatskaya 2007) . Signals from probes representing the same tissue and the same genes were averaged, and three measures of expression (i.e., mean expression, maximum expression, and expression breadth) were calculated for the genes over the 31 tissues common to both human and mouse (see Yang et al. 2005 , but skin was also included). Genes were split into two subgroups with equal numbers (i.e., with low and high mean and maximum expression and with a narrow and wide expression breadth), and divergence and abundance of intronic ARs were estimated for these groups, where abundance is given as the ratio of total length of aligned TEs and the total length of introns.
Data Analysis
The total length of each sequence category for ST and AS genes in the genome was based on the human annotation for hominids and on the mouse for murids. Substitution rates were estimated for each of the sequence types using the Kimura two-parameter model for multiple-hit correction (Kimura 1980) . Evolutionary rates are given separately for all sites and for non-CpG-prone sites (sites not preceded by C or followed by G in either species); we used the latter method to avoid obtaining downwardly biased estimates of divergence at those sites that were not ancestrally part of a hypermutable CpG dinucleotide due to miscategorization of mutations (Gaffney and Keightley 2008) . Divergences at 4-fold sites were calculated for codons where both aligned codons code for the same amino acid and at most a single change had occurred. We assume throughout this study that intronic and intergenic ARs evolve free of evolutionary constraints, so their evolutionary rates can be used to estimate the mutation rates for any sequence type. Our analysis allows for the possibility that transcription-associated processes may affect the mutation rate (Green et al. 2003; Majewski 2003) , so different mutation rate estimates are used for the transcribed and the untranscribed portions of the genome, assuming that IGs are not transcribed in the germline. Calculation of constraint was done based on an extension of a previous method of Kondrashov and Crow (1993) and results are given at non-CpG-prone sites. We estimated the frequencies of four types of nucleotide changes in our neutral standards, by distinguishing between two pairwise A4T, C4G, and two directional rates AT/GC and GC/AT, following the method of Halligan et al. (2004) . The method was tested by simulations (Halligan DL, unpublished results) . This method assumes that the directional rates depends on the equilibrium GC content and splits the total number of observed AT4GC (N AT4GC ) changes into AT/GC (N AT/GC ) and GC/AT (N GC/AT ) changes as follows:
where f e is the equilibrium GC content, and f a is the current GC content of the neutral standard, which is calculated after removing CpG-prone sites. By dividing the observed number of changes of the four types (N AT4TA , N GC4CG , N AT/GC , and N GC/AT ) by the number of sites at which a change of given type could occur in one step, we estimate four corresponding substitution rates (k i ). These rates are then used to estimate the expected number of substitutions in an adjacent putatively functional sequence by the equation E5 P 4 i51 k i m i where m i is the corresponding number of sites in the sequence of interest. Then by counting the number of substitutions (O) in the sequence type (seq), we calculate selective constraint as C seq 51 À ½O seq =E seq (Halligan et al. 2004 ).
To investigate how constraint changes from the transcriptional start and end of genes into deep IGs, we calculated average constraint in 400-nt nonoverlapping sliding windows. Ninety-five percent confidence intervals (CIs) for divergence and constraint were obtained by splitting each chromosome into 1-Mb blocks and by bootstrapping 1,000 times by block (Keightley and Gaffney 2003) .
Genomic Deleterious Mutation Rate
Evolutionary rate estimates for intronic and intergenic ARs were used as estimates of the mutation rate for genic and intergenic regions, respectively. The genomic deleterious mutation rate per diploid per generation was estimated from the product of the genomic selective constraint per nucleotide and the number of point mutations in the repeat-free portion of the diploid genome. Genomic selective constraint (C) for the euchromatic genome was calculated by summing the products of constraint and genomic sequence length for each sequence type for ST and AS genes separately (Gaffney and Keightley 2006) . In our study, the number of mutations (M) was the sum of the product of the repeat-free genic length (outside CpG sites), the genic neutral mutation rate, and the repeat-free intergenic length (outside CpG sites) and intergenic neutral E} ory et al. · doi:10.1093/molbev/msp219 MBE mutation rate, for regions associated with our ST and AS genes. M was corrected by taking into account mutations from CpG sites by considering CpG hypermutability, based on estimates already published (Arndt et al. 2003; Lunter and Hein 2004) . The genomic deleterious mutation rate U was calculated as U 5 CM.
Results
In total, there are 21,108 known protein-coding genes in the human genome (Ensembl release 48), comprising 8,491 ST and 12,617 AS genes, of which 15,696 fulfilled our criteria for orthology (see Materials and Methods). The mouse genome (Ensembl release 49) currently has 11,749 ST and 10,111 AS genes annotated, and in this study, we analyzed 14,410 orthologous genes.
Genome Composition
In both taxa, mean coding length is around 1,500 nt per gene, although ST-coding sequences tend to be shorter on average than AS sequences (mean 5 1,200 and 1,800 nt, respectively). The primary cause of this ;50% difference is the presence of nonconstitutively spliced exons (i.e., coding regions having overlapping annotations with introns or with 5#/3#UTRs) (see tables 1A and B). 5# and 3#UTR sequences are also 50-70% longer in AS genes. Hominid AS genes contain 2.2 times more intronic sequences than ST genes, whereas in murids, the difference is 2.5-fold. Although the composition of human and mice genes is similar in many respects, human genes tend to contain more TEs within introns (;30% more frequent in humans) and have longer UTRs (by around 20%).
Variation in Evolutionary Rates across Sequences Utilized as Neutral Standards in Previous Analyses
The calculation of constraint depends critically on the choice of neutral standard, so we compared mean nucleotide divergence among different sequence types that have been used in previous studies as a paradigm for neutrality. Mean divergences for various sequence types in hominids are shown in figure 1. However, correlations between divergence and local GC content are known to exist in hominids (Duret and Arndt 2008) and could affect these divergences. To investigate this, we plotted divergence against GC content for the different sequence types ( fig. 2 and supplementary fig. 1 , Supplementary Material online). The correlations between divergence and GC content appear to be nonlinear, as illustrated by the locally weighted regression lines (Lowess curves) of divergence on GC content, which are indicated in the figures. If all sites are included, that is, both CpG-prone and non-CpG-prone are included, the highest rate of evolution is found in intergenic ARs, and the lowest rate is found in introns. Mean divergences for 4-fold sites, intronic ARs, and unique IGs are all very similar to each other, although 4-fold site divergence is more strongly affected by the local GC content, and in regions where the GC content drops below 40%, 4-fold sites become the slowest evolving category (see supplementary fig. 1 , Supplementary Material online). Divergence in intergenic ARs (0.0138 [95% CI 5 0.0137, 0.0139]) is very close to an estimate from our data for pseudogenes (0.0141 [0.0135, 0.0148]), which are frequently assumed to evolve in a neutral manner (see, e.g., Li et al. 1981 ). However, this latter estimate has broad confidence limits, due to the small number of annotated Varying Selective Constraint and U in Mammals · doi:10.1093/molbev/msp219 MBE pseudogenes in Ensembl and the ambiguity of the annotations (,4,500 annotated in total and less than 50 annotated as known).
Removing the effect of CpG hypermutability on divergence by considering non-CpG-prone sites only (see Materials and Methods) causes a marked reduction in all estimates ( fig. 1 ) and there is a weaker correlation between divergence and GC content ( fig. 2 ). The reduction in divergence is most pronounced at 4-fold sites (35%). Estimates are lower by 20% for intronic ARs, 16% for intergenic ARs, and 12% for nonrepeat introns and IGs. The pattern of differences in evolutionary rates at all and at non-CpG-prone sites reflects the different CpG contents of the sequences examined (table 2), in particular the fact that coding sequences are enriched for CpGs. When comparing the rates of evolution at non-CpG-prone sites between sequence types, 4-fold sites are by far the slowest evolving category. This conclusion is not affected by the regional GC content (fig. 2 ). The rate for 4-fold sites is well below that of both introns and intergenic sequences. Intergenic ARs are the swiftest evolving category (0.0115 [0.0114, 0.0117]), and their rate is again similar to that observed in pseudogenes (0.0113 [0.0108, 0.0119]). Intergenic and intronic ARs evolve at a higher rate than the corresponding unique intergenic and intronic sequences and this trend is unaffected by the underlying GC content, which may suggest that these sites evolve closer to neutrally ( fig. 2 ).
As noted previously in murids (Gaffney and Keightley 2006) , ARs within introns exhibit a slightly lower divergence than ARs located within IGs. This may relate either to MBE transcription specific biases, for example, transcriptioncoupled mutation and repair (Green et al. 2003; Majewski 2003) or to a higher frequency of functional sites (e.g., regions responsible for maintaining stable mRNA structure or binding sites for regulatory proteins or small RNAs).
Sequence divergence, at least in protein-coding sequences, is known to be correlated with gene-expression level in vertebrates (Subramanian and Kumar 2004; Drummond and Wilke 2008) , whereas there are results suggesting that intron length is selected against in highly expressed genes (Castillo-Davis et al. 2002; Urrutia and Hurst 2003) . If the divergence of intronic ARs differs between genes of high and low expressions and there is a difference in the fraction of ARs within introns between highly and lowly expressed genes, then estimates of neutral rates, summed across genes, may be biased and as a consequence may affect the estimated constraint. To test for the magnitude of difference in AR divergence and abundance, we analyzed a set of genes in hominids and murids for which expression data are available (Su et al. 2004) . Consistent with results for protein-coding sequences, we find that intronic ARs evolve at a slightly higher rate in genes with a lower expression level than in genes with a higher level of expression (table 3) in both species. Furthermore, consistent with the theory of selection for shorter introns in highly expressed genes, AR abundance is also lower in genes with higher expression levels. The observed differences in divergence between estimates for highly and lowly expressed genes could either be caused by mutational biases or by selection but these differences are small and nonsignificant. This suggests that any error in constraint estimates caused by differential expression is likely to be small.
Variation in Selective Constraints between Coding and Noncoding Sequences
In order to assess constraint variation among different sequence types and to test for possible differences in constraint levels between ST and AS genes, we estimated constraints for various sequence categories using intronic and intergenic ARs as our neutral standards for genic and intergenic sequence evolution, respectively. The higher GC content of ARs relative to the observed GC content of introns and IG regions (see table 2) suggests that ARs are not at compositional equilibrium and, as a consequence, the estimated neutral substitution rates might be overestimated, which in turn may bias constraint estimates. This is further supported with our observation that the relationship between divergence and GC content is nonlinear and that the locally weighted polynomial regression lines suggest that sequences with extreme GC contents evolve the fastest ( fig. 2 and supplementary fig. 1 , Supplementary Material online). We attempted to account for the deviation in GC content from the assumed equilibrium by using the method of Halligan et al. (2004) (see Materials and Methods) and assumed an equilibrium GC content of 0.37 in hominids (Arndt et al. 2003; Meunier and Duret 2004; Duret and Arndt 2008) . Constraint was calculated for each of nine sequence types common to both ST and AS genes (0-fold/4-fold degenerate sites, 5#/3#UTRs, introns, and proximal and distal 5#/3# flanking regions), along with an additional five-sequence categories specific to AS genes (i.e., nondegenerate sites alternatively spliced with 5#/ 3#UTRs or introns, and 5#/3#UTRs AS with introns). Estimates of selective constraint for the human-chimpanzee comparison are given for non-CpG-prone sites in table 4A. Our results suggest that a substantial fraction of each sequence type evolves under purifying selection. As expected, the highest constraint was observed at 0-fold degenerate sites, with values of 0.70 and 0.76 for ST and AS genes, respectively. AS 0-fold sites (i.e., when protein-coding annotation overlaps with 5#/3#UTRs or with introns) are also strongly constrained, with constraint in the range of 0.60-0.73. Our estimates for 4-fold degenerate sites suggest that a substantial number of sites within these regions evolve under purifying selection in hominids (constraint estimates are 0.22 and 0.27 on ST and AS genes, respectively). Constraint on 5#UTRs (ST: 0.15, AS: 0.19) is lower than on 4-fold sites and on 3#UTRs (ST: 0.16 and AS: 0.22). Although low, selective constraint is evident in introns (ST: 0.03 and AS: 0.04). Constraint is also evident in IGs, where it is higher in regions close to the transcription start and end positions of genes (around 0.09 for IGs within 5 kb from AR divergence is given at non-CpG-prone sites. P-values for differences in constraint between ST and AS genes were estimated based on the bootstrap replicates assuming mean difference of 0.
Varying Selective Constraint and U in Mammals · doi:10.1093/molbev/msp219 MBE transcription start and end) and lower, but still significant, deeper into IGs (around 0.04). Estimates of constraint are generally higher in AS genes than ST genes, significantly so for 0-fold and 4-fold degenerate sites and 3#UTRs. The greatest difference is observed for 3#UTRs where constraint is 35% higher in AS genes, whereas for 0-fold and 4-fold sites, the differences are 9% and 27%, respectively. Under the assumption of an equilibrium GC content of 0.40 (Khelifi et al. 2006) , constraint estimates for the mouse-rat comparison differ somewhat from previous estimates for murid ST genes (Gaffney and Keightley 2006) (table 4B) . This is at least partly caused by the fact that the method for calculating constraint accounts for the effect of a compositional difference from the equilibrium GC content. Our results show that differences in constraints between AS and ST are more pronounced in hominids than in murids. Differences are generally highly significant for genic sequence types, the only exception being at 4-fold sites. We also found significant differences in constraint between intergenic categories in murids.
The differences in constraint between hominids and murids for each sequence type are highly significant in most cases (P , 0.01). The only exceptions are proximal 5# IGs and distal 5# IGs in AS and ST genes, respectively.
In general, constraints on murid sequence types are higher than for the corresponding hominid sequence types. The biggest difference is observed at 5#UTRs, where the mean constraint reaches 0.48 in murids. Strikingly, we also found sequence types for which constraint in hominids exceeds that for murids. This is most pronounced at 4-fold degenerate sites (difference 5 0.11 and 0.16 for ST and AS genes, respectively) and proximal 3# IGs (difference 5 ;0.06), although we also estimated slightly higher constraint levels for introns and proximal 5# IGs.
In this study, we estimated constraint based on neutral substitution rates corrected for nonequilibrium processes. Although genomewide estimates of the equilibrium GC content for hominids are consistently around 0.37 (Arndt et al. 2003; Meunier and Duret 2004; Duret and Arndt 2008) , the only estimate for murids, based on processed pseudogenes, is 0.40 (Khelifi et al. 2006) . To assess the effect of deviation from the equilibrium GC content on our constraint estimates, we calculated constraint by changing the assumed equilibrium GC content from 0.25 to 0.50 in steps of 0.05 (supplementary table 1, Supplementary Material online). Constraint estimates depend on 1) the difference between the current and equilibrium GC content of the neutral standard and 2) the actual GC content of the MBE sequence types examined. For sequences with a higher actual GC content than that of ARs, constraint estimates decrease as a function of increasing equilibrium GC content (e.g., 4-fold sites and 5#UTRs). For sequences with lower GC content than ARs, the trend is reversed (e.g., 3#UTRs, introns, and IGs).
Here, we have assumed that the equilibrium GC content is constant throughout the genome. However, equilibrium GC content has been shown to be correlated with recombination rate and with the current GC content of the sequence (Menuier and Duret 2004; Duret and Arndt 2008) . This might lead our estimates to be biased and so could compromise our constraint comparison if most human genes, for example, are preferentially located within regions having a higher equilibrium GC content. It is, for example, known that broadly expressed genes are preferentially located in GC-rich regions (Lercher et al. 2003) . To test for the effects of recombination rate and local GC content on our estimates, we calculated constraint for hominids by using a multiple regression of the equilibrium GC content on local GC content and recombination rate (using information provided by Laurent Duret) to predict the local equilibrium GC content along the human genome. Crossover rates were taken from the HAPMAP genetic map (The International HapMap Consortium 2005) and were averaged over 1-Mb segments. The resulting estimates based on the local equilibrium GC content are almost the same as obtained by assuming a constant stationary GC content of 0.37 (see supplementary table 2, Supplementary Material online). It is also likely that local variation in the equilibrium GC content does not substantially affect our constraint estimates for murids, because the recombination rate is lower and less varied in mouse than in human (Jensen-Seman et al. 2004 ) and the distribution of isochores is very similar in human and mouse (Costantini et al. 2009 ).
To test whether differences in constraint are caused by uncertainties in the assumed equilibrium GC content and consequent misassignments of directional changes (i.e., AT/GC and GC/AT), we estimated constraint based Varying Selective Constraint and U in Mammals · doi:10.1093/molbev/msp219 MBE on the two pairwise rates A4T and G4C (see supplementary table 3, Supplementary Material online). In hominids, the results do not differ significantly from our previous analysis assuming an equilibrium GC content of 0.37, with the exception of two sequence types. Constraint estimates are significantly lower, when calculated based on the pairwise rates only, for 5#UTRs and for proximal 5# IGs (by 0.105 and 0.037, respectively) . For murids, constraint estimates are lower for 0-fold, 4-fold, and 5# IGs (by 0.011, 0.153, and 0.026, respectively), whereas slightly higher for 3#UTRs (by 0.026). However, with the exception of 5# IGs, the directions of the differences are the same. In this case, estimates become nonsignificantly different for proximal 5# IGs (higher in hominids) and become higher for murids at distal 5# IGs (nonsignificantly different). The results, based on A4T and G4C changes are in general agreement with the results described for 4-fold sites and 5#UTRs (for 4-fold sites constraint is estimated to be 0.210 and À0.041, whereas for 5#UTRs, it is 0.063 and 0.462 for hominids and murids, respectively).
Changing the assumed equilibrium GC content and calculating constraint based on pairwise rates both have some effect on our estimated constraint; these do not change the trends we previously described. First, constraint is significantly positive in IGs and in introns. Second, constraint on 5#UTRs is significantly higher in murids than in hominids. Finally, constraint at 4-fold sites is significantly higher in hominids than in murids (see table 4, supplementary  table 1 
-3, Supplementary Material online).
Patterns of Constraint in Flanking Intergenic Regions
We plotted intergenic constraint in hominids and murids against distance from the transcription start or end position using data pooled over ST and AS genes ( fig. 3) . The plots suggest that, on average, IGs at the 5# and 3# flanks of hominid genes are under significant selective constraint. Constraint is significant even as far as 15-20 kb from the transcription start and end positions, but drops somewhat in deeper IGs. In murids, however, several differences are apparent. First, in murids, there is a sharp increase in constraint within ;1 kb to the 5# end of genes (as also observed by Keightley and Gaffney 2003; Gaffney and Keightley 2006) , which contrasts with the moderate increase in constraint over a much longer distance (over 15 kb) of 5# end of hominid genes. Second, mean constraint in the 5 kb 5# or 3# of genes is slightly higher in hominids than in murids, but this trend disappears deeper into IGs where the level of constraint is higher in murid sequences.
Discussion
In this study, we have analyzed variation in selective constraint for different sequence types associated with ST and AS genes in hominids and murids and identified unexpected differences between the taxa.
Comparisons of Constraint in Flanking Regions of Genes between Hominids and Murids
A previous study of selective constraint in IGs flanking protein-coding genes of hominids inferred that selective constraint was nearly absent in the 5# region and was around 0.07 in the 3# region (Keightley et al. 2005) . However, in the corresponding regions of murids, constraint was estimated to be moderately strong, with values of 0.17 and 0.19, respectively. The regions analyzed include 5# and 3#UTRs, which are known to contain many regulatory sites (Shabalina and Spiridonov 2004; Hughes 2006; Chatterjee and Pal 2009) , along with fragments of flanking IGs of variable length, containing the transcription start sites (Dermitzakis and Clark 2002) and the promoter region (Frith et al. 2006) . In contrast, in our study, we found moderate constraint on these regions in hominids, with values exceeding 0.15 for 5# and 3#UTRs and values of around 0.10 for proximal IGs. Furthermore, our sliding window analysis of the change in constraint from the transcriptional start-end positions toward deep IGs also suggests that these regions are under constraint in hominids. There are likely to be several explanations for the differences between the two studies. The most important of these are1) the neutral standards used (non-first introns previously and ARs here), 2) the sequence types included in each analysis (5# and 3#UTRs and their introns along with IG regions previously, whereas only IG regions were considered here), and 3) the sampling of genes (1,000 genes were analyzed previously, and over 15,000 genes are analyzed in the present study).
Differences in Selective Constraints on Noncoding DNA between Hominids and Murids
In most of the cases, constraint estimates are higher in murids than in hominids (i.e., at distal 5# and 3#IGs, 5# and 3#UTRs and 0-fold sites). This agrees with a prediction of the nearly neutral theory of Kimura and Ohta, that is, that selective constraint is expected to be lower in populations with low effective population sizes (N e ) (Kimura 1983; Ohta and Gillespie 1996) . However, our comparisons also reveal unexpected differences between hominids and murids ( fig. 4) , the most striking of which are 1) the 2.9 times higher constraint on 5#UTRs in murids relative to hominids (0.48, 0.17, respectively), 2) higher constraints on proximal IGs in hominids, which is most pronounced at the 3# end of genes, and 3) substantially higher constraint at 4-fold sites in hominids than in murids (0.25, 0.11, respectively).
Mean constraint on 5#UTRs is approximately 3-fold higher in murids than in hominids. This difference will have contributed to the difference in constraint in flanking regions between hominids and murids observed previously (Keightley et al. 2005) , which included UTRs. However, we detect only a very small difference in constraint on flanking 5# IGs (,0.02). Any genomic degradation in hominids therefore only appears to affect the 5#UTRs of genes and is not a general phenomenon in the genome. The available annotations of 5#UTRs are 20% longer in hominids E} ory et al. · doi:10.1093/molbev/msp219 MBE than in murids (table 1) . When upstream open reading frames and 5#UTRs that have overlapping annotations with introns are considered, this difference becomes 40%, which is comparable with a previous estimate of 37% for a smaller data set (Vinogradov and Anatskaya 2007) . It has been suggested that the length of 5#UTRs is entirely driven by stochastic mutational processes (Lynch et al. 2005 ). However, a weak positive correlation between length and GC content has been found, and 5#UTRs are not as long in GC-rich regions, which are unexpected under a neutral model (Reuter et al. 2008) . It has been proposed that longer 5#UTRs in humans than in mice are a consequence of more complex regulation at the translational level in humans (Vinogradov and Anatskaya 2007) . The fact that 5#UTRs influence mRNA stability, regulate translation by providing internal ribosome entry sites and binding sites for trans-acting factors (Hughes 2006; Chatterjee and Pal 2009) , and may interact with micro-RNAs (Lytle et al. 2007 ) is strong evidence that these sites evolve under selection. It is therefore surprising that we find evidence for low constraint on hominid 5#UTRs, supposedly with a higher level of transcriptional regulation, relative to murid (an average of 0.17 compared with 0.48, respectively). One possible explanation may be a difference in the accuracy of annotation between hominids and murids, that is, that murid 5#UTRs contain a higher concentration of unannotated open reading frames. However, a simple calculation suggests that this is quite unlikely, because approximately 50% of the sites within murid 5#UTRs would need to belong to unannotated open reading frames to generate comparable constraint to that observed for hominids. Another explanation might be a higher rate of adaptive substitutions in hominids, although this also seems to be unlikely, because positive selection is more likely to be effective in 5#UTRs of murids than hominids (Keightley et al. 2005; Eyre-Walker and Keightley 2009 ). The lower level of constraint and longer 5#UTRs of hominids may therefore be a consequence of relaxed selection due to lower effective population size, but it remains an open question as to why this would have such a pronounced effect on 5#UTRs.
Mean constraint estimates for proximal 5# IGs are higher for hominids than murids, but the difference is small (constraint is 0.095 and 0.077, respectively), and there is a wider margin at the 3# end (0.089 and 0.025) which is virtually unaffected by the assumed equilibrium GC content (supplementary table 1, Supplementary Material online). The observed higher constraints in proximal IGs of hominids are unexpected based on the prediction of the nearly neutral theory. One possible explanation is that IG regions of hominids contain constrained, unannotated UTR sequences. It is known, for example, that there are usually multiple transcription start sites that are frequently loosely defined (Frith et al. 2006 ) and usually weakly conserved in hominids (ENCODE Project Consortium 2007) , so if transcription start sites are better annotated in murids, then this may cause some of the differences in constraint observed in the 5# regions. However, the extent of lack of annotation is unknown, and this may equally well affect our constraint estimates for murid flanking regions.
A process that can also cause differences in constraint between taxa is the evolutionary turnover of functional sites. Although protein-coding genes under strong selective constraint remain relatively invariant over long evolutionary periods, short stretches of functional noncoding DNA, such as transcription factor binding sites or transcription start sites, have been demonstrated to undergo evolutionary turnover (Frith et al. 2006; Moses et al. 2006 ). If new elements arising by turnover are preferably located within lineage-specific sequences (e.g., in new copies of TEs, see Pereira et al. 2009 ), then this may cause differences in the level of constraint between taxonomic groups, especially between taxa like hominids and murids that differ in their divergence times. This may also explain the differences we see in the fine-scale comparison of constraint in IGs toward transcription start and end positions of genes ( fig. 3 ). Lower constraint in IGs over ;1 kb from transcription start-end positions in murids relative to hominids may therefore be a consequence of turnover. Higher constraint in murids close to transcription start sites may be caused by functional sites with slow turnover or by unspecified transcription start sites and so by the inclusion of FIG. 4 . Constraint difference between different sequence categories of hominids and the corresponding categories in murids in ST and AS genes, at non-CpG-prone sites. Asterisks indicate significant differences in constraint between hominids and murids (*P , 0.05, **P , 0.01).
Varying Selective Constraint and U in Mammals · doi:10.1093/molbev/msp219 MBE 5#UTR sequences. Although turnover may explain some of the differences in constraint estimates between hominids and murids, the fact that constraint estimates based on human/chimp or human/macaque (Eory L, unpublished data) are similar or, even higher in the latter comparison, suggests that the overall effect of turnover is low.
The most intriguing observation is the 2-fold higher constraint at 4-fold sites in hominids relative to murids, which raises the question as to what selective processes can explain the observed difference. First, although in mammals, selection on translational efficiency is generally considered to be weak (Chamary et al. 2006) , it has been suggested that selection operates for translational accuracy in humans and mice and the strength of association between preferred codons and conserved amino acids is similar in the two species (Drummond and Wilke 2008) , making it unlikely that these factors would explain the difference. Second, selection may also operate for optimal mRNA stability and structure (see Chamary et al. 2006) , which may yield differences in constraint between hominids and murids, if human mRNAs fold into more complex structures. At present, in the absence of experimentally determined mRNA structures, studies of selection on mRNA structure are usually based on in silico structure predictions (Chamary and Hurst 2005) , which do not necessarily reflect the in vivo structure of mRNAs and so estimates on the strength of selection may be biased. Third, significantly higher constraint at 4-fold sites in hominid AS genes relative to ST genes suggests that splicing and splicing regulation may constrain evolution at these sites, although constraint is not significantly different between AS and ST genes in murids. Indeed, it is known that proper splicing requires the presence of ESE and ESS sequences (Blencowe 2000) , which are known to be under selective constraint (Parmley et al. 2007) . Protein sequences of longer-lived taxa, such as hominids, may contain more ESE and ESS sequences, or these sites may operate under stronger selection in hominids in order to maintain proper splicing throughout the individual#s lifespan. Last, the low level of constraint on hominid 5#UTRs, coupled with the high level of constraint on 4-fold sites and on proximal IGs relative to murids, can also be taken as evidence for reorganization of functional sites between the two taxa and may suggest regulatory differences at the level of translation.
It is well established that in several organisms, mutations at 4-fold sites are selected against (Chamary et al. 2006; Rocha 2006; Drummond and Wilke 2008) and as a consequence the d N /d s ratio, which has been frequently used to detect the strength and direction of selection (e.g., Dorus et al. 2004; Wang et al. 2006) , may be underestimated. Our result of higher 4-fold constraint in hominids suggests that this bias more strongly affects hominid estimates and it may well exceed 20%.
Genomic Selective Constraint and the Deleterious Mutation Rate in Hominids
Our results show that AS genes are more than two times longer, on average, than ST genes, primarily due to the pres-ence of longer introns in AS genes and to a lesser extent longer protein-coding and UTR sequences. The mean constraint levels on sequences associated with AS genes are also higher than those observed for ST genes. Thus, previous estimates of genomic selective constraint (C), based on ST genes only, and estimates of the deleterious mutation rate (U) derived from this, are likely to be downwardly biased.
The estimated constraint values and the known overall length of the different sequence types allow us to estimate the genomic contribution of each type to the total number of constrained sites in the human genome (table 4A). We estimate that there are 78.8 Mb of constrained sites in the nonrepeat fraction of the hominid genome, 17% and 39% coming from ST and AS genes, respectively and the remaining 44% coming from IGs. A higher contribution from complex regions is attributable to three factors, namely, the higher number of genes in this category, the higher number of nucleotides associated with their sequence types, and the higher mean level of constraint in complex categories. Summing over constrained sites in coding and noncoding regions, we estimated that protein-coding categories contribute 18.1 Mb of constrained sites to the total and that noncoding sites contribute a total of 60.7 Mb (i.e., more than three times as many as protein coding). Dividing the total number of constrained sites by the 1,454.2 Mb of sites associated with the known, nonrepetitive fraction of the genome gives an estimate of 0.054 for the average constraint per nucleotide in the hominid genome, a value that is in reasonable agreement with previous estimates in the range of 0.03 and 0.08 of hominid genomic selective constraints (Chiaromonte et al. 2003; Siepel et al. 2005; ENCODE Project Consortium 2007) . Our genomic constraint estimate for murids, taking into account the nonequilibrium GC content in ARs, is 0.055, which is lower than a previous estimate of 0.087 (Gaffney and Keightley 2006) , and is essentially the same as the value for hominids. Under the prediction of the nearly neutral theory, we would expect genomic selective constraint to be lower in hominids than in murids, but because around 99% of the genome is non-protein-coding, genomic constraint is strongly dependent on the estimated constraint on introns and IGs. If, for example, the equilibrium GC content in murids was 0.45 instead of 0.40, then the genomic selective constraint would be 0.060, which is around 10% higher than what we estimated for hominids. This might be the case, because the equilibrium GC content in murids may be somewhat higher than in hominids (Khelifi et al. 2006) .
We used the observed substitution rates in intronic and intergenic ARs to estimate the mutation rate per generation in genic and intergenic sequences (table 5 and 6), on the assumption that TEs are neutrally evolving. If the human and chimpanzee split occurred 6 Ma (Patterson et al. 2006) , and the average generation time is 25 years (Eyre-Walker and Keightley 1999), then the estimated total number of mutations (M) in the repeat-free genome (excluding CpG dinucleotides) is 65 mutations per diploid genome per generation. CpG dinucleotides show 8-18 fold higher rates E} ory et al. · doi:10.1093/molbev/msp219 MBE of evolution (Arndt et al. 2003; Lunter and Hein 2004; Chimpanzee Sequencing and Analysis Consortium 2005) than non-CpG sites. Assuming CpG sites were 10-fold more mutable would contribute an additional 12 mutations, leading to a total of 77 mutations per diploid genome per generation. Multiplying M by the genomic selective constraint (C), we estimate the deleterious mutation rate per diploid per generation, U, to be 4.2 (see table 6 ). The contribution to U from amino acid changing mutations is 0.8, whereas there are more than four times as many (3.4) deleterious mutations in noncoding sequences. That 80% of selectively constrained sites are located outside proteincoding sequences highlights the importance of extensive empirical studies, such as the ENCODE project (ENCODE Project Consortium 2007) , which aim to systematically identify functional elements within noncoding regions.
Our estimate of U is strongly affected by both the divergence time and the generation time. For human-chimpanzee, divergence time estimates are between 4.1 and 7 Ma (Vignaud et al. 2002; Hobolth et al. 2007) , and although hominids are known to have long generation times, a value of 20 years may be a better estimate than the 25 years previously assumed (Eyre-Walker and Keightley 1999; Nachman and Crowell 2000, but see Elango et al. 2006) . Accounting for these uncertainties, the range for the deleterious mutation rate in hominids is 3.0-6.5. There are other reasons why our estimate of U might be different from the true value. First, we assume that the fraction of changes caused by adaptive evolution is negligible in mammals. In general, adaptive evolution would downwardly bias our estimate of constraint, although adaptive evolution in ARs would inflate the estimate of the mutation rate and lead to an upward bias. Second, if intergenic and intronic ARs contain substantial number of functional sites that are under purifying selection, then our constraint and neutral rate estimate would both be downwardly biased and we would consequently underestimate U. Indeed, there is evidence that some TEs have become functional and are subject to selection (Kamal et al. 2006; Lowe et al. 2007; Pereira et al. 2009 ), although the fraction of functional elements is thought to be less than 0.1% (Lunter et al. 2006; Lowe et al. 2007 ). Third, in our analysis, we have not accounted for the contribution of RNA genes to the total number of constrained sites, but at present, annotated RNA genes make up less than 0.01% of the genome. Fourth, we did not attempt to estimate selective constraint for tandem and microsatellite repeats, because sequencing and alignment of these regions is uncertain (Ponting 2008) . Fifth, many insertion and deletion events are under purifying selection if they disrupt a functional sequence (Lunter et al. 2006) , and by not considering these events, we will have underestimated the deleterious mutation rate.
Throughout our analysis, we have attempted to exclude mutations that result from spontaneous deamination of methylated CpG dinucleotides, using parsimony (i.e., by excluding sites preceded by nucleotide C or followed by G) (Meunier and Duret 2004; Khelifi et al. 2006) . This is necessary because the inclusion of these sites may cause bias in constraint estimates (Keightley and Gaffney 2003; Gaffney and Keightley 2008) . In the future, we anticipate that multispecies comparisons and advanced methods for constraint calculations, based on improved substitution models (e.g., Siepel and Haussler 2004; Duret and Arndt 2008) , will help elucidate the fraction of constrained sites and the neutral Varying Selective Constraint and U in Mammals · doi:10.1093/molbev/msp219 MBE rate of evolution in parts of the genome strongly affected by CpG hypermutability. The high estimate of U has important implications for hominid evolution. Even our lower bound estimate of 3.0 deleterious mutations would lead to a mutational load (L) of 95% (i.e., the fraction of individuals that fail to contribute to the next generation) in hominids, assuming that fitness effects are multiplicative, and the mutational load is L51 À e ÀU (Kimura and Maruyama, 1966) . Even if selection mostly occurs in the germline, it is difficult to envisage how such a high load could be tolerated by hominid populations, which have very low reproductive rates. Load could be reduced if mutations have synergistic epistatic interactions on fitness, leading to nonindependent elimination of mutations (Crow 2000) .
It has been suggested that a relaxation in the strength of selection may lead to the accumulation of very slightly deleterious mutations in the human genome (Kondrashov 1995) . Although this could in theory lead to a long-term decline of fitness of human populations, it can be argued that this is unlikely to be the case for two reasons: First, in spite of the historically low effective population sizes of humans, the recent population size is continuously expanding and thought to be much larger than the longterm effective size. Second, although living conditions have improved during the past centuries, this is a short period relative to the evolutionary time scale. Under such circumstances, the long-term effectiveness of selection, which depends on the product of N e and s, is expected to be stronger. Finally, any degradation in fitness critically depends on the distribution of effects of new mutations in both coding and noncoding DNAs. Evidence suggests that many nonsynonymous mutations are effectively selected against Keightley and Eyre-Walker 2007; Boyko et al. 2008 ). However, the distribution of selective effects of mutations in noncoding DNA is still essentially unknown.
