In this paper we consider the statistical inference of the unknown parameter of an exponential distribution based on the time truncated data. The time truncated data occurs quite often in the reliability analysis for type-I or hybrid censoring cases. All the results available today are based on the conditional argument that at least one failure occurs during the experiment. In this paper we provide some inferential results based on the unconditional argument. We extend the results for some two-parameter distributions also.
Introduction
Let X 1 , . . . , X n be a random sample from an exponential distribution with parameter λ, then it has the following probability density function (PDF)
Here λ ∈ (0, ∞) is the natural parameter space. Since for λ = 0, f (x; λ) as defined in (1) is not a proper PDF, we are not including the point 0 in the parameter space. Suppose n items are tested and their ordered failure times are denoted by x 1:n < x 2:n < . . . < x n:n . If the experiment is stopped at a prefixed time T then it results in a simple type-I censoring case. Let there be D failures in [0, T ]. Then x 1:n < x 2:n < . . . < x D:n ≤ T and T < x D+1:n < . . . x n:n , although x D+1:n , . . . , x n:n are not observed. Here D is a random variable that can take the values 0, 1, . . . , n. The main aim of this note is to draw inference on λ, based on D observations. This is an old problem and Bartholomew (1963) was the first to consider it. He considered the following form of the exponential PDF;
f (x; θ) = In case of type-I censoring, P (D = 0) = exp(−nλT ) and this probability can be quite high for small value of nλT . The natural question here is whether it is possible to draw any inference on λ, when D = 0. The second aim of the study is to determine if there exists any significant difference between the conditional and unconditional inference. For example, in this paper it has been shown that it is possible to construct an exact 100 ( Rest of the paper is organized as follows. In Section 2, we provide two different constructions of confidence intervals and the Bayesian credible intervals. The simulation results for confidence and credible intervals of the parameter λ are provided in Section 3. In Section 4, we extend the results for the two parameter exponential, Weibull and generalized exponential distributions, and finally we conclude the paper in Section 5.
Construction of Confidence and Credible Intervals
In this section we proceed to construct the confidence and credible intervals of the parameter of interest λ, based on a new estimator of λ and the posterior distribution of λ, respectively.
Confidence interval (CI)
Based on the observations x 1:n < . . . < x D:n from the model (1), the likelihood function
Note that the MLE of λ does not exist when D = 0. It exists only if D > 0 and it is given by
x i:n ), the joint sufficient statistic for λ, we define a new estimator of λ for all D ≥ 0 as follows
Note that, λ is equal to λ M LE only when D > 0. Now we provide the exact distribution of λ, which will be useful in constructing an exact confidence interval of λ.
Theorem 1
The distribution of λ for x ≥ 0, can be written as,
where
, is the incomplete gamma function.
Proof: For x ≥ 0, P ( λ ≤ x) can be written as,
Note that the expression of P ( λ ≤ x|D > 0) can be obtained by using the moment generating (5) in terms of the chi-square integral as in Bartholomew (1963) . The distribution of λ is a mixture of discrete and continuous distributions. The following corollary comes from Theorem 1.
and for x > 0, the PDF of λ is given by
Now we consider the construction of an exact 100(1 − α)% confidence interval of λ. We need the following lemma for further development.
is a monotonically decreasing function of λ.
Proof: The proof can be obtained along the same line as the proof of the three monotonic lemmas by Balakrishnan and Iliopoulos (2009) . A symmetric 100(1 − α)% confidence interval, (λ L , λ U ), of λ can be obtained by solving the following two non-linear equations
These non-linear equations are to be solved using standard non-linear solver viz. Newton Rapshon, bisection method etc.
Credible interval (CRI)
In this subsection we will discuss constructing a 100(1 − α)% credible interval of λ based on the conjugate prior on λ. It is assumed that λ has a natural gamma prior with the shape and scale parameters as a > 0 and b > 0, respectively with the following PDF
Therefore the posterior density function of λ becomes
Hence the Bayes estimate of λ under the squared error loss function becomes
The associated 100(1 − α)% symmetric credible interval of λ can be obtained as (λ LB , λ U B ), where λ LB and λ U B can be obtained as the solutions of
respectively. Here Γ(a+D, x) is the incomplete gamma function and S = Tables 1 to 3 .
The following points have been revealed from these simulation experiments. In all these cases it is observed that biases and mean squared errors (MSEs) decrease as sample size increases, T increases or λ increases as expected. Now comparing the confidence intervals and credible intervals in Tables 1 to 3 it is clear that for small sample sizes, small λ and small T values, the confidence intervals based on unconditional distribution performs better that the credible intervals based on non-informative priors in terms of the coverage percentages.
The coverage percentages of the confidence intervals based on unconditional distribution are very close to the nominal value (95%) in all cases. Although, as expected for large sample sizes they are almost equal. The confidence intervals based on the conditional distribution do not perform very well when the sample size is very small and λ is also small, although when the sample size is not very small it performs well. Performances of the two confidence intervals match as expected when sample size is large.
Some Related Models
In this section we consider some of the related two-parameter models, and construct an exact 100(1 − α)% confidence set of the two parameters, when n items are tested and there is no observed failure during [0, T ].
Model 1: A two-parameter exponential distribution with the location parameter µ and scale parameter λ having the following PDF
Here λ > 0 and −∞ < µ < ∞. In this case P {λ,µ} (D = 0) = e −nλ(T −µ) . Hence, a 100(1−α)% confidence set of (µ, λ) can be obtained as
Model 2: Let us consider now a two-parameter Weibull distribution with the shape parameter β and scale parameter λ which has the following PDF
Here β > 0 and λ > 0. In this case P {λ,β} (D = 0) = e −nλT β . A 100(1 − α)% confidence set of (λ, β), can be obtained as
Model 3: Similarly, if we consider two-parameter generalized exponential distribution which has the following PDF
Here β > 0 is the shape parameter and λ > 0 is the scale parameter. Here,
Joint Confidence Set
Just for illustrative purposes, taking n = 5 and T = 0.5, we provide the joint 100(1 −α)% confidence set as the shaded region of (i) (λ, µ) for two-parameter exponential distribution, 
