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This paper presents a numerical study of turbulent mixing due to the interaction of a shock wave
with an inclined material interface. The interface between the two gases is modeled by geometrical
random multimode perturbations represented by different surface perturbation power spectra with
the same standard deviation. Simulations of the Richtmyer–Meshkov instability and associated
turbulent mixing have been performed using high-resolution implicit large eddy simulations.
Qualitative comparisons with experimental flow visualizations are presented. The key integral
properties have been examined for different interface perturbations. It is shown that turbulent
mixing is reduced when the initial perturbations are concentrated at short wavelengths. The form of
the initial perturbation has strong effects on the development of small-scale flow structures, but this
effect is diminished at late times. doi:10.1063/1.3576187
I. INTRODUCTION
The Richtmyer–Meshkov instability RMI is derived
from the works of Richtmyer1 and Meshkov2 on impulsively
accelerated interfaces between two fluid layers with different
densities caused by an incident shock wave. Initially, the
instabilities develop rapidly and reach a nonlinear state
where the mixing layer between heavy and light components
exhibits characteristic mushroom-shaped bubbles and spikes.
The flow development is associated with transition and tur-
bulent mixing. An understanding of this mechanism for the
amplification of the initial interface perturbations and the
associated mixing process is important in relation to inertial
confinement fusion ICF, where RMI mixing is a critical
factor in predicting the performance of ICF capsules.3–5 In
ICF, a spherical capsule containing thermonuclear material is
compressed using a powerful laser.4 Once a critical level of
compression has been reached, the fuel ignites and a burst of
energy is released. In ICF, RM instability occurs at the inter-
face between the light and the heavy materials, triggering
turbulent mixing. In this case, turbulent mixing has the dual
effect of diluting and cooling the fuel, which reduces the
efficiency of the reaction; hence, it is important that this
mechanism is well understood. Other applications of RMI
turbulent mixing include the wakes of jet engines and super-
sonic combustion,6 and the prediction of the evolution of
supernovas.7,8
Previous experimental investigations9–11 considered the
flow physics of single-mode RMI. Two-dimensional compu-
tational studies, where the interface between the two gases
was initialized by simple sinusoidal perturbations, were also
performed.12,13 The numerical studies examined the growth
rate of the mixing layer, mixing behavior, production of tur-
bulent kinetic energy, and enstrophy.
In practical applications, however, the Richtmyer–
Meshkov instability encompasses multiple modes generated
by random perturbations on the interface. These modes grow
at different rates and lead to turbulent mixing. Additional
complexities are encountered when shock wave reflections
from the end wall of a shock tube or due to a “reshock” in
the case of a spherical implosions, as observed in ICF cap-
sules, occur. Limited experimental work has been carried out
with respect to reshocked multimode RMI. The first experi-
ment of this type was described by Andronov et al.14 The
experiment of Vetter and Sturtevant15 has been simulated by
Hill et al.16 and Schilling and Latini.17 In general, the nu-
merical investigations agree well with the experimental re-
sults for the growth rate of the reshocked layer. However, the
results for the initial growth of the mixing layer triggered by
the passage of the incident shock wave are less satisfactory
due to the dependence on the initial conditions,17,18 repre-
senting the surface perturbations between material interfaces.
Furthermore, the evolution of Richtmyer–Meshkov instabili-
ties and the growth of multiple modes introduced by random
small-scale perturbations at the interface also depend on
whether the impinging shock is locally inclined to the mate-
rial surface because of geometrical constraints.
Due to the complexity of RMI for inclined shock waves,
no analytical theory describing this problem has emerged
yet. A previous experimental study considered a planar shock
interacting with an inclined material interface.19 However, it
is quite expensive to numerically reproduce the results be-
cause of the boundary layer effects associated with the pres-
ence of the solid walls in the experiment. In the series of
shock tube experiments conducted at AWE, the influence of
the walls on the diagnostics was reduced by using a laser-
sheet technique. The use of a fine wire grid to support the
membrane initially used to separate the gases allowed for the
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modification of the initial interface geometry, resulting in
two experiments with chevron20 and inverse chevron21 pro-
filed configurations. The test case considered here is based
on the inverse chevron experiment of Holder and Barton.21
Previous simulations of the same case were reported in Refs.
22 and 23. A similar experiment, using a double-bump per-
turbation, was described by Holder et al.24 In all of these
experiments, the objective was to create a well-defined two-
dimensional flow on which fine scale turbulent mixing was
superimposed, i.e., a flow that is two-dimensional on average
and suitable for validation of two-dimensional Reynolds-
averaged Navier–Stokes models.
The aim of this paper is to investigate the growth of RMI
and turbulent mixing under realistic conditions for the sur-
face perturbations, including the effects of shock wave re-
flections. Simulations of the above problem require accurate
capturing of the smaller modes in order to resolve the growth
of the turbulent mixing region correctly. The computational
study is based on the implicit large eddy simulation
approach.25,26 The computational fluid dynamics code CNS3D
Refs. 26–28 has been employed, which has been previously
applied to a wide range of flows featuring shock waves and
turbulence.26,29–36 The remainder of this paper is organized
as follows. Sections II and III present the governing equa-
tions and numerical methods employed in this study. The
initial and boundary conditions for the inverse chevron test
case are detailed in Sec. IV. Section V presents the results for
the inverse chevron geometry for different interfacial pertur-
bations. The conclusions are summarized in Sec. VI.
II. GOVERNING EQUATIONS
Richtmyer–Meshkov interactions typically occur at very
high Reynolds number. In this limit, it is assumed that Re
→ and the viscous terms in the Navier–Stokes equations
are neglected. Thus, the Euler equations employed here in
the context of multicomponent flows involve solving the mo-
mentum and energy equations in conjunction with the quasi-
conservative model of Allaire et al.37 The system of partial
differential equations consists of two equations for the spe-
cies densities
z11
t
+  · z11u = 0, 1a
z22
t
+  · z22u = 0, 1b
momentum equation
u
t
+  · u  u + PI = 0, 1c
the total energy equation
E
t
+  · E + Pu = 0, 1d
and one equation for the volume fraction
z
t
+ u · z = 0, 1e
where , u, E, and P are the densities, the velocity compo-
nents, the total energy per unit volume, and the pressure,
respectively. Furthermore, I is the identity tensor and z=z1 is
the volume fraction of air.
The above systems model the diffuse interface between
compressible fluids where the global variables in the transi-
tion region can be defined by a mixture model or artificial
equation of state. In order to avoid spurious acoustic waves
near the spread interface and to maintain the necessary nu-
merical stability of the method, an isobaric closure postulat-
ing equal phase and mixture pressures is employed. Further-
more, both fluids and the mixture are assumed to share the
same velocity, and addition of enthalpy diffusion terms38 as-
sociated with numerical diffusion can be neglected.
In this paper, all fluids are modeled using an ideal gas
equation of state given by
Pi = i − 1iei, 2
with  and e being the ratio of specific heats and internal
energy, respectively, and i stands for the individual fluids.
For the mixture, the single -formulation is adopted where
the coefficient depends on the volume fractions of the indi-
vidual components. As reported in Ref. 39, to maintain an
interface free from spurious pressure oscillations, it is neces-
sary to calculate the averaged mixture coefficient  by intro-
ducing the auxiliary variable =1 / −1. With this informa-
tion, the thermodynamic parameters for the mixture are
computed according to Table I.
Please note, albeit not being exploited in the current in-
vestigation, the model of Allaire et al. can be used in con-
junction with any general equation of state. Additionally, the
system of governing equations inherently obeys the phase
mass and total energy conservation laws. For sharp material
interfaces and/or dealing with ideal gases exclusively, the
model could be reduced. However, in order to allow for fu-
ture extension of the method, this paper features the more
general framework. Details on the numerical approximation
of the time derivatives and the flux calculation in the dis-
cretized form of the above equations are given in Sec. III.
TABLE I. Global variables of the fluid mixture according to Allaire et al.
Ref. 37.
Variable Description
z1=z, z2=1−z Volume fractions
=z11+z22 Density
yi=zii / Mass fractions
P=z1P1+z2P2 Pressure
e=z11e1+z22e2 Internal energy
h=z11h1+z22h2=e+ P Specific enthalpy
E=e+ u2 /2 Specific total energy
H=E+ P / Specific total enthalpy
i=1 / i−1 Xi fractions
=z11+z22 Xi parameter
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III. NUMERICAL METHOD
The numerical philosophy follows the implicit large
eddy simulation ILES approach. This approach is based on
the assumption that the specific features of the nonlinear nu-
merical method locally and dynamically produce similar ef-
fects to explicit subgrid models used in conventional LES.
All other assumptions are identical to the classical LES ap-
proach. Please note, when the current simulation method is
applied to the compressible multicomponent system of equa-
tions, any dissipation or diffusion encountered during the
solution process is purely numerical and does not necessarily
represent the physical values encountered in experiments.
Furthermore, it is assumed implicitly that turbulent mixing is
driven by the resolved scales and Schmidt number effects are
negligible.
The computational code CNS3D Refs. 26–34 solves the
governing equations using a finite volume Godunov-type
method.40–42 The intercell numerical fluxes are computed
based on the solution to the Riemann problem using the re-
constructed variables at the left and right of the cell interface.
The computational code includes a library of different Rie-
mann solvers;31 however, in the present study, the Harten,
Lax, van Leer, and the missing Contact HLLC approxi-
mate Riemann solver of Toro41 has been employed.
Higher order of accuracy in smooth flow regions is
achieved using Monotone Upstream-centered Schemes for
Conservation Laws MUSCL extrapolation,43 with the fifth-
order limiter proposed by Kim and Kim.44 The standard
MUSCL extrapolation has been augmented using a low-
Mach limiting scheme,45 which involves an additional stage
in the reconstruction process for the velocity vector. It en-
sures uniform dissipation of kinetic energy in the limit of
zero Mach number M, extending the validity of the Go-
dunov method to at least M10−4, via a progressive central
differencing of the velocity components. The formulation of
the underlying governing equations is not changed, and
monotonicity of the density and scalar field is maintained.
It was shown in Ref. 45 that the leading order kinetic
energy dissipation rate is proportional to u3 /x for the modi-
fied scheme, similar in form to that proposed by
Kolmogorov46 for decaying turbulence. It is this dissipation
rate that acts as a subgrid model in the ILES framework,
giving significantly improved high wavenumber performance
compared to standard Godunov methods.45 Although this
analytical justification is only indicative of the capabilities of
the numerical framework, the conclusion is strongly sup-
ported by successful application of the method to various
cases.
32,33,47–50
Previously, numerical investigations have been per-
formed for Richtmyer–Meshkov mixing using ninth-order
weighted essentially nonoscillatory WENO methods.32,33
However, when used in combination with the modified low-
Mach limiting method, the scheme leads to significant
turn-up at the high wavenumber end of the energy spectrum.
This indicates that the modified WENO method produces
slightly less numerical dissipation as would be expected
from a classical subgrid scale model. The modified MUSCL
scheme, however, does not exhibit the strong turn-up and
leads to the correct physical behavior. Therefore, in the
present study the fifth-order limiter was selected. as a better-
understood scheme for this type of flow. The time integration
of Eqs. 1a–1e has been obtained using a three-stage total
variation diminishing Runge–Kutta method.42
IV. INITIAL AND BOUNDARY CONDITIONS
Figure 1 illustrates the quasi-two-dimensional setup fea-
turing a block of the dense gas sulfur hexafluoride SF6
encased in air. The case considered here is based on the
inverse chevron experiment of Holder and Barton.21 As an
incident shock wave of Mach 1.26 passes from left to right,
the membranes separating the two fluids rupture and
Richtmyer–Meshkov instabilities are formed. The mem-
branes are supported on a very fine wire mesh with a grid
spacing of 0.4 cm. The initially small perturbations grow
rapidly in size, leading to high Reynolds number turbulent
mixing of the two gases. This effect is amplified further by
the existence of wave reflections from the material interfaces
and the end wall of the shock tube.
The boundary conditions in the simulations are reflective
on the upper, lower, and end walls. In the streamwise direc-
tion, an extended one-dimensional domain has been em-
ployed to minimize spurious reflections from the upstream
outflow boundary. The computational domain extends 10 cm
in the lateral direction where periodic conditions are applied.
The use of periodic boundary conditions, rather than reflec-
tive boundary conditions, in the lateral direction gives a flow
which is statistically homogeneous in the z-direction and bet-
ter suited to mathematical analysis. The results obtained
should be suitable for comparison with the midplane laser-
sheet images. Initially, SF6 and air are in pressure equilib-
rium at 1 bar with densities of 6.34 and 1.184 kg m−3, re-
spectively, giving an Atwood number of 0.68. Furthermore,
temperature equilibrium has been assumed, yielding specific
heat ratios of 1.076 for SF6 and 1.4 for air. The SF6 is seeded
with olive oil droplets for the laser-sheet diagnostic. Its den-
sity has been increased slightly according to the proportions
of the individual components in the mixture to allow for this.
The shock wave is modeled as compressed air moving with a
velocity of 136.87 m s−1 under a pressure of 1.706 bars and
a density of 1.7264 kg m−3.
In the experiments, the wire mesh supporting the mem-
branes is assumed to be responsible for the small-scale insta-
bilities at the initial surface between the two gases. In order
FIG. 1. Schematic of the inverse chevron configuration.
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to produce a realistic material interface, it is important to
model the initial perturbations accurately as they have a sig-
nificant influence on the results of the simulations.
A realistic method of representing a two-dimensional in-
terface between two materials is the summation of a number
of individual wave modes in accordance with an assumed
surface perturbation power spectrum as proposed by
Youngs.51 The left and right interface perturbations are given
by
Ry,z = S 
m,n=0
N
am,n cosky0ny + bm,n sinky0ny
 coskz0mz , 3
where ky0=2	 /Wy, kz0=	 /Wz, Wy =10 cm, and Wz
=20 cm. The amplitudes am,n and bm,n are chosen from a
Gaussian distribution provided that the wavelength 

=2	 /	n2ky02 +m2kz02 is in the range between 
min=0.5 cm
and 
max=5.0 cm, otherwise they are zero. Furthermore, a
scaling factor S is applied to achieve a standard deviation of
=0.01 cm for Ry ,z. These parameters are chosen ac-
cording to the spacing of the wire-frame membrane and the
physical dimensions of the shock tube.
In this investigation, interface perturbations satisfying a
power spectrum of the form Pkk−2, where 2=
Pkdk
= 2k, are used to represent a typical surface finish found
for inertial confinement fusion capsules.52 For the
k−2-spectrum, the perturbations are concentrated at long
wavelengths and the results are compared against simula-
tions using a power spectrum proportional to k, where the
majority of the perturbations are accumulated at short wave-
lengths Fig. 2, as used in Ref. 24 to model membrane rup-
ture. Additionally, two different grid resolutions of 
=1 /16 cm and =1 /32 cm with 640160320 and
1280320640 grid nodes, in x ,z ,y y is the periodic
direction, respectively, are considered in order to assess grid
convergence.
V. RESULTS
A. Flow development
The flow development resulting from two different per-
turbation spectra can be discussed qualitatively on the basis
of the volume fraction contours presented in Figs. 3 and 4.
Here, snapshots taken at identical times for a grid resolution
of =1 /16 cm are shown for the initial k left column and
k−2 spectra right column.
In general, the evolution of the flow is similar in both
cases. The initial conditions as the shock wave impacts on
the left-hand interface t=0 ms have been visualized in the
first row of Fig. 3. After shock passage, the flow at the first
interface starts moving toward the end wall and the pertur-
bations grow row 2. After 1.3 ms, the shock has already
passed through the second interface, has reflected from the
end plate, and is about to interact with the right-hand inter-
face for the second time. Note that the characteristic shape
inversion of the chevron geometry caused by the change
from heavy to light fluid is clearly visible in both cases. The
SF6 slab is, subsequently, decelerated as the reflected shock
passes through, between t=1.3 ms last row in Fig. 3 and
t=2.2 ms first row in Fig. 4, and the perturbation growth is
amplified. After this stage, the interaction with several re-
flected waves keeps exciting the development of the layers of
the material interface and turbulent mixing occurs at later
times. Furthermore, a large spike has been ejected along the
centerline and starts rolling up into a vortex. This most
prominent flow feature continues to travel toward the end
wall until it finally impinges on and subsequently spreads
along it.
Several differences between the two simulations can be
observed. As intended, the k−2-spectrum lacks the small-scale
perturbations observed for the k-spectrum first row in Fig.
3. Consequently, the initial growth of the mixing layer be-
tween the two fluids is relatively slow. After the reshock has
passed the SF6-region first row in Fig. 4, more large-scale
activity is still present for the k−2-spectrum. This has a sig-
FIG. 2. Color online Initial interface perturbations left: k-spectrum; right: k−2-spectrum.
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nificant effect on the subsequent turbulent mixing as the
large-scale structures do not break down as fast as for the
k-spectrum. Thus, a larger bubble roll-up is observed near
the top and bottom walls and more fluid entrainment is ob-
served row 3 in Fig. 4. This leads to a strong rotation of the
mixing layer situated between the bubbles and the spike
compared to the case of k, especially at the bottom half of the
shock tube last row in Fig. 4.
B. Comparisons with the experiment
Turbulent mixing in the inverse chevron experiments21
has been visualized using pulsed laser-sheet illumination of
the Mie scattered light from seeding particles in the SF6 re-
gion. In the simulations, the SF6 mass per unit volume can be
interpreted as the numerical equivalent of the photographic
images. Note that as explained in Ref. 24, the laser-sheet
technique is subject to multiple scattering of the reflected
light, thus the experimental pictures appear slightly diffuse
and only the large-scale features can be observed. As the
flow is essentially two dimensional at the largest scales, the
line average y-direction of the SF6 density is shown here.
The development of the inverse chevron flow at different
time instants is shown in Fig. 5 for the experiment and simu-
lations, for two different initial conditions, using the SF6
density plots. After 1.9 ms, from the time when the initial
shock wave impacts on the left interface between air/SF6,
inversion of the right interface and the occurrence of the
prominent central spike discharging along the centerline are
FIG. 3. Color Development of the flow visualized by contours of volume fraction left: k-spectrum; right: k−2-spectrum; top to bottom: snapshots at times
0.0, 0.5, 1.3, and 1.9 ms.
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observed. The bubbles at the top and bottom walls of the
shock tube do not grow until 2.7 ms second column in Fig.
5. In the late stages and similar to the experiment, the cen-
tral spike in the simulations impacts on and spreads along the
end wall and the bubbles roll-up into two large-scale vortical
structures.
Additionally, measurements of the position of the SF6
block at early times have been taken from the photographic
images obtained in the experiments. Figure 6 compares the
experimental and numerical data after 1.9 ms by superimpos-
ing the measured locations light gray lines onto the SF6
density contours predicted in the simulations. For this pur-
pose, three contour levels of 0.5, 1.45, and 2.25 times the
initial SF6 density have been chosen, where the first two
identify the position of the SF6 block and the last one relates
to the shock location. In general, good qualitative agreement
between the experiment and the simulations is observed.
A further quantitative comparison between the simula-
tions and the experiment is presented in Fig. 7 for the growth
of the most prominent flow features. The location of the
wall-bubble left edge and the tip of the spike have been
extracted from the simulations by tracking the values of vol-
ume fraction 0.5 and 0.1, respectively. The positions shown
in Fig. 7 represent the associated distances from the end wall
of the shock tube, which have been taken from the experi-
mental photographs. Both the experiment and the simula-
tions show that the spike approaches the end wall and im-
pinges on it, after approximately 3 ms, and further starts
spreading. Good agreement between the experiment and the
simulations has also been obtained for the position of the
FIG. 4. Color Development of the flow visualized by contours of volume fraction left: k-spectrum; right: k−2-spectrum; top to bottom: snapshots at times
2.2, 2.7, 3.3, and 4.0 ms.
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bubble. The locations extracted from experiment are subject
to uncertainties associated with the interpretation of the pho-
tographs, especially for the bubble location at late times.
Additionally, the bubble position toward the end of the simu-
lation is not expected to be a good match with the experi-
mental values as viscous wall effects are neglected in the
computations. Please note both, essentially two-dimensional,
large-scale features are not very sensitive to the characteris-
tics of the small-scale perturbations. In fact, reducing the
complexity of the simulation by restricting it to two dimen-
sions and removing any additional perturbation leads to al-
most identical results. However, if one is interested in the
turbulence characteristics generated by the small-scale per-
turbations, it is absolutely essential to consider the fully
three-dimensional flow.
C. Integral parameters
The influence of the form of the initial perturbations on
key integral parameters is shown in this section. Note that
the left domain boundary is simply chosen sufficiently far
from the region of interest in order not to affect the results
and the integral parameters used here are defined so that they
are also unaffected by the left-hand boundary position.
First, the potential for hypothetical chemical reactions is
investigated. Consider a hypothetical rate-determined chemi-
cal reaction between species A, initially in fluid 1, and spe-
cies B, initially in fluid 2, with uniform molar concentrations
per unit mass c1 and c2, respectively. As the fluids mix, it is
assumed that both i diffusion of A and B relative to the
initial fluids and ii depletion of A and B are small. The total
reaction rate is then given by
R = kTABdV = kTc1c22m1m2dV , 4
where m1 and m2 are the mass fractions of A and B, respec-
tively, and  is the total density. The reaction rate constant k
will, in general, vary with temperature T. However, if the
variation is neglected, the total reaction rate is proportional
to the quantity
FIG. 6. Comparison of the SF6 location between experiment light gray
lines and contour plots obtained in the simulations after 1.9 ms left:
k-spectrum; right: k−2-spectrum.
FIG. 7. Color Comparison of the bubble and spike positions between
experiment and simulations for a grid resolution of =1 /16 cm.
FIG. 5. Color online Comparison of the flow development between experiment and simulation left to right: snapshots at times 1.9, 2.7, and 3.3 ms; top to
bottom: experiment, k-spectrum, k−2-spectrum.
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MIX = 2m1m2dV . 5
This integral quantity is not susceptible to statistical fluctua-
tions and gives a simple way of measuring variations in the
total amount of mixing in a complex flow.
In Fig. 8, the effect of mesh size and initial perturbations
on the integral parameter MIX is shown. In all simulations,
the passage of the incident and reflected shocks is marked by
a sudden increase in the level of mixing up to a time of
approximately 2.6 ms. Furthermore, the results for the
k−2-spectrum appear to be better converged than the
k-spectrum, at least with reference to the total mixing. This
can be explained by the lack of small-scale perturbations in
the case of k−2. However, this would require running higher
grid resolutions before grid convergence is confirmed.
At the initial RMI stages, the k-spectrum results in a
slightly more mixing compared to the k−2-spectrum Fig. 8.
After approximately 1.5 ms, when the reshock interacts with
the SF6 slab, the differences in the mixing behavior obtained
with the two spectra are evident. As the mixing layers de-
velop faster in the case of the k-spectrum, a higher amount of
total mixing is observed compared to k−2. Only at very late
times the flow entrainment into the large vortices near the
walls and the higher energy modes generated by the
k−2-spectrum lead to more turbulent mixing and, conse-
quently, the total amount of mixing for the k−2-spectrum is
higher than the k-spectrum.
The second key parameter examined is the total turbu-
lent kinetic energy TKE. As noted earlier, the experiment
features an inclined material interface which is two dimen-
sional. Hence, the essentially two-dimensional “background
flow” is removed when considering the turbulence statistics
by first calculating a two-dimensional turbulent kinetic en-
ergy field. This is achieved through averaging in the
y-direction and then the required parameter is obtained by
integration over the whole volume as follows:
TKE = kdV , 6
where
k =  12ux − u˜x2 + uz − u˜z2 + uy2/ 7
and
u˜x = ux/, u˜z = uz/ . 8
Here,   denotes the two-dimensional average in a plane
normal to the lateral y-direction.
The evolution of TKE is shown in Fig. 9, where the
passage of incident and reflected shocks is indicated by sud-
den jumps in the TKE values. Note that the increase of TKE
caused by the interaction with the incident shock at times
less than 1 ms is not visible on the current plotting scale left
TIME [ms]
M
IX
[g
2
/c
m
3 ]
0 0.5 1 1.5 2 2.5 3 3.5 4
0.002
0.004
0.006
0.008
0.01 K (Δ=1/16cm)
K (Δ=1/32cm)
K-2 (Δ=1/16cm)
K-2 (Δ=1/32cm)
FIG. 8. Color Evolution of the total mixing parameter vs time for different
perturbation spectra and grid resolutions.
FIG. 9. Color Evolution of total turbulent kinetic energy for different perturbation spectra and grid resolutions.
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plot. Therefore, the first visible production of TKE is
shown as the reflected shock wave impacts on the right-hand
interface of the SF6 region at approximately 1.5 ms. Since
this interface features the inverse chevron geometry, the in-
crease at 1.5 ms is not a sharp jump but is rather gradual.
With respect to the TKE jump at 1.5 ms, the k-spectrum
encompasses more TKE than the k−2-spectrum compared on
the same grid. This may be due to the faster mixing layer
development of the k-spectrum. However, this effect can be
compensated for by increasing the grid resolution, as dem-
onstrated by the results obtained on the finer mesh.
Looking at early time when the incident shock passes
through the two interfaces Fig. 9, right plot, more turbulent
kinetic energy is produced for the k-spectrum because it con-
tains more small-scale energetic perturbations compared to
k−2. Because the less-energetic small-scale perturbations are
resolved better when refining the grid k−2-spectrum, a
higher increase in the TKE is observed at early times Fig. 9,
right plot. The TKE at the planar interface decays subse-
quently to a fairly similar level for both grids. However, the
early time development of turbulent kinetic energy also re-
veals that the limits of the numerical method are being
pushed on the coarse grid in terms of resolution power, es-
pecially for the k-spectrum.
A somewhat different picture is shown for the interaction
with the inclined interface at approximately 0.9 ms, where
the TKE is not grid-converged. The TKE just before reshock
at 1.3 ms is the same for the k−2-spectrum fine grid and
k-spectrum coarse grid. This behavior can be explained by
the additional energy associated with better grid resolution of
the Kelvin–Helmholtz type roll-ups at the inclined interface
for the k−2-spectrum. This is also confirmed by the fine grid
simulation using the k-spectrum. As a result, the postreshock
TKE on the fine grid in case of k−2 is equivalent to the TKE
level obtained on the coarse grid for the k-spectrum.
The most prominent increase in the TKE Fig. 9, left
plot coincides with two events occurring after 2.1 ms: the
primary reflected shock and a secondary shock reflection
passing through the left- and the right-hand interfaces, re-
spectively. Therefore, a strong amplification of TKE is vis-
ible at this point in time. The difference in the TKE jump
between the spectra cases is due to the excitation of different
modes present in the mixing zone. As the k−2-spectrum leads
to more large-scale features, more turbulent kinetic energy is
contained in the flow after the passage of the shocks. Note
that the initial shock amplifies the initial perturbations and
sets the “seed” for the main mixing process, which is due to
the reflected shocks. Although the high wavenumber compo-
nent of this seed is not fully grid-converged, it is reasonable
to assume that the final values of TKE depend only weakly
on it. This can be explained by the nonlinear nature of the
multiply shock process and by the fact that the low wave-
number component of the seed, which has a greater signifi-
cance at late times, is well resolved. Similar conclusions can
be found in Ref. 18. Therefore, after 2.1 ms, the TKE results
are expected to be better converged and are assumed to be
accurate despite the slightly under-resolved early time devel-
opment. Finally, when the secondary shock reflection passes
through the right-hand interface at approximately 2.5 ms, a
further increase of TKE occurs.
An additional integral parameter considered here is the
mass-weighted total enstrophy,
 =  u2dV . 9
This quantity has no converged values, but is expected to
increase with grid resolution. High levels of enstrophy indi-
cate many small energetic vortices, thus it can be used as a
measure of the small scales present in the flow. If the turbu-
lent kinetic energy has a k−5/3 Kolmogorov spectrum, then
the enstrophy should have a k1/3 spectrum. Therefore, inte-
gration up to a grid-related cutoff therefore suggests that 
−4/3.22
Figure 10 shows the evolution of total enstrophy during
the entire course of the simulations left and a close-up of
FIG. 10. Color Evolution of total enstrophy vs time for different perturbation spectra and grid resolutions.
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the development prior to reshock right. As expected, when
the incident shock wave impacts on the planar interface at 0
ms, more enstrophy is produced from the k-spectrum because
it contains more small-scale turbulent structures than the k−2
spectrum. Maintaining the form of the spectrum and increas-
ing the grid size lead to higher values because the small-scale
perturbations are better resolved on a finer grid. For the
shock interacting with the inclined interface at approximately
0.9 ms, the grid resolution has an even more pronounced
effect on the enstrophy production. It outweighs the influ-
ence of the initial spectrum as seen by the high peaks for
both spectra with a grid spacing of =1 /32 cm on the right-
hand side in Fig. 10. However, a sharp decrease in enstrophy
can also be observed as the shock passes the inclined inter-
face. Lower levels of enstrophy are apparent after reshock at
1.6 ms in the case of k−2 when compared to k on the same
grid. The use of a finer grid compensates for this effect and
leads to similar values with the k-spectrum on the coarse
grid. However, because the small scales introduced by the
perturbations are already in the limit of the grid resolution
=1 /16 cm, the enstrophy levels off in the coarse grid
simulations. In contrast, a finer mesh allows for the vortex
dynamics to act on the small scales and, consequently, the
enstrophy keeps increasing. After 2.1 ms, when both the pri-
mary and the secondary reflected shocks cause the large in-
crease in enstrophy, a grid-dependent enstrophy level
emerges irrespective of the initial state prior to the interac-
tion. During the late-time development, the enstrophy gener-
ated from the k-spectrum appears to slightly drop because the
flow lacks the large energetic scales that is fed upon. Halving
the mesh size increases the peak value of enstrophy by a
factor of 2.5, which is very close to a value of 2.52 predicted
by the 4/3 power scaling discussed above. It is interesting
to note that the difference in enstrophy by a large factor
corresponds to only small differences in the total amount of
mixing, which confirms that mixing is driven mainly by the
resolved larger scales.
VI. CONCLUSIONS
The flow physics associated with the passage of a shock
wave, including reshocked flow, through an inclined material
interface with perturbations with different spectra but the
same variance, has been investigated. The test case consid-
ered here has been based on the experimental work of Holder
and Barton.21
Short wavelength surface irregularities approximated by
a power spectrum proportional to the wavenumber of the
mode lead to more total mixing in the early stages, but can-
not maintain the turbulent mixing rate at late times due to the
lack of long-living large energetic scales. Additionally, the
turbulent kinetic energy decays faster after shock interaction
with the inclined interface when compared to long wave-
length surface irregularities characterized by a spectrum of
the form Pkk−2.
Initially, the total amount of small-scale structures
present in the flow, as quantified by the integral value of
enstrophy, is sensitive to the perturbation spectrum. As the
flow evolves, however, a level independent of the initial con-
dition emerges and the late-time development is dominated
by the total amount of TKE.
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