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ABSTRACT
In this paper, we introduce a novel approach for face stereo
reconstruction in passive stereo vision system. Our approach
is based on the generation of a facial disparity map, requiring
neither expensive devices nor generic face models. It consists
of incorporating face properties in the disparity estimation to
enhance the 3D face reconstruction in real time application.
An algorithm based on the Active Shape Model (ASM) is pro-
posed to acquire 3D sparse estimation of the face with a high
confidence. Using sparse estimation as guidance and consid-
ering the face symmetry and smoothness, the dense disparity
is completed. Experimental results are presented to demon-
strate the reconstruction accuracy of the proposed method.
Index Terms— 3D reconstruction, binocular stereovi-
sion, Face properties.
1. INTRODUCTION
Depth estimation for faces is an important problem that has
been conjointly studied with face animation [1], facial analy-
sis and face recognition [2].
In the past few decades, many approaches have been pro-
posed, including 3D from stereo matching [3], 3D morphable
model based methods [4], structure from motion [5] and shape
from shading techniques [6]. However, how to efficiently ac-
quire facial depth information from stereo images is still a
challenging problem, especially in binocular passive systems,
where only one image pair is used and no structural lighting
is available.
In the literature, a wide spectrum of works dealing with
the problem of 3D reconstruction using a binocular passive
stereo systems is proposed [7]. The major problem of these
approaches lies in the definition of a stereo matching scheme
for a given image pair. Indeed, this problem is more crucial
with poorly-textured face images. This leads to ambiguities
and additional complexities for matching algorithms. There-
fore, a few approaches for dense 3D face reconstruction in
binocular passive stereo system have been proposed compar-
ing to those of active and multi-view stereo vision. Most of
the existing methods are based on a fitting step of the esti-
mated depth to a generic 3D model [8, 9, 10]. Le et al. [8]
have built a coarse shape estimation based on 3D key points,
and then used a linear morphable model to efficiently match
the detailed shape and texture. Authors in [9] fit a sparse re-
construction of manually selected points to a generic model
using a Thin-Plate Spline (TPS) method. In [10], a reference
3D face is used as an intermedium for correspondence calcu-
lation. The virtual face images with known correspondences
are first synthesized from the reference face. Then the known
correspondences are extended to the incoming stereo face im-
ages, using face alignment and warping. The complete 3D
face can thus reliably be reconstructed from stereo images.
The problems of these methods are the high cost of process-
ing time related to the fitting step and the manual initialization
requirement e.g. in [10], for the face alignment step. Another
disadvantage of these methods is the fact that the resulting
faces are more similar to the generic model than to their spe-
cific model. In [11], Lengagne et al. proposed to apply an
iterative algorithm to refine the face model resulting from the
fitting process of the sparse disparity to the 3D generic model
using differentials constraints. This method has an additional
computation cost since it includes an iterative deformation
step plus the calculation of the principle curvatures on each
vertex. Also, it is very sensitive to noise because it uses the
second derivative for calculating curves. Some attempts have
been proposed to use the Shape From Shading (SFS) method
to enhance the stereo matching process. Cryer et al. [12]
proposed to merge in the frequency domain the dense depth
maps obtained separately from stereo and from SFS. How-
ever, in this method both processes are very sensitive to the
lighting conditions. Besides, for SFS, it is assumed that the
surface reflectance map or at least its form is known.
In this paper, we propose an improved method for deter-
mining the disparity information of a human face from stereo
matching in a binocular vision system without using neither
3D generic model nor iterative process. Our method consists
of incorporating smoothness, symmetry, and topological face
properties the estimation process to improve the result of the
matching process.
The remainder of this paper is organized as follows. First,
we describe the depth estimation process in Section 2. In Sec-
tion 3, we introduce the proposed method. In Section 4, we
show preliminary results of this ongoing work, whose goal
is to build 3D face models using entirely passive techniques.
Finally, Section 5 concludes the paper.
2. CORRELATION-BASED METHOD FOR DEPTH
ESTIMATION
Depth estimation process in binocular passive stereo system
consists of reconstruction of 3D information of a scene cap-
tured from two different points of view. A step called dispar-
ity estimation is crucial for the reconstruction of the depth in-
formation. In order to estimate a disparity map for the scene,
it is necessary to find pixels in both images that correspond
to the projection of the same real word point. This process
is called stereo matching process. While many stereo match-
ing algorithms have been proposed [7], correlation-based al-
gorithms still have an edge due to speed and less memory
requirements [13].
A correlation-based stereo matching algorithms typically
produces dense depth maps by calculating the matching costs
for each pixel at each disparity level in a certain range. Af-
terwards, the matching costs for all disparity levels can be ag-
gregated within a certain neighborhood window. Finally, the
algorithm searches for the lowest cost match for each pixel.
The most common is a simple winner takes-all (WTA) min-
imum or maximum search over all possible disparity levels.
Different similarity measures are used in correlation- based
methods. The most common ones are: Sum of Absolute Dif-
ferences (SAD), Sum of Squared Differences (SSD), Normal-
ized Cross Correlation (NCC) and Sum of Hamming Dis-
tances (SHD).
These methods suffer from 3 essential problems :
1. Implicit hypothesis: all points of window move with
same motion, that is they are in a fronto-parallel plane.
2. Aperture problem: the context can be too small in cer-
tain regions, lack of information.
3. Adherence problem: intensity discontinuities influence
strongly the estimated disparity and if it corresponds
with a depth discontinuity, we have a tendency to dilate
the front object.
Assuming the rigidity of the face and its smoothness, the
first and the third problems will not influence the estimation
result. However, the aperture problem is a major problem for
face disparity estimation since the face has many homogenous
areas which can generate holes, spikes and many uncertain
disparities. We propose to overcome the aperture problem
by incorporating the smoothness, the symmetry and the topo-
logical properties of the face while maintaining its real-time
suitability.
After the stereo matching process, depth information of a
point p(x, y, z) with an estimated disparity d is done as:
d =
fb
z
. (1)
where f , b are the camera focal and baseline respectively.
3. PROPOSED METHOD FOR DISPARITY
ESTIMATION
In order to estimate the disparity map, photo-consistency
measures used in correlation-based method are not always
sufficient to recover precise geometry, particularly in low-
textured scene regions (the aperture problem). It can there-
fore be helpful to incorporate face proprieties that bias the
reconstruction to have desired characteristics.
The disparity estimation is done in two steps: first, we
calculate the sparse disparity of the face points with high con-
fidence. Then, using this result, dense disparity map for the
whole face is estimated using the common correlation method
considering the topological information, the smoothness and
the symmetry properties of the face.
3.1. Sparse disparity calculation
In order to establish the sparse disparity, we apply an ASM
(Active Shape Model) [14] fitting algorithm on both images
instead of correlation method. We use the ASM fitting, be-
cause in addition of the color information used in correlation
methods, it includes the shape information obtained by an off-
line learning process on a face database, which guarantees a
good face features localisation in the stereo pair, and therefore
a high disparity confidence at those points.
After the ASM fitting, we obtain the 2D coordinates of
n face feature points in right R = {(xi, yi), i ∈ [1, n]} and
left L = {(x′i, y
′
i), i ∈ [1, n]} images, which are then used to
obtain the final set of 3 coordinates: P = {pi(x, y, d), i ∈
[1, n]}, which is the 3D sparse representation of the face.
Since we use a calibrated system and rectified stereo pairs, the
y coordinates of each corresponding points are then normal-
ized to their mean. The disparity d of the points is calculated
using the Euclidian distance as follows:
d(pi) =
√
(xi − x′i)2 − (yi − y′i)2. (2)
3.2. Dense disparity calculation
In this step, we calculate disparity of non-characteristic points
of the face in a two-step process.
In the first step, we project the obtained 3coordinates set
P in the 3D space : (o, ~x, ~y, ~d) to obtain a sparse 3D represen-
tation of the face. Then a process consisting of decomposing
the face disparity into different ranges is performed. Using
the assumption of the depth face symmetry and smoothness,
we decompose the 3D surface with a set of level planes with
associated disparity values as in Figure 1.
The decomposition step guaranties the smoothness of the
final estimated disparity map and also limits the area search
from the entire epipolar line to just a small segment. It also
reduces the number of spikes since it limits the disparity range
of each face part into the minimum and the maximum of the
neighbor ranges.
 Fig. 1. The face surface decomposition.
In order to obtain the disparity of a given point p belong-
ing to a given plane Pn, we define the disparity interval as
[DispMinp, DispMaxp] where DispMinp is the disparity
range associated to the plane Pn and DispMaxp is that of
Pn+1.
In the second step, we calculate the disparity of all non-
characteristic points, using their disparity ranges to initial-
ize the algorithm of the correlation. Given a face point
p, with both the right projection pr and the left projec-
tion pl , a correlation window w and a disparity interval
[DispMinp, DispMaxp], we aim at obtaining the disparity
d ∈ [DispMinp, DispMaxp], which maximizes the corre-
lation equation E(d) :
E(d) = Similarity(pl(x, y), pr(x+ d, y)) (3)
For the similarity function, we have used the SAD measure
that is calculated by subtracting pixel grey level values within
an n ∗ m rectangular neighborhood window w, between the
reference image Il and the target image Ir, followed by the
aggregation of absolute differences within the square window.
SADIl(x,y),Ir(x′ ,y′ )) =
m∑
u=0
n∑
v=0
|Il(x+ u, y + v)
− Ir(x′ + u+ d, y′ + v)|. (4)
4. EXPERIMENTS, RESULTS AND DISCUSSION
In this section, we describe the implementation of our
method, experiments and we evaluate our results quantita-
tively and a qualitatively.
In Figure 2, we compare the disparity map estimated by
the SAD method to our method that includes the prior knowl-
edge by applying ASM. The stereo pair is captured using a
Bumblebee stereoscopic system composed of two CDD pre-
calibrated cameras mounted on a horizontal support.
         
(a) (b) 
Fig. 2. Disparity map (11*11) window :(a) SAD correlation-
based method, (b)Our method.
Results show that considering the face shape and its prop-
erties can enhance the disparity map in terms of smoothness
and also in terms of reducing the noise (holes and spikes) oc-
curring due to insufficient texture in homogenous face areas.
In order to compare the 3D face models generated by
our method to actual 3D models, we built a binocular stereo
database of 110 faces from the Texas 3D Face Database [15].
The depth map is generated using Equation 1. They are of
size 325 ∗ 488 pixels with a resolution of 0.32 mm along the
x, y, and z dimensions. A preprocessing step consisting of
a median filtering is applied in order to fill holes and delete
spikes. Figure 3 shows the reconstructed and the real models
of some faces.
 
Fig. 3. Top row : original 3D model, Bottom row : depth map
generated with our method.
We can observe that result of correlation based method
are very poor in term of depth information and the depth rang
estimated is very small comparing to the results of our method
which are very similar to the original 3D model. Noises in our
results were very small so they are all omitted by the median
filter. However, result from correlation based method were
very noisy and they still even after preprocessing.
In order to better evaluate the results we have applied the
ICP (Iterative Closest Point) algorithm between original 3D
models and those generated with our method is performed.
Figure 4 shows the similarity matrix of this experiment and
the mean of each diagonal.
 
Our method Correlation-based method  
Mean(Diagonal) = 109,334 mm Mean(Diagonal) = 280,928 mm 
Fig. 4. Similarity matrix of the original and reconstructed 3D
faces of the database.
We can see in Fig 4 that the matrix diagonal of our method
is more clair then the correlation-based method were the diag-
onal is in clair just for some models, which demonstrates the
accuracy of our result. An other important point is that the
difference between a person model generated by our method
and the others person models is large. However, using the
correlation-based methods even if it gives a small distance
between models of the same person, it gives the same with
different person, which shows the specificity of the recon-
structed model of our method which is garanteed by the using
of the ASM of each person when calculating the depth map.
The results show that the proposed strategy is robust and ac-
curate.
5. CONCLUSIONS
This paper presents an original attempt of face depth estima-
tion in a passive stereoscopic system. Unlike other general
methods used for disparity calculation for any object, we in-
troduced a dedicated method for face depth estimation that
uses the shape characteristics of the human face, obtained by
adjusting an ASM, to improve result of the correlation-based
method. Our method enhanced the classical correlation-based
method for disparity calculation, in terms of depth estimation
efficiency, while satisfying the real-time constraint. The ex-
perimental results show that the proposed algorithm produces
a smooth and dense 3D point cloud model of human face, ap-
plicable to a wide real time range of 3D face reconstruction.
Our approach also opens up many perspectives for improve-
ment and expansion. The estimation of the sparse disparity
can be improved by using Active Appearance Models [16] in-
stead of ASM, which would give more successful adjustment,
because they use the texture information. The 3D Active Ap-
pearance Models [17] could also enhance the result since is
robust to pose variation.
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