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Abstract
Frustrated magnetic materials have long been a topic of intense research interest
due to the variety of exotic states found in such systems. Here I present a study
of the role of the local environment on two families of frustrated materials.
The ferrimagnetic spinel CoV2O4 has been a topic of recent interest, both
as a frustrated insulator with unquenched orbital degeneracy and as a near-
itinerant magnet which can be driven metallic with moderate applied pressure.
Here, we report on our recent neutron diffraction and inelastic scattering mea-
surements on powders and epitaxial thin films. In both samples we observe a
phase transition at T = 90 K. In the bulk sample a weak (∆aa ∼ 10
−4), first order
structural phase transition at T ∗ = 90 K is found. This transition is charac-
terized by a short-range distortion of oxygen octahedral positions, and inelastic
data further establish a weak ∆ ∼ 1.25meV spin gap at low temperature. To-
gether, these findings provide strong support for the local orbital picture and
the existence of an orbital glass state at temperatures below T ∗.
The strain from lattice mismatch with the substrate causes the thin film
sample to be in a lower symmetry state and is found to have an orthorhombic
structure. Neutron scattering results show that there is a large spin re-ordering
transition at TN2 = 90 K, where the initially collinear ferrimagnetic Co and
V spins rotate from pointing along the (001) above 90 K to being entirely in
the a-b plane below 90 K. The low temperature magnetic phase has collinear
Co spins that point along the (110) and V moments that remain in the plane,
but are canted away from the (110) by a large angle. This magnetic phase is
consistent with orbital ordering transition at 90 K which is strengthened by the
strain from the lattice mismatch.
The second family of materials studied here is the family of compounds
MgRE2Se4 (RE ∈ {Ho, Tm, Er and Yb}). Particular attention is given to the
case of RE = Er where it is shown that this material is a spin ice. In spin
ice research, small variations in structure or interactions drive a multitude of
different behaviors, yet the collection of known materials relies heavily on the
‘227’ pyrochlore structure. Here, we present thermodynamic, structural and
inelastic neutron scattering data on a new spin-ice material, MgEr2Se4. X-
ray and neutron diffraction confirm a normal spinel structure, and places Er3+
moments on an ideal pyrochlore sublattice. Measurement of crystal electric
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field excitations with neutron inelastic scattering confirms that the moments
have perfect Ising character, and further identifies the ground state Kramers
doublet as having dipole-octupolar form with a significant multipolar character.
Heat capacity and magnetic neutron diffuse scattering have ice-like features, but
are inconsistent with Monte Carlo simulations of the nearest-neighbor and next-
nearest-neighbor dipolar spin-ice (DSI) models. A significant remnant entropy
is observed as T→0 K, but again falls short of the full Pauling expectation
for DSI, unless significant disorder is added. We show that these observations
are fully in-line with what is recently reported for CdEr2Se4, and point to the
importance of quantum fluctuations in these materials.
For all of the other compounds in the MgRE2Se4 series we present inelastic
neutron scattering (INS) measurements of the CEF excitaions on the family
of compounds MgRE2Se4 (RE ∈ {Ho, Tm, Er and Yb}). These compounds
form in the spinel structure, with the rare earth ions comprising a highly frus-
trated pyrochlore sublattice. Within the symmetry constraints of this lattice,
we fit both the energies and intensities of observed modes in the inelastic neu-
tron scattering spectra to determine the most likely CEF Hamiltonian for each
material and comment on the ground state wavefunctions in the local electron
picture. In this way, we experimentally confirm MgTm2Se4 has a non-magnetic
ground state, and MgYb2Se4 has effective S =
1
2 spins with g‖ = 5.188(79)
and g⊥ = 0.923(85) µB . The spectrum of MgHo2Se4 indicates a ground state
doublet containing Ising spins with g‖ = 2.72(46), though low-lying CEF lev-
els are also seen at thermally accessible energies δE = 0.591(36), 0.945(30) and
2.88(7) meV, which can complicate interpretation. Additionally neutron powder
diffraction measurements show that MgHo2Se4 does not exhibit any magnetic
order down to temperatures of 300 mK.
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Preface
The discovery of new magnetic states of matter has long been an active and fruit-
ful field of research. Every project I have worked on, and report on here, has
had the common goal of finding and characterizing new materials which exhibit
exotic frustration-driven phenomena. Achieving this goal in practice requires
success in several different steps. For studying geometric magnetic frustration
we would look for systems with the proper combination of lattice geometry,
magnetic interactions and geometry of local moments. Depending on the infor-
mation available, we may be able to know only some of these properties ahead
of time when choosing materials to study. For example with the MgRE2Se4
series of materials covered in Chapters 5 and 6, we knew that the samples had
the required lattice geometry for frustration and results in a similar compound
CdEr2Se4 were indicative of the local moment geometry and interactions for the
RE = Er case only[108], however we knew little aside from the lattice structure
for the other cases of RE = Ho, Tm, and Yb before we began.
The next step after identifying a promising material is actual synthesis of
the material and sample growth. This step has been in my experience is the
most unpredictable and most difficult. Even when there is a published method
for preparing samples, it rarely gives enough detail for a successful synthesis
without a few trials. For example a typical description of a solid state synthesis
would say simply that materials were mixed in the appropriate ratio, sealed in
an evacuated silica tube and heated at X temperature for Y amount of time.
This description does not explain how the materials were previously stored, how
much was made at once, whether there was a container or crucible inside the
silica tube, what pressure the silica tubes were evacuated to, the thickness of
the silica tube, whether the sample was loose powder or a pressed pellet, nor
the ramp rate going to X temperature and back to room temperature. In my
experience any one of these unexplained factors could lead to a failure of the
synthesis. I have had experiences where the tube would explode if I had over
1 g sealed per tube, samples that must be mixed in an inert environment to
be successful, and worked with compounds that react with the silica tube and
require that the tubes be coated in carbon or they would shatter.
In many cases there isn’t a published recipe for how to make a new sample,
which requires us to make an informed guess as to what may work. A good
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guess as to the temperatures and ratios of compounds needed can be easily
made if there is a phase diagram available, however for a system with three or
more elements the prior existence of a phase diagram is unlikely. Thus we try
methods that work for similar compounds, which does not guarantee success.
As part of a project not covered in this thesis, I have tried and failed several
different methods to safely create K2IrF6 by fluorinating K2IrCl6; the methods
I tried were based on what worked for making other fluorine based compounds
I had found in literature. Since we were unable to safely create the fluorinated
compounds, that branch of the research project was dropped. As another exam-
ple, I had attempted many different methods of growing a single crystal of the
MgRE2Se4 compounds discussed in Chapters 5 and 6 and had no success, al-
though now Alexandra Cote1 has had some success in growing crystals of select
members of the series.
The next step is closely intertwined with sample growth, and it is to char-
acterize the quality of the prepared samples. It is crucial to be able to prove
that the samples you are studying are indeed what you believe them to be.
Without a good understanding of any impurities and defects of the sample, it
becomes very difficult to be confident that the effects measured are indeed due
to the sample and not an artifact of a bad quality sample. On the other hand,
a good understanding of the impurities in a sample allows us to separate the
impurity signals and the intrinsic ones in a measurement and gain confidence in
our results. A critical example of using a good understanding of the quality of
the samples measured is given in Chapter 6.
The final two steps are to perform the measurement and analysis of that
measurement. For beamline experiments, the most common type of experiment
in this thesis, the experiment itself usually requires input from several people, as
care must be taken to ensure that the beamline remain productive through the
entire 24 h day. As such, there are several projects for which I participated in
collecting data at the beamline, with little other involvement; for those reasons
I omit the discussion of these projects from this document. I did not participate
in the measurement of the powder CoV2O4 samples mentioned in Chapter 4,
but was involved in the thin film measurements in the same Chapter as well as
all of the beamline experiments in Chapters 5 and 6.
Analysis of experimental results usually starts at the beamline, for making
decisions on the spot. For example, determining the time required to get the
necessary statistics in a measurement is impossible to predict exactly and will be
subject to on the fly adjustment. But the bulk of the analysis will happen after
the experiment is over. In a sense, this was my favorite part of research. It was
often when looking carefully at data that interesting discoveries were made. For
example, when analyzing the elastic neutron scattering data of bulk CoV2O4
(discussed in Chapter 4), the structural transition at 90 K went unnoticed for the
first several discussions on the data. When I finally noticed a jump in the lattice
1Dept. of Physics, University of Illinois, Urbana IL
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parameter, I wasn’t convinced it was a real feature until we saw the same feature
at the same temperature in other parameters as well. With the exception of
the spin wave analysis in Chapter 4, all of the analysis of experiments presented
here was done by me.
As is to be expected with novel research, there is no guarantee that any sin-
gle step will be successful. I was fortunate enough to work on several different
projects, which were at various steps of the materials discovery and charac-
terization process. This ensured that if some project did not yield interesting
results I still had several other avenues of research to pursue, and it allowed
me to test how much I enjoyed the different steps of a project, whether it was
sample synthesis, measurement or analysis. In the end I believe my graduate
research career at the University of Illinois has been quite successful, and in the
following pages I will discuss many of results of this research. These results have
been published in three papers 2[185, 230, 187], and a fourth manuscript which
is currently under review and a preprint may be found at the arXiv.org3[186],
the results of these papers are covered in the final three chapters of this thesis.
Other projects I have helped with have had their results published in three other
papers 4[105, 31, 2], however I did not play a large enough role in those projects
to consider them as part of my thesis work.
2 D. Reig-i Plessis, S. V. Geldern, A. A. Aczel, D. Kochkov, B. K. Clark, and G. J. Mac-
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The unifying themes of my graduate work are geometric frustration and local
moment magnetism. In this chapter, I introduce the concept of local moments,
how they interact with each other and how the local moments are shaped by the
local environment in a crystal. Afterwards, I go into how the combination of the
local moments and interactions leads to new ordered phases, and lastly go into
geometric frustration and how competing interactions can lead to exotic phases
of matter. Each of these topics is quite broad, and the focus on each of each
discussion will be to cover what is needed to understand the results presented
in the later chapters of the thesis.
1.1 Local Moments
The Bohr-van Leeuwen theorem [1, 236, 203] showed in 1911 that magnetic
materials could not exist from classical currents only, and it was in the 1930’s
with Louis Néel’s theory of spin interactions that the quantum mechanical mag-
netic moments of electrons were understood to be behind magnetic materials
[147, 148]. Although it is easy to visualize a lattice of magnetic moments, such
a model for local moment magnetism is deceptively complicated. The interplay
between a seemingly endless variety of geometry and interaction constraints
gives rise to a very large number of often surprising, exotic phenomena.
Local moment magnetism occurs in compounds with electrons in partially
filled orbital shells1, yet may not be delocalized as predicted by band theory2.
Classically, a charged particle with angular momentum L will have a magnetic
moment µ given by
µ = − eh̄
2m
L (1.1)
where L is the angular momentum. Since the electrons have spin angular mo-
1Given that the magnetic moment scales as 1
m
we will ignore the moment of nucleus, which
is on the order of 10−3 times that of the electrons.
2Localized unpaired electrons are found in Mott insulators, that is systems where the
electron-electron interaction energy is large enough to force the unpaired electrons to remain
localized. Metals have different mechanism for magnetism such as the Stoner model and , but
here we will only focus on local moments.
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where µB ≡ eh̄2me is the Bohr magneton, S is the spin of of the electron, and g
is the g-factor, which for an electron is nearly equal to 2, and is a result of the
angular momentum being due to spin instead of classical orbital motion. The
total moment at each atom will be a combination of the spin and orbital degrees











S(S + 1)− L(L+ 1)
2J(J + 1)
. (1.4)
The overall value of L, S, and J can usually be found using Hund’s rules which
state (1) that no more than two electrons can occupy a given orbital, (2) orbitals
will be filled such that both L and S are maximized and (3) spin orbit coupling
leads to J = L + S (J = |L − S|) for atoms with a more than half-filled shell
(half-filled or less). Hund’s rules are a result of Pauli exclusion combined with
the Coulomb interaction between electrons, which leads to a splitting of the
degeneracy of the orbitals3. The strength of this effect is called Hund’s coupling,
and it competes with the crystalline electric field and spin-orbit coupling which
are covered in the next section. How the orbital component affects the moment
size of an atom in a compound strongly depends on the combination of these
three effects.
1.2 Crystal electric fields
The coupling of the magnetic atom’s orbital degrees of freedom with the electro-
static potential of the lattice is a combination of the hybridization with neigh-
boring orbitals and the electrostatic potential from nearby atoms. The effect
of hybridization and the electrostatic potential have the same symmetry as the
neighboring atoms and thus affect the atom in the same way; here I will refer to
the potential of both simply as crystal electric field (CEF)4. The combination
of Hund’s coupling, spin orbit coupling, and CEF will split the otherwise degen-
erate energy levels of orbital and spin combinations in the valence band. This
means that the nature of the local moment is highly dependent on the properties
of the ion and the local environment, which determines symmetry and energies
3Details on this mechanism are given in a later section, when interactions between moments
are considered.
4Some authors will call the effects of hybridization the ligand field, and use crystal electric
field to only refer to the electrostatic potential.
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of the spin orbital states that diagonalize this Hamiltonian. This determines the
symmetry of the ground state, as well as the temperature where excited states
may be occupied. Examples include moments with strong anisotropy which
point only along one axis µ = (±Sz, 0, 0) with fixed Sz (Ising spins), entirely
isotropic moments with a fixed |S| and S = (Sx, Sy, Sz) (classical Heisenberg
spins), and systems which retain the quantum mechanical nature of the spinors
such as for the spin- 12 system where µi = σiS and σi are the Pauli matrices
(quantum Heisenberg spins).
The first step to determining the nature of the local moments is to compare
the energy scales of Hund’s coupling, spin-orbit coupling (L · S), electrostatic
potential of the crystal, and the hybridization of covalent bonds. For the more
extended d-orbital electrons which have strong overlap with neighboring atoms,
the effects of the CEF will be large (typically on the order of 100’s of meV
to several eV). This means that Hund’s coupling can be comparable to to the
hybridization energy, and spin orbit coupling will vary from much smaller for
3d atoms (tens of meV) up to comparable to the CEF for 5d atoms ( ≈ 0.5 eV)
[237]. On the other hand f-orbitals are small and generally shielded by the p
orbital leading to small CEF energies of no more than 100 meV, much smaller
than typical spin orbit coupling or Hund’s coupling energies. Because of the
different energy scales, we will consider d-orbital transition metal atoms and
the f-orbital rare earths separately.
1.2.1 f-electrons
In the simpler case of the f-electrons systems in the rare earths, the energy of
Hund’s coupling and spin-orbit coupling can be considered large enough such
that the CEF effect is treated perturbatively on a ground state manifold decided
by L · S coupling and Hund’s rules. First we apply Hund’s rules to find the
total J value of state. We can then apply the CEF to break the degeneracy
of the {|J,−J〉 , |J,−J + 1〉 , ..., |J, J − 1〉 , |J, J〉} multiplet5. By breaking this
degeneracy the symmetry of the ground state is selected; for example if a ground
state is composed primarily of the doublet ψ0+ = |J,J〉 and ψ0− = |−J,J〉, and J
is large, this would be considered an Ising spin. Further discussion as to how the
CEF can be used to calculate the ground state in f-electron systems is given in
Chapter 36, and a discussion of the physics of different possible spin symmetries
on the pyrochlore lattice is given in Chapter 6.
5Although here we only consider the ground state J multiplet, it is sometimes useful to
consider the spin orbit coupling and CEF perturbations together to include higher energy mul-
tiplets and it can give small corrections to the symmetry of the ground state wavefunction[202].
6It is worth noting that the calculation in Chapter 3 only includes the electrostatic potential
and ignores hybridization which for transition metals would be the dominant interaction, so
using the point charge method described there will give incorrect values of the splittings for




Figure 1.1: The splitting of the d-orbitals due to an octahedral coordination
(a), with examples of the high spin state (b) and the low spin state (c).
1.2.2 d-electrons
For transition metals, the effect of the CEF is more complicated, as the energy
scale of Hund’s coupling and spin orbit coupling can be comparable to that of
the CEF. When spin orbit coupling is small, which is the case for 3d and 4d
transition metals, we can apply the CEF perturbation to multiplets first, and
then add L · S coupling as a perturbation after[248]. This allows us to get a
general result of the splitting of the d-orbitals from the symmetry of coordinating
atoms instead of having a different result for each J state in the rare earths.
I give the example of an octahedral local environment7 which will split the
degenerate d-orbitals to the triply degenerate t2g with the doubly degenerate eg
at an energy ECEF above it, as shown in Figure 1.1 (a).
If the self exchange energy of Hund’s coupling is larger than the CEF splitting
energy ECEF, then we would expect the orbitals to fill up each unoccupied orbital
first and be in the high spin state shown in Fig. 1.1 (b). Otherwise, if the Hund’s
coupling terms is smaller than ECEF the low lying CEF levels will fill up first
and the system will be in the low spin state shown in Fig. 1.1.
In the example of Fig. 1.1 (b) and (c), there is a degeneracy for the final
electron. This degeneracy can be lifted if the lattice distorts away from the
cubic symmetry. Since the elastic energy of the lattice begins at a minima,
such a distortion will lead to an approximately quadratic increase in energy.
The energy of the orbitals will split to the first order in perturbation theory,
and so they will have a linear change in energy. This means that the system
has an energy minimum with a finite distortion of the lattice, which leads to a
7The octahedral coordination is chosen as an example due to the relevance to the vanadium
in CoV2O4 discussed in Chapter 4.
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spontaneous symmetry breaking at a finite temperature[89]. This is the Jahn-
Teller effect, and the lowering of symmetry and selection of an orbital ground
state means that there is long range order of which orbital is occupied, also
called orbital order. The orbital degeneracy and subsequent orbital ordering
is important to the results of Chapter 4 on and orbital ordering transition in
CoV2O4.
1.3 Interactions
To complement the diversity of symmetry of local moments, there are also many
different forms of interactions between local moments. Below is a discussion of
the several of the most common forms of interactions between moments in local
magnetic systems.
1.3.1 Dipolar interaction
The most trivial case of interactions is the simple dipole-dipole coupling. Any
two spins will interact due to the coupling of their dipole moment with the






(3(S1 · ur)(S2 · ur)− S1 · S2) , (1.5)
where ur is a unit vector along r. Such dipole-dipole interactions were shown
theoretically to form a long range ordered state by Luttinger and Tisza in
1946[120], which was observed by Roeser et al. in the 90’s with Cs2NaRE(NO2)6
with RE = Dy, Er, Gd and Nd [196]. This interaction plays a large role in the
results of Chapter 5. With the exception of these cases however, this interaction
is usually quite weak on the short scale compared to the interactions we discuss
next.
1.3.2 Coulomb interaction
The next simplest interaction is the Coulomb interaction. This interaction is a
direct result of the Coulomb repulsion between electrons and the requirement
for an antisymmetric wavefunction between fermions. Parallel spins in a two
electron wavefunction required the spatial component of the wavefunction to be
antisymmetric, while the antiparallel spin case requires a symmetric pairing of
spatial wavefunctions. The antisymmetric pairing of spatial wavefunctions will
usually have a lower Coulomb energy, meaning that this interaction leads a lower
energy for coaligned spins, therefore it is a ferromagnetic interaction[248]8. A
8This is the mechanism for the second Hund’s rule that electrons in an unfilled shell will
tend to be aligned to maximize S and L. The energy splitting due to this effect within and
atom is often referred to as Hund’s coupling.
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Ja,bSa · Sb, (1.6)
and since the interaction is ferromagnetic we have Ja,b > 0.
1.3.3 Exchange interaction
Related to Coulomb interaction, we also need to consider charge fluctuations, or
exchange interactions. Using the convention of the Hubbard model we consider
















where ĉ†aσ and ĉaσ are the creation and annihilation operators at site a with
spin σ. For a two electron system we get the basis vectors |↑↓, 0〉, |, ↑↓〉, |↑, ↓〉,
|↓, ↑〉, |↑, ↑〉, |↓, ↓〉 and the resulting Hamiltonian
H =

U 0 t −t 0 0
0 U t −t 0 0
t t 0 0 0 0
−t −t 0 0 0 0
0 0 t 0 0 0
0 0 0 0 0 0

, (1.8)








. If we consider systems
where U  t we can simplify the energies to
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, and find that
the lowest energy states have E = − 4t
2
U and E = 0. The ground state is the
spin singlet 1√
2
(|↑, ↓〉 − |↓, ↑〉) with a component of the double occupied states
that vanishes as tU , and the first excited state at E = 0 is the spin triplet state.
Physically this can be interpreted as a lowering of energy for antiparallel with
the allowed hopping, while parallel spins are disallowed from hopping due to
Pauli’s exclusion principle. This leads to a spin Hamiltonian like Eq. 1.6 but
Ja,b < 0.
1.3.4 Superexchange
For most of the compounds studied here, the magnetic ions are not directly
adjacent to each other but rather separated by nonmagnetic anions. Because of
this, one can expect that the Coulomb interaction which requires overlap of the
spatial wavefunction (decays exponentially with |ra,b|) to become very small,
and the strength of direct exchange decreases with the decreased hopping rate
of distant atoms. There is however a form of exchange mediated by intermedi-































Figure 1.2: Geometries for different superexchange paths. In (a), and (c) the
effect is antiferromagnetic and mediated with direct overlap of two half-filled
orbitals and a filled px orbital. In (b) the superexchange is ferromagnetic, and
is mediated by overlap of a half filled dx2−y2 and an empty dx2−y2 to the same
px orbital plus the Coulomb exchange between the half-filled dxy and the empty
dx2−y2 . The interaction in (d) is ferromagnetic and is mediated by overlap to
two orthogonal orbitals orbitals in the non-magnetic ion px and py.
formalized by Anderson9[6]. Superexchange is a multi hopping process that
involves coupling of two unfilled orbitals with filled p or s orbitals of the non-
magnetic atom. The multi hopping is mediated by an intermediate excited state
where an electron from the filled p orbital is transferred to either magnetic atom.
We assume that all hopping processes preserve the spin state of the electron.
Given a specific energy barrier Htr to transfer from ground state to excited





〈t|Htr |u〉 〈u|Hex |u′〉 〈u′|Htr |t′〉
(Eu − Et)(Eu′ − Et)
, (1.9)
where t and t′ are the initially degenerate ground states, u and u′ are the excited
states. While we won’t work out matrix elements here, we can look at a few
example configurations and estimate the sign of the exchange.
For orbital configurations shown in Figure 1.2 (a) and (b), there is strong
9It was found that in MnO, the Mn spins were uncorrelated with the nearest neighbors,
but were antiferromagnetically aligned with the next nearest neighbors which were separated
from each other by 180◦ about an oxygen atom. This indicated that the exchange mediated
by the oxygen atom must be far larger than the direct interaction with the nearest neighbors,
hence named superexchange for unexpectedly large interaction.
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coupling between a single filled p orbital and d orbitals of two magnetic atoms.
We consider the two sets of initial ground states: either parallel or antipar-
allel spins in the d orbitals. States are represented with three kets, one for
each atom in the magnetic-nonmagnetic-magnetic atom setup. The number of
electrons and their spin directions are shown with arrows. Consider first the
ground state with antiparallel spins on the magnetic atoms (|↑ 〉 , |↑↓〉 , |↓ 〉).
Hopping can occur from the occupied p orbital to either d orbital to give a
state like (|↑↓〉 , |↑ 〉 , |↓ 〉). From that intermediate excited state a second
hopping is possible, to give either (|↑↓〉 , | 〉 , |↑↓〉) or (|↑↓〉 , |↑↓〉 , | 〉). On the
other hand, if we begin from the ground state that has both free spins parallel,
(|↑ 〉 , |↑↓〉 , |↑ 〉), after an electron of the p orbital hops to either side we get
(|↑↓〉 , |↑ 〉 , |↑ 〉), however no further hopping processes are allowed. The case
of two parallel spins will not have an energy change, while the double hopping
process in the antiparallel case leads to a lowering of the energy. From this, we
see that when two half-filled orbitals of the magnetic atoms couple to the same
orbital of a nonmagnetic atom, we get a lowering of the energy of the antiparallel
spins but not parallel spins leading to a net antiferromagnetic interaction.
Figure 1.2 (b) shows a scenario where one of the two magnetic atoms has
an empty orbital coupled to the ligand. Considering the states of the orbitals
in the superexchange path, the half-filled dx2−y2 , px and the empty dx2−y2 we
start with state |↑ 〉 , |↑↓〉 , | 〉. From there the only allowed double hop process
leads to |↑↓〉 , | 〉 , |↑〉, which transfers the initial spin state of the first magnetic
atom to the second. Since the orbitals dx2−y2 and dxy in the second atom are
coupled ferromagnetically via Hund’s coupling, we see that the electron in the
dxy is also ferromagnetically coupled the moment of the first magnetic atom.
On the other hand it is also possible for the two magnetic atoms to couple to
two different orbitals in the nonmagnetic atom as is the case in Figure 1.2 (d).
In this case there is hopping between each p orbital and only a single d orbital,
however due to the Coulomb exchange between the two different p orbitals,
there is a net ferromagnetic interaction.
The last two examples give a ferromagnetic interaction which is weaker than
the antiferromagnetic interaction given in the first example due to the require-
ment of being mediated by both the double hopping process of superexchange
and the Coulomb exchange between orthogonal orbitals.
These examples will illustrate the Goodenough-Kanamori rules [93, 66] which
are semi-empirical rules to estimate superexchange which are summarized as:
• 1) If each magnetic atom has a half filled orbital that overlaps with the
same orbital in the nonmagnetic atom there is a strong antiferromagnetic
interaction.
• 2) If each magnetic atom has a half filled orbital which each overlaps with
a different and orthogonal orbital in the nonmagnetic ion then there is a
ferromagnetic interaction.
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• 3) If both magnetic atoms share overlap with the same filled orbital of
the nonmagnetic atom, but of the overlapping magnetic orbitals only one
is half filled, and the other is either empty or full, then the interaction is
ferromagnetic.
1.3.5 Other interactions
There are of course many more types of magnetic interaction mechanisms which
can be found by expanding the ones mentioned to higher order. The exchange
interaction can be expanded to include hopping between multiple atoms instead
of only a pair of magnetic atoms. Such a term which includes hopping around a
plaquette of spins is called a ring exchange, and it is a source for adding quantum
fluctuations in quantum spin ice [79]. Including effects of spin orbit coupling to
superexchange gives the Dzyaloshinksii-Moiya (DM) interaction which gives a




Di,j · (Si × Sj). (1.10)
If the crystal lattice has symmetry such that a symmetry operator switches the
spins Si and Sj (inversion symmetry), then Di,j must be zero since (Si×Sj) =
−(Sj × Si).
1.3.6 Ordered states
The strongest types of interaction mentioned are short range and lead to the
Heisenberg model given in Eq. 1.6, where the specifics mostly just change the
sign and magnitude of Ji,j . If the CEF splitting gives a ground state with
moments S = (0, 0, Sz) and Sz = ±S, then the Heisenberg model of Eq. 1.6





where the sum is over nearest neighbors. For a cubic lattice, both of these
spin Hamiltonians will lead to a spontaneous symmetry breaking at a finite
temperature[222, 188]. For ferromagnetic interactions (Ji,j > 0) the ground
state is clearly when every Si has the same value. In an antiferromagnetic cubic
lattice the result is the bipartite lattice composed of spins with alternating
direction. For more complicated atomic lattices or systems with differing types
of moments, interactions can drive more complex forms of long-range ordered
states. We will discuss some of these states in Chapter 4.
1.4 Geometric frustration
Geometric frustration arises when the combination of geometry, local degrees of
freedom, and interactions leads to a system where it is impossible to satisfy all
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of the local interactions. Before giving an example of frustration, we contrast
with the case of magnetic ordering with no frustration present; in Figure 1.3 (a)
we have spins on a square lattice with interaction energy that is minimized with
opposite alignment of nearest neighbors (nearest neighbor antiferromagnetic
correlations). In this case there are exactly two ground states for the entire
system, the one shown and that with every spin flipped.
(a) (b)
Figure 1.3: Panel (a) shows a representative example of a non-frustrated lattice
of antiferromagnetic Ising spins, there are only two configurations which satisfy
every interaction. In panel (b) we have antiferromagnetic Ising spins on a tri-
angle, in this case there is no way to satisfy all interactions, which leads to a
six-fold degeneracy for a single triangle.
The simplest example of frustration, shown in Fig. 1.3 (b), is given by three
Ising spins on a triangle with nearest neighbor antiferromagnetic coupling. In
this case, if the first two spins are up and down, the third spin will have no
way to satisfy antiferromagnetic coupling with both of the first spins. Notice
that in this example, as with any example of geometric frustration, all three
components of (1) geometry, (2) local degrees of freedom and (3) interactions
are necessary10. This leads to a six-fold degeneracy for a single triangle, a
degeneracy which would scale with the number of triangles in the lattice . This
macroscopic degeneracy is quintessential to frustrated materials and can be
quantified using a counting argument[141, 69].
We can use the degeneracy of a system to classify it as frustrated or not.




Si · Sj , (1.12)
we can estimate the number of degrees of freedom in the ground state to be
D−K, where D is the total number of degrees of freedom and K is the number
of constraints that must be satisfied to be in the ground state. We can break
10 If the spins were instead Heisenberg spins then a state with all spins pointing into or
out of the triangle would minimize the energy. Even more trivially if the interaction were
ferromagnetic then the system could be satisfied with all spins pointing up or down.
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From this we see that for antiferromagnetic coupling the ground state will be







Sz = 0. With classical Heisenberg spins
S = (Sx, Sy, Sz) with fixed spin size |S| there are two degrees of freedom for each
spin (θ, φ). Thus we show that for three spins in a triangle we have D −K =
2(3) − 3 = 3 remaining degrees of freedom, which only correspond to global
rotations of the system, so there is no degeneracy in this case. When looking
however at tetrahedra of spins q = 4 we have D −K = 2(4) − 3 which gives 3
global rotations as well as two internal degenerate degrees of freedom[140].
This counting method can be generalized to entire lattices instead of single
clusters of atoms, where maximizing frustration still means maximizing the
number of degrees of freedom while compared to the number of constraints [69].
For each spin, the more clusters it belongs to, the more constraints apply to it.
In the triangular lattice composed of edge sharing triangles (Fig. 1.4 (a)), each
spin belongs to six clusters. In the Kagome lattice, composed of corner sharing
triangles (Fig. 1.4), spins only belong to two clusters at once. Thus the Kagome
lattice is more highly frustrated than the triangular lattice. In three dimensions,
corner sharing tetrahedra form the pyrochlore lattice shown in Fig. 1.5, where
again the corner sharing motif leads to maximal frustration. The method of
counting degrees of freedom when applied to the pyrochlore lattices results in a
degree of freedom for each tetrahedron, and thus the degeneracy is an extensive
property of the system[69]. This lattice will be a recurring theme in the work
presented in this thesis.
(a) (b)
Figure 1.4: Two dimensional lattices composed of edge sharing triangles shown
in panel (a) and corner sharing triangles in panel (b).
It is this degeneracy that makes frustrated materials so interesting. In many
cases, the degeneracy is broken by a higher order term in the spin Hamilto-
nian, which means that studying frustrated materials is a good strategy to
study otherwise insignificant interactions. On the face centered cubic (FCC)
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lattice, nearest neighbor antiferromagnetic interactions are frustrated, and an
ordered state can only be found when including next nearest neighbors[177].
For example, this nearest neighbor frustration leads to the dipolar interaction
determining the magnetic ground state in the rare earths Cs2NaRECl6, despite
the generally larger exchange interaction [197].
Even more interesting than promoting normally smaller terms in the spin
Hamiltonian, frustration can lead to entirely new phases. The degeneracy is
not always necessarily broken, and some compounds remain disordered down to
zero temperature, giving rise to magnetic analogues of glasses, liquids and water
ice. Such states include disordered states where spin fluctuations freeze out at
a finite temperature to form spin glasses [68], and spin fluctuations diverging
in time t as T → 0 as a liquid would 〈Si(0) · Si(t)〉 = exp(−cT t), which are
the classical spin liquids [56, 57]. In water ice, each oxygen on the lattice has
two close and two distant hydrogen atoms, this two-in-two-out constraint is
insufficient to choose a ground state, and the number of available degenerate
ground states scales with number of oxygens [161]. Ferromagnetically coupled
Ising spins pointing either in or out of the tetrahedra in a pyrochlore lattice
maps exactly onto the choice for hydrogen positions in water ice, and is known
as a spin ice [178]. The two-in-two-out spin ice rule means that there is a
divergence free ground state where excitations create a three-in-one-out and a
three-out-one-in pair of excitations. These excitations can travel away from
each other incurring no energy cost other than than that from the dipole dipole
interaction. This allows the ground state of a spin ice to be described by a
full analogue of the electrodynamic field with magnetic monopole excitations.
These monopoles however are connected by a thread of spin flips. While we
can visualize collective electronic modes in metals as virtual particles and their
“wake” as they’re motorboating through the Fermi sea[123], a better analogy for
the monopole gas are the people at the beach, free to move around but leaving
a localized trail of their footprints in the sand. The spin ice phase is discussed
in more detail in the context of MgEr2Se4 in Chapter 5.
Figure 1.5: The pyrochlore lattice, a 3-dimensional lattice of corner sharing
tetrahedra.
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There are also several exotic phases resulting from frustration with no classi-
cal analogue. For example “order-by-disorder” can occur in frustrated systems
where the ground state is disordered, however at finite temperatures excitations
can mediate interactions which break the degeneracy and lead to an ordered
state [23, 238]. Evidence of such a state was observed in a pyrochlore lattice
of antiferromagnetically coupled planar spins in ErTi2O7 [27]. Materials with
a degenerate ground state and an interaction which allows long range quan-
tum entanglement of the spins form what is known as a quantum spin liquid
[9, 135, 214, 10]. Adding a mechanism for ring exchange in spin ices allows for
such quantum fluctuations at low temperature to form a type of quantum spin
liquid called quantum spin ice [8, 198, 159, 213, 239, 209].
The variety of phases found in frustrated materials makes their study a very
rich topic. Chapters 5 and 6 focuses on frustrated magnetism on the pyrochlore
lattice with a greater focus on the classical and quantum spin ices, and in





This chapter gives an introduction to the most important experimental tools
used in finding the results in this thesis. The overview of neutron scattering,
magnetization measurements and heat capacity given in this chapter should
be more pedagogical than what would be found in modern research papers,
although more limited than textbooks on the subject.
2.1 Neutron Scattering
In scattering measurements, we send in something with a known momentum
and energy, and measure the energy and momentum of the scattered particle.
Without any detail of what is scattering other than assuming it interacts with a
regular potential as shown in Fig. 2.1 and the incoming and outgoing wave have
the same energy we can determine some basic properties of an elastic scattering
experiment. Considering a plane wave with wavelength λ and energy E = h
2
2mλ2 ,
hitting the sample at an angle −θ and measure the intensity that exits at an
angle θ, there will be a reflection from each layer or plane in the regular potential.
For spacing d between each layer in the potential, the reflections from each layer
will only constructively interfere if the difference in distance traveled is equal
to an integer number of wavelengths nλ. If the scattering wave scatters off
of a large enough volume of the regular potential, then any angle which does
θ
d
Figure 2.1: A diagram showing Bragg scattering from a regular potential.
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not lead to constructive interference will have zero intensity, and a plot of the
scattered intensity as a function of θ will have delta function peaks at positions
determined by Bragg’s law[20]:
2d sin(θ) = nλ. (2.1)
The only assumptions that need to be true for this law to hold in scattering
experiments is that the scattered particle interact with the potential strongly
enough to have a signal, and weakly enough to have an appreciable scattering
volume and limit multiple scattering events. Additionally, from Eq. 2.1 we can
see the larger λ is, the larger the spacing between peaks, meaning we get a
higher resolution; however λ must be smaller than 2d or there will be no peaks
at all. In practice, this means that for measurements of a crystal lattice we
want λ ∼ 1 Å, and for measuring multi-unit cell effects such as incommensurate
phases, domain structure, and spin density waves we want λ ≥ 10 Å.
These requirements aptly justify the use of neutrons for condensed matter
scattering experiments. As shown in Fig. 2.2 neutrons in equilibrium with a
room temperature moderator will have a peak wavelength of 1.4 Å which works
well for measurements on the scale of the unit cell of most crystals, while we can
use a cold moderator to get neutron flux at wavelengths above 10 Å for better
resolution at larger lengths scales. Neutrons have no charge, but are spin- 12
and have a magnetic moment (∼ 1.04× 10−3µB), and also interact with matter
via the strong force. Because of this, neutrons will interact weakly with the
potential of nuclei in the sample’s lattice via the strong force, and can interact
with the magnetic field of local moment, as well as flip their spin in order to
transfer up to L = 1 h̄ angular momentum to the sample. This ensures that
neutrons will probe a large scattering volume, that multiple scattering events are
not a problem and the Born approximation is valid. The fact that that neutrons
scatter from both the potential of the nuclei in the lattice and magnetic moments
allows us to make measurements both types of structure.
By looking at Bragg’s law we only considered elastic scattering events. Neu-
trons may also scatter inelastically, where the neutron transfers not only mo-
mentum, but also energy to the sample. This leads to another advantage for
neutrons, we can access neutrons with energies in between hundreds of meV
down to 1 meV, which means that with even only a modest ∆E/E we can
measure changes in energy in the sub meV level.
2.1.1 Theory of neutron scattering
In this section we work through the theory of neutron scattering and the in-
teractions with the sample. To work out the details of neutron scattering, we
consider plane wave initial and final states |k, σ〉 = exp(ik · r) |σ〉 and |k′, σ′〉 =
exp(ik′ · r) |σ′〉 where k is the momentum of the state, and σ is the spin state
of the neutron. We use Fermi’s golden rule to find the scattering cross section
18
Figure 2.2: A plot showing the neutron flux as a function of wavelength for
neutrons in equilibrium with a hot (1000 K), thermal (300 K), and cold (20 K)
moderator.













∣∣∣〈k′σ′, λ′| Û |kσ, λ〉∣∣∣2 × δ(h̄ω + Eλ − Eλ′),
(2.2)
where pλ is the thermal population factor, pσ is the polarizability factor and Eλ
and E′λ are the energies of the initial and final states.
It is enlightening to notice that when we consider a potential which is a
function of r only Û = U(r) we get
〈k′σ′, λ′| Û |kσ, λ〉 = 〈σ′, λ′|
∫
dreiQ·rU(r) |σ, λ〉 , (2.3)
where Q = k−k′. This result shows that the scattering is very similar to taking
the Fourier transform of the spatial part of the potential, and indeed this result
allows us to use the rules of Fourier transform to gain intuition on how the
scattering cross section relates to our sample [20].
As mentioned before there are two interactions we can add as potential for
Û , the atomic scattering and the magnetic scattering. Since atomic nuclei are







bjδ(r = R̂j), (2.4)
where bj is the atom specific scattering length of the atom in question and R̂j
is the position of atoms in the lattice. Plugging this potential into Eq. 2.2
while ignoring the spin state σ since this potential is invarient with spin, and














The integrand in this is the dynamic correlation function between positions j
and j′
If we consider only the effects of a static atomic lattice, we can take R̂j to
be time independent and Eq. 2.5 simplifies greatly. The time integral simplifies
to a delta function
∫
dt exp(−iωt) = 2πδ(ω), which when integrating Eq. 2.5







We can replace the atom position operator with the approximation of the equi-
librium atom position R̂j = lj + dα where lj is the distance between unit cells











Performing the first sum gives us a delta function δ(Q − τ) where τ are the













This gives delta function peaks at positions where τ matches reciprocal lattice





which we can recover Bragg’s law in Eq. 2.1, however now we also know the
intensity of the peaks.
Since atoms in a lattice are not exactly in their equilibrium position, the
approximation we just made is also not exact, but we can use Eq. 2.3 and the
convolution theorem F(f ? g) = F(f) · F(g) to find the missing term. If we
assume that each atom will have a Gaussian distribution with width u around
the equilibrium position, we can invoke the convolution theorem to see that a
Fourier transform of the convolution of delta function lattice positions with a
Gaussian distribution means that the scattering function is simply multiplied
by a Gaussian. Hence we only need to multiply Eq. 2.8 by exp(−|Q|2〈u2〉)
to consider random displacements of atoms 2. This term is usually called the
Debye-Waller factor.
In order to consider magnetic scattering, we go back to Eq. 2.2 and use
1Due to the fact there is a distribution of isotopes and nuclear spin states, not all atoms
in in equivalent lattice positions will have the same scattering length b. The variance of the
scattering length 〈b2〉 − 〈b〉2 leads to uncorrelated scattering, that is scattering with equal
probability in any direction. This part of scattering is called incoherent scattering and adds
a constant background to any experiment. Here bd represents the coherent part.
2A proper treatment of the lattice dynamics will show this more rigorously, as well as the
inelastic scattering of phonons. An example of it worked out is in “Neutron scattering for
condensed matter physics” Chapter 5 [54]
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instead the potential
Û = µ̂ ·H = −γµN σ̂ ·H, (2.9)
where γµN is the gyromagnetic ratio and moment of the neutron and σ̂ is the


















F 2 is the magnetic form factor, similar to the Debye-Waller factor, this term
represents the effect of real-space spread of the moment and is the Fourier
transform of the spin density of the magnetic electrons. As the electron orbitals
become more extended we can expect the form factor to drop off more quickly
in |Q|. α and β ∈ x, y, z are used to denote spin direction and Sαβ(Q, ω) is the











δ(h̄ω + Eλ − Eλ′),
(2.11)
where Ŝαj is the spin operator of the j
th atom in direction α and this term may
be replaced with 12gLĴ
α
j in case of higher spin orbit coupling moments
3. The
magnetic structure factor may also be rewritten to show the dependence on the















we can see that there is no scattering
intensity when the moment is parallel to the scattering direction 4.
We also note that the neutron scattering intensity from correlated moments
is proportional to (Ŝz)
2 or (Ĵz)
2, so if the moment size is greatly reduced due to
crystal field effects, we expect a lower intensity. If however we have uncorrelated







j (0)〉 → 〈Ŝ
2
j 〉. (2.13)
This means that for uncorrelated spins, such as in a paramagnetic phase, we
expect to only have Q-dependence from form factor F (Q). Even further with
this result, if only a spin singlet ground state is occupied and Sz → 0, the
uncorrelated spins still scatter with the same intensity. An example of this effect
is shown in Chapter 6 with MgTm2Se4, which has a spin singlet ground state,
3See Section 1.1 for discussion on the types of local moment and on finding g.
4This is relevant to the analysis of neutron diffraction data of CoV2O4 thin films in Chap-
ter 4
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however neutron scattering still shows the full magnetic form factor background.
So far we have only considered cases where incoming and scattered neutrons
have the same energy, neutrons can exchange energy with any collective exci-
tation that couples to the spin or lattice degrees of freedom. Here we focus on
CEF excitations. To find the expected neutron scattering cross section we start
with Eq 2.11 and replace |λ〉 with the different eigenstates of the CEF potential
Γn =
∑J
Jz=−J aJz |Jz, J〉 and Ŝ with Ĵ and get





〈Γn| Ĵαj′ |Γm〉 〈Γm| Ĵ
β
j |Γn〉 δ(h̄ω + En − Em)
(2.14)
where the pn terms are the Boltzmann population factor for the state. Since this
is an excitation within a single ion, j = j′ so the sum in square brackets is simply
equal to the number of atoms N , which means that the only Q-dependence will
be that from the magnetic form factor, and Debye-Waller factors. Thus Eq 2.14
reduces to
Sαβ(Q, ω) = Npn(1− pm)
∣∣∣〈Γn| Ĵα |Γm〉∣∣∣2 δ(h̄ω + En − Em), (2.15)


















∣∣∣〈Γn| Ĵα |Γm〉∣∣∣2 δ(h̄ω + En − Em).
(2.16)
If we care only about the relative intensity of the different CEF level transi-
tions, we can safely ignore the magnetic form factor and Debye-Waller factor
terms. The polarization term for paramagnetic spins, or for a powder sample





3 . So for a given value of Q, the only factor




∣∣∣〈Γn| Ĵα |Γm〉∣∣∣2 δ(h̄ω + En − Em) (2.17)
where Ĵα ∈ ĴxĴyĴz.
2.1.2 Neutron sources
The first major source of generating neutrons for research is through the use
of a nuclear fission reactor. All reactor based experiments in this thesis were
performed at the High Flux Isotope Reactor (HFIR) at Oak Ridge National
Lab (ORNL), which uses highly enriched 235U as fuel. The principle behind
the reactor is shown in Fig. 2.3 (a): when a 235U atom is hit with a neutron
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Figure 2.3: An example of a fission chain reaction from a reactor source is shown
in (a). Neutrons hitting 235U cause the atom to break apart releasing several
more neutrons which can collide with other 235U to create a chain reaction. Side
(b) shows a simple cross section diagram of a reactor-based neutron source.
Neutrons for scattering experiments exit the reactor core through the beam
tubes shown.
it will break apart into two smaller nuclei (e.g. n + 235U → 141Ba + 92Kr
+ 3n), and release several more neutrons, which can then collide with other
235U atoms and create a self-sustaining nuclear chain reaction. This reaction
is aided by combining the nuclear fuel with a moderator, which acts to absorb
energy from the fission byproduct neutrons and slow them down to have the
Maxwell-Boltzmann spectral distribution with the characteristic temperature
equal to that of the moderator. The purpose of the moderator is twofold, 235U
has a larger cross section to slower neutrons, so it is necessary for the fission
chain reaction to sustain itself, and neutrons at room temperature have more
useful wavelengths for neutron scattering measurements, as shown in Fig. 2.2.
Additionally, the nuclear chain reaction at HFIR is aided by encasing the fuel
and moderator within a beryllium shield, which acts to reflect neutrons that
would escape back into the core.
Beams of neutrons are created by making a hole in the neutron reflector and
allowing the gas of neutrons within the moderator to escape, as shown in Fig. 2.3
(b). In order to produce longer wavelength neutrons, a second moderator of
liquid hydrogen (T ≈ 10 K) can be placed at the start of the beam tube.
The second type of neutron source used is a spallation neutron source. Fig-
ure 2.4 (a) shows the layout of the Spallation Neutron Source (SNS) at ORNL,
where all of the time-of-flight neutron scattering measurements in this thesis
were performed. At the SNS, a 1.4 MW beam of 1 GeV protons is created in
a linear accelerator, which is then injected into an accumulator ring. The ac-
cumulator ring serves to create a well defined pulse width of 700 ns and timing
structure of 60 Hz in the proton beam. After the accumulator ring, the beam
is finally sent to a target of mercury. The interaction of the proton beam and





















Figure 2.4: Diagram (a) shows the layout of the SNS at ORNL. A linear accel-
erator is used to make a high energy proton beam, the accumulator ring serves
to improve the time structure of the proton beam, and the target creates neu-
tron via spallation. A diagram of the spallation process is shown in (b). The
incident beam of high energy protons collides with atoms in a mercury target.
Post-collision the mercury atoms are in an excited state and release neutrons
and other small nuclides, some of which may create secondary spallation events.
wavelengths much shorter than the nuclear radius, which allows them to deposit
their energy within single nuclei of the target material, putting it in a highly ex-
cited state. The excited nuclei will then “boil off” neutrons and small nuclides,
some of which are energetic enough to hit other target nuclei and repeat the
process as shown in Fig. 2.4 (b). This process is called spallation, and creates
a prompt pulse of neutrons with the same timing structure as the high energy
proton current. The prompt pulse of neutrons are cooled with a moderator over
approximately 10−6 s, which gives a final energy profile that is skewed to higher
temperatures from a typical Maxwell-Boltzmann distribution[132]. As with the
reactor source, the moderator beam tubes that allow neutrons to travel to the
various experiments at the SNS.
2.1.3 Neutron instruments
Before introducing specific neutron scattering instruments used, we need to
cover the major components used and how they work.
• A collimator reduces the spread of a neutron beam. Typically Soller col-
limators are used, which consist of parallel plates of neutron-absorbing
material such as Gd or Cd. The use of collimators with tighter spacing
between the plates will increase the resolution, but decrease the neutron
flux.
• A crystal monochromator selects single wavelength of neutrons. This is
accomplished by taking advantage of Bragg’s law (Eq. 2.1. A single crystal
of a material with a low incoherent and absorption neutron cross section
is put in the neutron beam, and with proper selection of the orientation
of the crystal and the exit beam, only a specific wavelength of neutrons
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will satisfy the Laue condition and continue.
• A Fermi Chopper monochromator selects neutrons of specific velocities.
The chopper has a rotating cylinder with channels cut into it through
which neutrons may pass through. Only neutrons which have a specific
velocity will line up with the channel as they arrive to the chopper. Chang-
ing the frequency of rotation will allow for neutrons of different velocity
to pass, allowing arbitrary energies to be selected [164]. This is best used
with a pulsed neutron source with the chopper frequency synchronized to
a harmonic of the pulse frequency.
• Neutron detectors for the instruments described here all use 3He gas in
a tube with an electrostatic gradient. Neutrons interact with 3He, which
results in forming 3H plus an energetic proton. The energetic proton then
ionizes nearby helium gas. This produces a measurable voltage between
the anode and cathode, which can be used to detect the position and time
when a neutron arrives.
All of the neutron powder diffraction data shown in Chapters 5 and 6 were
taken with the neutron powder diffractometer HB2A at HFIR[60]. As shown
in the diagram of Fig 2.5 (a), HB2A uses a detector bank of 44 3He detectors
to allow for rapidly measuring a large range of scattering angles. HB2A has a
monochromator composed of 15 pieces of single crystal germanium, arranged
such as to vertically focus the beam. The output of the monochromator at fixed
angle of 90◦, and allows for neutrons at wavelengths of 2.41 Åand 1.54 Åto
pass through, by using respectively, either the (113) and (115) reflections of
germanium.



















Figure 2.5: Diagram (a) shows the layout of the powder diffractometer at HFIR
(reproduced from[60]). Diagram (b) shows the fixed incident energy triple axis
(HB1A).
Single crystal measurements of CoV2O4 in Chapter 4, were taken with the
fixed incident energy triple axis (HB1A) instrument at HFIR, for which a di-
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(a) (b)
Figure 2.6: The spectrometer SEQUOIA is shown in diagram (a), image repro-
duced from [67]. Diagram (b) shows a cross section of NOMAD diffractometer,
reproduced from [150].
agram is shown in Fig. 2.5 (b). A triple axis instrument is defined by having
a monochromator both before scattering from the sample, as well as a second
one between the sample and the detector, called an energy analyzer. The two
monochromators, plus the scattering angle from the sample, are the three axis
that give triple axis instruments their name. Unlike HB2A, which simply mea-
sures the scattering angle, a triple axis instrument gives information on both
the energy transfer and the momentum transfer of the neutron. At HB1A, the
angles of the incident energy monochromators (monochromator 1 and 2) are
fixed such that the incident energy is always 14.64 meV. For the case of an
Ef = Ei measurement, like what was done in Chapter 4, the energy analyzer
serves to lower background noise and gives a much cleaner signal than in an
instrument with no analyzer.
The neutron spectrometer used for the inelastic scattering measurements in
Chapters 5 and 6 is a time of flight spectrometer at the SNS called SEQUOIA.
A diagram of SEQUOIA is shown in Fig. 2.6 (c). This instrument uses a set of
Fermi Choppers to select a single incident neutron energy between 10 meV and
2,000 meV. There is a 20 m distance between the target and the sample position,
and an additional 5.5 m between the sample and the detector. The sample space
and detector chamber is in a partial vacuum to reduce air scattering. Detector
banks cover a range of -30◦ to 60◦ in the horizontal plane, and ±18◦ in vertical
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direction. The detectors are both position and time sensitive. The energy
resolution of the instrument is ∆E/Ei = 2 % or 5 % depending on the chopper
used[67]. Each event on the detector bank records the position and time elapsed
from the initial neutron pulse. Combining this information with the known
initial velocity and momentum of the neutron allows us to calculate both the
momentum and velocity change of the neutron after scattering from the sample.
Combining this with the size of the area detector allows us to simultaneously
measure a large scattering solid angle, and a large range of energy transfer.
The neutron powder diffraction measurements used for finding the struc-
tural phase transition in CoV2O4, discussed in Chapter 4, were taken on a time
of flight diffractometer called NOMAD. At NOMAD the sample is positioned
19.5 m from the target inside an evacuated detector chamber. The position
and time sensitive detectors form a cylinder around the sample that cover scat-
tering angles from 3 − 175◦ [150]. Unlike SEQUOIA, NOMAD does not limit
the incident neutrons to a single energy, instead it allows a broad spectrum of
incident energy neutrons. Since elastic scattering, Ei = Ef , accounts for the
majority of the scattered neutrons, the assumption is made that all neutrons
scatter elastically. Using this assumption, the momentum transfer at pixel i of







where li is the length of the flight path between that point in the detector and
the target, and TOF is the time of flight of that neutron. The combination of a
large solid angle coverage of the detectors, and the usage of a large bandwidth of
initial neutron energies means that NOMAD has very fast and efficient collection
of data.
2.2 Heat Capacity
Heat capacity of a material is defined as the differential change in thermal energy




Generally this is a function of the pressure and temperature of the material,
however in this work we only measure heat capacity of solid samples, therefore
changes in volume are negligible, and therefore the pressure dependence may
safely be ignored. Because of this we treat the heat capacity as a function of
temperature only.
Additionally, when analyzing heat capacity data later in this document, we
will be interested in the heat capacity contribution of the magnetic atoms, so
we will divide by the number of atoms to get the heat capacity per magnetic
moment. It is enlightening to note that the heat capacity divided by the number
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of atoms and the Boltzmann constant CNkB is dimensionless, and it is effectively
a measure of the number of degrees of freedom per atom that are accessible at
that temperature.
2.2.1 Theory
I will illustrate some properties of heat capacity by first considering the simplest
model for a solid, the Einstein solid. Here we consider a solid with N atoms
which are bound to their location by a 3-dimensional quadratic potential, and
will calculate the expected heat capacity as a function of temperature. Each









That means that energy levels are evenly spaced and for a given thermal energy
U we can count the number of energy quanta
U = q(h̄ω), 5 (2.21)
and have a multiplicity of
Ω =
(q + 3N − 1)!
q!(3N − 1)!
(2.22)




(q + 3N − 1)!
q!(3N − 1)!
≈ (q + 3N) ln(q + 3N)− 3N ln(3N)− q ln(q). (2.23)
By taking the partial derivative of the entropy and energy as a function of q
∂S
∂q
































5Here I consider U = 0 when every oscillator is in the ground state, including the ground
state energy in U makes no change in the heat capacity.
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In reality the motion of atoms in a solid will have a considerably more compli-
cated structure than a simple harmonic oscillator at each site, since it ignores
entirely that phonons are collective behavior and will have a non-trivial disper-
sion relation. The Einstein model does however work for describing the heat
capacity contribution of a boson mode with no dispersion, which may be used
as an approximation for optical phonon bands.
A more accurate model for the heat capacity of solids at low temperature
can be found with the Debye model. This model considers collective behavior
of the low energy phonons in a solid. In a solid of length L and speed of sound













with an upper bound in energy given by the atomic spacing, since a vibration
with wavelength smaller than the lattice is not possible,
nmax = N
1/3. (2.29)














which we multiply by 3 since each phonon has one longitudinal and two trans-
verse modes. If we then combine Eq. 2.30 and Eq. 2.31 and approximate the













This integral can be approximated by switching from considering a cube of




















To simplify this integral we define the Debye temperature TD ≡ hcsR2LkB , and make













With this expression for the energy and Eq. 2.19 we take the derivative and find













The limiting cases for the Debye model shows that the heat capacity at low
temperature varies like CNkB ∝ T
3 and at high temperature the heat capacity
for both the Debye and Einston model is simply CNkB = 3, which highlights the
fact that there are three degrees of freedom per atom. That is the Dulong-Petit
law.
Compared to the Einstein model, the Debye model is considerably more
accurate at low temperatue. At intermediate temperatures however neither
model is particularly useful on its own, as all of the materials studied here have
both optical and acoustic phonon branches. For a more accurate model of the
phonon contribution to the heat capacity one can use a sum of Debye model
and Einstein models to simulate the various phonon modes.
It will be relevant to consider the heat capacity from a system with a limited









And use this to find the energy of that system
〈U〉 = −∂ lnZ
∂β
(2.38)































For the case of a simple two level system with an energy difference ∆E between











It is important to point out that the entropy is simply the integral of the







And assuming no degeneracies in the energy levels, the total entropy change of



















Figure 2.7: A cross section diagram showing a sample mounted for heat capacity
measurement. The sample makes thermal contact with the sample platform via
the use of a thermal grease. The sample platform has a heater and thermometer
and is attached to the thermal bath via wires of known conductivity.
2.2.2 Measurement
Heat capacity measurements were taken on a Quantum Design Physical Proper-
ties Measurement System (PPMS), and some measurements used a He3 variable
temperature insert for measurements down to 500 mK[173].
Figure 2.7 shows the setup for the experiment. The sample makes thermal
contact with a platform which has a thermometer and heater attached. The
platform makes thermal contact with the thermal bath via a set of wires of
known heat conductivity.
To perform a measurement, the PPMS adds a known amount of heat to the
sample at a constant power via the heater on the platform. Afterwards, the
sample is allowed to cool back down to close to equilibrium with the thermal
bath. The response of the temperature of the platform to the heat pulse is
modeled, assuming that there is a time constant for the thermal coupling of the
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Figure 2.8: An example of the temperature of the sample vs time data collected
during a typical heat capacity measurement. The first half of the plot shows
the response when a constant power is applied, and the second half shows the
cooling after the heater is turned off. The dotted line is the measured data, and
the solid black curve is the fit.
sample to the platform, and one for the platform to the thermal bath[86]. This
model is fit to the data and the heat capacity of the sample is extracted from
the fit time constants. An example of the measured data and the fit is shown
in Fig. 2.8.
Before the sample is measured in earnest, the grease that will be used as
a thermal contact is applied to the sample platform and the measurement is
carried out at the fields and temperatures of interest. Afterwards the sample is
placed into the grease and the measurement is carried out. The contribution to
the heat capacity from the grease and the platform is then subtracted out.
2.3 Magnetization
The magnetization M of a sample is the moment per unit volume of the material,
usually measured as a response to an applied field H. The most generally useful
quantity to measure when studying a new compound is the linear response of the
sample’s magnetization to the applied field, the dimensionless quantity of the
volume susceptibility χv(T ) =
∂M
∂H | H = 0. For materials with local moments,
the susceptibility as function of temperature is immediately useful for finding
magnetic transitions, and getting a rough estimate on the magnitude and sign
of magnetic exchange interactions. Transitions can be observed as either a cusp
for antiferromagnetic materials, as a sharp rise for ferromagnets, or as a broad
plateau for glassy or disordered states.
By considering the magnetization of a paramagnet with moment size µ, we
can get an estimate of the local moment size and interaction strength. A mean
field approximation of the effects of interactions is given by the Weiss field, which
renormalizes the field that any given magnetic moment feels by an interaction
parameter λ and the average spin direction, which is proportional to M. The
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effective field is thus
Heff = H0 + λM. (2.43)
Now each paramagnetic spin will have an energy in the effective field
E = −µ ·Heff , (2.44)








































It is useful to define the Curie constant for a two level system: C ≡ 1kB nµ0µ
2,








This is the Curie-Weiss law, and the materials specific constant Cλµ0 is the Weiss
temperature, which is a mean-field estimate of the magnetic interaction strength
in a sample.
Quality Curie-Weiss fits are conditional on several assumptions. If the com-
pound has a well separated Kramer’s doublet, then the assumption that it is a
two level system will hold, and the estimate of the moment size will be accurate.
In the case that there are several low lying crystal field excitations at energies
Ei ≈ T , then a Curie Weiss fit will not be meaningful. Additionally the fit will
only be good away from the Curie temperature T  θ.
It is much more difficult to measure the volume as opposed to the mass of the
sample, and in practice the measured value is the entire magnetic moment M
of the sample at a given applied field. From these considerations, the measured
quantity is actually the molar susceptibility χmol or the mass susceptibility χm,
and in order to convert to the unitless volume susceptibility, one usually makes
an assumption on the volume based on the measured mass and the known lattice
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parameter and crystal structure to get the density. This however still leaves us
with the large assumption that the magnetizing field H inside the sample is
the same the applied field: H0, which for ferromagnetic materials, the field
within the sample called the demagnetizing field, often calls for a considerable
correction to this assumption Hi = (H0)i−NiMi where i = x, y, z. Finding Ni



















































Figure 2.9: Diagram showing the demagnetizing field factors for oblate spheroid
(left) and prolate spheroid (right).
Figure 2.10: A diagram showing the design of the QD MPMS 3. Adapted from
[174]
All magnetization measurements presented in this work were carried out
with a Quantum Design MPMS 3 SQUID magnetometer [174]. A diagram of
the instrument is shown in Fig. 2.10. Here the sample is suspended from the
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Figure 2.11: A diagram showing the voltage response of the magnetometer as a
sample is moved through the coils. The figures is adapted from [174]
top and attached to a linear stepper motor and centered in the sample space,
where temperature is controlled by a helium cryostat and a sample space heater
capable of holding any temperature between 1.8 − 400 K. A superconducting
magnet around the sample space allows for DC magnetic fields from |H| < 7 T.
Lastly the MPMS 3 is also outfitted with a small set of coils for driving AC
magnetic measurements capable of producing a 10 Oe field at the minimum
frequency of 1 Hz and 1 Oe at the maximum frequency of 1 KHz.
The signal is picked up by a set of three coils which are inductively coupled
to a DC-SQUID. The coils are configured as a second order gradiometer, where
the middle coil has as many turns as the other two combined and are wound in
opposite direction – this cancels any effect from fields which are uniform over
the whole volume of the coils, such as the main DC and AC applied fields.
For the actual measurement, the sample is attached to a uniform rod and
slowly moved through the set of coils. The potential in the coils as the sample
is moved through them as shown in Fig 2.11 will be given by



















whereR is the radius of the coils and λ is the separation. The measured potential
is fit to this equation with the cn constants as fit parameters. Parameters c1
and c2 correct for residual voltage on the coils and for drift over time, and c4
corrects for the sample position on the rod. The moment of the sample is equal
to c3.
The fitting function Eq. 2.50 makes the assumption that the sample is a
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point dipole, and that the only non-uniform magnetization on the sample rod is
from the sample. The assumption on the sample being a point dipole is accurate
as long as the sample size is small compared to the ∼ 1.5 cm spacing between
the coils.
The magnetization of the sample holder is irrelevant as long as the sample
holder is much longer than the coils and uniform along the length, so that
the flux going through the coils is constant during the whole motion. For this
purpose standard drinking straws work very well, as they are both long and
uniform. The method of holding the sample to the holder however can have a
significant contribution to the magnetization. Samples are often mounted either
with a small amount of varnish or inside a gel capsule stuck inside a drinking
straw. Both of these will have a small diamagnetic contribution to the moment,






In the following pages of this chapter, I go over the tools that I wrote for
performing the analysis presented in this thesis. I do not include a discussion of
software used which I did not write, such as FULLPROF [191] or spinvert [158],
nor do I go into more detail on the Monte Carlo calculations of the dipolar spin
ice model that is presented in Chapter 5, as that was written mainly by Dimitrii
Kochkov1. All of the software in this chapter was implemented as MATLAB
code 2.
3.1 Crystal electric fields
A large part of my thesis work involved writing software for making predictions
of CEF levels and for fitting these models to measured data. This involved two
parts: code for calculating a priori the CEF potential and software for fitting
the CEF potential to measured data. This software was used extensively in the
analysis of Chapters 5 and 6.
3.1.1 Point charge model
A fast and simple method of calculating the CEF potential was performed us-
ing a point charge model. This model makes the assumption that the initial
unperturbed wavefunctions are described by the hydrogen atom wavefunctions
with total spin as expected from Hund’s rules 3. The perturbing potential is
assumed to be simply the Stark potential given by a set of point charges with
charge and position given by the crystal structure and assuming fully ionic
bonding. Calculating the perturbed potential makes use of Stevens’ operator
equivalents method[217], which takes advantage of Wigner-Eckart theorem to
avoid the need of building and integrating many single-electron wavefunctions.
1Dept. of Physics, University of Illinois at Urbana-Champaign
2MATLAB was chosen for its simplicity for manipulating data in large matrices and due
to my previous familiarity with it. If I had the chance to do it over however I would instead
use Python, the fact that MATLAB is commercial software and therefore access is limited has
caused several issues such as difficulty collaborating with labs that don’t have a license, and
loosing access to the software when traveling and unable to log into the Univeristy of Illinois.
3It is possible to also consider states outside of the ground J-state expected from Hund’s
rules, however due to the large size of spin orbit coupling, and relatively small size of the
Stark splitting in the rare earth ions the effects of the so called higher multiplets can be safely
ignored.
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r2 + r2j − 2rrj cos(θrjr)
(3.1)
where the charges qj at positions rj are assumed to be charges from cations
and anions in a fully ionic crystal. Near the center of the atom in question, the










The Legendre polynomials are expanded as tesseral harmonics, which are chosen
in this case due to being entirely real and thus Hermitian5, given here as
Zn,m = Y
0
























m < 0, (3.5)
where Y mn are the spherical harmonics. The series of Legendre polynomials is





















In order to convert the potential in Eq 3.7 to matrix elements of a Hamilto-
nian, we use the Stevens operator equivalent method. The tesseral harmonics
expansion of the local wavefucntion Zn,m(r) are replaced by an operator function
that transform the same way under rotations, allowing us to forgo integrating
a multi-electron wavefunction for each γn,m term in the potential. With Zn,m
4see chapter 3 Griffiths introduction to electromagnetism [70]
5By using the tesseral harmonics I am using the same notation as Stevens in his orig-
inal paper. Another common notation would be to express the potential with Wybourne
notation which instead of the tesseral harmonics uses the tensor operators Clm =√
4π/(2l + 1)Ylm(θ, φ)
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x2 + y2 + z2 → Ĵ(Ĵ + 1)
rn → 〈rn〉.
(3.8)
where the radius rn is replaced with the expectation value of the valence elec-







3Ĵ2z − Ĵ(Ĵ + 1)
]
, the
portion in the square brackets is the Stevens operator equivalent Ô2,0, and the
value θn is a constant that is specific to the ion’s valence electron configuration.





With the potential expressed only as a function of the operators Ĵz, Ĵ±,
and Ĵ(Ĵ + 1), it is simple to find the matrix elements of the Hamiltonian. For
example, the matrix elements of Ô20 = [3Ĵ
2




〈−32 | Ô2,0 |
−3
2 〉 . . . 〈
−3
2 | Ô2,0 |
3
2 〉
〈−12 | Ô2,0 |
−3
2 〉 . . . 〈
−1






〈 32 | Ô2,0 |
−3
2 〉 . . . 〈
3





3 0 0 0
0 −3 0 0
0 0 −3 0
0 0 0 3
 . (3.10)
For generating the Ôn,m matricies used in this program, I took advantage of the
stev() function from the software EasySpin [219].
While the transformation to operator equivalent preserves the proper ratio
between the matrix elements, and transformation under rotations, the overall
scaling factor θn remains to be found. This factor is dependent on the valence
configuration of the ion in question, and must be found by integrating the
valence electron’s wavefuction against the tesseral harmonics∫
ψ∗J,Jz (r, θ, φ)Zn,mψJ,J ′z (r, θ, φ)dτ = θn〈r
n〉 〈J, Jz| Ôn,m |J, J ′z〉 . (3.11)
Notice that the radial part separates out, and that this calculation need only
be done once for each θn and not for each Ôn,m. The θn values for rare earth
ions were found and tabulated by Stevens in the first paper on the operator
equivalent method [217, 85], which are the values of θn used in this program.
The radial part of the integral is not trivial to find and finding a good estimate
for 〈rn〉 is more difficult. Several papers have been written with calculations
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on the expectation values of the radii of rare earth ions [52, 51, 41]. In this
program, I used exclusively the values given in Edvardsson’s paper[41].
From the integral in Eq. 3.11, we can deduce some rules for which matrix
elements vanish. The non-radial part of the wavefunctions ψJ,Jz are composed of
linear combinations of spherical harmonics, as are the tesseral harmonics Zn,m.
Disregarding the individual coefficients, expanding Eq. 3.11 we get

























where the values in the parenthesis are the Wigner 3j symbols, which have the
following selection rules [137]
m ∈ {−|n|, ...|n|},m′ ∈ {−|n′|, ...|n′|},M ∈ {−|N |, ...|N |}
m+m′ = M
|n− n′| ≤ N ≤ n+ n′.
(3.14)
When combined with the orthonormality condition,
∫
Y ∗n,mYn′m′ = δn,n′δm,m′ ,
applying the conditions in Eq. 3.14 to Eq. 3.12, we get the following rules
n ∈ {0, 2, ...2l}
m = |mz −m′z|.
(3.15)
The first rule means that for rare earths, where l = 3, we only need to go up to
n = 6, while the second rule informs which elements of each On,m matrix are
nonzero.
With the matrix elements defined and a method of finding all the constants,
we can susinctly write the point charge CEF Hamiltonian as it was written in





Bn,m = γn,mθn〈rn〉. (3.17)
The point charge model shown so far largely fails to match experimental re-
sults for rare earth ions. The most important correction to make is the shielding
of the f-electrons from the outer electrons on the rare earth ion[36, 37, 216, 18].
Fortunately, taking the self shielding into account requires only a minor modi-
fication of the Hamiltonian. The crystal field parameters Bn,m in Eq. 3.17 are
40
Dy2Ti2O7 Ho2Ti2O7
Eobs (meV) EPC (meV) Eobs (meV) EPC (meV)
0 0 0 0
20.9(4) 19.61 - 20.26
30.9(4) 27.41 21.9(2) 20.51
36.0(1) 31.31 26.3(2) 20.54
43.6(5) 38.74 28.3(4) 20.74
83.4(10) 56.19 61.0(3) 37.52
- 58.35 - 38.60




Table 3.1: Table comparing the CEF energies of Dy2Ti2O7 and Ho2Ti2O7 from
the literature[202] to the results from the point charge calculation using the
method described here.
Dy2Ti2O7 Point charge calc
ψ0 = 0.995 |± 152 〉 ∓ 0.101 |±
9
2
〉 − 0.017 |± 3
2
〉 ± 0.013 |∓ 3
2




ψ0 = 0.991 |± 152 〉 ∓ 0.127 |±
9
2
〉+ 0.019 |± 3
2
〉 ± 0.025 |∓ 3
2




ψ0 = 0.998 |±8〉 ∓ 0.049 |±5〉+ 0.039 |±2〉 ∓ 0.010 |∓1〉+ 0.009 |∓4〉 − 0.001 |∓7〉
Ho2Ti2O7 From fit
ψ0 = 0.981 |±8〉 ∓ 0.154 |±5〉+ 0.075 |±2〉 ∓ 0.073 |∓1〉+ 0.054 |∓4〉 ∓ 0.007 |∓7〉
Table 3.2: Table comparing the ground state wavefunctions of Dy2Ti2O7 and
Ho2Ti2O7 from the literature[202] to the results from the point charge calcula-
tion using the method described here.
modified to
Bn,m = (1− σn)γn,mθn〈rn〉, (3.18)
where σn is the shielding parameter. While σn is specific to the ion itself, it is
not a function of the lattice, meaning it can be calculated independently and
has been tabulated for the rare earths in several papers [36, 37, 216, 18, 41]. In
the calculations shown here, we use the values in Edvardsson’s paper [41].
The code, and the method of point charges for finding CEF levels, can
be benchmarked by comparing the results of the point charge model against
known crystal field energies in literature[15, 202]. Tables 3.1, 3.2 and 3.3 show
the energies, the ground state wavefunction and the CEF parameters Bn,m
for Dy2Ti2O7 and Ho2Ti2O7. Comparing the energy of the CEF transitions
observed (Eobs[15]) and the predicted energies (EPC) in Table 3.1, we notice that
only the first few excitation energies match, and at higher energies the predicted
energies differ by as much as 50%. Despite the somewhat large difference in the
energy, for Dy2Ti2O7, the point charge model broadly reproduces the spacings
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Dy2Ti2O7 Dy2Ti2O7 PC Ho2Ti2O7 Ho2Ti2O7 PC
B2,0 0.20(1) −0.107 −6.8(2)× 10−2 −3.5× 10−2
B4,0 2.2(1)× 10−3 −1.7× 10−3 −1.13(5)× 10−3 −8.99× 10−4
B4,3 1.9(1)× 10−2 −9.1× 10−3 −1.01(6)× 10−2 −4.7× 10−3
B6,0 6.6(2)× 10−6 3.65× 10−6 −7.4(2)× 10−6 −4.09× 10−6
B6,3 1.09(6)× 10−4 −3.19× 10−5 1.23(7)× 10−4 3.56× 10−5
B6,6 9.0(6)× 10−5 3.44× 10−5 1.01(7)× 10−4 −3.84× 10−5
Table 3.3: Comparison of the CEF parameters Bn,m between the values from
literature[15], and the values from the point charge model described here (PC).
between the levels well. For the non-Kramer’s ion in Ho2Ti2O7, the prediction
is farther from the observed energies, where the energy of the higher excitations
are again underestimated. The ground state wavefunctions of the prediction and
the fits from literature shown in Table 3.2 are extremely similar. Not only is
the symmetry of the wavefunctions the same, but the coefficients are also close
matches. This is consistent with the accuracy of the first few excited energies of
the point charge model, and the loss of accuracy towards higher energy levels.
Lastly, Table 3.3 compares the CEF parameters, and again highlights that the
point charge model is useful in finding the general symmetry of the system;
that is, the correct Bn,m values are found to be non-zero and are of the correct
order of magnitude. However, this also highlights the importance of being able
to refine the CEF parameters to data, as there are parameters that differ by a
factor of up to 200%.
3.1.2 Random grid search method
After the initial potential is estimated with the point charge model, two different
methods are used to refine to best fit the inelastic neutron scattering spectra.
The random grid search is considerably slower but more robust against falling in
a solution that locally minimizes χ2. The gradient method is much quicker, and
its speed is taken advantage of to measure the confidence of the CEF potential.
In practice, the grid search method was initially used to find a solution that we
are confident is a global best fit, and then the gradient search is employed to
refine the potential and to find the confidence of the fit.
Simulating the INS spectra begins with finding the energies En and the asso-







where Bn,m are the crystal field parameters and O
m
n are Steven’s operators
described above. Since for any Kramers ion there are always energy levels with
double degeneracy, the unique states that maximize the moment along the 〈111〉
directions is selected by adding a small field of 10−7 T along the 〈111〉. The
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intensity of neutron scattering peaks are given by Eq 2.17, shown here:
In,m = pn(1− pm) 〈ψn| Jα |ψm〉2 , (3.20)
where pn is the probability of an Er
3+ ion being in the ψn state, and Jα =
J−+J+ +Jz. The Boltzmann factors pn are found using the partition function
Z =
∑
n exp (−βEn), where En is the energy of the nth CEF level, and thus
pn = exp (−βEn) /Z. Simulated inelastic neutron spectra are the convolution




In,mδ(E − En) ◦ PV (E,w, η), (3.21)
where the instrument resolution function used is a pseudo-Voigt function
PV (x,w, η) = ηL(x,w) + (1− η)G(x,w), (3.22)
and L(x,w) and G(x,w) are the Lorenzian and Gaussian distributions with full
width at half max of w. We used η = 0.3, and the width of the peaks was fit to
minimize χ2 for each spectra.
Symmetry dictates that the only six Bn,m coefficients are nonzero for the
rare earth spinels, which leaves us with a six dimensional phase space in which
to find the minimizing potential. In order to search such a large phase space
effectively, we searched for solutions along random directions given by
δBn,m = Rn,m ×Bn,m, (3.23)
where Rn,m is a random number between -1 and 1. At each loop, 64 such vectors
are chosen. For each random vector in phase space, the least squares difference
between the simulated INS spectra and the calculated one is found (χ2) at 16
equally spaced points with a max change 40% of any Bn,m. The best fit of all
the measured points in the last iteration is then the starting point of the next
iteration, and the process is repeated 64 times.
For the case of MgEr2Se4, in order to converge on a solution faster, the
program was run with the lowest-lying CEF excitation fixed to E = 4.1 meV,
thereby limiting the search to vectors in the five dimensional manifold that
satisfied this condition. This condition was enforced by multiplying all of the
Bn,m values by a single scaling factor. This condition was relaxed after the first
few iterations.
Since this method is stochastic in nature, the path taken to refinement will
be unique with each run. We took advantage of this to check for convergence to
locally minimizing solutions in the Bn,m phase space, by running the program
8 times from the same initial position. All 8 independent refinements gave the
















































































































function of the stepsize for different stabilizing methods. In panel (a) just the
simple derivative is shown. Panel (b) the energies En are rounded to 10
−8 meV
before calculating the derivative. Panel (c) shows the derivative with a field of
10−8 T added.
3.1.3 Gradient search method
A considerably faster method than the grid search method above is a gradient
search method, where only paths that always minimize χ2 are explored. This
makes this method less robust against returning a locally minimizing solution.
The implementation is similar to the method described above except that in-
stead of searching along random directions in the Bn,m phase space, the search










χ2((1 + ∆)Bn,m)− χ2((1−∆)Bn,m)
∆Bn,m
(3.25)
where ∆ is the stepsize of the derivative. Minimizing along this direction is
done by taking small steps along this direction in phase space until χ2 is found
to increase, then the gradient is calculated again and the process is repeated
until the changes in Bn,m are below a certain threshold.
This method does provide the new challenge of ensuring that the numerical
derivative is trustworthy, since numerical errors are greatly amplified when tak-
ing the difference of similar numbers when ∆ becomes small. Different methods
for improving the stability of the the numerical derivative in Eq 3.24 were tried,
with results shown in Fig. 3.1. In Fig. 3.1 (a) the derivative with no modifica-
tion is shown as a function of stepsize; the problem of stability at small stepsize
is immediately apparent in this plot. Fig. 3.1 (b) shows the derivative with an
attempt to improve the stability by rounding the energies En before calculating
χ2. This provided a marked improvement, but the result is still unstable at
stepsizes matching the rounding of the energy. The best method found was to
apply a small field ≈ 10−8 T before calculating χ2. This allowed for stepsizes
to the order of 10−10 ×Bn,m to remain accurate, as shown in Fig. 3.1 (c).
To find the uncertainty of the fit parameters Bn,m, we run the minimizing
routine again, but for each Bn,m we fix the parameter’s value and minimize χ
2
by moving along the gradient in the remaining five non-fixed CEF parameters.
This is repeated for Bn,m fixed at a value progressively farther from the minima
until χ2 has increased by one, which we define as the upper and lower bounds
of the error. By doing this for all of the parameters, we get the error bars for
each CEF parameter.
3.2 Magnetization Calculation
The moment of a magnetic material will be a result of many interactions, most
importantly the SOC, CEF and exchange interaction with nearest atoms. For
calculating the expected magnetic moment from the known crystal field poten-
tial at an arbitrary temperature and applied field, I used exact diagonalization
of the combined CEF and Zeeman Hamiltonian. In Chapter 6 we additionally
take into account the effect of interactions using the Weiss mean field approach.
3.2.1 Diagonalization of CEF and Zeeman potential
Magnetization curves in the following chapters were obtained through calcu-
lations which took into account the full CEF Hamiltonian combined with the
applied magnetic field. This method allowed us to describe the moment of the
material at higher temperatures, where multiple CEF levels are occupied, and
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at high fields, where there is considerable mixing of the original CEF states.
In order to calculate the moment, we ignored interactions between moments
and treated the problem in the single ion picture. The total Hamiltonian is thus
the CEF plus the Zeeman energies
H = HCEF +HZ . (3.26)





where Bn,m are the CEF parameters and On,m are Stevens operator equivalents
[217], with the appropriate matrix elements for On,m given by the software
EasySpin [219]. The Zeeman term HZ = −glH · Ĵ where gl is the Landé g
factor for Er3+. The combined Hamiltonian is diagonalized to give the energies




) and the contribution to the moment
Mn =
〈ψn|H · Ĵ |ψn〉
|H|
. (3.28)






pn(H, θ)Mn(H, θ) sin(θ)dθ, (3.29)
where pn is simply
exp(− EnkbT )
Z . Due to symmetry, we do not need to average
over the azimuthal angle, and only need to integrate to π2 . This gives the full
powder averaged magnetization per Er atom including the effects of the mixing
of higher energy CEF doublets.
The effects of higher energy wavefunctions were found to be particularly
important to the calculation of magnetization. To highlight this fact, Fig. 3.2
shows a comparison of the data for this material calculated with and without
these effects considered.
At any fields higher than 1 T, the difference between the calculated magne-
tization and the magnetization from a simple two level model is considerable.
In Fig. 3.2(b), the same calculation is repeated but with +15.845 meV artifi-
cially added to all of the excited energy levels, in order to bring the overall first
excited energy to 20 meV. This value is much closer to the energy of the 227
rare earth pyrochlores studied, and we can see that the effect now becomes far
less important; the resulting curves are quite similar to the moment calculated
considering only the ground state doublet.
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Figure 3.2: Plots showing the importance of including the perturbation of wave-
functions and higher energy doublets for MgEr2Se4. The left panel presents the
measured data at 2 and 40 K as red and blue marks respectively. The calcu-
lated magnetization is superimposed on the data, for cases where perturbations
of the wavefunctions were considered (solid curves) and not considered (dashed
curves). The right panel compares our exact moment calculation (black) to
predictions of the effective spin-1/2 model (green), which neglects perturbation
effects and effects of higher older multiplets. The red curve shows the exact
calculation again, but where the excited multiplets have been artificially moved
20 meV higher in energy, showing the presence of these modes to be the domi-
nant effect.
3.2.2 Exchange interactions
So far, the magnetization was calculated only for non-interacting spins, which
is applicable for only a limited set of systems, and in Chapter 6 we find that
the magnetization for some of the rare earths can not be described in the non-
interacting case. Considering the sheer number of degrees of freedom, it is
generally not feasable to find an exact solution for a system of interacting spins.
And when solutions describing the systems are found, they will be specific to
the given arrangement of spins and the given interactions, and will be beyond
the scope of the study in this thesis. Here we are only interested in finding
the magnetic susceptibility with a phenomenological treatment of the magnetic
interactions in the regime above the ordering transition. For this we use the
Weiss mean field approach [220].
Following the work by Anderson [7] in applying the Weiss mean field to




Si · Sj , (3.30)
where the sum is over nearest neighbors. We use the mean field method to
replace Si with 〈Si〉 ∝Mi, which is the magnetization at that specific sublattice.
For any material with inequivalent spins, such as in antiferromagnets, a different
Mi for each sublattice is used. The effective field at sublattice i is the applied
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field renormalized by the average spin direction of the nearest neighbors:




where the sum is over sublatticies that make up the nearest neighbors. The
magnetization is thus simply what would be for the non-interacting case but
instead the ions feels the renormalized field
〈Sn〉 ∝ BJ(const.×Heffn /kBT ) (3.32)
where BJ is the Brillouin function for a spin J system.
Since we are only interested in the magnetization well above the ordering
temperature, we can make the simplifying assumption that the spins are disor-
dered, and therefore
〈Sn〉 = 〈Sm〉 (3.33)
for any n,m.
So far, we had disregarded the effects of the the CEF, and used simply the
Brillouin function which is only applicable for free spins. It is easy however, to
simply replace the Brillouin function with the numerically found moment in the
non-interacting model, as described in the previous section
BJ(H, T )→M0(H, T ). (3.34)
By combining Eq. 3.32, 3.33, and 3.34, we find the magnetization above
the ordering transition to be the solution to the transcendental equation M =
M0(H+λM), where M0 is the calculated moment in the non-interacting model.
This is solved graphically as shown in Fig. 3.3, where for each temperature and
field, the M0(H,T ) curve is calculated and the intersect with the line f(M) = M
is the result.
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Figure 3.3: Examples plots showing how the transcendental equation from the
interacting magnetic system is solved graphically. The intersect between M and
M0(H+λM) gives the solution. In this case the applied field is 2×104 Oe, and




This chapter is composed of work that was published in the following two papers:
“Structural transition and orbital glass physics in near-itinerant CoV2O4.” by
D. Reig-i-Plessis1, D. Casavant1, V. O. Garlea2, A. A. Aczel2, M. Feygenson3,
J. Neuefeind3, H. D. Zhou45, S. E. Nagler26, G. J. MacDougall1 [185]
and
“Spin canting and orbital order in spinel vanadate thin films” by C. J.
Thompson75, D. Reig-i-Plessis1, L. Kish1, A. A. Aczel2, B. Zhang58, E. Kara-
petrova9, G. J. MacDougall1, and C. Beekman58 [230].
In this chapter Figs. 4.1 to 4.5 are reproduced from [185], and Figs. 4.6
and 4.7 are reproduced from [230], while all other figures were previously un-
published. My contribution to both papers is in the analysis of the elastic
neutron scattering data, and in the case of the more recent paper also in the
collection of the elastic neutron scattering data, and this chapter will focus on
those results. The collection of the neutron scattering data in the first paper was
done before I began graduate school, and the experiments were performed by
G. J. MacDougall, A. A. Aczel, M. Feygenson, J. Neuefeind, and V. O. Garlea.
The analysis of the inelastic neutron scattering data was done by D. Casavant,
and is presented here due to the importance in adding evidence for the local
orbital picture of bulk CoV2O4.
4.1 Introduction
The spinel vanadates, AV2O4, are interesting materials which lay at the heart
of several distinct topics in condensed matter physics. In recent years, the focus
has been geometric frustration, and the role played by the vanadium orbital
angular momentum degrees of freedom in relieving the significant spin frus-
tration inherent to the spinel structure[113]. In insulating vanadates containing
1Dept. of Physics, University of Illinois at Urbana-Champaign, Urbana IL
2Quantum Condensed Matter Div., Oak Ridge National Lab., Oak Ridge TN
3Chemical and Engineering Materials Div., Oak Ridge National Lab., Oak Ridge TN
4Dept. of Physics and Astronomy, University of Tennessee, Knoxville TN
5National High Magnetic Field Lab., Florida State University, Tallahassee FL
6Bredsen Center, University of Tennessee, Knoxville Tn
7Materials Science and Engineering Program, Florida State University, Tallahassee FL
8Dept. of Physics, Florida State University, Tallahassee FL
9Advanced Photon Source, Argonne National Lab. Argonne IL
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divalent A-site cations, the octahedrally coordinated V3+ comprise a pyrochlore
sublattice with S = 1 spins and an orbital triplet degeneracy in the ideal cubic
crystal field environment. When the A2+ cation is non-magnetic, this degen-
eracy is relieved at a Jahn-Teller structural transition from cubic-to-tetragonal
global symmetry, followed by an antiferromagnetic spin order transition upon
cooling[130, 235, 252, 153, 154, 183, 115, 240, 145]. In materials MnV2O4[3,
221, 255, 62, 34, 151, 65, 152] and FeV2O4[95, 127, 251, 152, 94, 124, 250],
the A-site also contains a spin, and A−B superexchange interactions stabilize
a form of collinear spin order, before orbital order transitions simultaneously
distort the cubic structure and cant spins at lower temperatures. CoV2O4 is
a unique case. Though a collinear ferrimagnetic transition near TN1 = 150
K[136, 40, 101, 82, 104] has long been observed and there have been recent
reports suggesting a weaker spin canting transition near TN2 = 90 K[104],
the material is reported to retain cubic global symmetry to lowest measured
temperatures[101]. This last observation is especially interesting, as it contra-
dicts all known models for this class of materials. We discuss it in more detail
below.
Enhanced spin-lattice coupling and associated phenomena resulting from or-
bital order have been reported on several occasions, and theory has predicted
a number of different ordering patterns[144, 234, 228, 129, 163, 204, 33, 205].
Given the difficulty of accessing the orbital order parameter experimentally, con-
clusions have been argued indirectly, and debate has centered on the relative
importance of exchange, spin-orbit coupling and various crystal field terms in
the magnetic Hamiltonian. A secondary line of debate has focused on whether
localized orbital models are appropriate at all, or whether one should approach
the problem from the itinerant limit for some materials[193, 195, 16, 160, 96].
Indeed, the spinel vanadates were initially studied in the context of localized-
itinerant crossover physics, and are predicted to be metallic for V-V separations
(RV V ) less than the critical distance of Rc = 2.97Å[193]. Though known mate-
rials are all semiconductors, those with RV V ∼ Rc (e.g. MgV2O4, ZnV2O4 and
CoV2O4) have enhanced electron-lattice coupling and transport properties best
described by the hopping of polarons[193]. The activation energy of polarons is
seen to decrease sharply (i.e. materials become more metallic) with decreasing
RV V [193, 16] and increasing pressure[101], but increase with disorder due to
cation inversion[193] or mixed valence on the spinel B-site[195]. CoV2O4, which
has the shortest RV V , has been driven metallic over a limited temperature range
with an applied pressure of 6 GPa[101].
Recent studies have expounded on the role played by the proximate itinerant
state. One study showed that, although materials CdV2O4 and MnV2O4 are
well described by insulating models, the Mn compound exhibits anomalously
high compressibility which has been argued to signify a breakdown of the Mott-
Hubbard picture[16, 102]. Materials with shorter RV V (A∈ {Fe, Zn,Mg,Co})
may lay in an intermediate phase, characterized by partial delocalization, mo-
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bility of large polarons and short-range magnetic order[16]. These arguments
seem to be backed by first principles calculations in CoV2O4, which suggest the
coexistence of localized and itinerant electrons[96], and electronic structure cal-
culations in ZnV2O4, which explain the low-temperature transitions as a struc-
tural instability toward V-V dimerization, with no role for local orbitals[160].
The role of orbital order in near-itinerant vanadates was further challenged by
studies of the doping series Mn1−xCoxV2O4, where x-ray and heat capacity
measurements reveal the suppression of the low temperature tetragonal phase
transition above critical doping xc ∼ 0.8[103] and neutron scattering reveals the
decoupling of this transition from spin canting[121].
In light of the above discussion, the case of CoV2O4 is particularly in-
triguing. This material is a direct analogue to MnV2O4, forming a near ideal
spinel structure with V3+ on the pyrochlore lattice and spin-only S=3/2 Co2+
on the A-site. Its near critical V-V separation has made it the subject of
several studies exploring the role of the proximate itinerancy in 3d magnet
systems[193, 195, 101, 103, 102, 121]. Though it is well-established that there
exists a magnetic transition to a near collinear ferrimagnetic ordered state be-
low TN1 ∼ 150 K[136, 193, 40, 101, 82, 102, 104], the experimental situation
at lower temperatures is quite unclear. While one study of CoV2O4 powders
reported a cusp in magnetization near T = 100 K and a sharp peak in heat
capacity at T = 60 K[82], similar measurements of a single crystal sample re-
vealed only a magnetic anomaly at T = 75 K and no signature in heat capacity
at any temperature below TN1[101]. Neither study saw a deviation from cubic
symmetry down to T = 10 K[101, 82], which itself is surprising, as both orbital
order[144, 234, 228, 129, 163, 204, 33, 205] and dimerization models[99, 160]
predict a symmetry lowering structural transition. Very recently, a neutron and
strain study of crystals and powders enriched with excess cobalt reported a spin
canting transition TN2 = 90K, which they associated with the onset of an or-
bital glassiness, and a separate structural transition of unknown origin near T
= 40 K[104].
The large variation in the literature is likely a reflection of the combined
weakness of observed effects and the enhanced sensitivity of this material to dis-
order. The differing heat capacity signatures in powders and crystals has been
ascribed to the presence of random fields in crystals[82], as seen in FeCr2S4[47],
or could simply reflect the difficulty in detecting first order transitions in heat
capacity using the time-relaxation technique, as suggested elsewhere by our
group[128]. Weak inversion, and in particular cobalt on the spinel B-site, is
known to affect both the temperature of transitions[193, 104] and the degree of
localization[193, 195, 194] in this system. In fact, early magnetization measure-
ments noted a feature near 60 K, which seemed to disappear upon annealing and
was attributed to the presence of Co2VO4[136]. Clearly, further measurements
are needed before reaching final conclusions.
In this chapter, we shed light on the outstanding questions surrounding
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CoV2O4 using a combination of neutron powder diffraction and inelastic scat-
tering. We explore both polycrystalline samples of bulk CoV2O4 as well as
thin films grown on SrTiO3. Our diffraction results on polycrystaline samples
confirm the near cubic spinel structure with minimum cation inversion, and
ferrimagnetic order below TN1 = 156 K. Significantly though, our analysis fur-
ther reveals the presence of a weak, first-order structural phase transition at
T ∗ = TN2 = 90 K, the same temperature at which a spin canting transition
is reported in Ref. [104]. This transition is evident in the temperature evolu-
tion of both the lattice parameter, seen on long length-scales, and the oxygen
atom positions, which has a short-range character. Our inelastic data of the
same sample show the success of local spin models in describing the magnon
spectrum, and suggest the presence of a small (1.25 meV) spin gap. In contrast
to the bulk samples, thin film samples are found to be orthorhombic and show
unmistakable canting of the V spins and a reordering of the Co2+spins at 90
K. Vanadium ordered moments and the orbital ordering transition are strongly
suppressed in the bulk sample, likely because of the proximate itenerancy, while
the thin film samples show no such suppression. Together, these observations
strongly suggest that this material is most appropriately described by local or-
bital models, and indicate an orbital ordering transition at T ∗, this transition is
largely suppressed by the proximate itinerancy and can be fully recovered with
directional strain.
4.2 Materials Preparation and Experimental
Details
Powder samples of CoV2O4 were prepared via solid state reaction at the Na-
tional High Magnetic Field Lab in Tallahassee, FL, and extensive characteriza-
tion data can be found on related samples in Refs. [101] and [102]. As discussed
above, these references report a near cubic structure to lowest temperatures and
the formation of a net ordered moment below 150 K, reflecting the ferrimagnetic
spin order known from previous neutron measurements[40].
Thin films of CoV2O4 have been grown onto (001) SrTiO3
1 substrates via
pulsed laser deposition using a home-made pressed pellet of CoV2O6 at Florida
State University. The growth parameters charachterization of the film thickness,
alignment and smoothness are reported in Ref. [230]. Films used for elastic
neutron diffraction were ∼ 400 nm thick on a 1×1 cm2 and epitaxially matched
the SrTiO3 substrate. XRD measurements showed the film was a single crysatal
with lattice parameters a = 8.36(2) Å, b = 8.24(5) Åand c = 8.457(3) Å(α = β
= γ = 90◦), showing an orthorhombic unit cell for the films with asymmetric
compressive in-plane strain (along a ∼ 0.5%, along b ∼ 1.5%)[230].
1While there is a structural transition of the substrate at 105 K [189, 206] from cubic to
tetragonal (associated with a change in the octahedral rotation); the temperature at which
we observe magnetic phase transitions are far removed from this transition.
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Neutron scattering data in the current report was obtained entirely using in-
struments at Oak Ridge National Laboratory (ORNL) in Oak Ridge, TN. Pow-
der diffraction work was performed using the HB2A instrument at the High Flux
Isotope Reactor (HFIR)[59], followed by wide-angle time-of-flight (TOF) mea-
surements using the Nanoscale-Ordered Materials Diffractometer (NOMAD)
instrument at the Spallation Neutron Source (SNS)[149]. Neutron scattering
experiments on the thin film samples were performed at the HB1A beamline at
HFIR.
HB2A measurements were performed using ∼ 3g of powder, placed in a vana-
dium can with helium exchange gas to ensure cooling. Patterns were measured
independently with λ = 1.538Åand λ = 2.41Å neutrons from a germanium
monochromator, and fit simultaneously. For NOMAD measurements, about 100
mg of sample was measured in 6 mm diameter vanadium cans for 20 minutes
in an ILL Orange cryostat. NOMAD detectors were calibrated using scatter-
ing from diamond powder, and the instrument parameter file for the Rietveld
refinements was obtained from the measurements of the NIST standard silicon
powder. The structure factor S(Q) was obtained by normalizing diffraction data
against a solid V rod, and subtracting the background using the IDL routines
developed for the NOMAD instrument. The pair-distribution function (PDF)







Q(S(Q)− 1) sin(Qr)dQ (4.1)
Rietveld refinements were performed using Fullprof[191], and PDF fits were
performed using the PDFgui software[43].
Inelastic neutron scattering (INS) measurements were performed using the
hybrid spectrometer HYSPEC at the SNS. HYSPEC is a highly versatile di-
rect geometry spectrometer that combines TOF spectroscopy with the focusing
Bragg optics[242]. The incident neutron beam is monochromated using a Fermi
chopper with short, straight blades, and is then vertically focused by Bragg scat-
tering onto the sample position by highly oriented pyrolytic graphite. HYSPEC
employs 3He linear position sensitive tube detectors that are assembled into 20
sets of 8-packs that cover an angular range of 60◦ in the horizontal scattering
plane and a vertical acceptance of 15◦. For the INS measurements, the CoV2O4
powder was loaded in an aluminium can and placed in a closed cycle refrigerator
capable of reaching a base temperature of 5 K. Data was collected with inci-
dent energies Ei = 60 meV, 35 meV, 15 meV and 7.5 meV, and Fermi chopper
frequencies of 300 Hz, 180 Hz, 180 Hz and 420 Hz, respectively.
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Figure 4.1: Powder diffraction patterns taken using the HB2A diffractometer
with λ = 1.54Å at temperatures T = 280 K (a.), 115 K (b.) and 5 K(c.).
Here, black dots are data and solid lines are the results of Rietveld refinements
described in the main text. Arrows denote the position of the cubic (111) Bragg
reflection, which serves as an order parameter for the collinear ferrimagnetic
state. A power law fit to the temperature variation of this peak (d.) gives
TN1 = 156.1(5) K.
4.3 Neutron Scattering Results
4.3.1 Powder Diffraction
Neutron powder diffraction measurements were first performed using the HB2A
instrument with two neutron wavelengths, and main results are shown in Fig-
ure 4.1. Figs. 4.1 (a.)-(c.) shows patterns from 1.54Å measurements at T
= 200 K, 115 K and 4 K, along with lines showing best-fit Rietveld refine-
ments, performed using both wavelengths. Refinement of the pattern at T =
280 K (Fig. 4.1(a)) confirms the near ideal spinel structure, with approximately
4% of the vanadium sites containing cobalt cations. Patterns at lower tem-
peratures (Fig. 4.1(b)-(c)) exhibit a visible increase in the intensity of several
low-angle peaks associated with collinear ferrimagnetism, most prominently the
cubic (111). Targeted measurement of this peak over a range of temperatures
resulted in the data in Fig. 4.1(d), and simple power-law fits yield a transition
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Figure 4.2: Panel (a.) shows a typical pattern from data collected using a single
NOMAD detector bank with the black curve as the fit intensity and the red
curve below showing the difference. The temperature dependence shows a jump
in the fit lattice parameter (panel (b.)) and atomic displacement parameter for
oxygens (panel (c.)) at the same temperature, T ∗ = 90 K. Neither the fractional
position parameter for the oxygens (panel (d.)), nor the ordered moment sizes
(panel (e.)) show a signature at T ∗. Panel (f.) is the square of the transverse
V3+ ordered moment, equivalent to the cubic (200) Bragg peak, commonly
thought to indicate spin canting. Solid line in this panel is a fit to a power-law
temperature dependence, and implies T ∗ = 92(5) K.
temperature of TN1 = 156.1(5) K and a power 2β = 0.68(4). Consistent with
other neutron powder diffraction studies[40, 104], we saw no visible intensity
at the position of the cubic (200) Bragg peak associated with spin canting,
yet refinements of the entire patterns to a model with Co2+ spins along the
c-axis and V3+ spins allowed to cant along <110> from the antiparallel direc-
tion implied a small canting angle at base temperature. Specifically, at T =
4 K, best fits give ordered moments MCo = 3.05(4)µB, MV,|| = 0.70(4)µB, and
MV⊥ = 0.06(4)µB, where MV,|| and MV,⊥ denote ordered vanadium moments
antiparallel and perpendicular to MCo, respectively. The value for MCo is within
error equal to the expected full-moment value for S = 3/2 Co2+. The fitted
values for MV,|| and MV⊥ within our model imply a greatly reduced vanadium
moment of MV = 0.70µB, with a canting of 5± 4◦. Though the fitted canting
angle is not significantly different from zero, this result is consistent with the
reports of canting in Ref. [104] for Co-rich samples and Ref. [121] for near itin-
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erant members of the series Mn2−xCoxV2O4. A complete listing of refinement
parameters for each of the four measured temperatures is listed in Table 4.1.
T (K) a (Å) xO2− MCo (µB) MV,|| (µB) MV,⊥ (µB)
280 8.39976(8) 0.23965(7) - - -
115 8.39102(8) 0.23971(7) 2.43(4) 0.60(4) 0.04(4)
85 8.39007(7) 0.23965 2.78(4) 0.67(4) 0.05(4)
4 8.38924(7) 0.23964(7) 3.05(4) 0.70(4) 0.06(4)
Table 4.1: Parameters extracted from simultaneous Reitveld refinements of NPD
patterns taken using λ = 1.54Åand 2.41Åneutrons on the HB2A instrument at
HFIR. Details about the fit model are provided in the main text.
4.3.2 TOF Diffraction and Pair-Distribution Function
Analysis
To search for local distortions of oxygen octahedra or other signatures of orbital
glassiness, we supplemented the above data with diffraction measurements using
the NOMAD instrument, which has a significantly higher count rate and detec-
tor coverage more suitable for a PDF analysis. Data were analyzed using both
Rietveld refinement in reciprocal space and with real-space PDF analysis, de-
scribed above, and the main results are shown in Figs. 4.2 and 4.3, respectively.
Rietveld refinements used the same model and gave results largely consistent
with conclusions from the HB2A analysis. Specifically, it was confirmed that
the structure is very close to an ideal cubic spinel at all temperatures, and that
spins order into the canted ferrimagnetic state described above. A representa-
tive pattern and associated fit line are shown in Fig. 4.2(a.). Additionally, the
sizeable increase in signal-to-noise on the NOMAD instrument brings to light
several interesting new features. Despite the success of the cubic spinel model
across the full temperature range, Fig. 4.2(b.) shows a clear, discontinuous
jump of ∆a = 0.0014Å in the refined lattice parameter at a critical tempera-
ture T ∗ = 90 K. The magnitude of this jump is within the error bars of previous
x-ray measurements[101], and this observation is consistent with previous liter-
ature. Moreover, though the fractional position parameter of the oxygen in the
Fd3̄m space group (Fig. 4.2(c.)) shows a smooth and continuous variation with
temperature, the atomic displacement parameter (ADP), Biso, which reflects
the root mean square displacement of oxygen atoms from equilibrium, shows a
jump similar to lattice parameter at the exact same T ∗. Together, these ob-
servations strongly suggest the existence of an unresolved, first-order structural
phase transition at the limits of instrument resolution.
The existence of a structural transition at T ∗ = 90 K is particularly impor-
tant in light of previous polarized neutron scattering work on single crystals,
which has established that a spin-canting transition exists at the exact same
temperature[104]. Our own diffraction data is also not inconsistent with such a
conclusion. In Table 4.2, we show refined magnetic moments at selected tem-
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Figure 4.3: Results of a PDF analysis of the NOMAD data, assuming a cubic
spinel structure and neglecting scattering from spin order. Panel (a.) shows a
typical fit at base temperature. Panels (b.) plot the refined lattice parameter
as a function of temperature, as inferred from fits of real space data over several
distinct data ranges. From top to bottom, data was fit using the range 1Å <
R < Rmax, for Rmax = 15 Å, 20 Å, and 35 Å, whereas the bottom panel used
10Å < R < 45 Å. Panels (c.) show equivalent plots of the oxygen ADP. Both
sets of panels reveal a discontinuity at T ∗ = 90 K.
peratures assuming the canted state described above. One can see a smooth de-
velopment of ferrimagnetism below TN1, with moment sizes (Fig. 4.2(e.)) equal
within error to HB2A fits and an implied canting angle for vanadium spins
of 15± 5◦ at base temperature. This canting angle is statistically significant,
though larger than the values in Table 4.1 by a factor of 3-4; this reflects the
difficulty of reliably determining this quantity from powder refinements alone.
This canting angle is also a factor of 2 larger than implied by single crystal mea-
surements in Ref. [104], but notably equal to results from powder refinements
in the same study. In Fig. 4.2(f.), we show the temperature variation of M2V⊥ ,
which is proportional to the cubic (200) Bragg peak intensity, used in Ref [104]
to detect the spin canting transition in single crystals of this material. Though
the magnitude of MV⊥ (and thus canting angle) seems to grow with decreasing
temperature, statistical error bars in our data set are too large to discern a clear
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kink at T = T ∗. We do note, however, that the total increase of M2V⊥ over the
measured temperature range is the same as seen in Ref. [104], and if one assumes
a transition, fits to a power-law temperature dependence yield T ∗ = 92(5) K.
Thus, we conclude that our data is consistent with the previously reported spin
canting transition at T ∗[104]. In light of this, the coincident structural transi-
tion seen in the current data set strongly suggests that this temperature can be
associated with the ordering of V3+ orbitals.
The same data set was subject to a PDF analysis, using the transform given
by Eq. 4.1, and assuming a cubic spinel structure. The main results, shown
in Fig. 4.3, tell a similar story to the one above. The cubic spinel structure
describes the data well at all temperatures (see, e.g., Fig. 4.3(a.)), and there is
a distinct jump in the inferred lattice parameter and the atomic displacement
parameter of oxygen atoms at T ∗ = 90 K. Fits were performed over a number
of increasingly shortened ranges in real-space: 1.5Å< R < Rmax, with Rmax
varying from 30Å to 15Å. Additionally, one fit was performed using a range
10Å< R < 45Å, to explicitly suppress the effect of local correlations. As shown
in Fig. 4.3(b.), the magnitude of the jump in lattice parameter at T ∗ was found
to be largely independent of fit range, consistent with expectations for a true
long-range effect. In contrast, the displacement of the oxygens decreases mono-
tonically with increasing Rmax and is strongly suppressed for the fit where local
correlations are neglected. This suggests that the atomic displacement param-
eter of oxygens (Fig. 4.3(c.)) has an overwhelmingly local character. As this
parameter represents the root mean square positions of oxygens forming the oc-
tahedra surrounding V3+ octahedra, this observation might suggest the onset of
orbital glassiness, as previously conjectured[104]. As with the Rietveld analysis,
we were able to fit the PDF data assuming a number of different structural dis-
tortions at low temperature, but none showed a significant improvement when
compared to the cubic spinel structure. The weakness of the current effect does
not allow us to comment further.
T (K) a (Å) xO2− MCo (µB) MV,|| (µB) MV,⊥ (µB)
144 8.3909(2) 0.23968(5) 2.02(4) 0.53(5) 0
120 8.3902(2) 0.23968(5) 2.50(4) 0.62(4) 0.06(6)
100 8.3894(2) 0.23966(5) 2.74(3) 0.68(4) 0.08(6)
80 8.3907(2) 0.23966(5) 2.92(3) 0.73(4) 0.13(6)
60 8.3903(2) 0.23963(5) 3.01(3) 0.73(3) 0.17(6)
40 8.3905(2) 0.23962(5) 3.07(3) 0.73(3) 0.20(5)
20 8.3905(2) 0.23962(5) 3.09(3) 0.73(3) 0.21(5)
6 8.3905(2) 0.23961(5) 3.09(3) 0.73(3) 0.19(6)
Table 4.2: Fit parameters at selected temperature, extracted from Rietveld
refinements of NPD patterns taken using the NOMAD instrument at the SNS.
Details about the fit model are provided in the main text, and further parameters
for the entire temperature range can be found in the Supplemental Materials.
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4.3.3 Inelastic Neutron Scattering
Further support for an orbital glass picture comes from inelastic neutron mea-
surements on the HYSPEC spectrometer, summarized in Figs. 4.4 and 4.5.
Figs. 4.4(a.) and (b.) show the low-energy magnon spectra at T = 6 K, taken
with Ei = 15 meV and 7.5 meV neutrons, respectively. Immediately apparent
is the existence of a highly-dispersive, bright excitation mode emerging out of
the position Q = 1.3Å−1, which is associated with the cubic (111) Bragg peak.
Closer inspection reveals weaker excitations emerging from Q = 1.5Å−1 and
Q = 2.1Å−1, the location of the (200) and (220) peaks, respectively. Figs. 4.4(c.)
and (d.) confirm that these excitations give way to a correlated paramagnetic
phase at temperatures T > TN1. The flat band of scattering in Fig. 4.4(b.)
is seen only with Ei = 7.5 meV, but not with Ei = 15 meV (Fig. 4.4(a.)), 35
meV, or 60 meV (Fig. 4.5(a.)). For this reason, we conclude it is likely spurious,
though its origin is unknown.
Plots of scattering intensity versus energy transfer reveal a small peak in
scattering at ∆ ∼ 1.25 meV above both magnetic Bragg peaks, which is sug-
gestive of a spin gap. Though we are unable to confirm the complete absence
of scattering at lower energies due to experimental constraints, the magnitude
of this gap is nearly a factor of 2 smaller than reported for Mn2−xCoxV2O4 for
Co2+ concentrations up to x = 0.8[121]. This is consistent with expectations for
an orbital order state with strong renormalization due to proximate itinerancy.
In Fig. 4.5 we show a comparison of inelastic data taken with Ei = 60 meV,




Ji,jSi · Sj +
∑
i
Di(Si · n̂i)2, (4.2)
along with the parameters in Table 4.3. Here,the sums are over all spins, in-
cluding both cation sites, and interactions are truncated beyond nearest neigh-
bors for the Co2+ sites (nearest neighbor Co-V interactions) and next-nearest
neighbors for the V3+ sites (nearest neighbor V-V and nearest neighbor Co-
V interactions only). We have used JAB to denote the exchange interaction
between A-site cobalt and B-site vanadium spins, while JBB (J
′
BB) describes
interactions between nearest-neighbor vanadium spins with the same (different)
c-axis positional coordinates. Single-ion anisotropy was set to zero for cobalt
(DA), consistent with the near-cubic structural symmetry, and fixed along local
<111> directions for the vanadium sites (DB). A similar analysis was success-
fully used by us to describe spin excitations in FeV2O4[124] and in Ref. [121] to
describe the Mn1−xCoxV2O4 family of compounds.
Notably, the material parameters listed in Table 4.3 and used to create
Fig. 4.5(b.) were not extracted from fits to the inelastic data (Fig. 4.5(a.)),
but rather were extrapolated from parameters reported for single-crystalline
60
Figure 4.4: Powder inelastic scattering data, taken using the HYSPEC instru-
ment at the SNS. Panels (a.) and (b.) show data taken at base temperature,
T= 6 K, with Ei = 15 meV and Ei = 7.5 meV, respectively. The most obvi-
ous feature is the highly dispersive excitation, nearly touching the elastic line
at the position of the (111) magnetic Bragg peak, and weaker bands are seen
about (200) and (220). Vertical dotted lines denote the locations of the three
aforementioned Bragg locations. Equivalent measurements taken at T = 200 K
(panels (c.) and (d.)) show only correlated paramagnetic behavior, confirming
that the above dispersive bands are magnetic in origin. Constant-Q cuts at the
positions of the (111) and (200) (panels (e.) and (f.)) reveal a small bump,
consistent with a spin gap of ∆ = 1.25 meV in this material.
Mn0.4Co0.6V2O4[121], and adjusted to account for Néel temperature, canting
angle and spin gap. It should be pointed then out that the Heisenberg exchange
parameters in Mn0.4Co0.6V2O4 are hugely anisotropic, as interactions between
V-V pairs in that material are strongly modified by the existence of orbital or-
der and the associated structural distortion. Specifically, orbital order results
in JBB and J
′
BB that differ significantly not only in magnitude, but also sign.
Though the lattice structure in CoV2O4 is more isotropic, we found we were
unable to satisfactorily describe the inelastic data in Fig. 4.5 without retain-
ing the anisotropy in the Heisenberg exchange parameters, and specifically the
difference in sign between JBB and J
′
BB. The significance of this observation is
discussed in more detail below.
Even without fitting, this basic spinwave model is able to account for sev-
eral specific features of the CoV2O4 data, including the minima at 1.3Å
−1 and
1.5Å−1, the ridge of intense scattering between 14 meV and 20 meV, and the
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Figure 4.5: Plots of measured (left) and simulated (right) neutron inelastic
scattering data with Ei = 60 meV, plotted on a logarithmic scale. The simulated
scattering data is the result of a spin-wave analysis, using parameters described
in the main text and using spherical approximations for the local form factors
of Co2+ and V 3+ moments. Effects of instrument resolution have not been
included.
second ridge of scattering near 37 meV. Arguably, the largest failure of the
model is an overestimation of scattering at higher Q, including the prediction
of an intense mode near Q = 3.0Å−1. This observation indicates a deviation
in CoV2O4 from a local magnetic form factor, and in fact indicates that the
atomic orbitals are distributed over larger distances in real space, as one might
expect for a material approaching an itinerant crossover.
Even without fitting, this basic spinwave model is able to account for sev-
eral specific features of the CoV2O4 data, including the minima at 1.3Å
−1 and
1.5Å−1, the ridge of intense scattering between 14 meV and 20 meV, and the
second ridge of scattering near 37 meV. Arguably, the largest failure of the
model is an overestimation of scattering at higher Q, including the prediction
of an intense mode near Q = 3.0Å−1. This observation indicates a deviation in
CoV2O4 from the assumed spherical approximation for the local magnetic form
factor, and in fact may indicate that the atomic orbitals are distributed over
larger distances in real space, as one might expect for a material approaching
an itinerant crossover.
Ei JAB JBB J
′
BB DA DB
60 3 8 -4.59 0 -0.39
Table 4.3: Parameters used to produce simulated neutron scattering spectrum
in Fig. 4.5(b). All values are given in units of meV.
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Figure 4.6: a) (111) Bragg peak intensity as a function of temperature. The red
line is a power law fit. b) (2̄2̄0) (black squares), and (202) (red open circles)
Bragg peak intensities as a function of temperature.
4.4 Neutron Scattering on Thin Films
Elastic neutron scattering studies in zero applied magnetic field on a ∼ 400 nm
thick CoV2O4 film grown on a 10 x 10 mm
2 SrTiO3 substrate are presented
in Figs. 4.6 and 4.7. The (111), (2̄2̄0), (202), and (002) peaks were monitored
as a function of temperature. The onset of the (111), shown in Fig. 4.6 a),
peak can be fit with a power law to reveal the ferrimagnetic phase transition at
TN1 = 153 K, which is consistent with the collinear ordered phase of the bulk
sample. The (202) and (2̄2̄0) peaks shown in Fig. 4.6 b) has much less simple
behavior. There is a very sharp drop in intensity of the (2̄2̄0) at 90 K and the
(202) peak shows what appears to be a two order parameter behavior with a
second increase at 90 K.
The decrease in the (2̄2̄0) in Fig. 4.6 b) with no similar decrease in the (111)
or the (202) points to the larger Co2+spins rotating such that the moment is
parallel to the scattering direction (110) at TN2 which would lead to no neutron
intensity due to the polarization factor2. This conclusion is consistent with the
increase seen in (202) at the same temperature. The orientation of the Co2+spins
at TN2 < T < TN1 is likely out of the plane, consistent with the large intensity of
the (202) and (2̄2̄0) in that temperature regime. The model that the Co2+spins
point out of the plane for TN2 < T < TN1 and in plane below TN2 is also
consistent with magnetization results of the same samples which showed larger
2See Section 2.1.1 for an explanation of the polarization factor.
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Figure 4.7: (002) Bragg peak intensity as a function of temperature. Inset:
radial scan of the (002) Bragg peak at 6 K (black squares) and at 120 K (red
circles).
magnetization out of the plane for TN2 < T < TN1 and a larger magnetization
in plane below TN2 [230]. The (002) peak that appears below TN2 and shown in
Fig. 4.7 is structurally forbidden. In bulk CoV2O4 the peak is associated with
a lowering of symmetry due to canted V3+ spins with intensity proportional to
the part of the moment canted away from collinear spins. The appearance of the
(002) peak strongly implies we are seeing a similar canting in a way that breaks
the glide plane symmetry of the Fd3̄m spacegroup. Measurements at the (200)
and (020) positions showed no intensity. Although some previous vanadium
oxide spinels have shown that the V3+ spins will generally point close to the
local (111) directions, as in FeV2O4[127, 124, 250], we can rule out that type
of canted V3+ moment due to the absence of the (200) and (020), which makes
canting in the a - b plane away from the (110) seem the most likely explanation.
Overall this gives a model of collinear Co2+spins pointed out of the plane for
TN2 < T < TN1 and Co
2+spins pointing along the (110) direction with V3+
spins in the a-b plane canted away from the (110).
Using this magnetic model we can calculate approximate moment sizes of the
V3+and Co2+spins by comparing to the intensity of structural only peaks. The
(002) peak intensity is entirely due to the canted moment of V3+and results in a
noncollinear moment of 0.419(67)µB . Under the same model the intensity of the
(2̄2̄0) below TN2 is also only due to the non-collinear portion of the V
3+spins
which gives a consistent value of 0.48(19)µB . The intensity of the (202) and
the (2̄2̄0) at TN2 < T < TN1 can be considered to find the size of the collinear
Co2+moment to be 3.14(48)µB . If we assume that the (111) reflection is from
a purely magnetic origin we obtain a collinear moment on the V-site of about
1.17(81) µB . Note that for V
3+ ordered moments between 0.6 - 1.3 µB have been
observed in various materials due to partial quenching of the orbital moment
[127, 124, 250, 185, 255, 62, 34, 151, 65]. Utilizing the calculated perpendicular
and parallel moments we find that the V-spins cant by ∼ 20◦ away from the
(1̄1̄0).
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The rotation of the larger Co2+spins from the (001) to the (110) should also
be reflected in a lowering of the intensity of the (111) at TN2, while it could
be assumed that the extra intensity is from V3+spins collinear to the (110),
we should also consider that the intensity of the (111) also includes a strong
contribution from the oxygen atom positions. Figure 4.8 (a) and (b) shows the
(111) is strongly associated with any change in the oxygen position, and for
selected distortions we expect the intensity of the (111) to only increase; with
proportional increases much greater than other selected peaks. As discussed
in Sections 4.3.1 and 4.3.2, the bulk sample shows some distortion of the local
oxygen environment, which is an expected results of orbital ordering in CoV2O4,
and such distortion should be considered a possibility here as well. Indeed in
Fig. 4.8 (c) we see a shift in the intensity of the structural peak (440) as a
function of temperature, which can not be explained with a change of magnetic
structure alone, and makes it likely that there is some change in the oxygen
position as was seen in the bulk sample as well. This however means that
we can not assume that the change in intensity of the (111) is entirely due to
magnetic ordering and the true canting angle of the V3+ spins is likely much
greater than 20◦.
(a) (b) (c)
Figure 4.8: Panels (a) and (b) show the change in neutron atomic structure
factor of several selected peaks of CoV2O4 as a function of displacement of
oxygen atoms, with distortions along the local 111 direction in panel (a) and
restricted to the a-b plane in panel (b). Panel (c) gives the neutron scattering
intensity of the (440) peak of thin film CoV2O4 as a function of temperature.
4.5 Discussion and Conclusions
The neutron scattering results on bulk CoV2O4 presented here draw a clear
and consistent picture for the physics underlying CoV2O4. The most striking
new result is the first order structural phase transition at T ∗ = 90 K, which by
itself addresses the largest outstanding question in the study of this material –
namely the unexpected preservation of the high symmetry cubic phase to low-
est temperatures. Here, we see that the predicted symmetry lowering transition
is not absent, but has merely been suppressed in magnitude to ∆aa ∼ 10
−4,
presumably another effect of the near-itinerancy. The subtlety of the transition
and our inability to resolve details of the low symmetry structure does not allow
us to strictly determine whether it is driven by orbital order[144, 234, 228, 129,
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163, 204, 33, 205] or an instability towards homopolar bond formation[99, 160].
If one takes into account, however, previous reports of spin canting at the same
temperature[104] and the small spin gap seen in powder inelastic data at base
temperature, the experimental situation surrounding CoV2O4 is strongly remi-
niscent of other ferrimagnetic spinels more unambiguously described by the Mott
insulating picture[3, 221, 255, 62, 34, 151, 65, 95, 127, 251, 152, 94, 124, 250].
Thus, it seems most appropriate to describe the 90 K transition in CoV2O4 as
an ordering transition for localized V 3+ orbitals. In further support of this idea,
we note that our successful description of inelastic scattering invoked a local-
ized spin Hamiltonian, and used parameters which imply a strong anisotropy
in Heisenberg exchange parameters. This magnetic anisotropy echoes previous
reports of an anisotropic compression in single crystals[102]. Without a much
larger tetragonal distortion than what we are reporting, the most natural way
of explaining these experimental signatures is through an emergent electronic
anisotropy, such as one expects in an orbitally ordered state.
With thin film samples we find the strain-induced symmetry lowering leads
to dramatic differences in the low temperature non-collinear spin state compared
to bulk, although for strikingly similar reasons. We find a magnetic ordering
transition at TN1 = 154 K, same as TN1 of bulk samples, and a full reorienta-
tion of the Co2+ moment at TN2 = 90, where there is a presumed structural
distortion as well; again at the same temperature as the weak structural transi-
tion and V3+ moment canting transition in bulk. We find that unlike the bulk
sample at TN2 there is a full reorientation of the Co moment from the [001] to
the [110] direction in the film plane combined with a much larger perpendicular
component of the V moment with a canting angle at least ∼ 20◦. This finding
implies longer-ranged orbital order and an increased localized character of the
V moments in strained CoV2O4 thin films relative to bulk samples. Although
the net strain in the a-b plane is compressive and thus reduces RV V by 0.5%
to 1.5% in plane, the result remains to greatly enhance the effects of orbital
ordering and local physics instead of driving the system to greater itinerancy,
showing that the effect of relieving the orbital frustration is dominant over the
reduction in RV V .
As a final note we point out that our data allows us to rule out any additional
structural or spin transitions below T∗, within the sensitivity of our probe. This
is in direct contrast to reports of transitions at 40 K[104], 60 K[82] or 75 K[101],
seen in both powders and single crystals. We believe the variation on this point
in the literature is largely a result of the difficulty in preparing pure samples
of this material and its peculiar sensitivity to disorder. It is known that the
most frequent impurity phase in the preparation of CoV2O4 is V2O3, which
is strongly correlated and has transition temperatures which are sensitive to
level of defects[133]. On the other hand, it is also known that the presence of
excess cobalt on the vanadium site strongly affects the degree of localization
in this material[193, 195, 194], drives changes in Néel temperature[193], and
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has led to at least one report of a transition between 45 K and 70 K which
disappears upon annealing[136]. Moreover, it has been suggested that enhanced
sensitivity to disorder as materials approach the itinerant crossover affects both
the level of localization[16] and might further explain the many reports of glassy
correlations and dynamics[16, 82, 101, 102, 104]. X-ray and neutron diffraction
measurements on our powder samples reveal no detectable impurity phases and
a cation inversion (x ∼ 0.04) that is among the lowest in the literature, which
increases confidence in our results.
In summary, we have presented strong evidence for a structural and mag-
netic phase transition in CoV2O4 at a temperature of T
∗ = TN2 = 90 K in both
bulk and strained thin film samples. We show that the size of the canting an-
gle and the structural distortion can be greatly enhanced with strain, pointing
to the importance of relieving the orbital frustration. This transition, coupled
with previous reports of spin canting and the presence of a spin gap, lead us to
believe that this material is best described by a local orbital ordering picture.
We suggest that the main effects of the nearby itinerant state are the strong
reduction of the magnitude of the structural distortion, the reduction of the
vanadium ordered moment and canting angle associated with the orbital order,
and the modification of the magnetic form factor, indicative of a near delocal-
ized spin distribution. Confirmation of these interpretations could come from
future pressure experiments, where the known insulator-metal transition should




This chapter incorporates large parts of the paper “Deviation from the dipole-
ice model in the new spinel spin-ice candidate, MgEr2Se4” published in Phys.
Rev. B [187]. Aside from Table 5.2, all of the figures and tables in this chapter
are reproduced from the same paper. The work presented here was done in
collaboration with all of the coauthors of the paper: D. Reig-i-Plessis1, S. van
Geldern1, A. A. Aczel2, D. Kochkov1, B. K. Clark2 and G. J. MacDougall1.
Initial trials on sample synthesis procedures were done by me, but the major-
ity of samples used were prepared by Sean van Geldern. All of the neutron scat-
tering experiments were performed with the help of Adam Aczel at Oak Ridge
National lab, with additional help from Travis Williams during the HB2A ex-
periment and Alexander “Sasha” Kolesnikov for the SEQUOIA measurements.
The Monte Carlo simulations of the dipolar spin ice model were performed by
Dmitrii Kochkov and Bryan Clark. The rest of the analysis was performed by
me with guidance and mentorship from both Gregory MacDougall and Adam
Aczel.
5.1 Introduction
One of the most notable aspects of the spin-ice class of compounds is the wide
range of interesting behaviors they exhibit. Originally of interest as a magnetic
analogue of water ice and a playground for thermodynamic models[77, 76, 24,
140, 22, 178], the field has expanded dramatically to include an assortment of
interesting variations, including Kagomè ice[223, 44], ordered spin ice[138], dy-
namic spin ice[256] and quantum spin ice (QSI)[64, 210, 215]. The QSI materials
are prime candidates for a U(1) quantum spin liquid (QSL)[84, 79, 207, 112, 64,
75, 166, 212, 32, 13], which itself may have multiple variations[224] including
distinct, symmetry-enriched phases[83, 118].
The unifying feature in this panoply is the underlying “classical” spin-ice
model, wherein spins on a pyrochlore lattice with local 〈111〉 Ising anisotropy
and ferromagnetic interactions freeze into an extensively degenerate “ice” phase,
characterized by a 2-in-2-out (TITO) constraint on the constituent tetrahe-
dra. This TITO constraint famously maps onto the Bernal-Fowler ice rules for
1Dept. of Physics, University of Illinois at Urbana-Champaign, Urbana IL
2Quantum Condensed Matter Div., Oak Ridge National Lab., Oak Ridge TN
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proton-oxygen bond lengths in frozen water[14], and the associated remnant
‘Pauling entropy’ as T ∗ → 0 K[161, 178] remains the primary experimen-
tal signature of a classical spin-ice state. The TITO constraint can further be
mapped to a divergence-free flux, allowing one to reinterpret the ice as a “mag-
netic Coulomb” phase[78] wherein thermodynamic properties can be calculated
by considering a gas of magnetic monopoles[26, 143, 92].
In real spin ice materials, the local Ising condition is a result of trigonal crys-
tal electric fields (CEF), and effective ferromagnetic interactions emerge from
summing nearest-neighbor exchange and dipole terms[22, 58]. This dipolar spin-
ice (DSI) model[39, 134, 87] is sufficient to explain the origin of the ice state, and
has been successful in reproducing measured heat capacity[254] and basic fea-
tures of neutron diffuse scattering patterns[44, 143, 29, 211] in known classical
spin ices; this includes Ho2Ti2O7[77, 45], Dy2Ti2O7[178], and associated stan-
nates (R2Sn2O7)[98, 97] and germanates (R2Ge2O7)[253, 74]. The breadth of
behaviors described above, however, is a testament to the importance of further
degeneracy breaking terms. Further neighbor exchange is needed to explain
details of diffuse scattering and reproduce measured critical fields[199, 134].
Quantum fluctuations result from either transverse molecular fields[232] or from
multipolar superexchange interactions[156, 181, 88], with the latter invoked
to explain experimental data in Pr2Sn2O7 and Pr2Zr2O7[155, 100, 165, 213].
The unique dipolar-octupolar (DO) character of moments in materials such
as Nd2Zr2O7[244, 83, 117] and Ce2Sn2O7[214] is linked to the possibility of
symmetry-enriched QSL phases[83, 118].
There is thus clear motivation to extend the study of spin-ice physics to
materials beyond the 227 oxides, with different variations in local structure and
interactions. The cubic spinels (AB2X4) are prime candidates, as they share the
same Fd3̄m space group and pyrochlore sublattice as the 227 compounds, but
differ in the octahedral coordination of local chalcogen anions[114, 225, 176].
Sizable trigonal CEFs create 〈111〉 easy axes on some B-site ions, which play
a defining role for material properties[146, 126, 42]. Ferromagnetically coupled
〈111〉 easy axis spins reminiscent of spin ices have been reported in several spinels
leading to frustration observed through diffuse scattering in single crystals [233],
or leading to two-in-two-out ordered states of the B-site sublattice [126, 125,
122, 111]. In the singular system, CdEr2Se4, remnant Pauling entropy has been
reported[108], and a very recent study on the same material has claimed DSI-like
spin-correlations and an anomalously fast monopole hopping rate[55].
Here, we present data on a new spinel, MgEr2Se4, which provides another
interesting counterpart to known spin-ice materials. We provide x-ray (XRD)
and neutron powder diffraction (NPD) data which confirm an ideal pyrochlore
sublattice of Er3+ moments, but with a cubic lattice parameter ≈ 10% larger
than Dy2Ti2O7. Inelastic neutron scattering (INS) data reveal that the mo-
ments have ideal Ising anisotropy, and further show that they have a significant
multipolar character, in fact demonstrating the characteristic DO symmetry[83].
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Both heat capacity and magnetic diffuse scattering data exhibit qualitative fea-
tures of classical spin ice correlations. Follow-up Monte Carlo (MC) simulations,
however, show that the collective data are inconsistent with nearest-neighbor
and next-nearest neighbor DSI models. This may be a natural consequence of
the multipolar character of the Er3+ moments, which seed significant quantum
fluctuations.
5.2 Methods
Polycrystalline samples of MgEr2Se4 were prepared via a two-step solid state
reaction, following the method described by Flahaut [49]. The precursors MgSe
and Er2Se3 were prepared by the direct reaction of stoichiometric amounts of
the elements at 650◦C. Stoichiometric quantities of the two precursors were then
combined, pelletized and reacted in vacuum at 1000◦C for two days, this step
was repeated at least one more time for the precursors to fully react. Structure
and purity were confirmed using a PANalytical X’Pert3 X-ray powder diffrac-
tometer at the Center for Nanophase Materials Sciences at Oak Ridge National
Laboratory (ORNL). NPD measurements were performed with the HB-2A pow-
der diffractometer at ORNL’s High Flux Isotope Reactor, using a 3.6 g sample
and neutron wavelengths of λ = 1.54 Å and λ = 2.41 Å, with collimators
open-21′-12′ and open-open-12′, respectively. Structural refinements were per-
formed using the FULLPROF [192] software suite. Additional measurements in
a magnetic field used the CTAX instrument with λ = 5 Å neutrons. INS was
performed with the SEQUOIA [67] fine-resolution Fermi chopper spectrome-
ter at ORNL’s Spallation Neutron Source (SNS). Measurements were collected
with incident energies Ei = 30 meV and Ei = 50 meV with the fine Fermi
chopper spinning at frequencies of 300 Hz and 360 Hz respectively. Magneti-
zation and specific heat measurements were performed in the Seitz Materials
Research Laboratory at Illinois using a Quantum Design MPMS3 and PPMS,
respectively.
5.3 Structure and sample characterization
A large volume sample of MgEr2Se4 was prepared for exploration with neutron
scattering and, unless stated otherwise, was used to obtain all data presented in
the figures below. Purity and structure were studied with both x-ray diffraction
(XRD) and neutron powder diffraction (NPD), and diffraction patterns on our
primary sample are shown in Fig. 5.1, along with the results of FULLPROF
refinements. Impurity peaks in both patterns are denoted by crosses, and were
largely accounted for by the orthorhombic phase of Er2Se3 (1.8–5.0 %), which is
consistent with a small amount of Mg evaporating during synthesis. In addition




XRD 300K NPD 38K NPD 470mK
a 11.5207(14) 11.4999(42) 11.5048(81)
χ2 10.41 6.39 8.63
χ2 Lebail 11.40 6.83 9.53
Se deficiency (%) 0.00(70) 0.00(98) 0.0(1.2)
Site inversion (%) 0.00(47) 0.0(3.7) 0.0(4.5)
MgEr2Se4 atom positions
x y z Biso(Å
2)
Mg 0.375 0.375 0.375 0.2(1)
Er 0.000 0.000 0.000 0.39(5)
Se 0.2456(9) 0.2456(9) 0.2456(9) 0.40(3)
Table 5.1: Structural parameters obtained from the XRD and NPD refinements
of MgEr2Se4 data. The structural parameters in the lower part of the table are
from the 38K NPD refinement.
elemental Er (1.2 %), as well as some small unindexed impurity peaks which are
not consistent with any known compound. The best fit refinement implies that
the sample had purity of 94.66(62) % and 91.4(1.5) % by mass from the XRD and
NPD fits respectively. A model independent estimate of the impurity fraction of
7.8(1.2) % by mass was obtained by comparing the integrated intensity of XRD
Bragg peaks associated with the majority (Ispinel) and everything else above
background (Iother) given by impurity =
Iother
Ispinel+Iother
The weighted average of
the three estimates gives a value of 6.2(1.2) % impurity phase in the sample.
Both NPD and XRD show that the MgEr2Se4 phase is of high quality and
shows no observable defects in the structure. To test for any structural defects,
we allowed Se occupancy, Mg occupancy as well as Er and Mg site inversion to
vary. Results of best fits are shown in Table 5.1 and show no such defects with
bounds of < 1 %.
As an additional model independent check for point defects, we performed
Le Bail refinements [110] of our data and compared the χ2 of those fits to our
best Rietveld refinement. In Lebail fits, the structure factor is not calculated,
and instead every peak height is allowed to vary and are fit independently –
effectively identifying the ideal description for peaks associated with a single
phase in a mixed powder[231]. In the current case, we see that the χ2 achieved
through a Le Bail peak-by-peak fitting of the majority phase is no smaller than
that achieved via the above Rietveld refinement. This is a powerful result, which
effectively eliminates the existence of cation inversion, off-stoichiometry on the
Se-sublattice, or any other point defect which has the capacity to change the
height in a neutron scattering pattern.
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Figure 5.1: NPD (top) and XRD (bottom) of the MgEr2Se4 sample used with
data points in blue, best fit Rietveld refinement in black, and the difference
shown in red. Tick marks show positions of MgEr2Se4 peaks, while crosses
show position of peaks from fit impurity phases.
5.4 CEF determination
The local CEF environment of Er3+ was determined with INS. In Fig. 5.2(a),
we show a representative INS data set collected using Ei = 30 meV at T = 5 K,
wherein CEF excitations out of the ground state appear as bright dispersion-
less modes near E ≈ 4 meV and E ≈ 10 meV. To access transitions from
higher energy levels additional measurements were performed at T = 40 K and
T = 150 K, the same temperatures were also measured at Ei = 50 meV. In
Figs. 5.2(b–d) and (f–h), we show cuts obtained by integrating the INS data
over momentum interval Q = [2, 2.5]Å
−1
, chosen to maximize the available
energy range. A background contribution (shown as a red line) is interpolated
from hand picked points at energy transfers away from CEF peak positions. The
scattering intensities of the six data sets were fit simultaneously to expectations





where On,m are the Stevens operators[217].
An initial guess of the CEF parameters Bn,m was made using a the point
charge model[85] as described in Section 3.1.1. From the symmetry of the Er3+
site only coefficients B2,0, B4,0, B4,3, B6,0, B6,3, B6,6 can be non-zero.
Here we point out the importance of including more than the nearest neigh-
bors (NN) in the point charge calculation. Table 5.2 shows the results of the
point charge calclations; the energy levels, ground state wavefunction and its
moment size for both a NN only and an extended point charge model are shown.
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Figure 5.2: Representative INS data, including a false color plot of scatter-
ing intensity in the energy-momentum plane at temperature T = 5 K and
Ei = 30 meV (a), and associated cuts at momentum |Q| = [2, 2.5] Å−1 at in-
cident energy Ei = 30 meV and Ei = 50 meV for b-d and f-h respectively.
Temperatures are T = 5, 40 and 150 K from left to right in both b-d and f-h.
Solid lines represent the best fits described in the text, blue dots represent the
INS data with error bars too small to be visible. Colored marks denote posi-
tions of transitions, color coded by initial occupied level. (e) The crystal field
energy scheme inferred from the above fitting, with color coded arrows denoting
observed transitions.
The ground state wavefunctions in the two models are the exact opposite of each
other, the coefficents which are non-zero in the NN only case are zero in the
extended case. Consequently the moments are XY-like in the case of NN only,
and entirely Ising when farther atoms are included. This is because the largest
contribution to the trigonal field at the B-site of the spinels is not from the
weak trigonal distortion of the Se2− octahedra, but rather from the double tri-
angular prism of nearest 3+ B-site ions, and both of these contributions have
an opposing sign.
Fitting the CEF model to the INS data was done using using a mix of
random walk grid search and gradient search methods explained in detail in
Section 3.1.2, and we used the result of the point charge model including atoms
out to 9.2 Åas an initial startpoint. Through simultaneous consideration of
nearly two dozen observed peaks, we determined the six most likely CEF pa-
rameters for MgEr2Se4 to be (in meV): B2,0 = −4.214(63) × 10−2, B4,0 =
−6.036(30)× 10−4, B4,3 = −1.3565(67)× 10−2, B6,0 = 3.264(16)× 10−6, B6,3 =
−3.791(75)× 10−5and, B6,6 = 2.194(65)× 10−5. The scattering pattern associ-
ated with these parameters is denoted by solid lines in Figs. 5.2(b–d) and (f–h),
and successfully reproduces both intensity and position of all considered modes
and predicts no errant peaks. The data further reveals the existence of two small
peaks at energies E ≈ 2 meV and E ≈ 5 meV, with spectral weight consistent
with the ≈ 7% impurity in the sample.
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Figure 5.3: Measured magnetization of a powder sample of MgEr2Se4 as a
function of field (a) for T = 2, 5, 10, 20 and 40 K and as a function of temperature
(b). Solid lines are the calculated magnetization at the same temperatures based
on the CEF parameters found in this paper.
Figure 5.2(e) shows the crystal field levels calculated from the above Bn,m,
along with the various transitions observed in our scattering data and Table 5.3
gives the resulting wavefunctions. The ground state Kramers doublet is
|0ψ±0 〉 = ±0.9165(7) |±15/2〉+ 0.3600(11) |±9/2〉
± 0.1581(16) |±3/2〉 − 0.0731(15) |∓3/2〉
± 0.0036(7) |∓9/2〉+ 0.0035(14) |∓15/2〉 ,
which implies perfectly Ising spins
〈ψ+0 | Jx |ψ
−
0 〉 = 〈ψ
+
0 | Jy |ψ
−
0 〉 = 0
with moment m = gJ 〈ψ+0 | Jz |ψ
+




3+. This wavefunction also facilitates significant non-dipolar su-
perexchange interactions, as discussed below. The two lowest excited doublets
are at energies E1 = 4.02(2) meV and E2 = 6.40(2) meV, significantly larger
than interaction energies determined below, but still low enough to impact ther-
modynamic properties at temperature T > 5 K.
To check the validity of the CEF fits, the inferred levels were used to calculate
the magnetization in the paramagnetic phase for a range of applied fields. For
the case of low lying CEF excitations, the effect of mixing of excited CEF levels
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Energy levels (meV)










0.13 |± 132 〉 ± 0.044 |±
11
2 〉 ±





0.40 |∓ 12 〉 ∓ 0.28 |∓
5
2 〉 − 0.17 |∓
7
2 〉+
0.086 |∓ 112 〉 ± 0.067 |∓
13
2 〉












Table 5.2: A comparison of the results of the point charge model when using
the nearest neighbors only on the left column, and when including nieghbors
out to 9.2 Åon the right column.
must be taken into account for calculating the magnetization [19].
Magnetization was obtained as described in Section 3.2.2 using a non-interacting
model with total Hamiltonian of the J = 15/2 Er+3 multiplet CEF plus the Zee-
man energies
H = HCEF +HZ . (5.2)
The CEF Hamiltonian is defined as before in Eq. 5.1 and the Zeeman term
HZ = −gJH · Ĵ . Boltzmann statistics were used to find the occupation of each
perturbed CEF level and then calculate the associated magnetization. The
results are shown as solid lines in Fig. 5.3. As one can see, this calculation
largely reproduces the magnitude, temperature and field dependence of mea-
sured magnetization with zero fit parameters. Particularly notable, the calcu-
lation was able to reproduce the linear field dependence for H > 2 T, which
we confirmed is the result of the field perturbation of local eigenstates in ex-
cited doublets and is not captured in the simplified pseudospin 1/2 models for
magnetization that has been used to argue for Ising behavior in past rare earth
compounds[21, 243, 214, 72, 5]. The overall agreement here provides strong sup-
port for the inferred levels above and the Ising character of the Er3+ moments
at temperatures T < 5 K. Although we used a non-interacting model, we believe
the agreement at T = 2 K is to be expected given the small exchange energies
compared to 2 K and the degree of frustration in this material.
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MgEr2Se4 crystal field levels
n δE Irel Ψn
0 0 - ±0.9165(7) |± 152 〉 + 0.360(1) |±
9
2 〉 ± 0.158(2) |±
3
2 〉 −
0.073(2) |∓ 32 〉 ± 0.0036(7) |∓
9
2 〉+ 0.0035(14) |∓
15
2 〉
1 4.155 1 0.734(5) |± 132 〉 ∓ 0.488(1) |±
7
2 〉 + 0.43(1) |±
1
2 〉 ±
0.177(2) |∓ 52 〉+ 0.0504(6) |∓
11
2 〉
2 6.279 0.052 ±0.480(9) |± 132 〉 − 0.071(5) |±
7
2 〉 ∓ 0.868(5) |±
1
2 〉 −
0.072(3) |∓ 52 〉 ± 0.066(4) |∓
11
2 〉
3 9.193 0.086 ±0.267(8) |± 152 〉 + 0.252(5) |±
9
2 〉 ∓ 0.92(2) |±
3
2 〉 −
0.1(1) |∓ 32 〉 ± 0.04(3) |∓
9
2 〉 − 0.07(3) |∓
15
2 〉
4 10.133 0.285 ±0.6651(9) |± 112 〉 − 0.7238(8) |±
5
2 〉 ∓ 0.097(4) |∓
1
2 〉 −
0.0107(7) |∓ 72 〉 ∓ 0.156(4) |∓
13
2 〉
5 27.273 0.033 ∓0.692(1) |± 112 〉 − 0.571(2) |±
5
2 〉 ∓ 0.187(2) |∓
1
2 〉 +
0.342(3) |∓ 72 〉 ∓ 0.207(2) |∓
13
2 〉
6 29.91 0.019 +0.290(1) |± 152 〉 ± 0.8977(4) |±
9
2 〉 + 0.3155(15) |±
3
2 〉 ±
0.102(2) |∓ 32 〉+ 0.011(3) |∓
9
2 〉 ∓ 0.0014(9) |∓
15
2 〉
7 29.945 0.006 ±0.404(1) |± 132 〉 + 0.800(1) |±
7
2 〉 ± 0.111(1) |±
1
2 〉 +
0.3437(3) |∓ 52 〉 ∓ 0.269(2) |∓
11
2 〉
Table 5.3: The full CEF scheme of MgEr2Se4 as calculated from the best fit to
the data. The energy levels, relative neutron scattering intensity at 0 K, and
wavefunctions are presented for the 8 CEF doublets associated with the ground
state manifold.
5.5 Heat capacity
Measured heat capacity (HC) in the range 0.45 K < T < 20 K is shown in
Fig. 5.4(a), with solid lines representing contributions from phonons, CEF, im-
purities and magnetic degrees of freedom, and the linewidth representing the
uncertainty. The CEF contribution was calculated exactly from the multi level
partition function given by the CEF scheme determined above, and contains
non-trivial contributions from both the E1 and E2 doublets. The contribution
to the HC from the impurity phases was taken into account by subtracting off the
HC expected from a system with transition energies at E ≈ 2 meV and 5 meV,
and appropriately scaled to be between 5 and 9 %; molar mass of the sample was
also accordingly scaled. The energies chosen for the impurity phase come from
extra modes observed in the INS data, with intensities consistent with < 10%
impurity which do not match the CEF scheme of MgEr2Se4. A small amount
of an impurity was found to order from the neutron powder diffraction data
presented later and was included in the error bars of the impurity contribution.
The fraction of the impurity was estimated to be 0.55(5) % of the Er3+ ions by
comparing integrated intensity of the impurity magnetic peak to the integrated
intensity of paramagnetic scattering. To model the effect on the heat capacity,
and the change in entropy from 0.55(5) % of an impurity which orders some-
where between T = 1.5 K and 0.47 K we added a Schottky anomaly between
those temperatures to the uncertainty upper bound of the impurity contribu-
tion. Phonons were modeled by fitting data in the range 7 K < T < 25 K to the
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Figure 5.4: (a) Measured heat capacity of MgEr2Se4 as black diamonds, with
lines denoting estimated contributions from phonons (green), crystal fields (red),
impurities (cyan) and magnetic degrees-of-freedom (blue). The black line is the
sum of phonon, impurity and crystal field contributions. Red Crosses show
the data from CdEr2Se4. (Inset) Magnetic contribution to heat capacity on
a magnified scale, with best fit curves from MC simulations to the HC data
(solid line) and to the NPD data (dashed line). (b) Entropy per Er3+ moment
from magnetic contribution to heat capacity, for zero (blue) and applied field
(green) dashed lines. Shaded regions quantify uncertainty. Data on the material
CdEr2Se4 shown as red crosses were taken from Ref. [108], and corrected for
recently measured[55] crystal field levels.
Debye model after CEF and impurity contributions were subtracted. The black
line in Fig. 5.4(a) is the sum of these contributions, and is seen to perfectly
describe data above 10 K. The remaining contribution was entirely attributed
to the Er3+ moments on the pyrochlore sublattice. This Er+3 magnetic contri-
bution is dominated by a single broad peak near T ∗ ≈ 1.1 K, which has a height
and position broadly consistent with expectations for the DSI model[39].
In Fig. 5.4(b), we plot the change in entropy from 0 K obtained from the
integrated magnetic heat capacity from data in fields H = 0 T and H = 0.25 T;
for the extrapolation below the first datapoint at T = 0.45 K the curve from
the Monte Carlo fits described in the next section is used. The relatively small
field of H = 0.25 T was chosen in order to minimize changes to the low lying
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CEF levels and minimize the broadening of those peaks in the HC data. While
this field was too small to fully recover ∆S = ln 2 entropy, it did allow us to
use the same analysis methods at both fields. Shading represents experimental
uncertainty, which is dominated by uncertainty in the impurity volume fraction.
The H = 0 T data reveal a sizable residual entropy which is partially relieved
with small applied fields, consistent with spin-ice behavior[178], but significantly
less than the value of 1/2 ln (3/2) predicted for the DSI model[161, 178].
We repeat the same analysis of the heat capacity to the data of CdEr2Se4
from a 2010 paper by Lago et. al.[108]. In the paper that data was originally
presented, the analysis was done before any measurements of the CEF levels
and so the CEF contribution was modeled by fitting a Schottky of arbitrary
magnitude and energy to the heat capacity data. Here we have corrected to
account for the multiple CEF excitations measured recently[55] that contribute
to the heat capacity. We plot the resulting magnetic contribution in CdEr2Se4
as red crosses in Fig. 5.4(a) and the corresponding calculated entropy as a solid
red line in Fig. 5.4(b). Intriguingly, with this new information, one now sees that
neither material attains full Pauling entropy, and they have strikingly similar
magnetic heat capacity curves. This is despite the differing level of purity in
the two materials[108, 55], building confidence that we are exploring intrinsic
physics. The deviation from Pauling entropy implies that some TITO spin
configurations are being removed from the degenerate manifold by an interaction
term outside the DSI model.
5.6 Monte Carlo fits
To more fully capture the temperature dependence, we performed MC simula-
tions on a 2048-site cluster with periodic boundary conditions in all directions.






























where the parameter Jnn (Jnnn) represents nearest (next-nearest) neighbor ex-
change interactions, and the strength of the dipole interaction was fixed to
Dnn = 1.06 K, as determined from the measured structure and calculated
ground state doublet.
To deal with the dipole term, one wants to sum over an infinite number of
images. Because the sum is conditionally convergent, the order in which this
sum is taken affects the answer. One approach to choosing the order of this
sum is to use the Ewald technique. An alternative approach (see Section 4 of
Ref. [38]), which we utilize, is to regularize the sum spherically by multiplying
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Figure 5.5: An example plot showing the numerical extrapolation of the interac-
tion strength between an example pair of spins as the normalization parameter
s→ 0.





This regularization forces the sum to be absolutely convergent for all s > 0. We
then numerically extrapolate to s→ 0 by evaluating the real space component
from several values of finite s. A sample extrapolation plot for a fixed (i, j) is
shown in Fig. 5.5.
The specific heat,




is computed by taking the derivative of this spline. Spin configurations were fed
into the program SPINVERT [158] to obtain predicted powder-averaged diffuse
neutron scattering patterns, I(Q).
For Jnnn = 0, our calculations matched published results[39]. The primary
effect of low Jnnn was to symmetrically broaden and increase the height of the
peak in heat capacity, regardless of sign. The best fit of our magnetic heat
capacity data gave values Jnn = 0.06 K and Jnnn = −0.1 K, producing the
curve shown in the inset of Fig. 5.4(a), which fits the data from MgEr2Se4
(reduced χ2 = 16.7). A best fit of the NPD data shown in Fig. 5.7 gave values
of the same nearest neighbor coupling Jnn = 0.06 K but in order to minimize the
peak height to be closest to measured data next nearest neighbor interactions
fit to Jnnn = 0 K. In the case of the best fit of the NPD data with Jnnn = 0,
the calculated heat capacity is systematically underestimating the measured
heat capacity to give a reduced χ2 = 68.8. Though small on the scale of Dnn,
we were unable to reproduce the HC data without a ferromagnetic Jnn and
without |Jnnn/Jnn| > 1. Both observations stand in contrast to known 227
classical ice systems, but the former may be consistent with the near 90◦ Er-Se-
Er superexchange path between nearest neighbors in the spinel structure. As
discussed below, the sizable value for Jnnn is inconsistent with our magnetic
diffuse scattering data and may point to other relevant physics.
It is also informative to note the limiting cases of the next nearest neigh-
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bor interactions. For a given choice of Jnn, it was found that sufficiently large
|Jnnn| drove a transition into a long-range ordered state. Figure 5.6 shows the
neutron I(Q) and real space pattern of spins for the case of both ferromagnetic
and antiferromagnetic Jnnn. Both ordered states preserve the two-in-two-out
constraint of the spin-ice ground state. The ferromagnetic state prefers a state
which preserves the symmetries of the Fd3̄m space-group, and thus demon-
strated spin-spin correlations at locations consistent with a Q=0 state. Real
space spin configurations indicate a similar state as preferred by Ho2Ti2O7 and
Dy2Ti2O7 for applied fields H ‖ [001][46], or by ferrimagnetic spinels[126]. The
expected scattering pattern I(Q) for this state is shown in Fig. 5.6(a) and the
corresponding magnetic structure is depicted in Fig. 5.6(c).
The antiferromagnetic interaction case preferred a state which broke Fd3̄m
symmetry, and demonstrated distinct anti-correlations between chains of spins
along the [110] direction which are antiparallel to neighboring chains. Neutron
intensity indicates a Q = X phase, in that it shows correlations at the cubic
(100) and equivalent Bragg positions[77]. Although similar to the Q = X phase
favored by H ‖ [110] fields in that both have antiparallel chains of spins along the
[110][46], the current phase is actually distinct, in that there is no net moment.
















Figure 5.6: I(Q) for simulated temperature subtracted NPD pattens for the
case of ferromagnetic (a) and antiferromagnetic (b) Jnnn. Real space spin con-
figurations for ferromagnetic (c) and antiferromagnetic (d) ordered phases as
viewed along the cubic [001] axis.
5.7 Neutron Powder Diffraction
Though consideration of Fig. 5.4(a) alone might imply the degeneracy breaking
term could be Jnnn, this conclusion is not supported by our NPD measurements
of magnetic diffuse correlations, shown in Fig. 5.7. In Fig. 5.7(a), we show that
the diffuse background at T = 38 K is dominated by paramagnetic scattering,
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Figure 5.7: (a) Diffuse NPD data at T = 38 K, along with a fit (solid line) to
the ideal form factor for Er3+ spins. Panels (b), (c) and (d) respectively show
the difference between the low temperature scattering (T = 470 mK, 1.5 K
and 4 K) and data at T = 38 K. Solid lines are intensity from representative
snapshots of Monte Carlo configurations using the parameters for Jnn and Jnnn
which best fit the heat capacity data. Dashed lines in (b), (c) and (d) is from
a snapshot of Monte Carlo best fit to the NPD data. The inset of (d) shows
scattering at the (2 0 0) position in zero and small applied fields.
which fit well to Er3+ form factor squared and was used to normalize subsequent
data. Using the paramagnetic scattering to put the lower T data on an absolute
intensity scale is important to the data analysis of the diffuse scattering, since
a lot of information is encoded in its intensity. In panels (b)-(d), we plot on an
absolute scale the scattering data taken with neutron wavelength λ = 2.41 Å at
T = 0.47 K, 1.5 K and 4 K, with the contribution at T = 38 K subtracted to
isolate the magnetic contribution. Low temperature magnetic correlations are
largely short-ranged and consistent with an ice-like state. A handful of Bragg
peaks were observed in the T = 0.47 K pattern only, reliably associated with
the small impurity fraction and subtracted from the pattern in Fig. 5.7(b).
Figure 5.8 shows the low temperature NPD patterns at T = 1.5 K and 0.47 K,
without the T = 38 K pattern subtracted and zoomed in for more detail on the
Bragg peak of the impurity phase. These peaks were not indexable in the Fd3̄m
spacegroup of the spinel structure and by comparing the integrated intensity of
the impurity Bragg peak to that of the diffuse scattering, we find it to have a
total weight of 0.55(5) % of the contribution to magnetic scattering. We thus
associate them with the same impurity phase discussed in the main text and we
didn’t include data points at those peaks in Fig. 5.7(b), for cosmetic purposes
only. A second data set taken with λ = 1.54 Å neutrons is included in the
same panel, which is largely consistent with the λ = 2.41 Å data except for
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Figure 5.8: NPD data at 1.5 K and 470 mK, with magnetic impurity peaks
marked by arrows.
discrepancy at the lowest angles which we believe to be due to errors introduced
by the proximity to the direct beam at θ = 0 in the λ = 1.54 Å data. The inset
of Fig. 5.7(b) shows NPD data under applied field where the short-ranged ice
correlations partially give way to the magnetic Bragg peak at the 〈200〉 position
with H = 0.2 T, consistent with the recovery of remnant entropy over the same
field range.
Most significant, however, are the solid curves in Fig. 5.7(b)-(d), which rep-
resent the predicted scattering pattern associated with the spin configurations
from the above MC consideration of heat capacity data. Though the T = 4 K
data is largely consistent with MC predictions, data at the lower two tempera-
tures deviate significantly in the region Q ≈ 0.55 Å−1. This is the 〈100〉 Bragg
position, and can be interpreted as an excess of predicted Q = X correlations
driven by the sizable Jnnn needed to reproduce the width of the heat capacity
peak. When using the same Hamiltonian to fit the NPD data instead, we get
Jnnn = 0 which minimizes the Q = X correlations. However this model cannot
explain both the HC and NPD data simultaneously. We thus conclude that
the next-nearest-neighbor DSI model is incapable of explaining the collective
behavior of MgEr2Se4, leading to consideration of other effects.
5.8 The Effects of Disorder
Random fields due to local disorder, which have been suggested as a possible
route to a QSL state in Pr-pyrochlores[131, 239], should be considered as a pos-
sibility for the discrepancy with the dipolar spin ice model. While we consider
this explanation unlikely here, given the strong agreement between results on
MgEr2Se4 and CdEr2Se4[108, 55], we still address address it with magnetiza-
tion and heat capacity measurements of a second, more disordered, sample of
MgEr2Se4.
In Fig. 5.9(a) we show the XRD pattern from the more disordered sample
(which we call “sample-B”), fit using a standard Rietveld refinement (χ2 = 5.7),
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Figure 5.9: X-ray diffraction pattern from the disordered sample-B MgEr2Se4,
with fits performed using a best-fit refinement to the spinel structure (a) and
using a model-independent Le Bail analysis (b).
while Fig. 5.9(b) presents the results of Le Bail analysis on the same dataset
(χ2 = 10.6). As compared to our primary sample (henceforth referred to as
“sample-A”), the XRD data on sample-B revealed a marginally higher fraction
of impurities (≈ 10% total), and a Le Bail fit which improved χ2 considerably
over refinement values. Though the peak positions are consistent with a cubic
Fd3̄m space group, the inability of the standard refinement to describe peak
heights within the spinel model, even allowing for variations in site occupancy,
reveals the presence of a significant level of structural disorder.
Figure 5.10: Magnetization of sample-B versus field at several temperatures,
compared to the predictions based on the CEF level scheme determined from
INS data for sample-A. The strong agreement here confirms that spins in
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Figure 5.11: A comparison of the magnetic heat capacity (top) and associated
entropy (bottom) of high quality and disordered powder samples of MgEr2Se4.
Figure 5.10 shows the magnetization of sample-B over a range of fields and
temperatures, which are interesting to compare to measurements on sample-A
presented in the main text. Although INS measurements were not performed on
sample-B, we assume a similar CEF to calculate expected magnetization curves
shown as solid lines in Fig. 5.10. Despite not having a separate INS study of the
CEF levels of sample-B we find that this agreement in magnetization data shows
that the CEF is not significantly modified by disorder, as would be expected for
a Kramers ion.
In contrast, heat capacity is modified significantly by disorder effects, as
revealed by Fig. 5.11. In Fig. 5.11(a), we show a comparison of the heat capacity
of the two samples, again with the best fit MC curve for sample-A. The peak in
the heat capacity for sample-B is reduced by almost a factor of two, and we have
confirmed that there is no spin configuration in the next-nearest-neighbor dipole-
ice model capable of reproducing this behavior. Further inspection reveals that
the heat capacity of sample-B is not uniformly reduced, but rather that the
peak is skewed to higher temperature. This leads to a long high-temperature
tail wherein the curve for sample-B lies above sample-A. Integrating the area
under these curves leads to the associated entropy curves in Fig. 5.11(b). Quite
surprisingly, we find that sample-B recovers full Pauling residual entropy as
T → 0 K, in direct contrast to the conclusions of the main text for sample-A.
This suggests that disorder acts to hinder the mechanisms which are leading to
the reduction of residual entropy in relatively pure samples of MgEr2Se4. Thus,
it seems that disorder impedes, rather than encourages, the mechanisms leading
to deviations from the DSI model.
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5.9 Conclusions
We thus consider one last possibility: that significant quantum fluctuations are
driven by transverse spin couplings. On its face exotic, this option is in fact the
least speculative, as quantum fluctuations have been predicted for Kramers dou-
blets of the form we have observed[156, 83, 88, 181, 118]. In contrast to the dom-
inant dipole character of moments in Dy2Ti2O7 and Ho2Ti2O7[181], the current
work and Ref. [55] show that moments in the Er-spinels contain a sizable (≈1/3)
leading order multipolar correction. Such corrections should create transverse
exchange couplings J⊥ ∝ δ2i /α2, where α and δi are the coefficients of the
|15/2〉 and next leading order |Jz〉 term in the ground state wavefunction[181].
Yb2Ti2O7, known for complex quantum behavior from proximity to competing
phases [190, 90] including a quantum spin liquid state [208], has large transverse
coupling experimentally determined as J⊥/Jz ≈ 0.30[198]. This level of trans-
verse coupling has a large effect on the material’s properties[30]. Comparing
to MgEr2Se4, our data implies a multipolar exchange that gives J⊥/Jz ≈ 0.15.
This is not a negligible effect, and should have immediately measurable conse-
quences. The anomalously fast monopole hopping rates recently reported for
CdEr2Se4[55] may be one such example. More direct confirmation may come
from diffuse scattering measurements of single crystals, which would also facili-
tate tests of novel predictions for materials with DO doublets[83, 118].
Taken together, the collective data on MgEr2Se4 paint a picture of a spinel-
based pyrochlore which provides an interesting counterpart to existing 227 ox-
ides. The diffraction, heat capacity and inelastic neutron scattering results
above leave very little doubt that this material contains the lattice, Ising an-
isotropy and ferromagnetic exchange necessary to drive spin ice behavior, and
there is strong circumstantial evidence to infer significant quantum fluctuations.
We further note that MgEr2Se4 is just one member of a series of magnesium rare
earth selenides[80, 186], some of which have an even larger capacity for quantum
effects. These results, coupled with recent work on CdEr2Se4 and CdEr2S4[55],
may portend the opening up of a new class of magnetic spinel chalcogens, which
can contribute meaningfully to the current research into pyrochlore materials.
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Chapter 6
MgRE2Se4 RE = Ho, Tm,
and Yb
Large parts of this chapter are reproduced from a manuscript recently submit-
ted for publication at Physical Review Materials, with a preprint available at
arXiv.org[186]; Figs. 6.1, 6.2 and 6.5 to 6.9 in this chapter are reproduced from
the same article. Additional figures and discussion of those figures comes from
work related to the same manuscript, but outside of the scope of the manuscript
and therefore only appear in this document.
The results of this chapter come from a collaboration with all of the coau-
thors of the same paper: D. Reig-i-Plessis1, S. van Geldern1, R. D Mayrhofer2,
A. A. Aczel2, and G. J. MacDougall1. The samples were prepared the same as
MgEr2Se4 in Chapter 5, where the majority of the sample synthesis work was
done by Sean van Geldern. Neutron scattering experiments were performed with
help of Adam Aczel and Alexander “Sasha” Kolesnikov and Travis Williams as
the instrument scientists for SEQUOIA and HB2A respectively. Magnetization
measurements were perfomed by Rupert D. Mayrhofer, Alexanda Cote and I.
Analysis was done by me using methods explained in detail in Chapter 3 with
guidance from both Gregory MacDougall and Adam Aczel.
6.1 Introduction
The strategic combination of frustrated lattice geometries and strong local-ion
anisotropy is a well-established route for stabilizing novel spin states in quantum
materials[141, 69, 25]. This fact endows a special significance to the local crys-
tal electric field (CEF) Hamiltonian of magnetic moments[15], which dictates
size, dimensionality, and allowed interactions in effective spin systems at low
temperatures. In f -electron systems in particular, spin and orbital degrees of
freedom are strongly coupled, leading to dramatic changes in the CEF splittings
depending on the number of valence electrons. Additionally the small radius
and shielding of the f -electron orbitals leads to small CEF splittings, necessi-
tating full consideration of excited states. As a result, even within a family of
closely related structures, each change in the number of valence electrons creates
an entirely new effective spin system and leads to a wide range of interesting
behaviors.
1Dept. of Physics, University of Illinois at Urbana-Champaign, Urbana IL
2Quantum Condensed Matter Div., Oak Ridge National Lab., Oak Ridge TN
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A particularly important example from recent years is the so-called ‘227’
family of pyrochlore oxides, A2RE2O7 (A = cation, RE = rare earth), where
rare-earth moments occupy a frustrated sublattice of corner-sharing tetrahedra
[58]. The phase diagram of these materials is exceedingly rich, and includes
such diverse states as non-collinear order[28], spin glass[68], classical spin liquid
[56, 57], and both classical[77, 178, 22] and quantum[8, 198, 159, 213, 239, 209]
variants of the “spin ice” states. This variety mirrors the number of different
local symmetries selected through the interaction between the valence shell and
the CEF[15], which spans possibilities from strongly Ising-like [77, 22] to XY
[73, 73] to Heisenberg [28, 218, 241] moments. Virtual transitions associated
with low-lying CEF states have further been credited with inducing quantum
fluctuations[142, 182], while effects of multipolar local ion symmetries are sug-
gested to lead to unexpected spin orders[117], quantum spin ice [83, 118], or
other enriched spin liquid states[214].
Figure 6.1: Local environment of the A-site in the pyrochlore oxides (left) and
the local environment of the RE-site in the chalcogenide spinels (right). The
rare earth ion is displayed in green, O2− in red, and chalcogenide X2− in orange.
This wide variety of exotic states in the single family of isostructural 227
oxides has generated strong interest in other materials in which rare earth mo-
ments comprise pyrochlore sublattices, with potentially new CEF environments.
Of these, perhaps most prominent have been the rare-earth (RE) spinel chalco-
genides: ARE2X4, with X ∈ {S, Se}. Both spinel and 227 pyrochlore families
have global Fd3̄m symmetry and the magnetic cations comprise of identical
frustrated sublattices. The local environment of the moments are substantially
different, however, as demonstrated in Fig 6.1. The A-site cations in 227 py-
rochlores are surrounded by a heavily-distorted cubes of O2− atoms, with a
large trigonal distortion along the 〈1 1 1〉 directions. In contrast, the moments
in spinels lie at the center of nearly perfect octahedral cages of X2− anions, with
trigonal fields arising from both the compression or expansion of the REX6 oc-
tahedra and the antiprism of neighboring cation sites[146, 247, 187]. This sub-
stantial difference in local environment allows specific rare earth ions to adopt a
drastically different symmetry in the two material families. For example, Er3+
has XY-like moments in the ‘227’ pyrochlores[170] and Ising-like moments in
the spinels[187].
Among ternary rare-earth chalcogenides, the spinel phases have been con-
firmed for compounds with A ∈ {Cd, Mg} and RE ∈ {Ho, Er, Tm, Yb}[49, 48].
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Earliest measurements of material properties were performed in the 1960’s-
1980’s, and employed mostly X-ray diffraction (XRD) [49, 48, 53, 11], mag-
netization [53, 168, 167, 169, 11, 162] and Mössbauer spectroscopy[12]. X-ray
diffraction measurements [49, 48, 53, 11] confirmed early on the ideal cubic
Fd3̄m structure for the entire series, and further indicated that this high sym-
metry persists to the lowest measured temperatures. This observation stands in
contrast to the symmetry-lowering cooperative structural transitions that are
typically observed in spinel oxides[113, 221, 61, 245].
Original magnetization studies reported no order in the compound CdHo2X4
above 2 K [53], and at least one argued for a spin singlet ground state on the basis
of an observed temperature independent paramagnetic signal [11]. Early work
on CdEr2X4 claimed the onset of magnetic order in the temperature region T =
4 - 10 K based on magnetization [53] and Mössbauer spectroscopy [12], though
these reports stood in conflict with one another and failed to appreciate the con-
sequences of local spin anisotropy for their data. Early reports on CdYb2Se4
provided a more comprehensive analysis, and determined the CEF excitation
energies of 20.6 meV and 40.7 meV using a model which accounted for an octa-
hedral environment of Se-anions[168, 167], though important contributions from
neighboring cations were ignored. The same study estimated a nearest-neighbor
exchange energy to be around J ≈ 2.2 K. Studies of CdTm2Se4 concluded hav-
ing a spin singlet ground state, consistent with expectations[11, 169].
In recent years, interest in RE spinel chalcogenides has seen a revival, with
a sharper focus on the frustrated nature of interactions[109] and the resultant
potential for novel forms of magnetism[108, 116, 246, 80, 35, 55, 187]. Indeed,
both MgEr2Se4 [187] and CdEr2Se4 [108, 55] have independently been iden-
tified as strong candidates for a classical spin ice state. Ordered states have
been observed in both MgYb2X4[80] and CdYb2X4[35] X ∈ {S, Se}, but are
notable for their highly renormalized moments and the existence of persistent
spin dynamics at low temperatures[80, 35]. Similar anomalous fluctuations are
reported in CdHo2S4 [246] below a reported ordering transition, along with sev-
eral features which draw parallels to the “partially ordered” pyrochlore system
Tb2Sn2O7[201, 200]. The presence of an ordered state and of a local moment
size of 8 µB in CdHo2Se4[246] are in direct contradiction to the singlet ground
state predicted from magnetization measurements [11].
In each of the above cases, the exact nature of the magnetic ground state
is closely entwined with the local CEF environment of the constituent RE mo-
ments, as has been acknowledged on several occasions[108, 187, 55, 80, 246,
179]. A necessary condition for realizing spin ice physics in MgEr2Se4[187] and
CdEr2Se4[108, 55] is the presence of a ground state Kramers doublet with Ising
symmetry. The ordered states in MgYb2X4 and CdYb2X4 have been discussed
in the context of frustrated anisotropic exchange models, in which the partic-
ular choice of CEF parameters can select from a variety of distinct ordered or
spin liquid phases[179]. Material specific calculations predict the existence of
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several low energy CEF states in CdHo2S4[55], which draw even stronger par-
allels between this material and Tb2Sn2O7 and lend special significance to the
low-temperature fluctuations[142, 138, 139].
There thus exists a strong motivation for systematic and high precision mea-
surements of the CEF Hamiltonian across this family of compounds. Some
early studies of cadmium spinels acquired this information through careful fits
of magnetization data, however the stated results are broadly inconsistent with
conclusions from modern studies[168, 167, 162, 11, 169]. In the current paper,
we instead measure crystal field excitations directly using inelastic neutron scat-
tering (INS), and use fits of both the energy and intensity of observed modes
to determine the most likely CEF Hamiltonian consistent with the symmetry of
the Fd3̄m space group. The advantage of such a spectroscopic analysis is not
only increased precision, but also symmetry-driven modeling which is largely
insensitive to the presence of impurity phases, defects and other mechanisms
which adversely affect bulk thermodynamic data. In a recent publication, we
showed how a similar analysis of INS data can be used to confirm the Ising-like
effective spins in the material MgEr2Se4, and additionally identified several low-
lying CEF excitations capable of inducing quantum fluctuations[187]. Below,
we extend this analysis to three other closely related spinel selenide systems.
In MgTm2Se4, we confirm the ground state is well characterized as a spin sin-
glet, with the first excited state at E = 0.876(16) meV – low enough to ther-
mally excite non-zero local moments at temperatures of only a few Kelvin. In
MgHo2Se4, we identify 10 separate CEF excitations, and determine an Ising-like
ground state Kramers doublet with multiple low-lying excited states, drawing
intriguing parallels to the 227 pyrochlores Tb2Ti2O7 and Tb2Sn2O7. Fits of
MgYb2Se4 were underconstrained, but we determine a best fit Hamiltonian
which is capable of reproducing both INS and magnetization data at a variety
of fields. Compared to previous estimates[80, 179], our analysis is notable for
the much stronger inferred easy-axis anisotropy. Results for each material are
compared to measured magnetization data, and the implications for spin-spin
interactions and magnetic ground states are discussed.
6.2 Experimental methods
Polycrystalline samples of RE spinel chalcogenides were prepared via a two-step
solid state reaction at Illinois using the same method as the samples in Chap-
ter 5. Sample quality was confirmed via powder x-ray diffraction (XRD) using
a PANalytical X’Pert3 powder diffractometer at the Center of Nanophase Ma-
terials Science at Oak Ridge National Laboratory (ORNL). Low temperature
structural information was measured using neutron powder diffraction (NPD)
using HB2A at the High Flux Isotope Reactor at ORNL. INS measurements were
performed using the SEQUOIA Fine-Resolution Fermi Chopper Spectrometer
at ORNL’s Spallation Neutron Source. Spectra were measured with a variety
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Figure 6.2: Powder XRD plots of the measured MgRE2Se4 (RE = Ho, Tm and
Yb from top to bottom, respectively) where data points are shown as blue dots,
best fit refinement curves as black lines, and the difference curves are presented
in red below the data. The two different RE = Yb plots are for the sample
used for INS measurements (c) and magnetization (d). Tick marks below the
data denote peaks of the majority phase and impurity phases, presented top to
bottom in the same order as in Table 6.2.
of initial neutron energies, Ei and temperatures, T , as dictated by the relevant
energy scales of the CEF modes predicted by point charge calculations. Specif-
ically, measurements were taken with Ei = 6, 11, 30, and 50 meV and T = 5
and 100 K for MgHo2Se4, with Ei = 30, 50, and 100 meV and T = 5 and 100 K
for MgTm2Se4, and with Ei = 30, 50, and 100 meV and T = 5 and 250 K
for MgYb2Se4. Magnetization measurements were taken on a Quantum De-
sign MPMS3 instrument in the Illinois Materials Research Laboratory, utilizing
the DC measurement mode. Measurements were performed at temperatures of
T = 2, 5, 10, 20, and 40 K for all samples, with additional measurements at
80 and 120 K for MgHo2Se4. Supplementary measurements were performed on
MgYb2Se4 as a function of temperature at a constant field of 100 Oe, as laid out
below. Heat capacity measurements were taken on a Quantum Design Dynacool
system using a He-3 insert.
6.3 X-ray and neutron diffraction
Figure 6.2 shows the results of room temperature powder XRD measurements,
along with solid curves representing the best refinements using the FULLPROF
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software suite[192]. Refinements included a phase with the Fd3̄m symmetry
expected for a normal spinel structure, while accounting for the possibility of
several common impurity phases. The positions of associated Bragg peaks are
indicated by sets of tick marks below the data in Figure 6.2, with the majority
phase indicated at the top in black and the impurity phases below in various
colors which match the marks shown in Table 6.2. The brightest reflections were
reliably fit to the expected spinel MgRE2Se4, with the resulting cubic lattice
parameters and fractional coordinate of the Se anions listed in Table 6.1. The
values for lattice parameters are ∼ 10% larger than those typically observed in
227 pyrochlore oxides[58] and, combined with a larger RE-anion distance, result
in a significantly lower energy scale for CEF excitations in the spinel selenides.
The fractional coordinate of the Se anions in the Fd3̄m spacegroup quantify the
trigonal distortion of RESe6 octahedra, with measured values showing minimal
deviation from the undistorted case at x = 0.25. As with MgEr2Se4 and shown
in Chapter 5 in Table 5.2, the dominant contribution of the non-cubic CEF
at the RE site is from the neighboring cations, and not the distortion of the
Se octahedra. This observation is in direct conflict with the assumptions from
previous studies of the CEF of these compounds[168, 167, 80], and provides a
further point of contrast between spinels and 227 pyrochlores. This motivates
the necessity of a direct measurement of the CEF levels found in this study.
The composition of the prepared samples varied with each synthesis, but
all contained the same limited number of impurity phases. The exact distri-
bution of phases in the large volume samples studied with INS are listed in
Table 6.2, along with one higher purity sample of MgYb2Se4 which was pre-
pared for follow-up studies of magnetization. In addition to the majority spinel
phase, all samples investigated in this study had sizable fractions of binary rare
earth selenide compounds. This is consistent with the high vapor pressure of
Mg, resulting in loss during reaction steps. All samples were further seen to
contain between 3-8% of the rare earth oxiselenide, which is consistent with
the strong tendency for precursor metals to oxidize before forming selenium
binaries. The tendency towards metallicity and, in the case of YbSe the lack
of local moments, minimize the contribution of the RE monoselenide (RESe)
impurities to the INS spectrum [184]. The RE-sesquiselenides (RE2Se3)[172]
and oxiselenides (RE2O2Se)[175] are insulators with known structures and were
accounted for in subsequent analysis. It is worth noting at this point, however,
that the RE-oxiselenides have diffraction patterns which overlap substantially
with peaks of the predicted spinel patterns, and have further been reported
to have antiferromagnetic ordering transitions at temperatures below 5 K[175].
The existence of previously unappreciated volume fractions of oxiselenide im-
purities is thus a leading contender to explain reports of unindexable magnetic
Bragg peaks in a number of published neutron powder diffraction studies of RE
spinel chalcogenides[187, 55, 35].





Figure 6.3: NPD diffraction plots of MgRE2Se4 (RE = Ho, Tm and Yb) at low
temperature. Data is shown as marks, solid black curve is the fit, red curve below
is the difference between measured values and fit values. Tick marks represent
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Figure 6.4: Plots showing difference between 10 K and base temperature mea-
surements for MgHo2Se4 (a) and MgYb2Se4 (b) to highlight the presence of any
magnetic phases. Data at both temperatures is shown as colored marks, and
the difference between the two datasets is shown as a black curve below. Labels
in panel (a) show the HKL indicies of Ho2O2Se where magnetic peaks appear,
and the label in panel (b) is the HKL position of MgYb2Se4. Panel (c) shows
the same data for MgHo2Se4 zoomed in to show the large magnetic form factor
background and the associated fits at both 10 K and 300 mK.
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Table 6.1: Table listing the fit cubic lattice parameter (a), and the partial
coordinate position of Se (xSe) extracted from Rietveld refinements of XRD
data.
.
MgHo2Se4 ( ) 71.15( 0.68) MgTm2Se4 ( ) 90.31( 0.40)
Ho2Se3 ( ) 8.84( 0.22) Tm2O2Se ( ) 5.57( 0.06)
Ho2O2Se ( ) 7.62( 0.14) TmSe ( ) 4.12( 0.08)
HoSe ( ) 12.38( 0.24)
MgYb2Se4 ( ) 68.11(0.86) MgYb2Se4 ( ) 92.01( 0.52)
Yb2O2Se ( ) 3.92(0.28) Yb2O2Se ( ) 3.02( 0.06)
YbSe ( ) 14.88(0.33) YbSe ( ) 4.97( 0.13)
Yb7.24Se8 ( ) 13.09(0.21)
Table 6.2: A list of all observed phases and their percent masses in the samples
used in this paper. Next to each compound name is an example of the mark
showing their peak positions in Fig. 6.2.
onal CdGd2Se4[4] do not form spinels, which demonstrates that only a small
changes in atomic radius prevents the formation of the spinel phase. Addition-
aly low temperature structure measurements have not been previously reported
so we include low temperature NPD measurements in Fig. 6.3. All three com-
pounds exhibit no change in structure and the data are well fit using the same
phases as were used in the room temperature XRD fits.
In Fig. 6.3(a) we can see there is some additional intensity at the 〈1 1 1〉 peak
which is not captured by the structural only model. Looking at the temperature
difference in Fig. 6.4 (a) we can see that there are several Bragg peaks which
appear at low temperature. Based on the temperature dependence of these
peaks, and the fact the new Bragg peaks are brightest at low Q, we assume
them to be due to magnetic ordering. These magnetic peaks however do not
index to MgHo2Se4, but all of them match a k = 〈 12 0 0〉 magnetic phase in
Ho2O2Se. This leaves the question of what the Ho
3+ spins in MgHo2Se4 are
doing; for disordered spins we expect to see a broad backround that matches the
magnetic scattering form factor of Ho3+. In Fig. 6.4 (c) we show the background
of the NPD data at both 10 K and 300 mK, along with fits of the background to
the Ho3+ magnetic scattering form factor. This analysis shows that the Ho3+
form factor scattering is only reduced by 5.0(1.6)% at 300 mK, which means that
95% of the Ho3+ spins remain disordered. This is consistent with the majority
phase of MgHo2Se4 showing no magnetic order at 300 mK.
For MgTm2Se4 we can see already from Figure 6.3 (b) that the structural
only model describes the data very well, and indeed there is no sign of any
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magnetic ordering down the the lowest temperatures measured. This will be
consistent with the crystal field analysis in the next section that shows this
material to be a spin singlet, and therefore we expect no magnetism.
In Fig. 6.4 (b) we show the result of NPD of the MgYb2Se4 sample at 10
K and 280 mK. There is little difference between the two patterns with the




2 〉 position. Although the fact that
this peak indexes well to a half-integer position of MgYb2Se4, diffraction studies
on related compounds showed that this is likely due to an impurity phase[35].
A similar peak is found in studies of the related compounds CdYb2Se4 and
CdYb2S4, however in this study they find that in CdYb2S4 the peak is far




2 〉 such that it can not be indexed as such.
Figure 6.5: Typical INS scattering spectra from powders of (a, b) MgHo2Se4 (c,
d) MgTm2Se4, and (e, f) MgYb2Se4.
6.4 Inelastic neutron scattering
Typical INS spectra for MgHo2Se4, MgTm2Se4 and MgYb2Se4 are shown in
Fig. 6.5, which for each material reveal the existence of multiple dispersionless
modes at finite energy transfer. The scattering intensity has contributions from
both CEF transitions and phonons, in addition to various sources of background.
The variation of the scattering intensity as a function of momentum transfer
(Q) was used to determine whether observed scattering modes originate from
phonons or are magnetic. Each spectrum was measured with multiple incident
neutron energies, as a means of separating intrinsic and spurious sources of
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Figure 6.6: (a, b) Constant-Q cuts of MgTm2Se4 data with Ei = 50 meV,
Q = [2.5, 3] Å−1, and (a) T = 5 K, (b) T = 100 K. (c - f) Constant-Q cuts
of MgHo2Se4 data with (c) Ei = 6 meV, Q = [0.5, 1] Å
−1, and T = 5 K, (d)
Ei = 30 meV, Q = [2, 2.5] Å
−1, and T = 5 K, (e) Ei = 6 meV, Q = [0.5, 1] Å
−1,
and T = 100 K, and (f) Ei = 30 meV, Q = [2, 2.5] Å
−1, and T = 100 K.
The measured intensity is indicated by blue circles, the best fits are shown as
solid black curves, the slowly-varying background contributions are indicated by
solid red curves, and the dashed green curves depict possible contributions from
impurity phases. Colored tick marks show the positions where CEF transitions
lead to a peak with the black topmost marks representing excitations from the
ground state, and each set below representing excitations from each following
excited level.
scattering and to balance energy range and resolution.
Fig. 6.6 and Fig. 6.7 show the variation of neutron scattering intensity versus
energy, extracted from data in Fig. 6.5 by integrating over finite regions in Q
at positions chosen to maximize the available fit range at each incident neutron
energy, Ei. Data is represented by blue dots, whereas solid curves represent the
results of fits described in following sections. The solid red curves are estimates
of the slowly varying contributions to background scattering, obtained by per-
forming a cubic spline interpolation between points chosen away from obvious
peaks. For all materials, the scattering above the slowly varying background
takes the form of well defined peaks which are largely described by the CEF
models laid out below. Tick marks below the data show the energy positions of
thermally accessible transitions between CEF states, described in more detail
in the figure caption.
As shown in Fig. 6.6(a) and (b), the magnetic and phonon excitations are
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Figure 6.7: (a,b) Constant-Q cuts of MgYb2Se4 data with T = 5 K, Q =
[2.5, 3] Å−1, and (a) Ei = 50 meV, (b) Ei = 100 meV. The measured intensity
is indicated by blue circles, the best fits are shown as solid black curves, the
slowly-varying background contributions are indicated by solid red curves, and
the dashed green curves depict possible contributions from impurity phases.
Colored tick marks show the positions where CEF transitions lead to a peak.
(c - f) Constant-E cuts of MgYb2Se4 data with Ei = 50 meV and T = 5 K for
energy integration ranges of (c) E = [16.5, 17] meV, (d) E = [27, 27.5]meV, (e)
E = [29.5, 30] meV, and (f) E = [34.5, 36] meV. The center of the integration
range for each of these cuts is indicated by the arrows in (a) and (b).
well-separated in the material MgTm2Se4 and therefore the identification of
the CEF modes is most straightforward. The best fit curve shows excellent
agreement with the data at both base temperature (5K) and at 100 K, where
transitions from thermally populated levels contribute significantly to the scat-
tering pattern. The INS data for MgHo2Se4 presented in Fig. 6.6(c)-(f) shows
multiple overlapping peaks below 30 meV, but they are still clearly above back-
ground and mostly captured by the CEF fits. The only exceptions are observed
excesses of scattering at energies E ≈ 1.3 meV and 16 meV, which we respec-
tively associate with an impurity phase discussed below and with a phonon
mode also seen in MgYb2Se4.
In MgYb2Se4, the CEF excitations overlap appreciably with dispersionless
optical phonon modes, which mildly complicates analysis. The constant-E cuts
for MgYb2Se4 shown in Fig. 6.7(a) and (b) reveal four different modes – a
distinct peak near 17 meV, and three closely grouped peaks between 22 and
38 meV. Integrating over a finite energy range in the relevant spectra allows
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us to compare the Q-dependence of these excitations with the expectations for
magnetic and phonon modes. The cuts presented in Fig. 6.7(c) and (f) clearly
reveal the modes at E = 16.75 meV and 43.75 meV to be phonons, as the
Q-dependence of the intensity varies as I ∝ Q2. On the other hand, the cuts
shown in Fig. 6.7(d) and (e) have I ∝ f(Q)2, where f(Q) is the magnetic form
factor for Yb3+, and therefore these excitations are identified as CEF levels.
The phonon mode near 17 meV is consistent with the excess scattering in both
MgTm2Se4 and MgHo2Se4 spectra at the same energy. The two identified CEF
excitations constitute two of three predicted modes for MgYb2Se4 at T = 5 K,
which is a j = 7/2 system[107], though the absence of the third mode in the
measured spectra is significant in that it places a upper bound on its scattering
intensity.
6.4.1 CEF model fitting
The INS constant-Q cut data shown in Fig. 6.6(a)–(f) and Fig. 6.7(a) and (b)
was fit to a CEF model using Stevens operators and considering only the ground
state j-multiplet determined by Hund’s rules. The associated CEF Hamiltonian
given by 3.27.
For the D3d point group symmetry of the RE-site, this reduces to:
HCEF = B20Ô20 +B40Ô40 +B43Ô43 +B60Ô60
+B63Ô63 +B66Ô66, (6.1)
where we have chosen a quantization axis along the local 〈1 1 1〉 directions.
Figure 6.8: A visualization of the CEF energy levels for MgRE2Se4 with RE =
Ho, Er. Tm, and Yb. Doublets are shown in black and singlets are shown in
red.
For a given set of Bmn, CEF levels are found by direct diagonalization of
Eq. 6.1, resulting in level schemes visualized in Fig. 6.8. The neutron scattering
cross section of an excitation from the ith to the jth level is proportional to the
matrix element given by
Iij = Σα
∣∣∣〈ψj | Ĵα |ψi〉∣∣∣2 (6.2)
where Ĵα is the angular momentum operator in the α direction and |ψi〉 is the
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eigenket of the ith level. Total scattering intensity is modeled as the convolution
of these matrix elements with a pseudo-Voigt instrument resolution function
with a fitted width that was uniquely determined for each neutron incident
energy. Both excitations from the ground state and between excited states were
considered, and each transition is weighted with the appropriate Boltzmann
factors at a given temperature.
The initial fit parameters were found by rescaling the published CEF pa-











as demonstrated in Refs. [15] and [179]. For these rescalings, the lattice param-
eters a and a0 are taken from our XRD fits, we used 〈rn〉 found in Ref. [50],
and the Stevens parameters, θ(n) defined in Ref. [85].
In Tables 6.3 , 6.4 and 6.5, we list the energies and predicted neutron
scattering intensities of relevant excitations calculated using CEF parameters
from both the scaling analysis and best fits of neutron data, discussed below.
The positions of these modes are indicated in Figs. 6.6 and 6.7 with vertical tick
marks.
For both MgHo2Se4 and MgTm2Se4, several transitions contribute to each
of the peaks observed in constant-Q cuts of scattering data, though the inten-
sity was overwhelmingly dominated by excitations out of the ground state. In
order to access more transitions by thermal population of excited levels, we
also include measurements at T = 100 K. Refinements of CEF parameters were
performed via a global least squares minimization routine using the constant-Q
cuts presented in Fig. 6.6(c)-(f) and the predicted scattering intensity from all
CEF transitions expected in the measured temperature range. The best fits
are shown as solid red curves in these figures, and with few exceptions repro-
duce both the magnitude and position of all major peaks while predicting no
scattering intensity that was not observed by experiment.
For MgYb2Se4, only the ground state CEF level has appreciable occupation
at temperatures below 200 K, simplifying the magnetic spectrum. However,
the strong overlap between CEF and phonon peaks makes the above procedure
untenable, as it fits raw neutron intensity and associates all non-background
scattering with the Hamiltonian in Eq. 6.3. Instead, the constant-Q cut data
in Fig. 6.7(a) and (b) were fit to multiple pseudo-Voigt peaks shown as solid
lines, with resulting peak intensities listed in Table 6.5. The refinement of
CEF parameters was subsequently performed by consideration of these fitted
energies and intensities. To deal with the underconstrained nature of fitting
6 CEF parameters to only 4 pieces of information, we fixed the Bn,m values
for n = 6 to the initial rescaled values and only refined parameters B20, B40,
and B43. We subsequently verified that varying the parameters B60, B63 and
B66 had minimal impact on the predicted neutron peak intensity and associated
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MgHo2Se4
i = 0 ( )
best fit rescaled
j E I5 K I100 K E I5 K I100 K
1 0.59 36.29 14.47 0.76 51.61 20.78
2 0.95 52.00 20.74 0.87 35.71 14.38
3 2.88 0.30 0.12 2.69 0.81 0.32
4 17.74 0.64 0.26 20.02 0.61 0.25
5 19.20 0.69 0.28 20.29 0.54 0.22
6 20.71 4.48 1.79 21.92 4.59 1.85
7 22.56 2.76 1.10 23.54 3.15 1.27
8 24.27 0.05 0.02 26.07 0.00 0.00
9 26.08 0.74 0.29 27.63 0.34 0.14
10 34.87 0.09 0.03 31.54 0.13 0.05
i = 1 ( )
2 0.35 0.01 0.02 0.11 0.04 0.09
3 2.29 1.93 2.84 1.93 5.40 11.70
4 17.15 0.00 0.00 19.26 0.93 2.02
5 18.61 1.14 1.67 19.53 0.32 0.70
6 20.12 0.07 0.10 21.16 0.01 0.03
7 21.97 0.07 0.10 22.78 0.48 1.04
8 23.68 0.05 0.08 25.31 0.03 0.06
9 25.49 0.15 0.22 26.87 0.13 0.29
10 34.28 0.06 0.08 30.78 0.03 0.07
i = 2 ( )
3 1.94 3.44 11.02 1.82 0.98 2.70
4 16.80 0.74 2.38 19.15 0.00 0.00
5 18.26 0.22 0.69 19.41 0.71 1.97
6 19.77 0.01 0.04 21.05 0.07 0.21
7 21.61 0.21 0.66 22.66 0.04 0.12
8 23.32 0.03 0.10 25.20 0.01 0.03
9 25.13 0.18 0.57 26.75 0.03 0.10
10 33.93 0.02 0.06 30.67 0.01 0.04
Table 6.3: A list of the expected energies and neutron scattering cross sections
of transitions from the the ith to jth CEF levels in MgHo2Se4. Listed are both




i = 0 ( )
best fit rescaled
j E I5 K I100 K E I5 K I100 K
1 0.88 28.92 11.12 0.57 25.62 12.27
2 12.26 6.56 2.52 15.49 5.67 2.71
3 12.55 0.00 0.00 16.66 0.00 0.00
4 18.12 0.64 0.25 20.34 0.54 0.26
5 27.92 0.01 0.00 33.31 0.19 0.09
6 37.57 0.97 0.37 42.51 1.09 0.52
7 46.76 0.04 0.02 46.04 0.00 0.00
8 48.41 0.00 0.00 47.18 0.00 0.00
i = 1 ( )
2 11.38 0.11 0.28 14.92 0.24 0.40
3 11.68 0.33 0.87 16.09 0.44 0.73
4 17.25 0.40 1.07 19.77 0.97 1.63
5 27.04 0.00 0.00 32.74 0.00 0.00
6 36.70 0.21 0.56 41.94 0.18 0.30
7 45.88 0.02 0.07 45.47 0.01 0.01
8 47.54 0.00 0.00 46.62 0.18 0.30
i = 2 ( )
3 0.29 0.00 2.14 1.17 0.00 1.61
4 5.86 0.00 3.59 4.85 0.00 2.79
5 15.66 0.00 0.00 17.82 0.00 0.01
6 25.31 0.00 0.21 27.02 0.00 0.10
7 34.50 0.00 0.26 30.55 0.00 0.01
8 36.16 0.00 0.00 31.69 0.00 0.21
Table 6.4: A list of the expected energies and neutron scattering cross sections
of transitions from the the ith to jth CEF levels in MgTm2Se4. Listed are both
expectations from fitted Bmn listed in Table 6.6, and from rescaling the CEF
potential of MgEr2Se4.
MgYb2Se4
i = 0 ( )
best fit rescaled
j E I5 K I100 K E I5 K I100 K
1 26.01 4.10 3.78 19.02 5.73 4.98
2 29.13 5.99 5.52 28.28 5.70 4.96
3 54.95 0.13 0.12 54.12 0.07 0.06
i = 1
2 3.12 0.00 0.04 9.26 0.00 0.17
3 28.93 0.00 0.07 35.10 0.00 0.24
i = 2
3 25.81 0.00 0.20 25.84 0.00 0.20
Table 6.5: A list of the expected neutron scattering cross sections of transitions
from the first 3 CEF levels in MgYb2Se4, given by the best fit of the data, as
well as what is expected from rescaling the CEF potential of MgEr2Se4.
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MgHo2Se4 MgEr2Se4[187] MgTm2Se4 MgYb2Se4
B20 7.1(8) · 10−2 −4.21(6) · 10−2 −0.1707(5) −0.51(6)
B40 5.5(2) · 10−4 −6.04(3) · 10−4 −1.880(6) · 10−3 2.89(4) · 10−2
B43 9.1(1) · 10−3 −1.357(7) · 10−2 −4.53(2) · 10−2 0.31(5)
B60 −2.4(2) · 10−6 3.26(2) · 10−6 −4.6(1) · 10−6 1.98 · 10−4
B63 2.9(8) · 10−5 −3.79(8) · 10−5 2.48(2) · 10−4 −2.30 · 10−3
B66 −2.1(2) · 10−5 2.19(7) · 10−5 −1.44(6) · 10−4 1.33 · 10−3
Table 6.6: The CEF parameters of the compounds MgRE2Se4 for RE = Ho,
Tm and Yb from the best fits of the INS data shown in this paper, and results
for RE = Er taken from our previous paper[187].
analysis.
The Bn,m parameters resulting from fits are given in Table 6.6, along with
uncertainties and initial estimates from rescaling. For MgHo2Se4 and MgTm2Se4,
uncertainties are determined by stepping out in one direction in parameter space
while continually optimizing other parameters, until the reduced χ2 is increased
by one. For the MgYb2Se4 fit, we again kept the Bn,m|n = 6 values fixed when
finding uncertainties. The full implications of these fitted parameters for the
CEF levels and low-temperature effective spin systems of the three materials
are laid out more fully in the following sections.
6.4.2 Potential effect of impurities
To consider the potential contribution to the CEF signal from impurity phases,
we modeled the expected CEF scheme and the associated inelastic neutron
scattering of relevant sesquiselenide and oxiselenide phases using a simple point
charge model. For these, we assumed perfect ionic bonding, included all ions
out to 7.5 Å, and used structures taken from the above XRD refinements. The
potential was calculated in a tesseral harmonic expansion γn,m. For the cosine
(m ≥ 0) and sine (m < 0) components of the tesseral harmonics, we got the
coefficients of the tesseral harmonics in Cartesian coordinates from Ref. [171].
The CEF parameters are calculated as Bn,m = 〈rn〉θn (1− σn) γn,m, where 〈rn〉
is the radius term, and σn is the shielding parameter; both values are taken
from calculations in Ref. [41]. The CEF Hamiltonian is then constructed using
Eq. 3.27, and predicted neutron intensities are calculated as laid out above. For
the calculations, we used the software EasySpin [219] to generate the matrix
elements of the Stevens operators.
The calculated scattering from the CEF levels is scaled according to molar
fraction of the ion in the sample and plotted in all of the constant-Q cuts shown
in Fig. 6.7(a)–(b) and Fig. 6.6(a)–(d) as solid green curves. Similarly calculated
CEF parameters [41, 71] are known to reproduce experimental values within
about 20%[18], and are sufficient to reproduce the general shape and integrated
intensity of peaks in neutron scattering spectra. Within these bounds on un-
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certainty, inspection of the calculated spectra can potentially explain excess
scattering in the MgHo2Se4 spectra at 1.3 meV and 18 meV, and may overlap
with peaks in MgYb2Se4 at 17 meV and 35 meV. Overall however, the energies
of CEF levels from the impurity phases seem to be well removed from levels
from the majority phases, and are significantly less intense. We thus conclude
that excitations from impurities have a minimal effect on the fits of CEF levels
laid out above.
6.4.3 Results and interpretation
In addition to producing the energy level schemes presented in Fig. 6.8, the
fitted CEF parameters in Table 6.6 were used to calculate the associated eigen-
kets and, in particular, the ground state wavefunctions, which determine the
size and anisotropy of moments in the low-temperature effective spin states. In
Table 6.7, we list the resulting ground state wavefunctions for the three mag-
nesium spinel compounds investigated in this paper, along with our previously
determined results on the material MgEr2Se4[187], included for comparison.
The wavefunctions of degenerate doublets were determined with a small guide
field artificially applied along the 〈111〉 direction.
With no further analysis, one can immediately see that MgTm2Se4 has a
ground state singlet with no net moment, in line with the previous conclusions
of Ref. [11]. For MgTm2Se4, we can consider the two lowest CEF singlet states
together and think of them as a magnetic doublet that is split by a transverse
field. If we ignore the 0.88 meV energy difference between the two levels and
treat them as a doublet we get a moment of gzz = 6.96 µB and gxx = 5.48 µB .
This is similar to LiTbF4 where the the CEF gives the Tb
3+ ion a ground
state composed of two singlet states separated by 1.34 K[249]. This material
effectively has an Ising Hamiltonian with a transverse field applied[81, 249].
Continuing this analogy to MgTm2Se4 we find that a field of approximately a
5 T field would give the same splitting.
For the other systems, where the ground state is a doublet, we can define
a pseudo-spin- 12 with effective up and down states (denoted |+〉 and |−〉). With





〈+| ji |+〉 〈+| ji |−〉
〈−| ji |+〉 〈−| ji |−〉
]
(6.4)
to find the component of the moment parallel and perpendicular to the local
〈111〉 directions. The results of these calculations are displayed in Table 6.8,
where σi are the Pauli matrices and gzz and gxx define g‖ and g⊥, respectively.
These values can be used to comment on the anisotropy of the effective
spins. As an example, our previously determined results for MgEr2Se4 show
g⊥ = 0, indicating that material has fully Ising moments[187]. The current
results imply that the moments in MgHo2Se4 also have perfect Ising symmetry,
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though one might expect deviations from this conclusion should one include
spin-spin interactions which have the capacity to mix the modes.
For MgYb2Se4, we find g‖ = 5.188(79) and g⊥ = 0.923(85) µB , implying
an effective spin with strong anisotropy along the 〈111〉 direction while falling
far short of the Ising limit. These values imply significantly more anisotropy
than the values of g‖ = 3.564 and g⊥ = 2.204 obtained from rescaling the
CEF parameters from our previous MgEr2Se4 results[187, 179], and are even
farther removed from reports of nearly isotropic spins determined from fits of
inverse magnetic susceptibility curves[80, 162]. Comparing the CEF parame-
ters from these and the current study, the starkest contrast lay in the signs of
B43 and B63 parameters and the magnitude of B20. For MgYb2Se4, the pa-
rameters B6m | m = {0, 3, 6} have little consequence on the relative sizes of
g‖ and g⊥, and on the goodness of the fit to our data, however both B20 and
the ratio between B40 and B43 are strongly associated with trigonal fields and
thus the tendency of moments to point in the 〈111〉 directions. The magnetic
susceptibility studies[162, 80] underestimate the B20 parameter and, more con-
sequentially, fix the ratio between B40 and B43 to that expected in a perfect
octahedral environment. This hugely underestimates the contribution to the
potential from the next nearest neighbor atoms, and is likely responsible for the
resultant underestimation of the anisotropy of the Yb3+ ions.
The presence of optical phonons at the same energies as CEF levels hints at
the possibility of finding vibronic bounds states in these compounds. Vibronic
bound states form as the result of the entangled hybridization of a CEF excita-
tion and a phonon due to the coupling of the CEF mode to the distortion of the
local environment by the phonon[229]. Such states have been recently observed
in the related 227 pyrochlores Ho2Ti2O7[63] and Tb2Ti2O7[202]. The resulting
vibronic bound states would appear in INS spectra with both a momentum and
a temperature dependence that matches neither CEF or phonon excitations, and
would lead to splittings where otherwise unexpected[119].These effects however,
are difficult to measure in practice and requires detailed independent knowledge
of both the material’s phonon and CEF levels[63]. In these materials there are
apparently coinciding CEF and phonon energies with a 17 meV phonon the 17.7
meV CEF mode in MgHo2Se4 and 18 meV CEF mode in MgTm2Se4 as well as
a possible 34 meV phonon and 29.1 meV CEF mode in MgYb2Se4. This does
give some promising areas to look for vibronic bound states, however in order to
unambiguously determine this state we would need further measurements with
either polarized neutrons or a separate study of the phonon modes along with
higher resolution INS measurements in order to observe a clear splitting and be
able to identify it as a bound state as opposed to simply overlapping intensities
of two non-interacting modes.
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Ho |ψ±0 〉 = 0.32(7) |±7〉 ∓ 0.71(1) |±4〉 + 0.080(5) |±1〉 ∓
0.32(5) |∓2〉 − 0.52(2) |∓5〉 ∓ 0.13(4) |∓8〉
Er[187] |ψ±0 〉 = ±0.9165(7) |±15/2〉+0.360(1) |±9/2〉±0.158(2) |±3/2〉−
0.073(2) |∓3/2〉 ± 0.0036(7) |∓9/2〉+
0.003(1) |∓15/2〉
Tm |ψ0〉 = 0.6700(5) |6〉 + 0.1468(7) |3〉 + 0.243(2) |0〉 −
0.1468(7) |−3〉+ 0.6700(5) |−6〉
Yb |ψ±0 〉 = −0.968(5) |±5/2〉 ± 0.22(2) |∓1/2〉+ 0.12(1) |∓7/2〉
Table 6.7: Calculated ground state wavefunctions for MgRE2Se4 with RE =
Ho, Er, Tm, and Yb.





Table 6.8: Calculated values for the moment of the ground state of the ions
both parallel and perpendicular to the 〈1 1 1〉.
6.5 Magnetization
To check the CEF potential found by refinement of the INS data, we performed a
series of magnetization measurements as a function of both temperature and ap-
plied field, with main results shown in Fig. 6.9. Symbols in this figure represent
data, and solid lines in panels (a) – (c) represent predictions of a non-interacting
model using the Hamiltonian in Eq. 6.1 with parameters Bn,m from Table 6.6
and an additional Zeeman term to account for the role of applied field. Solu-
tions of this modified Hamiltonian were found by direct diagonalization with the
field pointing along x, y and z directions, and for each direction, the expected
moment is calculated using Boltzmann statistics before averaging to simulate a
powder. This comprehensive approach is deemed more reliable than any that
restricts attention to the ground state doublets only or treats the Zeeman term
in the Hamiltonian perturbatively, as applied fields are known to both mix and
shift the energy of low-lying excited CEF levels.
For all compounds, the measured and calculated magnetization show ex-
cellent agreement at high temperatures, as expected for strongly paramag-
netic moments. This agreement extends to all temperatures for MgTm2Se4,
which has a ground state composed of momentless singlets. For MgHo2Se4 and
MgYb2Se4 however, the calculated curve begins to overestimate the measured
values at the lowest temperatures. We attribute this discrepancy to the exis-
tence of net antiferromagnetic interactions, which are not accounted for in our
independent moment CEF Hamiltonian. This conjecture is generally consis-
tent with reports of negative Weiss constants in the literature on MgYb2Se4,
which range from ΘCW = −9.2 K[80] to ΘCW = −44 K[162], and reports of
105
(a) (b) (c) (d)
Figure 6.9: Magnetization of MgRE2Se4 powders for RE = Ho, Tm, and Yb
in panels (a),(b), and (c), respectively. Data taken at temperatures T = 2,
5, 10, 20, 40, 80 and 160 K are shown as markers, calculated magnetization is
shown as solid lines and dashed lines for non-interacting and interacting models,
respectively. The dashed lines in panel (c) is calculated from the CEF potential
found in Ref. [80]. Inverse susceptibility of MgYb2Se4 in panel (d) with our data
shown as circles, data from [80] as diamonds, and the calculated susceptibility
shown as a solid and dashed line for the noninteracting and interacting model,
respectively.
ΘCW = −3.6(5) K[246] and ΘCW = −7.6(2) K[109] for CdHo2Se4, which is
isostructural to MgHo2Se4. Though we caution against overinterpreting the
results of Curie-Weiss fits in materials containing low-lying CEF modes, these
reports are sufficient to conclude antiferromagnetic interactions with an energy
scale of a few Kelvin. For MgHo2Se4, we further note that the first two excited
CEF levels (0.59 meV and 0.95 meV) are low enough in energy that interactions
may mix these modes with the ground state doublet and more fundamentally
modify the effective spin state.
As a first step in exploring the role of interactions in these compounds,
we also performed a series of self-consistent calculations using a Weiss molec-
ular field, λ, and compared results to magnetization data for MgHo2Se4 and
MgYb2Se4. Specifically, for a series of temperatures and applied fields, magne-
tization was defined as the solution to the transcendental equation M = M0(H+
λM), whereM0 is the calculated moment in the non-interacting model and λ was
determined by fitting to the data. In our analysis, we found λ = −0.105 mol-
Ho cm−3 for MgHo2Se4 and -3.4 mol-Yb cm
−3 for MgYb2Se4. The curves
associated with this analysis are shown as dashed curves in Fig. 6.9(a), (c) and
(d), and reveal a much improved match to both field and temperature data over
the independent spin model. The current model is also greatly improved over
calculations using CEF parameters of Ref. [80], which concluded Heisenberg-like
moments from fits of susceptibility vs temperature data. In particular, one can
see that the more isotropic model, shown as a dotted red line for T = 2 K, seems
to be heading towards a much higher saturation moment than either the data
or the predictions of the current paper.
The impact of interactions is further observed in the inverse susceptibility
vs temperature curve, shown in Fig. 6.9(d) for MgYb2Se4. Here, we plot the
calculated inverse susceptibility both without and with the interactions as solid
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and dashed curves respectively, along with data shown as blue circles. Whereas
the independent model prediction is systematically low, the curve including
interactions matches the data quite well. In the same figure we also show the
data from Ref. [80] as red diamonds, demonstrating consistency between the
two data sets aside from a small offset which can attributed to a small amount
of disorder. This punctuates the fact that both isotropic and highly anisotropic
models are capable of describing magnetization versus temperature data at low
fields, and higher field and spectroscopic measurements are absolutely essential
if one wishes to determine information about the local CEF environment of local
moments.
6.6 Disorder effects in MgTm2Se4




















































Figure 6.10: Panels (a) and (b) show the heat capacity of MgTm2Se4. The
data is shown as blue marks, the model of the phonon contribution to the heat
capacity as a red solid curve, the CEF contribution to the heat capacity is
shown as a dashed green line, the sum of the two components is shown as a
solid black line. The CEF contribution shown in panel (a) is simply that which
is expected of a multilevel system with energies at the calculated values. The
CEF contribution in panel (b) instead uses a distribution of energies for the
first excited CEF level. Panel (c) shows the elastic line from the INS data of
MgTm2Se4, the shoulder on the right is the lowest energy CEF transition.
The lack of magnetism and any structural transition in MgTm2Se4 combined
with the high purity of the sample makes the thermodynamic properties of this
sample easy to model; we would expect the heat capacity (HC) to only have a
contribution from phonons and from the CEF modes. In Fig. 6.10 (a) and (b),
we show heat capacity measurements of MgTm2Se4, along with the contribution
from the known CEF transitoins, and a fit Debye model component. In Fig. 6.10
(a) the CEF contribution is simply what would be expected from a multilevel
system with energies at the CEF transition energies. The Schottky peak from
the first excited CEF level is too narrow, and clearly doesn’t match the data. If
we instead broaden the transition by instead considering the first excited CEF
level to be a gamma distribution1, plotted in Fig. 6.10 (b) we get an excellent fit
1In this case we used a gamma distribution with a peak value at the same 0.8 meV as the
original energy level, and a full width at half max of about 0.5 meV. The gamma distribution
was chosen because it closely matched the histogram of the expected energy of the first excited
CEF level after varying the CEF potential randomly.
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to the broad peak in the heat capacity. Figure 6.10 (c) shows the elastic line of
MgTm2Se4 from INS fit to a Voigt profile, where we can clearly see a shoulder at
just below 1 meV which is consistent with the first excited CEF level. From the
CEF model and the INS data we know there is a CEF excitation near 0.8 meV,
but any HC contribution without considering the peak to be on a broadened
distribution would not fit the measured HC data. The broadening is consistent
with disorder in the sample which would lead to a distribution of CEF potentials
at the Tm3+ site. Another more interesting possibility is that the splitting is a
result of random fields inside the sample.
6.7 Discussion and conclusions
This chapter outlines the determination with INS of the symmetry-allowed CEF
parameters for three members of the RE-spinel selenide family MgRE2Se4 (RE
= Ho, Tm, and Yb) as well as a discussion of how this informs their magnetic
properties. The parameters obtained are substantially different and demon-
strably more accurate than previous efforts to determine CEF environments by
fitting magnetic susceptibility curves at low applied fields. This can be seen in
the inability of parameters determined by the latter methods to either reproduce
higher-field magnetization data or to successfully predict the energies of excited
CEF modes, which can be measured directly with INS[162, 80]. In contrast, the
parameters listed in Table 6.6 have been shown to largely reproduce both the
neutron scattering intensity as a function of both energy and temperature and
magnetization data over a wide range of applied fields and temperatures. We
can use these parameters to not only determine the ground state wavefunction
of each material, as above, but also to revisit the role that ground state and
exited levels have on low temperature magnetic properties.
For example, our measurements of MgHo2Se4 reveal a ground state Ising
doublet with m = 1.36(23)µB moments and antiferromagnetic interactions,
which may make this material amenable to a long-ranged ordered state such
as observed in CdHo2Se4[246]. Significantly however, we also observe sev-
eral low lying excitations, including a singlet at 0.591(36) meV, a doublet at
0.945(30) meV, and a second singlet at 2.88(7) meV. This situation is rem-
iniscent of the materials Tb2Ti2O7 and Tb2Sn2O7, where virtual transitions
associated with low-lying CEF levels are strongly suspected to renormalize the
effective Hamiltonian[142] and induce quantum fluctuations[227, 226]. In the
spinel selenides, the larger lattice parameters and rare earth to anion distances
result in excited modes even closer to the elastic channel, which implies an even
faster timescale for quantum fluctuations. The similarity with Tb2Ti2O7 and
Tb2Sn2O7, continues further when considering that we observe no sign of mag-
netic ordering down to 300 mK, which while it isn’t conclusive on its own, it is
consistent with fast quantum fluctuations.
In MgTm2Se4, the first excited CEF level contributes to the physics in a
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different way. Whereas our INS analysis concludes a simple singlet ground
state, consistent with expectations[11, 169], our INS spectra also reveals the
existence of a low lying singlet at E = 0.876(16) meV. The Brillouin-function-
like field dependence of magnetization in Fig. 6.9(b) demonstrates that the
appreciable mixing or occupation of this excited level with field or temperature
respectively endows the Tm3+ atoms with a considerable finite moment, raising
the intriguing possibility of stabilizing ordering phenomena at finite temperature
with applied field, even as the system strives toward a singlet ground state at
T=0 K.
Only in MgYb2Se4 is the effective spin system well-isolated from the lowest
excited level, at E = 26.01(56) meV. A major insight of this work however is
how highly anisotropic the Yb3+ moments are in this system, which we infer
not just from the analysis of our INS data but also from the saturation mag-
netization, which falls far short of expectations for isotropic spins. The idea
of strongly anisotropic Yb3+ effective spins stands in contrast to earlier predic-
tions of isotropic moments from magnetization[80] or weaker anisotropy from
scaling arguments[179]. The Yb pyrochlore-lattice materials stand out as rare
examples where anisotropic interactions have been calculated and semiclassical
phase diagrams have been produced as a function of material properties[179].
Thus, follow-up neutron diffraction measurements of low temperature ordered
phases in this material might provide an opportunity to immediately test the
validity of our results, and perhaps contribute the understanding of the larger
family of Yb2M2O7 pyrochlores[180].
Discussion of these three materials may naturally be grouped with consider-
ation of sulfur (MgRE2S4) and cadmium (CdRE2X4) analogues and recent re-
ports of classical spin-ice behavior in MgEr2Se4 and CdEr2Se4. Together these
publications show growing interest in the chalcogenide spinels, as a relatively
unexplored family of highly frustrated magnets with a diversity of exotic states
that rivals that of the 227 pyrochlore oxides. Proper consideration of local CEF





This thesis covers the study and results from two different projects, each with
multiple parts. Both projects are motived by physics arising from local moments
and frustration. In both projects, particular attention was paid to the effects
the local environment around the magnetic atoms have on the magnetic state
of the system. Measurements of the atomic lattice, magnetic ordering and ex-
citations of the local wavefunction were made using various neutron scattering
techniques. The results of these measurements allow for a better understanding
of the properties of the local moments in the materials studied and therefore a
better understanding of the physics.
The first project featured in Chapter 4 focuses on CoV2O4. In this material
the separation between V3+ ions is small enough that the material is close to the
itinerant limit. At the time that the project began there it was observed that the
spinel oxides AV2O4 all had an orbital ordering transition which would relieve
the threefold degeneracy of the V3+ in the oxygen octahedral environment, with
the notable exception of CoV2O4. This material has a well known magnetic
ordering transition at TN1 ≈ 150 K with colinear Co and V spins which point
in opposite directions. The number of and nature of any additional magnetic
transitions in this material was under some debate. Of those transitions, there
were several reports that pointed to the presence of a spin canting transition
at TN2 = 90 K in this material, a transition which is associated with orbital
ordering in other vanadium oxide spinels.
The first result on this material is that there is indeed a structural transi-
tion present in CoV2O4 at T
∗ = 90 K, although it is weak enough to be only
barely detectable in the resolution of our probe. Results show this transition
is related a shift in the positions of the oxygen that form the octahedral envi-
ronment around V3+, which is consistent with an orbital ordering transition.
It is unlikely to be a coincidence that this weak structural transition was at
the same temperature as other reported the spin canting transition. The small
scale of the transition implies that the proximity to itinerant electrons is greatly
suppressing the transition.
When studying the same material grown on epitaxial thin films, which act
to add a constant strain on the sample, we found signs of the same orbital
ordering transition, although manifested in a much different way. In the thin
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film samples, the strain from epitaxial growth on a substrate with a lattice
mismatch causes CoV2O4 to grow in an orthorhombic unit cell instead of the
usual cubic cell. In this case, we observed no change in structure, however we
found a very large change in the magnetic ordering at TN2 = 90 K. This lower
temperature magnetic transition takes the cobalt spins and rotates them into
the plane of the thin film and the vanadium spins gain a large canted moment.
Since, unlike the bulk sample, the symmetry of the unit cell is already lower than
cubic, no structural transition is expected for an orbital ordering transition.
The second project is focuses on the family of rare earth spinels MgRE2Se4,
RE = Ho, Er, Tm, Yb. Before the research presented here began, there were
very few studies on the magnetic properties of these materials. Magnetization
results on these materials showed no ordered phases, and indicated that these
compounds had a high degree of frustration. Additionally, heat capacity results
on the related compound CdEr2Se4 showed that there was a residual entropy
at low temperature equal to that for a spin ice.
In Chapter 6, neutron scattering was used to measure the crystal electric
field (CEF) energy splitting directly. Using code described in Chapter 3 we fit
inelastic neutron scattering data to find a potential for the CEF that reproduces
neutron scattering and magnetization for all the materials in the series. The
results of these fits are that MgHo2Se4 is found to have several low CEF levels
at less than 1 meV, MgTm2Se4 is shown to have a non-magnetic spin singlet
ground state, MgEr2Se4 has Ising spins, and MgYb2Se4 is found to have strong
single ion anisotropy.
The set of several low lying CEF levels in MgHo2Se4 is directly reminiscent of
the CEF structure in the spin liquid Tb2Ti2O7, where low lying CEF levels are
believed to contribute to the frustration. Heat capacity and neutron diffraction
measurements also show that there is no magnetic ordering in MgHo2Se4 down
to 300 mK, consistent with, although not direct evidence of, a spin liguid.
MgEr2Se4 is shown in Chapter 5 to be a spin ice. Heat capacity measure-
ments are integrated to find a non-zero residual entropy, which is close to the
value for Pauling entropy. Diffuse neutron scattering measurements show clear
short range correlations below 4 K. Interestingly the commonly used Hamilto-
nian for spin ices is unable to reproduce the results of the heat capacity and
diffuse neutron scattering measurements, even when next nearest neighbor ex-
change is accounted for. Additionally, the ground state given by the CEF has
dipolar-octupolar symmetry, which is predicted to add transverse coupling to
the spins, which allows for ring exchange to take place and form a quantum spin
ice state. Although there is no direct proof of a quantum spin ice, it is clear
that MgEr2Se4 is different from previously measured spin ices.
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[107] H. A. Kramers. Théorie générale de la rotation paramagnétique dans les cristaux. Proc.
Acad. Amst, 33:959–972, 1930.
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Réotier, A. Yaouanc, and T. Rojo. CdEr {2} Se {4}: A New Erbium Spin Ice System
in a Spinel Structure. Physical review letters, 104(24):247203, 2010.
[109] G. C. Lau, R. S. Freitas, B. G. Ueland, P. Schiffer, and R. J. Cava. Geometrical magnetic
frustration in rare-earth chalcogenide spinels. Phys. Rev. B, 72:054411, Aug 2005.
[110] A. Le Bail, H. Duroy, and J. Fourquet. Ab-initio structure determination of LiSbWO6
by X-ray powder diffraction. Materials Research Bulletin, 23(3):447–452, 1988.
[111] J. H. Lee, J. Ma, S. E. Hahn, H. B. Cao, M. Lee, T. Hong, H.-J. Lee, M. S. Yeom,
S. Okamoto, H. D. Zhou, M. Matsuda, and R. S. Fishman. Magnetic Frustration Driven
by Itinerancy in Spinel CoV2O4. Scientific Reports, 7(1):17129, 2017.
117
[112] S. Lee, S. Onoda, and L. Balents. Generic quantum spin ice. Phys. Rev. B, 86:104412,
Sep 2012.
[113] S.-H. Lee et al. Frustrated Magnetism and Cooperative Phase Transitions in Spinels.
J. Phys. Soc. Jap., 79:011004, 2010.
[114] S.-H. Lee et al. Frustrated Magnetism and Cooperative Phase Transitions in Spinels.
J. Phys. Soc. Jap., 79:011004, 2010.
[115] S. H. Lee, D. Louca, H. Ueda, S. Park, T. J. Sato, M. Isobe, Y. Ueda, S. Rosenkranz,
P. Zschack, J. Iniguez, Y. Qui, and R. Osborn. Orbital and spin chains in ZnV2O4.
Phys. Rev. Lett., 93:156407, 2004.
[116] A. Legros, D. H. Ryan, P. Dalmas de Réotier, A. Yaouanc, and C. Marin. 166Er
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