The Material Point Method for the analysis of deformable bodies is revisited and originally upgraded to simulate crack propagation in brittle media. In this setting, phase field modelling is introduced to resolve the crack path geometry. Following a particle in cell approach, the coupled continuum/ phase-field governing equations are defined at a set of material points and interpolated at the nodal points of an Eulerian, i.e. non-evolving, mesh. The accuracy of the simulated crack path is thus de-coupled from the quality of the underlying finite element mesh and relieved from corresponding mesh-distortion errors. A staggered incremental procedure is implemented for the solution of the discrete coupled governing equations of the phase field brittle fracture problem. The proposed method is verified through a series of benchmark tests while comparisons are made between the proposed scheme, the corresponding finite element implementation as well as experimental results.
INTRODUCTION
Simulation of damage pertinent to crack initiation and crack growth is an intriguing and challenging aspect of Computational Mechanics. Damage modelling has received considerable attention during the past thirty years as it is relevant to a number of natural and industrial processes, e.g., composite material behaviour [1] , concrete fracture [2] and ice mechanics [3] amongst many. Within this setting, damage is being treated either within a continuum (or smeared) phenomenological framework [4] or through discrete methods where the geometry of the crack is explicitly approximated, see, e.g., [5] . Thus, discrete methods can provide a better insight on the actual cracked configuration of a deformable body and form the basis for the study of related phenomena, e.g., corrosion [6] .
Initial efforts in discrete crack approaches include element deletion method and re-meshing strategies whereas more sophisticated techniques involve the eXtended Finite Element Method (XFEM) [7, 8, 9] , cohesive element methods [10, 11] and cohesive segments methods [12] . Cohesive element methods also based on the notion of configurational force [13] are being used to address the crack initiation and propagation problem with the accuracy of the solution depending on the quality of the underlying finite element mesh.
In these methods, the evolution of complex crack paths, including merging cracks, needs to be tracked algorithmically. This increases the complexity of the underlying computational scheme and also the required computational resources. Variational methods for fracture emerged in an effort to address such computational issues. Within this set of methods, Bourdin et al. [14] utilized the mathematical framework of phase-field theory [15] to provide a consistent theoretical framework of the analysis of crack propagation problems.
Phase field models represent cracks by means of an additional continuous field (phase field) that smoothly varies from zero (on the crack) to one (away from the crack) (see, e.g., [16] ). The evolution of the additional field is defined on the basis of additional governing equations pertaining to the mathematics of phase-field theory [17] linked however to a phenomenological framework such as Griffith's theory for brittle fracture [18] . The phase field evolution equations are weakly coupled the context of coupled field problems, e.g., fluid-structure interaction [33] and poro-mechanics [34] , also within a large deformation hydrodynamic setting [35, 36] . Very recently, the method has been further extended to account for axisymmetric problems further generalizing its remit. In MPM, the continuum is represented by a set of material points that are moving within a fixed (Eulerian) computational grid where solution of the governing equations is performed. The grid is used to evaluate the gradient and divergence terms of each material point. MPM has been found to offer significant computational advantages when compared to purely meshless methods since it does not require time-consuming neighbour searching.
With regards to fracture, the fact that material behaviour is monitored at material points that move within a fixed Eulerian grid implies that the transition from continuous to discontinuous displacement field can be modelled without the need for remeshing the computational grid and without the requirement to account for and mitigate mesh-distortion due to crack propagation.
Despite this, few research has been conducted to model the problem of damage modelling and in particular crack growth utilizing the MPM.
In [37] and also [38] decohesion was treated by introducing a cohesive material constitutive framework at the material point level. Brittle fracture within an MPM setting was examined for the first time in [39] although considering only the case of pre-existing, i.e., explicit, crack geometries by allowing multiple velocity fields to be defined at the background grid. More recently, cohesive modelling approaches have been introduced in an effort to further generalize the applicability of the MPM for problems pertinent to arbitrary crack paths [40, 41, 42, 43] . A continuum damage based approach has been introduced in [44] also demonstrating the advantages of utilizing domain decomposition methods to accelerate MPM.
The aforementioned approaches demonstrated the merits of MPM in simulating damage in terms of computational simplicity in particular when considering the case of large deformations and contact-fracture related problems. Further to the current state-of-the-art, phase field modelling for brittle fracture is introduced in this work within a material point method setting to address the general problem of quasi-static crack propagation in brittle materials using the MPM. By introducing phase fields at the material point level rather than the nodal points of a fixed Lagrangian grid, the proposed method succeeds in monitoring crack initiation and growth in an efficient and robust manner. Numerical investigations demonstrate that compared to the standard phase-field finite element implementation, the proposed method is advantageous in terms of accuracy. A staggered strategy is utilized for the solution of the governing coupled equations of the problem.
An implicit rather than explicit phase-field MPM implementation is established due to the quasistatic nature of the problem under investigation. However, the proposed coupled scheme renders itself naturally to an explicit solution approach. This paper is organized as follows. In Section 2 phase field modelling for brittle fracture is briefly described to facilitate presentation of subsequent derivations. MPM implementation for brittle fracture which constitutes the core contribution of this work is presented in Section 3.
The numerical procedure implemented for the solution of the resulting coupled field system of equation is described in Section 4. In Section 5 a set of benchmark problems are examined to verify the proposed formulation compared to the standard phase field Finite Element implementation.
Validation of the method is also performed with respect to published experimental results.
PRELIMINARIES

Brittle Fracture
The purpose of this work is to introduce a phase-field approximation for brittle fracture within MPM.
Thus, derivations presented herein pertain to Griffith's theory for brittle fracture [18] , although generalization to the case of ductile fracture can be also considered (see, e.g., [23, 45, 46] ).
In Fig. 1 Under the action of the applied loads, the body undergoes a motion φ, that maps the initial configuration to the current configuration C t ⊂ R d at t > t 0 with a volume Ω t . Furthermore, the initial crack Γ 0 evolves to Γ t (Γ 0 ⊆ Γ t ), which corresponds to the crack path at time t.
According to Griffith's theory, the total potential energy Ψ pot of an elastic deformable body with an evolving crack along the path Γ is defined as
where Ψ el is the elastic strain energy, Ψ f is the fracture energy, ψ el is the elastic energy density and G c is the critical fracture energy density. The critical fracture energy density is a material parameter corresponding to the energy required to create a unit area of fracture surface [18] .
The elastic energy density is readily expressed as a function of the strain field ε according to equation (2) below
where λ and µ are the Lamé constants. Small strains are considered in this work, with the corresponding strain tensor ε defined as
where the (∇) stands for the gradient operator.
Considering a spectral decomposition of the strain tensor as (see, e.g., [20, 16] ), the elastic energy density can be established in the following convenient form where the total elastic potential energy is additively decomposed in parts of purely tensile and purely compressive origin, i.e.,
where ψ + el is the elastic energy density due to tension
and ψ − el is the elastic energy density due to compression
respectively. The . symbol in relations (5) and (6) denotes the Macaulay brackets X = X for X > 0 and X = 0 for X ≤ 0 . The positive part of the strain tensor ε + in equation (5) is defined through the following spectral decomposition
where P is a matrix whose columns comprise the eigen-vectors of the strain tensor ε and Λ + is a diagonal matrix defined as
where λ i , i = 1 . . . 3 are the eigen-values of the strain tensor. The negative part of strain tensor is evaluated as
Substituting equation (4) in relation (1), the expression for the brittle fracture potential energy assumes the following form
Equation (10) effectively decomposes the total potential energy into purely tensile, compressive and fracture energy parts, thus constituting an efficient platform for the phase field derivations described in the following Section.
Phase-field fracture
As evaluation of the surface crack energy in equation (10) requires prior knowledge of the crack path Γ, computational fracture mechanics revert to crack tracking algorithms in order to identify the crack-path during the solution procedure [47] . To avoid such procedures, the phase field method approximates the path integral of the fracture energy with a volume integral defined over the entire domain of the deformable medium according to the following expression [14] 
where Z c is a crack density functional. Several expressions are provided in the literature for the definition of Z c involving the case of second-order [14, 48] and fourth-order functionals. The latter have been found to allow for increased convergence rates [49] . Very recently, an anisotropic definition for the crack surface functional addressing the case of anisotropic fracture has been introduced [50] . In this work, the second order definition for crack density functional Z c of equation (12) [14] is adopted to facilitate verification of the proposed method. However, utilization of higherorder functionals is a straightforward procedure.
In equation (12) The width of the region over which this smooth transition takes place is controlled by the length scale parameter l 0 ∈ R (see Fig. 1(b) ). The length scale parameter l 0 can be considered to correspond to a domain of degrading material parameters in the vicinity of the crack surface. From a purely mathematical standpoint, l 0 is a regularization parameter with values of l 0 → 0 allowing for the phase field theory to practically converge to Griffith's theory. In practise, convergence is achieved by using a finite value for l 0 . In view of relation (11) , the potential energy introduced in equation (10) assumes the following form
Having established through relation (11) that as a crack propagates within the domain Ω the value of the crack surface energy integral will be increasing, the corresponding decrease in the elastic energy due to the degradation of the material properties needs also to be considered in the vicinity of the crack Γ. This is achieved by introducing a degradation function g(c) that is superimposed on the positive part of the elastic strain energy density. The degradation function should be continuously differentiable, monotonically decreasing with properties g(0) = 0, g(1) = 1 and g (0) = 0 as explained in [51] .
To facilitate verification of the proposed procedure, the degradation function introduced in [48] is utilized herein, i.e.,
where 0 ≤ k 1 is a model parameter introduced in [52] to avoid ill-posedness. According to the arguments provided in [53] as well as the numerical investigations presented in [16] this parameter can be considered redundant. Results derived from our set of numerical experiments also seem to agree with the aforementioned. Therefore in this work also k = 0. In view of the aforementioned, the expression for the elastic potential energy finally assumes the following form
The elastic stress field on the medium is readily derived from the elastic potential [32] through the following relation
where
and
respectively, whereas I denotes the 3x3 identity matrix. The damage elastic tangent constitutive matrix can be analytically derived as
using any symbolic programming language.
By superimposing the effect of the degradation parameter on the positive part of the energy density only, crack-propagation under compressive stresses is a priori avoided. Finally, considering the Euler-Lagrange equations of both the displacement u and phase field c, the coupled strong form of the brittle-fracture phase field formulation is established as
where H is the history field defined as the maximum ψ the crack propagation problem, i.e., Γ (t) ⊆ Γ (t + ∆t) and satisfies the following Kuhn-Tucker conditions for elastic loading and unloading, i.e.,
The coupled field equations (20) are subject to the following set of boundary and initial conditions
where n is the outward unit normal vector of the boundary,ū is the prescribed displacement field on ∂Ωū boundary,u is the velocity field,ü is the acceleration field and ρ is the mass density.
MATERIAL POINT METHOD FOR BRITTLE FRACTURE
Material Point Method approximation
In MPM, a deformable body is approximated with a set of material points p = 1, 2, . . . , N p , where N p ∈ Z is the total number of material points. The material point discretization can be defined by any appropriate tessellation of Ω. Under the action of φ, the initial position vector x p0 of a material point is mapped to the current position vector x pt at t > 0 (see Fig. 1 Through this discretization, the mass density distribution of the deformable body is readily defined as
where ρ p = M p /Ω p is the mass density of the material point, M p is the material point mass, Ω p is the material point volume and δ is the Dirac function.
Similarly, the domain volume Ω (x, t) is additively decomposed into the corresponding material point domain contributions according to the following expression
In this work, the tributary volumes Ω p of each material point are defined according to the following methodology. An isoparametric descritization of the material domain is first performed using quadrilateral elements. Material points are then defined at the positions of the Gauss points of each individual element at their natural coordinate system. The corresponding volumes are then mapped back to the Cartesian system by means of the isoparametric transformation. Defining material points at the Gauss points of the corresponding finite element mesh has been chosen to facilitate comparison against standard finite element implementation.
Eulerian Mesh
Integral to the computational scheme of MPM is the definition of a computational grid where the solution of the governing equations of motion is performed. This grid is termed the Eulerian Mesh (or Eulerian Grid). The Eulerian Grid is a non-deforming mesh corresponding to the space that the material points move through (see. Fig. 2 ). Referring to Fig. 2 , the Eulerian Mesh is divided to active cells, i.e., cells where one or more material points exist at a certain time t and inactive cells where no material point exists. In this work, the Eulerian grid is constantly updated according to the topology of the material points, thus reducing the solution space at any time instant.
Equilibrium discrete equations
The discrete form of MPM is derived through a Galerkin approximation of the strong from defined in equation (20) . In this work only quasi-static problems are considered. The weak form is readily derived as [32] by weighting the equilibrium equation (20) with an arbitrary set of weighting functions w and partially integrating over the domain Ω.
The weighting functions w satisfy the essential boundary conditions of the problem. Substituting equation (23) into the weak form (24) , the following relation is established
where w p , σ p and b p are the test function, stress field and body forces evaluated at material point x p .
Relation (25) which essentially collocates the weak equilibrium of the continuum into the material points derived from the tessellation of the deformable body.
Considering the following Galerking interpolation scheme for the test functions and their spatial derivatives
respectively, where N n is the number of grid nodes, N I (x p ) are the interpolation functions evaluated at the material points and w I are the test function nodal values † .
Both the interpolation functions and the test function nodal values are defined with respect to the underlying Eulerian mesh as described in Section 3.2. Thus, standard finite element interpolation functions can be utilized to interpolate material point defined quantities at the nodal points of the corresponding parent cell. In this work, bi-linear shape functions are used although implementation of higher order shape functions can also be made in a straight-forward manner, see, e.g., [54] .
Substituting (26) and (27) in relation (25) and performing the necessary algebraic manipulation, the following expression is derived
In relation (29) , σ p jk denotes the stress components
As the test functions in equation (25) are chosen arbitrarily, subject to the essential conditions of the problem, equation (28) should hold for every set of nodal values w I . Thus, the following equilibrium equation is finally established
is the vector of corresponding internal forces, (29) and (30) for the internal and external forces respectively.
Further considering the strain-displacement relation defined in equation (3), the strain components ε p = {ε p jk } in each material point can be expressed as
Substituting Eqs. (19) and (33) into Eq. (29) and using Eq. (30), the following compact form is eventually derived
where K u is the global stiffness matrix of the structure whose K u I,J,i,j component is expressed as
Phase field discrete equations
The weak form of the phase-field governing equation assumes the following form
where c is the phase field and q are the corresponding weighting functions for the phase-field. In this work, the continuous phase field and the corresponding weighting functions introduced in equation (36) are collocated at material points, resulting in the following discrete form (37)
where c p and q p are values of the the phase-field and weighting functions respectively at the material point p. F p is defined as
where l 0p , k p , H p and G cp are the length scale parameter, model parameter, history field and critical fracture energy density of material point x p .
Next, both c p and q p and interpolated at the nodal points of the background mesh. The value of the test function and its spatial derivatives at the p th material point are expressed as
respectively, where N I (x p ) are the background mesh shape functions pertinent to the phase field interpolation and q I are nodal values of the corresponding test functions.
The value of the phase field at the p th material point is written as
where c I are the phase field nodal values. Attention is drawn to the fact that the phase-field is a scalar quantity. It follows from relation (41) that the gradients of the the phase field at the p th material point are defined accordingly as
Similar shape functions are considered for both the phase-field and the corresponding weighting functions according to the Galerkin approximation [32] . Furthermore, in this work, the same family interpolation functions is considered for both the displacement and the phase field for brevity (see also [48] ).
Substituting equations (39) and (40) in relation (37) and re-arranging terms, the following expression is derived
where in equation (43) above
respectively. Since the choice of the weighting functions is arbitrary, it must hold that (48) Further considering the phase-field interpolation schemes defined in equations (41) and (42), and substituting in equation (48), the following relation is established
Re-arranging and collecting terms, equation (49) gives rise to the following convenient form
while c is the (N n × 1) vector of unknown nodal phase fields and F c is the (N n × 1) vector whose
4. NUMERICAL IMPLEMENTATION
Material Point Method Computational Cycle
The computational cycle of MPM is divided into six main steps (Fig. 3 ). These are:
(i) Initialisation phase
(ii) Mapping from material points to grid nodes ( Fig. 3(a) ) (iii) Solving governing equations in grid nodes ( Fig. 3(b) ) (iv) Mapping from grid nodes to material points (Lagrangian Phase - Fig. 3(c) )
In the first step the computational grid and material point configuration and properties are defined.
Then the solution phase begins. In this, the displacements, strains and stresses defined at the material points are interpolated at the nodes of their corresponding background parent cell.
Following, the governing equations are formulated and solved at the background grid in an updated Lagrangian fashion. Next, the solution is mapped back to the material points. This is termed the Lagrangian phase of the MPM. Finally, the material point properties are updated and the computational grid is reset. The latter is termed the MPM Convective Phase.
In the convective phase of the method, the displacements evaluated on the background mesh are disregarded and the initial background mesh configuration is reused. In the implementation used in this work, background cells that are found at this stage to contain no material points are considered inactive, thus reducing the order of the system to be solved at the next cycle. The computational cycle of material point method is illustrated in Fig. 3 . Further information on the numerical scheme of MPM can be found in [31, 38] .
It should be noted that compared to the standard finite element implementation, the implicit material point method does introduce additional computational costs as a re-factorization of the stiffness matrix introduced in equation (34) is required when material points move across background cells. However, this results in a high-fidelity procedure for simulating complex phenomena, (see, e.g., [34, 41, 44] ) and also provides very accurate estimates for the crack geometry as will shown in Section 5. In this work, both the displacement field and the phase field which are defined at material points are mapped at the corresponding parent cell nodes resulting in an updated MPM Lagrangian phase.
Phase field Material Point Method solution scheme
The coupled equilibrium and phase field evolution equations can be solved in a so called monolithic fashion, i.e., simultaneously within each incremental step. However, it has been demonstrated that a staggered solution approach (see also, [55] for the case of thermo-mechanical coupling) can be utilized where the phase field equations are solved independently and the resulting phase field prediction is then used to iteratively solve for the equilibrium equations [48] . In this work, a staggered solution procedure has been implemented and the corresponding computational scheme is presented in Algorithm 1.
With regards to Algorithm 1, E p , v p and g p refer to the Young's modulus, Poisson's ratio and degradation function of the p th material point. Pre-existing cracks can be modelled by defining an initial history field (H p0 ) in all material points around the crack similar to [16] . Alternately, preexisting cracks can also be introduced as discrete cracks in the geometry of the structure.
A displacement control incremental analysis procedure is implemented in this work for the solution of the quasi-static brittle fracture problem, considering a set of N steps incremental steps. In the beginning of each time step h, the active cells of the Eulerian Grid are identified according to the material point positions and the inactive cells are discarded (Fig. 2) . Next, the total number of grid nodes as well as grid degree of freedom are redefined according to total active grid nodes (N n ) and total active unconstrained grid degree of freedom (N dof s ). Furthermore, the basis functions The displacement field equations (32) are solved by incrementally applying the external forces
to obtain the increments of the displacement field ∆u I . and the following equations are solved using a Newton-Raphson method (inner iterations j = 1, .., N iters ). 
where the symbol ∆ denotes incremental quantities e.g. ∆X = X (h) − X (h−1) , whereas the symbol δ denotes iterative quantities e.g. δX = X (j) − X (j−1) .
Convergence of the equilibrium equation iterative procedure is achieved when the Euclidean norm of the residual force vector introduced in equation (53) ≤ tol c where tol c is a predefined tolerance. Although robust, the staggered until convergence scheme is prone to low convergence rates and practically bounds the maximum allowable incremental displacement step in a displacement controlled analysis. Very recently, a line-search assisted iterative scheme has been developed to treat such issues and further improve the convergence speed of the method [56] .
NUMERICAL EXAMPLES
In this Section the proposed method is compared against the finite element phase field implementation through a set of representative tests both in terms of accuracy and computational efficiency. In all cases external loads are directly applied at material points. Kinematical constraints are imposed by means of the Penalty Method [32] . As these constraints are imposed on the material points rather than the background grid, the corresponding numerical implementation is presented in Appendix A. This is contrary to the finite element implementation where essential boundary conditions are imposed directly on the domain boundary. However, as shown from the actual verification results provided this does not affect the accuracy of the method. The density of material points utilized as necessitated by the fracture propagation problem ensures that material points are sufficiently close to the actual domain boundary where displacement variations can be considered negligible. Several methods have been examined for direct and accurate implementation of essential boundary conditions in MPM, either directly at material points, see, e.g., [57] or at the background mesh , see, e.g., [58] .
Data: Define computational grid, material point properties (
for each time step h = 1, 2, .., N steps do
Reset the computational grid: Find active part of Eulerian Grid, N n , N dof s , N cells ; 
for all material points (see Eq. (41), (42) and (14) 
Convergence Check (Displacement Field): If δR u(j) ≤ tol u or j ≥ N iters then "exit" from loop else j = j + 1 go to next inner iteration. ;
, for all material points (see Eq. (5))
≤ tol c or k ≥ N staggs then "exit" from loop else k = k + 1 go to next stagger iteration. ;
For the purpose of verification both the Phase Field Material Point Method (PF-MPM) and Phase
Field Finite Element Method (PF-FEM) have been implemented in Fortran code. In all examples considered herein, the staggered until convergence solution strategy (see also Algorithm 1) was adopted. The phase field residual tolerance was set at tol c = 1.0e − 6. Simulation parameters, i.e., number of incremental steps, convergence tolerance and maximum number of iterations are similar for both schemes as defined in the corresponding Sections below. All tests were performed in a PC fitted with an Intel Xeon E5-1620 CPU and 32 GBs of RAM.
Single-edge notched tension test
In this example a square plate under pure tension is examined and results are compared to the standard PF-FEM. The geometric configuration, boundary conditions and material parameters considered are presented in Fig. 4(a) . The load paths derived from both PF-MPM and PF-FEM are presented in Fig. 4(b) . The load paths are practically identical. Results obtained by both solution approaches also agree with the results provided in [48] . In particular, the critical vertical displacement and critical load obtained Analysis time for PF-FEM was approximately 98 hrs whereas for PF-MPM 111 hrs. The increase in computational time due to the MPM implementation was of the order of 13% corresponding to the re-factorization of the stiffness matrix when material points move across background cells.
Single-edge notched shear test
In this case, the response of the square plate considered in Section 5.1 is investigated under pure shear conditions. The same example has been previously examined in [48] and [16] considering a standard Finite Element scheme and its isogeometric formulation respectively.
The geometry, boundary conditions and material properties are shown in Fig. 6 
L-Shaped panel test
In this example an L-Shaped concrete panel is examined under cyclic loading. This example has also been considered in [22] utilizing the phase field finite element scheme. The geometry, boundary conditions and material properties are presented in Fig. 10(a) . Herein, a series of simulations is carried out to investigate the effect of the length scale parameter (l 0 ), cell spacing of the underlying Eulerian grid (h) and cell density on the accuracy of the PF-MPM scheme. In all simulations (both in the PF-MPM and PF-FEM implementation) a constant displacement increment ∆u = 10 −3 mm is considered for 2000 time increments. The load history is shown in Fig. 10 . In all cases, the background grid is formulated using four node quadrilateral elements with bilinear basis functions.
Plane stress conditions are assumed with a thickness th = 100 mm.
Initially, the PF-MPM implementation is compared to a PF-FEM solution considering a length scale parameter l 0 = 2.5 mm while the mesh size is h = 2.5 mm. Each background cell in the Material Point implementation is populated with 2 x 2 material points while full integration (4 Gauss points per element) is considered for the Finite Element Method formulation . The corresponding load paths are shown in Fig. 11(a) where the two methods demonstrate very good agreement. The relative divergence of the two methods is presented in Fig. 11(b) . Overall, the nominal value of the relative divergence is smaller than 0.1% except from the regions of zero imposed displacement where discrepancies are observed which are attributed to cut-off and round-off errors. The relative divergence significantly increases in the final stages of the loading scenario, i.e., on softening regime of the member response.
As in the case of the Shear Test examined in Section 5. Table I where it can be seen that for the same length scale parameter, the influence of the cell density on the both the peak load and the corresponding critical displacement is marginal (less than 1%).
To further examine the robustness of the proposed scheme, the sensitivity of the analysis results on the cell spacing (h) is also investigated. Four cases are considered for the size h of the background grid, i.e., h = 10 mm, h = 5 mm, h = 2.5 mm and h = 1 mm whereas the cell density is kept constant at 2 x 2. The corresponding number of cells for cell spacing h = 10 mm, h = 5 mm, h = 2.5 mm and h = 1 mm are 55 x 55 = 3025, 110 x 110 = 12100, 220 x 220 = 48400 and 510 x 510 = 260100
respectively. The derived results are presented in Table II whereas the corresponding load paths are shown in Figs. 14.
Contrary to the behaviour identified when varying the cell density, the cell spacing seems to bear a stronger impact on the structural response. Differences in the measured peak load and corresponding displacement presented in Table II significantly increase with decreasing values of the length scale parameter l 0 . This is expected as the smaller the value of the length scale parameter for a given cell size, the less the diffusion due to the phase field evolution, thus the more mesh-dependent the crack path is. When h ≤ l 0 , the results derived from both the different cell spacings converge; this is in accordance with the remarks presented in [20] regarding the effect of the the length scale to mesh size ratio on the accuracy of the results.
The crack paths corresponding to the different length scale parameters are shown in Figs. 15(a) - (d) and 15(e)-(h) for cell spacing h = 5 mm and h = 2.5 mm respectively. The experimentally observed crack path [59], see also [22] , is shown in Fig. 12(a) . The geometry of the crack path is only marginally In Figs. 16 the evolution of the phase field is shown for l 0 = 2.5 mm and h = 2.5 mm. Fig.   16 (a) represents the degradation of structure when the critical load is observed. A degradation is also observed from time steps u = 0.30 mm to u = 1 mm in the region around of the load due to the cyclic load. In particularly, this region is on tension for load steps 300 until 800. 
Notched Plate with Hole
In the final example, a notched plate with hole is examined and compared to the experimental crack path obtained by [22] . The geometry and material parameters are presented in Fig. 20(a) . The Increasing the number of stagger iterations, the fidelity of the solution is improved. After the third stagger iteration the algorithm is converging to a value and additional iterations marginally affect the results at the cost of increased number of evaluation. As shown in Table III, 
CONCLUSIONS
In this work, a Material Point Method (MPM) for the simulation of crack propagation pertinent to brittle fracture is formulated. The crack geometry and underlying brittle fracture mechanics have been considered on the basis of a phase-field formulation, appropriately adapted to be introduced within the MPM framework. Using this approach, the need for algorithmically tracking the crack path is alleviated thus reducing the underlying computational complexity. The deformable domain is approximated using a set of material points that are allowed to move within a fixed Eulerian mesh. Fusing MPM with phase field modelling results in a coupled system of governing equations, namely the equilibrium and phase field evolution equations. Coupling is achieved through the definition of a history field that tracks the evolution of the tensile part of the elastic energy density. The latter is derived on the basis of a spectral decomposition of the elastic strain tensor.
The resulting coupled field equations is numerically treated using a staggered solution scheme. In this, the phase field evolution equations are solved for constant displacement fields and a prediction for the phase field distribution is derived which is then used to iterate for the updated displacement field through the equilibrium equations.
A set of benchmark applications is presented to verify the proposed scheme whereas validation is also performed through experimental data available in the literature. From these, the accuracy of the method is established both in predicting the equilibrium paths as well as representing the actual geometry of the crack paths. The method succeeds in providing realistic crack path geometries as the background mesh is reused within each computational cycle, thus avoiding mesh distortion errors pertinent to the standard finite element method. However, this comes at an increased computational cost for the implicit MPM implementation considered in this work, as re-factorization of the underlying stiffness matrix is required in each computational cycle. In the proposed scheme discontinuities are naturally created, since material points are naturally separated. This is not the case in the classical Phase-Field Finite Element Method where Gauss points are always located in Gauss positions.
From the preceding analysis, Phase-Field Material Point Method is established as a promising computational tool, able to address very challenging tasks in computational mechanics. Due to its significant advantages in treating dynamics and large displacement problems, the introduced PF-MPM can be further extended to treat impact-fracture and ductile fracture problems. Furthermore, due to its particle in cell formulation, the method can be coupled with both mesh-based and particle based methods within a multiscale setting.
APPENDIX A MATERIAL POINT PENALTY METHOD FOR IMPOSING KINEMATICAL
CONSTRAINTS
In the following, we consider the case of the two dimensional problem shown in Fig. 25 . This involves 2 active cells with 6 active grid nodes totalling 12 degrees of freedom for the background Eulerian grid. Eight material points points are considered. Kinematical constraints need to be imposed on both displacement components of the material point p, namely u p = {u px , u py }. As described in Section Figure 25 . Imposition of constraints with Penalty Method. 
Following the standard procedure for the Penalty Method [32] , the following matrices are formulated
and V = {u px , u py }
where B is an (N constr × N dof s ) coefficient matrix whereas V is an (1 × N constr ) coefficient vector.
N constr and N dof s denotes to the total number of imposed constraints and total number of active unconstrained degree of freedom of the whole structure. Therefore, the incremental external forces as well as the incremental internal forces are modified according to equations (57) and (58) below
where α is the Penalty Method parameter. If a direct solver is utilized then the global stiffness matrix of the structure is redefined according to equation (59) below
