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Abstract
Nanoparticle precipitation is an interesting process to generate particles with tailored properties. In this study we investigate the
impact of various process steps such as solid formation, mixing and agglomeration on the resulting particle size distribution (PSD) as
representative property using barium sulfate as exemplary material. Besides the experimental investigation, process simulations were carried
out by solving the full 1D population balance equation coupled to a model describing the micromixing kinetics based on a ﬁnite-element
Galerkin h-p-method. This combination of population balance and micromixing model was applied successfully to predict the inﬂuence
of mixing on mean sizes (good quantitative agreement between experimental data and simulation results are obtained) and gain insights
into nanoparticle precipitation: The interfacial energy was identiﬁed to be a critical parameter in predicting the particle size, poor mixing
results in larger particles and the impact of agglomeration was found to increase with supersaturation due to larger particle numbers.
Shear-induced agglomeration was found to be controllable through the residence time in turbulent regions and the intensity of turbulence,
necessary for intense mixing but undesired due to agglomeration. By this approach, however, the distribution width is underestimated
which is attributed to the large spectrum of mixing histories of ﬂuid elements on their way through the mixer. Therefore, an improved
computational ﬂuid dynamics-based approach using direct numerical simulation with a Lagrangian particle tracking strategy is applied in
combination with the coupled population balance–micromixing approach. We found that the full DNS-approach, coupled to the population
balance and micromixing model is capable of predicting not only the mean sizes but the full PSD in nanoparticle precipitation.
 2005 Elsevier Ltd.
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1. Introduction
Precipitation is a widespread process in industry for
the production of particles of various size distributions,
morphologies and other product properties. These prod-
uct properties result from the competing kinetics of the
various involved parallel and subsequent steps such as mix-
ing,nucleation, growth and secondary processes such as
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agglomeration, aggregation and disaggregation. For the pre-
cipitation of nanoparticles which offer interesting properties,
high levels of supersaturation—the thermodynamic driving
force of phase transition—are necessary due to the highly
nonlinear dependence of the nucleation rate on supersatura-
tion. Consequently, nanoparticle precipitation is a very fast
process and measuring the temporal evolution of the particle
size distribution (PSD) remains a challenge. Controlling and
preventing agglomeration and aggregation by stabilization
is a further task to be met. Due to the complex interaction
of the involved steps, predictive simulations are indispens-
able to gain deeper insights and to tailor product properties
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as well as to improve the process itself. Therefore this study
is aimed to show the potential impact of the involved steps
on the nano-scale PSD as exemplary product property by a
combined experimental and numerical method.
There are a number of recent studies on precipitation using
various types of reactors and aimed for different objectives.
In most of these studies, however, micrometer-sized parti-
cles are formed: Torbacke and Rasmuson (2001) investigated
mixing effects in a loop reactor, David (2001), Baldyga et al.
(1995) as well as Phillips et al. (1999) used batch-reactors
with single or double feed. Couette-type precipitators were
applied by Judat and Kind (2002) as well as Barresi et al.
(1999). Baldyga and Orciuch (2001) as well as Marchisio
et al. (2002) used coaxial pipe reactors. For nanoparticle
precipitation, however, high mixing intensities are required
which makes these reactor types less suitable. Recent stud-
ies into nanoparticle precipitation besides the work by the
authors (Schwarzer and Peukert, 2002, 2004a,b) were done
by Heyer (2000) who investigated the formation of organic
nanoparticles by drowning-out precipitation, by Schlomach
et al. (2002) who studied the formation and aggregation of
nanoparticles under shear stress and by Eble (2000) who
emphasized the signiﬁcance of surface properties on precip-
itation kinetics and whose considerations are used in mod-
eling the interfacial energy in this work. Additionally, there
are different methods for nanoparticle generation such as for
example membrane reactors (Jia et al., 2003).
Since mixing is an important aspect in precipitation mod-
eling, various papers couple the particle formation dynam-
ics with computational ﬂuid dynamics (CFD) following an
Eulerian approach (Baldyga and Orciuch, 2001; Falk and
Schaer, 2001; Jaworski and Nienow, 2003; Marchisio et al.,
2002; Rousseaux et al., 2001; Wang and Fox, 2003; Wei et
al., 2001). In these works, the Reynolds-averaging-approach
(RANS) is used to solve the Navier–Stokes equations. To
account for mixing on scales below the grid resolution of
the CFD simulations, a suitable mixing model has to be
used: Baldyga and Orciuch (2001) as well as Marchisio et
al. (2002) use probability density functions, while Falk and
Schaer (2001) use the classical Interaction by Exchange with
the mean (IEM) model. The disadvantage of this approach
lies in the inherent averaging which smoothens and even
eliminates temporal and spatial ﬂuctuations. These ﬂuctua-
tions, however, are important, as for example Hollander et
al. (2001) have shown for agglomeration and the results of
this study indicate for mixing. Concerning the particle for-
mation dynamics, the mentioned works use moment meth-
ods which are the less sophisticated compared to solving
the full population balance equation. A coupling of RANS-
based CFD with the population balance, solved by a sec-
tional method, was presented by Mühlenweg et al. (2002)
for the gas phase synthesis of nanoparticles without taking
micromixing into account. Compared to the gas phase, mi-
cromixing has to be considered in precipitation due to the
larger Schmidt-number in the liquid phase. Zauner and Jones
(2002) present a full population balance approach not based
on CFD but on a compartmental mixing model to simulate
precipitation in stirred tank reactors.
As a consequence of the shortcomings of these ap-
proaches, we chose to simulate precipitation based on the
full one-dimensional population balance equation coupled
with a micromixing model. As micromixing model we de-
cided to use a modiﬁed version of the Engulfment model
by Baldyga and Bourne (1999), previously presented by
the authors Schwarzer and Peukert (2004a,b). To include
temporal and spatial ﬂuctuations in the ﬂow through the
mixer, direct numerical simulation (DNS) is used and cou-
pled with the population balance model by a Lagrangian
approach. Although DNS is the most expensive approach to
predict turbulent ﬂow ﬁelds if compared to the large eddy
simulations (LES) and Reynolds-averaged Navier–Stokes
(RANS) approaches, it has several advantages: DNS pro-
vides the most detailed description of the ﬂow ﬁeld at
highest accuracy. This is important as the dissipation of
turbulent kinetic energy is used in our micromixing model.
In a DNS, this quantity is directly accessible, while in LES
and RANS its estimation is associated with modeling that
involves uncertainties. If applying RANS, stochastic terms
would have to be used to ‘mimic’ the turbulent particle paths
and the ﬂuctuations in concentration and dissipation along
them. Thus the presented simulations might be considered
as reference to investigate possible model reductions and
how such stochastic terms could be constructed.
2. Experimental
Barium sulfate precipitation experiments using aqueous
solutions of barium chloride and sulfuric acid (Eq. (1)) were
carried out as continuous experiments at 25 ◦C in various T-
mixers. The T-mixers consist of two feed tubes of 0.5mm
diameter positioned centrically opposite each other. The ge-
ometry of the main duct of the T-mixers varied. “Mixer #1”
has a main duct diameter of 1mm and a length of 10mm,
“mixer #2” has a diameter of 1.5mm and a length of 5mm,
resulting in the same mean residence time as mixer #1 and
“mixer #5” has a main duct with a quadratic cross-section of
1mm by 1mm and a length of 10mm. The relatively small
geometric sizes of the mixer were chosen to provide intense
mixing, necessary for nanoparticle precipitation. Neverthe-
less, the mixer capacity is remarkable: mixer #1 is capable
of mixing a total of one cubic meter of aqueous solution
within 24 h and thus precipitating about 100 kg of nanoscaled
BaSO4 if operated at a pressure drop of about 14 bar
BaCl2 + H2SO4 → BaSO4 + 2HCl. (1)
Constant pulsation-free ﬂow rates for the (continuous)
experiments are provided by a special device shown in Fig. 1
consisting of two pistons that are moved by a stepping motor
and gear reduction in tubes of high-precision DURAN glass
by Schott Geräte GmbH which are temperature controlled.
Equi-volumetric ﬂow rates of the feeds were chosen and
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Fig. 1. Experimental setup.
Fig. 2. Picture of applied T-mixer.
the total ﬂow rate varied between 0.2 and 12ml/s, i.e., Re-
numbers between 250 and 15,000 calculated based on the
mixer main duct diameter (Eq. (2)). Samples were collected
for analysis at steady-state operating conditions. A picture
of the T-mixer is shown in Fig. 2.
Re= ubulkd

. (2)
The obtained PSD was measured based on quasi-elastic
light scattering using a commercial device (UPA150 by Mi-
crotrac) and, after ﬁltration and drying, X-ray diffraction
and nitrogen adsorption (BET) were applied. Additionally,
TEM and AFM images were taken to validate the mea-
sured sizes. To quantify the mixing intensity, the pressure
drop—important because it contains information on the total
amount of friction and shear in the ﬂow—was determined
by recording the hydrostatic pressure upstream of the mixer
(Pressure sensor A08 by Sensor-Technik Wiedemann) and
applying the Bernoulli equation to calculate the pressure
drop in the mixer. Since the measured pressure drop did not
change with increasing length of the main duct, it can be
concluded, that the pressure drop arises (almost) completely
from the impinging of the two feeds. Due to the mixer ge-
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Fig. 3. Measured inﬂuence of mixing intensity (expressed through the
mean speciﬁc power input) on the mean (number) particle size for the
three investigated T-mixers.
ometry (impinging of jets) and the resulting high pressure
drop, the ﬂow in the main duct can be considered turbulent
for at least most of the investigated Re-number range (Telib
et al., 2004).
Using the measured pressure drop, the mean speciﬁc
power input in the main duct can be calculated and values
ranging from about 1W/kg (Re = 250, mixer #2) up to
2× 106 W/kg (Re= 15, 000,mixer #1) were obtained. The
corresponding Kolmogorov lengths are 25m and 840 nm,
respectively, both well above the obtained particle sizes.
Fig. 3 shows the measured mean (number) particle sizes
for the precipitation from 0.5mBaCl2 and 0.33mH2SO4
solutions at varying ﬂow rates in all three mixers, plotted as
function of the mean speciﬁc power input ε. As can be seen,
more intense mixing, i.e., higher values of the mean spe-
ciﬁc power input, result in smaller particles. The ﬁgure also
shows, that the speciﬁc power input is a suitable parameter
to describe the mixing behavior, since the plots of all three
mixers fall onto each other. This indicates that the mixing
kinetics is controlled by micromixing, i.e., mixing through
diffusion at length scales below the Kolmogorov length.
Besides ﬂow rate (Re-number) and thus mixing intensity,
the feed concentrations were altered. In the experiments a
surplus of barium ions was chosen to electrostatically sta-
bilize the suspensions against aggregation. The suspension
can be considered stable within the time scale of interest: the
measured increase of the mean particle size was found to be
below one nanometer per minute (Schwarzer and Peukert,
2002, 2005).
3. Global population balance approach
3.1. Population balance and numerics
The temporal evolution of the PSD is simulated based
on the population balance equation (Eq. (3)) using the
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volume equivalent diameter x to characterize the particles.
As solver for the population balance equation, the commer-
cial software PARSIVAL by CiT GmbH was used. The im-
plemented algorithm ﬁts the PSD in each time step by poly-
nomials based on a ﬁnite-element type Galerkin h-p-method
optimizing the number of variables (number of polynomi-
als, order of the polynomials) and applies an adaptive time
discretization of Rothe’s type. The main advantages of this
method—besides computational speed—are that no assump-
tions concerning the shape of the PSD are necessary and that
the overall accuracy can be estimated quantitatively from
the mass defect. In, the presented results, the mass defect
was always within 0.5% of the expected value. Typical CPU
times for the simulation of the complete solid formation
process without considering agglomeration/aggregation are
in the order of 5–10min on a standard 1GHz computer. If
agglomeration/aggregation are included, typical CPU-times
are in the order of 4–6 h, strongly varying due to the adap-
tive time step
n(x, t)
t
= Bhom(t, S, PF)f (xN(S, PF))
− (G(S, x, t)n(x, t))
x
+ Bagg(n, x, t)
−Dagg(n, x, t). (3)
In this equation n(x, t) is a number density of particles
of size x. The ﬁrst term on the right-hand side accounts for
nucleation, the second for growth and Bagg as well as Dagg
represent the agglomeration/aggregation process. The func-
tion f (xN) is a function describing the number density dis-
tribution of the formed nuclei with xN the size of the critical
nucleus. Often, Dirac delta functions are used for f (xN).
However, the delta function is not suitable in combination
with the applied method for solving the population balance
equation. Additionally, it is likely that there are ﬂuctuations
of nuclei sizes even under constant conditions and, since for
random ﬂuctuations a Gaussian distribution is appropriate,
a (narrow) Gaussian distribution is assumed for f (xN). To
quantify the distribution width a standard deviation of 5%
of the mean size of the nuclei is chosen. The inﬂuence of
this choice was tested for standard deviations ranging up to
100% (larger values were not checked) without observing
signiﬁcantly different PSDs, thus conﬁrming the applicabil-
ity of the chosen function.
3.2. Solid formation
Solid formation is the thermodynamically driven process
of mass transfer from solution to the solid phase with the
supersaturation S as measure of the thermodynamic offset
from equilibrium. It involves two activated steps, nucle-
ation, i.e., the generation of new particles and growth. The
supersaturation is calculated considering the formation of
an aqueous BaSO4-complex (Monnin, 1999) and the in-
complete dissociation of sulfuric acid in its second step
(Clegg et al., 1998). Activity coefﬁcients are calculated
using the multi-component method proposed by Bromley
(1973). The value of solubility product at 25 ◦C is taken from
Monnin (1999) as KSP = 9.82× 10−11 kmol2/m6. Further
details on the calculation of supersaturation can be found in
Schwarzer and Peukert (2004b). The diffusion coefﬁcient
is calculated according to the Stokes–Einstein equation as
D=9.9×10−10 m2/s at 25 ◦C and the molecular volume is
calculated from the bulk density as Vm = 8.61× 10−29 m3.
Under the investigated high supersaturations—necessary
for the formation of nanoparticles—homogeneous nucle-
ation described by the classical nucelation theory and
transport-controlled growth can be considered as dominant
mechanisms. The size of the nucleated particles is assumed
to be equal to the size of the critical nucleus xC . The corre-
sponding equations (Eqs. (4)–(6)) are taken from Mersmann
(2000). A discussion of the applicability of the growth rate
equation to non-stoichiometric precipitation is given in
Schwarzer and Peukert (2004b). Due to the stronger depen-
dence of the nucleation rate on supersaturation compared
to the growth rate G, more and consequently smaller par-
ticles are formed with increasing supersaturation. For that
reason, high levels of supersaturation have to be applied in
nanoparticle precipitation
Bhom = 1.5D(
√
KSP SNA)
7/3
√
PF
kBT
Vm
× exp
(
−16
3
(
PF
kBT
)3
V 2m
( ln S)2
)
, (4)
xC = 4PFVm kBT ln S , (5 )
G= x
t
= 2 ShD
√
KSPM
P
S − 1
x
. (6)
In these equations, the interfacial energy PF is a strong
parameter which consequently has to be modeled as accu-
rately as possible. Since the interfacial energy equilibrium
value depends on adsorption, it might be a function of com-
position, depending on the adsorption behavior of the in-
volved species. In case of BaSO4 it is known by the work of
Eble (2000) that Ba2+ as well as H+ ions adsorb on the par-
ticle surface. Thus using Eqs. (4)–(6) to describe the kinet-
ics of solid formation is preferable to using empirical equa-
tions such as the equations useded for example by Baldyga
and Orciuch (2001), Marchisio et al. (2002), Rousseaux et
al. (2001) or Wei et al. (2001), since those equations do
not capture the impact of feed composition via the interfa-
cial energy. In this work the interfacial energy is modeled
based on the Gibbs adsorption isotherm using adsorption
isotherms obtained by the authors Schwarzer and Peukert
(2005). Details on the modeling can be found in Schwarzer
and Peukert (2004b).
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Fig. 4. Comparison of experimental data obtained by light scattering (LS)
and X-ray diffraction (XRD) to simulation results for solid formation
plotted as function of initial supersaturation with and without considering
the dependence of interfacial energy on feed composition.
To show the applicability of the model, the formation of
particles based on nucleation and growth is simulated for the
precipitation from BaCl2 and H2SO4 at different levels of
barium excess, expressed through the initial moral ratio R of
barium to sulfate ions. The results are plotted in Fig. 4 and
compared to experimental data measured by light scatter-
ing (LS) as well as obtained from X-ray diffraction (XRD)
data using the Williamson–Hall-plot which is based on the
Scherrer equation (Neff, 1962). Based on an investigation
of the impact of mixing it is believed that mixing is fast
enough in the presented experiments and that the suspen-
sions are sufﬁciently stabilized to neglect agglomeration as
well as aggregation. In this work agglomeration means the
formation of collections of primary particles held together by
chemical bonds (material bridges), and aggregation means
the formation of collections held together by van-der-Waals
forces. Additionally it is assumed that agglomerates (mate-
rial bridges) can only be formed in the presence of supersat-
uration. To emphasize the importance of modeling the inter-
facial energy, Fig. 4 shows simulation results including the
modeling of the interfacial energy as described previously
(solid lines) as well as results obtained without considering
changes in the interfacial energy due to feed composition
(dashed lines).
As can be seen, the simulation results including the
interfacial energy model (solid lines) agree much better
with experimental ﬁndings than those without consider-
ing the model. The deviation for high supersaturations
between light scattering measurements and simulations
results mainly from agglomeration in the experimental data
as the comparison with XRD data shows. A further rea-
son could be model-based, since PF is calculated from
Henry-type adsorption isotherms which are limited in their
applicability with increasing concentrations, consequently
tending to underestimate the particle size in the simula-
tion with increasing supersaturation. The importance of this
reason is shown by the sensitivity of particle size on in-
terfacial energy: For S = 1054 and R = 1.5, a variation
by less than 7% in the interfacial energy (from 0.1266 to
0.1181 Jm−2) more than doubles the resulting particle size.
This clearly states the importance of knowing the interfa-
cial energy at the corresponding thermodynamic equilibrium
as accurately as possible. For supersaturations below 600,
stabilization against aggregation is insufﬁcient and thus no
data can be obtained by the applied methods. Summariz-
ing it can be concluded that the chosen model approach
is capable of predicting mean particle sizes in nanoparti-
cle precipitation under stable conditions and sufﬁciently fast
mixing.
Since mixing effects, agglomeration and aggregation
would all result in larger particles, the simulated solid lines
represent a lower limit for the particle size under the respec-
tive conditions (feed composition, temperature) and thus the
minimal achievable size of primary particles. With increas-
ing supersaturation, this limit is shifted towards smaller
particles due to the strong dependence of nucleation rate on
supersaturation, but the limit is inherent to solid formation.
Only by additional means such as in situ surface modiﬁca-
tions this limit can be pushed to smaller sizes. Considering
that the size of the nuclei are usually below 1 nm, it is clear
that growth is the main mechanism of the phase change,
attributing for more than 99.9% of the total transfered
mass.
To illustrate the duration of solid formation, Fig. 5 shows
the calculated temporal evolution of supersaturation and cor-
responding mean particle size. As can be seen, the duration
of solid formation is very sensitive to the level of initial su-
persaturation and strongly increases at lower initial super-
saturation. Typical time scales of solid formation lie in the
range of 0.01–100ms. This shows the mixing times neces-
sary to obtain primary particles of minimal size. Such in-
tense mixing, however, cannot be achieved in stirred tanks
and thus static mixers such as the applied T-mixers are nec-
essary for nanoparticle precipitation.
The temporal evolution of the PSD, calculated for the pre-
cipitation from 0.5mBaCl2 and 0.33mH2SO4 correspond-
ing to an initial supersaturation of S = 1054, is shown in
Fig. 6 as cumulative number distribution. The width and
shape of the distribution thereby arise from the formation of
particles at different points in time: particles that have been
nucleated earlier have had longer growth duration and there-
fore grown larger. This effect is partly compensated by the
size-dependence of the growth rate which favors the growth
of smaller particles which then catch up with larger parti-
cles, leading to more narrow PSDs.
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Fig. 5. Temporal evolution of supersaturation and particle size in barium
sulfate nanoparticle precipitation.
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3.3. Inﬂuence of mixing
Tomodel the inﬂuence of mixing, a global approach based
on a modiﬁed version of the Engulfment model of micromix-
ing by Baldyga and Bourne (1999) is chosen. The approach
assumes plug-ﬂow through the mixer, that mixing is purely
micromixing-controlled and fully developed turbulent ﬂow
which might not be the case at the inlets and the ﬁrst sec-
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tion of the mixer main duct. The mixing model is based
on the temporal evolution of ideally mixed zones including
a mixing zone in which solid formation takes place using
second-order kinetic approaches. The kinetic parameter in
the model, the so-called Engulfment parameter E is calcu-
lated from the speciﬁc power input. The mixing model has
previously been published in detail by the authors Schwarzer
and Peukert (2004a,b). Based on the assumption of plug-
ﬂow, the evolution of the PSD along the mixer axis is de-
scribed in the population balance model by the temporal
evolution within a tank reactor. Initially this tank is empty
as the ﬂuids are unmixed and the volume fraction of the
mixing zone is zero. Based on the modiﬁed version of the
Engulfment model of micromixing two streams entering the
tank are controlled, each representing one of the T-mixer
feeds. Thus the tank which is considered ideally mixed, is
ﬁlled according to the evolution of the mixing zone volume
fraction of the micromixing model.
Besides the assumptions of the model, a major uncer-
tainty concerning the mixing kinetics arises from the un-
known progression of the speciﬁc power input through the
mixer, since only the mean speciﬁc power input can be de-
termined from the pressure drop. However, as shown below,
the chosen approach represents a good starting point.
Fig. 7 compares the calculated inﬂuence of mixing on the
mean particle size using four randomly chosen histories of
the speciﬁc power input through the mixer, all having the
samemean power input which corresponds to the determined
value (constant, triangle, step proﬁles with 50% (90%) of
the power dissipated in the ﬁrst 10% of the mixer). As can
be seen, the experimental results agree best with the proﬁle
step50, i.e., the proﬁle that assumes that 50% of the power
input is dissipated within the ﬁrst 10% of the mixer. This
proﬁle probably accounts best for the average spatial and
temporal distribution of ε in the mixer from among the four
proﬁles, since the power input arises from the impinging of
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the jets within the ﬁrst section of the mixer main duct. This
shows that the coupled mixing-solid formation approach is
capable of predicting the mixing inﬂuence on the mean par-
ticle size. However, Fig. 7 also shows the uncertainty aris-
ing from the unknown proﬁle of the speciﬁc power input
through the mixer.
Since the rates of nucleation and growth depend on su-
persaturation and thus the reduction rate of supersaturation
(it increases with increasing supersaturation), the kinetics of
solid formation results from the mixing kinetics unless mix-
ing is much faster. Consequently if the mixing kinetics is
slow, lower levels of supersaturation are reached and fewer
but larger particles are generated with the same total particle
mass after precipitation. Fig. 7 shows both cases: If mixing
is as fast or faster than the solid formation kinetics it has
no inﬂuence on the resulting PSD. This limit is marked in
Fig. 7 as perfect mixing. The other case is marked as mixing-
controlled since the mixing kinetics controls the solid for-
mation kinetics and consequently the resulting PSD. In the
following, all simulations are based on the step50 proﬁle.
Fig. 8 compares simulated (based on solid formation and
assuming complete stabilization against agglomeration and
aggregation) with measured PSDs for the precipitation from
0.5mBaCl2 and 0.33mH2SO4. The comparison shows that
the distribution width is underestimated by the simulation
with an increasing tendency with decreasing Re-number, i.e.,
decreasing mixing intensity. For the highest depicted Re-
number (Re= 6366), fairly good agreement apart from the
upper branch of the PSD is achieved. As reason it is believed
that the broader experimental distribution results from dif-
ferences in the mixing history of different volume elements
on their way through the mixer. Fig. 7 supports this hypoth-
esis by showing the strong impact of different proﬁles on
mean sizes. Therefore, to enhance the model to also predict
the width and shape of the PSD correctly, CFD has to be
applied and an advanced CFD-based approach is presented
below.
3.4. Agglomeration and aggregation
Agglomeration and aggregation are modeled assuming bi-
nary collisions based on the work by von Smoluchowski
(1917), distinguishing two reasons for collisions: Collisions
due to random Brownian motion termed “perikinetic” or
“Brownian” and shear-induced collisions due to turbulent
shear. For perikinetic aggregation, the collision rate can be
calculated according to Eq. (7). For orthokinetic aggrega-
tion, Camp and Stein (1943) applied a simple laminar shear-
ﬂow concept to turbulent ﬂows. Their concept was expanded
by Saffman and Turner (1956) who took—besides velocity
differences between particles—the relative velocity between
particle and surrounding ﬂuid into account. They propose
Eq. (8) to calculate the shear-induced collision rate as func-
tion of the energy dissipation rate ε, i.e., the speciﬁc power
input. Latter approach to the turbulent collision rate (Eq. (8))
assumes that the particles follow the ﬂuid ﬂow completely
and that the particles are much smaller than the size of the
smallest eddies of the turbulent ﬂow, i.e., the Kolmogorov
length scale. For nanoparticles these limits are fulﬁlled.
An advanced method to calculate the collision rate in tur-
bulent ﬂows was presented by Kruis and Kusters (1997).
Their method is not limited to the above-mentioned restric-
tions concerning particle size and energy dissipation rate.
However, it is far more complicated to calculate since de-
tailed knowledge of several turbulence and ﬂow ﬁeld param-
eters is required which have to be obtained through CFD.
For particles smaller than the Kolmogorov length scale, the
Saffman and Turner expression is to be preferred as even
Kruis and Kusters point out. A general problem in calculat-
ing the collision rates, again, lies in the uncertainty regard-
ing the distribution of ε in the mixer
coll,peri =
2kBT
3P
(xi + xj )
(
1
xi
+ 1
xj
)
, (7)
coll,turb =
√

8× 15 (xi + xj )
3
√


. (8)
Besides collision rate, the effect of particle–particle inter-
actions on the number of collisions has to be considered
for colloidal suspensions. This is achieved by introducing
a stability ratio W which describes the relative number of
collisions without and with interactions additional to om-
nipresent van-der-Waals forces. Such additional interactions
are, for example, electrostatic forces due to the adsorption
of ions on the particles and the resulting formation of an
electrical double layer. This leads to the following terms for
the birth as well as the death rate density functions of the
population balance equation:
Bagg(n, x)
= x
2
2
∫ x
0
×coll(
3
√
x3 − 3, )n( 3
√
x3 − 3)n()
W(x3 − 3)2/3 d,
(9)
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Dagg(n, x)= n(x)
∫ ∞
0
coll(x, )
W
n() · d. (10)
For the investigated system, the dependence of the stability
ratioW on the composition of the solution was recently stud-
ied by the authors Schwarzer and Peukert (2005) in unstirred
suspensions and successfully correlated to the adsorption of
Ba2+- and H+-ions. Thus the aggregation kinetics and elec-
trostatic stabilization can successfully be predicted from the
suspension composition if all relevant parameters such as
adsorption isotherms, ionic strength, particle size and parti-
cle concentration are known.
The effect of agglomeration, however, cannot be con-
trolled that easily because the kinetics of stabilization (e.g.
ion adsorption, evolution of surface charge, formation of the
electric double layer, etc.) and the growth kinetics are con-
nected and the conditions on and above the surfaces are in
transition. Since the particle size as well as the surface charge
density are smaller and the ionic strength is larger during
solid formation than afterwards, it can be concluded that
the stability is lower. Furthermore it can be estimated that
the increase of the surface charge density and consequently
the increase in stability is strongest as the supersaturation is
almost completely reduced. On the other hand, agglomer-
ates could be destroyed by shear forces in the turbulent ﬂow
through the mixer before sufﬁciently strong material bridges
have formed. This effect has been observed for example by
Selomulya et al. (2001) and modeled for example by the
group of Hounslow by introducing an efﬁciency (Mumtaz
et al., 1997; Hounslow et al., 2001) or by Braun (2003) who
treated agglomeration and breakup independently.
Since the effect of stabilization and shear forces are un-
certain, we simulated the maximal impact of agglomeration
assuming no stabilization during solid formation and com-
plete stabilization after 99% completion of solid formation.
As agglomeration mechanisms Brownian motion, described
by Eq. (7) and collisions due to turbulence (Eq. (8)) are
considered. The latter, as mentioned, depends on the proﬁle
of the speciﬁc power input through the mixer as the mix-
ing kinetics. The results, assuming the step50 proﬁle of ε
through the mixer, are shown in Fig. 9 for the precipita-
tion from 0.5mBaCl2 with 0.33mH2SO4 as well as using
0.15mBaCl2 and 0.1mH2SO4.
Although solid formation is faster with increasing super-
saturation and thus less time is provided for agglomeration,
Fig. 9 clearly shows that the potential impact of agglomera-
tion increases with supersaturation. This can be explained as
overcompensation of the solid formation time effect by the
increased number of particles (smaller particles, larger to-
tal mass). Fig. 9 also shows that, in the investigated mixers,
turbulent agglomeration is only relevant at high supersatu-
rations and intense mixing. The maximum at a power input
of about 106 W/kg arises from an additional residence time
effect: Further increasing the ﬂow rate results in a shorter
residence time in the turbulent region of the mixers and con-
sequently in less impact of agglomeration.
mean specific power input ε in W/kg
100 101 102 103 104 105 106 107
m
e
a
n
 (n
um
be
r) 
pa
rtic
le 
siz
e i
n n
m
0
50
100
150
200
250
300
turbulent
agglomeration
agglomeration
Brownian circles:
triangles:
0.5m BaCl2
0.33m H2SO4
0.15m BaCl2
0.1m H2SO4
Fig. 9. Simulated range of agglomeration inﬂuence. Filled symbols: ex-
periments; solid lines: simulation without agglomeration; dashed lines:
simulation with maximal impact of agglomeration.
Comparing the simulation result to the experimental data
it appears that agglomeration is completely negligible in the
case of using 0.5mBaCl2 and 0.33mH2SO4. In the case
of lower concentration, however, there seems to be some
impact of Brownian agglomeration at mean speciﬁc power
inputs in the range of 10–1000W/kg. This observation goes
along with the ﬁnding (Schwarzer and Peukert, 2005), that
suspensions precipitated from the set of lower concentrations
are less stable against aggregation.
A further aspect of aggregation and agglomeration is
structure formation. The structure has to be characterized
and incorporated into the model in a suitable way which
is usually done by a fractal dimension (Hiemenz and Ra-
jagopalan, 1997; Rosner and Pyykönen, 2002; Artelt et al.,
2003) since the kinetics of growth (accessible surface area)
as well as agglomeration and aggregation (larger effective
collision diameter) depend on the particle structure. In this
study with its scope on solid formation and initial im-
pact of agglomeration and aggregation, however, structure
formation effects have been neglected.
4. Model reduction
Since the presented global model is not capable of pre-
dicting the width of the distributions correctly, one possi-
ble way to pursue is a model reduction to decrease compu-
tational effort. This may allow the model to be imbedded
in process control or optimization strategies. Since the ef-
fect of agglomeration on the PSD can be neglected in the
case of precipitating from 0.5mBaCl2 and 0.33mH2SO4,
and since for that case, stabilization against aggregation can
be considered sufﬁcient, we decided to reduce the popula-
tion balance model to a simple monodisperse model, solving
only the equations for the 0th (total number concentration of
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Fig. 10. Model comparison between the population balance-based model
and the relatively simple monodisperse model showing good agreement.
particles N) and the 3rd (total mass concentration of
particles m) moments considering only nucleation and
growth. The corresponding set of coupled differential equa-
tions for the total number concentration of particles N (Eq.
(11)), the total particulate mass concentration m (Eq. (12))
and the mean particle diameter x (Eq. (13)) are:
dN(t)
dt
= Bhom, (11)
dm(t)
dt
= BhomP

6
x3N +NP

2
x2G, (12)
x(t)= 3
√
m(t)
N(t)
6
P
. (13)
These equations are coupled via mass and species balances
with the modiﬁed version of the Engulfment model of mi-
cromixing as the population balance model, again based on
the assumption of plug-ﬂow through the mixer, that mixing
is purely micromixing-controlled and fully developed tur-
bulent ﬂow through the mixer. The results obtained by the
monodisperse model are compared to the results based on
the population balance model and the experimental data for
the precipitation from 0.5mBaCl2 and 0.33mH2SO4.As can
be seen in Fig. 10, both models as well as the experimental
data agree very well. Concerning computational speed, the
monodisperse model requires 10–20 times less CPU-time
compared to the population balance model. This is clearly
an advantage.
Of course, there are more sophisticated models such as
method of moment approaches in literature (Diemer and
Olsen, 2002a,b; McGraw, 1997) including also agglomera-
tion and aggregation. However, these methods also require
more computational effort, diminishing the advantage in re-
quired CPU time. A disadvantage of the chosen monodis-
perse model is that no information concerning the width or
shape of the distribution is obtained. The population balance-
based model gives at least some information on the width
which may be considered a minimal width and therefore be
of value.
5. Coupled CFD-mixing-population balance approach
As shown in Fig. 8, the presented global population bal-
ance approach was found incapable of predicting the width
of the PSD in precipitation. A hypothesis is formulated, pos-
tulating that the broader experimental distribution results
from differences in the mixing history of different volume
elements on their way through the mixer. To test this hypoth-
esis, CFD is applied using DNS to calculate the ﬂow ﬁeld
in the mixer (geometry of mixer #5) in combination with
Lagrangian particle tracking to obtain detailed data on the
bandwidth of mixing histories at high temporal and spatial
resolution and accuracy. The data along a large number of
paths through the mixer is collected and used as boundary
conditions of the mixing model for a large number of sim-
ulations, one for each path, using the global population bal-
ance approach. Thus for every path a PSD is calculated and
the overall PSD is obtained from volume-fraction-weighted
averaging over all paths.
This approach assumes that there is no inﬂuence of the
precipitated particles on the ﬂow ﬁeld which seems justi-
ﬁed since the particles are smaller than the Kolmogorov
length. Additionally, no change in viscosity due to mixing
or particle formation have been measured. The approach
does not explicitly consider the diffusive transport of precip-
itated particles between the paths. However, if a sufﬁciently
large number of paths is accounted for, this effect becomes
secondary as then only the effect of particle diffusion on
the temporal evolution of the other particles is neglected.
Since we are dealing with mixing at high Schmidt numbers
(Sc=1000), the true spatial scales of the concentration ﬂuc-
tuations (Batchelor scale) are about a factor of Sc0.5 smaller
than the Kolmogorov scale which is resolved by the DNS
grid. Consequently, there is need for a measure to quantify
the mixing that takes place between the Kolmogorov and
the Batchelor scale. For that purpose we apply the modi-
ﬁed version of the Engulfment model of micromixing as in
the global approach, using the dissipation rate of turbulent
kinetic energy as speciﬁc power input.
Baldyga and Bourne (1999) identify the dissipation of tur-
bulent kinetic energy as that measure since it quantiﬁes the
turbulent activity in the small (Kolmogorov) scales of the
ﬂow. This is done in a time-averaged context. In an instan-
taneous and local context, there are two arguments that sup-
port the use of the instantaneous and local dissipation rate as
a measure of the time scale of micromixing: As Brethouwer
et al. (2001) showed, micromixing at high Sc-numbers is
strongly correlated with the instantaneous velocity gradient
tensor of which the local dissipation is a good measure. Fur-
thermore, the local instant dissipation given by the DNS is
a quantity on a much larger length scale than that of the lo-
cal concentration ﬂuctuations. Therefore it can be seen as a
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ﬁltered quantity for the micromixing process. It is thus ac-
tually an averaged quantity for the local micromixing pro-
cess. Therefore the turbulent kinetic energy can be used as
a measure for the micromixing time constant and set equal
to the speciﬁc power input.
5.1. Direct numerical simulation
The applied DNS code uses a ﬁnite volume discretiza-
tion of the Navier–Stokes equations for incompressible ﬂow
and the scalar transport equation on a Cartesian grid with a
staggered arrangement of the variables. The approximation
of the derivatives and the interpolation is accomplished by
a fourth-order compact scheme (Meri, 2001). For the inte-
gration in time a third-order Runge–Kutta method is used
(Williamson, 1980). The incompressibility constraint is sat-
isﬁed by solving the Poisson-equation for the pressure with
an Incomplete Lower–Upper decomposition and applying a
correction step for the velocities and the pressure (Manhart,
2004).
As inﬂow boundary conditions, laminar pipe ﬂow proﬁles
are set at the intersection area of the feed tubes and the mixer
main duct. No-slip boundary conditions are applied at the
walls and the outﬂow is set as zero-gradient of the velocities
after a main duct length of four time the side length. The
grid is chosen so that it resolves the wall friction and the
Kolmogorov length scale in the ﬂow ﬁeld. Grid stretching
is applied towards the outﬂow, resulting in a grid consisting
of 5.5× 106 grid points.
The DNS of the ﬂow ﬁeld and of the scalar transport
were carried out at a Schmidt number of Sc = 1 and at
Reynolds numbers of 500, 750 and 1135. For validation,
the total pressure loss in the simulation was compared to
the total pressure drop of the experiments. The simulation
underpredicts the pressure loss at all three Reynolds num-
bers by about 20% which could be attributed to the laminar
inﬂow condition or the manufacturing accuracy by milling
(main duct) and drilling (feed tubes) of the mixer. In or-
der to evaluate the mixing behavior of the T-mixer above
the grid resolution, a normalized (values ranging between 0
and 1) passive scalar is added to one of the feeds. As ex-
ample, Fig. 11 shows an instantaneous distribution of this
scalar, calculated at Re = 1135. To calculate the ﬂow for a
time span equal to the mean residence time (4d/ubulk), 75 h
of CPU-time are necessary on a 1.5GHz PC.
5.2. Particle tracking
Additionally to the solution of the Navier–Stokes equa-
tions and the passive scalar transport equation, Lagrangian
Particle Tracking is performed, providing information of lo-
cal and instant concentration of passive scalar and the instant
local dissipation of turbulent kinetic energy along the par-
ticle paths. Sixty-one discrete positions in one inﬂow-plane
are deﬁned, each position representing a fraction of the total
mass ﬂow through the feed tube. From their starting posi-
tion, the particles are propagated through the ﬂow ﬁeld by
integrating the transport equation in time with an explicit
Euler scheme. The particles are reﬂected by the walls of the
mixer and once they leave the domain at the outﬂow, they are
re-inserted at the same starting position. The instantaneous
value of the dissipation of turbulent kinetic energy, which is
identiﬁed with the speciﬁc power input, is calculated from
the velocity ﬂuctuations. The ﬂuctuation velocity is calcu-
lated by subtracting the statistical steady-mean velocities,
which were built of 2500 samples taken from the instanta-
neous velocities during 26d/ubulk. Using Lagrangian parti-
cle tracking a set of 198 individual paths containing infor-
mation on the passive scalar concentration and the speciﬁc
power input was computed for a Re-number of 1135.
Figs. 12show the evolution of the speciﬁc power input
for paths starting from two different positions (position 39
and position 50), each along four realizations. As can be
seen, very different ε proﬁles and thus different micromix-
ing kinetics are obtained. This clearly shows the importance
of considering the spatial and temporal ﬂuctuations in the
model and limits the applicability of RANS-based CFD as
suitable closures to describe these ﬂuctuations would have
to be applied. Especially for the applied T-mixer with its
inhomogeneous transitional ﬂow and developing turbulence
due to the impinging of feed jets followed—at least at low
Re-numbers—by a re-conversion to laminar ﬂow, standard
closures is likely to fail as discussed in Pope (2000). For
such ﬂow situations, suitable closures to the transport equa-
tions of ﬂuctuations might not exist and using or even de-
veloping special closures would involve an enormous vali-
dation effort. Typical RANS closures as the k–ε—and the
Reynolds-stress models are usually calibrated and applied
for fully developed turbulent ﬂows at high Re-numbers.
Figs. 12 and 13 also contain the plot of the corresponding
step50 proﬁle, assumed for the global population balance
approach. The step50 proﬁle is clearly not too far off with
respect to an average evolution but it nevertheless does not
capture the individual proﬁles and clearly overestimates the
power input towards the end of the mixer.
5.3. Application of CFD-based data on the PSD
The data on speciﬁc power input and scalar concentra-
tion along the paths are then used as boundary parameters in
the micromixing model. Instead of using the step50 proﬁle,
the actual ε proﬁles obtained from the Lagrangian particle
tracking are used as temporal evolution of ε in the model.
Since the pressure drop of the DNS simulations was under-
estimated by about 20% compared to the experimental value,
the obtained data on the speciﬁc power input was re-scaled
prior to providing it to the mixing model to compensate for
the pressure drop difference and ensure comparability.
The concentration of the passive scalar along the paths
is used to check whether micromixing according to the
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Fig. 11. Instantaneous concentration distribution in mixer for Re = 1135 in the center plane of the mixer and the feed tubes.
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Fig. 12. Dissipation histories along paths through the mixer for starting
positions 39 (four paths each) obtained by DNS and compared to the
step50 proﬁle.
Engulfment model is faster than mixing predicted by the
DNS. Since the DNS overestimates the diffusive transport
(Sc = 1) and only provides ﬁltered (on the grid resolution)
data of the scalar, micromixing according to the Engulfment
model may never have advanced further than the current lo-
cal mixing process in the DNS. Otherwise, the Engulfment
model would micromix even in the presence of only one
feed solution.
To include this aspect in the model approach, the value
of the passive scalar is supplied to the micromixing model.
A value of 0 represent pure solution from feed A, a value of
1 represents pure solution from feed B and a value of 0.5
represents equal amounts of both feed solutions. Since the
scalar enters the mixer at the opposite inlet of the particles in
the Lagrangian particle tracking, its value rises from 0 to 0.5
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Fig. 13. Dissipation histories along paths through the mixer for starting
positions 50 (four paths each) obtained by DNS and compared to the
step50 proﬁle.
along the path through the mixer. Multiplying thus the value
of the passive scalar by 2, it can be interpreted as measure for
the conversion of the mixing process along the paths in the
DNS simulations. This value is then compared to the volume
fraction of the mixing zone in the Engulfment model. If the
volume fraction is larger, mixing in the Engulfment model is
stopped until the DNS-value becomes larger. By this method
it is ensured that micromixing according to the Engulfment
model is always slower than the resolved mixing process
in the DNS simulations. This case, however, occured only
sparsely in our simulations and shows that micromixing is
typically slower than the resolved mixing which comprises
macromixing, i.e., mixing by convection and the decay of
eddies into smaller ones.
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Fig. 14. Calculated evolution of supersaturation as result of different
mixing conditions along the same four paths through the mixer as in Fig.
13 and comparison to the result based on the step50 proﬁle.
The particle formation is then simulated for each of the
198 paths through the mixer as in the global population
balance approach with the described differences (ε, pas-
sive scalar) in the boundary conditions of the micromixing
model. The overall PSD is ﬁnally computed by averaging
the individual PSDs of all paths weighted by the fraction
of the total mass ﬂow through the corresponding inﬂow po-
sition and the number of re-insertions at the same starting
position.
To show the inﬂuence of ﬂuctuations of the speciﬁc power
input (via the micromixing model) on the particle forma-
tion process, calculated plots and 13 for the supersaturation
build-up due to mixing and the following supersaturation re-
duction due to solid formation are depicted in Fig. 14 for the
same four paths (position 50) as in Fig. 13. For comparison
the evolution of supersaturation based on the corresponding
step50 history without considering macromixing is shown,
too. As can be seen, the step50 plot looks surprisingly sim-
ilar to those of the four paths considering that it is based on
a randomly chosen proﬁle of the speciﬁc power input.
The resulting PSDs of these four plots as well as the one
of the step50 proﬁle are shown in Fig. 15. Although the
plots of the local speciﬁc power input in Fig. 13 and the
evolution of supersaturation in Fig. 14 look relatively sim-
ilar, clear and signiﬁcant differences in the obtained PSDs
can be seen which appear “shifted” between about 30 and
110 nm. Comparing the results in Fig. 15 to the plots in
Fig. 14, the size of the formed particles seems to correlate
with the height of the supersaturation peaks which appears
to be the much more important parameter than the point in
time of particle formation. This clearly shows the sensitivity
of the resulting PSD on even small variations of mixing and
consequently emphasizes the importance of resolving ﬂuc-
tuations in CFD as accurate as possible. While spatial and
temporal ﬂuctuations are inherently resolved in the DNS-
approach, a RANS-based approach to CFD would require
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Fig. 15. Calculated PSDs as result of different mixing conditions along
the same four paths through the mixer as in Fig. 13 and comparison to
the result based on the step50 proﬁle.
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the width of the distribution for the DNS-based approaches.
an additional effort to model these ﬂuctuations especially
since eventually the correlation of both, ε and macroscopic
composition, would have to be precisely described.
A comparison of the PSD obtained by the combined
DNS–population balance approach (DNS + PB) to exper-
imentally determined PSDs (obtained at Re = 1000 and
1273) is shown in Fig. 16 for the precipitation of barium sul-
fate from 0.5mBaCl2 and 0.33mH2SO4, conditions under
which agglomeration and aggregation can be neglected as
shown by X-ray crystallite size analysis and TEM images.
Additionally, the ﬁgure shows the calculated distributions
based on the global population balance approach (global
PB) assuming the step50 history and a combination of
Lagrangian particle tracking, micromixing model and the
monodisperse approach (DNS+MM). While no information
on the distribution shape and width of the PSD along a
single path can be obtained by the monodisperse model,
applying the monodisperse model on all 198 paths, 198
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individual particle sizes are obtained. These sizes vary and
an overall PSD can be obtained from these 198 sizes. As
can be seen, both DNS-based approaches are capable of
predicting the PSD much better than the global population
balance approach.
Fig. 16 also shows that using only 198 paths inserted at
61 starting positions is statistically not sufﬁcient and we are
currently improving this aspect. Comparing both DNS-based
distributions it can be seen that they agree reasonably well.
Thus using the monodisperse model as “faster” method in-
stead of the population balance model is preferable as it is
sufﬁciently accurate for the investigated set of fed concen-
trations. This leads to the conclusion that the polydispersity
in precipitation under mixing-inﬂuenced conditions arises
mainly from differences in the individual mixing histories
and much less from the nucleation of particles at different
points in time within the same small volume. This impor-
tant ﬁnding justiﬁes the use of monodisperse models as well
as the method of moments in nanoparticle precipitation if
the process is mixing-inﬂuenced. It also justiﬁes a possi-
ble implementation of CFD and particle formation dynamics
within an Eulerian frame. However, temporal as well as spa-
tial ﬂuctuations have to be considered in such a model. For
perfect mixing conditions, the monodisperse model would
fail as then all paths would result in the same particle size.
Thus careful attention has to be paid to the feasibility of the
model reduction (monodisperse model) for the conditions of
interest.
6. Summary and conclusions
Nanoparticle precipitation was investigated in detail con-
sidering various aspects such as solid formation, mixing,
agglomeration and aggregation using experimental as well
as numeric methods. A strong inﬂuence of mixing on the
particle size was observed, leading to larger particles with
decreasing mixing intensity which arises from the strong de-
pendence of nucleation rate on supersaturation. Two global
approaches, one based on solving the population balance
equation, the other using a simple monodisperse model were
combined with a simple mixing model and turned out suc-
cessful in predicting the mixing inﬂuence onmean sizes, also
showing the importance of describing the interfacial energy
as accurately as possible. The global population balance ap-
proach, however, was found not capable of also predicting
the distribution shape and width under mixing-inﬂuenced
conditions which the monodisperse approach inherently is
incapable of.
Concerning aggregation and agglomeration, the impact
due to the Brownian as well as the shear-induced mechanism
was found to increase with supersaturation due to increased
particle numbers. Latter impact however can be minimized
by optimizing the distribution of turbulence and the resi-
dence time in the turbulent mixing zone to be only as long
as necessary for mixing. Under the presented experimental
conditions (feed concentrations) agglomeration and aggre-
gation were found to have negligible inﬂuence, latter due to
successful electrostatic stabilization.
Since the global population balance model was found in-
capable of predicting the distribution width under mixing-
inﬂuenced conditions, the hypothesis that the width results
from differences in mixing histories of individual volume
elements on their way through the mixer was postulated.
To test the hypothesis, an improved CFD-based approach to
overcome the limitations of the global approach was cho-
sen. The improved approach uses DNS to calculate the tem-
porally and spatially resolved ﬂow ﬁeld and the transport
of a (passive) scalar through the mixer. Lagrangian parti-
cle tracking is then used to determine data on the speciﬁc
power input and the concentration of the scalar along a large
number of paths through the mixer. This data is applied as
boundary parameters in the micromixing model, the PSD is
simulated along these paths and the total PSD is composed
from the individual PSDs, weighted by the fraction of mass
ﬂow of each path. Good quantitative agreement between
experiment and simulation results of the predictive DNS-
based population balance approach is obtained, emphasiz-
ing the importance of considering spatial and temporal ﬂuc-
tuations in the ﬂow in modeling nanoparticle precipitation.
Additionally, a DNS-based monodisperse model approach
which takes less CPU-time to calculate was tested and found
successful in predicting the distribution width, too, thereby
clearly showing that the polydispersity in nanoparticle pre-
cipitation under mixing-inﬂuenced conditions arises mainly
from differences in mixing histories.
Notation
Bagg birth rate density function of aggregation,
m−4 s−1
Bhom nucleation rate, m−3 s−1
c molar concentration, kmolm−3
d hydrodynamic diameter of the T-mixer main
duct, m
D diffusion coefﬁcient, m2 s−1
Dagg death rate density function of aggregation,
m−4 s−1
E Engulfment parameter, s−1
f (xN) function describing the density distribution
of nuclei, dimensionless
G linear growth rate, m s−1
kB Boltzmann constant (1.381× 10−23), J K−1
KSP solubility product, kmol2 m−6
m total particulate mass concentration, kgm−3
M molecular weight, kg kmol−1
n(x, t) particle number density of size x,m−4
N total number concentration of particles, m−3
NA Avogadro’s number (6.023× 1026), kmol−1
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R initial molar ratio of barium to sulfate ions,
dimensionless
Re Reynolds number, dimensionless
S supersaturation, dimensionless
Sc Schmidt number, dimensionless
Sh Sherwood number, dimensionless
t time, s
T temperature, K
ubulk mean velocity in the main duct of the mixer,
m s−1
Vm molecular volume, m3
W Stability ratio, dimensionless
x, xi, xj volume-equivalent particle diameter, m
xN size of a critical nucleus, m
Greek letters
coll particle–particle collision rate, m3 s−1
PF interfacial energy of particle–ﬂuid-interface,
J m−2
p pressure drop, Pa
ε speciﬁc power input (i.e., turbulent energy
dissipation rate) W kg−1
 integration parameter (volume-equivalent
particle diameter) m
 kinematic viscosity of the ﬂuid (water),
m2 s−1
P density of particles, kgm−3
F density of ﬂuid, kgm−
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