In this paper, we study a class of Anticipated Backward Stochastic Differential Equations (ABSDE) with jumps. The solution of the ABSDE is a triple (Y, Z, ψ) where Y is a semimartingale, and (Z, ψ) are the diffusion and jump coefficients. We allow the driver of the ABSDE to have linear growth on the uniform norm of Y 's future paths, as well as quadratic and exponential growth on the spot values of (Z, ψ), respectively. The existence of the unique solution is proved for Markovian and non-Markovian settings with different structural assumptions on the driver. In the former case, some regularities on (Z, ψ) with respect to the forward process are also obtained.
Introduction
As a powerful probabilistic tool to analyze general control problems, non-linear partial differential equations as well as many newly appeared financial problems, backward stochastic differential equations (BSDEs) have attracted strong research interests since the pioneering works of Bismut (1973) [6] and Pardoux & Peng (1990) [29] .
Recently, Peng & Yang (2009) [31] introduced a new class, so-called anticipated (or timeadvanced) BSDEs, where the drivers are dependent on the conditional expectations of the future paths of the solutions. They originally appeared as adjoint processes when dealing with optimal control problems on delayed systems. Since then various generalizations have been studied by many authors: Oksendal et al. (2011) [27] dealt with a control problem on delayed systems with jumps, Pamen (2015) [28] a stochastic differential game with delay, Xu (2011) [36] , Yang & Elliott (2013) [35] studied some generalizations and conditions for the comparison principle to hold. Jeanblac et al. (2016) [18] studied anticipated BSDEs under a setting of progressive enlargement of filtration. The importance of anticipated BSDEs for financial applications is likely to grow in the coming years because of the set of new regulations (in particular, the margin rule on the independent amount). They require the financial firms to adjust the collateral (or capital) amount based on the expected future maximum loss, exposure or the variability of the mark-to-market, which naturally makes the drivers of the pricing BSDEs dependent on the expected future paths of the portfolio values.
In this paper, we are interested in anticipated BSDEs with jumps and quadratic-exponential growth drivers. Although the properties of Lipschitz ABSDEs have been well established, the ABSDEs with quadratic growth generators have not yet appeared in the literature. In addition to the pure mathematical interests, the quadratic growth (exponential growth in the presence of jumps) BSDEs have many applications. In particular, they arise in the context of utility optimization with exponential or power utility functions and the associated indifference valuation, or questions related to risk minimization for the entropic risk measure. They also arise in a class of recursive utilities introduced by Epstein & Zin (1989) [12] where the investor penalizes the variance of the value function. Their model and its variants have found many applications in economic theory. Once the investor assigns a cost or benefit to the expected value of a future path, which looks almost inevitable due to the new financial regulations, the resultant recursive utility, which corresponds to the driver of the associated BSDE, starts to involve an anticipated component. In this work, we deal with the anticipated BSDEs with jumps of the following form: where the driver f (t, ·) is allowed to have linear growth in sup v∈[t,T ] |Y v |, quadratic in Z t and exponential growth in the jump coefficients ψ t . This will be the necessary first step toward the understanding of the general problems involving non-Lipschitz generators with anticipated components and its applications to the various problems mentioned above.
For the (non-anticipated) BSDEs with quadratic growth drivers, the first breakthrough was made by Kobylanski (2000) [23] and then followed by many researchers for its generalization and applications. In the presence of jumps, in particular, they were studied by Becherer (2006) [4] , Morlais (2010) [25] , Ngoupeyou (2010) [26] , Cohen & Elliott (2015) [7] , Kazi-Tani et al. (2015) [21] , Antonelli & Mancini (2016) [1] , El Karoui et al. (2016) [10] and Fujii & Takahashi (2017) [16] with varying generality. An important common tool is the so called A Γ -condition [2, 34] necessary to make the comparison principle to hold in the presence of jumps, which is then used to create a monotone sequence of regularized BSDEs.
Although A Γ -condition is known to hold for the setting of exponential utility optimization [25] , it is rather restrictive, and in fact, stronger than the local Lipschitz continuity. Furthermore, in the anticipated settings, the comparison principle does not hold generally even when the A Γ -condition is satisfied. Although the fixed point approach [7, 21] does not rely on the comparison principle at least for small terminal values, it requires the second-order differentiability of the driver which is difficult to establish in the presence of the general path dependence.
In this paper, we firstly extend the quadratic-exponential structure condition of [3, 10] to allow the dependence on Y 's future paths, and then derive the universal bounds on (Y, Z, ψ) under a general bounded terminal condition. This bounds are then used to prove a stability result under a general non-Markovian setting. Under the Markovian setting, this stability result leads to the compactness result for the deterministic map defined by u(t, x) = Y t,x t , which then allows us to prove the existence of the solution in the absence of the A Γ -condition. It also provides some regularities on (Z, ψ) with respect to the forward process. As a by product, it makes the A Γ -condition unnecessary for the existence, uniqueness and Malliavin's differentiability of quadratic-exponential growth (non-anticipated) BSDEs under the Markovian setting studied in Section 6 of [16] . For a non-Markovian setting, we reintroduce the A Γ -condition and make use of our previous result in [16] to prove the existence of the unique solution. We also give a sufficient condition for the comparison principle to hold.
Preliminaries

General Setting
Let us first state the general setting to be used throughout the paper. T > 0 is some bounded time horizon. The space (Ω W , F W , P W ) is the usual canonical space for a d-dimensional Brownian motion equipped with the Wiener measure P W . We also denote (Ω µ , F µ , P µ ) as a product of canonical spaces
with some constant k ∈ N, on which each µ i is a Poisson measure with a compensator ν i (de)dt. Here, ν i (de) is a σ-finite measure on R 0 = R\{0} satisfying R 0 |e| 2 ν i (de) < ∞.
For notational simplicity, we write (E, E) := (R k 0 , B(R 0 ) k ). Throughout the paper, we work on the filtered probability space (Ω, F, F = (F t ) t∈[0,T ] , P), where the space (Ω, F, P) is the product of the canonical spaces (Ω W × Ω µ , F W × F µ , P W × P µ ), and that the filtration F = (F t ) t∈[0,T ] is the canonical filtration completed for P and satisfying the usual conditions. In this construction, (W, µ 1 , · · · , µ k ) are independent. We use a vector notation µ(ω, dt, de) := (µ 1 (ω, dt, de 1 ), · · · , µ k (ω, dt, de k )) and denote the compensated Poisson measure as µ := µ−ν. F-predictable σ-field on Ω × [0, T ] is denoted by P. It is well-known that the weak property of predictable representation holds in this setup (see for example [17] chapter XIII).
Notation
We denote a generic constant by C which may change line by line. We write C = C(a, b, c, · · · ) when the constant depends only on the parameters (a, b, c, · · · ). 
Here, ||x|| ∞ := inf c ∈ R ; P({|x| ≤ c}) = 1 .
• H p [s, t] is the set of progressively measurable real (or vector) valued processes (
• L 2 (E, ν) (or simply L 2 (ν)) is the set of k-dimensional vector-valued functions ψ = (ψ i ) 1≤i≤k for which the each component ψ i : R 0 → R is B(R 0 )-measurable and
• L ∞ (E, ν) (or simply L ∞ (ν)) is the set of functions ψ = (ψ i ) 1≤i≤k for which the each component ψ i : R 0 → R is B(R 0 )-measurable and bounded ν i (de)-a.e. with the standard essential supremum norm.
• J p [s, t] is the set of functions ψ = (ψ i ) 1≤i≤k with ψ i : Ω × [s, t] × R 0 → R being P ⊗ B(R 0 )-measurable (or we simply say ψ is P ⊗ E-measurable) and satisfy 
Note that both of B and C are non-decreasing processes. As for the process B, this follows from Assumption 3.1. As for the process C, it follows from the fact that 
We now investigate the process P t , t ∈ [0, T ] defined by
where P ∈ S ∞ is clearly seen. Applying Ito formula, one obtains that
where (C ′ s ) s∈[0,T ] is another non-decreasing (see (3.2) ) process defined by
The details of the derivation of (3.4) are given in Appendix B.2. , ||ψ|| J 2
BM O
).
As a result of Lemmas 3.1 and 3.2, one sees the norms of
are solely controlled by the set of parameters in A. In the next subsection, we introduce the local Lipschitz continuity.
Stability and Uniqueness
Assumption 3.2. For each M > 0, and for every (q, y, z, ψ),
Remark 3.1. Instead of directly making the driver f path-dependent, one can include the conditional expectations such as E Ft (Y t+δ ), E Ft ( T t Y s ds) as done in [27] . In this work, we adopt the former approach since it allows the general dependence without specifying a concrete form.
Let us introduce the two ABSDEs for t ∈ [0, T ], with i = {1, 2},
Let us put δY :
Then, we have the following stability result. 
and for any p ≥ 2,q ≥ q * (δY, δZ, δψ)
1 See, for example, Corollary 6.61 [30] where q * ∈ (1, ∞) is a constant depending only on (K · , A), C 1 = C(p, K · , A) and C 2 = (p,q, K · , A) are two positive constants.
Proof. Note that one can apply (3.6) globally with fixed K M by choosing M larger than the bounds implied from Lemmas 3.1 and 3.2. Let fix such an M in the remainder. Define the R d -valued progressively measurable process (b r , r ∈ [0, T ]) by
Thus one can define an equivalent probability measure Q
From Remark A.1, there exists some constant r * ∈ (1, ∞) such that the reverse Hölder inequality holds for both of the E · (
. Define q * > 1 by q * := r * /(r * − 1). Note that (r * , q * ) are solely controlled by (K · , A).
Under the measure Q, we have
[Stability for Y] Applying Ito formula to δY 2 , one obtains
The last two terms are true Q-martingales, which can be checked by reverse Hölder and energy inequalities. By taking conditional expectation E Q Ft [·], one obtains with any λ > 0
with some positive constant C = C(K · , A). Here we have used the fact that |δY r | ≤ E Fr ||δY || [r,T ] . Therefore, in particular,
where
, the reverse Hölder inequality yields
with some C = C(q, K · , A), where in the 2nd line Jensen's inequality was used. For any p > 2q, applying Doob's maximal inequality, one obtains
with C = C(p,q, K · , A). Choosing λ > 0 small enough so that Cλ p 2 < 1, the backward Gronwall inequality implies
One sees the last inequality holds for any p > 2q * . This proves (3.8). Since 1 < q * ≤q, it also follows that
[Stability for Z and ψ] From (3.10), one has with C = C(K · , A),
For any p ≥ 2, applying Burkholder-Davis-Gundy inequality 2 and Lemma A.3, one can show that there exists some constant
.
2 See, for example, Theorem 48 in IV.4. of [32] .
Takingq ≥ q * , the reverse Hölder and Doob's maximal inequalities give
The reverse Hölder inequality implies
. Thus the estimate of (3.11) and Lemma A.3 give
for any p ≥ 2 andq ≥ q * with some positive constant C = C(p,q, K · , A).
We also have the following relation.
Lemma 3.3. Under the same conditions used in Proposition 3.1, one has
Proof. It follows from a simple modification of Lemma 3.3 (a) of [16] .
Combining the results in this section, we obtain the uniqueness.
Corollary 3.1. Under Assumptions 3.1 and 3.2, if the ABSDE (3.1) has a bounded solution (Y, Z, ψ) ∈ S ∞ × H 2 × J 2 , then it is unique with respect to the norm
Proof. Proposition 3.1 implies the uniqueness of Y in S p , ∀p ≥ 2, in particular. This also implies the uniqueness with respect to S ∞ . If not, there exists some c > 0 such that ||δY || S ∞ = c, which implies for any 0 < b < c, there exists a strictly positive constant a > 0 such that
which is a contradiction. Thus the assertion follows from Proposition 3.1 and Lemma 3.3.
Remark 3.2. For quadratic BSDEs, allowing the anticipated components of (Z, ψ) in the driver f seems very hard. In fact, we cannot derive the stability result similar to Proposition 3.1. This is because that the use of the reverse Hölder inequality makes the power of (|Z|, |ψ|) different in the left and right hand sides in the relevant inequalities after aligning the probability measure of the conditional expectations to a single one. The anticipated component for Y is an exceptional case, where we can remove one conditional expectation by the simple fact
Note that the Proposition 3.1 is necessary also for the non-Markovian settings in Section 6. In the absence of the stability result, the convergence using the monotone sequence would be the last hope. However, to the best of our knowledge, no comparison principle is known in the presence of anticipated components of the control variables (Z, ψ).
Existence in a Markovian Setup
Let us now provide the existence result for a Markovian setting. We introduce the following forward process, for s ∈ [0, T ],
where x ∈ R n and b :
Lemma 4.1. Under Assumption 4.1, there exists a unique solution to (4.1) for each (t, x) which satisfies for any (t, x), (t,
Proof. They are the standard estimates for the Lipschitz SDEs. See, for example, Theorem 4.1.1 [9] . For the selfcontainedness, we give a proof in Appendix B.3 for regularities.
We are interested in the Markovian anticipated BSDE associated with (X
(ii)For every (x, q, y, z, ψ) ∈ R n ×D[0, T ]×R×R 1×d ×L 2 (E, ν), there exist constants β, δ ≥ 0, γ > 0 and a positive non-random function l : [0, T ] → R such that 
BM O with the norm solely controlled by A = (||ξ|| ∞ , sup t∈[0,T ] l t , δ, β, γ, T ), which is, in particular, independent of (t,
is a deterministic map in (t, x), the map u :
with some constant C = C(α, ρ, p,q, K ξ , K, K · , A) for any p ≥ 2 andq ∈ [q * , ∞) such that αpq 2 ≥ 1, where q * > 1 is some constant determined by (K · , A).
Proof. The first part follows from Lemmas 3.1, 3.2 and Corollary 3.1.
Let us assume t ′ ≤ t without loss of any generality. ≤ C with some C = C(A) uniformly in (t, x). Thus one can apply fixed K M for the whole range in Assumption 4.3 provided M is chosen large enough. It follows that
Hence, using the boundedness of Y t,x and Cauchy-Schwartz inequality, one obtains
Note here that, by the energy inequality 3 , the following relation holds:
where the constant C depends only on (||Z|| H 2
) and pq 2 . Using Lemma 4.1(a) and (c), one obtains the desired regularity. The contribution from δξ can be computed similarly. where f m is defined by, ∀(r, x, q, y, z, ψ) 3 See, for example, Lemma 2.2 [16] . As for a simple proof, see Lemma 9.6.5 [8] . 
the global Lipschitz continuity can be confirmed easily. 
with some constant C = C(A), depending only on those relevant for the universal bound,
is adapted to the σ-algebra F t s generated by (W, µ) after t, that is,
is a deterministic in (t, x).
Proof. Thanks to Lemma 4.2, Proposition C.1 is applicable to (4.4), which implies that there exists a unique solution (Y m,t,x , Z m,t,x , ψ m,t,x ) ∈ K 2 [0, T ] of (4.4). Since |ξ| and |f m | are bounded, we actually have Y m,t,x ∈ S ∞ . Therefore, Lemmas 4.2, 3.1 and 3.2 imply the desired bound
This proves the first part. We can prove the latter claims by following the same idea given in Proposition 4.2 [11] or Theorem 9.5.6 [8] . Consider the shifted Brownian motion and Poisson random measure
be the solution to the following SDE:
where µ ′ is the compensated measure for µ ′ . By the strong uniqueness of the SDE, X and hence independent of F t . Changing the integration variable to r + t → r ∈ [t, T ], and using the fact that dW ′ r−t = dW r and µ ′ (d(r − t), de) = µ(dr, de), one obtains We now provide our first main result. 
Proof. Since the uniqueness follows from the first part of Proposition 4.1, it suffices to prove the existence. Lemmas 4.2, 4.3 and Proposition 4.1 imply that the deterministic map u m :
satisfies the local Hölder continuity uniformly in m with C = C(α, ρ, p,q,
. Let us now confirm the compactness result for (u m ) m∈N . By defining the compact set
Here, B j (R n ) is a closed ball in R n of radius j centered at the origin. Arzelà-Ascoli theorem (see, Section 10.1 [33] ) tells that there exists a subsequence (m (1) ) ⊂ (m) such that, ∃u (1) ∈ C(K 1 ), (u m (1) ) converges uniformly to u (1) on K 1 . Since the sequence (u m (1) ) is also bounded and equicontinuous, there exists a further subsequence (m (2) ) ⊂ (m (1) ) such that, ∃u (2) ∈ C(K 2 ), (u m (2) ) converges uniformly to u (2) on K 2 . By construction, it is clear that u (2) | K 1 = u (1) . Continue the above procedures and construct a diagonal sequence as
From Lemma 2 in Section 10.1 [33] implies that there exists a subsequence (m ′ ) ⊂ (m (m) ) and some function u : [0, T ] × R n → R such that (u m ′ ) converges to u pointwise on the whole [0, T ] × R n space. Moreover, the function u is actually continuous i.e. u ∈ C([0, T ] × R n ). In fact, by the above construction of of the sequence (m (m) ), (u m ′ ) converges uniformly to this function u on any compact subset K R .
In the remainder, we work on the sequence (m ′ ) (and possibly its further subsequences).
The uniform boundedness of (u m ′ , u), Lemma 4.1(a) and Chebyshev's inequality give
for every R > 0 and p, j ∈ N with some m ′ -independent constant C. For a given ǫ > 0, the 2nd term becomes smaller than ǫ/2 with R large enough. Since (u m ′ ) converges uniformly to u on any compact set, the first term also becomes smaller than ǫ/2 for large m ′ . Hence, 
and hence
From Lemma 4.2 and Assumption 4.3, the conditional expectation of the 2nd line is bounded by
Thus the right-hand side converges to zero as m 1 , m 2 → ∞ uniformly in τ ∈ T T 0 . Therefore
Proving that (Y t,x , Z t,x , ψ t,x ) provides a solution of (4.2) can be done via the common strategy for the BSDEs. The above convergence results imply, a fortiori, that Z m ′ ,t,x → Z t,x in H 2 and ψ m ′ ,t,x → ψ t,x in J 2 . Thus we also have the convergence in measure for Z m ′ ,t,x → Z t,x and ψ m ′ ,t,x → ψ t,x with respect to dP ⊗ dt and dP ⊗ ν(de) ⊗ dt, respectively. As we have seen before, we also have sup
s | → 0 in probability. By, for example, Corollary 6.13 [22] (treating general measure space with a σ-finite measure), there exists a subsequence (still denoted by (m ′ )) that yields almost everywhere convergence for the associated measure. Therefore, one has sup
Since f m → f locally uniformly, the above a.e. convergences and the Lipschitz continuity of the driver yields
dP ⊗ ds-a.e. In order to use the Lebesgue's dominated convergence theorem, we first show that there exists an appropriate subsequence (m ′ ) such that G := sup m ′ |Z m ′ ,t,x | 2 and
. Let us follow the idea of Lemma 2.5 in [23] . Since (Z m ′ ,t,x ) is a Cauchy sequence in H 2 , one can extract a subsequence (m ′ k ) k∈N such that for
On the other hand, for any s ∈ [0, T ], one easily sees that
Taking the H 2 -norm in the both side and using Minkowski's inequality,
Relabeling the subsequence by (m ′ ), one obtains the desired result for G. Exactly the same method proves the integrability also for H. Now, since |f m ′ | ≤ C(1 + G + H) a.s.with some
by the Lebesgue's dominated convergence theorem.
Finally, the BDG inequality and the same arguments using the convergence in probability measure also give sup
r (e)) µ(dr, de) → 0 a.s. under appropriate subsequences, which guarantees the convergence for the stochastic integration. This finishes the proof. 
One can show that it also provides the solution to (4.2) . By the uniqueness of solution, Y t,x = Y t,x in S ∞ , which contradicts the assumption.
Some regularity results
Due to the general path-dependence of (Y v ) v≤T in the driver, it is difficult to establish Malliavin's differentiability. Interestingly, we can apply the method similar to Lemma 15 in Fromm & Imkeller (2013) [14] or Lemma 2.5.14 in Fromm (2014) [15] to derive some useful regularity results on the control variables. The method only needs the fundamental Lebesgue's differentiation theorem. 4 Lemma 5.1. Under Assumptions 4.1, 4.2 and 4.3 with α = 1, the control variables of the solution to the ABSDE (4.2) satisfy the estimate for every (t, x)
4 See, for example, Section E.4, Theorem 6 [13] .
Proof. For notational simplicity, let us fix the initial data (t, x) and omit the associated superscripts in the remainder of the proof. We start from the regularized ABSDE ( 
, one can show easily that the last three terms are true martingales. Notice that
for dt-a.e. s ′ ∈ [0, T ). Similarly one obtains for dt-a.e. s ′ ∈ [0, T ),
Since Z m ∈ H 2 , we can also take s ′ such that E[|Z m s ′ |] < ∞ a.e. in [0, T ). As in Lemma 2.5.14 of [15] , we introduce the stopping time τ : Ω → (s ′ , T ] such that the following inequalities hold for all s ∈ (s ′ , T ]:
Then one can show from (5.1) and the fact that τ (ω) ∧ s = s for sufficiently small s ∈ (s ′ , T ],
where the second term yields
Here, we have used the fact that |f m | is essentially bounded for each m (see Lemma 4.2). The first term gives the estimate with some constant C independent of m such that (by Cauchy-Schwartz)
(by (4.6) with α = 1)
(by |x| ∨ |y| ≤ |x − y| + |y|)
where, in the last inequality, we have used a conditional version of Lemma 4.1(b) with the initial value X s ′ . Thus we have dP ⊗ dt-a.e.
with C = C(ρ, K ξ , K, K · , A) uniformly in m. It is known from the proof of Theorem 4.1 that Z m → Z dP ⊗ dt-a.e. under an appropriate subsequence, and hence the first claim follows.
The joint continuity of u implies Y s− = lim r↑s u(r, X r ) = u(s, X s− ) and hence
which proves the second claim.
6 A non-Markovian setting
Existence
In order to obtain the existence result in a non-Markovian setting, we need an additional so-called A Γ -condition on the driver, which is rather restrictive but plays a crucial role in almost every existing work on quadratic growth BSDEs with jumps.
We introduce a regularized ABSDE with some positive constant m > 0:
. ϕ m is the truncation function used previously. ≤ C with some constant C depending only on A = (||ξ|| ∞ , ||l|| S ∞ , δ, β, γ, T ).
Proof. The first claim is obvious. The second claim follows from Lemmas 3.1, 3.2 and Corollary 3.1. Proof. See Theorem 3.3 and Theorem 2.4 in [20] .
Remark A.1. For continuous martingales, Theorem 3.1 [20] also tells that there exists some decreasing function Φ(r) with Φ(1+) = ∞ and Φ(∞) = 0 such that if ||M || BM O(P) satisfies ||M || BM O(P) < Φ(r) then E(M ) satisfies the reverse Hölder inequality with power r. This implies together with Lemma A.2, one can take a common positive constantr satisfying 1 <r ≤ r * such that both of the E(M ) and E(M ) satisfy the reverse Hölder inequality with powerr under the respective probability measure P and Q. Furthermore, the upper bound r * is determined only by ||M || BM O(P) (or equivalently by ||M || BM O(Q) ).
Let us also remind the following result. 
B Technical details omitted in the main text
In the main text, we have omitted some technical details in order not to interrupt the main story. In this section, let us give the omitted details for completeness.
B.1 Details of the proof of Lemma 3.1
By assumption, we have Y ∈ S ∞ . Since ||ψ|| J ∞ ≤ 2||Y || S ∞ , ψ is bounded. Ito formula applied to e 2γYt yields, for any F-stopping time τ ∈ T T 0 , 
