We develop asset pricing models' implications for portfolio efficiency with conditioning information in the form of lagged instruments. A model identifies a portfolio that should be minimum variance efficient with respect to the conditioning information. Our framework refines tests of portfolio efficiency by using the given conditioning information optimally.
Abstract
We develop asset pricing models' implications for portfolio efficiency with conditioning information in the form of lagged instruments. A model identifies a portfolio that should be minimum variance efficient with respect to the conditioning information. Our framework refines tests of portfolio efficiency by using the given conditioning information optimally.
The optimal use of the lagged variables is economically important. With standard portfolio designs and instruments, by using the instruments optimally we reject several efficiency hypotheses that are not otherwise rejected. The Sharpe ratios of a sample of hedge fund indexes appear consistent with the optimal use of conditioning information.
whether such strategies can improve the unconditional Sharpe ratio. For example, some hedge funds claim large Sharpe ratios, and Fung and Hsieh (1997) find that hedge funds follow nonlinear strategies. We find that an equity market neutral hedge fund index delivers an average monthly Sharpe ratio of 0.76 during the 1995-2002 period. Static combinations of the 25 Fama-French portfolios formed on size and book/market can only achieve a (bias adjusted) Sharpe ratio of 0.31. However, by efficiently using standard lagged variables the Sharpe ratio is 1.05. Thus, the economic significance of our approach is potentially large.
Hedge funds might appear to expand the mean variance boundary dramatically, but not when the boundary includes the nonlinear strategies.
Previous studies also use conditioning information to expand the set of returns. For example, the "factors" or assets' returns may be multiplied by lagged instruments, as in Shanken (1990) , Hansen and Jagannathan (1991) , Cochrane (1996) , Jagannathan and Wang (1996) or Ferson and Schadt (1996) . This "multiplicative" approach corresponds to dynamic strategies whose portfolio weights are linear functions of the lagged instruments. However, Ferson and Siegel (2001) show that the portfolio weight functions that maximize the Sharpe ratio are not linear functions. They show (see their Figure 1 ) that the nonlinearities occur within statistically reasonable limits.
Recent evidence calls into question the usefulness of standard lagged instruments to predict asset returns, once bias and sampling errors are accounted for (e.g. Ghysels (1997) , Welch (2003, 2004) , Simin (2007) , Ferson, Sarkissian and Simin, 2003) .
However, these studies do not use the conditioning information optimally. We find that when similar variables are used in the optimal nonlinear strategy they do have information.
In the standard approach, with N asset returns and L lagged instruments, a NL × NL covariance matrix must be inverted. With our approach the matrices are N × N, so larger problems with fewer time series can be handled. The main cost is the requirement to model the conditional means and covariance matrix of returns. We evaluate this cost below.
Another advantage of our approach is robustness. Asset pricing tests can be misspecified for various reasons. Apart from specifying the stochastic discount factor, the econometrician can assume the wrong probability distribution, misspecify the moments of the returns, or the returns can be measured with error. It is well known that mean-variance portfolio solutions are especially sensitive to errors in estimating the mean (e.g. Michaud, 1989) . Since meanvariance analysis is the foundation of asset pricing tests, errors in the means are particularly problematic. Our methods should be more robust to these problems than the classical approach.
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The rest of the paper is organized as follows. Section 1 further motivates and presents the main ideas. Section 2 develops the tests. The data are described in Section 3 and Section 4 presents the main empirical results. Section 5 concludes the paper.
Asset Pricing, Portfolio Efficiency and Conditioning Information
Most asset pricing models can be represented using the fundamental valuation equation:
where R t+1 is an N-vector of test asset gross returns, Z t is the conditioning information, a vector of observable variables at time t, m t+1 is the stochastic discount factor (SDF) implied by the model and 1 is an N-vector of ones. A common approach to testing an asset pricing model is to examine necessary conditions of (1). For example, multiplying both sides of Equation (1) by the elements of Z t and then taking the unconditional expectations leads to a multiplicative approach:
Equation (2) asks the stochastic discount factor to price the dynamic strategy payoffs, However, the multiplicative approach captures only a portion of the information in Equation
(1). By using "the right" functions of Z t we can capture more of the information. Of course, if the choice of Z excludes important, unobserved information, this will result in a loss of power. In this paper we take the choice of Z as given.
Equation (1) is equivalent to Equation (3), holding for all bounded integrable functions f(.):
Equation (2) is a special case of (3), which may be seen by taking ( ) t f Z to be each of the instruments in turn and stacking the equations. Thus, Equation (2) asks the stochastic discount factor to price only a subset of the strategies implied by Equation (1) and the asset pricing model. Our tests use the following version of Equation (3):
Equation (4) uses all portfolio weight functions x(Z) in place of the general functions in Equation (3), subject only to the restrictions that the weights are bounded integrable functions that sum to 1.0.
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By referring to all portfolio weights in Equation (4), our approach can reject asset pricing models that previous methods would not reject. While many asset pricing models are rejected in the literature, Lewellen, Nagel and Shanken (2007) argue that it may be too easy to find models that appear to "explain" some returns, like those of the Fama-French portfolios. As we show below, our approach appears to be powerful in that setting.
Equation (4), with a particular specification for the SDF, is shown below to be equivalent to the efficiency of a particular portfolio with respect to Z. Our tests are thus based on portfolio efficiency. x Z R + for its unconditional mean, µ p , over the functions x(Z). The solution for the weights on the risky assets, in the presence of a risk free asset with return R f , is given by Ferson and Siegel (2001) as:
where
and 1 is an N-vector of ones. We posit a parametric model for the conditional mean vector,
, and the conditional covariance matrix, ( )
. Note that even if the conditional mean function is linear in Z, the optimal weight is nonlinear. Ferson and Siegel (2001) study the shape of the optimal weight function of Equation (5).
They argue that the portfolios are likely to be robust to extreme observations. The nonlinear shape makes them conservative in the face of extreme realizations of Z t . Ferson and Siegel (2003) apply the expressions to the Hansen-Jagannathan (1991) bounds and find robustness in that setting. Ferson, Siegel and Xu (2006) study modifications of the solutions to compute maximum correlation portfolios and find evidence of robustness. Bekaert and Liu (2004) argue that an approach like ours is inherently robust to misspecifying the conditional moments of returns. The intuition is that with the wrong moments ( )
, using the expression for the "optimal" x(Z) is suboptimal. However, the solution still describes a valid portfolio strategy. The strategy will no longer expand the boundary to the maximum possible extent. Thus the tests may sacrifice power, but remain valid with misspecified conditional moments. The key to obtaining the advantages of our approach is the relation of Equation (4) to minimum variance efficient portfolios.
Portfolio Efficiency with Respect to Conditioning Information
We first formally define efficiency with respect to the information, Z t . Consider the set of all portfolios of the N test assets 1 t R + , where the weights ( ) t x Z that determine the portfolio at time t are functions of the given information, t Z . The restrictions on the portfolio weight function are that the weights must sum to 1.0 (almost surely in Z t ), and that the expected value and second moments of the portfolio return are well defined. This set of portfolio returns determines a mean-standard deviation frontier, as shown by Hansen and Richard (1987) . This frontier depicts the unconditional means versus the unconditional standard deviations of the portfolio returns. A portfolio is defined to be efficient with respect to the information Z t , when it is on this mean standard deviation frontier. Proposition 1. (Hansen and Richard, 1987, Corollary 3.1) 
Equation (6) is the definition of minimum variance efficiency with respect to Z. It states that is on the minimum variance boundary formed by all possible portfolios that use the test assets and the conditioning information. Equation (7) states that the familiar expected return -covariance relation from Fama (1973) and Roll (1977) 
Asset Pricing Models and Efficiency with Respect to Information
Most asset pricing models specify a stochastic discount factor. In particular, linear factor models say that m is linear in one or more factors. Proposition 2 describes the simplest case of our framework, showing that when there is conditioning information, testing linear factor models amounts to testing for the efficiency of a portfolio of the factors with respect to the information. The intuition of Proposition 2 is the same as the classical case with no conditioning information, as the proof in the appendix illustrates. The difference is that in our framework the set of returns is expanded to all ( )
We are interested in general stochastic discount factors, m (X,θ) , where X is observable data and θ is a vector of parameters. We also wish to allow for time-varying weights in the efficient portfolio. This requires the definition of portfolios that are maximum correlation with respect to Z.
Definition.
A portfolio R P is maximum correlation for a random variable, m, with respect to conditioning information Z, iff: The situation described in the Corollary is a "dynamic" version of mean variance "intersection," as developed by Huberman, Kandel and Stambaugh (1987) . The Corollary follows because the factor portfolio in question satisfies the condition of Proposition 3, and so is efficient with respect to Z, in both the full set and the subset of assets. Thus, the full set and subset minimum variance boundaries must touch at the point defined by the maximum correlation portfolio. The Corollary does not say that all efficient combinations of the factor returns are efficient in the full set of returns. Other points on the subset boundary may be inside the full set boundary.
Conditional Efficiency

9
Previous studies test conditional efficiency given Z, where efficiency is defined in terms of the conditional means and variances. The coefficients are: However, the conditional CAPM does identify a portfolio of the test assets that should be efficient with respect to Z, and this can be tested using our approach.
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If we reject conditional efficiency, then we reject dynamic intersection a fortiori. This follows from the Hansen and Richard (1987) result that efficient-with-respect-to Z portfolios must be conditionally efficient. If there is no combination of the benchmark returns that is conditionally efficient, then no combination can be efficient with respect to Z, so there can be no dynamic intersection.
Testing Efficiency
Classical tests of efficiency involve restrictions on the intercepts of a system of time-series regressions. If is the vector of N excess returns at time t, measured in excess of a risk-free or zero-beta return, and is the excess return on the tested portfolio, the regression is:
where T is the number of time-series observations, β is the N-vector of betas and α is the Nvector of alphas. The portfolio is minimum-variance efficient and has the given zero-beta return only if =0.
Classical test statistics for the hypothesis that α =0 can be written in terms of squared Sharpe ratios (e.g., Jobson and Korkie, 1982) . Consider the simplest case of the Wald Statistic:
where is the OLS or ML estimator of α and α ( ) T α − α converges to a normal random vector with mean zero and covariance matrix, Cov( )
S r is the sample value of the squared Sharpe ratio of , defined by
S r is the sample value of the maximum squared Sharpe ratio that can be obtained by portfolios of the assets in r (including r p ):
The Wald statistic has an asymptotic chi-squared distribution with N degrees of freedom under the null hypothesis 9 .
The second inequality in (11) shows that the Wald statistic measures the difference between the squared Sharpe ratios of the tested portfolio and the maximum squared Sharpe ratio on the mean variance boundary. Classical tests ignoring conditioning information restrict the maximization of Equation (11) to fixed-weight portfolios, where x is a constant.
Our tests use the efficient portfolios with respect to Z, maximizing the squared Sharpe ratio over all portfolio weight functions, ( )
x Z , thus achieving higher ratios on the expanded boundary.
Empirical Strategy
We compare the classical approach with no conditioning information, the multiplicative approach, and the efficient use of the information. When we test the efficiency of a given portfolio, R p , then in the test statistic is formed using the normal maximum likelihood estimators of the mean and variance. We use the one-month US Treasury bill return as the risk-free or zero-beta rate.
( ) is the covariance matrix of the residuals, which is held fixed over time. We also consider models with time-varying Σ / (Z t ). 10 We evaluate the tests using simulations. To generate data consistent with the null hypothesis that a portfolio is efficient, we either restrict the return generating process to guarantee the portfolio's efficiency, or we replace its return with a portfolio that is efficient, based on the specification of the asset-return moments. We construct the null distribution of the test statistic by using the artificial data in the same way that we use the actual data to get the sample value of the statistic. The details are discussed in the Appendix.
We conduct experiments to assess the accuracy of our empirical p-values. With no lagged instruments and normality the exact finite sample p-values are known from the F distribution.
We generate a random sample of normal returns from a population with mean and covariance matrix equal to our ML sample estimates. The tested portfolio, which is the SP500, is not efficient in this sample and the exact p-value from the F distribution is taken to be the "correct" pvalue. We check whether our simulations generate similar p-values. We replace the SP500 with the portfolio that is efficient given the moments that generate the normal sample, resample to generate 1,000 artificial samples, and compute the test statistic on each sample. The empirical pvalue is the fraction of these 1,000 trials in which the simulated test statistic exceeds the value computed on the original normal sample. Averaging across 100 normal samples, we find that the empirical p-values and the GRS p-values are similar.
11 While similar p-values do not rule out the possibility that both approaches are inaccurate, we take some comfort from the similarity.
The Data
We use a standard set of lagged variables and standard portfolio returns, as our objective is to illustrate the new methodology. The lagged instruments include: (1) the lagged value of a one-month Treasury bill yield (see Fama and Schwert, 1977) ; (2) the dividend yield of the market index (see Fama and French, 1988) ; (3) the spread between Moody's Baa and Aaa corporate bond yields (see Keim and Stambaugh, (1986) or Fama, 1990) ; (4) the spread between ten-year and one-year constant maturity Treasury bond yields (see Fama and French, 1989) and (5); the difference between the one-month lagged returns of a three-month and a one-month Treasury bill (see Campbell, 1987) .
Twenty five value-weighted industry portfolios (from Harvey and Kirby, 1996) are used for the period February, 1963 to December, 1994 12 Table 1 shows the SIC industry classifications for the 25 portfolios, and summary statistics of the returns. Following Fama and French (1996) , stocks are also placed into five groups according to their prior equity market capitalization, and independently into five groups on the basis of their ratios of book value to market value of equity per share. These are the same 25 portfolios used by Ferson and Harvey (1999) , who provide details and summary statistics.
This project has matured over a length of time, providing the opportunity to investigate the results over a "hold-out" sample period, January, 1995 through December, 2002. We use 25 size x book-to-market and Industry portfolios from Kenneth French and update the other series with fresh data.
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The hold-out sample results are interesting in view of recent evidence, cited above, that some of the lagged instruments may have lost their predictive power for stock returns during the 1990s. Table 1 Carlo simulation assuming normality, and based on a resampling approach that does not assume normality. In addition, we report p-values from the exact F statistic, under the assumption of normality. Consistent with Gibbons, Ross and Shanken (GRS, 1989 ) the Wald Test rejects too often when the asymptotic distribution is used, and when we correct for finite sample bias using simulation we find no evidence against the efficiency of the market index Table 1 illustrates that the predictive power of the lagged instruments is low.
Empirical Results
Inefficiency of the SP500 Relative to Industry Portfolios
Size and Book/Market Porfolios
Studies that use portfolios grouped on firm size and book-to-market ratios find that a market index is not efficient during 1963 -1994 (e.g. Fama and French, 1992 . Table 3 
Expanding the Mean Variance Boundary
The above evidence shows that the market index return lies "significantly" inside the mean-variance boundaries when the conditioning information is used optimally, but does not address directly the relations between the boundaries formed with versus without the information. 
Testing Static Combinations of the Fama-French Factors
The null hypothesis may be stated as m = a + b 1 R m + b 2 R HML + b 3 R SMB , where the coefficients are fixed over time. R m is the gross return of the market index. R HML is the one-month Treasury bill gross return plus the excess return of high book-to-market over low book-tomarket stocks, and R SMB is similarly constructed using small and large market-capitalization stocks. We replace the first and last portfolios in the industry or size × book-to-market design with the returns R HML and R SMB , to insure that the factor portfolios are a subset of the tested portfolio returns. Ferson and Harvey (1999) who find that the Fama-French factors do not explain time-varying expected returns over a similar sample period. We cannot examine the multiplicative approach over the shorter sample because the covariance matrices are too large to invert. Table 5 presents the tests relative to the efficient-with-respect-to-Z frontier.
Panel C of
The tests confirm the value of using the conditioning information optimally. We observe strong rejections, both over 1963-1994 and in the 1995-2002 sample, and for both portfolio designs.
Testing Time-Varying Combinations of Factors
In Table 6 we use our framework to test the conditional efficiency of the market index (Panel 
A Hedge Fund Example
This section fleshes out the hedge fund example from the introduction. We use monthly returns for six hedge fund indexes from Credit Suisse/Tremont for the 1995-2002 period.
Panel A of Table 7 presents the Sharpe ratios, which vary from -0.05 to 0.76 across the fund styles.
Fixed-weight combinations of the Fama-French portfolios and the CRSP valueweighted market index produce a Sharpe ratio of 0.72 (Panel B). Using industry portfolios and the market, the maximum Sharpe ratio is 0.76 (Panel C). However, sample Sharpe ratios are known to be biased when N is large relative to T. Using the correction in Ferson and Siegel (2003) 16 the Sharpe ratios are 0.31 and 0.38. The hedge funds appear to offer impressive Sharpe ratios in comparison. However, using the efficient-with-respect-to Z portfolio weights the Sharpe ratios are 1.39 and 1.36 before adjustment, and 1.05 and 1.02 after adjustment.
We test the null hypothesis that the hedge fund indexes offer no expansion of the mean variance opportunity set. This says that the alphas in regression (9) are jointly zero when r p,t is the efficient portfolio formed from the test assets, excluding the hedge funds. The test statistic is Equation (10), which now compares the maximum Sharpe ratios attainable with versus without the hedge funds. We strongly reject the null hypothesis using the fixedweight benchmark, with empirical p-values of 1.2% or less. Using the lagged variables optimally the p-values range from 4.9% to 17.5%. Thus, while the hedge funds do expand the fixed-weight boundary, the tests do not reject the hypothesis that the hedge fund returns could have been generated with nonlinear strategies based on the lagged instruments.
Conclusions
We develop a framework for testing asset pricing models in the presence of lagged conditioning information. Our tests examine the (unconditional) minimum variance efficiency of a portfolio with respect to the conditioning information, a version of efficiency introduced by Hansen and Richard (1987) . Asset pricing models identify portfolios that should be efficient with respect to the conditioning information, and by testing the efficiency of the portfolio, we test the asset pricing model. We illustrate the approach with versions of the Capital Asset Pricing model and the Fama-French (1996) factors.
Using a standard set of lagged instruments and test portfolios, the efficiency of all timevarying combinations of the Fama-French factors is rejected. In the same setting, the commonly-used "multiplicative" approach to conditioning information does not significantly expand the mean variance boundary, nor can it reject all the models. The predictive power of the lagged variables declines after 1995, but even during this period the optimal use of these variables is economically and statistically significant. It would be useful to have exact, finite sample distributions analogous to Gibbons, Ross and Shanken (1989) , even for special cases of our approach.
Our paper suggests opportunities for future research. We use the Treasury bill return as the risk-free rate. It should be interesting to apply our framework in a setting where the zero beta rate is a parameter to be estimated, perhaps by extending results in Kandel (1984) . Some of our results use a maximum correlation, mimicking portfolio. It should be possible to study models in which the correlation is less than the maximum, as would be implied by missing assets, for example, perhaps by extending results in Kandel and Stambaugh (1989) . Future applications of our framework should consider alternative test statistics, test assets, asset pricing models and data generating processes. International asset pricing and portfolio performance evaluation where nonlinearities may be important, such as for hedge funds, could be especially interesting applications.
Appendix
Proof of Proposition 2. By the definition of covariance,
Now, using m t+1 = A + B′R B,t+1 , we find that Equation (7) is satisfied, with 
If this were not true for some ( ) x Z , then ( ) x Z R ′ enters an expanded regression with R P and x'(Z)R on the right-hand side. Since the regression maximizes the squared correlation, this would contradict the assumption that R P is maximum correlation. Substitute the simple regression into (4) to obtain
. Proposition 2 now establishes that R P is efficient with respect to Z. ▄
Evaluating the Tests by Simulation
Consider first a case with no conditioning information. For the Monte Carlo experiments we draw from a normal distribution with mean vector and covariance matrix set equal to the ML estimates for the sample period of the analysis. We replace the tested portfolio p R by a portfolio whose weights maximize the Sharpe ratio at the ML estimates. The empirical 5% critical value is the value above which 5% of the 1,000 simulated statistics lie. The empirical p-value is the fraction of the 1,000 statistics that are larger than the value obtained in the original sample.
We also resample using a parametric bootstrap approach. A regression of the returns on the conditioning information defines the conditional mean function and the matrix of residuals defines the unexpected returns. We choose randomly selected rows, with replacement, from the matrix of residuals; the number of draws matches the length of the time series. We use the conditional mean functions, evaluated at the simulated Z, and add the independently resampled residuals to obtain the simulated returns.
We model Z t as a vector AR (1) process, and the sample AR(1) coefficient matrix is a parameter of the simulations. We resample from the matrix of residuals of the AR(1) model and build the time series of the Z t 's recursively.
When the null hypothesis places a given portfolio on the efficient-with-respect-to-Z
frontier, we replace the tested portfolio return with the time-varying combination of test assets that is ex ante efficient given the data generating process (Tables 2 through 4 ). When the null hypothesis specifies that a fixed weight combination of factors is efficient, we replace the first factor with the ex ante efficient portfolio (Table 5 ). When the null hypothesis specifies the conditional efficiency of a time-varying combination of the benchmark returns, R B , we replace the conditional mean functions of the test assets with the expressions implied by the conditional beta pricing restriction:
, where β j (Z) is the vector of conditional betas on the j-th benchmark return (tables 6 and 8). In Table 7 we set the alphas of the hedge funds on the efficient-with-respect-to Z portfolios equal to zero.
Conditional Heteroskedasticity
We evaluate the sensitivity of the tests to alternative specifications for conditional heteroskedasticity in the returns. The "artificial analyst" in the simulations estimates the test statistics as if the data were homoskedastic. The goal of these experiments is to see how our inferences, based on the statistics that ignore heteroskedasticity, might be affected by heteroskedasticity.
Since it may not be possible to agree on the right model for conditional heteroskedasticity, we use two alternative approaches. In the first approach (method A) the heteroskedasticity is driven by a factor, where the conditional betas on the factor (the CRSP value-weighted stock The second approach to modeling heteroskedasticity (method B) follows Davidian and Carroll (1987) and Ferson and Foerster (1994) . The models tested in Table 6 are evaluated under heteroskedastic data in Table 8 . In panels A and and B the null distribution is generated by method A. Panels C and D use the linear conditional standard deviation approach, method B. The results of both approaches are similar.
When testing conditional efficiency the specification of the stochastic discount factor changes under heteroskedasticity, 17 but the effect is small.
Footnotes
( ) 1 The Capital Asset Pricing Model (CAPM, Sharpe, 1964) implies that the market portfolio should be mean variance efficient. Multiple-beta asset pricing models such as Merton (1973) imply that a combination of the factor portfolios is minimum variance efficient (Chamberlain, 1983; Grinblatt and Titman, 1987) . The consumption CAPM implies that a maximum correlation portfolio for consumption is efficient (Breeden, 1979) .
More generally, any stochastic discount factor model implies that a maximum correlation portfolio for the stochastic discount factor is minimum variance efficient (e.g., Hansen and Richard, 1987) . Classical efficiency tests are studied by Gibbons (1982) , Jobson and Korkie (1982) , Stambaugh (1982) , MacKinlay (1987) , Gibbons, Ross and Shanken (1989) and others.
2 Robustness is suggested by Ferson and Siegel (2001) and observed in simulations by Ferson and Siegel (2003) and Ferson, Siegel and Xu (2006) . Abhyankanar, Basu and Stremme (2006) and Chiang (2007) study the out-of-sample performance of the optimal portfolio strategies that form the basis our tests and find that they perform better than the standard mean variance solutions.
3 As used here the term "dynamic" strategy refers to trading at discrete times corresponding to the return measurement interval. This does not in general accommodate dynamic trading within the period. For SDFs that accommodate such interim trading, see Ferson, Henry and Kisgen (2006) .
4 Equation (4) follows by multiplying (1) by the elements of the portfolio weight vector x Z and summing, using the fact that the weights sum to 1.0, then taking the unconditional expectation. Because of the portfolio weight restriction, Equation (4) is an implication of but is not equivalent to (3). Equation (4) retains the dynamic asset allocation decisions allowed by (3)-moving funds from one asset to another based on conditioning information-but leaves out the opportunity to save more or less, altering the overall scale of the investment based on conditioning information. In equation (3), since both sides of the equation may be arbitrarily scaled by a constant, the unconditional expectation of the portfolio weights sum to 1.0 (Abhyankar, Basu and Stremme, 2006) . Restricting to weights that almost always sum to 1.0 in Equation (4) allows us to work with portfolio returns and portfolio efficiency, as opposed to asset prices and payoffs. Working with prices and payoffs, it would be necessary in any event, to normalize the prices to achieve stationarity for empirical work.
5 Note that while we test the portfolio for mean-variance efficiency, this does not say that investors care only about the means and variances of their portfolios. Investors' preferences are reflected in the form of the SDF to be tested. For example, if the representative investor has a cubic utility function and cares about skewness, we would apply our tests to an SDF that is a quadratic function.
6 Equation (5) applies when there is a fixed risk-free rate or a time-varying, conditionally risk-free rate.
We have experimented with each interpretation and find that in our sample of stock returns and monthly Treasury bills, the two interpretations are virtually empirically indistinguishable.
7 To construct the maximum correlation portfolio for m with respect to Z, we form the portfolio weights using Equation (6) and the Corollary to Proposition 2 in Ferson, Siegel and Xu (2006) . 8 Hansen and Hodrick (1983) and Gibbons and Ferson (1985) test versions of conditional efficiency given Z, assuming constant conditional betas. Campbell (1987) and Harvey (1989) test conditional efficiency restricting the form of a market price of risk, and Shanken (1990) and Ferson and Schadt (1996) restrict the form of time-varying conditional betas.
9 When the Wald statistic in (10) is multiplied by
, the result has an exact F distribution in finite samples under the assumption that the (r t , r pt ) in (9) are normally distributed (e.g., Gibbons, Ross and Shanken, (1989) . , but we must specify these functions.
Pushing the selection of the functional forms closer to the data is an improvement because the functional forms of asset return moments can be evaluated independently of portfolio performance. 12 We are grateful to Campbell Harvey for providing these data. 13 We use a subset of the 48 value-weighted industry portfolios provided by French to match the definitions in Table 1 . We confirm that the matched industry returns produce similar summary statistics and regression Rsquares on the lagged instruments as our original data, over the 1963-1994 period. Monthly returns on 25 portfolios of common stocks are from Harvey and Kirby (1996) . The portfolios are value-weighted within each industry group, based on the SIC codes as shown. Mean is the sample mean of the gross (one plus rate of) return, σ is the sample standard deviation and ρ 1 is the first order autocorrelation of the monthly return. The monthly returns on 25 industry-sorted portfolios of common stocks are test assets for February 1963 through December 1994 (T=383 observations), and ten-year subperiods. A holdout sample from January, 1995 through December, 2002 (96 observations) is also shown. The conditioning information consists of a lagged Treasury bill yield, dividend yield, excess bill return, and yield spreads of long over short-term Government bonds and low-grade over high-grade corporate bonds. NA denotes not applicable, when the number of assets is larger than the number of time series observations. Asymptotic p-values are from the chisquared distribution. GRS p-values are from the F distribution, after the test statistic is rescaled to have an exact F distribution assuming normality as in Gibbons, Ross, and Shanken (1989) . The size/BM returns are 25 portfolios of stocks sorted on market capitalization and book-to-market ratio, for the sample period July 1963 through December 1994 (T=378 observations). A holdout sample covers January 1995 through December, 2002 (96 observations). The conditioning information consists of a lagged Treasury bill yield, dividend yield, excess bill return, and yield spreads of long over short-term Government bonds and low-grade over high-grade corporate bonds. NA indicates that the sample size does not allow the statistic to be calculated. The industry data are monthly returns on 25 industry-sorted portfolios of common stocks and a market index return. The size/BM returns are for 25 portfolios of stocks sorted on market capitalization and book-tomarket ratios and a market index return. The conditioning information consists of a lagged Treasury bill yield, dividend yield, excess bill return, and yield spreads of long over short-term Government bonds and low-grade over high-grade corporate bonds. NA indicates that the sample size does not allow the test statistic to be calculated. The industry data are monthly returns on 25 industry-sorted portfolios of common stocks and a valueweighted index. The size/BM returns are for 25 portfolios of stocks sorted on market capitalization and book-to-market ratio and a value-weighted return. In each design the first and 25 th portfolio returns are replaced with the returns of the HML and SMB factors, respectively. The conditioning information consists of a lagged Treasury bill yield, dividend yield, excess bill return, and yield spreads of long over short-term Government bonds and low-grade over high-grade corporate bonds. NA indicates that the sample size does not allow the test statistic to be calculated. The industry data are monthly returns on 25 industry-sorted portfolios of common stocks and a market index return. The size/BM returns are for 25 portfolios of stocks sorted on market capitalization and book-tomarket ratios and a market index. In each design the first and 25 th portfolio returns are replaced with the returns of the HML and SMB factors. The conditioning information consists of a lagged Treasury bill yield, dividend yield, excess bill return, and yield spreads of long over short-term Government bonds and lowgrade over high-grade corporate bonds. The empirical p-values examine the null hypothesis that the hedge fund indexes do not expand the mean variance boundaries formed from the indicated portfolios. The indexes of hedge funds are monthly total returns from Credit Suisse/Tremont. The industry portfolios are monthly returns on 25 industry-sorted portfolios of common stocks and a market index return. The size/BM returns are for 25 portfolios of stocks sorted on market capitalization and book-to-market ratios and a market index. In each design the first and 25 th portfolio returns are replaced with the returns of the HML and SMB factors. The conditioning information consists of a lagged Treasury bill yield, dividend yield, excess bill return, and yield spreads of long over short-term Government bonds and low-grade over high-grade corporate bonds. 
