The focus of this article is on the different behavior of large deviations of random subadditive functionals above the mean versus large deviations below the mean in two random media models. We consider the point-to-point first passage percolation time an on Z d and a last passage percolation time Zn. For these functionals, we have limn→∞ an n = ν and limn→∞ Zn n = µ. Typically, the large deviations for such functionals exhibits a strong asymmetry, large deviations above the limiting value are radically different from large deviations below this quantity. We develop robust techniques to quantify and explain the differences.
Introduction.
We introduce the models to be treated in this work which is inspired by the results in [3, 5, 7, 9, 10, 11] . and E denotes the set of directed nearest neighbor edges from vertices (x, n) to vertices of the form (x ± e i , n + 1), i = 1, . . . , d, where e i = (0, . . . , i, . . . , 0) is the ith basis vector in R d . When d = 1, the edges connect vertices of the form (x, n) to vertices of the form (x ± 1, n + 1). Notice that 0 = (0, 0) ∈ Ξ and the requirement |x| 1 + n ≡ 0 mod 2 implies there are n + 1 elements of the form (x, n) ∈ Ξ which are accessible from 0 and 2(n + 1) upward directed edges from these points. As for notation, we shall use x, y, z to denote elements of Z d , x, y, z to denote elements of Ξ and m, n, k, l to denote elements of Z + .
Ξ n = Ξ ∩ (Z d × {n}) (1) and for A ⊂ Z d , set Ξ n (A) = Ξ ∩ (A × {n}).
We will call sets of the form Ξ n (A) blocks. If I ⊂ Z + , put
Define the set of nearest neighbor paths in G from x = (x, k) ∈ Ξ k to Ξ n by ℵ x n = {γ : [0, n − k] → Ξ: so that γ(0) = x (and so γ(n − k) ∈ Ξ n )}. (4) Since the edges in the graph G = (Ξ, E) are directed, the (d + 1)st coordinate of γ denoted γ d+1 will be increasing. We shall sometimes write γ = (γ, γ d+1 ). If e ∈ E is an edge along γ, we shall write e ∈ γ. We also introduce, for m < n, For simplicity, write ℵ n = ℵ 0 n . Now consider an i.i.d. random field {X e : e ∈ E} defined on some probability space (Ω, F, P ) with E[X e ] = 0. One choice of interest for the distribution of X e is N (0, 1). We shall, however, at the very least always impose the Cramér condition E[e cXe ] < ∞ ∀|c| < c 0 for some c 0 > 0.
We set
Again, simple subadditive considerations lead us to the conclusion that there is a nonrandom constant µ such that lim n→∞ Z n n = µ, P -a.s.
We will investigate the asymptotic behavior (for small ε > 0) of the upper and lower large deviation probabilities P (Z n > (µ + ε)n) and P (Z n < (µ − ε)n) as n tends to infinity.
LARGE DEVIATION REGIMES

3
Model 2. The second model is standard first passage percolation and our results are motivated by the work of Chow and Zhang [2] . In that work, first passage percolation questions were considered. Here, we consider the graph G = (Z d , E), where E denotes the set of nearest neighbor edges in Z d . When x and y are adjacent edges in Z d , we shall denote the corresponding edge by e = {x, y}. Here, we consider the graph G = (Z d , E) where E denotes the set of nearest neighbor edges in Z d .
The set over which optimization will take place is the set, Θ, of nearest neighbor paths γ in G having finite length denoted by l(γ). Given A, B ⊂ Z d−1 , m < n write Θ m,n (A, B) = {γ ∈ Θ : γ(0) ∈ A × {m}, γ(l(γ)) ∈ B × {n}}. for the paths which start in the box [−n, n] d−1 × {0} and terminate at the hyperplane Z d−1 × {n}. The random variable G n was defined in [2] as
Similarly, if we again take nearest neighbor paths of finite length and define the subset, Ψ n = Θ n ({0}, {(n, 0, . . . , 0)}) (11) = {γ ∈ Θ : γ(0) = 0, γ(l(γ)) = (n, 0, . . . , 0)}, (12) one sets a n = inf γ∈Ψn e∈γ t e .
It was shown in [6] that there exists a finite nonrandom constant ν, so that lim n→∞ G n n = lim n→∞ a n n = ν ≥ 0, P -a.s.
Under the condition that the t e are bounded, it was shown in [8] that for some positive A and B, P (a n ≥ (ν + ε)n) ≤ Ae −Bn d .
When the distribution of the t e satisfy F (0) < p c , where p c is the critical percolation probability, then ν > 0. Under the assumption F (0) < p c , [2] showed that for small ε > 0, there are positive constants c(ε), c ′ (ε) such that lim n→∞ −1 n log P (G n < (ν − ε)n) = c(ε),
(Note: Throughout this paper, we use log to denote the logarithm base 2.)
The reasons for this quantitative disparity between upper and lower large deviation rates is that for G n to be small requires essentially one aberrant path γ along which e∈γ t e is small, while for G n to be large requires all paths γ to have e∈γ t e large. See [4] for similar phenomenon. This raises the question of the corresponding behavior for P ( an n < ν − ε) and P ( an n > ν + ε). As remarked in [2] , the condition E[e cte ] < ∞ cannot ensure that (for d > 1)
One seeks natural conditions on the distribution of t e so that lim n→∞ 1 n d log P (a n > (ν + ε)n) < 0.
However, provided ε is small enough that P (t e > ν + ε) > 0, by considering the environment in which t e > ν + ε for all e ∈ [−n, n] d .
is readily seen to hold.
Using the subadditivity arguments of [1, 8] we have that [provided that
We first examine the influence of the tail of the distribution of the X e on the large deviation behavior of Z n . Theorem 1.1. For Model 1, assume for some positive M 0 < ∞ that there is a positive increasing function f so that
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Then for every sufficiently small ε > 0,
We remark that an examination of the proof enables a weakening of the monotonicity assumption on f . It could be replaced by a condition such as the existence of finite constants M 0 and c such that for x < y < −M 0 , one has cf (−x) > f (−y).
For Model 1, Theorem 1.1 implies that with {X e : e ∈ E} i.i.d. N (0, 1) random variables, for some ε > 0
[and, in fact, for all ε > 0, lim n→∞ 1 n d+1 log P (Z n ≤ (µ − ε)n) = 0]. However, we will now refine this result, giving the precise large deviation behavior for {X e : e ∈ E} i.i.d. N (0, 1). In the Gaussian case, we have the following theorem. 
If the above model is considered for d > 1 dimensions, then it can be seen that the lower large deviation have a rate of n 2 , that is, there is no log term. Theorem 1.1 generalizes in an obvious way to the analogous question for Model 2 with {t e : e ∈ E} i.i.d. with E the set of undirected nearest neighbor edges in Z d . Though this is a slightly different framework than the problem of Model 1, we see the following theorem. Theorem 1.3. For Model 2, assume for some positive M 0 < ∞ that there is a positive increasing function f so that
In this paper, we will be dealing with paths and the value of paths. The meaning of these words or phrases will depend on the model discussed.
In Model 1, a path γ = (γ, γ d+1 ) is a function from a finite interval, I, of nonnegative integers to Ξ, so that for all n ∈ I, γ d+1 (n + 1) = γ d+1 (n) + 1 and |γ(n + 1) − γ(n)| 1 = 1. If the interval is I = [n 1 , n 2 ], then the value of the path γ is
where the edge e i = (γ(i), γ(i + 1)). However, for simplicity, we shall use the notation
A path for Model 2 is simply a function γ on a finite interval of positive integers, I, so that for all n ∈ I, |γ(n) − γ(n + 1)| 1 = 1 (where both terms are defined). The value of γ defined on I = [n 1 , n 2 ] is
with the undirected edge e i = (γ(i), γ(i + 1)). Again, we simplify this by writing
In both cases, for a path γ :
is the initial or starting value and γ(b) is the end value or endpoint.
Before embarking on the technical details, we make a basic remark on the idea behind the proof of the theorems. From now on, the discussion will be for the case d = 1, but the results extend easily to higher dimensions. We will see in Section 2, Proposition 2.1, that in the context of Model 1, under the assumption (7), for all δ ∈ (0, 1), if
and G δn,n = {|H δn,n | ≥ then for some c > 0 and all n large enough
That is, outside an event of probability e −cn 2 , starting from most points x ∈ Ξ [δn] (−δn/4, δn/4) there are paths γ to the hyperplane Ξ n along which V (γ) is approximating the supremum of the sum of X e over paths of this length. This gives control on the contribution far from the starting point. Define
If we can show, again under condition (7), that for
then we would know that with probability at least 1 − 2e −cn 2 there would be a point x ∈ Ξ [δn] (−δn/4, δn/4), a path γ 1 ∈ ℵ δn with γ 1 (δn) = x, a path γ 2 ∈ ℵ x n such that both V (γ 1 ) ≥ −εn/10 and V (γ 2 ) ≥ (1−δ)(µ−ε/10)n. This gives control on the contribution near the starting point. Concatenating γ 1 and γ 2 gives a path γ ∈ ℵ n for which (if ε > 10µδ 10+δ ) we have V (γ) ≥ (µ − ε)n. Since Z n ≥ V (γ), it would follow that for some c not depending on n (for n sufficiently large)
The moral is that the most likely way for Zn n to be small is for there to be "unavoidably" many large negative X e 's around the point (0, 0). In the Gaussian case, the probability in (22) is larger due to the fatter tails of the X e . The ideas for Model 2 are similar and are outlined in Section 5.
We end the Introduction by remarking that our arguments are sufficiently robust to extend to site percolation problems which are natural analogues.
2. Analysis far from the starting point. In this section, we will concretely discuss Model 1, but similar considerations apply to Model 2. Any differences will be written explicitly in the following. Our principal results will state that essentially (outside probability e −cn 2 ) it is impossible to ensure that the functional Z n is small via aberrant values of X e for e of order n away from the point (0, 0). Thus, small values of Z n must arise from large negative deviations of the field {X e : e ∈ E} for e comparatively close to the initial point. The points close to the initial point are "unavoidable" for paths whereas there are ample points far from the starting point which allow paths to avoid patches of large negative deviations of the X e .
Recall Ξ n from (2) and the definitions of H δn,n , G δn,n , J 0,δn and K 0,δn from (18)- (20) and (21), respectively, of the previous section. We state and prove the following results in the case d = 1, but suitably stated analogs hold in all dimensions.
Proposition 2.1. Under (7) , given any sufficiently small positive ε and any δ ∈ (0, 1), there is an n 0 and a constant c = c(ε, δ) > 0 so that for all n ≥ n 0 one has
Remark. For general dimension d, with the analogously defined events, we will have the bound P (G c δn,n ) ≤ e −cn d+1 . The crucial part is a renormalization argument which follows using the reasoning of [1] , Lemma 2.4. 
There is a c > 0 such that given any ε > 0, there is an l 0 such that for l ≥ l 0 ,
Proof. For any ε > 0, there exists l 0 so that for l ′ ≥ l 0 (for notational convenience, we will suppose that l ′ and l ′ /ε are even integers)
From the FKG inequality applied to the decreasing events
we have
and consequently,
Notice that the γ under consideration in either A c 1 or A c 2 must satisfy γ ⊂ [−l ′ , l ′ ] since such a γ starts at 0 and has only l ′ steps of size 1. We now concatenate paths. First find, with high probability, a path γ 1 ∈ ℵ l ′ for which
2 )l ′ by selecting a path as prescribed in A c 1 . This path satisfies both 
This by translation invariance {X e : e ∈ E}, yields that with probability at least 1 − ε 10 , for all of the (no more than)
with |y − x| ≤ 2l ′ . For each such x, pick (arbitrarily) a nonrandom path γ 1
For these x, denote the concatenation of γ 1 x and γ y by γ x . We then have
where Z = min x V (γ 1 x ) and each path satisfies
But by standard estimates for sums of i.i.d. random variables possessing exponential moments, for some c > 0,
Thus, We need a (crude) bound on the lower tail of the distribution of the random variable
The following will suffice Lemma 2.2. There exists c > 0 and r 0 < ∞ such that for all l ≥ l 0
for all r > r 0 .
Proof. For each x ∈ Ξ 0 ([0, l)) and an arbitrary path γ x ∈ ℵ x l ([0, l)), one simply considers the random variable
Recall that E[X e ] = 0 and so E[W x ] = 0 as well. By assumption (7), there exists a small positive c ′ < c 0 so that if e a = E[e −c ′ Xe ], then for r > r 0 ,
Taking c ′ small and then r 0 large, we find there is a c > 0 such that
Since
from which the result follows.
In the next proof, we need the following definition.
Proof of Proposition 2.1. We continue to give proofs in the case d = 1. The idea of the proof is to use Lemma 2.1 to show there are on the order of n channels of width l starting at Ξ δn and ending at Ξ n . There is a high probability that each channel contains a path with value near µ(1 − δ)n. Then we exploit the independence of the field in these channels.
Given ε ∈ (0, µ), by Lemma 2.1 we can fix l so large that P (A l (ε)) > 1− cε. Suppose also that δ ∈ (0, 1) is given. Without loss of generality, we take n and (1 − δ)n to be multiples of 2l.
Denote the set of good blocks by G and notice that by our choice of l, the random variables 1 G (Ξ rl ([li, l(i + 1))) are i.i.d. Bernoulli random variables with parameter not less than 1 − cε. We partition
. . , R, of side length l (plus a "remainder" interval) as well as
disjoint blocks of side length l. Abbreviate the notation by writing
Fix k and let Y k,j be defined by
The Y k,j are i.i.d. with lower tail behavior governed by Lemma 2.2. For c 1 a small constant, set
Lemma 2.3. There exists c ′′ > 0 so that for c 1 small and n, l sufficiently large, for any k one has
Proof. The statement holds for any k once it holds for one value of k by the translation invariance of the model. Note that by large deviation estimates for binomial random variables,
where
. This bounds the number of subsets J under consideration. Let J be a subset as described in (25). Using Lemma 2.2 and the constants c and r 0 there and Chebyshev bounds, for c > c ′ > 0 not depending on ε, l or n, we have
Thus, P (A(c 1 , n, l, k)) ≤ e −(I(c 1 /1−δ)(1/l)+cε/20)(1−δ)n . Again, by taking l to be large, we obtain the desired bound.
Now returning to the proof of Proposition 2.1 consider, with fixed k,
We have by Lemma 2.3 that V k is stochastically larger than a binomial random variable with parameters
(1−δ)n l and 1 − cε. On the event
, there exists a path γ x ∈ ℵ x n (C k ) which is constructed by concatenating paths with values exceeding (µ − ε/100)l through the good blocks R k,j . When first encountering a bad block, select a path from the end point of the path through the good block with a value which beats the minimax at (24) in that block and continue in this way through, however, many bad blocks it takes until connecting to another good block. Upon arriving in a good block, we know we can start from any point and find a path with value exceeding (µ − ε/100)l through that block. This gives a connected path. Since we are on the event A(c 1 , n, l, k) c , we find that the value of such a concatenated path satisfies
Let the event
We have just shown that
Thus, using elementary bounds for the binomial random variables V k and Lemma 2.3, it follows that
Therefore, with R = δn 2l and using the independence of the D k , with a new value of c we get
But the discussion above shows that {
10 (δn/2)} and Proposition 2.1 is proven.
We now state the variant of Proposition 2.1 for Model 2. The proof is much the same and so is not given. Here is a rough outline in the case d = 2. Outside a set of probability less than e −cn , order of n width l channels are proven to exist in which there are paths with values on the order of order νn. These channels are disjoint and run from [−δn,
By independence, the probability that none of these channels contains a path with value near νn is on the order of e −cn 2 . Recall the definition of Θ m,n (A, B) at (9) . We now introduce the idea of channels in this context. Set, for l a fixed but large integer,
l . Taking d = 1 and B = A k , we define the kth channel as
We then stipulate that a channel A k is good provided
The appropriate analog of Proposition 2.1 is the following.
There is an l 0 such that for l ≥ l 0 , one has for each sufficiently small ε > 0 and δ > 0 there is a positive c(ε, δ) such that
Remark. For general dimensions d ≥ 2 with events analogously defined the bound will be 1 − e −c(ε,δ)n d .
3. Near the starting point: Gaussian case. In this section, we prove Theorem 1.2. To simplify the exposition, we consider n of the form 2 N . The conclusions we arrive at will easily be seen to hold for arbitrary large n. We first consider a lower bound for
Then we show it is of the correct logarithmic order by considering the upper bound. Recall the notation x = (x, m) ∈ Ξ m where x ∈ Z and m ∈ Z + . For k = 0, 1, . . . , define
Notice that |T k | ≤ 2 2k+1 . In higher dimensions, we have
[In order to accomodate the origin (0, 0), we include the edges from this point in T 0 .] In the following, things are described for T k with k > 0; we rely on the reader to make the necessary adjustments to include T 0 in the arguments. Fix M > 0 and set
This event would cause a lower deviation in the value of Z n . Using the fact that the random variables {X e : e ∈ T k } are i.i.d. N (0, 1), the following results are easily seen to hold. 
Proof. This is a simple combination of the fact that {X e : e ∈ T k } are i.i.d. N (0, 1) and that there are no more than 2 2(k+1) points in T k with k ≤ 
Finally, we have:
Proof. By (15), it follows that for any
Since there are at most 2
, the result follows.
Putting these together, we can obtain the following proposition.
Proposition 3.1. Given ε > 0, there is a c(ε) > 0 so that for all N large,
Proof. By the independence of the field {X e : e ∈ E}, the events
and B N N/2 are independent. Thus, by Lemmas 3.1 and 3.2, for N large
Now on the event
Thus, we have the result with c(ε) = 16cε 2 .
Immediately, we get the first inequality in Theorem 1.2, namely, for all ε > 0,
It remains to show that n 2 log n does indeed give the correct (logarithmic) rate by showing lim n→∞ log n n 2 log P (Z n ≤ (µ − ε)n) < 0.
When analyzing lim n→∞ log n n 2 log P (Z n ≤ (µ − ε)n) < 0, we could simply consider the event where all values of {X e : e ∈ T k }, 0 ≤ k ≤ N 2 were large negative values. However, for the case of lim n→∞ log n n 2 log P (Z n ≤ (µ − ε)n) < 0, we will need to consider events on which the sums of the negative parts of the X e for e ∈ T k take on large values and also incorporate the information from Proposition 2.1. Since the difficulties arise from negative values of X e we are naturally led to consider, for 0 ≤ k ≤ N + log δ, the (independent) random variables
where X e = X + e − X − e . These will control the negative values of the field near the starting point. We first address bounds on V 
Proof. For the first inequality, we observe that X − e ≤ |X e |. Thus, for any λ > 0,
Since this holds for all λ > 0, we are free to select λ = c2 N −2 . Recalling that c > 2 k−N +3 (30) becomes
There is a c > 0 such that given ε > 0 and δ > 0 for which 2 7 δ < ε, we have for all N sufficiently large,
Proof. The strategy of the proof is to handle the disorder which can occur subject to the condition
, where again (and throughout the rest of the paper), we assume without losing generality that log δ is an integer. For v ∈ Z, with v = (v 0 , v 1 , . . . , v N +log δ ), set
and for v ∈ V, define the event
Our goal is to estimate the probability of A ≡ { N +log δ k=0
for B a suitable subset of V. Now write I(ω) = {k ∈ {0, 1, 2, . . . , N + log δ} : 2
Our assumption 2 7 δ < ε implies that
by our choice of δ. Thus, if ω ∈ A,
Given ω ∈ A, we now produce a v for which ω ∈ B(v). For k ∈ I(ω), and
Thus, ω ∈ B(v). Denote the set of vectors
We note that |B| ≤ N N . Then by (32),
Moreover, by Lemma 3.3,
for c > 0 not depending on n. To end the proof, by (34) and (35), we have
which gives the claim on adjusting the value of c.
Thus, in order to prove Theorem 1.2, it will suffice to show that given ε > 0 and a constant η to be named later, there is a c 1 = c(η, ε) such that
In fact, given Lemma 3.4, this will follow from the stronger inequality
for some strictly positive c. We pick a random path γ k ∈ ℵ 2 k ,2 k+1 with
as follows: 1. Independently of the field {X e : e ∈ E}, pick the initial site γ k (0) uni-
Independently of the field {X e : e ∈ E}, and the initial point, pick the terminal site γ k (2 k ) uniformly in Ξ 2 k+1 ([
is deterministically fixed to be the nearest neighbor closest to γ k (2 k ). If there are two equal closest next moves, it moves to the left. We shall denote probabilities and expectations with respect to this random selection procedure byP andẼ.
The proof of the following lemma is left to the reader.
Lemma 3.5. There is a positive c so that for all k and for every edge e ∈ T k ,P (e ∈ γ k ) ≤ c2 −k .
Corollary 3.2.
There is a positive c so that for k a strictly positive integer and γ k , as above, we havẽ
Proof. We havẽ
, so the result is simply the Markov inequality.
The following is also a consequence of Markov's inequality and is left for the reader to prove.
4 ]) such that there exists a path from x to y, γ x,y , for which e∈γx,y X − e ≤ 100c2 −k V − k . For 4 ]), the cardinality of the set {x ∈ Ξ 2 k ([
Assume without loss of generality that 100c > 1 and select η = 
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In particular, on the event { N +log δ k=0
10 of the points,
, there is a path γ y ∈ ℵ δ2 N such that
Proof. By induction, it is plainly true for k = 0 as we simply consider a single random variable. Now given that it is true for k we have by Corollary 3.3 that for 4 ]), there is a path from x to y, γ x,y , so that for
4 ]), we have
But as 9 10 + 9 10 > 1, it must be the case that for such a y there exists such an x also with the property that there exists a γ x from 0 to x such that
The path γ y obtained by the concatenation of γ x and γ x,y gives a path from 0 to y with the desired properties.
Proof of Theorem 1.2. Define F N,δ = for 9 10
By the construction of the path in Corollary 3.4,
But by Proposition 2.1, for δ sufficiently small and ε ≪ 1,
Thus, by Lemma 3.4,
4. Near the starting point: sub-Gaussian case. We continue to consider the oriented percolation model on Ξ where the directed edges go from a site (x, n) to the sites (x ± 1, n + 1), in d = 1. The development in higher dimensions is analogous. Recall the {X e : e ∈ E} are i.i.d. of mean 0 and so interpreted as passage times, are not necessarily positive. Also, recall that X − e denotes the negative part of X e . We assume that there exists a positive constant M 0 and a increasing function f so that
We now prove Theorem 1.1, that is, for all ε > 0, there exists a positive constant C = C(ε) such that
We prove the result for n of the form 2 N , but it will be clear from the proof that the approach extends to general n. In evaluating the justness of the assumptions on the distribution of the X e , it is worth remarking that the work of the preceding section can be adapted to show that if the distribution of the X e satisfies lim inf x→∞ − log P (X e < x) x 2 < ∞, then the limsup of Theorem 1.1 will equal 0.
Recall that for k ≥ 1, . . . , T k denotes the set of edges e from sites (x, m) with |x| ≤ 2 k+1 and 2 k ≤ m < 2 k+1 . We abbreviate the notation by writing
Let δ > 0 and assume that log δ is an integer and that N + log δ ≫ 0. Recalling the definition of V − k from (29), define the events, for k = 1, . . . , N + log δ,
and, for an N -tuple v = (v 1 , . . . , v N ) of nonnegative integers or infinity, the event
More generally, given I ⊂ {1, 2, . . . , N + log δ} and v = (v 1 , . . . , v N +log δ ), set (40) and (41), for ε > 0, there is an ε 1 = ε 1 (ε) > 0 and a δ (of the form 2 −l ) for integer l, so that
and so that, for
10 of the points x in the middle quarter of R 2 N+log δ , there is at least one path
We record the next result which is an immediate consequence of the hypothesis (40). 
Building on Lemma 4.1, we have the following lemma.
Lemma 4.2. There exists universal positive C so that for any integer v with
On the other hand, for e ∈ T k , let {Y e : e ∈ E} be i.i.d.
.
, which holds for M large. Thus, by Lemma 4.1 and the Chebyshev inequality,
and the lemma is proved with C = 1 16 .
We now prove claim 1 of Proposition 4.1. Proof of Proposition 4.1. We must show
or equivalently we say that
Let G = {k 1 , . . . , k j }, j ≤ N + log δ, be the indices corresponding to good v k 's and B = {k j+1 , . . . , k N +log δ } be the indices corresponding to bad ones. Define now the event
and note that there are at most 2 N +log δ possible choices of G and that for a given choice of k 1 , . . . , k j , there are at most N 2 possible choices for each of the good v k i 's. Hence, if it is proven that (for some C not depending on the particular v)
then it follows that for N large enough,
with a new choice of C.
Notice that Lemma 4.2 applies for v = v k good provided 1 δ > 4M 0 . Thus, using the assumption that f is nondecreasing, we have
Then as
We use this to show that under the condition k∈G 
From the Cauchy-Schwarz inequality together with hypothesis (49),
that is,
Since f is nondecreasing,
So, by (51) and (52), we have
This proves part one of Proposition 4.1.
Remark. For the higher dimensional cases, the major difference in proof is that we must use Holder's inequality rather than the Cauchy-Schwarz.
We now turn to the proof of claim 2 of Proposition 4.1. This involves a continuation of the ideas of Lemma 3.3.
Proof. Suppose that A(v) occurs for some v = (v 1 , . . . , v N +log δ ) / ∈ I N +log δ which means that N +log δ k=1 2 −v k < ε 1 . For k ∈ {1, . . . , N + log δ} denote the middle quarter of R 2 k+1 bỹ
Let γ be a path chosen on the set of paths fromR 2 k toR 2 k+1 as follows. First, we uniformly choose a point S k inR 2 k and, independently, a point A k inR 2 k+1 . Given S k and A k , we then fix γ deterministically as with Lemma 3.3. Denote the probability involved in this selection procedure byP and let P = P ⊗P denote the product measure of P andP . Since
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Furthermore,P (e ∈ γ) ≤ c2 −k for some universal c, since γ was chosen just as in Lemma 3.3 and, on
We thus haveÊ
and the Markov inequality giveŝ
In other words,
and, again using the Markov inequality, we havê
. As S k is uniformly chosen onR 2 k , on A(v), the proportion of points s k ∈R 2 k verifying the inequalitŷ
has to be less than 1 10 , that is, to say there exists a set, say S 2 k ⊂R 2 k , such that
. On the event {S k ∈ S 2 k }, we can repeat the argument to obtain
and, once more using the Markov inequality, we obtain
Again, as A k was uniformly chosen independently of S k , this implies that there exists a set, say A 2 k ⊂R 2 k+1 , such that
This implies that for every s k ∈ S 2 k and every a k ∈ A 2 k , there exists a path γ from s k to a k such that
Moreover, the construction of S 2 k and A 2 k is so that
10 |R 2 k |, and, therefore, if we take
there exists a path from s k−1 to b k and a path from b k to a k whose concatenation is a path from s k−1 to a k with value greater than −100c2
Repeating the argument gives the existence of a path γ from 0 to every point in A 2 N+log δ whose value satisfies
2 −v i < ε 1 , we finally obtain that . Proposition 2.2, applied with n = 2 N , ensures that outside an event of probability e −c(ε,δ)2 2N for 9 10 of the points x inR N +log δ there are paths γ ′,x from x to H 2 N whose value is at least (µ − ε/10)(1 − δ)2 N . Thus, for 9 10 7 10 − 1 of the points x inR N +log δ , there exist paths γ x , γ ′x with the requisite properties. But for such x, the concatenation of these two paths gives a path from (0, 0) to H 2 N of value at least (µ − ε/10)(1 − δ)2 N − 2 N ε 100 . We conclude the result. Now a simple application of Proposition 2.1 taking n = 2 N , guarantees that except on an event of probability less than e −C2 2N , there exists a set B ′ 2 N+log δ ⊂R 2 N+log δ so that |B ′ 2 N+log δ | ≥ 9 20 |R 2 N+log δ | and so that there exists from each point of B ′ 2 N+log δ a path γ 1 leading to R 2 N which has
100 |R 2 n+log δ |, this shows that we can construct a path γ ∈ ℵ 2 N , by concatenation, which satisfies
We have completed the proof of the implication: if (41), then
To complete the proof of Theorem 1.1, we now consider the case where condition (41) fails. We will show when (41) fails that, in fact, for all ε > 0,
As usual, we treat n of the form n = 2 N . We first fix δ so that 2δM 0 < ε. We will later also require that δ not exceed another constant. Now, we define for N large and, in particular, N ≫ − log δ,
Then N j=− log δ ε j = 100ε. We may suppose without loss of generality that ε j < 1 for all j = − log δ, . . . , N .
For reasons which will later become clear, we wish to consider just j ∈ J , where
Consider the event
Now by independence,
Now from our definition of ε j ,
By the positivity of f we conclude
Our result will hence be complete if we can show that
We first consider the event
By (15), for N large,
Also, this event is independent of V N J . Secondly, we consider the behavior of paths in ℵ δ2 N . The most important point is that for any γ ∈ ℵ δ2 N , and any j ∈ J , the path γ must contain 2 j edges of level j. Thus, on the event V N J , for any γ ∈ ℵ δ2 N and j ∈ J e∈T j ,e∈γ
Consequently, j∈J e∈T j ,e∈γ
It remains to show that (with high probability) uniformly over possible γ ∈ ℵ δ2 N ,
First, consider i.i.d. r.v.s Y e for e ∈ T j for some j ≤ N + log δ of distribution
We have that the Y e are stochastically greater than the X e . We couple {X e : e ∈ E} and {Y e : e ∈ E} so that whenever e ∈ T j with j / ∈ J, X e ≤ Y e and σ({Y e : e ∈ T j , j ∈ J}) is independent of σ({X e : e ∈ T j , j ∈ J}). We have, for some constant µ ′ not depending on δ or N (just on the distribution of Y e ) that as N → ∞,
where the supremum is taken over paths γ ∈ ℵ δ2 N . Therefore, the event
satisfies (by independence) for N large 
On V N J , the first term is less than −99ε2 N . On W , the second term is less than (µ ′ + 1)δ2 N . Finally, since necessarily Y e ≥ −M 0 for all e, the third term satisfies
Combining (57), (58) and (59) gives (55) and we are done.
Model 2.
Finally, we give a sketch for d = 2 of how the proofs are adapted to the situation in Model 2. There are two minor differences between the two models, the first is that the underlying graph structures are slightly different. The second is that in Model 1 the trouble arises from large negative values in the field, whereas in Model 2, the trouble arises from large positive values of the field. The analysis, nonetheless, proceeds in a similar manner. For the purposes of establishing the upper bound claimed in Theorem 1.3, lim n→∞ 1 n 2 log P (a n > (ν + ε)n) < 0, (60) we can consider the infimum over a smaller set of paths. As before, we will consider, purely for notational convenience, a 0,n for n of the form 2 N . Write the typical path in coordinates as γ = (γ 1 , γ 2 ). Next, take δ > 0 small and consider the set of paths defined by Ψ δ,N = {γ ∈ Ψ 2 N : γ(0) = (0, 0), γ(l(γ)) = (2 N , 0),
Next, set a δ,2 N = inf While in the region {x ∈ Z 2 : 0 ≤ x 1 ≤ δ2 N } ∪ {x ∈ Z 2 : (1 − δ)2 N ≤ x 1 ≤ 2 N }, paths in Ψ δ,2 N behave very nearly the same as in Model 1. Indeed, the graphical and path structures are quite similar. One now considers the "shells" T k of edges with distance from the starting or terminal point between 2 k and 2 k+1 , for k = 0, 1, . . . , N + log δ. More precisely, T k = {e = {x, y} : 2 k ≤ |x 1 | < 2 k+1 } ∪ {e = {x, y} : 2 k ≤ |2 N − y 1 | < 2 k+1 }.
Nearly the same arguments used in the case of Model 1 can be used here. The only change is that one deals directly with e∈T k t e instead of V − k as defined at (29). In the present case, one considers
The main concern is still with the event that the sum e∈T k t e may be large. Thus, similarly to (66), we definẽ
and corresponding versionsÃ(v) andÃ I (v) as in (43) and (44). Then an appropriately modified version of Proposition 4.1 follows using the estimates derived as in Lemma 4.1 and Lemma 4.2. The random selection of path procedure leads to the same probability estimate for an edge to be on a randomly selected path as in the proof of part (2) of Proposition 4.1. We now substitute Proposition 2.2 for Proposition 2.1. Then as in the proof of the implication part of Theorem 1.1, concatenating paths from 0 to the face {x ∈ Z 2 : x 1 = δ2 N , |x 2 | ≤ δ2 N } with value at most ε 100 2 N from the face {x ∈ Z 2 : x 1 = δ2 N , |x 2 | ≤ δ2 N } to the face {x ∈ Z 2 : x 1 = (1 − δ)2 N , |x 2 | ≤ δ2 N } with value at most (ν + ε 5 )(1 − 2δ)2 N and from the face {x ∈ Z 2 : x 1 = (1 − δ)2 N , |x 2 | ≤ δ2 N } to (2 N , 0, . . . , 0) with value at most ε 100 2 N all with probability exceeding 1 − e −c2 2N gives that
We note that in choosing the oriented lattice structure for our paths at the start and end, we are giving up a lot. However, it must be borne in mind that the objective is to find some δ so that there will, outside an event of very small probability, exist many paths from (0, 0) to the interval {2 N δ } × [−δ2 N , δ2 N ] whose values are not larger than ε2 N /2. We do not try to find an optimal δ. .
A result analogous to (58) follows from (14). More precisely, define for appropriately small δ, Consider the event, E δ2 N , that for some random point p ∈ ∂[−δ2 N , δ2 N ] 2 we have a path γ p ∈ Θ δ,N such that γ p (0) = p and V (γ) < (1 − δ)(ν − ε)2 N , which is less than (ν − ε/2)2 N if δ is chosen sufficiently small. We may assume that γ p (k) / ∈ (−δ2 N , δ2 N ) 2 ∀k > 0, otherwise we could wait until the last exit from [−δ2 N , δ2 N ] 2 and proceed from there on a path with a smaller value. Thus, V (γ p ) is independent of {t e : e ∈ (−δ2 N , δ2 N ) 2 }. Consequently, we can take the shortest path with no more than 2δ2 N edges from 0 to p. Call this pathγ p . By the law of large numbers, we can select N large enough so that P (|V (γ p ) − E[t e ]| ≤ εδ2 N ) ≥ 99/100. Concatenatingγ p and γ p gives a path γ with V (γ) ≤ (1 − δ)(ν − ε)2 N + E[t e ] + εδ2 N . The remainder of the argument follows just as in the case of Model 1.
