Abstract. We obtain a large class of significant examples of n-random reals (i.e., Martin-Löf random in oracle ∅
Turing machine performing possibly infinite computations on infinite (resp. finite large enough, resp. finite self-delimited) inputs produces an output in a given set O ⊆ P(N). In particular, we develop methods to transfer Σ 0 n or Π 0 n many-one completeness results of index sets to n-randomness of associated probabilities. §1. Introduction. In Part I of this work [5] (Problem 1.8) we posed the following Question. For which sets O the probability that a universal monotone Turing machine U performing possibly infinite computations produces an output in O is n-random (i.e., Martin-Löf random in oracle ∅ (n−1) )?
The question can be considered either for infinite inputs with U : 2 → X a total map, or for finite inputs with U : 2 < → X a partial map with prefix-free domain (hereafter called self-delimited inputs). Following the idea developed in our paper [6] , the question for finite inputs can also be considered for large enough finite inputs with U : 2 < → X a total map. This leads to three different probabilities denoted by Ω In this paper, we consider outputs in P(N), the family of all subsets of N, a choice which allows significant transfer results from the theory of many-one degrees. A more general notion of output is possible, involving particular completions of computable partially ordered sets; it is developed in the forthcoming paper [7] .
Main randomness results. Denoting by O the complement of O , Table 1 summarizes some randomness results given by Theorems 9.4, 9.7 and 9. Table 1 . Some randomness results implied by Theorems 9.4, 9.7, 9.11. trivial (line 0) or straightforward consequences of Propositions 2.3 and 2.5. Question marks in Table 1 The material is organized as follows. §2 formalizes three notions of computable maps associated to possibly infinite computations with outputs in P(N) and inputs in 2 or in 2 < (all words) or in a prefix-free set of words. §3 introduces the pertinent topology on P(N), which is a non Hausdorff (but still T 0 ) weakening of the Cantor topology. The associated Scott arithmetical hierarchy, i.e., the effectivization of the finite levels of the Scott Borel hierarchy, does not coincide with that associated to the Cantor topology. Definability with respect to that hierarchy is studied in §4. In particular, we give a general theorem to get syntactical complexity of "index like" definable subsets of P(N) (cf. Corollary 4.5).
§5 is devoted to three concepts of hard subsets O ⊆ P(N) associated to the three types of computable maps. Such hardness is relative to subsets of the Cantor space 2 or of the discrete space 2 < . In the case of 2 , the so-called effective Wadge hardness is the effective analog of the classical Wadge hardness in descriptive set theory (cf. Wadge [19] ).
These concepts of hardness for Σ 0 n (2 ) or for Σ 0 n (2 < ) are key hypotheses in the basic randomness Theorems 9.2, 9.5 and 9.8, asserting n-randomness of the reals Ω an extra argument similar to that developed in our paper [6] . Equality Ω Table 1 . Sections §6, §7and §8 prove sufficient conditions (which are also necessary in a few cases) for each of the three hardness notions for families of subsets of P(N). At level 1, second order many-one hardness and effective Wadge hardness of Scott open families of P(N) are both equivalent to the condition O = ∅∧∅ / ∈ O (cf. Propositions 6.1, 7.1). At level 2, effective Wadge hardness is characterized (cf. Proposition 7.3) and implies second order many-one hardness (cf. Proposition 6.5). A sufficient very efficient condition is the "chain property" (cf. Proposition 6.4). As for open special hardness, level 1 and 2 are both equivalent to the condition that O contains a c.e. set (cf. Proposition 8.1). These results lead to significant 1-random and 2-random reals Ω Table 1 . However, this transfer theorem is more suited for families defined in a set theoretic way. For families O defined by computability conditions, effectiveà la Wadge hardness happens to be the most difficult to prove at levels ≥ 3. We show how to transfer Rogers and Yates classical proofs of many-one hardness of index sets at levels 3 and 4 into effective Wadge hardness of associated subsets of P(N), cf. Theorems 7.6, 7.18. This leads to significant n-random reals Ω ∞ U [O ], for n = 3, 4 (cf. Table 1 , lines 9abc,10ab,14a,15a,16a). Notation 1.1. The alphabet {0, 1} is denoted with 2 and, as usual, we write 2 ≤n , 2 ≥n and 2 < to denote, respectively, the set of all words up to length n, the set of all words with length at least n and that of all finite words. The length of a word w is denoted by |w| and the cardinal of a finite set X is denoted by |X |. P(X ) denotes the power set of X and P < (X ) is the set of all finite subsets of X whereas 2 denotes the set of all infinite words, i.e, the Cantor space. The Lebesgue measure of a subset X of the Cantor space 2 is denoted by (X ).
Let A ⊆ N be some fixed oracle. 
We consider Turing machines with finite or infinite binary words as inputs which enumerate sets of natural numbers. These are monotone Turing machines performing possibly infinite computations which output integers from time to time. The input tape is one-way read-only and the output tape -which receives integers, not digits (whatever be the coding of these integers)-is one-way write-only (i.e., no erasing nor over-writing is possible). We care neither about the order of appearance of these integers nor the number of times that a given integer appears. Thus, the resulting output of such a possibly infinite computation is a finite or infinite set of integers.
Considering monotone machines with ℓ output tapes that receive d -tuples of integers, we similarly get outputs in P(N d ) ℓ . This straightforward extension is needed for results in lines 3, 5, 6c, 7, 16b, 18, 19 of Table 1 .
Throughout the paper the term monotone Turing machine means such machines. To simplify notations, we shall consider the case d = ℓ = 1. All notions and results stated for P(N) go through in an obvious way in the general case of P(N d ) ℓ (for Theorem 2.8 and Proposition 2.9, we give proofs for the general case).
2.2. Three notions of computable maps. First, we consider the simplest definition of possibly infinite computations on finite or infinite inputs.
Definition 2.1 (Computable total maps). A total map F : 2 < → P(N) (resp. F : 2 → P(N)) is computable if there exists some monotone Turing machine M such that, for every u ∈ 2 < (resp. α ∈ 2 ), F (u) (resp. F (α)) is the subset of N output by M through a possibly infinite computation on input u (resp. α).
If finite inputs are restricted to a prefix-free set we obtain the following. Definition 2.2 (Self-delimited partial computable maps). Let k, ℓ ≥ 1. A partial map F : 2 < → P(N) is self-delimited partial computable if there exists some monotone Turing machine M such that, for every u ∈ 2 < , i. F (u) is defined if and only if the input head reads u entirely during the computation and does not visit any cell beyond u. ii. When defined, F (u) is the subset of N output by M through a possibly infinite computation on input u.
The following results are straightforward.
be either a computable total map or a self-delimited partial computable map. The range of F is included in the family of computably enumerable (c.e.) subsets of N. In particular,
Proposition 2.4. The domain of a self-delimited partial computable map F :
The version of Proposition 2.3 for maps from 2 is as follows.
Proposition 2.5. Let F : 2 → P(N) be a computable total map. For any α ∈ 2 the image F (α) is α-c.e. In particular, F −1 ({A}) has Lebesgue measure zero if A is not a c.e. set.
Proof. The first assertion is obvious. For the second one, apply Sacks' result which insures that {α ∈ 2 | A is α-c.e.} has measure 0 if A is not c.e. (Sacks [14] p.156 Theorem 2). ⊣ 2.3. Universality by adjunction. An enumeration theorem holds for all the above types of computable maps. We state it in terms of universality by adjunction, a notion heavily used in Part I [5] . Notation 2.6. If F : 2 → P(N) and i ∈ N, we denote by
Definition 2.7 (Universality by adjunction). 1. A computable total map U ∝ : 2 < → P(N) (resp. U ∞ : 2 → P(N)) is universal by adjunction if for any computable total map F :
Theorem 2.8. 1. There exists computable total maps U ∝ : 2 < → P(N) and U ∞ : 2 → P(N) which are universal by adjunction. 2. There exists a self-delimited partial computable map U ▷◁ : 2 < → P(N) which is universal by adjunction. Moreover, the domain of U ▷◁ can be taken to be included in 0 < 12 < .
Proof. We give the proof in the general case P(N d ) ℓ instead of P(N) since it needs a simple additional trick.
Case of total maps. Let (M i ) i∈N be a computable enumeration of monotone Turing machines with ℓ output tapes and let F i :
Case of self-delimited maps. Define U ▷◁ with domain
is total computable (resp. self-delimited partial computable) universal by adjunction then its range is the family of c.e. subsets of N.
Proof. Again, we give the proof in the general case
Since U ∞ is universal, its range contains the range of any computable total map F :
Same proof: consider the total (resp. partial) computable map F : 2 . In order to get a proper hierarchy, the usual definition of the finite levels of the Borel hierarchy has to be distorted at level 2, cf. Selivanov [16] , 2005.
The open sets of the Scott topology on P(N) are all arbitrary unions of sets in the basis B Scott .
2. The Scott arithmetical hierarchy on the P(N) × N m 's is defined by induction on n ∈ N as follows: let X ⊂ P(N) × N m and n ∈ N,
where C is a c.e. subset of
We shall also say that X ⊆ P(N) is Scott Σ 0 n or Π 0 n when it is in Σ 0 n (P(N)) or in Π 0 n (P(N)).
The Scott topology on P(N)
ℓ is the ℓ-th power of the Scott topology on P(N). The Scott arithmetical hierarchy on P(N) ℓ is obtained similarly as above. Replacing
Remark 3.2. The Scott topology on P(N) is not Hausdorff. However, it is T 0 , i.e., for any pair of distinct elements X, Y ∈ P(N), there is an open set which contains X and not Y or there is an open set which contains Y and not X . In fact, suppose X = Y and let i be in the symmetric difference of X and Y . Then B {i} contains either X or Y but not both. Remark 3.3. As noticed by Selivanov [16] , the Scott arithmetical hierarchy on P(N) does not coincide with the arithmetical hierarchy on the Cantor space 2 (modulo the standard identification of P(N) with 2 ). In fact, for all n,
The same is true with the Borel hierarchy. For instance, X = P(N) \ {N}, defined by the formula ∃x x / ∈ X , is Σ A straightforward induction shows that one can compute the Scott level from a defining first-order formula (with first-order and second order variables), in the usual way, provided that x ∈ X be considered as Scott Σ Proof. Let M be a monotone machine which computes F . Let A ⊂ N be finite. If F (α) ∈ B A then there exists some step t such that, on input α, M has already output all elements of A. Since at step t the input head has read at most the t first symbols of α, we see that if 
with set difference and countable unions reduces all cases to the Σ 0 1 case. 2. Argue as in the proof of Theorem 3.5 with input u ∈ 2 < in place of α ∈ 2 . Then argue as in point 1.
3. Again argue as in the above proof of Theorem 3.5 with input u ∈ 2 < . However, since F is partial, we have to add the condition u ∈ dom(F ) which is Σ ⊣ §4. Definability in P(N) w.r.t. Scott arithmetical hierarchy. Tables 2, 3 give the level in Scott arithmetical hierarchy of diverse families O ⊆ P(N) or ⊆ P(N d ) ℓ . They are referred to in Propositions 4.1, 4.7. Let's recall that Scott definability in P(N) is not the same as definability in the Cantor space 2 , cf. Remark 3.3.
Simple set theoretic predicates on P(N).
Proposition 4.1 (Set theoretic predicates on P(N)). Table 2 gives the level in the Scott arithmetical hierarchy of some families O ⊂ P(N) (or P(N 2 ) or P(N) 2 ) defined by some set theoretic properties involving fixed parameters A ⊆ N and p ∈ N subject to specified restrictions.
When O is stated to be Scott Σ Using Theorem 3.6, we see that if U is total computable U :
and n ≥ 2. Now, an (n + 1)-random real cannot have Σ 0 n left cut. Thus, the randomness results stated in Table 1 and proved in Theorems 9.4, 9.7 and 9.11 (their proofs do not depend on the negative assertion of the present Proposition) imply the remaining wanted negative results, except that for line 4d. If {A} is Scott Σ 
where C , D are c.e. subsets of P < (N). If A is infinite and A ∈ X and C ∈ C is such that C ⊂ A then any subset of A which contains C is also in X , so that X cannot be equal to {A}. 1. We denote by FIN and COF the operators P(
where
To any non empty word w in the alphabet {FIN, COF} we associate a family Set(w) ⊆ P(N |w| ) by the following induction: 
We argue by induction on |w|. Initial step: |w| = 1. We already know that Set(FIN) is Scott Σ 0 2 in P(N) (cf. Table 2 Table 2 .
n , so that the hypothesis on C insures that there is a computable map ϕ : N 2 → N such that, for all x, i,
In particular, [12] 1960, or Rogers' book [13] p.329). Thus, there is some Σ
The hypothesis on C insures that there is a computable map ϕ :
Thus, X = f −1 (COF (C )). ⊣
From index sets to Scott definability of families of c.e. sets.
In this section we give a convenient tool to get the level in the Scott arithmetical hierarchy of some families of c.e. sets. 1
, so that W is the complement of the projection over x ∈ N of a union of two Σ 
. Point 3 is similar. ⊣ 4.5. Some predicates on P(N) from computability theory. First, we recall some classical definitions (cf. Soare's book [17] ). -X is n-low if its n-th jump X (n) has the same Turing degree as ∅ (n) . -X is n-high if its n-th jump X (n) has the same Turing degree as ∅ (n+1) . -X is simple if it is c.e. and its complement is infinite but contains no infinite c.e. set. -X is maximal if it is c.e. and, for any c.e. set Y ⊇ X , either Y is cofinite or Y \ X is finite. -X is atomless if it is coinfinite c.e. with no maximal c.e. superset. Proposition 4.7 (Recursion theoretic predicates on P(N)). Table 3 gives the level in the Scott arithmetical hierarchy of some families O ⊂ P(N) (or P(N)
2 ) defined by some recursion theoretic properties involving a fixed parameter A ⊆ N subject to specified restrictions.
When O is stated to be Scott Σ 
242). Denote by {e}
A the partial A-computable function N → N with code e. Then
Observe that the total character of {e} A is a Π the computable predicate S(x, u, e, y, z, t) which states that there is an oracular computation of machine e on input x which at step t outputs u, using the sole conditions that the oracle contains f(y) and is disjoint from f(z). The total character of {e} A allows to express {e} A (x) = 1 in both forms
which are Σ 
Observe that the total character of {e} A and {i} Table 3 , cf. the randomness results stated in Table 1 and proved in Theorems 9.4, 9.7 and 9.11 (their proofs do not depend on the negative assertion of the present Proposition).
⊣ §5. Three notions of hardness for subsets of P(N) or P(N d ) ℓ . Effective Wadge hardness, second order many-one hardness and special hardness are the basic tools to obtain randomness results, and they arise from the three different sorts of computable maps considered in §2. In this section we present their definitions, while in §6, §7 and §8 we develop characterizations for families of subsets of P(N) at Scott levels Σ 0 n and Π 0 n . Again, to simplify notations, we reduce to the case P(N), the general case P(N d ) ℓ being trivial extension. Recall that we use (X ) to denote the Lebesgue measure of a subset X of the Cantor space 2 of all infinite binary words of length .
Effective Wadge hardness.
Definition 5.1 (Effective Wadge hardness). 1. The set A ⊆ 2 is effectively Wadge reducible to O ⊆ P(N) if there exists a computable total map F :
Effective almost everywhere Wadge reducibility and effective measure Wadge reducibility are respectively obtained by weakening equality to equality up to a set of measure zero and to equality of measures up to a computable inversible linear transformation. I.e. respectively asking for (A ∆F
Effective almost everywhere Wadge hardness and effective measure Wadge hardness are defined similarly.
Remark 5.2. Since computable maps 2 → P(N) are continuous, the above notions of effective Wadge reducibility and effective Wadge hardness are effectivizations of the classical topological notions of reducibility and hardness introduced by Wadge [19] .
Remark 5.3. The almost everywhere Wadge and measure Wadge variants happen to be pertinent conditions for some of our applications (cf. Theorems 7.7 and 9.2). In particular, the family of c.e. subsets of N will be proved to be effective almost everywhere Wadge hard for Σ 0 3 (2 ) but not effective Wadge hard, cf. Theorem 7.7. 5.2. Second order many-one hardness. We extend the classical many-one reducibility between sets of integers or finite words to a second order context using computable total maps F : 2 < → P(N).
Definition 5.4 (Second order many-one hardness). 1. The set A ⊆ 2 < is second order many-one reducible to O ⊆ P(N) (written A ≤ m O ) if there exists a computable total map F :
Open (resp. almost everywhere, resp. measure) second order many-one reducibility is obtained by weakening equality A = F −1 (O ) to equality of the open subsets of 2 associated to the restrictions of A and F −1 (O ) to length ≥ k words (resp. equality up to a set of measure zero, resp. equality of measures up to a computable inversible linear transformation). I.e. respectively asking for
3. The set O ⊆ P(N) is second order many-one hard for a class C of subsets of
Open, almost everywhere and measure second order many-one hardness are defined similarly.
Special hardness.
Replacing in Definition 5.4 the condition F : 2 < → P(N) is total computable by the condition F is self-delimited partial computable, we get the notion of special reducibility and its variants.
Definition 5.5 (Special hardness). 1. The set A ⊆ 2 < is special reducible to O ⊆ P(N), if there exists a self-delimited partial computable map F :
Open (resp. almost everywhere, resp. measure) special reducibility is obtained by weakening equality A = F −1 (O ) to equality of the associated open subsets of 2 (resp. equality up to a set of measure zero, resp. equality of measures up to a computable inversible linear transformation). I.e. asking for Proof. Case n = 1. Well-known fact (where Π 0 0 means computable). Recall the argument: (1) replace a word u ∈ A by all words in u2 k for some k so as to transform some fixed computable enumeration of A into a length non decreasing computable enumeration of A 0 such that A2 = A 0 2 , (2) remove from A 0 any word which has some prefix already enumerated.
Getting B ∆ 0 n . Relativizing case n = 1 to oracle ∅ (n) , we get the statement of the Lemma with B ∆ 0 n . Case n = 2. We have just observed that one can reduce to the case A is prefix-free (and also ∆ 0 2 but this will be of no use). Let A = {u | ∃x ∀y R(x, y, u)} where R ⊆ N 2 × 2 < is computable. The intuition for the following definition is to extend any u ∈ A to all v with length coding the following triple of integers:
(i) the length of u (in order to recover u as a prefix of v).
(ii) the value of the least x such that ∀y R(x, y, u).
(iii) the value of the least z such that ∀s < x ∃y ≤ z ¬R(s, y, u). Letting ( Case n ≥ 3. Relativize case n = 2 to oracle ∅ (n−1) . ⊣ As an immediate corollary, we get Proposition 5.12. Let C ⊆ P(2 < ) be a class of sets such that if X ∈ C then (X ) ∈ C for every computable injective : 2 < → 2 < which has computable range (for example C = Σ 0 n (2 < ) or C = Π 0 n (2 < )). Consider the following conditions:
i. O is effectively Wadge hard for the class of all sets X 2 where X ∈ C is a subset of some infinite computable prefix-free set of words. ii. O is second order many-one hard for C . Then,
Proof. 1. Let B ⊆ 2 < be an infinite computable prefix-free set of words. Then, O is effectively Wadge hard for the class of all sets X 2 where X ∈ C is a subset of B. Fix some computable bijection between 2 < and B. Let A ∈ C . Then (A) ∈ C . Let F : 2 → P(N) be a total computable map such that (A)2 = F −1 (O ) and define G :
for the third equivalence, use the fact that the range B of is prefix-free).
2. Let X ∈ C be a subset of the computable prefix-free Z ⊆ 2 < . Let M be a Turing machine computing a total computable F :
. Consider the Turing machine T which, on input α ∈ 2 , outputs nothing until it has read a prefix of its input α lying in Z. If and when such a prefix α ↾ t appears, T starts ouputting F (α ↾ t) as M does. Clearly, T computes a total map G : 
The given proof adapts requiring that machine T , which computes the wanted reduction G, first outputs the elements of a computable enumeration of C until it reads prefix of α lying in Z. If such prefix exists, G(α) is F (u) augmented with finitely many elements of C . The extra hypothesis insures that
To get the expected Corollary 5.15, let's look at the relations between the complexity of A ⊆ 2 < and that of A2 .
Proposition 5.14. Let n ≥ 1 and
Proof. For i and ii, observe that α ∈ A2 if and only if ∃n α ↾ n ∈ A if and only if (∃n α ↾ n ∈ B) ∧ ∀n (α ↾ n ∈ B ⇒ α ↾ n ∈ A). As for iii and iv, observe that u ∈ A if and only if u ∈ B ∧ u0 ∈ A2 . ⊣ Proof. i ⇒ ii. If O were empty (resp. equal to P(N)) then F −1 (O ) would be empty (resp. equal to 2 < ) for all total F : 2 < → P(N), contradicting i. Since O is Scott Σ Table 2 are second order many-one hard for Π 0 1 (2 < ).
Computable sieves for O ⊆ P(N).
To get a convenient sufficient condition for second order many-one and effective Wadge hardness at level Σ 0 2 , we introduce the notion of sieve.
Definition 6.3 (Computable sieve for O ).
A computable sieve for O ⊆ P(N) is a computable map v : N < → P < (N) such that, denoting ⌢ n the finite sequence obtained by appending n ∈ N to ∈ N < , i. For every ∈ N < , the sequence (v( ⌢ n)) n∈N is monotone nondecreasing (w.r.t. set inclusion) and its union is in O , ii. For every ϕ ∈ N , the sequence (v(ϕ ↾ n)) n∈N is monotone nondecreasing and its union is not in O . The notion extends easily to O ⊆ P(N d ) ℓ with componentwise set inclusion. A co-sieve for O ⊆ P(N) is a sieve for its complement O .
The chain condition below was already used for subsets of 2 ≤ in Definition 1.15 of part I [5] .
Proposition 6.4. The following "computable chain condition" implies that O ⊆ P(N) admits a computable sieve:
There exists a computable monotone non decreasing chain (X i ) i∈N ∈ (P(N)) of sets in O , the limit of which is not in O .
Proof. Let v( ) = ∅ and v( n 1 , . . . , n k ) = X k ∩ {0, . . . , k + n k }. ⊣ 6.3. Second order many-one hardness at level 2. We can now get a sufficient condition second order many-one hardness for Σ 0 2 . Proposition 6.5. If O ⊆ P(N) has a computable sieve (resp. co-sieve) then O is second order many-one hard for Σ 0 2 (2 < ) (resp. Π 0 2 (2 < )).
Proof. Let X ∈ Σ 0 2 (2 < ) be such that X = {u | ∃i ∀j R(i, j, u)} where R is computable. The second order many-one reduction F : 2 < → P(N) of X to O will be such that F (u) = t∈N v(h(u, t)) where h : 2 < × N → N < is a computable map defined by the following induction: for u ∈ 2 < , t ∈ N,
holds for i ≤ k and j < n i -R(i, j, u) fails for i < k and j = n i . Observe that the sequence (h(u, t)) t∈N is monotone increasing with respect to the lexicographic ordering on N < .
Case u ∈ X . Let i be least such that ∀j R(i, j, u) and = n 0 , ..., n i−1 where, for ℓ < i, n ℓ is least such that R(ℓ, n ℓ , u) fails. Then h(u, t) = ⌢ (t − p) for all t ≥ p = i − 1 + n 0 + ... + n i−1 . Since v is a sieve for O , the sequence (v (h(u, t) )) t∈N has limit in O , i.e. F (u) ∈ O .
Case u / ∈ X . Then the lengths of the h(u, t)'s are unbounded. Let f ∈ N < be such that the f(t) ⌢ 0's are the successive terms with last element 0 in the sequence (h(u, n) n∈N ) . By monotonicity, we have n∈N v(h(u, n) 
The following result shows for which level 2 families O of Table 2 (cf. Proposition 4.1) one can apply Proposition 6.5.
Proposition 6.6. 1. The family P < (N) (line 6a of Table 2 ) satisfies the computable chain condition, hence is second order many-one hard for Σ 0 2 (2 < ).
The families of P(N), P(N)
2 or P(N 2 ) of lines 1b,3,5,6c,7 of Table 2 ) satisfy the computable co-chain condition, hence are second order many-one hard for Π 0 2 (2 < ). 3. Whatever be A ⊆ N, the families P(A) and {A} (cf. lines 2b,4c,4d of Table 2) admit no sieve and no co-sieve (even non computable ones). 4. Though it has no co-sieve, the Scott Π 
. , i}). Line 7 : set
3 → N is a many-one reduction of C to Tot, the map u → G(f(u)) is the wanted second order many-one reduction of C to {A}. ⊣ Remark 6.7. Since the range of all computable maps 2 < → P(N) consists of c.e. sets, if A ⊆ N is not c.e. then only the empty set is second order many-one reducible to {A}. This rules out any second order many-one hardness in the case of line 4d of Table 2 . ) and let f : 2 < → N be a computable reduction of A to index(O ). Let M be the monotone Turing machine which, on input u ∈ 2 < , enumerates W f(u) . The associated computable total map F : 2
. No sieve for P(A) (line 2b). Sieve condition i insures that
⊣ As an application of known many-one hardness results of index sets (cf. Soare's book [17] ) plus the ones from Proposition 4.4, we get the following result. Table 2 and Table 3 Proof. i ⇔ iii is Proposition 6.1. ii ⇒ iii. Same proof as i ⇒ ii of Proposition 6.1 with total F : (2 ) . There exists a c.e. subset X of 2 < such that X = X 2 . Define a total computable map F : 2 → P(N) such that F (α) = A if α has some prefix in X and F (α) = ∅ otherwise. Then, F −1 (O ) = X . ⊣ Proposition 6.2 has its analog with effective Wadge hardness. Proof. ⇐. Similar to the proof of Proposition 6.5. ⇒. Consider the Σ 0 2 (2 ) set 2 < 0 and let F : 2 → P(N) be a computable total map such that F −1 (O ) = 2 < 0 . For any extension α of u, only u or a prefix of u has been read at step |u|. Thus, one can define : 2 < → P < (N) so that (u) is the approximation of F (α) obtained at step |u| (i.e., the current output) for any extension α of u. In particular, Table 2) are not effectively Wadge hard neither for Σ 
We define a computable map F : 2 → P(N) with the following properties. For all α ∈ 2 ,
Proof of point i. Let E ⊆ 2 be the countable family of α ∈ 2 such that the jump α ′ is Turing computable in some set in O . From (2), we get
Since cofinite sets are in O and E is countable (hence of measure zero), conditions (1) and (3) insure that X = a.e. F −1 (O ).
To get F computable, we define a computable monotone increasing :
Consider a machine M which enumerates α ′ using oracle α and let α ′ t be the set of n ≤ t which are enumerated by M within t steps using only questions to the oracle about α ↾ t. The function is such that
and, letting i ∈ {0, 1}, is defined by induction on |u| as follows: , +∞) when y tends to +∞. Thus, F (α) is cofinite. We finally prove (2) 
}. An easy induction shows that, for every x, the left endpoint a is incremented at most once if and when x appears in α ′ . Let a x , b x be the limit values. Then
is the parity of the length of the x + 1-th interval in F (α). Thus, α ′ is computable with oracle F (α). ⊣ As an application of Theorem 7.6, we get Theorem 7.7. 1. The families of cofinite sets ⊆ N (line 8 of Table 2 ) and of computable sets (line 10a of Table 3 ) are effectively Wadge hard for Σ 0 3 (2 ). 2. Whatever be A ⊆ N, the families of A-c.e. sets and of boolean combinations of A-c.e. sets (lines 9a,9b,9c of Table 3 ) are effectively almost everywhere Wadge hard for Σ 0 3 (2 ) but not effectively Wadge hard. 3. The families of co-c.e. sets and of c.e. non simple sets (lines 10b,11b of Table 3) are effectively almost everywhere Wadge hard for Σ 0 3 (2 ).
Proof. The positive assertions are straightforward applications of Theorem 7.6. For the negative assertion in Point 2, recall that effective Wadge hardness implies second order many-one hard (Corollary 5.15). Now, since the families O of lines 9a,9b,9c contain all c.e. sets, we have F −1 (O ) = 2 < for every computable map F : 2 < → P(N), which rules out any second order many-one hardness. ⊣ [<e] = j<e B j ,
A second order counterpart is as follows, where α ⊕ X is any computable coding of the pair (α, X ) ∈ 2 × P(N d ) as a set, for instance
Lemma 7.11 (Second order strong thickness lemma). Suppose C ⊂ N is c.e. and
7.4.2.
Yates Representation theorem with a second order argument. We restate Lemma XII 1.4 and Theorem XII 1.3 from Soare's book [17] (pp.242-243).
Lemma 7.12. If C ⊆ N is a c.e. set and R ⊆ N is Π 0,C 2 then there is a c.e. set B ⊆ N 2 which is C -computable and such that, for all e ∈ N, e ∈ R ⇒ B e ≡ T C, e / ∈ R ⇒ B e is computable. set S ⊆ N there is a c.e. set B ⊆ N 3 which is C -computable and such that, for all k ∈ N,
These results can be reformulated as follows in a second order context. The proofs are slight modifications of those in [17] .
Lemma 7.14. Let C ⊆ N be any c.e. set. To any Π 0,C 2 (2 ) set R ⊆ 2 × N one can associate a set B ⊆ 2 × N 2 which is Σ 0 1 (2 × N 2 ) and C -computable and such that, for all α and e,
Proof. To simplify notations, we shall get B ⊆ 2 × N 3 . A simple computable coding of the two last components makes B included in 2 × N 2 . Let ⊆ 2 < × 2 < × N 3 be computable such that (α, e) ∈ R ⇔ ∀y ∃z (α ↾ z, C ↾ z, e, y, z) ∈ . Denote by C t the finite approximation of C obtained at step t of some computable enumeration of C . Define integers n The construction of B insures that it is Σ 0 1 and computable in C . Suppose (α, e) ∈ R . Then, for all y the sequence (n t α,e,y ) t is eventually constant, so that B α,e,y = (3N + α(y)) ∪ D y ∪ [0, n] for some n. Observe that y / ∈ C if and only if ∃x 3x + 2 / ∈ B α,e,y , which proves that C is co-c.e. in B α,e , hence computable from B α,e (since C is c.e.). Similarly, for ε = 0, 1, α(y) = ε if and only if ∃x 3x + (1 − ε) / ∈ B α,e,y , which proves that α is computable from B α,e . Thus, α / ∈ S ⇒ ∀e B α,e is computable.
To conclude, apply Lemma 7.14 above. 
In particular, {e ∈ N | W e ≡ T C } and {e ∈ N | C ≤ T W e } are Σ 0,C 3 complete. A second order analogue is as follows. 
Proof. For point 1, we argue as in [17] . Let B ⊆ 2 × N 2 be given by Theorem 7.15. Apply the second order Thickness Lemma 7.11 to get A ⊆ B which is again Σ 0 1 (2 × N 2 ) and such that, for all α,
Since A is Σ 0 1 (2 × N 2 ), the map F : 2 → P(N 2 ) such that F (α) = A α is computable (in the sense of Definition 2.1).
Since
Suppose α ∈ S . Then B α,e ≡ T α ⊕ C for e big enough. Let e be least such that B α,e ≡ T α ⊕C . Then B α,j is computable for all j < e so that B [α,<e] is computable. Applying the first line of (5), we see that A α,e and B α,e differ only on finitely many elements. In particular,
Suppose α / ∈ S and C ≤ T α. Then B α,e and B [α,<e] are computable for all e. Applying the second line of (5), we see that Proof. Consider the tree T of words which extend u and have no prefix in X . Since u2 ⊆ X 2 , this tree has no infinite branch. By König's lemma, T has to be finite. To conclude, let n be greater than the height of T . Case X 2 dom(F )2 . Since A2 is the complement of a singleton set, we necessarily have dom(F )2 = 2 . Let n be as in Proposition 8.2 applied with u being the empty word. Any length n word has a prefix in dom(F ). Since dom(F ) is prefix-free, this ensures that dom(F ) hence also X is finite. But then X 2 is open and closed so that it cannot be equal to A2 = 2 \ { } which is not closed.
is the set of minimal words u (relative to the prefix ordering) such that u2 ⊆ Z2 . Observe that (A) = A. Since A2 = dom(F )2 and (Z) depends only on Z2 , we have (domF ) = (A) = A. Now, using Proposition 8.2, (dom(F )) can be defined as follows:
Since dom(F ) is Σ Problem 8.5. Do there exist almost everywhere or measure special hard families for Σ 0 n , n ≥ 3? §9. Theorems for n-randomness. Using the ideas developed in [6] , we extend the proof of the Pattern Theorem 6.1 of Part 1 [5] to outputs in P(N) in three different contexts, correponding to the three types of computable maps introduced in §2.2. Thus, we present three variants of a basic randomness theorem. The three have a common definability hypothesis in a given set O ⊆ P(N) (or P(N d ) ℓ ), and vary in the hardness hypothesis on O : effective Wadge hardness, second order many one hardness, and special hardness. It turns out that in all three cases the weaker hypothesis of measure hardness suffices, so that we state these theorems with this hypothesis. To simplify notations, we state these theorems for O ⊆ P(N). Of course, they are still valid with O ⊆ P(N d ) ℓ . The main randomness results of this paper are obtained as applications of the three variants of the basic theorem. Notation 9.1. We assume Martin-Löf 's definition of randomness (or its equivalent counterpart in terms of program-size complexity). For n ≥ 1, n-randomness is randomness relative to oracle ∅ (n−1) , so that 1-randomness is usual Martin-Löf randomness. We also use Π Consider an optimal (in the sense of the invariance theorem for Kolmogorov prefix complexity) prefix-free partial ∅ (n−1) -computable function ϕ (n−1) : 2 < → 2 < . The oracular version of Chaitin's celebrated theorem [9] insures that Ω ϕ (n−1) = (dom(ϕ (n−1) )2 ) is n-random with Σ 0 n left cut. Since the domain of ϕ (n−1) is Σ 0 n (2 < ), the assumed measure Wadge hardness of O insures that there is some computable total map F : 2 → P(N) and computable reals a, b such that
Since U is universal by adjunction, there exists i ∈ N such that F = U i . In particular,
Using (7) and (8), we get (
Since Ω ϕ (n−1) is n-random with Σ Proof. We argue as in the proof of Theorem 9.2 with a complementary argument in the vein of that developed in our paper [6] . Using the assumed measure second order many-one hardness of O , let F : 2 < → P(N) be a computable total map such that (F 
