On the state complexity of reversals of regular languages  by Salomaa, Arto et al.
Theoretical Computer Science 320 (2004) 315–329
www.elsevier.com/locate/tcs
On the state complexity of reversals of regular
languages
Arto Salomaaa , Derick Woodb , Sheng Yuc;∗
aTurku Centre for Computer Science, Lemminkaisenkatu 14A, 20520 Turku, Finland
bDepartment of Computer Science, Hong Kong University of Science and Technology,
Clear Water Bay, Kowloon, Hong Kong
cDepartment of Computer Science, The University of Western Ontario, Middlesex College 383, London,
Ont., Canada N6A 5B7
Received 2 November 2003; received in revised form 14 February 2004; accepted 20 February 2004
Communicated by G. Rozenberg
Abstract
We compare the number of states between minimal deterministic 3nite automata accepting a
regular language and its reversal (mirror image). In the worst case the state complexity of the
reversal is 2n for an n-state language. We present several classes of languages where this maximal
blow-up is actually achieved and study the conditions for it. In the case of 3nite languages the
maximal blow-up is not possible but still a surprising variety of di6erent growth types can be
exhibited.
c© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
Motivated by the recently renewed interest in regular languages many authors have
attacked various problems concerning state complexities. For instance, see [2,6,8]. In
general, the state complexity refers to the number of states in a deterministic 3nite
automaton, DFA. One can also consider nondeterministic state complexity, the number
of states in a nondeterministic 3nite automaton, NFA. The state complexity of a regular
language is the state complexity of the minimal DFA for the language.
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State complexities of many basic operations have been studied in [8]. This includes
questions such as the following. What is the state complexity of the catenation of an
m-state language and an n-state language? What is the state complexity of the mirror
image (reversal) of an n-state language?
The present paper undertakes a detailed study of the latter question. Previous results
are due to [2,3,6,8]. The following two facts make a further study about the state
complexity of mirror images particularly important.
First, if a language is of state complexity n, its mirror image is accepted by an n-state
NFA. By the well-known subset argument it can be concluded that the state complexity
of the mirror image is at most 2n. Consequently, results about this “maximal blow-up”
are also results about the maximal trade-o6 between nondeterminism and determinism
in 3nite automata.
Secondly, a conceptually very simple algorithm for DFA minimization due to
Brzozowski ([1], see also [7]) makes use of a double transition to the mirror im-
age. Thus, the complexity of the algorithm depends on the state complexity of mirror
images.
A brief outline about the contents of the paper follows. After presenting some tech-
nical preliminaries in Section 2, we discuss in Section 3 classes of languages, where
the maximal blow-up in state complexity from n to 2n occurs in the transition to the
mirror image. Our result is quite general for languages over an alphabet with at least
three latters. For two-letter alphabets the construction is much more complicated but
we still get a general class of languages.
In Section 4 we consider cases where the maximal blow-up is not possible. Of
particular interest are the permutation automata, where the overall increase in state
complexity is still exponential but can be polynomially bounded under certain speci3c
restrictions. Section 5 deals with the special case of :nite languages. While the maximal
blow-up is never possible for a 3nite language, we still exhibit a great variety of
possibilities for growth.
2. Preliminaries
We assume that the reader is familiar with the basics of 3nite automata and regular
languages. Whenever necessary, [4] or [7] should be consulted.
We use the customary notation
A = (Q;; ; q0; F)
for deterministic :nite automata, DFA’s. The 3ve items are, respectively, the state
set, the input alphabet, the transition function, the initial state, and the set of 3nal
states. We consider only complete automata: (q; a) is de3ned for all q∈Q and a∈.
Throughout this paper, n refers to the cardinality of the state set: |Q|= n.
The (regular) language accepted by the DFA A is denoted by L(A). The state com-
plexity of a regular language L is the number of states in the minimal DFA A such
that L=L(A).
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The DFA A is functionally complete if the transition monoid of A, that is the monoid
generated by the functions fa(q)= (q; a) where a ranges over , consists of all of the
nn mappings of Q into Q.
Sometimes we use natural graphical representations for DFA’s, where states are
represented by circles and transitions by labeled arrows. Double circles indicate 3nal
states.
We consider also nondeterministic 3nite automata, NFA’s. Our NFA’s may possess
several initial states. (They are actually called NNFA’s in [7].)
For an NFA A, we denote by S(A) the DFA obtained from A by the subset con-
struction. Thus, the states of S(A) are subsets of the state set Q of A. If |Q|= n, the
automaton S(A) has at most 2n states. The initial state of S(A) is the set of initial states
of A. As states of S(A) we consider only subsets reachable from the initial state. It is
a direct consequence of the subset construction that the automaton S(A) is complete.
For a word w= b1b2 · · · bk , bi ∈, its mirror image is de3ned by
mi(w) = bk · · · b2b1:
The mirror image mi(L) of a language L consists of the mirror images of its words.
For a DFA A=(Q;; ; q0; F), we denote by R(A) the NFA obtained from A by
reversing all arrows and interchanging the initial and 3nal states. Formally, we de3ne
the NFA R(A) by
R(A) = (Q;; R; F; {q0});
where R : Q→2Q is de3ned by
R(p; a) = {q | (q; a) = p}; p ∈ Q; a ∈ :
It is obvious that R(A) accepts the language mi(L(A)). If |Q|= n, then S(R(A)) has
at most 2n states. Consequently, the state complexity of mi(L(A)) is at most 2n. If, for
a language L of state complexity n, the language mi(L) has state complexity 2n, we
say that L has the maximal blow-up in state complexity in the transition to its mirror
image.
The following result is a central tool in our subsequent discussions. For a proof, see
[7, 95pp].
Theorem 1. Assume that in a DFA A=(Q;; ; q0; F) all states of Q are reachable
from q0. Then S(R(A)) is a minimal DFA accepting mi(L(A)).
According to this result, a language L(A) possesses a maximal blow-up in state
complexity in the transition to its mirror image if and only if all of the 2n subsets of
Q appear as states of S(R(A)).
We consider also DFA schemes. By de3nition, a DFA scheme is a triple A=
(Q;; ) where the three items are as in a DFA. For any q0 ∈Q and F ⊆Q, we say
that the DFA (Q;; ; q0; F) results from the DFA scheme (Q;; ). The notion of
functional completeness is extended to concern DFA schemes.
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3. Classes of automata with a maximal blow-up
Since the automata A and R(A) have the same number n of states and since the
automaton S(R(A)) has at most 2n states, the state complexity of a language L can
grow at most from n to 2n in the transition to the mirror image mi(L). We will present
in this section some classes of automata A such that the language L(A) always has this
maximal blow-up in the transition to mi(L(A)). Some examples of automata having
this property have been presented earlier in [3].
We can get a very general result for languages over an alphabet with at least three
letters. A general scheme can be obtained also in the case of two letters. Of course,
there is no blow-up for languages over one letter.
Theorem 2. Let A be a functionally complete DFA scheme (Q;; ), where the
alphabet  has at least three letters, and let A be a DFA resulting from A such that
L(A)=∅; ∗. Then if A has n states, mi(L(A)) is of state complexity 2n.
Proof. We denote the states by natural numbers:
Q = {1; 2; : : : ; n}:
Assume that = {a1; : : : ; ak}. Each letter ai induces a mapping fai of Q into itself:
fai(x) = (x; ai); x ∈ Q:
We will often identify the letters ai with the mappings fai , and the compositions of
the mappings with the corresponding words. Compositions are read from left to right:
a1a2 corresponds to the composition ((x)fa1 )fa2 .
By the assumption, any of the nn functions of Q into itself equals a composition
of the functions fai . In particular, all permutations of the symmetric group Sn are
obtained. This implies (provided n¿2) that at least two of the letters must correspond
to permutations. We must also have a letter corresponding to a function assuming n−1
values. (Otherwise, no such functions are obtained as compositions.) Consequently, we
must have at least three letters, k¿3. (The reader is referred to [5], Theorems 1 and
2, for general criteria of functional completeness.)
Consider now the (nondeterministic) automaton R(A). Its transitions are determined
by the inverses of the functions ai:
a−1i (x) = {y | (y; ai) = x}:
Thus, the values of a−1i are subsets of Q, including the empty set and the whole set
Q. If ai is a permutation, so is its inverse. It is also obvious that if some permutations
generate the whole symmetric group Sn, so do their inverses. (Indeed, assume that
some permutations pi generate the symmetric group. Consider an arbitrary permutation
p. We 3rst express p−1 in terms of the permutations pi. This immediately yields a
representation of p in terms of the inverses of pi.) Consequently, any permutation can
be expressed as a composition of the inverses a−1i .
The initial state of the deterministic subset automaton S(R(A)) is the 3nal state set F
of A. Our assumption implies that F contains at least one and at most n− 1 elements.
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By Theorem 1, S(R(A)) is minimal. We identify the states of S(R(A)) with the subsets
of Q. Thus, it suKces to show that each of the 2n subsets of Q is reachable from F
in S(R(A)).
Since all permutations can be expressed as compositions of a−1i , the following
assertion is true.
Claim 1. If a subset Q′ is reachable from F , then all subsets of the same cardinality
as Q′ are reachable.
We will now establish two further claims.
Claim 2. If a subset Q′ of cardinality t¡n is reachable from F , then a subset Q′′ of
cardinality t + 1 is reachable.
Proof of Claim 2. Since A is functionally complete, the function f1 de3ned by
f1(1) = 2; f1(x) = x for x = 2; : : : ; n
is a composition of the functions ai and corresponds to a word w over . Let w−1
result from w by replacing the letters with their inverses and reversing their order.
Thus, when w−1 is viewed as a mapping, we get:
w−1(1) = ∅; w−1(2) = {1; 2}; w−1(x) = {x}; 36 x 6 n:
Let p be a permutation mapping a speci3c element q∈Q′ to 2 and all elements q′ ∈Q′,
q′ =q, to elements of the set {3; : : : ; n}. When we 3rst apply p to Q′ and then w−1 to
the resulting set, we get a set Q′′ of cardinality t + 1.
Claim 3. If a subset Q′ of cardinality t¿0 is reachable from F , then a subset Q′′ of
cardinality t − 1 is reachable.
Proof of Claim 3. The proof runs along the lines of the proof of Claim 2. We use
the same mapping w−1 but choose now a permutation p′ mapping a speci3c element
q∈Q′ to 1 and all elements q′ ∈Q′, q′ =q, to elements of the set {3; : : : ; n}.
Claims 1–3 show that each of the 2n subsets of Q is reachable from F in S(R(A)),
which completes the proof of our theorem.
The following result is an immediate consequence of Theorem 2.
Corollary 1. Any DFA A de:ned as in Theorem 2 is minimal.
So far the automata constructed have had at least three input letters. We now show
how to obtain DFA schemes with only two input letters but still have the property that
any resulting DFA has a maximal blow-up.
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Theorem 3. For every n¿2, there is a DFA scheme A=(Q;; ) with |Q|= n and
||=2 such that every DFA A resulting from A and satisfying L(A)=∅; ∗ has a
maximal blow-up in the transition to mirror image.
Proof. We will 3rst establish the theorem for n¿5. Small values of n will be treated
separately at the end of the proof.
Let n¿5 and consider the DFA scheme
A = (Q;; ); Q = {1; 2; : : : ; n};  = {a; b};
where the transitions are de3ned by
(x; a) = x + 1 for 16 x ¡ n; (x; n) = 1;
(3; b) = 1; (4; b) = 3; (x; b) = x for x = 3; 4:
The transitions are depicted below.
Consider now a DFA A, resulting from A as in the statement of the theorem. Form
R(A) and consider the deterministic subset automaton S(R(A)). We again identify the
states of S(R(A)) with subsets of Q. The initial state will be the 3nal state set F of
A. We know that F contains at least one and less than n elements. We have to show
that each of the 2n subsets of Q is reachable from F in S(R(A)), using the inverses
a−1 and b−1.
We will identify in the natural fashion each subset of Q with a word of length
n over the binary alphabet {0; 1}. The words 0n and 1n are identi3ed with ∅ and
Q, respectively. In general, a subset Q′ is identi3ed with a word w; |w|= n; if the
following condition is satis3ed. For 16i6n; the ith letter of w equals 1 exactly in
case i∈Q′: Observe that a−1 is a circular permutation, mapping each element of Q
to the preceding one (and 1 to n). The e6ect of the inverse b−1 to a binary word w
of length n can be described as follows. The eventual occurrence of the bit 1 as the
fourth letter of w is replaced by 0. The eventual occurrence of 1 as the third letter is
moved to become the fourth letter. If 1 occurs as the 3rst letter, also the third letter
becomes 1 again.
1 2 3 4
5n
a a a
a
aa
a
b b b
b
b
b
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Thus, b−1 changes the letters in positions one, three and four according to the
following rules:
000→ 000
001→ 000
010→ 001
011→ 001
100→ 110
101→ 110
110→ 111
111→ 111
No change results from the 3rst and last rule. We omit them, and add the variable x to
indicate that the rules are independent of the bit occurring as the second letter. Thus,
the e6ect of b−1 is described by the following rewriting rules, applicable to the 3rst
four letters of w:
0x01→ 0x00
0x10→ 0x01
0x11→ 0x01
1x00→ 1x10
1x01→ 1x10
1x10→ 1x11
Here x equals either 0 or 1.
Thus, according to the 3rst rule, if a set Q′ containing the element 4 but not con-
taining 1 or 3 is reachable, we obtain a reachable set by removing the element 4 from
Q′. If Q′ contains 1 and 3 then, by the last rule, we obtain a reachable set by adding
the element 4.
The changes a6ected by b−1 concern only the elements 1–4 and, thus, our rules so
far apply only to the 3rst four letters of w. However, we can also use the circular
permutation a−1 and thus make the rules applicable to any position in w. Thus, if a
reachable set contains 8 but not 5 or 7, a reachable set is obtained by removing 8.
Indeed, we can view w as a circular word of length n and apply our rules to any
factor of length four in w. Our aim is to establish the following.
Claim 4. From any binary circular word of length n, not consisting entirely of 0’s
or entirely of 1’s, any other binary circular word of length n (including 0n and 1n)
is obtainable by our rewriting rules.
Instead of our original set of six rules, we consider the following set of rules derived
from them.
A1: 0x01→ 0x00
A2: 0x11→ 0x00
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A3: 0x10→ 0x00
A4: 0x11→ 0x01
B1: 1x10→ 1x11
B2: 1x00→ 1x11
B3: 1x01→ 1x11
B4: 1x00→ 1x10
Here A1, A4, B1 and B4 are among the original rules. A2 follows by the third and 3rst
among the original rules, A3 by the second and 3rst, B2 by the fourth and sixth, and
B3 by the 3fth and sixth.
By the A-rules, any circular word can be transformed to a word having only one
occurrence of 1. Indeed, by A2, any chain of at least three 1’s is broken. By A3, chains
of exactly two 1’s go to one 1. Occurrences of 1 surrounded by 0’s are destroyed by
A1 or A3. To start the procedure, the word must have one occurrence of 0, but this is
guaranteed by our assumption.
Conversely, any circular word (including 0n and 1n) is reachable from the word
10n−1. By B4 and B2 we get the words 1010n−3 and 10110n−4, respectively. B4 yields
a sequence of three 1’s from a sequence of two 1’s, after which B1 yields a sequence
of arbitrarily many 1’s. New sequences of 1’s are started from the last occurrence of
1 in the preceding sequence. Whenever needed, the separating sequences of 0’s can be
made longer by the A-rules.
We have, thus, established our claim, which also proves our theorem for n¿5. For
n=2, a DFA scheme as required consists of the transposition and a constant function.
For n=3, a circular permutation and a function assuming exactly 2 values will de3ne
a DFA scheme satisfying the requirements. For n=4, consider the DFA scheme
b
a
b b
b
a a
a
1 2
3 4
If A is a DFA resulting from this scheme, the transition table of the automaton
S(R(A)) is as follows (we again identify its states with subsets):
Original a−1 b−1
∅ ∅ ∅
1 3 ∅
2 1 4
3 2 12
4 4 3
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Original a−1 b−1
12 13 4
13 23 12
14 34 3
23 12 124
24 14 34
34 24 123
123 123 124
124 134 34
134 234 123
234 124 1234
1234 1234 1234
In the following graph (c= a−1, d= b−1) only some of the transitions have been
marked. The marked transitions show how from any state, apart from ∅ and 1234, any
other state
cd
d d c c d
dcd
4
24 3
13231234134
c
21φ
14
234 12
34
123
dc
d
cc
d
c
c
d
124
can be reached. We have, thus, completed the proof of our theorem.
4. Cases where the maximal blow-up is not possible
We have so far presented su=cient conditions for a regular language to possess
a maximal blow-up in the transition to its mirror image. We now turn to necessary
conditions. A complete characterization of the matter, in terms of a necessary and
suKcient condition, remains an open problem.
In the next section we will see that a 3nite language can never possess a maximal
blow-up. Thus, an immediate necessary condition for the maximal blow-up is that the
language is in3nite.
In all the cases so far considered, the basic automaton has been strongly connected:
every state is reachable from every other state. This might suggest that strong con-
nectedness is a necessary condition for a maximal blow-up. However, this does not
hold true. The three-state automaton A de3ned by the next diagram is not strongly
connected but still the automaton S(R(A)) has the maximal number 8 of states.
The class of permutation automata has been widely studied in the past. By de3nition,
a DFA A is a permutation automaton if each of the input letters a6ects a permutation
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of the state set. Since the inverses of permutations are again permutations, the reverse
R(A) of a permutation automaton A is “almost” a permutation automaton, the only
di6erence being that R(A) has t initial states if A has t 3nal states. Consequently, all
states of S(R(A)) are subsets consisting exactly of t elements. Moreover, if the required
permutations are available, then actually all subsets consisting exactly of t elements
appear as states of S(R(A)). This happens when the transitions of the original automaton
A generate the whole symmetric group Sn, a weaker condition being that they generate
any t-ply transitive group. Since the binomial coeKcient
( n
t
)
is a polynomial in n of
degree t, these observations lead to the following theorem.
a, b, c
a, c
b
c
b
a
3
21
Theorem 4. The state complexity of the language mi(L), where L has state complexity
n and is accepted by a permutation automaton A with t :nal states, is bounded from
above by a polynomial p(n) of degree t. If, in addition, the transitions of A generate
the symmetric group Sn, the state complexity of mi(L) is of order nt .
This theorem does not imply that there is a polynomial q(n) such that, whenever L
is accepted by a permutation automaton with n states, then mi(L) is of state complexity
at most q(n). This is due to the fact that t may grow with n. For instance, assume
that n=2m and consider the following permutation automaton A with input letters a
and b:
2m-12m
1
3a, b
b
a
b
a
a
a
a
b
b
2
A. Salomaa et al. / Theoretical Computer Science 320 (2004) 315–329 325
Thus, a a6ects a circular permutation, and b the transposition between 1 and 2.
Evenly numbered states are 3nal. Clearly, the state set of S(R(A)) consists of all m-
element subsets of a set with 2m elements, which is a number exponential in m.
5. Finite languages
The interest in 3nite languages has recently been growing [2]. Indeed, many ap-
plications of regular languages use essentially 3nite languages. On the other hand,
possibilities for many constructions become more limited under the additional assump-
tion of the language being 3nite. For instance, a maximal blow-up is not possible in
the transition to the mirror image of a 3nite language. This is essentially due to the
fact that the choice of subsets as states of S(R(A)) is limited because no cycles are
possible in A. Indeed, if an element q appears in the subset determined by a word
x in S(R(A)), then q cannot appear in any subset determined a word xy. Such an
appearance would cause a cycle in A. See [6, Lemmas 1–3] for formal details of this
argument.
On the other hand, the state complexity of mi(L) can be exponential with respect to
the state complexity of L, even for 3nite languages L. Let n=2m+3 and consider the
following automaton An:
2m+2m+3m+2m+121
a,b a,b b a,b a,b a,ba, b
In addition, An has a sink state not shown in the picture. (The transitions not shown
lead to the sink.) Clearly,
L(An) = Ln = (a+ b)mbKm;
where Km consists of all words over {a; b} with length 6m. Considering S(R(A)), it
is easy to see that no two words of length 6m + 1 lead to the same state from the
initial state. This implies that the state complexity of mi(Ln) is at least 2m+2. Thus
from the state complexity 2m + 3 we go to at least 2m+2 in the transition to mirror
image. This gives exponential growth of order (
√
2)n.
Indeed, as regards mirror images of 3nite languages, the automaton An induces the
greatest possible growth in state complexity. Essentially this is due to the fact that the
automaton An gives rise to the greatest possible blow-up where cycles are avoided. See
[2, Corollary 4 and Theorem 6], for formal details. A slight modi3cation is needed to
distinguish the cases of n being even or odd.
Similarly, sequences of 3nite languages with state complexity n can be given such
that the growth is polynomial of any given degree in the transition to mirror image.
We give the explicit details for quadratic growth.
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Let again n=2m+3, and consider the modi3cation A′n of the automaton An depicted
below.
2m+2m+3m+2m+121 b a,b a,b a,ba a a
Denoting L(A′n)=L
′
n, we have
L = mi(L′n) = Kmba
m;
where Km is a before.
The following lemma deals with the right invariant equivalence relation induced
by L.
Lemma 1. A complete set of representatives for the equivalence classes is constituted
by the words of length 6m + 1 having at most one occurrence of b. Consequently,
there are altogether (m + 2)(m + 3)=2 equivalence classes. The class represented by
bam gives the words in the language L.
Example 1. Take m=3. Consult the picture showing the relation of the equivalence
classes in this case. Each state of S(R(A′n)) has been labeled by the shortest word
leading to it.
a,b
b
bbb
a,b
a
a
a
b
a
abaa
aaba
aaaa
aab
ba
ab
aa
b
a
λ
a
baa
baaa
aaab
aaa
aba
a
b
b
a
bb
b
a
b
b
b
a
a
a a
a
Proof of the lemma. We prove 3rst that all the words are pairwise nonequivalent. If
i = |x|¡ |y| = j 6 m+ 1;
then we choose z= am−ibam and conclude that xz ∈L but yz =∈L. If |x|= |y|6m + 1,
x = y, and x and y both contain at most one occurrence of b, we may assume that
|x|= |y|=m+1. (If we have a counterexample of length ¡m+1, it can be continued
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to the right by a suitable power of a to get a counterexample of length m + 1.) We
may also assume that
x = x1aai; y = ajbai; |x1| = j; i + j = m:
(Otherwise, we interchange x and y.) Choosing now z= am−i we see that yz ∈L but
xz =∈L.
We still have to prove that an arbitrary word x is equivalent to one of the words
listed in the lemma. If |x|6m+1, we write x in the form x= x1bai and conclude that
x and ajbai, j= |x1|, are equivalent. (If x is a power of a, there is nothing to prove.)
If |x|¿m+ 1 and x is not of the form
x = x1bai; |x1| = m; 16 i 6 m;
we conclude that x and am+1 are equivalent. If x is of this form, it is equivalent to
am−ibai.
Theorem 5. The state complexity c(mi(L)) can be quadratic in terms of the state
complexity c(L) for a :nite language L. More explicitly, for n=2m + 3, there is a
:nite language L′n over {a; b} with state complexity n such that mi(L′n) is of state
complexity (m+ 2)(m+ 3)=2.
Modi3cations of the language L′n discussed above yield various other results concern-
ing the growth of the state complexity in the transition to the mirror image. Arbitrarily
high powers of n, with arbitrarily great coeKcients, can be obtained. We just brieOy
indicate the details. Although the discussion is on a fairly informal level, it should still
enable the reader to construct the required automata explicitly.
Above our starting point was the language ambKm. Instead, we can consider the
language at(m)bKm, where t(m) is a suitably chosen function of m. For instance, if
t(m)= 2m, the automaton for the original language has (roughly) 2m+m states, whereas
the automaton for the mirror image has 2m + 2m states. Thus, the state complexity
doubles. Similarly, if t(m)= 2m=k, where k is a constant, we get the growth kn for
arbitrarily large values of k.
So far we have considered initial languages RmbKm, where Rm consists of a single
word or else Rm=(a+ b)m. One can also take the intermediate approach: Rm consists
of several but not all words of a speci3c length. For instance, the initial language could
be
am−p(a+ b)pbKm;
for some constant p. This gives an additional factor 2p to the growth and, thus,
quadratic growth kn2 with an arbitrarily large k is obtainable. However, there may be
gaps in the transition from one integer k to another. Thus, we do not necessarily obtain
all growth functions kn2, where k is an arbitrary natural number.
If we let p= log2 m, an additional factor m is obtained, yielding cubic growth.
An arbitrary power u¿4 results when we choose p= log2 m
u−2. Functions between
polynomial and exponential, such as 2
√
n, are also obtainable, for instance, by letting
Km consist of all words of length 6
√
m.
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So far we have considered cases, where the mirror image has a bigger state com-
plexity than the original language. Equally well we could choose the mirror image as
the starting point and go to its mirror image, that is, the original language. In such a
way we get the inverse of the function previously obtained. Thus, the transition to the
mirror image a6ects a decrease in the state complexity.
Some of the above considerations are summarized below in our 3nal theorem. As we
already pointed out, our discussion concerning the di6erent types of growth has been on
a fairly informal level. Since we are dealing with in3nite sequences of 3nite languages,
a formalized discussion would have to specify also the de3nitional methods used in
connection with such in3nite sequences, resulting in very lengthy considerations.
Theorem 6. Consider the change in state complexity when a :nite language is re-
placed by its mirror image. In:nite sequences of :nite languages can be constructed
where the change mentioned is approximated by any of the following functions: knu,
where k is an arbitrarily large positive constant and u a natural number,
√
n, log2 n,
2
√
n.
6. Conclusion
If the state complexity of a regular language L equals n, then the state complexity of
its mirror image mi(L) is at most 2n. We have presented various classes of languages
for which this maximal blow-up actually occurs. We have also considered cases where
this phenomenon never occurs. However, a necessary and suKcient condition for this
phenomenon to occur is still missing.
We have also considered the special case of 3nite languages and exhibited a variety
of growth types in the state complexity when a 3nite language is replaced by its mirror
image.
Since the mirror image of a regular language L with state complexity n is always
accepted by a nondeterministic 3nite automaton with n states, our results can also be
viewed as a contribution to the trade-o6 between nondeterminism and determinism.
A related topic about this trade-o6 concerns languages over one letter. It is well
known that, in this case, the deterministic state complexity is not always polynomial
in terms of the nondeterministic one, but no explicit bounds have been given.
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