Rapid and unsupervised quantitative analysis is of utmost importance to ensure clinical acceptance of many examinations using cardiac magnetic resonance imaging (MRI). We present a framework that aims at fulfilling these goals for the application of left ventricular ejection fraction estimation in four-dimensional MRI. The theoretical foundation of our work is the generative two-dimensional Active Appearance Models by Cootes et al., here extended to bi-temporal, three-dimensional models. Further issues treated include correction of respiratory induced slice displacements, systole detection, and a texture model pruning strategy. Cross-validation carried out on clinical-quality scans of twelve volunteers indicates that ejection fraction and cardiac blood pool volumes can be estimated automatically and rapidly with accuracy on par with typical inter-observer variability.
INTRODUCTION
Cardiovascular disease (CVD) continues to be the world's leading cause of death. 27 Consequently, efforts to improve on cardiovascular diagnosis and therapy are not only desirable, but imperative to ensure the public health and a realistic economy within the health sector.
The recently Nobel Prize awarded magnetic resonance imaging (MRI) technique has been firmly established as the gold standard for cardiac imaging. As such, it accurately depicts cardiac structure, function, perfusion and myocardial viability with a capacity unmatched by any other single imaging modality. 22 However, while MRI is a widely accepted method for cardiovascular examinations within research, its use in clinical practice is limited. 39 One major reason for this disparity is the often prohibitive amount of manual interaction required to extract functional indices, see e.g. 26, 36, 42 This work addresses the crucial problem of estimating global cardiac function in the form of left ventricular (LV) volume, mass and ejection fraction (EF) * . A prerequisite for doing so, is an accurate delineation of the myocardium from surrounding tissue, air and blood as shown in a single short-axis cardiac MRI slice in Figure 1 (left). Compiling such planar delineations yields the two three-dimensional endocardial (inner) and epicardial (outer) surfaces shown in Figure 1 (right) at the end-diastolic phase.
Delineating the myocardium in clinical quality MRI is often not a simple task since many factors during the MR image acquisition deteriorate image quality. These include resolution/time trade-offs, field inhomogeneity, susceptibility artefacts, flow artefacts, motion artefacts, partial volume effects, chemical shift artefacts, et cetera. The data treated in this paper is no exception. Consequently, models with weak priors -such as local edge detection -may succeed in some, limited parts of the myocardium, but are most likely to utterly fail. Only strong priors can redeem this.
In the following, we will apply global models of shape and image appearance constrained to synthesise plausible instances of the myocardium and the left ventricular blood pool. Solutions will thus be imputed by these models in areas exhibiting weak image evidence, e.g. at parts of the blood/muscle interface. This is analogous to the typical image annotation process where the operator integrates knowledge about the current image slice, not only from the neighbouring slices, but also from previously annotated patients. In fact, these global prior models are built from representative examples containing solutions to the problem at hand; delineation of the myocardium. This powerful concept of learning-based models has recently gained much attention in the image analysis literature due to its virtues of being general computational frameworks that -once trained -remain specific to the domain problem. One widely-used two-dimensional realisation of such a learning-based model is the class of Active Appearance Models (AAMs), 13, 23 which were recently extended to three dimensions. 42 The work presented in the following continues this development with extensions to bi-temporal, three-dimensional Active Appearance Models with applications to estimation of left ventricular volumes and ejection fraction from four-dimensional cardiac cine MRI.
DATA MATERIAL
Dynamic, volumetric magnetic resonance images in four dimensions were acquired from twelve healthy, obese (body mass index > 33 kg/m 2 ) subjects using a whole-body MR unit (Siemens Impact) operating at 1.0 Tesla. The pulse sequence was an ECG-triggered, breath-hold, fast low angle shot (FLASH) cinematographic pulse sequence. Matrix=256×256, field of view=263×350 mm, slice thickness=6 mm, inter slice gap=0 mm, phase time=55 ms. The spatio-temporal volumes were (x, y, z, phases) = 256×256×23×12 voxels on average. The endocardial (endo) and epicardial (epi) contours of the left ventricle were annotated at the end-diastole (ED) and the end-systole (ES) by manually placing landmarks along the myocardial border, see Figure 1 (left).
METHODS
The methodological overview presented in this section is given in two parts. First, the Active Appearance Models (AAMs) are presented using broad terms, without touching the question of dimensionality or the domain problem in itself. Then specific details regarding modelling of bi-temporal cardiac data are given; with emphasis on issues pertinent to the extension of AAMs to higher dimensions than two.
Active Appearance Models
Interpretation by synthesis has been shown to be a very powerful approach to image analysis. On a coarse level, this approach consists of two parts; i) a mathematical model, which is able to mimic the image formation process, and ii) a search regime, which is able to match this model to an image by letting the image synthesised by the model -in some sense -be "similar" to the unseen image.
For such a strategy to be useful, certain requirements must be met for both parts. The model must either encode specific features of interests and/or contain parameters that reflect interesting latent variables of the objects in question. For example this could be point features locating interesting structures, and a variable related to the age of the object. Additionally, this model should only be capable of synthesising valid image instances of the object class in question. Matching such a model to an unknown image would thus draw inference about these properties. The matching procedure should provide a meaningful model-to-image match in a reasonable amount of time, dependent on the application, or alternatively reject the presence of the sought-after object.
Active Appearance Models (AAMs) 13, 23 represent one method that has gained considerable attention in the literature, seeking to meet the above requirements. The encoded properties of the model are correlated movement of landmark points and latent texture variables controlling image appearance normalised for shape changes given by landmark points. In essence a fruitful marriage between the ideas of Eigenface Models, 57 Point Distribution Models 15 and Active Shape Models 17 with some ingenious refinements. All these techniques originated in the early nineties. Since their introduction in 1998, AAMs have been refined and adapted in many aspects, see e.g. 14, 16 A recent summary of AAM refinements and applications within medical imaging can be found in.
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Formally, AAMs establish a compact parameterisation of object variability, as learned from a representative training set. Objects are defined by marking up each example with points of correspondence (i.e. landmarks) over the training set either by hand, or by semi-to completely automated methods. Using a learning-based optimisation strategy, AAMs can be rapidly fitted to unseen images.
Variability is modelled by means of a Principal Component Analysis (PCA), i.e. an eigenanalysis of the dispersions of shape and texture. Let there be given Q training examples for an object class, and let each example be represented by a set of N landmark points and M texture samples. Shape examples are aligned to a normalised common mean using a Generalised Procrustes Analysis.
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Texture examples are warped into correspondence by forcing landmarks to match, intensity normalised, and subsequently sampled from this shape-free reference. Typically, this geometrical reference frame is the Procrustes mean shape. Let s and t denote a synthesised shape and texture and let s and t denote the corresponding sample means. New instances are now generated by adjusting the principal component scores, b s and b t in s = s + Φ s b s and t = t + Φ t b t where Φ s and Φ t are eigenvectors of the shape and texture dispersions estimated from the training set. To obtain a combined shape and texture parameterisation, c, the values of b s and b t over the training set are combined into
A suitable weighting between pixel distances and pixel intensities is carried out through the diagonal matrix W s . To recover any correlation between shape and texture the two eigenspaces are usually coupled through a third PC transform,
obtaining the combined appearance model parameters, c, that generate new object instances by s = s +
s Φ c,s c and t = t + Φ t Φ c,t c. The object instance, {s, t}, is synthesised into an image by warping the pixel intensities of t into the geometry of the shape s and applying the current pose parameters; translation, rotation, and shape size denoted by p.
An AAM is matched to an unseen image using a least-squares criterion by an iterative updating scheme, which is based on a fixed Jacobian estimate, 14 or originally, a principal component regression. 13 For this work we have used the former approach, treated in further detail elsewhere. 53 In short, this allows model parameters, {c, p}, to be updated based on the difference between the model texture, t, and image texture, t image , the latter being the image texture covered by the model. Let Ψ denote a fixed update matrix pre-calculated from the training set. Model parameter updates are then estimated by [ δc
For further details on AAMs refer to.
13, 14, 16
Bi-temporal Cardiac Modelling in Three Dimensions
Originally, AAMs operated in the two-dimensional domain only. However, a study employing a truly threedimensional AAM has recently been presented 35, 42, 43 ( 42 being the most comprehensive reference). Semi threedimensional applications have been described in. 3, 4, 10 While bearing resemblance to the work on 3D cardiac AAMs presented by Mitchell et al., 42 this study differs in several aspects. Partly, due to the coupled nature of the application and partly due to differences in design and usage of auxiliary methods. We have sought to make this explicit in the following with some mathematical details placed in appendices for completeness. Reproduction of the presented method should be possible from this reference and a detailed description of the 2D AAM as referenced in Section 3.1.
Correction of Respiratory Induced Slice Displacements
Prior to landmarking and subsequent analysis, 4D cardiac cine MRI should optimally be corrected for motion induced by respiration during the acquisition process. This motion is due to the 4D image being constructed from a set of 2D slice image time-series, each having a potentially different inspiration depth, which causes a displacement of the upper abdomen and the heart. This correction can be carried out by unsupervised image analysis. Statistical models of shape and appearance in 2D are employed to localise the left and right ventricle in a central slice between the apex and base. The segmented region is subsequently propagated through all slices in the apex-basal direction using a non-rigid registration process, thus providing an estimate of the inter-slice translation due to variation in inspiration depth for each breath-hold. The details of this method alongside a quantitative and qualitative validation can be found in.
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In summary, we found that it was possible to markedly suppress respiratory motion artefacts without manual interaction using less than ten seconds of CPU time for each 4D image. An example result is shown in Figure 2 
Point Correspondences on the Myocardium
At the heart of shape modelling lies the requirement of correspondence. Which, in the present case, translates to a demand of tissue correspondences on the myocardium; a near landmark-less structure. Due to the simple geometry of the endocardial and epicardial contours, inter-slice correspondences were established by arc-length resampling. The starting point was placed at the anterior junction between the left and right ventricle. Sampling density was chosen to let the endocardial and epicardial surfaces be approximately equally dense on average. The number of sampling points was held constant for all slices. Subsequently, z-axis correspondence was established by linear interpolation of corresponding points between slices. All volumes were resampled to have the average number of slice contours. This inter-slice correspondence enabled a simple conversion from the set of contours to endocardial and epicardial surfaces in a meshing process connecting corresponding points to form strips of triangles, for which surface normals could be estimated.
This crude approach to landmarking, is justified by the combination of scan type (short-axis), the simple geometry of the myocardium, and finally by the low-frequency contours obtained using the common clinical practice (see e.g. 42, 47 ) of excluding papillary muscles and ventricular trabeculae from the endocardial contour. More sophisticated approaches to cardiac landmarking were presented in 25, 28 and.
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Another recent landmarking method based on minimisation of description length 19, 20 is also of interest to this problem, although it currently only handles three-dimensional objects with topology equivalent to a sphere.
Coupling End-diastole and End-systole
To model coherence between the two cardiac phases of interest; the end-diastole and end-systole, a coupled AAM representation is chosen. This was first explored in 18 for interpretation of multi-view face images. Later coupled cardiac time-sequences, an approach which was also pursued in 9, 11, 12, 37, 50 and for long-and short-axis MRI in. 38 However, most similar to our approach is the recent AAM work presented in, 45, 46 where twodimensional, end-diastolic and end-systolic angiograms were coupled in shape and appearance, but not in pose due to the nature of the data material. However, in our case, the main objective is to constrain the differences in pose by encoding these into the shape model. This is accomplished by a simple concatenation shown below.
Let a shape consisting of N points in three dimensions be defined by a 3N vector,
One combined patient ED-ES observation is then composed of three such shapes; s endoED , s epiED and s endoES by concatenation prior to Procrustes alignment and tangent space projection,
Likewise, the associated image texture is composed from samplings of two 3D images; the volume spanned by the blood pool and the myocardium from the end-diastolic phase, t ED , and the blood pool of the end-systolic phase, t ES . The combined texture vector then becomes t = [ t
Procrustes Alignment
Building a model of shape variability as in AAMs, requires per se elimination of effects stemming from translation, rotation and isotropic scaling. This is accomplished by an Ordinary Procrustes Analysis (OPA) bringing two shapes into alignment, or by a Generalised Procrustes Analysis (GPA) aligning a set of shapes to their common mean. Unlike the impression given in the earlier 3D and semi-3D AAM work, 10, 42, 43 well-behaved solutions to both problems do exist in two and three dimensions formulated in terms of orthonormal matrices, see.
2, 21, 32, 55
In summary, closed-form OPA solutions exist in 2D and 3D, while a closed-form GPA solution only exists in 2D. In the current work, we employ OPA in 3D based on a singular value decomposition (SVD) of the intershape correlation matrix, avoiding the quaternion formulation used in 10, 42, 43 altogether. We obtain the GPA solution by a simple iterative scheme, see e.g. 8, 16 The mathematical details of OPA in k dimensions are given in Appendix A.
Texture Correspondences
Two-dimensional image warping using a triangular mesh is a fast -and often sufficient -solution to the illconditioned problem of establishing a dense planar correspondence from two sparse sets of corresponding points. Typically, a Delaunay triangulation of one of the point sets is used to form this mesh of two-dimensional simplexes. See e.g. 16, 51 for the details of this warping process that also can be accelerated using contemporary graphics hardware.
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In three dimensions, the Delaunay decomposition produces three-dimensional simplexes, called tetrahedra. Alternatively, these tetrahedra can be produced by a dedicated hand-tailored method as in done in. 42 To avoid this tedious process, we employ the freely available 3D Delaunay implementation TetGen 49 to produce a tetrahedral decomposition of the mean shape. This ensures a rapid and unsupervised model building process, which is adaptive to the mean geometry, s, encountered in a given domain problem.
T denote the barycentric coordinates † of a tetrahedron given by
denote the set of R tetrahedra in the mean configuration (vertices incident to the mean shape) and let
denote a corresponding set of deformed tetrahedra. Using the notation of Appendix B, warping a point from T to T can then be given by In the current work, texture samples are distributed equidistantly with a spacing of one voxel within the axisaligned bounding box containing the mean shape. This involves solving the point-in-tetrahedra problem; a task that can be substantially sped up by a spatial search tree of the tetrahedra. However, being an off-line process, a (slow) linear search using an axis-aligned bounding box test for each tetrahedron, followed by the exact test in Appendix B, was sufficient in our case.
A computationally more demanding alternative to the above could be to choose the three-dimensional warp field that minimises the bending energy (the integral over IR 3 of the squares of the second derivatives). This solution is often referred to as thin-plate splines, see e.g. 7 Lastly, notice that in the bi-temporal case, two separate warping functions must be established from two tetrahedral decompositions; one for end-diastole and one for end-systole.
Texture Sampling
Alternatively, a more optimal reconstruction could be obtained by sinc interpolation, which unfortunately exhibits excessive computational demands compared to tri-linear interpolation. However, it was recently shown that the major error component from premature truncation of the sinc kernel can be compensated for by using a renormalisation strategy. 56 Alternatively, sophisticated adaptive filtering strategies can be taken. See e.g. the impressive results on interpolation of anisotropic voxel data from computed tomography in. 
Proximity Modelling
In medical images, organs and structures typically have a very homogenous appearance. Since AAMs only model the appearance spanned by the triangular (2D) or tetrahedral (3D) mesh, no information regarding the surroundings is modelled if the outer landmarks are placed exactly on the object boundary. This is naturally typically the case, as this is the desired structure the model should infer knowledge about.
The two above issues lead to models, which can show minima in the model-to-image cost function when the outer surface (or contour in 2D) is erroneously inside the object of interest. In the present case, the epicardial surface could be between the blood pool and the lung. Therefore, we apply a simple scheme for modelling the texture variation of the object proximity. This is accomplished by adding surface normals outwards from the shape. These normals are denoted whiskers and added implicitly during texture sampling with a scale relative to the current shape size. Texture samples obtained by sampling along whiskers are now concatenated to the texture vector of the conventional AAM texture samples.
Texture Model Pruning
AAMs build on assumptions of normally distributed data. Consequently, the seemingly absence and presence of papillary muscles are per se not well modelled in the texture model. Therefore we propose a pruning strategy, which excludes these problematic texture sample positions. In lieu of tedious manual pruning; a "suitability" measure, S(t i ), is used to obtain such pruning.
Optimally, S should measure the non-Gaussianity; a striking resemblance to a problem occurring in the estimation of independent components in ICA (Independent Component Analysis). In 33 this is solved by exploiting a central result from information theory, namely that a Gaussian distributed random variable exhibits maximal entropy among all random variables of equal variance. This leads to the concept of negentropy, that 33 presents computationally feasible estimators for, which are far more robust than the traditional kurtosis measure.
However, due to the small sample size of our data (twelve samples per element in t), texture models are pruned on the basis of variance; S(
2 . Texture positions above a user-selected percentile of S are now excluded from the texture samples of the training set and omitted in future samplings during image search.
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Pose Representation
Pose in three dimensions can be parameterised by seven components,
denoting spatial translation, rotation and one minus the isotropic scaling, respectively. Having the identity transformation represented by the null vector, this representation is suitable for representing pose displacements in the aligned shape domain employed by AAMs. Let us denote this domain A and let the image shape domain -where landmarks are given in terms of voxel positions -be denoted by I. A convenient representation of the mapping I → A is Q = { t x , t y , t z , s, R }
where R ∈ IR 3×3 is an orthonormal matrix rotating a shape in I to its reference orientation in A as obtained by OPA. Shape displacement experiments required during the estimation of Ψ in the AAM building process can now be composed by d * Q, i.e. a shape displacement in A and a mapping (fixed for each training shape) to I.
Systole Detection
To render ejection fraction estimation using a bi-temporal 3D model completely unsupervised, the systolic phase needs to be estimated. Due to the flexibility of the model, this can be straightforward estimated by running several searches on different time phases near the central part of the time-series and choose the search result maximising the difference between the endocardial volumes (i.e. the stroke volume);
IMPLEMENTATION
The presented bi-temporal 3D AAM framework was implemented in standard C++ with help from three major third-party libraries. Singular value decomposition and eigenvalue solver were provided by LAPACK. 1 A fast, architecture-specific BLAS implementation for matrix-vector multiplication was provided by the Intel Math Kernel Library.
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Three-dimensional Delaunay decomposition was provided by TetGen.
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In addition to the AAM implementation, a framework for data visualisation in four dimensions were written in C++ using OpenGL. 24 This produced all figures in this article showing MRI data and geometry.
To obtain a reasonable level of performance, aggressive C++ inlining has been used; in particular for the warping code. Computational complexity and cache consistency were considered during design and implementation, but neither code nor memory optimisation have been applied in the current implementation.
EXPERIMENTAL RESULTS
To assess the ability of the described AAM framework to locate the left ventricle in 4D cine MRI, a series of cross-validation experiments were carried out on a 2 GHz Pentium PC equipped with 1 GB RAM. Due to the small sample size (twelve patients), a leave-one-out validation approach was chosen. Hence, twelve models were built on eleven training examples and the remaining example was used for testing. For each experiment, the bi-temporal AAM searched the end-diastolic phase and five central frames to locate the end-systole. In each of these five searches, the AAM was initialised in a 3 × 3 grid in the xy slice plane around the mean pose configuration as determined from the (independent) training set. The grid spacing used was 33% of the mean shape width in x and y, respectively. This grid size showed sufficient coverage of the pose variation in the current training set, since at least one of the nine searches converged onto the true location of the heart in all patients. For other data sets, a different grid size may be needed. In total, 12 × 5 × 9 = 540 AAM searches were carried out.
All shape models contained 1560 points, i.e. 4680 variables. To reduce memory requirements and speed up computations, all input images were subsampled in x and y to 128 × 128, z remained unchanged. Texture models contained approximately 22000 texture samples. The proximity of the left ventricle was modelled by adding whiskers at each landmark with a length of five voxels (measured on the mean shape sized to mean size). Five samples for each whisker were acquired during texture sampling. The texture model pruning retained the 70% samples showing the least variance over the training set. Subsequently, shape and texture PCA models were truncated to explain 98% variation in the training set (see e.g. 53 ). To gain increased flexibility from the limited training set, shape and texture eigenspaces were not coupled, i.e. Φ c = I. Table 1 shows the signed and unsigned mean errors, between the AAM and the human observer, of the enddiastolic volumes (EDV), end-systolic volume (ESV) and ejection fraction (EF). A more detailed impression of agreement between these two methods for estimation of global functional cardiac indices is given by the Bland-Altman plots 5 in Figure 3 (left). The accuracy obtained in each patient is illustrated in Figure 3 (right).
Qualitative results are given for patient 4 in Figure 4 , showing the initial and converged model geometry overlaid on the MRI. Movie sequences illustrating the model convergence can be obtained electronically by request to the corresponding author. The systole detection determined the ground truth time phase given by the human observer in five cases (42%). In six cases (50%) the neighbouring phase was deemed the systole. In one case (8%) the detected systole and the observer-given differed by two phases. All seven systolic phases that did not match the observer-given phase were detected in a later phase. To assess the potential confounding between systole detection and ventricular volume estimation, a set of leave-one-out experiments using the ground truth systole was carried out. A summary of these results is given in Table 2 .
A single leave-one-out experiment peaked with respect to memory usage at 153 MB in this unoptimised implementation. Model building and model search timings are shown in Table 3 . The figures in the third and fourth row are obtained by dividing the second row with the number of phase searches (five), and the third row by the number of initialisation grid sites (nine). One image texture sampling took 15 ms on average.
In comparison to Table 2 , a similar set of experiments was carried out, but with no pruning of the texture model, no whiskers and using the traditional coupled shape and texture eigenspaces. The unsigned mean errors were: Endo EDV=10.0±9.1 ml; Endo ESV=5.5±4.0 ml; Epi EDV=28.6±23.3 ml; EF 3.2±1.7 percent.
Repeating the experiments in Table 2 , but without the described slice correction procedure showed a markedly decrease in accuracy for all figures but the Epi EDV. The unsigned mean errors were: Endo EDV=11.7±9.3 ml; Endo ESV=6.7±5.0 ml; Epi EDV=24.6±17.6 ml; EF 3.1±2.5 percent.
Finally, to prove that full-resolution modelling of the input data was possible, an additional set of experiments was carried out. These were similar to the ones in Table 2 , but with no x and y subsampling. Results were comparable, but errors were -although modestly -consistently higher compared to the equivalent subsampled results.
DISCUSSION
The simple grid-based initialisation strategy succeeded in localising the heart in all twelve patients. This success may in part be attributed to the relatively small training set showing a moderate variation in pose. For larger training sets, it may be needed to perform leave-one-out analyses to determine the limits of convergence for each pose and model parameter. These, in combination with the observed distribution of pose and model parameters, will then determine the required minimal grid size and spacing to guarantee successful generic initialisation. Additionally, a multi-resolution implementation can be used to speed up this process.
Our experiments showed that the end-systole localisation obtained is acceptable. The results in Table 1 areby design -biased towards larger end-diastolic volumes and smaller end-systolic volumes. This, and the fact that only five out of twelve end-systolic phases were correctly classified, are still considered acceptable. The end-systolic phases (and thereby the associated volume) were manually determined from a single slice image only. On the contrary, the model was able to search for a global volumetric minimum. Further, considering the coarse temporal sampling and the pronounced bias towards a later phase in the detected systoles, we consider the automatically determined end-systolic phases on equal terms to the manually given.
Quantitatively, we observe that our method handles challenges such as epicardial fat well due to its constrained nature. See e.g. the epicardial contours in Figure 4 . However, inspection of the obtained results revealed that determination of the extreme basal and apical slice still poses a challenge as it does for the manual observer. This is primarily due to the anisotropy of the voxels, which only allows for a slice-based annotation. To avoid this, high-definition models can be built based on data from sophisticated acquisition schemes such as 6 where a much improved coverage of the LV is obtained. Such models could subsequently be used to search sparse, short-axis slice-oriented data similar to the data in this study. We anticipate that results from such a strategy will outperform human performance due to the vastly more detailed prior model.
The obtained volume errors were fair except for one outlier in both size and shape that also showed pronounced image artefacts (patient 5). Epicardial volumes (used for calculating the mass of myocardium) showed a relative error, which was markedly higher than for the endocardial volumes.
Although not directly comparable due to differences in scanners, pulse sequences, subjects, et cetera, the variability of the obtained ejection fraction estimates compares very well to the inter-observer variability in a recent MRI-based ejection fraction study.
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Further, limits of agreement for end-systolic volumes and end-diastolic volumes are near-identical to those presented in, 44 which concluded on basis of these that a new method for assessing ESV and EDV was accurate and produced results comparable to the established method. Due to this similarity, we see a clear indication that the presented method can replace the current resource-demanding and tedious practice of manual annotation required to estimate cardiac blood pool volumes and ejection fraction.
The usage of texture model pruning, whiskers and decoupling of shape and texture eigenspaces in combination was showed to have a markedly positive influence on the results. So did the correction of respiratory induced slice displacements. However, using full resolution images compared to a decimation in the x and y axes increased the error slightly. This suggests that the regularisation obtained by the subsampling was desirable, i.e. it eliminated more noise structures, than it deteriorated the latent tissue structure. In this conjunction, it may be interesting to apply a more principled and data-driven regularisation using a truncated wavelet texture representation as introduced for AAMs in 60 and further explored in.
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Since this work (arguably) represents the first application of 3D AAMs independent from the work by Mitchell and co-workers 42 some comparisons may be of value to the reader to outline differences and extensions. Contrary to the single image 3D AAM in, 42 this work features a bi-temporal 3D AAM applied to 4D images using automated systole detection. The tetrahedral warper employs a general 3D Delaunay decomposition, contrary to application-tailored tetrahedral meshes. Ordinary Procrustes alignment was based on a simple SVD-based solution, contrary to -admittedly elegant, but not so well-known and more involved -quaternion-based alignment. The problem of respiratory motion mentioned in 42 has been addressed and assessed in our data. Non-Gaussian texture appearance caused by papillary muscles has been addressed by a texture model pruning mechanism. A simple method of adding proximity sampling to the texture model was employed, contrary to application-tailored tetrahedra. Running multiple searches, contrary to a dedicated search method initialised the models. Finally, our timings indicate a substantially faster implementation. In, 42 it took 2-3 minutes to optimise a single-image 3D AAM containing approximately 7000 voxel using a 1 GHz PC. In our setting, a 3 × 3 grid search using a bi-temporal 3D AAM containing approximately 22000 voxels took 3.4 seconds on average using a 2 GHz PC. Although this indicates a significant difference in performance, we emphasise that a direct comparison is not possible, due to the different requirements stemming from different data sets, et cetera.
We hypothesize three major issues that limit the accuracy obtainable from the described approach. Primarily, the shape PCA may not be able to approximate new examples from a training set of only eleven examples. This may also be true for the texture model, which may cause uninteresting minima in the cost function evaluated during the model-to-image fitting process. Judged from the image appearance in the data set, we believe the shape PCA to be the limiting factor. Next is the issue of the extreme basal and apical slice, which is more a data problem than a model problem. As this also pertains to the ground truth solution it may be hard to address and evaluate. In this matter, we have outlined a solution above based on additional image data. Finally, the naïve approach taken to establishment of point correspondences may prove insufficient. In particular, if more detailed models of the myocardium, or local measures such as wall thickness, et cetera, are required in future studies. Fortunately, this topic is well described in the literature and some alternatives are given above.
As a concluding remark; statistical approaches similar to the described method are ultimately limited by the sample size and how representative the training set is. Consequently, hard conclusions regarding the general performance of such a method will remain fragile until more training data becomes available.
CONCLUSION
A method for unsupervised estimation of ventricular volumes, masses and ejection fraction from four-dimensional cardiac cine MRI has been presented. The learning-based method establishes statistical models of myocardial shape and appearance from a training set of end-diastolic and end-systolic images, which enables it to rapidly infer global cardiac indices from unseen 4D images contaminated with substantial image artefacts.
Cross-validation of the method carried out on clinical-quality scans of twelve volunteers indicates that ejection fraction and cardiac blood pool volumes can be estimated automatically and rapidly with an accuracy comparable to the typical inter-observer variability.
APPENDIX A. ORDINARY PROCRUSTES ALIGNMENT IN K DIMENSIONS
This appendix serves to demonstrate the validity of the solution to the orthogonal ordinary Procrustes alignment problem for two shapes in k dimensions (in our case k = 3). Let X 1 , X 2 ∈ IR N ×k denote two shapes with centroids incident with the origin. The optimal rotation -in a least-squares sense -that superimposes X 2 onto X 1 , is given by arg min
where ||M|| = tr(M T M) denotes the Frobenius norm, and R is an orthonormal matrix subject to det(R) = 1. Now consider the following expansion
and its trace
= tr(X Consider the following singular value decomposition (see e.g. 29, 48 )
where U and V are orthonormal matrices (called singular vectors) and S is a diagonal matrix of singular values. The optimal orthonormal solution to (9) is claimed to be R = VU T .
It now follows directly that X
is symmetric and positive semi definite since all eigenvalues -given by S -are nonnegative.
However, VU T only holds a rotation matrix when USU T is symmetric and positive definite. In the rare case where not all singular values are nonnegative, the correlation matrix, X T 1 X 2 R, can be maximized using a reflection, i.e. det (R) = −1. A solution to (9) that ensures rotation is
where ∆ = diag( [ 
APPENDIX B. BARYCENTRIC COORDINATES OF A TETRAHEDRON
Let b = [ α β γ δ ] T denote the barycentric coordinates of a simplex in three dimensions; a tetrahedron. Subject to the two constraints, 1 = α + β + γ + δ and 0 ≤ α, β, γ, δ ≤ 1, these coordinates will uniquely determine any position, p, within the tetrahedron, T (given by the point set {x i , y i , z i } Degenerate tetrahedra (having four coplanar points) will thus have d = 0, i.e. no inverse.
