Abstract. This paper exposes the Rapid Dialogue Prototyping Methodology [4, 3, 1] , a methodology allowing the easy and automatic derivation of an ad hoc dialogue management system from a specific task description. The goal of the produced manager is to provide the user with a dialogue based interface to easily perform the target task. In addition, reset patterns, an extension of the prototyping methodology allowing a more flexible interaction with the user, are proposed in order to improve the efficiency of the dialogue. Reset patterns are justified and theoretically validated by the definition of an average gain function to optimize. Two approaches to such an optimization are presented, focusing on a different aspect of the gain function. Eventually, experimental results are presented and a conclusion is drawn on the usefulness of the new feature.
Introduction
The Rapid Dialogue Prototyping Methodology [4, 3, 1] (or RDPM) aims at creating task-oriented dialogue models according to the following general idea: the target dialogue model is a finite-state model that can be easily and systematically derived from a frame based representation of the task. Such an approach is innovative when compared to traditional dialogue prototyping methods which start from a generic dialogue model and apply it to concrete cases; RDPM builds the dialogue manager specifically for a given task, thus ensuring that only necessary features are present and that the dialogue model is not too complex for the target task. Three projects have been carried out using this approach: InfoVox 1 , consisting in the deployment of a dialogue-based vocal server providing information about the restaurants in the city of Martigny, Switzerland; secondly, the European INSPIRE project 2 , aiming at a dialogue based control of various home devices within a Smart Home environment; finally the MDM project 3 , aiming at a dialogue based interaction with a database containing multimodal meeting transcriptions. The InfoVox project [5] served to fully test the original version of RDPM, while the methodology is currently further investigated in the context of various extensions of RDPM.
We will first give a brief overview of the key features of RDPM and then focus on an extension, reset patterns, motivating it and showing its efficiency. Finally, a conclusion on the use of the extension is drawn.
The Rapid Dialogue Prototyping Methodology
The Rapid Dialogue Prototyping Methodology basically consists in five main steps:
1. producing a task model for the target application (see subsection 2.1); 2. deriving an initial dialogue model from the produced task model (see 2.2); 3. carrying out a Wizard-of-Oz experiment, which is a simulated human-machine interaction where the user is exposed to a system he believes fully automatic, while a hidden human operator is manually operating some of the system functionalities that have not yet been fully implemented. This enables developers to obtain an early evaluation of their prototype, and therefore to improve their dialogue model. 4. carrying out an internal field test to further refine the dialogue model, and to validate the evaluation procedure. The test is conducted with the cooperation of "friendly" users, namely system designers, colleagues and friends, who are not necessarily representative of the target users of the application. 5. carrying out an external field test to evaluate the final dialogue model according to the evaluation procedure defined during the internal field test.
The first two steps will be described in more detail in the following subsections, while the three remaining ones are not relevant to this contribution and therefore will not be explained further.
Producing the Task Model
In RDPM, a task model is described in the form of a set of relational tables (frames), where columns are the attributes needed to identify the actions to be performed and lines, or "solutions", are the possible action candidates. More precisely, a task is modeled as a function, the arguments of which correspond to the above-mentioned attributes and the call to which results in the selection of the action corresponding to the values selected for the attributes. For example, in the InfoVox restaurant application, the task to perform is a single function select restaurant(Cuisine, Location, Opening time, Opening days, Price range), the attributes of which identify the 5 selection features available for the restaurant search. Therefore, the task model of the Infovox project is simply a table with 5 columns (one for each of the attributes), the lines of which are the various value combinations of the attributes corresponding to existing restaurants. In the case of more complex models consisting of several interconnected tables (for example a main table and several secondary tables containing additional attributes), standard database normalization procedures are first applied to transform the original tables into a single one.
Deriving the Initial Dialogue Model
In the RDPM approach, a dialogue model is defined as a set of interconnected Generic Dialogue Nodes (or GDNs), where each node is associated with one of the attributes in the solution table. The role of each GDN is to perform the simple interaction with the user that is required to obtain a valid value for the associated attribute.
To deal with the various attributes appearing in the relational tables defining the task model, we consider two main types of GDNs: simple GDNs associated with static fields (i.e. fields the values of which do not change in time, or change only very slowly; for example the devices in a given room), and list processing GDNs, associated with dynamic fields (i.e. fields the values of which quickly change in time; e.g. the list of films that might be recorded at a given date and time). In order to perform the interaction it is responsible for, each GDN contains 2 types of components: prompts and grammars. Prompts are the messages uttered by the GDN during the interaction; several types of prompts are defined, handling a wide range of interaction situations with the user (normal, help, reformulation, . . . ). The role of grammars is to make the connection between the surface forms appearing in the natural language user utterances and the "canonical values" used in the task model. In the architecture that we have selected for implementation, the processing of the GDNs (i.e. the actual interaction with the user) is taken in charge by a specific module called the local dialogue manager. In addition, a branching logic responsible for the management of the global dialogue flow needs to be specified as well: in our approach, this branching logic is hard-coded in a specific module called the global dialogue manager.
Limitations of RDPM
RDPM is a bottom-up methodology: it starts from a precise task and builds up a dialogue manager specifically for it. This implies that no unnecessary features are produced, but also that there are several limitations in the final dialogue manager.
One of these limitations is the absence of global memory in the system: as soon as an action has been performed, all request fields are reset to "zero" and there is therefore no way to exploit previous interaction with the system. A typical example would be the following, where the user interacts with a smart home and searches for a film to record for the evening; in the current version of RDPM, the interaction would sound like:
-System: What can I do for you? -User : I want to search for a movie on TV this evening.
-System: I have found "Star Wars" on ABC.
At this point, the task (providing information about the movie) has been performed and the dialogue memory is then reset to zero. A new interaction is instantiated, and the next prompt is:
-System: What else can I do for you?
If, on the basis of past interactions, the system could predict that the user will want to record the film, it could memorize some of the past information and prevent the user from specifying a whole request from scratch. The system might then simply ask "Would you like to record the film on ABC tonight?". Implementing such memory based behavior in RDPM is the motivation behind the extension exposed in the following section, the reset patterns. Although there is yet no proof of the correlation between the use of reset patterns and increased user satisfaction. Our assumption is that entering a smaller number of parameters and therefore shortening the interaction time is a great advantage to the user; we plan to analyze user satisfaction during the ongoing WoZ experiments with the INSPIRE and MDM prototypes.
Reset Patterns: methodology
The main goal of reset patterns is enabling the system to adapt itself to the behavior of one specific user or population of users and to anticipate his/their next decisions. The idea is to develop an intelligent reset algorithm that sets the dialogue model field values to zero only if there is no way of accurately estimating their most probable values according to previous interactions with the user. Otherwise the system should keep the most probable values according to the previous request. Before introducing the algorithm computing the optimal reset pattern for each action, we will define in section 3.1 a criterion allowing us to assess the performance of reset patterns: a function called gain to be maximized in order to define optimal patterns.
The gain function g(i 2 |Set(i 1 ))
Let us consider the ith action in the solution table associated with the dialogue model:
where v ij is the value of the j th attribute of the i th action (solution). If the j th attribute is not relevant for the i th solution, we write v ij = N REL. We then define, for each solution i:
-Def (i) = {j|v ij = N REL}: Def (i) is the set of the attributes that are relevant for the i th solution; -Set(i) is the set of the attributes for which a reset value is defined after action i is performed.
The reset pattern V (i) for the i th solution is therefore the vector of values v i j defined by:
where v ij is the value assigned to attribute j if pattern V (i) is applied.
In addition, we also define:
i.e. the set of solutions compatible with the reset pattern V (i);
and, for any set of attributes A ∈ Def (i),
-n(i, A) is the average number of attribute values (also called information units hereafter) that the user has to provide to the dialogue system in order to set all the elements of A to values compatible with i, provided that all the attributes in (Def (i) \ A) have already been set to compatible values.
At this point we must consider the effects of propagation, i.e. the phenomenon where, due to the constraints imposed by the solution table, entering values for one or more attributes may directly imply that the values of some other attributes are uniquely determined. The actual number of attribute values to be acquired may therefore depend on the order in which the values are provided by the user. If none of the values of the attributes in A can be derived by propagation, we simply have: n(i, A) = |A| (where |A| is the size of the set A). In case of propagation, the computation of n(i, A) is more difficult: if we make the assumption that the user has no preference on the order in which the values for the attributes in A are provided, then n(i, A) is the average number of information units to be provided when computed on all the permutations of A. In any case, we have:
Use of Reset Patterns Given these definitions, the use of reset patterns is the following:
1. as soon as the action associated with solution i 1 is performed, the dialogue is restarted with all attributes in Set(i 1 ) set to the values defined by the reset pattern V (i 1 ) and the next prompt is produced accordingly; 2. (a) if the next solution i 2 sought by the user ∈ Cmp(i 1 ), dialogue continues as if the values for the attributes in Set(i 1 ) had been normally obtained from the user. The number of information units to be provided by the user in order to perform the action associated with solution i 2 can therefore be computed as follows:
-if no reset pattern is used, the average number of information units to provide would have been n(i 2 , Def (i 2 )); -if the reset pattern V (i 1 ) is used, the average number of information units to be provided is therefore n(i 2 , Def (i 2 ) \ Set(i 1 )). Consequently the gain in terms of information units is:
(b) if the next solution i 2 is not in Cmp (Set(i 1 )) , then the user has to trigger the "reset" action in order to clear the dialogue memory from all reset values; the user therefore has to provide one more information unit than in the case of a dialogue reset without any reset pattern; in this case, the gain is therefore
The average gain function G(i 1 ) If we denote by P (i 2 |i 1 ) the probability that the action associated with i 2 is performed once the action associated with i 1 has been performed, the average gain G(i 1 ), computed over all the possible sought actions, is defined by:
Once G(i 1 ) is formally defined, we can use it as a quality measure for the selection of the optimal reset patterns; indeed, it seems quite intuitive to consider that the best reset patterns to choose for the action A i 1 is the one that maximizes G(i 1 ), i.e. the one that, in average, minimizes the number of information units to be provided to perform the action. Notice that, as already mentioned in section 2.3, minimizing the average number of information units does not necessarily guarantee that the the use of reset patterns will systematically lead to an increase of the user satisfaction. However, as we have already observed (in the InfoVox and INSPIRE projects), a reduction of the interaction duration often implies an increased user satisfaction. Of course, this hypothesis will be experimentally validated through specific WoZ experiments. In this section, we present two approaches to implement the maximization of G(i 1 ); in the first one (section 3.2), we make strong assumptions to simplify the estimation of P (i 2 |i 1 ), while in the second approach (section 3.3) we adopt a more sophisticated technique for estimating P (i 2 |i 1 ) in the case where interaction logfiles are available.
Simplifying G
In order to derive an optimal reset pattern definition, we need to compute G(i 1 ) in a more precise way. First, we assume that there is no propagation. In this case, we have:
Therefore, if we consider a given reset pattern V and want to maximize the average gain when V is used to reset i 1 , G(V ), we have to maximize the following function:
The last necessary step to perform the maximization is therefore to obtain the probability values P (i 2 |i 1 ); for this, we can consider three hypotheses of decreasing strength:
1. P (i 2 |i 1 ) = K, i.e. all probabilities are the same; 2. P (i 2 |i 1 ) = P (i 2 ), i.e. the probability of occurrence of an action only depends on the action itself and not on the preceding one. 3. the dependencies between subsequent actions are taken into account and no simplification is made on P (i 2 |i 1 ).
If we consider the first two hypotheses, we can easily see that the maximization of G(V ) will lead to a value of V which is completely independent from i 1 . This implies that the result will lead to the same optimal reset pattern for all the actions. Moreover, the most compatible reset pattern reflects the most frequently occurring attribute values, as confirmed by experimental data (see section 4). This means that ignoring the dependencies between actions is a too strong assumption and that such dependencies should be considered if we want to compute actually useful reset patterns.
Estimating the P (i 2 |i 1 )
If we want to take into account the experience gathered from the previous interactions with the user, we can elaborate a more complex approach to the estimation of P (i 2 |i 1 ). Interaction logfiles can be used as a source for extracting the frequency of transition from an action to another; a possible solution is to store a large amount of interactions in order to derive reliable values for transition probabilities. However, deriving transition probablility estimates from these transition frequencies may not be an easy task, as, for complex applications, the number of actions could become large and the number of observed occurrences very low. A possible solution is to cluster actions into classes A i (hereafter called "action types") characterized by simplified action descriptions reduced to a subset of the original attributes and associated values, and to compute transition probabilities only for such action types. For instance, a possible action type in the INSPIRE Smart Home could be a two-column entry, like:
Extracting the reset patterns
The "brute force" approach Once these transition probabilities have been estimated, we then have to elaborate an algorithm to extract the optimal reset pattern for any given action. A first possible approach is to directly use the notion of gain as defined in section 3.1. For this, we used a "brute force" approach consisting in computing, for each action (or action type), the average gain corresponding to each of the possible reset patterns, so to select the one corresponding to the maximal gain value. Results for this approach have been computed for the INSPIRE system and are provided in section 4. However, as the computational complexity of this procedure grows exponentially with the number of attributes present in the solution table, it is not realistic for large numbers of attributes. A first option to solve this problem is to restrain to action types instead of actions, thus reducing the number of attributes to be taken into account. To deal with the cases where it is not possible nor desirable to reduce the number of considered attributes to a tractable value, we have also developed a second solution that does not use the notion of gain. This solution is briefly presented in the rest of this section.
Dealing with large numbers of attributes The idea here is to use the interaction logfiles to compute the transition probabilities between action types and attribute-value pairs. The aim is to build the reset pattern for action type A i from the attribute-value pairs that have a probability of occurrence after A i higher than a predefined threshold number. If we establish such a threshold for the minimal acceptable probability for an attribute-value pair, we will obtain a group of n tuples of the form (attribute, value, probability), such that probability ≥ threshold, among which to choose the values to be inserted in the target reset pattern. If no tuple exceeds the threshold, the reset pattern corresponding to the reset of all attributes is simply used; otherwise, we must determine whether the selected attribute values such values can be used to build a reset pattern: we must therefore verify that there exists an action type with which the attribute-value pairs are compatible. If such action type exists, then the values can be used; otherwise, we must group the n attribute-value pairs in subsets of size n − 1 and perform the same test; if there is only one possible action type compatible with all the pairs, then those values will be used to build the next pattern; if there are more than one, the most eligible set is the one where the product of transition probabilities is the highest. If there is no compatible action, the same procedure must be applied on subsets of n − 2 pairs, until the compatibility condition is met.
Example Let us suppose that after filtering with a threshold the list of action types for a given application is:
We suppose that after filtering with a threshold value of 0.3, we obtain the following attribute-value tuples for a given action type, e.g. A 0 :
attribute value probability
Since the list contains only two different attribute types (D 0 and D 1 ), we can directly examine the subsets made of two attribute-value pairs:
set (attribute, value, probability) prob. product s1
Since we can only retain subsets that are compatible with actual action types, we can only choose between s 2 and s 4 . Since s 4 has the highest probability product, s 4 is therefore selected as the reset pattern. A more detailed theoretical validation of the approach presented in this section can be found in [2] .
Experimental Results
We have applied the techniques exposed in this paper to the SmartHome dialogue system developed in the INSPIRE project. The complete solution table (containing 310 different actions, each defined by up to 10 attributes) was used to for compute the optimal reset patterns. For the estimation of the probabilities P (i 2 |i 1 ), three cases were considered:
-equiprobability (i.e. P (i 2 |i 1 ) = K); -no sequential dependencies (i.e. P (i 2 |i 1 ) = P (i 1 )); -random probabilities.
The third case was considered to simulate a less artificial situation than cases 1 and 2. It was unfortunately impossible to use real values for the probability estimates because the INSPIRE interaction logfiles were not yet available. For tractability reasons, we reduced the computation to a maximal number of attributes ranging from 3 to 7 and did not consider the effects of propagation.
4.1
The P (i 2 |i 1 ) = K and P (i 2 |i 1 ) = P (i 1 ) cases
In both cases, as predicted by the theory, there was a single optimal reset pattern, identical for all the actions. This pattern reflected the most frequent combination of attribute values, television ("Fernseher") for the device attribute and "action on shows" ("Sendung") for the operation attribute. The following Although we used random probabilities for action transitions, we tried to verify the correct behavior of the reset pattern computation algorithm by artificially strongly increasing the value of two transition probabilities:
1. the transition probability that the action "provide details on the evening film" (corresponding to the solution entry which are precisely what we hoped to obtain. The results are therefore very encouraging and we plan to confirm them by testing the algorithm with the transition probabilities estimated from the real log files.
Further experimentation
Our further experiments should evolve along the following lines:
-computing reset patterns in the case of propagation;
-optimizing the code implementing the reset algorithm in order to allow the processing of more complex solution tables, involving a higher number of attributes; -processing transition probabilities deriving from real interactions and evaluate if the reset patterns evaluated on that basis are pertinent to the user during the future WoZ experiments planned in the INSPIRE project.
Conclusions and Further Work
This paper presents an extension to the current version of our rapid dialogue prototyping methodology which enables the dialogue manager to appropriately reset part of the values of the next user request. Thus, the user is prevented from entering a new request from scratch. First, an average gain function G(i 1 ) was introduced to define a general criterion to maximize in order to produce the optimal reset pattern for any given action. The gain function depends on two factors: g, the difference between the number of attribute values to enter to perform an action when reset patterns are not or are active, and the action transition probabilities P . Two approaches have been considered to perform the maximization; the first one simplifies the estimation of P ; the second one proposes a more sophisticated estimation of P . The first approach proved to only produce a single optimal reset pattern identical for all of the actions. The second approach, assuming the extraction of probability estimates from interaction logfiles, was found to be much more promising. The experiments we conducted using the actual INSPIRE SmartHome dialogue system have shown very encouraging results; in particular, they provided interesting experimental evidence for the fact that reset patterns can indeed help the user by preventing him to provide a significant number of information units during his interaction with the dialogue system. We are currently gathering real interaction logfiles in the framework of the IN-SPIRE project and plan to exploit them to validate appropriateness of the presented reset pattern strategy, especially to compute the correlation between the use of reset patterns and user satisfaction.
