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11- INTRODUCCION.
Si tuviéramos que resumir en dos los temas de la Economía Pública 
que se encuentran en el centro de la discusión científica, y cuya 
actualidad traspasa las barreras del campo académico para adentrarse 
en terrenos del debate político, no cabe duda de que éstos serían 
el déficit público y la financiación de las haciendas territoriales. 
La persistencia de un marco deficitario que afecta al conjunto del 
sector público, tanto en el ámbito empresarial (Empresas Públicas), 
como en el institucional (Seguridad Social, etc.) preocupa grandemente 
por cuanto actúa a modo de remora a la expansión económica, mientras 
que la situación de interinidad o indefinición en la que se encuentran 
los entes territoriales (comunidades autónomas y corporaciones locales) 
desde el punto de vista de su financiación, fruto de los problemas 
surgidos en la búsqueda de un consenso para la financiación definitiva 
de las comunidades autónomas tras el paréntesis del período transitorio 
que siguió a la promulgación de la LOFCA y del retraso que sufre 
la reforma de la financiación local, impide el pleno desarrollo del 
modelo de financiación múltiple descentralizada que emana de la Consti­
tución de 1978.
El presente artículo pretende incidir en el debate abierto 
acerca de ios criterios que se barajan para modificar las actuales 
estructuras de financiación local, cuyos perniciosos efectos (petrifi­
cación de bases imponibles, insuficiencia crónica de recursos, etc.) 
ya resultan tópicos a fuer de repetidos. El objetivo último de este 
trabajo consisteen sentar las bases que permitan una correcta estimación 
de los determinantes de las necesidades de gasto municipal, como 
pilar sobre el que, en un marco de economía normativa, deberían susten­
tarse las medidas de reforma a introducir. Además, dada la proliferación 
en número y la heterogeneidad existente entre los municipios españoles 
referiremos nuestro estudio a los municipios de menor dimensión.
2- METODOLOGIA.
Para estimar los determinantes délas necesidades de gasto local, 
el punto de partida obvio consiste en fijar el marco competer.cial
en el que por imperativo legal se debe encuadrar la actividad municipal. 
En otras palabras, dado un nivel de competencias legalmente encomendadas
2a los ayuntamientos, sería preciso conocer, o al menos intuir, de
alguna manera la demanda de bienes y servicios públicos locales, 
la cual coincidiría con las necesidades de gasto de los municipios
(1 ).
En este sentido podemos resumir en dos los grupos de opciones 
metodológicas encaminados a la determinación o medición de dichas
necesidades:
El primero comprendería la estimación de las necesidades
locales a .partir de las estructuras de costes de los servicios a 
proporcionar, bien sobre la base de los actualmente provistos, o 
bien por medios de algunos indicadores estándar (2).
_ El segundo partiría de la utilización de técnicas econométricas 
mediante las cuales se trataría de identificar las variables determinan­
tes del gasto local (3).
A nuestros efectos, y a fin de discernir les elementos determinan­
tes de las necesidades de gasto local her.es optado por seguir el
enfoque basado en la utilización de técnicas econométricas y, en
particular, del análisis de componentes principales (ACP) (4). Mediante 
esta técnica trataremos de identificar los factores que mejor se
pueden relacionar con las necesidades de gasto de los municipios 
a partir de un colectivo más amplio de variables cuya influencia
en el gasto supondremos que se deriva de las competencias legalmente 
encomendadas a éstos.
La vigente Ley de Bases de Régimen Local de 2 de abril de 1985 
dispone en su Capítulo III, arts. 25, 26, 27 las materias sobre las 
cuales deben ejercer sus competencias los municipios, competencias 
que varían en función del tamaño o dimensión del municipio, medido
en términos de población. En particular, la Ley les atribuye competen­
cias en materia de servicios generales (abastecimiento de agua potable, 
tratamiento de residuos sólidos urbanos, alumbrado, alcantarillado 
...), servicios sociales (promoción y reinserción social, atención 
primaria a la salud), educación (cooperar en la creación, construcción 
y sostenimiento de centros docentes públicos), ocupación del tiempo 
libre (cultura, deporte, turismo...), obras públicas y urbanismo
3(parques y jardines, ordenación urbanística, pavimentación de vías pú—  
blicas urbanas... ) y, para los municipios de más de 50.000 habitantes -
transporte colectivo urbano y protección del medio ambiente.
Examinando las competencias citadas, creemos posible localizar 
un número de variables suficientemente elevado como para resumir 
en ellas la determinación de las necesidades de gasto. Para ello 
nos ceñiremos a un total de veintisiete variables "físicas" prescin­
diendo de las magnitudes presupuestarias tales como "presupuesto 
de gastos en la función H y el año I" a fin de evitar estimaciones 
sesgadas como consecuencia de la inclusión de datos que reflejen 
las preferencias del pasado. La selección de las veintisiete variables 
se ha inspirado en parte en las expeeriencias de estudios anteriores 
(5). Si bien preferentemente se ha seguido el criterio de la relación 
apriorística con las funciones de gasto, y, para darle un marco territo­
rial a la estimación, se han referido a una muestra de setenta munici­
pios asturianos.
En el cuadro número 1 se encuentra la descripción de las veinti­
siete variables empleadas.
En cuanto a las fuentes, los valores de Xo, Xa , y X.' se han 
extraído de' INE 1984, los de X ^  , X ^  , X ^  y X de SADEI 1986, 
b, los de X00 , X__, Xocy X„_ de T.E.M.A. 3 1984 y el resto de SADEI
d ¿  ¿LO ¿ O  ¿ O
1986, a.
Por lo que se refiere a la relación causal de las variables 
escogidas con las funciones de gasto, si bien en algún caso es obvia 
(por ejemplo, población total, renta municipal, superficie, unidades 
escolares, residuos sólidos, etc.), en otros parece necesaria una 
explicación. Así, a nuestro ju.icio, las variables X^ , X^ , y X^ 
pueden medir de alguna manera la dispersión de la población municipal, 
con sus secuelas de necesidades de infraestructuras y comunicaciones
intramunicipales. Del mismo modo, la densidad de la población, unida
a su crecimiento y en su caso a la importación de mano de obra exterior
podrían explicar gastos derivados de la congestión, necesidades de 
transporte o servicios de seguridad y protección civil. L'r, fuerte 
peso en el empleo industrial puede conllevar una más alta necesidad 
de protección medioambiental, al igual que un gran número de oficinas
bancarias y licencias comerciales será señal inequívoca de municipios 
con componente de capitalidad zonal o atractivo comercial. En fin, 
las variables de pirámide de edades harán referencia a necesidades 
específicas de cada grupo.
Por último cabe indicar que las variables seleccionadas, 
a excepción de las "dummy", han sufrido una transformación tendente
a relativizar u homogeneizar en lo posible su significado (6). En
este sentido, hemos sustituido los valores por otros x^ tales
que
X. . 
ijx. . = -----------
i = 1, 2, 3, ..., 24
ij 
j=l
Es decir, las nuevas variables x^j medirán la participación 
relativa de la característica e información facilitada por la primitiva 
referida al municipio j en el conjunto de la muestra regional
analizada, que en este caso coincide con el total regional (7). Así
por ejemplo, xi3_i2 indicará la proporción de la variable 13 (Renta
Municipal) atribuible al municipio 12 (Cangas de Onís) en relación
al total de la renta de los municipios asturianos.
La selección de los municipios de la muestra ha sido
realizada tras agrupar los setenta y ocho municipios asturianos en 
conjuntos relativamente homogéneos para lo cual utilizamos el Análisis 
de Cluster en su variante "K-means" sobre la base de las mismas 
veintisiete variables que se utilizarán en el ACP (8). El cuadro 
n9 2 recoge los resultados de dicho análisis. En él se advierte 
la división de las localidades asturianas en cinco grupos o "clusters". 
Cada uno de ellos contiene la información precisa en lo referente 
al número de municipios de cada grupo, así como las distancias entre
los centroides de cada grupo y entre los municipios dentro del grupo.
A efectos de seleccionar un conjunto de ayuntamientos
relativamente homogéneos sobre el cual efectuar el ACP que nos debe 
llevar a encontrar los factores determinantes de las necesidades
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5de gasto de los municipios españoles de menor dimensión, identificamos 
el "cluster" número 4 como aquel que mejor se acomoda, dados los 
valores que toman las veintisiete variables utilizadas para cada 
una de las localidades, a nuestros objetivos. En consecuencia, partiremos 
de una matriz de 70 municipios por 27 variables y a ella le aplicaremos 
el ACP.
El cuadro núr.ero 3 muestra la matriz de coeficientes 
de correlación entre las veintisiete variables tomados dos a dos, 
de modo que cada coeficiente r^ij ) expresa el grado de relación 
lineal existente entre las variables x^ y x^ situadas respectivamente 
en la fila i-ésima y la columna j-ésima de la matriz.
casos y 27 variables) nos permite sustituir la información contenida 
en la misma por la recogida en una nueva matriz de 70 x 6 (70 casos 
y 6 factores) de manera tal que de acuerdo con los resultados del 
análisis, esos seis factores o componentes principales explican el 
78,97% de la varianza total (9).
una función de las veintisiete variables primitivas, las cuales reciben 
distintas ponderaciones para cada componente. Con funciones lineales, 
obtendremos un sistema cor.o
La aplicación del ACP a nuestra matriz de 70x 27 (70
Cada uno de los seis factores considerados representa
X2 “ a21 F1 " S22 F2 + . . + a
X27 _ a27.1 F1F, + a27.2 2F_ + • • •
donde Xi , i = 1, 2, ... 27, son las variables primitivas
Fj , j = 1, 2, ...6, son los factores
a^ .. , i = 1, 2, ... 27, son las ponderaciones o "cargas
j = 1, 2, ... , 6 factoriales"
6El cuadro 7 presenta la matriz de cargas factoriales o valores
de todos los a. . para nuestro supuesto de 27 variables y 6 factores
latentes. Los valores VP en la base del cuadro son los denominados 
"valores de Eigen", calculados para cada factor como suma de los 
cuadrados de las cargas y que miden la varianza explicada por el
mismo. Obviamente, de la simple lectura de los VP se desprende la 
relación decreciente existente entre el poder explicativo de cada
factor, de manera que F 1 es el primer componente principal, ^
el Pegurd~, etc.
l^ cuadro 8 expresa la** caigas p=r' lns cinco factores tras
una rotación ortogonal, es decir, se indican las ponderaciones a'
ij
teniendo en cuenta que ahora los factores no están relacionados,
o, en otros términos, son linealmente independientes (10). Esta última
matriz de cargas factoriales se presenta en el cuadro 9 con dos notables 
alteraciones. Por una parte, las columnas aparecen ahora según un
orden decreciente de varianza explicada por los factores de modo
que se muestran primero las cargas factoriales superiores a 0,5.
Ader.ás, y por otra parte, las cargas inferiores a 0,25 no se consideran 
dignas de estimación y son reemplazadas por el valor cero, de donde 
a nuestros efectos 0,25 implica que la variable i-ésima y
el factor j-ésimo guardan entre sí una relación causal despreciable 
por minina.
3. ANALISIS DE RESULTADOS.
Llegados a este punto, conviene decir algo acerca de lal 
interpretación económica de los factores surgidos del ACP.
En este sentido, la matriz de cargas factoriales permite 
discernir cuáles son las variables que determinan en mayor medida 
las características o la singularidad propia de cada factor. EÍ cuadro 
10 resude estas características para los seis primeros componentes
extraídos. En él exponemos para cada componente o factor su denomina­
ción, las variables predominantes y el porcentaje que explica de 
la vanar.za común.
La denominación es una forma de identificar los factores 
de tal manera que el nombre o la etiqueta escogidos para cada uno
7permita, sin grandes dificultades, reflejar cuál es básicamente la 
composición cualitativa de cada pauta factorial. En consecuencia, 
la denominación deberá tener en cuenta tanto el peso o ponderación 
de las variables primitivas como la relación económica significativa 
entre las variables predominantes. Ello hace que no siempre resulte 
una labor sencilla el etiquetado de los factores, por cuanto el hallazgo 
de conexiones representativas dista mucho, en la mayoría de los supues­
tos, de ser obvio.
El primer factor, al que designamos como urbanización explica 
prácticamente el 40% de la varianza común. Como característica principal 
de este primer componente es de destacar el enorme peso que en el 
mismo tienen cinco de las variables primitivas ("renta municipal", 
"viviendas totales", "licencias comerciales", "residuos sólidos" 
y "parque de vehículos"), cuyas cargas factoriales se aproximan a 
la unidad. Además, cuatro variables ("unidades escolares", "oficinas 
bancarias", "vehículos empleados en la recogida de residuos sólidos" 
y "parados") presenta cargas superiores a 0,6. Parece claro, por 
tanto, que cuanto mayor sea el carácter urbanos de los municipios, 
en oposición al carácter rural, mayor será la dimensión de este factor.
El segundo componente explica el 17% de la varianza común 
y viene determinado básicamente por cuatro variables cuyo denominador 
común consiste en el hecho de medir de alguna manera la estructura 
rip la pnhlaciónT sea estructura de edades ( Xg , x^ y x^q ) o de 
actividad (x^ ). A destacar el signo negativo de la carga referente
a la variable que mide la "población en edad de jubilación", que 
además resulta ser la carga con mayor valor absoluto.
Los factores tercero y cuarto explican cada uno alrededor 
del 15% de la varianza común. El tercero depende fundamentalmente 
del tamaño de la población municipal, como lo demuestra el.que las 
variables con mayor carga factorial sean precisamente la "población 
de derecho", la "variación en la población" y el "número de núcleos 
con población superior a 500 habitantes". El signo negativo de la 
variable "variación en la poblador, durante cinco años" unido al 
hecho de que esta variación fue descendente para los muncipios tomados 
en su conjunto vendría a ahondar en la importancia de la dimensión 
de la población en este factor.
8El cuarto componente viene determinado por aquellas variables 
que indican de algún modo la dispersión de la población en el seno 
de un municipio, sobre todo la "superficie", el "número de parroquias" 
y el "número de entidades singulares". Otras variables con peso impor­
tante en este factor son la "densidad de población" y la dummy "mercado 
de ganados".
El quinto factor es mas difícil de explicar con lógica económi­
ca. No obstante, podemos razonablemente . identificar algunas pautas 
comunes, si bien menos evidentes que en los factores anteriores. 
En este sentido, vamos a denominarlo factor inactividad debido a 
que la variable con mayor peso es la que mide las "viviendas desocupa­
das", con alta carga factorial y signo positivo. La participación 
con sendos signos negativos de las variables "existencia de matadero" 
*
y "renta municipal por persona" viene a apoyar nuestro argumento 
en favor de la relación con la inactividad o pérdida de actividad.
Por último, el sexto factor, cuya aportación a la explicación 
de la varianza común es del 8%, tiene como variables predominantes 
las "viviendas secundarias", el numere de "habitaciones hoteleras"
y la variable dummy "atractivo laboral", las cuales podrían sin gran 
esfuerzo ser integradas en un tronco común tal comc el atractivo 
turístico, por lo cual procedemos a etiquetarlo de esta forma.
En consecuencia, y partiendo del supuesto de que las 27 
variables originales recogen el máximo de información relativa a
las necesidades de gasto de los municipios, nuestros cinco factores 
sintetizarán casi el 80% de esa información. De ella, el primero 
es el de mayor poder explicativo.
El cuadro 11 contiene las puntuaciones de los cinco factores 
para cada uno de los setenta municipios asturianos de la muestra, 
derivadas de los valores de las variables originales en cada municipios 
y del tamaño de las cargas de esas variables en cada factor. Las 
puntuaciones así obtenidas nos permitirán asignar un valor a cada 
factor y municipio, con lo que estaremos en condiciones de operar
con las puntuaciones factoriales de forma análoga a como lo hacemos 
con los valores de cualquier variable original.
9Una vez expuestos los resultados del ACP, intentaremos explicar 
las necesidades municipales de gasto dentro de un marco funcional, 
cuyas variables independientes sean los seis factores obtenidos. 
En forma matricial.
G = F.B
G = vector columna que mide las necesidades de gasto de
los 70 municipios.
F = matriz de 70 x 6 que recoge los puntajes o puntuaciones 
para cada factor en los 70 municipios, y
B = vector columna de constantes.
Para ello seguiremos dos caminos alternativos y al final
compararemos los resultados.
Por una parte, estimaremos los valores de G, conocidos F
y B. Obviamente la matriz F nos es conocida, puesto que la derivamos
del análisis de componentes principales (11/. Sin embargo, el vector
B no emana directamente del análisis y, en consecuencia , necesitamos 
algún criterio razonable para asignarle valores. A estos efectos
hemos elegido como criterio más aséptico ponderar cada factor según
su participación en la explicación de la varianza conún (1 2 ), de
manera que la función de gasto necesario vendría expresada como
G = 0,3717 F, + 0,169 F„ + 0,1495 F„ + 0,1408 F. + 0,0887 Fc +1 2 3 4 5
+ 0,0803 Fg
La principal ventaja de esta alternativa consiste en el
hecho de no reflejar preferencias del pasado, ya que se prescinde 
por completo de magnitudes presupuestarias. Por el contrario, su
mayor inconveniente es la imposibilidad de obtener de esa guisa
estimaciones cardinales de las necesidades de gasto. En cualquier
caso, los valores ^  así obtenidos pueden servirnos como índices
ordinales de necesidad, o como criterio de ponderación para la asignación 
de fondos o transferencias intergubernamentales.
La segunda vía consiste en estimar los parámetros r, conocidos 
F y G. Para ello utilizaremos la misma matriz F anterior y los presu­
puestos de gastos corrientes de los 70 municipios asturianos de la
muestra para el año 1982 (13). Obviamente, los parámetros así obtenidos
serán menos neutrales, ya que se ven mediatizados por las actuaciones
históricas de las autoridades locales, sean estas fruto de la obligación 
o de la discreción.
Antes de realizar las estimaciones, es preciso señalar que 
las puntuaciones factoriales han sido presentadas de tal modo que 
los valores para cada factor siguen una distribución normal de media 
cero y desviación estándar uno -N (0,1)-.
En consecuencia, hemos procedido a normalizar los valores 
de la variable dependiente a efectos de homogeneizarlos con los de 
las independientes, para lo cual hemos efectuado:
PGC, - m
0 = ---- i-----  i = 1, 2, 3, ...70
donde PGC^ = Presupuesto de Gastos Corrientes del municipio i-ésimo.
;.i = Media muestral =
P'-.r
i = 1 i
70
S = Desviación estándar muestral =
Í f -  . PGC2 
1 = 1 1
70
A continuación efectuamos una regresión escalonada o por 
grados (stepwise regression) cuyos resultados exponemos er. el cuadro
12 (14).
La consecuencia más importante que se puede extraer de esta 
regresión es que los gastos corrientes de los municipios asturianos 
de la muestra en 1982 han venido determinados básicamente por el 
factor "urbanización" (F ^  )• 'En efecto, el primer grado o escalón
que introduce únicamente como variable explicativa dicho factor
presenta un coeficiente de determinación R 2= 0,6197, sobre una expli­
cación máxir.a en el cuarto escalór. (el cual incluye ader.ás en la 
ecuación a los factores "estructura de la población" (^ ), "dispersión
geográfica" (F3 ) e "inactividad" 5 ) expresada por un valor P.
R = 0,8049. A destacar el signo negativo del factor F g , el cual
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implica que contrariamente a nuestras expectativas, han gastado más 
los municipios más activos (15).
Para comparar los resultados de los dos enfoques utilizados
efectuaremos otras dos regresiones en las que intervendrán los valores
^  estimados. La primera de ellas será una nueva regresión escalonada
(stepwise ), cuyo objetivo consistirá en observar la importancia
en términos de coeficiente de determinación de cada factor, mientras
que la segunda tratará de relacionar los valores estimados G con
los realmente presupuestados g •
i
A
La regresión escalonada referente a los valores (16)
continúa poniendo de manifiesto la importancia del primer componente
como máximo determinante de las necesidades locales. En efecto, el
primer escalón , que únicamente incluye a como variable indepen-2
diente, presenta un coeficiente de determinación (R = 0,6188)
prácticamente igual al obtenido para idéntico nivel con los gastos 
efectivamente presupuestados, si bien en este caso, obviamente, la 
explicación total del último escalón alcanza la unidad (17), con 
lo que se concede mayor poder explicativo al resto de los factores.
Finalmente^ el resultado de la regresión efectuada entre las - 
estimaciones de las necesidades de gasto y los gastos realmente presu­
puestados arroja un coeficiente de correlación R= 0,7516 entre ambas 
variables (1C), lo que implica que se podría explicar algo más del 
55% de la varianza de la variable estimada de necesidades a partir
de los gastos presupuestados efectivamente por los municipios, siempre
referido al año 1982, de donde se podría concluir que si es cierto
A
que los valores G reflejan fielmente las necesidades de gasto
de los gobiernos locales, los presupuestos elaboraros por estos gobier­
nos en 1982, a juzgar por la muestra utilizada no responden a estas
necesidades en la medida que cabría esperar.
4 - CONCLUSIONES
Tras examinar los resultados de las distintas estimaciones rea­
lizadas, podemos extraer las siguientes conclusiones:
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1* - El análisis de componentes principales efectuado sobre las veinti­
siete variables originales descubre la existencia de seis factores 
linealmente independientes que en conjunto explican el 78,97% de 
la varianza total, la cual, por hipótesis, mide las necesidades de
gasto de los municipios.
2* - Estos seis factores han sido etiquetados de mayor a menor poder
explicativo como Urbanización (F ^ ), Estructura de la población
(F ), Tamaño de la población (F ), Dispersión geográfica (F. ),2 ó Q
Inactividad (F^ ) y Atractivo turístico (F„ ).5 o
3* - La relación de los seis factores con los presupuestos de gastos
corrientes para el año 1982 mediante regresión pone de manifiesto
la importancia primordial del factor Urbanización como variable explica-
2
tiva de dichos gastos (R = 0,6197),
4? - Sin embargo, hemos estimado unos índices (no cardinales) de
/\
necesidades de gasto local (G ) con criterios más neutrales (no 
dependientes de las políticas de gaste efectivamente realizadas), 
para lo cual ponderamos cada factor según el porcentaje que explica 
de la varianza común. Los índices de necesidad así obtenidos podrían 
ser utilizados como base para la distribución de subvenciones generales 
o no condicionadas por parte del Estado y/o de las Comunidades Autóno­
mas, corrigiéndose en cada caso según las capacidades fiscales de
los respectivos ayuntamientos.
53 - La regresión de G respecto a los seis componentes principales
sigue poniendo de manifiesto la importancia primordial del factor
2
Urbanización (R = 0,6188).
6* - Por último, la regresión efectuada entre las necesidades estimadas 
A
de gasto (G ¿ ) y los presupuestos de gastos corrientes (G ^  ) presenta 
un coeficiente de determinación R ^  = 0,5650, lo cual sugiere que,
centrados en el año 1982 y con las restricciones preestablecidas 
los gastos realizados apenas explican un 55% de los gastos "necesarios". 
Una posible razón de esta baja capacidad explicativa podría radicar
en la divergencia existente en el comportamiento del factor "Inactivi­
dad" en ambos supuestos, ya que el sentido de dicho componente tal 
como se desprende del ACP no concuerda con el que se deriva de la
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experiencia histórica, pues debe recordarse que el factor "Inactividad" 
con signo negativo es la segunda variable explicativa en orden de 
importancia de la función de gasto presupuestado.
VARIABLES INFLUYENTES EN EL NIVEL DE GASTO MUNICIPAL
2
X1 : Superficie en Km del término municipal.
X2 : Número de "parroquias" (#) existentes en el término municipal.
X : Número de entidades singulares, entendiendo por tales tanto ciudaO
des y villas, como aldeas, caseríos, poblados, etc, existentes en 
el término municipal.
X^ : Número de núcleos de población ( o entidades singulares) con po - 
blación superior a 500 habitantes en el término municipal.
X : Población total, según los habitantes de derecho en la rectifica-5
ción padronal de 1.982.
2
X_ : Densidad de población, habitantes por Km en 1.982.
6
X^, : Variación en la población durante cinco años, población de dere -
cho de 1.982 menos población de derecho de 1.977.
X : Población infantil, medida como cociente entre la población menor 8
de quince años y la población total.
XQ : Población en edad de jubilación, medida como cociente entre la po
blación de más de sesenta y cinco años y la población total.
X^q ¡ Población joven, medida como cociente entre la población con eda­
des comprendidas entre los quince y los treinta y cinco años y la
población total.
Xll: trabajadores industriales, como cociente entre los empleos indus­
triales y los empleos totales en 1.982.
X1 2 : Parados» como cociente entre la población desempleada y la pobla­
ción activa en 1.982.
X : Renta municipal en 1.982.
*14' ^ení:a nmnicipal por persona en 1.982.
X._: Viviendas totales en 1.981.15
X..: Viviendas secundarias, como cociente entre éstas y las viviendas
16
totales.
X^: Viviendas desocupadas, como cociente entre éstas y las viviendas 
totales.
X : Habitaciones hoteleras existentes en 1.98213
14
CUADRO N« 1
15
- x : Unidades escolares oficiales existentes en 1.982.
- X Oficinas bancarias existentes en 1.982.
20
- X^ :^ Licencias comerciales existentes en 1.982.
- X22: Toneladas métricas - año de residuos sólidos urbanos generados.
- Número total de vehículos empleados en la recogida y transporte - 
de los residuos sólidos urbanos.
- X Parc?ue de vehículos en 1.982.
- X„_: Existencia de matadero, considerada como variable "dummy" que to-25
mará el valor uno en caso de existencia y cero en caso contrario
- X : Mercado de ganados, considerada como variable "dummy" que tomará-
26
el valor uno para aquellos municipios que tengan establecido un - 
mercado con frecuencia semanal o mensual, y el valor cero para a- 
quéllos en los que se dé una frecuencia inferior o en los que no 
haya mercado.
- '&2j' Individuos que trabajan en un municipio distinto del que residen,
considerada como variable "dummy" que tomará el valor uno para a- 
quellos municipios que sear. inportadores netos de mano de obra, y 
e] valor cero para los que sean exportadores netos.
CUADRO NS 1 (CONTINUACIÓN)
(*) En Asturias, "parroquia" es la denominación que reciben ciertas 
unidades intermedias entre la entidad singular de población y 
el municipio, a la manera de entidades colectivas de población 
con personalidad propia. En otras regiones, estas entidades colecti­
vas son conocidas como "hermandades", "anteiglesias", etc.
RESULTA DOS DEL ANÁLISIS DE CLUSTER H EALIZAPO P A R A L O S  70 M U NICIPIOS ASTURIANOS 
CLUSTER 1 DE 5 EXISTENTES - CONTIENE 2 CASOS (MUNICIPIOS)
DISTANCIA ......................
DE'.. CENTRO A LOS CASTf; EN K7TE CIUTIER mi.om oo
DISTANCIA ........................ .
DEL CENTRO A LOS CASOS EN ('TROS CI.USTERS
2 5 5
4
*
4
♦
4
4
4
4
4
44 
44 
44 
44 
4 44
44444 
44444 
444444 
444444 
444444 
444444 4 
4 444444 4 
J 444443434
*0.0000
I
•o. oo jo
iv.ao«w
O)
17
CUADR0_N_2_2__(CONTINUACIÓN]
CLUSTEF: 1
CASO PESO DISTANUA
24
«4
1.uOuO 
i. 0000
10.5JS7
10.5096
VARIABLE K H O M O CENTRO MAXIMO EESv'. sr.
1 XI 1.7060 1.7292 1. 7525 0.0329
2 X2 2.8935 3.2964 3. 70 34 0. 572 1
1 *3 l. 8994 2.6171 i. 3 348 l.ul50
4 X4 5.30 30 6.Uo06 6.6192 1.0714
5 X 5 16.3842 19.5626 22. 7414 4.*952
t Ib 7.8292 9.4961 11.1631 ¿. 35 74
.7 x 7 22.2029 i 4.3949 26. 5 86 9 3. lUwd
ó X é 1. 5ci3? 1.5926 i. 6246 0.04 5 5
i 15 0.7bs 3 0.9047 0.8411 O.Oil5
10 XIO 1.4 13a 1. «41 5 1. 46«2 0.0392
11 xl( 1.Í.619 2.2762 2. o 903 ti. ata6
12 *1 2 ¿.993a 3.4127 3. o31 7 0. 5-»2 5
13 XI] 14.351 i 2¿J. 7 360 ¿ . 1 *.0 2 7559
»4 «14 i . 9 it j 2.02<.t 2. t 52 9 w. O*r00
15 Xli 1 5. ct 5 á 19. 6 701 2 J« 4 7* ** '. J3Ü 1
le. Alt 0. 5 14 3 0 . a054 l.Oécl ü. j 6 9
17 *17 i. 0 2 í ■» 1.1111 1. 1 99ó J. 1254
1 3 x 18 2J.J6 ií ¿J. 3930 2 4. »¿U5 1.4530
1* X19 lü. 9 11 i 15.6-01 20. 3414 6. 66 2 7
<0 «20 U .  5217 17. 1739 1 7. ¿261 0. 922 3
21 X21 13.952a 22.900 3 2fc. s4 7S 5. 582 a
22 X 22 18.4 m 22.5860 26.6944 5. 3101
¿i *24 17.997o 20.9225 23. 8475 4. 136»
2*. X25 1.OoOu l.uOOü 1. 000o u. o
25 X2t u.ü 0.0 0.0 d. w
26 X27 0.0 U. 5000 1. OOOü 0. 7o71
D IST A N C IA  K EIO A lo.íosa
CUADRO N 9 2__(CONT IMUACIÓ N )
CLUSTER 2 DE 5 EXISTENTES - CONTIENE l CASO (M'JNTC TPIO)
2
DISTANCIA .................. .......................... ........................... *................. .
DEL CENTRO A LOR CASOS EN ESTE CUKTER i.i.ou.mi bü.uouy
*<■
Jl 1 IDISTANCIA ........ *............................................ .........♦...................... .
DEL CENTRO A LOS CASOS EN OTROS CLUSTERS lo.oooo **60.0000
CD
19
CUADR0_N®__2__iCONTINUACIÓlO
CLUSTER 2
CASO PESO DISTANCIA
* I.OCOü 0.0
VARIABLE____ MÍNIMO J32NTRO MÁXIMO DESV. ST.
1 1 0.2399 Ü . 2 399 0. 2399 0.0
2 2 0. 6 9*4 0.6944 0.69 * * 0. ü
3 1.1019 1.1019 1.1U19 u. o
* <. 0.7576 0. 15 76 0.7 576 0.0
5 5 7.78>5 7. 7835 7. 7835 0. u
i t 27.17*5 ¿7.17*5 2 7. 1 7*5 0.0
7 7 -2.87eS -2.8769 -2. 8 76 9 0.0
a 1.061* 1. 661* 1.661* 0.0
i 9 0.6010 0 .60 1 0 0. e 01 0 0.0
10 10 1.5202 l . 5 20 2 1.5202 0.0
11 11 3.9715 3.9715 3.9 715 ú. ú
12 12 3.2365 3. 236 5 3.2365 0.0
i i 13 9. 2233 9. 22 38 9. 223a 0.0
i - 1* 2.0597 2.0597 ¿.0 59 7 0.0
i ? 15 6.8357 6.8 357 U  63 5 7 0. J
i ¿ le 0. 13¿ 5 0.1365 U . 1 3í5 0.0
1 7 17 1.10 W l. Í09 7 1.109 7 0.0
1 3 1 5 2.3*17 2.3*17 2. 3*17 l/. V
i 9 19 6.*9 99 6.*999 t.*999 a. a
20 ¿0 6.*053 S.*05e e. *05 E 0. 0
21 21 7.9910 7.9610 7.9610 0.0
¿2 2 2 7.6369 1. 6 369 7.6369 0.0
i 3 24 8.* 663 e.*S63 8. *963 O.U
2* 25 l.POUO l.OOOP 1.0000 0.0
25 26 1 .OOOU 1.3000 l. UuJO 0. 0
2t 27 L.ClJO l.LL'OO 1. Jl 30 0. J
DISTA'¿TIA MEDIA o. o
C U A O n n_N^__ 2__j_C ONT r N'IAC IÓN )
CLUSTER 3 DE 5 EXISTENTES - CONTIENE 3 CASOS (MUNrCirTO)
3 1 1DISTANCIA
DEL CENTRO A LOS CASOS EN ETmí CUJSTER
<•
44
DISTANCIA .........................
DEL CENTRO A L06 CASOS EN OTROS CLUGTERS
i?
«.O. ílooo eo.oooo
«•o.nooo H O . U U O U
ro
o
21
CUADRO N« 2 __^CONTINUACIÓ N )
CLUSTER 3
CASO PESO DISTANCIA
31
3 7
6 0
1. COOO 
1.0JOO 
l.QOÜO
8 .  * l O  5
6 .  ü  5 3 6  
7 . 9 8 5 5
VARIABLE MÍNIMO c é f i r o MÁXIMO DESV. SI.
1 X I 0 . 5 3 4 9 0 . 9 9 6 3 1 .  3 7 9 9 0 .  4 3 5 5
¿ X 2 0 . 5 7 6 7 í.ues 1 .  8 5 1 9 0 . 6 5 8 2
3 X 3 3 . 6 1 0 3 5 . 0 5 5 3 7 .  5 9 3 0 2 .  1 9 6 5
4 X 4 2 . 2 7 2 7 5 . 8 0 6 1 9 . 0 9 0 9 3 . 4 1 6 1
5 X í 2 . 2 7 4 6 4 . 1 4 8 9 5 .  1 s 3 8 1 . 6 2 6 2
b X 6 3 . 1 4  5 9 4 . 0 3 4 2 5 .  3 9 5  8 1 . 1 9 7 3
T * 7 - 2  5 .  0  7 9  a - 1 7 . * . 0 0 0 -  1 2 .  3 8 54 6 . 6 8 5 0
8 xe 1 . 3 6 6 9 l .  3 9 9 8 1 .  4 2 2 6 0 .  U 2 9 39 X 9 0 . 7 7 3 6 0 .  * 0 8 1 0 .  8 4 4 3 0 . J 3 5 4
1 0 xio 1 . 4 1 4 9 1 . 4 5 2 2 1 .  5 1 8 9 U .  U 5 7 9
1 1 xil 3 . 6 3 9 2 4 . 0 0 7 3 4 .  2 5 9 2 0 . 3 2 5 9
1 2 x 1 2 2 . 7 1 1 5 2 .  S I  7 3 3 .  1 0 3 0 0 .  1 9 6 5
i  3 « 1 3 2 . 2 1 9 4 4 . 1 0 7 5 5 .  2 1 3 4 1 .  4 4  3 1
1 4 • 1 * 1 . 6 3 9 - , 1 .  ’ l  7 3 1 .  Ubi o .  J  y i »5
l  5 * 1 5 2 . 2 9 * 3 4 . 3 9 * « , 5 . 1 0 1 2 1 .  !>o2 7
1 í X l í 0 . 1 3  5 0 C . 2 1 3 2 U  2 6 1 9 0 . 0 7 3 9
1 7 * 1  7 0 . 8 7 6 t l . f i ’ 9 9 1 .  2 6  ->5 0 .  1 9 6  6
1 5 *ie 0 . 2 6 2 9 1 .  i' 3 4 6 1 .  9 3 * ' * 0 .  = 6 3  6
\H X 1 9 2 . 3 3 o l 4 . C 2 1 5 5 .  4  2 4 * 1 .  5 6 2 2
ÍO * 2 0 1.4 * V 3 2 .  ; s e 5 3.  9 1  3 0 l .  2 -*6 1
¿l X i l 2 . 2 2 0 6 4 . 1 1 * 8 5 .  1 6 2 2 1 .  6 4  3 5
2 2 x 2 2 2 . 1 2 9  2 3 .  9 0 t 3 4 .  S 9 3 5 i . 5 4 2 1
2 3 * 2 4 1 . 9 9 7 7 3 . 7 4 1 0 4 .  9 2 9 9 1 . 6 1 8 5¿4 X 2 í 0 . 0 0 . 6 6 6  7 l . O O O U 0 .  5 7 7 4
2 5 X 2 6 0 . 0 0 . 3 3 3 3 1 . 0 0 0 0 0 .  5 7 7 4
2 6 X2  7 0 . 0 U . t ¿ 6 7 1 . 0 0 0 0 0 .  5 7 7 4
DISTANCIA MEDIA 7 .449 9
CUADRO N! 2 (CONTINUACIÓN)
CLUSTER 4 DE 5 EXISTENTES - CONTIENE 70 CASOS (MUNICIPIOS)
4
4
4 44 4
DISTANCIA
DEL CENTRO A LOS CASOS FU ESTE CLUSTER
5
3 i
4U.000U •U.OOOO
DTfvTANCTA .......... .
DEL CENTRO A LOS CAiW> EN OlTíT, njrTOCÍ 8U.U00U
2 3
C U A DRO N« 2  ( C O N T I N U A C I Ó N )
CLUSTER 4
CASO PESO DISTANCIA VARIABLE MÍNIMD CENTRO máximo eesv. SI.
l 1 . 0 0 0 0 2.7566 1 * 1 0.0525 1 . 1 0 1 1 7. 7902 i. 301 )5 1 . 0 0 0 0 3.4176 2 1 2 0.1157 1.1954 fc. 2 500 1 .1 6 jO
6 1.004)0 3.5706 3 13 J. 0290 1. 1561 6. 30 71 1.15367 1 . 0 0 0 0 1.7 31 7 4 14 0 . 0 ü.é 333 6. 81 32 1.1151
8 1.00 1 ) 0 2.7636 5 «5 O.0Í2* 0.5022 l. 7 737 0.49919 1 . 0 0 0 0 3. 1440 6 Xfc 0.0501 0.5413 5. 3( 63 0. 645 5IJ I.OOO0 2. 3 11 4 7 X? -11.22)7 -t.7169 o. 5 SI 8 2. JO ó 9
1 1 1 . 0 0 0 0 5.339J 8 Xí U.5204 1.2512 2. u!« 0.3164
1 2 1. JJOO 3. S37J 9 *9 0.5209 i.iiJO 2. 7 73o 0.¿7ofc13 í.oooo 4. 5 o 5 4 10 I1J 3.3693 1. 2 ( 2 2 1. 7 50 3 J. i e 2 514 I.OOJO 3. 45 94 11 Xll • U.J 1.JÍ42 4. 22 73 1.w2 3415 1.1’ÜOJ 3.0 1 S 3 1 2 * 1 2 J.1255 1.054 3 3. 4 500 0. 72 5317 1 . 0 0 0 0 1.3473 13 X 1 3 0.0C9J 0.3913 1.4234 0. 41 4313 1.3000 5. 5 3J2 •3. 7215 1.2166 2. 1 50 3 0. ¿d4 719 l.COOO 2.335 4 15 <15 0.0354 0.5270 l. 5570 0. 5058
2 0 l.CJOO 6.4 1 4 6 16 «16 0 . 0 1.3 761 4.4c 3 6 1. v.343
¿ 1 1 . cooo 9.7721 17 <17 0.0527 1.¿id 7 2. 3 4 79 5750
2 2 t.CiOJ 4. 22 72 13 X18 J.O 0.6219 t. 2366 l.:5J323 l.COUl) 1. 4259 19 *19 Q.J 0.£266 3. 0629 O.o? 1 223 l.OJOO 3.5709 2 0 x 2 0 0 . 0 0.6335 ¿.7536 0. 630626 1. 3000 4.0972 2 1 > 2 1 J.O 0.4116 1. i r J.450 227 t. CJC0 -.0636 2 2 x 2 2 0.01 70 0.4521 1.5714 0. 4 3 £ 123 l. OcOO 2. 34 33 23 124 0.0070 0 .4o 26 1. Sajo 0. 4:2 i
2 9 1. 3JJ0 ¿.3467 2*t *25 j. 0 u.* 4 2 5 i. JV-’U »• “Jw 33J i. jo jo J . J » 5 2 ¿5 «26 W.O o.3 r =s 1. JiVÜ •). 4 ’jl32 i. >:ooo 4 .  3 723 26 x2 7 0.0 0.i-57 ¿. mPOO 0. J 51 733 l.CCOO *..0*7234 I.JlUO t.023 535 l.OOOJ 3. 5 5 533 i 1..MCO :.34J333 :3fcO ;.5»7 7■5 l.CJCC 3.S-Í24) l.COOJ l.iti3«.l 1. c-OC 3 2.3/434 2 t.OJUO t.5J0643 l.COOO 2.í>7745 1.JO01 1.U524« l .COCO 3.11 744/ 1.0000 2.C3534á l.COOO 3.493949 1.0000 3.03/350 l.COCO 4.3o2i51 l.OJOO 3.o 20 9
5 2  1 . . J 0 0 0  2 . 5 7 0 453 l.COOO 2.504754 1.0004 2.71Í355 l.COOJ 4.23395a l.r>OC0 4.5 54 357 l.JJOO 3.67155J 1.0000 2. 73 SO59 t.JOOO 3.275961 1.0000 3.00 7362 1.0000 2.9663(3 l.COOO 2. 76 5 7¿4 l.OOUO 3.571765 1.000 0 3.1 él 167 1.0000 3.139968 1.0000 3.003569 l.COuO 2.153070 1.0000 2.96J8
7 1  1 . 0 0 0 0  2 .  7 0 4 672 1.0000 5.2 79573 1.0)00 7.796674 1.0000 2.02457) 1.0000 2.9562
7 6  1 . 0 0 0 0  7 . 2 9 0 977 1.0000 2. 755078 1.0000 4.18231 1.0000 5.024 32 1.0000 6.8545
DISTANCIA HEDIA 3. Bill
CUADRO N? 2 (CONTINUACIÓN)
CLUSTER 5 DE 5 EXISTENTES - CONTIF.NR 2 CASOS (MUÑI rTI'TOS)
55
PPL CFrnm A LGR CASOS EN FSYF. ajfTTRR
4
4
4
4
4
4
444
t'uUOOU Ta.vooo
444«444%%44 43 3 1 1
DEL CENTTO A LOG CASOS HM OITOS CLUSTERS v*»«mioo ro.uuoo
*••//•• •
rou
25
CUADR0_Ní__2__( CONTINUACIÓN )
CLUSTER 5
CASO FESO DISTANCIA
64 1.0000 <1.7649
16 Lm 0000 4.7648
DISTANCIA MEDIA 4. 7 64 8
VARIABLE MÍNIMO CENTRO MÁXIMO EESV.'ST.
1 X I u . 5 3 t 7 1 . 2  5 » w 1 . 9 Ó 1 4 1 .  u 2 1  6
2 X 2 0 . 4 2 5 9 2 . u e  - 3 3 .  ¿4».  7 l.oit9
3  X 3 1 . 4  7 a 9 2 . 2 6 3 b 3 . u e s 3 1 . 1 3  á O
4  X 4 3 .  7 8 7 9 5 . t é  1 6 7 .  5  7 5 7 2 .  o 7 b 4
5 X í 1 . 6 1 9 1 2 . 7 0 0 * i.iiil 1 .  ¿ * o 3
6  Xfc 1 .  S I  3 8 2 .  t 7t 1 o 3 e * U . > J t ó
7 > 7 6 .  3 b ü  1 9 . 1 4 b 3 1 2 .  ü  1 ¿ b J .  4 s 2  d
9 *8 .1 . Í 2 s T 1 . b e  t u l  • b *  3 3
9  X 9 0 . 6 3 2 5 0 .  1 ó ¿ 4 0 .  9  ¿ 2 * 0 .  ¿ 1 2  1
1 0  X I O 1 . 3  9 0 J 1 . 4 * . ? * 1 . 4 - . 4  9 0. w 75 a
11 X l l 2 . 6  9 6  i 2 . f i ¿ ¿ 2 2« 9  T s  4 0 .  i ¿ í  3
1 2  X 1 2 2 . 0 i J t 2 . ¿ 4 * 1 i .¿*J 2
1 3  * 1 3 1 . S 4 4 J 2 .  /■» t  4 ■i. 7 *  = ;
1 4  1 1 4 l . í f c l s 1 .  7 9 0  i 1 •  e Á i * i). J-ÜO
1 5  A l t l •  6 ~j 7 i i  .  c. 1 2 7 j. * í ;* 1 •  * j 4 *
I b  > U 0 . 8  9 t O 1 . 1 * o O 1« *w^ . ' U 0. Í3t *
1 7  * 1 7 l . U 3 t 1 .  ¿ i ? í i. 3 :os J. U u l
I d  X l  e 1 . 3 1 5 1 1 . 6 U O 2 .  2 ' . - * 4 0 *  b ? 5 9
1 9  X 1 9 2 . 4 0 8 2 3 . 1 5 6 4 j .  ■ » ü * c l . u 5 s l
2 0  X 2 0 1 . 1 5 4 4 2 . 1 b l 4 3 .  J 4 ¿ 5 l . 3 j 2 3
2 1  X 2 1 1 . 4 J 5 3 2 . 5 2 4 9 3 .  6  5 * 5 1 .  5 9 0 4
ti X i  2 1 . 9 9 9 4 2 . C 9 4 U 3 .  1 6  = 2 ü . s e l  7
2 3  X 2 4 1 . 7 9 5 3 3 . 0  22  6 * .  2 6  -»e 1 . 7 * 4 *
2 4  1 2 ! 0 .  Ú U . 5 w J O 1.  U U l J t 0 .  J o 7 l
¿i  X 2 6 0 . 0 0 .  5 Ü U U 1 .  U U u t J u. ?0 71
2 a  12 7 0 . 0 0 . 5 0 UO 1 .  O Ü U O 0 . 7 u 7  1
NOTA: Cada uno de los setenta y ocho municipios asturianos viene aquí
representado por el número que le corresponde según el orden 
alfabético, el cual equivale al código que le asigna el Instituto 
Nacional de Estadística. Por lo que respecta a los ayuntamientos 
que hemos elegido como muestra, Oviedo lleva el número 44, Avilés, 
el 4, Cangas de Onís, el 12, Langreo, el 31 y Siero, el 66.
41 tí*
<£>
CO IAO T -
W 1
?co*i ♦ «*1» 
O0A*V
U ( * f (11 *0 4 4 «* « u r o W O
i i r i í i r o f  (C *0 CU *0 4<**P ! ( ( * «
u n « r e * «% •« • M  *0 1 o «-n
I U * « 1 (4 *0 114 *• 9 (1 *1 404*0
A9«*1 « i n 401 •• m  •• %4f*§
9M *T ÍC 4*t
f i f í l«|
•41 *•
f d ' f t
ono ’ l
n n
« • • p
011-0
111*1»
f U * P
H é mn
* • ! * •
•If *|> jfl*f» Ii4*n 
(• > *#  r f*r •*-
« H ' f  l«t *•» 
^ rr  *j
t í
! ( ! * •
I W I *
m * ( »
U ( * l
a c i
•♦< **• If •*
|1**l
» t r >
i t i >
« • • * r
f %**fl •ÍM’l
♦ I I
(t
t z i K X
N m
m * r -
M r «
m*o
•4C * •
« r «  
11 * *• 
¿10*0
4C1 
t/C*** 
♦ «I  ** 
! ! ♦ * •  (•« *1 
000*1
I »  1*0 
!♦**»*- «••li­ara 
i t r »4i»ri»
4 * l * r
< (»«*•-torí»
u e *p
« r o -
i m *p
t w r
i » r * o
• c i * «
m * n
«PC*!
• r *•te••-
firp- 
m  •*- 
« ! • « -  
l « * 0 -  
• * • * *  
I I? *o -  
M i
iifv 
i c í  • * -  
•c «M
o í r  *o • l**l*- 
» ( (  *0
c n i »
o l í  • « 
» « * o
Si/
HC * • -
141 •»«- «pr
I I * * *
*!♦ '< •4 «  »«
f  í f  */• 
Il*| M -
í » w l
• II **-
?(0*0 
CSZ'O- 
4*C • o -«Of •*-
<■1*0- 
I t f *0- 
* f>0 '*> - 
I I I  * *  líi»*r- 
I 7t
l*A * ls- 
OIC • * -
10{  * q -• OC *0- 
«? !• !» -  
t i l  -<* 
♦H  *»»- íw»o*l
i f c l * e
n n i -f(l*Q
♦o c * l
* « * •
• • * * *♦ M *1»
? 1*1 * €• 
4 1 I  •!» 
**•*# ’
I M * « -♦ 61 •«*- 4SIM» 
4r?*r  tic *0
H i * »
no* •#>- 
tiro
T -
M»0*f
til
9 < r o • o a * o - « o » p 1 i ( '
•4i ** i» ♦ ♦ ! * • l t l » * l » - s n  • m f u -
« t r o l f í * 0 - I 1 0 * í * Í Í C * ^ i i r o
W C * « u r t - 0 4 0 * 4 * 1(4 *tt
! • * • # - * < * * • i t r o u n
H i * p i W t - 150*1* -
f i c #» u r o - f ^ i 4 • « I'CC *«»
* C I * 0 f l i ? * » - •  01 '!> «♦ f  •«»
• 41*1» * s i * o - f  í  1 ***- ( i t * 9 | 6 V . »
W 1 • 4 0 * f * l f f  #o u r o u r o
• • • * ! 4 « • « -  
••M»*l
♦ ♦ ? • • -
i i « * p
r í * r * l
u r o *  
u i * o >  
i r <  •«*
f W - * |
•  1 I I ♦ 1 t i ♦ i
•  i v i  IV ♦ l « ilt i
« l * f * O*C*0 I 4 n * n r 11 *41
• t i  *!• ♦4I»*!» OS* * * # ! ♦ • ! • l * í ” 0
m * i * n r o í l í '+ n * mo 4 1« *0
Í 4 * * « l l f f l m * o ! ♦ ♦ * •
l l f f l « • V » * t * * n ♦ H T
•  l f f •  | f  •« '•í (  •• !«♦*<>
C M * C U % * 0 m  *o •»«.< •** *  1% •*!
H f P * ! ♦ • « •  H  *»»
« » * r * l l i  *1» i  ♦♦ • r
i « r « l s o * o k f f  * n f «•! '«• I V l * 0
« r * n * ♦ « • f l ­ n * t  ' • * -
♦ 11 *•*- * | U * 0 - u í  - I— H f í -
1 11 T i i  f »
♦ í»t •« ( r e  *« f %1 r » or»»*.-
# ? » • » ( ! ( * • i i f p M  V »
» M * P « í b# rc*f  *i* l l f i » < r«o*o-
4 I Í *  o ( ! ( * • * t (  * r * f U*r v
í m  m* i « r « Í C I  *!•
C t f t ec • * - i t e  *p-
«•1 *0 ♦ * ! • • Í W  •** I f 1 * « l •  l | * A
♦ * t  * r - o i r o - • »♦ •«*- r » i  i - 1 1 1 * 0 -
•  4C*0 «I  I * ! * - ( ♦ l ’ O*
Wf » * l « r y i  <•  •*» ( • M ' C M r i í
♦ ** M*
«  M*-|
I P /  •» m* f  *n 
f  n * n  
rwc v
« i t 7 i
( 1 V* cv ?>
‘jaNOTOV'K'líDKXi ya ZIU1 VW
e ón ouavno
CUADRO N8 4  
CmiiALIDAIES CBTENIDAS DE 6  FACTCFES TRAS 1 IHTiACIÓN
1 XI
2 X2
3 X3
4 X4
5 >5
6 Xó
7 X 7
8 X6
S X9
iu Xl «1
1 1 XI l
12 xl 2
13 Xl 3
14 Xi 4
15 XI 5
16 xl 8
17 XI 7
18 XI a
1S Xi <5
20 >¿ 0
2 1 X21
22 X2 2
23 x2 j
2-* X24
25 X2 5
2 b X2 o
27 X2 7
0 .8  752 
0 .8  727 
O. 840b 
Oo 7 340 
0.9054 
0 .6  266 
Q. 7i<)8 
<>• 7457 
0.9036 
O .S  745 
O. 7 320 
0 . S 7 59 
0.9657 
O.d491 
0.952B
o . 6 t 0 9Oo 7 70 7
Oo 7 ^ 5
0.^646
0.8972 
0.<J738 
Oo 9091 
0 . 6772  O.S 54b 
0.6670 
0 .b693 
0.7517
NOTA : La Canunalidad de una variable es su correlación 
núltiple al cuadrado ccn loe Factores
OCFRELACICN MÚLTIPLE AL CUADRADO (R2 MJLT3FLE) EE 
caca VARIABLE CCM TCDAS LAS DEMÁS VARIABLES_____
CUADRO Na 5
1 Xl 0 . 896 i o
2 X2 0.93*546
3 X3 0 . 9 0 5 4 5
<► x *  0 . 8 7 4 0 1
5 * 5  O « 9  5 6 0  9
6 X6 úo 7 0 0 4 2
7 X ?  O . é 9 4 6 2
8 XS O . 7393^
9 x9 0.33223
i ' j  X1 J  O » 6 0  8 94
11 XL 1. © o 8 24*7 i
12 *L¿ 0 .7  i 3 ¿ 7
13 X13 0.99021
i 4 Xi 4 0-89316
15 Xl  5 0 » 9 d ‘t 2 6
Ib  Xio O .5a59  8
17 X 17 0 . 5  6 4  16
16  X i  3 0 . 6 5 6 4 7
19 X I 9 Oo 9 ^ 0 0 9
2 J  X 2 )  0 . 9 U 7 d
2 1  X 2 1  0 . 9 8 9 4 A
22 X22 0 .98130
¿3 X ¿ j  0o 78 7 7 1
2 4  X24  Oo 9 7 í > ó 7
25  X 2 5  O .  7Zb7(t
2b X 2 6  0 . 5  7 4 7 6
2 7 X 2 7  0 * 6  2^  d3
29
FACTOR
1
2
ó
4
5 
¿ 
7
e
9
10
il
12
13
14
15
16 
17 
16 
19 
¿ú 
21  
22
23
24
25 
2¿ 
27
CUADRO N8 6.
VARIANZA EXPLICADA PROPORCIÓN
11.500*2 7 
3o 624069 
¿o O 30*0 i 
1.6494 74 
1. 48040 3 
1.01713-7 
•Jo 9 lú7d¿ 
u.704099 
&66i 63 
0. 567 »2 7 
Jo 46 > 3*» 1 
ü. 4090 91 
0.351636 
u.32^*? 
*<o 2 39 79 3 
Uo 2 5J3 j1» 
•). 1 93 2 JO 
0.131601 
>Jo 1 i o 36 5 
•i. 0 7^010
V. 06^7 43 
U.04 J 7Ü 5
Oo043  J*t2 
í>.03279d 
«.019936 
0.010105 
O«005754
ACUMULATIVA DE LA VARIANZA TOTAL
Ú.42e257 
0» ¿60652 
O o 636070 
O. e 9 7 i 6 2 
O . 751992 
O. 78'»ts64
00 ¿23fcl9 
c496Se
O.d /4369 
O*, d*í 540 3 
••o 912795 
0.927947 
i*. 94u ■> 7 O 
w.95;ld7
1 * 962ec9 
u . ^ / 2c üj 
U.979237 
o.964111 
uo 'j üd 5^i ¿ 
u.991429 
u.993976 
u . 99 5 7 80 
(.«, 09746o 
u. S*»¿o 74 
u.9 9 9 4 13 
».* . 9 ‘y 9 7 b 7 
lo 0000oo
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CUADRO N« 8
CARGAS FACTORIALES ROTADAS
rACfüK FAC'füK í ACTÜK
l 2 3
XI 1 %»• 29w -I.J21 0. 149
X2 2 0*. *♦ 2*» - iu «ad Jo 2 li­
X3 J •.Jo 3 dii «Jo l J 2 tio Lt¿
X4 4 iJo 30u 312 ÜO 721
X 5 5 0.42^ 0.220 rt. 7ti2
X6 o o» 2 6Í1 Jo 3ol u, 371
x? 7 164 ü. ú á *■ 0o 12i*
X £ b 0. 292 »<• ó 9d Uj i)¿ l
X9 9 -i». 20 J “ii. d6i) -w0 ufa 7
XlO 10 Jo Jii Jo 69d j* lo 1
Xli 11 ti. 22í> 0» 624 0.
XI2 12 O.O07 O.ÍB6 u« 2 5uXl 3 i 3 <*o 9 1 i ... 221 5 ¿
X14 ' 14 \to 4 73 Oo 54t) u«u61
Xiü 15 tfa S 1 Ü 0..I 7 3 0. ¿ 3 7
Xl 6 Ib -«»*•»•# 7 ~ o • 5 2 4 (i. u45
Xl 7 17 * 17 2 .•<, J 1 2 “O»lo 5
xi e 1 b u.415 -w,.| 7\* -tío 1 J*t
Xli 19 i», Jlul <>• 2b 1 0. 221
X 2 0 2 J lo 7 b 2 Jo »IÜ uo !■* 5
X21 21 j. 94j i. 1 5J o. 19¿
X22 22 0„ U9o <!«UOO Ü. 241
X23 23 «*. 6 j* Oo 2»>2 úo 2 11
X24 24 0» 9 J J Ho l 71 Üo 1 CJ ÓX25 25 i». 5.JI •J* «i J3 -Oo 160
X26 ¿6 0. 2S i “ I. <J 6 9 -0.052
X27 27 - >o 1 1 » **» 4bl J« 26fc
7 . 9 2 Í J j  •  b'J 3 3. 1U 7
t-ACTuK FACTUR fALTUK
* 5 6
u.bfj 
‘tu 71o
Vi
ü. J70 
u, isb 
-o« *«54 
l:*»j>4 7
wü '.j 7
—41» l»42 
"O* l0<i
-ii» ¿71
• i„ IíjI 
- u . 2 w
J .  1  J O
-w.083
* i o L iJ 
<). 0 1 6  
u.32i)
O o  ic»9 
O w 1 3P 
« •  1 J o  
«<ü¿2ü 
W  o 1 O 'J  
ti. 2*»b 
ij • oo 2 
O u  1 4 6
ü.0^2 
-vu 179 
-0,2.17 
-O.125 
-O.154 
“u« ¿ 
-ti. 112 
-»>• 35»i
•o «i *4
u.2l>9 
-a.25d 
—o.luL 
--«121
— Ü. 5)3
— u* it W  
—Oo 215
J. bj4 
-O.0 36 
-0.103 
- W o  l '* 7 
-•i.li *»! 
74
-Jo 1 ¿b
-0. 1 78 
-O.521 
f>. 194 
‘i»U l 6
u.l»71 
oí, t’C4 
-t».163 
o. i«8fc 
l»„ oi/3 
ruoí 3fc 
-•l.i‘6u 
0.219 
•»o>*5a
—Ow U 6 b
K. 1 39 
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CUADRO Na 9
CARGAS FACTORIALES ROTADAS
PACTOS FACTürt f AtrUk
1 2 3
X21 21 J. •l.'l ti. ll
Xl 5 l 5 W. 91b «i. ») •i. UX24 24 U.903 Oo >1 Oo t*
X13 13 u. ^ 03 Jo '-i v)o¿52
X22 22 0. tíS6 tl..l 0. üX1S 19 ü. 601 0.261 i), (i
X20 2o <)c / ü2 >io 'J Lo u
X23 23 lio 6 34 vi. » ti • OX12 12 • 1. 6«i 7 < i. 3 ti6 lioXS * ü.U —*1. btnl (i.«I
Xl Q lü wl«, ll >Io6<38 Oo llXt tí ' ti.2S2 ■).6S8 ü .  uXll 11 i). «1 24 u. 423X14 14 ¿»o H 7 j lu 5 **5 Wt, LX7 7 U ü  J -Oo 0/0X 5 5 «1.424 Jo.) l>. 7tí2X4 b o. 3<)<i ti.312 O. UiX3 3 Jv jí] 5 to i i.* 14 2XI l J. 2*¿U KJ» 1 «J.u
X2 u. 4 ¿9 •lo «< (io llX 26 26 ti.2«»3 J Oo UX17 17 vi. Vi ll o J ti o IrX25 25 O. «Jo li ll. i;
xia IB H.4 i 5 üi . l) U.i!
Á21 ¿1 Olí n i». 461 «tu 26£
x u l 6 U. Ü -0» 524 J.üX6 6 <i. 26b o. 3 8 1 il. 37 i
VP 7„<J25 3o 60 J 3u l b 7
Y ORDENADAS
AC'ÍUK FACTOR f ALTüK4 5 6
0.0
l».U ».ü O. oOtf ¡1 ’Ju W 1 -o lO O u ti . ó !'• t»
r.u u.O O. ü0.320 O.i# u. u
Oo 369 lo 0 317*.<■ U.U 0.349
A»- ¿ 7 1 U.i* V*.l>
IJoU -,'u Ü Wu ('>4 O o» ¿59 ll. u
<J.‘I 350 w. üO.ti ->1.256 u.U
>.* -0o 50 3 .►o OU *1 ■J. o «). llti. o ti. 11U . 1» 0.0 l/u UU. 44 8 Uu Ü I1» 1
t*. tí 73 l'.U »J.IVo. 7/8 ll.ll il. o
«.'u 662 :.fí> if »ii> c<
vj V L 0o 8 34 «lot.0. 29ü -‘i. 521 (1. ii
ü.u i*, ti i». 742
Jo'1 i «,tJ 0« 66o
Ü #U I*. Ü o. 555i«. 4 54 -ii. 254 kJ. II
3*00 2 u  a 9i u i i y
CUADRO Na 10
COMPONENTE DENOMINACION VARTABIES DPOTFMINANTES PORCENTAJE EXPLICADO DE LA 
VARIANZA COMUN
F1 Urbanización X12' X13' X15' X19' X20' X21' 
X27' X23' X24
37,17
F2 Estructura de la población X8' X9' X10' X11 16,90
F3 Tamaño de la población x4> x5, x7 14,95
F4 Dispersión geográfica xr  x2, x3, x6, x26 14,08
F5 Inactividad X14f X17' X25 8,87
F6 Atractivo turístico X16' X18' X27 8,03
34
CUATRO N* 11 
RJWnjACICTES FACTORIALES ESTIMADAS
MCTO fACTurl 2ALL/VCE -«.a 9 -•i. *43
msn 1.540 1. 3<?«>#arvA -C.*17 n rHDCN7I ±  «DWí&t -» .3'»* —y •7 24STCJC -U.142 ti. ¿33wc -V.3ob -0.031CAffiAlU -0.59 5 o. 222CA3WE -0.3UJ - 2.142CAfCAT -0.43S -0. 763CAÍGAS 31 KIKZA 0. 79 5 1. 5 50CAICAS DE CJCS 0.900 -0.141BRAVIA. -1.281 1. 4íK'CV55ÍO 1.J26 ■J.091
CASO -o. **4 -I.Jo9
xr?opn. -0.347 -O.'» 4 5
ODNif -v.44 2 -■"•• 390SXLNV. 0. 39 ó -U-.-45XF.TP^ 1.759 1.375oroiEsc -i. s;aasvU -1.531 2. 551
TVMtX ÍEL- -o.¿57 -•>. '9<lXEJJ i.iec u.jeeORA» 1.664 — i 963WCtó 2 SAL3S -0.46 9 0.O03EIA5 -J.B2U 0.419
huno — . 4 86 0.1*5au£ -t'.fc04 i'.o22JftlAW l. 544 U ¿l 11. 5i.2 0. 69o
¡1WCA 2.274 ■0.643UA'ÍT'A 0.575 1.394OAIE: 2.116 -1.152MKH -2.16a 1.134KH5 aa -0.2 3-í 0. tuj
java 0.348 U. 133
l«V3A C.419 L. 113KHBI* -O.00S 2.'I3i.an; -O.621 0.206l«E D.l 14 -o.285FSViGlSV AUA -1.220 0.315pgfeyii.^  síua -0.629 ¿65pote. -Ü.742 0. 590
hls* U.72T -J. 937
TOTA -o.a su -2.970PRWM -0.US4TOOA -0. 36v? -0.272OCR* -0.557 -0.173?saEys t^ s) -«.251 -0.423FiacEcsn* -«.53’ 0. 351rn^sau C.717 -0.032?J3Sh I ARJU3A -il.d52 1.310rJOEA -»>.5l6 1.974SALAS 3. 5ov 0.
s.¡vani a esas -0.6a5 <1. 78oSX.EJLAUA. I CSXf -u.546 -0.29 7r.n?sc of ases -0.£22 -1» >* 74SñTÍTP A3CATÍÜ -o.700 -1.<Í6¿3A-3X -u.62 4 «I. ¿90sE^ sxeio —U.41L -.1. 6a 7
sc*Ltbc -o.4 3 5 -0. J?»ts.~ eel awcr O. v si J. 4 J4TA?*A I CASrsT_L-í. “O. u 31 —>1. 26 7rAiwnKN -o.256 -ü.94 5~~-*A -1.07 j 0. i 3 0TT30 0. ai 8 -.o. uUVSiCED O. ¿4 5 0.211x 3Kce -v.7 6w -o. i J¿
vzu-.z H2A 1.26b -1.456■.m^ aV -o.731 -•¿.¿loYEHGE V TAÍEJA “O. 9«io -1.l¿3
FACTC.B MCTt ; K*Cros factor3 4 5 6''.193 1.726 ¡1.1146 -0.0901.543 7d5 •>.446 -0.031*-! » 242 - 294 1.612 “0.463J. 343 73tt vi. 818 -0.295
ióo - d-*d -J. 333 -l.t>4a-<>.423 628 -o. 5u3 -0.659—J«u53 Si 7 2. 5lli 1.632. il 8 5 - 659 u. 24? -0.30 3•■>.239 - ¿H ‘ -0. 460 -0.632lo 9 429 it¿ o. 543-1.115 - 135 • *. 535 1.086o. 010 729 -0.214 1.712-".24<» - 8o 9 -O. 635 -o.217J. U» 3 75ü J. d39 w. ¿37-.'.119.) 2 7i* -1.165 -1*. 214i*. 71 4 - bi2 -<>. ibo -ü.253-<•» 382 16u -0. 515 0. 81oü. 789 - 593 J. 321 -1.3731.112 - 75o -0. 644 1.02132d 05o -o.o4e 1 .149-» n 45-' - V92 -1.-.'8j -l. 173•1. 2? 3 - 153 —J. jo7 -I..H1359á **il -lU 1 US -0.98 5-V.U6 3 - 119 1. 576 —w.J9 7üy 1 073 M. 195 -1.257-o.3ia - 278 2. ¿2 a -0.477-*'• 634 - -o.yoo-»<o09 5 - "*3 —.'l. V. 3 j -U 196-1.2 73 9o i 0. 184 -ii.ell-«*. 149 S2u -<■>.011 0. 744-0.255 - 126 -u • 3 v** 0,474U. 242 35i’ J. 75 J 4.2546.673 3 35 -<l. 731 0.199-'*. 1 86 - IH -1. 539 -«'.309-0.936 1¿7 -0.293 -0.241-->. 580 - l 3l -V'. i9i 1. 718-ll. 464 - 633 -Í. 3t>V 0. 754-0 . 46'.' - 2"5 1.163 -0.821347 1 ¿4 825 o. joo— ‘.295 192 ü. 589 1.379-0.113 - ZZZ -O. c55 o.39l-i'. 536 - 235 1.9 81 —o» 541'>. 16 3 462 -t.ul 4 -0.025•>. 721 332 -1.159 0.2610. i 1 5 - 4?3 -0. 504 —O. 410- '.23J - 2:3 1.497 0.072<’.1Ü6 320 .1. 935 -I.C22-«*.313 - 714 -0.2S7 -0.921— . 389 - 615 0.711 2. 838— 865 - 92 5 -0. 564 2.029_-J.789 - 336 -2.«J51 -0.6oí~-0. 66 i - 330 U. 199 -0.5952.55o - 594 1. 347 -1.015652 471. 1. au5 -0.913—i.46 3 ll 74 1. J4<l -0.5540.06 7 - 676 -vi. 21o -0.5*20 • 1U4 - 791 -o. 324 - O o  004—w.65d - 481 -J.329 -0.896“■». 4 3» - 0441 -0.¿51 -o.o72■l.uü2 9-iO 1.900 -0.1*1-in J¿a - 433 -il» 462 -u<» ol 4-J.57¿ - 3j8 -1. 7oí 0. 664-U.277 u97 o. íol -0.734i. u 7o 1¿* —O • y *í4 1» ¿0 3i. 32u 2^ 7 -1. 4irt — 1. ¿6 296 7 Bul -0. 35¿ -0.373-n.^ 19 - 214 ■J. till -U.792o. a3t ¿64 -1. Jtu -On 68 •*-.i. 34 7 3J5 -J. 3ÍO -0.853-v.141 - 52^ -J. ¿¿1 o.217
CUADRO N2 12
REGRESIÓN ESCALONADA (STEPWISE)
Algoritmo para el escalonamiento : F 
Variable Dependiente : G
Mínimo F aceptable para introducir : 4.000, 4.000
Máximo F aceptable para eliminar : 3.900, 3.900
Mínima Tolerancia aceptable : 0.01000
ESCALÓN Ng 0
Error estándar de estimación : 1.0092 
AnftUnia de Vnrinny.a :
Suma de 
Cuadrados
Residuos 70.269150
Grados de 
Libertad
69
Media de 
Cuadrados
1.018393
VARIABLES EN 
LA ECUACIÓN
F PARA
COEFICIENTE ERROR ESTÁNDAR TOLERANCIA ELIMINAR ,
VARIABLES FUERA CORRELACIÓN 
DE LA ECUACIÓN PARCIAL TOLERANCIA
F PARA 
INTR0DUC1
T. INDEPEND. -0.00283 F1 0.78722 1.00000 110.82
F2 0.21572 1.00000 3.32
F3 0.09702 1.00000 0.65
F4 0.25420 1.00000 4.70
F5 -0.27671 1.00000 5.64
-0.00193 1.00000 0.00
CUADRO Ng 12 (CONTINUACIÓN)
ESCALON N« 1
Variable introducida :
R múltiple = 0.7872 R^ múltiple = 0.6197 
Análisis de Varianza :
R ajustado = 0.6141 Error estándar de estimación = 0.6269
Suma de 
Cuadrados
Grados de 
libertad
Media de 
Cuadrados Ratio F
Regresión 43.547165 1 43.547165 110.82
Residuos 26.721985 68 0.3929703
VARIABLES EN F PARA VARIABLES FUERA CORRELACIÓN F PARA
LA ECUACIÓN COEFICIENTE ERROR ESTANDAR TOLERANCIA feLlMINAR DE LA ECUACION PARCIAL TOLERANCIA INTR0DUC3
T. INDEPEND. -0.00281 F2 0.34978 1.00000 9.34
F1 0.79444 0.0755 1.00000 110.82 F3 0.15738 1.00000 1.70
F4 0.41223 1.00000 13.72
F5 -0.44271 0.99998 16.33
-0.00322 1.00000 0.00
coO)
CUADRO N9 12 (CONTINUACIÓN)
ESCALON N® 2
Variable introducida : F_
2 .R múltiple = 0.8332 R múltiple = 0.6943
?
R ajustado = 0.6851 Error estándar de estimación = 0.5663
Análisis de Varianza
Regresión
Residuos
Suma de 
Cuadrados
48.784439
21.484695
Grados de 
Libertad
2
67
Media de 
Cuadrados
24.39221
0.3206671
Ratio F 
76.07
VARIABLES EN F PARA
LA ECUACIÓN COEFICIENTE ERROR ESTÁNDAR TOLERANCIA ELIMINAR
T. INDEPEND. 
F.
-0.00081
0.79314
-0.27551
0.0682
0.0682
0.99998
0.99998
135.36
16.33
VARIABLES FUERA CORRELACION F PARA
DE LA ECUACIÓN PARCIAL TOLERANCIA INTRODUCIR
0.38910
0.17510
0.45896
-0.00215
1.00000
1.00000
1.00000
0.99999
11.78
2.09
17.61
0.00
CO
i
CUADRO N? 12 (CONTINUACIÓN)
ESCALON Nfi 3
Variable introducida : F; 
R múltiple = 0.8710 R múltiple = 0.7587 R ajustado = 0.7477 Error estándar de estimación = 0.5069
Análisis de Varianza
Regresión
Residuos
Suma de 
Cuadrados
53.309982
16.959152
Grados de 
Libertad
3
66
Media de 
Cuadrados
17.66999
0.2569568
Ratio F 
69.16
VARIABLES EN F PARA
LA ECUACIÓN GOEFICIENTE ERROR ESTÁNDAR TOLERANCIA ELIMINAR
T.INDEPEND 
F.
-0.00080
0.79314
0.25609
-0.27510
0.0610
0.0610
0.0610
0.99998
1.00000
0.99998
168,92
17.61
20.32
VARIABLES FUERA CORRELACIÓN F PARA
DE LA ECUACIÓN PARCIAL TOLERANCIA INTRODUCIR
0.43792
0.19706
-0.00242
1.00000
1.00000
0.99999
15.42
2.63
0.00
8
CUADRO N8 12 (CONTINUACIÓN)
ESCALON N2 4
Variable introducida : F,
R múltiple = 0.8972 R múltiple = 0.8049 R ajustado = 0.7929 Error estándar de estimación = 0.4592
Análisis de Varianza
Regresión
Residuos
Suma de 
Cuadrados
56.562256
13.706882
Grados de 
Libertad
4
65
Media de 
Cuadrados
14.14056
0.2108751
Ratio F 
67.06
VARIABLES EN F PARA
LA ECUACION COEFICIENTE ERROR ESTANDAR TOLERANCIA ELIMINAR
T.
F_
INDEPEND. -0.00080
0.79314
0.21710
0.25607
-0.27467
0.0553
0.0553
0.0553
0.0553
0.99998
1.00000
1.00000
0.99997
205.83
15.42
21.46
24.68
VARIABLES FUERA CORRELACIÓN F PARA
DE LA ECUACIÓN PARCIAL TOLERANCIA INTRODUCIR
0.21923
-0.00267
1.00000
0.99999
3.23
0.00
***** Niveles de F ( 4.000, 3.900 ) o Tolerancia insuficiente para posteriores escalonamientos.
CUADRO N9 12 (CONTINUACIÓN)
COEFICIENTES DE LA REGRESIÓN ESCALONADA (STEPWISE)
VARIABLES : TÉRMINO INDEPENDIENTE F1 F2 F3 F4 F F 5 6
ESCALÓN 0 -0.0028 * 0.7944 0.2177 0.0979 0.2565 -0.2792 -0.0020
ESCALÓN 1 -0.0028 * 0.7944 * 0.2177 0.0979 0.2565 -0.2755 -0.0020
ESCALÓN 2 -0.0008 * 0.7931 * 0.2171 0.0977 0.2561 -0.2755 * -0.0012
ESCALÓN 3 -0.0008 * 0.7931 * 0.2171 0.0977 0.2561 * -0.2751 * -0.0012
ESCALÓN 4 -0.0008 * 0.7931 * 0.2171 * 0.0977 0.2561 * -0.2747 * -0.0012
NOTA.- Los coeficientes de regresión para las variables contenidas en la ecuación son indicados por un
asterisco. Los restantes coeficientes son los que se obtendrían si esa variable fuese introducida 
en el siguiente escalón.
Ao
CUADRO Nfi 13
REGRESIÓN ESCALONADA (STEPWISE)
Algoritmo para el escalonamiento : F
/\
Variable Dependiente : G
Mínimo F aceptable para introducir : 4.000, 4.000
Máximo F aceptable para eliminar : 3.900, 3.900
Mínima Tolerancia aceptable : 0.01000
ESCALON NS O
Error estándar de la estimación 
Análisis de Varianza :
Suma de 
Cuadrados
Resi dúos 00.091653
1.0072
Grados de 
Li bertad
69
Media de 
Cuadrados
1.014371
VARIABLES EN F PARA
LA ECUACIÓN COEFICIENTE ERROR ESTÁNDAR TOLERANCIA ELIMINAR
T. INDEPEND. -0.00011
VARIABLES FUERA CORRELACIÓN 
DE LA ECUACIÓN PARCIAL
F PARA 
TOLERANCIA INTRODUCIR
0.78662 1.00000 110.37
0.35780 1.00000 9.98
0.31643 1.00000 7.57
0.29815 1.00000 6.63
0.18286 1.00000 2.35
0.17004 1.00000 2.02
CUADRO Na 13 (CONTINUACIÓN)
ESCALÓN N® 1
Variable introducida : F.
R múltiple = 0.7866 ’R múltiple = 0.6188 R ajustado =0.6132* Error estándar de estimación = 0.6264
Análisis de Varianza
Regresión
Residuos
Suma de 
Cuadrados
43.308395
26.683243
Grados de 
libertad
1
68
Media de 
Cuadrados
43.30840 
0.3924006
Ratio F
110.37
VARIABLES EN F PARA VARIABLES FUERA CORRELACIÓN F PARA
LA ECUACIÓN COEFICIENTE ERROR ESTÁNDAR TOLERANCIA ELIMINAR DE LA ECUACIÓN PARCIAL TOLERANCIA INTRODUCIR
T.
F„
INDEPEND. -0.00009
0.79225 0.0754 1.00000 110.37
F2 0.57946 1.00000 33.87
F3 0.51254 1.00000 23.87
F4 0.48289 1.00000 20.37
F5 0.30216 0.99998 6.73
F6 0.27531 1.00000 5.49
CUADRO Na 13 (CONTINUACIÓN)
ESCALÓN NO ?!
Variable introducida : F0 
R múltiple = 0.8642 R múltiple = 0.7468 R ajustado = 0.7392’ Error estándar de estimación =0.5143
Análisis de Varianza
Regresión
Residuos
Suma de 
Cuadrados
52.267792
17.723846
Grados de 
libertad
2
67
Media de 
Cuadrados
26.13390
0.2645350
Ratio F
98.79
VARIABLES EN F PARA
LA ECUACIÓN COEFICIENTE ERROR ESTÁNDAR TOLERANCIA ELIMINAR
T. INDEPEND. 
F„
-0.00009
0.79224
0.36034
0.0619
0.0619
1 .00000 
1 .00000
163.71
33.87
VARIABLES FUERA CORRELACIÓN F PARA
DE LA ECUACIÓN PARCIAL TOLERANCIA INTRODUCIR
0.62893
0.59245
0.37217
0.33783
1.00000
1.00000
0.99997
1.00000
43.19
35.69
10.61
8.50
&Ci)
CUADRO N® 13 (CONTINUACIÓN)
ESCALÓN N« 3
Variable introducida : F„
2 2R múltiple = 0.9203 R múltiple =0.8469 R ajustado = o.840d Error estándar de estimación « 0.4029
Análisis de Varianza
Regresión
Residuos
Suma de 
Cuadrados
59.278442 
10.713204
Grados de 
libertad
3
66
Media de 
Cuadrados
19.75948
0.1623213
Ratio F
121.73
VARIABLES EN F PARA
LA ECUACIÓN COEFICIENTE ERROR ESTÁNDAR TOLERANCIA ELIMINAR
VARIABLES FUERA CORRELACIÓN F PARA
DE LA ECUACIÓN PARCIAL TOLERANCIA INTRODUCIR
T. INDEPEND. 
F.
- 0.00010
0.79226
0.36036
0.31876
0.0485
0.0485
0.0485
1.00000 266.81
1.00000 55.20
1.00000 43.19
0.76199
0.47938
0.43449
1.00000
0.99997
1.00000
89.99
19.39
15.13
CUADRO N« 13 (CONTINUACIÓN)
ESCALON N« 4
Variable introducida : F
R múltiple = 0.9674 R múltiple =0.9358 R ajustado = 0.9319 Error estándar de estimación ■ 0.2629
Análisis de Varianza
Regresión
Residuos
Suma de 
Cuadrados
65.498856
4.4927969
Grados de 
libertad
4
65
Media de 
Cuadrados
16.37471
0.6911993E-01
Ratio F
236.90
VARIABLES EN F PARA
LA ECUACIÓN COEFICIENTE ERROR ESTÁNDAR TOLERANCIA ELIMINAR
VARIABLES FUERA CORRELACIÓN F PARA
DE LA ECUACIÓN PARCIAL TOLERANCIA INTRODUCIR
T. INDEPEND. 
F
-0.00009
0.79226
0.36034
0.31875
0.30023
0.0317
0.0317
0.0317
0.0316
1 .00000 
1.00000 
1.00000 
1.00000
r>?6.57
129.62
101.42
89.99
0.74212
0.67096
0.99997
1.00000
78.45
i*oí
CUADRO N9 13 (CONTINUACIÓN)
ESCALÓN N« 5
Variable introducida : Fr
R múltiple = 0.9855 R2 múltiple = 0.9712
2
R ajustado = 0.9689 Error estándar de estimación = 0.1776
Análisis de 1Varianza :
Suma de 
Cuadrados
Grados de 
libertad
Media de 
Cuadrados Ratio F
Regresión 67. 073206 5 ]3.50464 431.05
Residuos ^.0184565 64 0.3153838E—01
VARIABLES EN 
LA ECUACIÓN
F PARA
COEFICIENTE ERROR ESTÁNDAR TOLERANCIA ELIMINAR
VARIABLES FUERA CORRELACIÓN F PARA 
DE LA ECUACIÓN PARCIAL TOLERANCIA INTRODUCIR
T. INDEPEND. -0.00146 Fg 0.99781 0.99999 14334.07
F1 0.79315 0.0214 0.99998 1376.27
F2 0.36072 0.0214 1.00000 284.67
F3 0.31891 0.0214 1.00000 222.50
F4 0.30053 0.0214 1.00000 197.63
0.18937 0.0214 0.99997 78.45
*
CUADRO NS 13 (CONTINUACIÓN)
ESCALÓN N» 6
Variable introducida : Fc
R múltiple =
2
0.9999 R múltiple = 0.9999
?
R ajustado = 0 .9 9 9 9 ' Error estándar do estimación * q Q110
Análisis de Varianza :
Suma de 
Cuadrados
Grados de 
libertad
Media de 
Cuadrados Ratio F
Regresión 69.982773 6 11.66380 83186.88
Residuos 0.88333525E-02 63 0.1402119E-■03
VARIABLES EN 
LA ECUACIÓN
F PARA
COEFICIENTE ERROR ESTÁNDAR TOLERANCIA ELIMINAR
VARIABLES FUERA CORRELACIÓN F PARA 
DE LA ECUACIÓN PARCIAL TOLERANCIA INTRODUCIR
T. INDEPEND. -0.00146 .
F1 0.79314 0.0014 0.99998 309558.44
F2 0.36073 0.0014 1 .0 0 0 0 0 64034.79
F3 0.31890 0.0014 1.00000 50043.90
F4 0.30054 0.0014 1.00000 44453.38
F5 0.18888 0.0014 0.99996 17554.78
Ffi 0.17066 0.0014 0.99999 14332.76
***** Niveles de F ( 4.000, 3.900 ) o Tolerancia insuficiente para posteriores escalonamientos.
CUADRO Na 13 (CONTINUACIÓN)
COEFICIENTES DE LA REGRESIÓN ESCALONADA (STEPWISE)
VARIABLES : TÉRMINO INDEPENDIENTE F1 F2 F3 F4 V F6
ESCALÓN 0 -0.0001 * 0.7923 0.3604 0.3187 0.3003 0.1842 0.1713
ESCALÓN 1 -0.0001 * 0.7923 * 0.3603 0.3187 0.3003 0.1879 0.1712
ESCALÓN 2 -0.0001 * 0.7922 * 0.3603 • 0.3188 0.3002 0.1886 0.1712
ESCALÓN 3 -0.0001 * 0.7923 * 0.3604 • 0.3188 * 0.3002 0.1889 0.1712
ESCALÓN 4 -0.0001 * 0.7923 * 0.3603 * 0.3187 * 0.3002 * 0.1894 0.1712
ESCALÓN 5 -0.0015 * 0.7931 * 0.3607 * 0.3189 * 0.3005 * 0.1894 * 0.1707
ESCALÓN 6 -0.0015 * 0.7931 * 0.3607 # 0.3189 * 0.3005 * 0.1889 * 0.1707
NOTA.- Los coeficientes de regresión para las variables contenidas en la ecuación son indicados por un asterisco 
Los restantes coeficientesson los que se obtendrían si esa variable fuese introducida en el siguiente 
escalón.
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CUADRO Nfi 14
REGRESIÓN LINEAL
A
Variable Dependiente = G
Tolerancia ¡= 0.0100
R = 0.7516 R2 - 0.5650
Error estándar de estimación = 0.6692
Análisis de Varianza :
Suma de 
Cuadrados
Grados de 
Libertad
Media de 
Cuadrados .Ratio F
Regresión
Residuos
39.5424
30.4492
1
68
39.5424
0.4478
88.307
VARIABLE COEFICIENTE ERROR ESTÁNDAR T TOLERANCIA
T. INDEP. -0.002G1
G 0.75015 0.07983 9.397 1.00000
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(1) La identificación de necesidades de gasto y demanda de bienes 
y servicios públicos locales no implica necesariamente la circuns­
cripción de la actividad local a la rama de la asignación en 
la conocida clasificación musgraviana, pues podríamos incluir 
las transferencias entre los bienes públicos demandados. Vid. 
Pauly, 1973.
(2) Vid. por ejemplo Bennet,1982, capítulo 6.
(3) En España, estudios recientes que utilizan estas técnicas son 
Aznar et al., 1984 y Castells y Frigola, 1985. El primero utiliza 
el análisis multivariante de componentes principales, mientras 
el segundo emplea él análisis de regresión.
(4) Para una explicación introductoria de las técnicas multivariantes, 
con relación al ACF, vid.: Johnston, 1975,capítulo 11; Batista 
Foguet, 1984 y Rumriei 1977. Vid. asimismo Aznar et al., 1984.
(5) Vid. a título de ejemplo, Castells y Frigola, 1985; Aznar et 
al., 1984; Jackman, 1981 y Hansen y Gerhardsen, 1981.
(6) Vid. Aznar et al., 1984.
(7) La razón de utilizar para la transformación los setenta y ocho 
municipios asturianos, en lugar de los setenta de la muestra, 
estriba en que sobre estas mismas variables se efectuará un 
análisis de Cluster referido al total de los municipios de 
esta Comunidad como se expondrá más adelante.
(8) Una explicación de esta técnica puede verse en Martínez Ramos,1984
NOTAS
(9) Vid. cuadro número 6.
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(10) Para una explicación más profunda de la rotación de factores 
vid. Rummel, 1977, págs. 81 y ss.
(11) Vid. cuadro número 11.
(12) Vid. cuadro número 10.
(13) La razón de utilizar los presupuestos de 1982 estriba en que
a ese año están referidas la mayor parte de las 27 variables 
originales.
(14) Nótese que las variables independientes (los seis factores
F ) son ortogonales, por lo que no existirá problema alguno 
de multicolinealidad.
(15) La contradicción latente en el signo obtenido del parámetro
que afecta al factor "inactividad" en la regresión efectuada 
con respecto al comportamiento esperado puede ser explicada
si tenemos en cuenta que los valores G^. representan actuaciones
presupuestarias reales y no necesidades de gasto asépticas.
Una posible interpretación racional de este hecho haría recaer 
la responsabilidad de esta divergencia en una factible mayor
disponibilidad de recursos por parte de las localidades más 
activas.
(16) Vid. cuadro número 13.
2
(17) Para el sexto escalón, R =■ 0,9999. Los residuos deben ser
explicados como consecuencia lógica del redondeo efectuado.
(18) Vid. cuadro número 14.
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