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Résumé 
Au début des années 80, la convergence de travaux en génie (traitement des si- 
gnaux), en mathématiques (analyse harmonique) et  en physique (mécanique quan- 
tique) donna naissance à la théorie des ondelettes. Durant cette même période, Gilles 
Deslauriers et Serge Dubuc (avec d'autres) mirent sur pied l'interpolation itérative. 
Plus tard, au début des années 90, lorsque les ondelettes atteignirent leur maturité, le 
lien entre les travaux sur l'interpolation itérative et les ondelettes devint incontourna- 
ble. Maintenant, de nombreux chercheurs au Québec, en Alberta, aux Etats-Unis, en 
France, en Israël, en Scandinavie et à Singapore travaillent sur l'interpolation itérative 
pour ses applications en informatique (graphisme) et en génie (modélisation). Pour- 
tant, malgré tout, peu de chercheurs ont construit des ondelettes à partir de schémas 
d'interpolation itérative. C'est ce que l'on a voulu faire. 
D'une part, on a observé et démontré que des ondelettes bien connues, les on- 
delettes biorthogonales de Cohen-Daubechies-Feauveau sont en fait les dérivées d'une 
famille de fonctions (dites fondamentales) obtenue par l'interpolation itérative. Cette 
même famille de fonctions fondamentales fut adaptée à l'intervalle par Mongeau au 
début des années 90. Utilisant ces faits, on a adapté ces ondelettes à l'intervalle. On 
peut alors traiter toutes les régions bornées sur la droite. 
L'interpolation itérative se généralise très bien dans un contexte multidimension- 
nel. 11 était donc naturel de vouloir en faire des ondelettes multidimensionnelles et 
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pour pouvoir travailler sur des applications, il fallait, par exemple, travailler sur des 
régions rectangulaires du plan. C'est ce que l'on a fait dans la dernière partie de cette 




In the early 80's, the convergence of research in engineering (signal processing), 
mathematics (harmonic analysis), and physics (quantum mechanics) gave birth to 
wavelet theory. At the same time, Gilles Deslauriers and Serge Dubuc (and others) 
came up with iterative interpolation. It is only later, in the early 907s, when wavelet 
theory became a mature subject, that the link between iterative interpolation and 
wavelets became obvious. Now, many researchers in Québec, Alberta, France, U.S.A., 
Israel, Scandinavia and, Singapore are working on iterative interpolation for its appli- 
cations in Computer Science (graphics) and in engineering (modelisation). However, 
fetv researchers have worked on building wavelets from iterative interpolation schemes. 
This is what we wanted to do. 
On the one hand, we have discovered and shown that some well-known wavelets, 
the Cohen-Daubechies-Feauveau biorthogonal wavelets, are in fact, t h e  derivatives of 
a certain family of functions (called fundamental) obtained hy the iterative interpola- 
tion scheme. This same family of functions was adapted to the interval by Mongeau 
in the early 90's. Using these facts, we adapted these wavelets to the interval. We 
can then handle bounded regions of the real line. 
Iterative interpolation can be easily casted into a multidimensional context. It 
was therefore natural to try to build multidimensional wavelets from some iterative 
interpolation schemes and, in order to  apply them, it was necessary to be able to 
work, for example, on rectangular regions in the plane. We have done this in the last 
part of this thesis. We have included an  example of an image analysis by means of 
these new wavelets. 
Table des matières 
REMERCIEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  v 
... . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  ABSTRACT viii 
... LISTE DES TABLEAUX . . . . . . . . . . . . . . . . . . . . . . . . . . .  xiii 
LISTE DES FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  xiv 
LISTE DES NOTATIONS . . . . . . . . . . . . . . . . . . . . . . . . . . .  xv 
INTRODUCTION.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1 
CHAPITRE i THEORIE DES ONDELETTES DISCRÈTES ET DE 
. . . . . . . . . . . . . . . . . . .  L'INTERPOLATION ITÉRATIVE 4 
. . . . . . . . . . . . . . . . . . . . . . . . .  1.1 L'interpolation itérative 4 
. . . . . . . . . . . . . .  1.1.1 L'interpolation itérative de Lagrange 4 
. . . . . . . . . . . . . . .  1.1.2 L'interpolation itérative en général 7 
. . . . . . . . . . . . . . . . . . . . . .  1.2 Les multirésolutions b-adiques 8 
1.3 La  fonction de corrélation . . . . . . . . . . . . . . . . . . . . . . . .  10 
CHAPITRE 2 DÉRIVÉES DE LA FONCTION FONDAMENTALE 
DE DESLAURIERS-DUBUC ET LES ONDELETTES B-ADIQUES 
DE COHEN-DAUBECHIES-FEAUVEAU . . . . . . . . . . . . . .  14 
3.1 L'interpolation dyadique des moyennes de Donoho . . . . . . . . . . .  14 
2.2 Ondelettes de Cohen-Daubechies-Feauveau badiques . . . . . . . . .  16 
2.2.1 Cas dyadique . . . . . . . . . . . . . . . . . . . . . . . . . . .  23 
2.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  27 
CHAPITRE 3 UNE FAMILLE D'ONDELETTES BIORTHOGONA- 
LES SUR L'INTERVALLE OBTENUE PAR UN SCHÉMA D'IN- 
TERPOLATION ITÉRATIVE DYADIQUE . . . . . . . . . . . . .  31 
3.1 Interpolation itérative sur l'intervalle . . . . . . . . . . . . . . . . . .  31 
3.1.1 Interpolation mixte généralisée . . . . . . . . . . . . . . . . .  31 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.1.2 Régularité 35 
3.2 Analyse rnultirésolution sur l'intervalle . . . . . . . . . . . . . . . . .  38 
3.3.1 B-splines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  38 
. . . . . . . . . . . . . . . . . . . .  3.2.2 Fonctions d'échelle duales 39 
. . . . . . . . . . . . . . . . . . . . . . . . .  3.2.3 Ondelet tes duales 45 
. . . . . . . . . . . . . . . . . . . . . . .  3.2.4 Ondelettes primaires 46 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.2.5 Remarque 52 
xii 
CHAPITRE 4 ONDELETTES NON SÉPARABLES DANS LES RÉ- 
GIONS RECTANGULAIRES DU PLAN AVEC FILTRES INTER- 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  POLANTS 53 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.1 Introduction 5.3 
. . . . . . . . . . . . . . . . .  4.2 Les filtres rectangulaires non séparables 54 
. . . . . . . . . . . . . . . . . . . . . . . . . .  4.2.1 Schéma de base 55 
. . . . . . . . . . . . . . . . . . . . . . .  4.2.2 Traitement des bords 58 
. . . . . . . . . . . . . . . . . . . . .  4.2.3 Ondelettes et relèvement 65 
. . . . . . . . . . . . . . . . . . . . . . . . . .  4.3 Traitement de l'image 87 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.4 Conclusion 89 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  CONCLUSION 93 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  BIBLIOGRAPHIE 97 
Liste des tableaux 
2.1 Quelques filtres triadiques (b = 3) ( z  = e-'€) . . . . . . . . . . . . . . 29 
2.2 Quelques filtres d'ondelettes primaires triadiques (b = 3) . . . . . . . 29 
2.3 Quelques filtres d'ondelettes duales triadiques (b  = 3) . . . . . . . . . 30 
xiv 
Liste des figures 
2.1 F 9 ( x )  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  18 
. & . . . . . . . . . . . . . . . . . . . . . . . . . . .  2-2 &Fs (x) =i.  97b ( 2 ) 19 
2.3 & ~ g ( ~ ) = - 2 ~ .  8 4 ( 2 )  . . . . . . . . . . . . . . . . . . . . . . . .  20 
. . . . . . . . . . . . . . . . . . . . . . . .  2.4 & F ~ ( X ) = - ~ ~ ~  J$(?) 21 
2.5 Polynômes caractéristiques des fonctions d'échelle pour N = N = 2 (le 
polynôme dual est en pointillé et l'ordonnée est en 5) . . . . . . . . .  30 
-, 
3.1 Ondelette duale 3.5?,bjt pour j quelconque . . . . . . . . . . . . . . . .  47 
.. 
3.2 Ondelette duale 3.5$jv pour j quelconque . . . . . . . . . . . . . . . .  47 
. 
3.3 Ondelette duale 315$jv '2 pour j quelconque . . . . . . . . . . . . . . . .  48 
* 
3.4 Ondelette duale 3. 57bjI3 pour j quelconque (correspond à l'ondelette de 
Cohen-Daubechies-Feauveau) . . . . . . . . . . . . . . . . . . . . . .  49 
4.1 Contours du polynôme caractéristique de la fonction d'échelle primaire 
( 4 )  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  80 
4.2 Contours du polynôme caractéristique de la fonction d'échelle duale (4) 81 
. . . . . . . . . . . .  4.3 Illustration d'une décomposition par ondelet tes 90 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.4 Image à traiter 91 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.5 Image compressée 92 
Liste des notations 
On note [x] le plus grand entier inférieur ou égal à x. 
Par convention, on dit qu'un polynôme en x du N e  degré est un polynôme de la 
forme CL, a,xn où aN peut être nul. 
On définit une B-spline du Ne degré comme le résultat de N convolutions de la 
fonction indicatrice de l'intervalle [O, 11, X L ~ , ~ ] ,  avec elle-même. Rappelons que 
1 s i x ~ A  
O autrement 
On définit la norme d'un opérateur (ou d'une matrice) A par 
o n  voit que I I A ~ I I  a IIAII IIUII. 
Soit f est une fonction mesurable par rapport à la mesure de Lebesgue (notée p )  
sur X; on définit la p-norme Il f i l ,  = (Jx 1f lpdp)"~  pour O < JI < 00. Si p = 2, on a 
un espace de Hilbert avec produit scalaire (f, g) = Jy ffdp. 
On utilise la normalisation suivante de la transformée de Fourier : 
1 " v r >  (O = i (O = 1 00 f (x) dx. 
xvi 
Cette normalisation est unitaire : 1 1 f 1 I 2  = Il f Il2. La transformée de Fourier inverse est 
donnée par la formule 
Dans L2(R), on dit que 4 et 4 sont des fonctions biorthonormales (ou biorthogo- 
Soit deux suites de fonctions { f k I l i  et { g k I k ;  on dira que les suites sont biorthonor- 
males si 
Dans ce contexte, on dit que la fonction f est la fonction primaire et que f est la 
fonction duale. Soit # et 4 deux fonctions (de LZ(R)) satisfaisant 
alors on dit que q5 et 1J> sont orthogonales et on note 
Soit V un sous-espace fermé de L2; on dit que les q5k E V forment une base de 
Riesz de V si 
pour tous les f E V avec CG > B > A > 0. 
Introduction 
L'objectif de cette recherche était d'utiliser I'interpohtion itérative (de Lagrange) 
pour construire des ~ndslet t~eç hjen adaptkes à. l'intervalle. En effet, en pratique, 
que ce soit pour rksoudre des 6qua.tions diff6rentielles 01.1 pour tmjtper des images, 
i l  y a. toiijolirs des bords. En géinéiral, les ondelettes éichoiient; pr&s de ces bords : 
perte des moments niils et de  l'ort.hogona.lit6. T m  chercheiirs, en se basant. siir iln 
théorème d'Yves Meyer [17], ont rapidement compris qu'avec un schéma d'orthonor- 
rnalisation dc Gram Schmidt, on pouvait orthonormaliscr (ou biorthononnaliscr) la 
restric.tion de ces ondelettes à. I'inter~~alle. En pra.tiqi.ie, pour ce faire, il faut ca.lc.iiler 
numériquement des tableaux de coefficients (coefficients de Gram-Schmidt ) . Il y a. 
deiis d~sa,w.ntages éividents à. cette approche : 17~ltilisa.t.ion de coefficien t,s ne PFfll- 
vamt Gkre ca.lci~léis qiie niim6riqiisment ma-nqiis d'itléigance ma.th6ma,t,iqi1e et; polir le 
progra.mmeur, c'est 1.m ernba.rra.s. 
D71.ln autre côte, il existait un sch6ma. d'interpola.tion de Lagrange sur l 'intervak 
(appclCc intcrpolstion mixtc) dont Ics cocfficicnts sont. dcs nombrcs rationcls. Puisqu'on 
a,sra,i t montri! qiie les déirivéles de la. fonct,ion fonda.mentpale de Desla.iiriers-niihiic don- 
naient. les ondelet tes hiortliogonsles de Cohen-Drtuhec.hies-Fea.~tvea.u [9] ? il étai t ten- 
tant de croire que les dérivées du résu1ta.t. de l'interpola.t,ion mixte donnera.ient des 
ondelettes a.da.ptkes à. l'intervalle. En fait, il a. fallu g6néra.liser 1'int~erpola.tion mixte 
et redem.ontrer c.erta.ines de ses propriét&, mais dam l'ensemble, 1'0péra.t~ion fut un 
si1 cc&. 
Ma,lhei.irei.isement, on ne peiit. gén6ra.Iiser ces idkeç a.i.1 plan a.iit.rement qi.ie par le 
produit c.a.rt6sien. On a. alors voi.ilu sa.voir s'il 6t.a.it. possible, d e  facon pra,t,iqi.ir, de 
construire dcs ondclcttcs avcc lcs sch6mas d'intcrpolat-ion rnult.idirncnsionncls [Tl. On 
a. voiilii ma.int,enir iine approche simple et limpide. Tl exisi;a,it,: siIr la. droite ritelle; lin 
schéma dit de rdèi~emenf [BI. Il avait 1761égance recherchée et  la puissance nécessaire; 
on s'en est donc inspiréi. R.a.pidement,, on a compris que l'on poiivii.it tra.nsformer pnr 
rclCocmcnf tous lcs schCmas d'intcrpolatkm itCrat.ivc contcnus dans [y] c t  [20] cn 
ondclcttcs. Ccpcndant, on voulait aussi pouvoir traiter lcs bords (commc oii 1 'a.vai t4 
fait sur la droite) e t  avoir des schémas non séparables (ne  résultant pas du produit 
cmt&ien). Il se trouve que les schémas rectangulaires présentés dans [20] constituaient. 
a.iors le seiil choix vraiment appropri6. Ori a. polis& ce tra.\rn.il siiffisa,mrrierit loin polir 
en arriver à. des a.pplica.tions int&ressa,ntes comme on l'illustre briizvement. a4wc di.1 
tarasitement. de 1'ima.ge. Les ondeletetses non sépa.ra.bles étant pli.it6t0 rares, on considére 
que ce dernier chapitre est intkressa.nt et. pronlc.tPtei.ir. 
Cette t , h k  coniport~ trois parties divis6es en qiia.tre cha.pit,res. ,411 premier 
chapitre; on rappelle qiielqiies rélsii1ta.t.s conniis de la. thhorie des ondelettes et; d e  
17intmpola.tqion itéra.t.ive. !lu second champitre, on sjmplifirz la. d6riva.tion des ondelettes 
hiorthogonales de Cohen-Da.uhechies-Fea.i.ivea.1.1 en pa.ssa.nt par 1'int.erpola.tion itkra.tive 
de Lagrange. Ce  fa.isa.nt, on définit. les onclelettes de Cohen-Da.i.ihechies-Fea.1.1~~ea.1.1 
h-a,diqiies. ,411 troisikme chapitre, on adapte les ondelettes biorthog~na~les de Cohen- 
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a i b e c h i e s - F a a i  à 17intervaa.lle. En effet,, bien soiivmt., en pra.tiqiie, les signa.11~ or] 
les fonctions sont définis non pas sur tout. l'axe r k l ,  mais aiir un intervalle cornpa.ct.. Il 
cst, donc n6ccssairc d'introduirc dc nouvcaux filtrcs (filtrcs dc bords). Par un nouvcau 
schélma. d'interpola.tion i t&ra.tive sur 17interva.lle, on arrive rapidement. et simplement. 
à. ces filtres de bords. ,411 qiia,trikme chapitre, on constmit, à. titre d'exemple, certains 
sch4mas d'interpolation i t i b t ive  daans le plan polir dbfinir de noiivelles ondelettes 
non s6pa4ra.hles. On conclilt ce dernier chapitre avec. iine a.pplica.t,ion a11 tra.itement de  
l'image. 
Chapitre 1 
Théorie des ondelettes discrètes et 
de l'interpolation itérative 
1.1 L'interpolation itérative 
Avant d'en arriver aiix ondolettes, i l  est iitile de presontnr rapidement iine appli- 
ca.tion pa.rticiilil.re des schémas itCrakifs : I'intorpolation i t6rative. Soit V lin espa,ce 
vectoriel (par exemple V = Rn). 
Définition 1 On dira que. ( x ~ , ~ } ~ , ~ , ~ , ~ , ~  est m e  srlldioision régulière de 1.f si les 
ensembles croissants de  points 1,: = { x ~ , ~ ) ~ , ~  c 1,' sont te ls que UjI: = \.', C I  c I$+, 
cf qu'il ezistc une transfonation lineairc T tcllc quc T (15) = l$+, .
1 .l. 1 L'interpolation itérative de Lagrange 
On rappcllc bribvcmcnt lcs sch6ma.s d'int.crpolat.ion badiquc pr6scntCs dans [6] 
( b  > 1 est un entier). On appelle nombres b-ndiqrccs les nombres réels de la forme 
k/W où k et j sont entiers. On dira que s j , k  = 6-jlr forme la subdivision Gadique. Si j 
est le plus petit entier tel que x = k / P  pour un entier k, on dira que t est un nombre 
b - a d i p c  dc profondeur j. Étant dom6 unc fonction y dkfinic sur lcs cnticrs. on vcut 
prolonger cette fonction aux nombres b-a.diqixç. Pour des entiers r et n., sa.tsisfa.isa.nt 
O < r < b, y ( n  + r /b )  cst dCfinic par p (72 + r lb )  où p cst lc polyniiinc dc  Lagrangc 
du (211' - 1)' maximal tci quc p (k) = y ( k )  tlk E [n - Ar + 1, n + AT] n Z = INVn : 
Lk (4 
On peut itérer cette construction à 
Si on fixe b e,t. N ,  c,ommençrtnt avec y (k) = &k,o, on obtient la limite, la fonction 
fondn.m.entnle &,2,y-I. O n  a.ppelera cette fonction fonda.menta.le, la fon.ction fnndo- 
meni'.de de Desla~r~er.s-D~cbti.c:. On l'a,ppelle parfois la. fonction de De.sln~trier.s-D~~.b~~,c 
ori fondion de D?h/.c. 
On éicrira. parfois Fb,nlÿ-l = Frw-  polir simplifier la. notation en  pa.rt,iciiIier lorsqiie 
h = 2. On peut toiijoiirs prolonger Fb,2N-I a.11~ nombres ixkls pa.i.ce qu'elle est iini- 
formément. continue sur les nombres ba.diqi.ies qui forment un ensemble dense de R. 
De plus, &nt donné un entier positif k, il existe un entier Aro s1.1ffisa.mment grand tel 
q u e  N 2 No + Fb,~,v-1 E Ck. En d'autres mots, on accroît la régularité de Fs,z,v-i 
en augmenta.nt, N .  On voit qiie ce sché.ma, d'int,erpola,t,ion permet la. reconst,riict,ion 
exacte des polynômes du (2.R' - 1Ie degré. 
Appliqiiant la. tramsform6e d e  Fourier, on obtient 
Ce dernier polynôme trigonornétriqiie est un exemple de ce que l'on appelle an 
Définition 2 On dit que p ( C )  est lc polyn,ôrne carwtéristique d'une fonction f s i  
f ( b D  = p (65) f (t). Dans le ens où un sch.im.n géné7r d e s  fonctions ayant fozrtes 
le m . k e  poZyn.6me caract4rktiqrrs,  on dit  qii7il s'agit drr polyn6m.e carnclk~intiqrie d7i 
.s c h. km. a.. 
exacte des  î>olynôm.~.s d' l in cer tain  dep-6. P a r  exemple, on peut ~ ~ t i l i s e r  de nom.hrma 
schénzas M-band [13]. 
1.1.2 L'interpolation itérative en général 
Définition 3 Soit { x ~ , ~ ) ~ , ~ ~ ~  unc subdivision rc!guh& du plan. On dira qu'un en- 
scrnblc dc fonctions 6 va/curs rk l l cs  d$nics dans [c plan {Fj,k)j ,k,Z csf un criscm,blc 
dc fonctions fondamentalcs associées à la ssbdiaion { x ~ , ~ } ~ , ~  si pour un j donné on a 
FjYk ( z j y r )  = Sk,i Vk ,  I E Z. 
Notons qu'un tel ensemble sufit à. cI6finir un .sch6mmcl. d'interpolntion sur la. silb- 
division en q~iest~ion.  En effet, pour j fixe, si à. chaqiict point. xj,k on associe iine 
va.leiir yj,l;, yj = CkEZ yj,l; Fj,k est iine fonction in terpo1a.n te. 1,a. r6ciproqiie est aiissi 
vraie : lin schéima d'int,erpola.t,ion linkaire silr une  siihdivision admet  des fonctions 
oir les coe*fficients hj,k,l mn,t rrr'els. De pbrs, le sch&m,n d'in,te~polntion itkrativc: esi 
stcr.tic>n.nnirc s i  h.j ,k, /  = h,k,l V k ,  1! E 2. Si  /es coeficients h.j,k,i ne d@mden.t q u e  d e  Io. 
diffR~en,ce Cr: - 1 ,  le sch.6m.a est stcl.tion.n.cl.ire F I %  h.om.og$nfi. 
Pour u n  .<ich.hn. stationnaire et h.omogen,e, on pmt  rnrnener Inutes les fon,ct;inn.s 
fon,dmcn,tale.s h ? m e  selde fonciton et on dit q71.e cette fmction dkjn i t  (; elle seule I f :  
sch.4m.n. d'interpolation. 
Exemple 1 Soif; I'interpolnfion i t h t i n e  dyndique de 1,ngrange du tir-oisikme dey+. 
Dans ce cas, on a z j , k  = T j k  e t  les fonctions fondamentales FjYr sont toutes con- 
siruifcs à part ir  d'unc sculc fonction (la fonction fondamcnta,tc) d ' a p r t s  la rclafion 
Fj,k (x) = F ( 2 j x  - k) et on a comme filtre 
Lcfiltrc, noté (-1/16,0,9/16,1,9/16,0, -1/16) cst appcléfiltrc dc Lagrangc du froisiémc 
degr;. C'esf. u n  ezem,ple de s c h h n  statz'onn,~ire t hornog8n.e. 
1.2 Les nwltirésolutions b-adiques 
Unc multirCsolution badiquc [5]  cst unc famillc dc sous-cspaccs fcrmCs {V>} . iEZ  
d&croissa.nts, 
tels que UjEzl('> = L2 (R) et njez2$ = {O) avec f E 15 ++ f (P.) E 11. 
Soit maintenant deux n~ult,irésolutions badiques {\;; jqZ et { G I j e z  et deux jonc- 
- 
tions d'Échelle biorthonormales 6 et q5 avec 2 ( b  - 1) fonctions {&, . . . , $q,-,) et 
f 7 1~1,. . ., &-1) où est biorthonormale à qk et orthogonale à 6, pour I + k (k 
ct 1 Ctmt dcs cnticrs allant dc 1 à b - 1). On appcllc 4 (rcsp. 4) unc jonction 
d'échelle parce que (4  (- - n)InEZ (respectivement (4 ( 8  - n)),Ez) doit former une 
base de Riesz pour Vo (resp. G).  Les ondelettes sont biorthonormales ($,, $1) = dkYi 
et elles doivent être orthogonales aux fonctions d'échelle ( q ! ~ ~ ,  Q) = (4, &) = O VI,- = 
1, . . . , b - 1. Toutes ces fonctions doivent admettre des filtres, c'est.-à.-dire 
VR = 1, . . . , b - 1. Les ensembles de fonctions {qbk ( -  - n)jnEZ et {Gk (. - n ) I n E Z  
sont des bases de Riesz pour les espaces et @: supplémentaires de 16 dans VmI : 
On appelle les fonctions {$k ( 0  - n ) } n E Z  et  { q k  (. - des ondelettes (respective- 
ment prim.nircs ct  du.alcs). 
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p m r  n = O ,  ..., N - 1.  On peut tikrifier qwe toutes les on.dehtte.9 on.! an meoins Irn, 
rnomcnt nul [5]. 
Définitaion 6 L 'ensem.ble des ondelettes primaires et duales fo rnen t  une  m.z~ltir6s=solztticin 
biorthogondc. 
- 
& = span { F : ~ )  (-- nj : n E Z) 
où F ; ~ )  est la N e  dérivée de [a fonction fondamentale 6-adigue. On peut se convo- 
Oncre d e  ce rrisultnt par I'int6grntion. par parties et en observant que 10. N e  dirivt% 
d7îl.ne R-spline de ATe degr6 esf .  ?rnc com,bino,ison de fonctions d e  Dirac sltr les entiers. 
Dan.? ZF: cas dy~.diq~l.e, cela m .he  n~1.x onde lettes hOorth,ogonnle.s de  Cohen- Ilml hechhie.ç- 
Feauveau. 
1.3 La fonction de corrélation 
Notons F& la fonction de corrélation du couple (&+). 
I I  
On pcut vCrificr quc pour dcs fonctions biorthonormalclcs 4 c t  4, FZ4 ( k )  = dk," pour 
tout entier k. La. fonction de corréla.tjon cle deux fonctions biorthonarmaJes est. donc. 
la. fonction fonda.menta.le d'un s c h t h a  d'interpolation. 
h- 
Lemme l Si 6. q5 E L2, PT,, (t) = f i 4  (t)+ ( c ) .  
Dans la suite, on suppose que  4 et 4 sont des fonctions biorthonorrnales de L2 (R) 
et que leurs transforin4es de Fourier sakisfont les identiths en suivantes : 
Lemme 2 Si 4 ct 4 satisfont Ics idcntitds 1.2 ct 1.3, FgVd satisfait unc idcntitc! si- 
Preuve. 
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Exemple 3 Soit une fonction d'échcllc dc Daubechics 4 = 4 (Il csistc unr 
wxqion  h-adique des ondelattcs de Danhech.ie.9 m.n.is on ne  con.sédt?~e q u e  l'originale oi,. 
b =. 2 [12].) LE filtre de la fonction d'échelle lvcj$DaU est : 
O& IL: (t)12 = L (t) satisfait la relatiott 
(Strang- Fis) 
On sait que la fonction de corrdation correspondante FNmtNd est une foncte'on jori- 
damcntalc de 17int.crpolation il,eru,l.ivc dc  Lagrange ([5, scction 61) [21]) [El); cn fu,it 
FNd>iN+ = F 2 N - 1 .  
Exemple 4 ,Soit des forrctions d'kchfolle hiorfhonormn.le.s de Cohen-Dnuhech,ie.s-Fen?it~en.?~, 
- 
6 et  6 (Le.  # = ~ q 5  et 4 =N,NQ [2, section 61). On définit l'entier n = ( N  + 1V) /2 
(N + N cst toujours pair par dc'jnition). Lcs Jiltrcs sont 
ozi K = 1 si N est impair et rc = O si IV est pair. En multipliant ces équations. on 
obtient 
On voit quc. 
(voir l'équation 1.5). 
Exemple 5 Il est intkress~nt de m.ent2on.ner que d'autres fond&ms d?&h.e!lf: que /'on 
ne traite pas ici pnrterxt de la m,(m.e fonction de corr&ztion c'est-&-dire 10. fonction. 
fondamentale de l'inf;arl>olation ihatioe de T,agrm.gtl. TAS ondelettes s~ ,6 t r iqm.s  cf ;  
complexes de  Lina [16] en sont un exemple. 
Chapitre 2 
Dérivées de la fonction 
fondamentale de 
Deslauriers-Dubuc et les 
ondelettes b-adiques de 
Cohen-Daubechies-Feauveau 
2.1 L'interpolation dyadique des moyennes de Donoho 
Donoho [IO] a construit unc famillc dc multiri.solutions dualcs à la fonction dc 
Haa.r. L'idée de tia.se de la. constriiction de non0110 est l'interpolation des m.nyen.nes. 
Soient ( n o , & z ,  on cherche B trouver une fonction f satisfaisant 
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poiir k E Z. Soit N lin entier pair; poiir c h a q w  h E 2, on trouve l'iiniq~ia polynôme 
du Are dcgr6 p (x)  ~at~isfaisant 
pour 1 = k - AT/2, ..., k + N / 2 .  On dbfinit cnsuitc 
En procbdant dc la sortc, on pcut calculcr (mj,a]kEZ pour j aussi grand quc l'on vcut.. 
Si n2.o.k = on definit 
où la limite est prise au sens de LVFt). On vérifie que p,, est une fonction d'échelle 
satisfaisant 
telle qu'elle permet la reconstruction exacte des polynômes du 12' degré. 
Lcs ondclcttcs duaks pr6scntC.c~ dans [IO] sont lcs dCrivCcs prcmibrcs dcs fonctions 
fondament ales de l'interpolation itérative de Lagrange ( F, ) (appelées aussi fonctions 
fondamentales de Deslauriers-Dubuc). En effet, il montre que 
Il observe aussi [IO, section 3.2.21 que p 2 , p 4  et $96 ont les mêmes filtxes que les 
- 
fonctions d'échelle de Cohen-Daubechies-Feauveau [2, section 61 notées l,s& i,54 et 
, En fait, on sait qu'il existe un résultat plus général. Par exemple, après un 
changement d'échelle, on a. : 
2.2 Ondelettes de Cohen--Daubechies-Feauveau 
b-adiques 
Soit N$ la, R-spline di] N e  de& on a. 
I ' i  
- 
On supposc quc N cst choisi suffisarnmcnt grand pour quc FN+N-i E CN. DCrivoris 
l'équation 1.8 N fois1 : 
Donc, on pmt, prendre 
où k = 1,. . . , 6 - 1 et a ER/{O} est un coefficient de normalisation. En effet, par 
l'intégration par parties, on peut voir que 
puisquc FN+,v-l (bn - k) = O pour n E Z ct k = 1,. . . , b - 1. Finalcrncnt, il cst 
pra.tique de choisir 
On peiit calciilsr les filtres r.orresponda.nt;s : voir les ta.blc?a.iix 3.1, 3.2 et, 3.3 oh 
l'on a choisi n = 1 et  b = 3 (voir aussi 1s figure 2.5). 
'L'équation 1.8 demeure vatide dans le cas badique. 
En général, on peut choisir2 
puisque l'intégration par parties permet d e  vérifier que 
(en utilisant l'équation 2.1). Si on écrit D-I f  (z) = f ( s )  d s  et N + u  (2) = 
+D-"J (x), on peut obtenir les ondelettes primaires par la formule générale 
+ 
où k = 1, . . . , b - 1 puisque N $ O  (bx - 1) et N , N + k  sont biorthonormaux. 
- 
'Si on exige que les fonctions N . s ~  oient loeolisées alors on vérifie que cette formulation est 
unique. 
2.2.1 Cas dyadique 
La. transformée de Fourier de I'éqmtion 2.2 est. 
Notons q~ (t) la fonction définie par 
L'équation 2.4 donne une formule pour qhr (e) , 
avec r = e-'(. On peut calculer q u e  
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avec K = 1 si AT est impair et hi = O si  N est pair. 
Cohen, I)a.ubechies et Fea.uvea.i.i ont. choisis les filtres d'ondelet-tes siiivants : 
Donc. on a : 
- 
Théorème 3 Soit N suf isamment  grand tel FN+W-l E CN',  s i  N,N$> CS^ U R C  ofidclette 
biorlhogonale de Cohen-Daubechies-I7eauveau et si F ' ~  - est In N c  dérivée de  la 
foriction fondamentale de l'interpolation itérative de  Lagrange du ( N  + N - 1) ' degr6 
alors 
Ce r6sulta.t aide à. comprendre comment la. régularité. et. l a  forme des ondelet,i;es 
- - -+ varieril selori N el N (voir les figures 2.1, 2.2, 3.3 el 2.4). Par exemple, un voiL N.N 
- - 
pourquoi Iorsquc l'on accroît N pour Ar fixc, la forrnc dc N . E ~  dcmcurc la mSmc pour 
grmd (voir [5] p.271). 
Il rcstc à montrcr cornrncnt on pcut h i r c  N.NJ (15 fonction d76chcllc du& dc 
Cohen-Daubechies-Fe;i.iivesii) comme la. Are dérivée de la fonction fondamentale de 
Deçla.iirier?rs-Dubiic. Cependant, ptiisque l'on prend N d6riv&es, il est entendu qu'i.ine 
telle formule ne sera. pas uniqiie. 
- 
Proposition 4 Soit N sufisammcnt grand tel que FN+N-, E cN; on a 
Preuve. Soit. 
Premièrement, il faut montrer que fNqN (x) E L' (R). Puisqu'il s'agit d'une fonction 
Figure 2.1: Fy (x) 
Figure 2.2: 21;' (s) =1,97J (2) 
- s+i Figure 2.3: S F ~  (r) = -2.2,8$ ( ) 
Figure 2.4: -&F~ (+) = -4 3.76 (y) 
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continiie, i l  siiffit d e  montrer qii'etle admet lin slipport compact. Polir ce faire. on 
observe que 
9N (4 = 
est un polynôme du (H - l)e degré sur N en 8. En effet, si hT 2 2, 011 a 
( N -  1 + k )  X ... X ( k +  1) 
9 N  (k) = ( N  - l)! 
L'interpolation itérative de Lagrange du (N + N - 1) ' degré préserve les polynômes 
di1 degrk correspondant e t  les fonctions fonda.mont~alos ont toi~joirrs un slipport com- 
pact. En consCqucncc fN,N (z) doit avoir un support compact. 
On peut ma*intenant prendre la transformée da Fourier de fNaN 
C4 
où z = e-'t. Si on substitue le deuxième membre de la formule 2.5 pour F,N=)N , ( E ) ,  - 
on a 
-N ce qui est la série de Taylor de (1 - 2) . Donc, pour z#l 
En conséquence, a (t) = 1 pour t#O ce qui est suffisant pour écrire que dans L', 
Il ne reste plus qu'à prendre la. transformée de Fourier inverse pour ohtenir le r&sulta.t-. E 
2.3 Conclusion 
Bicn quc cc qui pr6ci.d~ rcposc sur dcs id&s bicn compriscs (voir par cxcmplc 
[15] ), ccttc dbrivation dcs ondclcttcs biorthogonalcs dc Cohcn Daubcchics Fcauvcau 
rend plus limpide certaines de leurs propriétés. En particulier, puisque la. régiilaaité 
de l'interpolation itérative de Lagrange est connue [6], ln r6gulczrité des ondelettes cor- 
respondantes est a.11 tomatiqiiement ittablic. On ohtient  amsi lin a.lgorithmo difféirent 
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pour calculer ces fonctions. On sait [6] que l'on peut calculer les dérivées des fonctions 
ionda.menta.les exa.ctlement sur les nombres h d i q u e s  d'une certaine profondetir en un 
nombre fini cl'op~rations par la. formule 
Notons que l'on peut calculer F(') sur les entiers en utilisant les propriétés de l'interpolation 
itCrativc dc Lagrangc [6]. 
Il serait intéressant d'étudier d'autres schémas d'interpolation itérative Ck et de 
voir quels types d'ondelettes pourraient en résulter (par exemple : les filtres M-band 
mais a;iissi d'a.iitres cas oh la. tramsforméie de Foiirier éichoi~e à. cmse di1 rnanqiie d e  
symbtric). Ccs travaux sont lies au schfma dc rcli.vcrncnt dc Swcldcns [24]. Dans 
le chapitre qui suit, on montre que ces idées mèlnent à. la. constrtiction d'ondelettes 
siir l'intervalle. sans l7iitilisa.tion clYiin processïis de Gram-Schmidt en fakant iisage 
de certains sc.h6mrt d'interpolation itbretive sur l'intervalle (voir [19] et. [IO]). Cec,i 
est possi hla piiisqiie maalgr& les a.pparences, la  transforrnéie de Foiirier n'est pas lin 
él6ment essentiel de ce tmvail. En utilisa,nt la. rema.rq1.w 1, il suffit de choisir 1.1n 
schéma. d'interpola.tion iterative qu i  oit sur la. subdivision choisie. Par exemple, ceci 
poiirrait mener à. des ondelettes sur des si.ibdivisions irr4giilikres. 
Remarque 3 Notons q u e  dons le cas dyndique, on pent faire ?me partie de la .$11,ik 
en utilisant In formule de mmmutati~n de Lemarie [15, Proposition 21. Il. est aussi 
Tableau 2.1: Quelques j2tres triadigues (b = 3) (z = e-'t) 
Tn.b[eaa 2.2: Quelques fltres d 'ondelettes primaires triadigues (6 = 3) 
Tableau 2.3: Qtrelqztes filtres d'ondelebtes d7tnle.s trindiq~ies (6 = 3)  
Figure 2.5: Polynômes caractérzstiques des  fonctions d'échelles pour N = N = 2 (It, 
polynôrnc duaC cst cn pointillc' ct l'ordonnc'c est cn E )  
Chapitre 3 
Une famille d'ondelettes 
biort hogonales sur l'intervalle 
obtenue par un schéma 
d'interpolation itérative dyadique 
3.1 Interpolation itérative sur l'intervalle 
3.1.1 Interpolation mixte généralisée 
Il existe dkjà. nne généra.lisa.tion de l'jnterpolation itérative de Lagrange siIr l'interva,lle 
rtppelbe inferpolntion mi& [ l D ] .  On peut utiliser la dérivke de ces fonctions inter- 
poIa.nt;es polir o b t e n i r  les ondelet t ,es  d e  17interpola.t;ion des moyennes  siIr 17intervaSle 
(voir 1101 où Donoho c.onstruit une multirésolution duale à la multirésolution de Haar ). 
Pour g6n6ra.liser cette id& a,ux splineç d'un degr4 arbitraire, il faut introduire une 
noiivelle fa,mille de sch6rna,s d'interpolation qui géneralisent 1'intiirpola.tion n1ixt.e. 
L'interpolation mixte se définit. simplement.. Soit { Y ~ , ~ } ~ ~ ~ ~ , ~ ~  un ensemble fini de 
valeurs à. interpoler. Soit. N un entier positif. On délfinit: y l , z k  = ?~D,I; pour tpoi.ia les 
k E [O, n]. Soit k E [Ac n - M - 11, on trouvc pk ( r )  lc polynômc du (2M - 1)" dcgrC 
tcl quc pl; (1) = yu,/ pour 1 = k-N+1, ... , k+-N. On dcfinit alors y1,21;+l = pl; (k + l / S ) .  
On définit ensuite le polynôme pu (x) comme étant le polynôme du (2hT - l)e degré 
tel que po ( 1 )  = yo,r pour I = 0, ... , 2AT - 1 et on pose yi,2lf~ = I)O ( Z  + 1/2). On traite 
le bord de  droite de  la. mêime fa.~;.on. Ceci forme lin schkma. d'int.erpola.t;ion it&ra.t,ive 
dont les fonctions rési.ilta.ntes ont la. même régi.ila.rité qtie le sch6ma. d7interpoIa.tion 
itérative de Lagrange d u  même degré [lg]. Dans la suite, on note ?.Jj,k = y ( k / 2 j ) .  
Soit N 2 2 un entier : le cas Ar = 1 est traité en detail dans [19]. On choisit un 
autrc cnticr N > N ,  pair si N cst pair ct i~npair si Ar cst impair. On sait quc nr+Z cst 
pair. 011 cl8firiil donc K = ("11 ulilise celle iiouveile noLalion pour &viLer i,ouî,e 
- 
confusion dans la suite). On suppose aussi que AT est suffisamment grand pour que 
les fonc.t.ions réai.ilta.nt de 1'interpola.tion i t b t i v e  de La.gra.nge par des polynômes du 
- (N+ ilT - 1)' degr6 ait a u  moins une regdarité CN (exemples : pour N = 1' N 2 3 
ct pour hJ = 2, N 2 4). Soit j un cnticr arbitraire suffisarnnicnt grand (21 > Z), 
&tant clonnéi itne fonction y &finie siir les nombres dya.diqiies d e  profondelir j siir 
I'intcrvallc [O, 11, on trouvc un prolongcmcnt dc cct.tc fonction sur tous lcs nombres 
dyadiques. Il fa.ut choisir iV - 1 vakurs pour chacun des hords qui symholisent les 
valeurs des M - 1 dérivées à chacun des bords correspondants; notons ces valeurs 
N-1 N-1 
{df)k=l et  {df)k=l où les lettres G et D représentent le bord de gauche (s  = O )  et 
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celui de droite (z = 1). Lorsque n - Ii' + 1 O et n + I< < n ,  y (2-in + 2-j-l) est 
définie par p ( 2 - j n  + 2-j-l) où p est le polynôme de Lagrange du (N + iV - 1) degré 
tel que p (--il,) = y ( 2 - j k )  Vk 'k [n - 11' + 1, n + K ]  f7Z. Autrement, si n - Ii+l i 0, 
on utilise toujours la valeur p  (2% + Tj-'), mais l'on définit le polynôme p comme 
le polynôme du ( F +  N - I ) ~  degré tel que ( 2 - j k )  = y (2- jk)  V k  E [O, ZI 17 Z et 
dk tel que pour k = 1,. . . , N - 1, on a d;Tp(0 )  = d f .  On traite le cas n + Ii' > 2J' d'une 
faqon sym6triqiie. On p m t  it&rer cette constri~ction. 
Remarque 4 Par construction, les polynômes da  (N + N - 1 )  ' degré sont préservés, 
c ést-à-dire que si la fonction y ch,oisie à ZOrigine était un polynônze p du (N + N - 1)  
degré (avec les valeurs { d f j N - l  et {df):=:' obtenues des dérivies à chaque extrémité), 
k-1 
Ic prolongem,snt de y par 17nlgorith,me correrpondrn lrnfizarternmt n a  polyn0me de d+n.rf. 
Ccttc propriEtf pcrmcttra dc eonstruin des ondclcttcs dualcs ayant N rnontcnts n u b  
(lcs ondclctfcs primaires auront AT momcnts nuls). 
- 
Exemple 6 Soient M = 2 et N = 4. On dotine un excmpls du sch&m,a d'interpolation 
décrit plus haut. Pour 1 < k < 9 - 2. on o 
Les fltres d u  bord de gauche sont (les filtres du bord de droite sont obtenus par 
- 
Exemple 7 Soicnt i1' = 3 ct N = 5 .  On donnc un autrc cxcmplc du schéma 
d'interpolation dkcrit plus haut. Pour 2 < /c < 23 - 3, on a 
Les filtres du. bord de gnuch.a sont (encore une fois, /PR ,fill.re.s du bo~d de d~oiir  sont 
3.1.2 Régularité 
On utilisc la linCarit6 du sch6ma d'intcrpolation (voir [19] pour unc prcuvc si- 
milairc d'un rtsultat. moins g6n6ral). Soit y unc fonction d6finic sur lcs nombrcs 
dyadiques de profondeur j (2.' > Y) de l'intervalle; par abus de notation, on  note 
a.iissi y son prolongement à. tmis les nombres dya.diqiies par 1s schéma.. Soit P l'iiniqiie 
polynôme du ( N  + P - I ) ~  degré satisfaisant 
pour k = 1,. . . , A' - 1 tel que P ( 2 - j k )  = y (2 - j k )  V k  E [O, iv Z. On définit g sur 
les nombres dyadiques de profondeur j pa,r 
pour tous les k. On peut prolonger g sur tous Ies nombres dyadiqiles en s~ipposa.nt 
que df = O et df = O M. On a y = P + g sur les nombres dyadiques. Notons 
que par construction, pour k = 0,. . . , N, on a g ( 2 - j k )  = O. Par induction, on 
peut montrer en se cont,ent,a.nt, d'appliqiier à. la. let tre le schélma. qiie ceci est, vrai polir 
j' > j, c'est-à-dire que pour k = O , .  . . , Z, on a g ( 2 - j ' k )  = O. En d'autres mots, au 
bord de gauche (a = O) ,  le prolongement de g i tous les nombres dyadiques se fait. 
uniqiiement par les polynômes de La.gra.nge. Par symktrie, ceci est a.rrssi vra.i a.ii bord 
dc droite (z = 1). On a donc btabli Ic résultat suivant. 
On sait que pour k = 0,. . . , N > N 2 2, on a g ( T j ' l i )  = O. Puisque g est cN 
dk (uniformément sur les nombres dyadiques), on a g g  (0) = O pour E = 1,. . . , N - 1. 
On peut faire la. même chose au bord de droite (s = 1). On a donc la proposition 
si I i vaan te. 
Proposition 6 Soit y u n e  fonction prolongée par le schéma d'interpolatior-1 mixte 
N-1 
généralisée; les valeurs { d f ) L = l  et { d f ) : i l  sont les dérivées de y correspondarttes 
n w  bords, c'est-6.-dire 
Définition 7 Tout comm.e avec 12n.terpolnirion itEi'ra.tie!e de Lngrnnge, il est. possi- 
ble de &'finir. les  fonctions fondnm.entales de l'interpolntion, mixte gi!n,&~dist?'e. ,Soit j 
fixe'. Pour R = 0 , .  . . , 23, on note Fjqn le prolongement sur l'intervalle de la jonction 
F j i k ( l / 2 j )  = dL,i tel d? = d y  = O p o u ~ l  = 1,. . . , AT-1. P o w k  E 11,. . . , N - 11, 
on note Fj9-, le prolongement sur I'interualle de la fonction Fi,, (1 /2J)  = O 'dl E Z tel 
que d k  = 1 (autrement dit: d? = d? = O  = 1  ,..., k -  l , k + I  ,..., N -  1 
et  d p  = O pour 2 = 1, .  . . , M - 1) .  P o u  k 1 , .  . . , N - l}, on d t j k i t  les Fj,2,+k 
d ' m e  f q o n  similnire. Sym.holiq7r.em.ent donc, on trn.ite les d&rivt)'es n.m bords comme 
3.2 Analyse inultirésolution sur l'intervalle 
On se rappelma. qiw l'an peiit; definir ilne R-spline di1 IVe degr6 comme &tant le 
résultat. de M convolutions de la fonction indicatrice de l'intervalle [O, 11, x [ ~ , ~ I ,  avec 
elle-mêlme. On definit donc 
Les fonctions {,VC#I (2 jz - génèrent une multirésolutioii dans L2 (R). 
Soit unc fonction f : R -+ R, on dit quc fIu,ii : [O, 11 -+ R CS(. la restriction dc f 
à l'intcrvallc [O, 11 si f ( r )  = filu,i~ (x)  pour tous lcs 3 E [O, Il. 
On introduit la. qi.ia.nt.it.6 K definie pa,r K = 1 si N est. impa.ir et. t; = O si A T  est pair. 
On retient les P' + N - 1 B-splines sur R dont le support rencontre l'iiitervalle [O, 11 
( { N ~  ( 2 ~ ~  - k ) } k = - I N I Z l + l - K )  23 -l+[.w/z] et on prend leur restriction à l'intervalle [O, 11 : 
On a alors une rnultirésolution dans L2 [O, 11. Il vient 
3.2.2 Fonctions d7échelle duales 
Les fonctions d'échelle de Cohen-Daaihechies-Feai1tit7ea.i.i formant rine multirésolution 
biorthogonale avec les splines [2] dans L2 (R) et peuvent s'écrire 
oit F est la. fonction fonda.menta.le de l'interpolation i t6ra.t ive d e  1,agra.nge avec des 
polynônies du (N+ N - I ) ~  degré. ri = 1 si iV est impair et 6 = O si iV est pair. 
On généra.lise cette formule à. 17interva.lle en utilisant les fonctions fonda.menta.les 
définies précédemment (interpolation mixte généralisée). Pour 1 = - [N/2]  + 1 - 
avec la convention que est automatiquement nulle. On remarque que l'on a 
2j + N - 1 fonctions duales, car 2 [ N / 2 ]  + r; - 1 = M - 1. On définit les dyk par la 
formule 
C'est une conséquence directe du fait que les fonctions {FJ,k}k permettent la. 
reconstruction exacte des polynômes du (M + IV - I ) ~  degré, que les fonctions {N IN$ j , k )k  
permettent la reconstruction exacte des polynômes du (N - I ) ~  degré. 
- 
Théorème 7 Soit j su.@snnamsnt grand : 2 j  > 4N + 2 N  + 2. LES N.N4j,I sont alors 
hiorth,nnnrmales a7rx :vq5j,h, c 'est-h-dire 
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Preuve. On supposc quc 23' > 4R + 2AT + 2. Lcs df:, furcnt ehoisics pour quc Ics 
- 
N . ~ + j , I  soient symétriques, c'est-à-dire 
2-1-2s-IV-I 
Les fonctions d'échelle du centre { N , N $ j , l )  
1 = 2 N + ~ + 1  
ne sont pas affectées par les bords 
et I'on retrouve donc les ondeIettes biorthogona.1es de Cohen-Da.ubec.hies-Fea.1~1vea.1.1. 
Pour montrer la. hiorthonorma.lit6, il suffit donc de considerer le bord de ga~x.he 
Pour z = - (N/2]  + 1 - r i ,  . . . , 2N + N + 1, rcrnarquons quc 
Ceci permet d'ignorer les termes de bords Iorsqiie l'on in tkgre par parties. En effet, 
- 
ic choix dcs d& impliquc quc lcs fonctions N.K+j, i  soicnt localidcs, c'cst-à-dirc quc 
- - 
pour j suffisamment grand ( 2 s i  > 2N + h: - 1 ) )  les N,N4j,l pour = 0,. . . , 2N + 
N + 1 sont idcntiqucmcnt nullcs dans un voisinage dc x = 1. (La dCrivCc Ne du 
résultat d'un schéma permet la reconstruction des polynômes du (F+ iV - I ) ~  degré 
( F  + ni - i 2 N )  et  les fonctions fondamentales sont localisées, voir remarque 7). 
Notons N,W$zPF lcs fonctions dlCchcllc dc Cohcn Daubcchics Fcmvcau ct ICS 
B-splines sur R. Pour simplifier la notation. on écrit ' 
par intégration par parties on a 
CDF 
~ 0 j . k  ( x ) ~ , ~  $:PF (3) 
mais -$& Nqi:FF (3) n'est qu'une combinaison d e  masses de Dirac : 
Lagrange On pcut donc rcrnplaccr lcs fonctions fondamcntalcs Fj., par Fj,k puisquc k s  
masses  d e  l3ira.c apparaissa-nt da.ns cetPte derniére éqiiation n e  parçoiaent qiie les 
'Il s'agit d'une somme localement finie parce que ~ ~ " g ' " " g '  est une fonction à support compact. 
va.leiirs ailx nombres dyadiqiies de  profondeiir j .  On a. donc la, formiile 
qui cst validc pour k = - [Ar/2] + 1 - K ,  . . . , 23' - 1 + [Ar/2] (t.ous Ics k). Ccci qui 
termine la. preuve. 
3.2.2.1 Les filtres des fonctions d'iichelle driales 
Pour N 5 1 5 2J' - F. on utilise le filtre de Cohen-Daubechies-Feauveau, par 
- 
cxcmplc pour N = 4 ct  N = 2, l'équation d 'Cchcllc cst don& par 
Sur lcs bords, on a. N + [ M / 2 ]  - 1 + n filtrcs à calculcr (par syrn&tric, il suffit dc 
considdrcr Ic bord dc gauchc (x = O)) .  Pour calculcr Ics filtrcs on utilisc csscnticllc- 
ment le fait que le sch6ma. d7interpolaOtion est itératif. Les filtres sont locnlisis ou de 
lorng~mir finie, c'estp-Aidire qu'il existe lin entier A! ind6penda.n t d e  j horna.nt iini- 
formément la largeur des filtms. La 1oca.lisa.tion provient essentiellement du fa,it- que 
le schéma d'interpolation permet la reconstruction des polynômes du (N + N - l)e 
degré (N+ N - 1 2 A'). 
FILTRES DE BORD (N = 4, N = 2) On suppose que 2.; > 1M + 2N + 3. On 
ne donne les filtres que pour le bord de gauche (x = O )  (c'est suffisant par symétrie). 
3.2.3 Ondelettes duales 
On a 21 ondelettes duales données p r 2  
- d" 
N , ~ S ) j , k  = (-1) IN/2] 2 1 - N + j / 2  -pj+l,2k+l CI&" 
'La dépendance sur N est ici implicite : les fonctions F dépendent bien sûr de N et de @. 
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- 
pour k = 0, . . . , 23-1. On peut montrer par intégration par parties que ( N , f i & , k , N  +j , l )  = 
O et l'on rt;ma,rque q u e  
- L1 N.fi@j,i ( i )  î i ' d3  = O 
- 
Preuve. Fixons j .  Par l'orthogonalité des ondelettes; on a (N,NI,bj,kiN d j , / )  = 0 ce qui 
suffit donc pour obtenir les moments nuls parce que les B-splines { K ( ~ j , > i . r ) r  permettent. 
la reconstruction des polynônies du (N  - l )e  degré. 1 
3.2.4 Ondelettes primaires 
La cuiislruçhii des oildele~kes primaires {+j,k}:',' iie posa pas de prol>lt.iiie. Soii, 
le filtre des ondelettes primaires de Cohen-Daubechies-Feauveau { h ~ " ) ,  c'est-à-dire 
que 
CDF - 2 hC-DF CDF , - I 2 1 1 4 j + l , / .  
[=O 
Figure 3.1: Ondelette duale 3,5$j,j.o pour j quelconque 
t I I I 1 I I 
O I 2 3 4 5 6 
Figure 3.2: Ondelette duale 3,s$j,i pour j quelconque 
J 1 I t a 
O 
I 
1 2 3 4 5 6 
1 
- 
Figure 3.3: Ondelette duale 3,51/>j,2 pour j quelconque 
Tl siiffi t de prendre 

pour k, 1 = 0, . . . , 2' - 1. Les ondelettes { $ j , I ) l  et { $ j , ç ) k  sont donc biorthonorrnales. 
Proposition 9 Lcs ondclcttcs @ j l k  ont N momcnts nuls. 
-l Preuve. Fixons j. On sait que les fonctions { $ j l v k  génèrent par des combinaisons 
linéaires tous les polynômes du (Z - 1)' degré et, en même temps, on a $ i l k ,  +j,i = ( - > 
0.  
3.2.4.1 Exemple de filtre (p = 1, N = 2) 
Pour 2 5 IL 5 21 - 3, on a 
Le bord d e  droitse est trait& de faqon syrnéltoriqi.ie. 
3.2.5 Remarque 
Il existe dkjà. une adaptation des ondelettes hi~rthogona~les de Cohen-Dauhechies- 
Fcauvcau à I'jntcrvallc [1] obtcnuc par unc approche similaire à ccllc introduite par 
Yves Meyer [l'il (restriction à L2 (O, 1) de la base sur L2 (R)). Cette adaptation est 
diffélrente de kt nôtre (voir remmque 5). Une des principales diff4rences est que nos 
filtres peiivent 6t;re calciil6s symhaliqiiernent. 
Chapitre 4 
Ondelettes non séparables dans les 
régions rectangulaires du plan avec 
filtres interpolants 
4.1 Introduction 
Les ondelettes ont eu certains succ&s dans 1'a.ria.lyse de fonctions 01-1 de signa.rix 
&finis sur la. droite. Il existe de x~ombreuses gén4ra.lisa.tions: a.u plm,  nmis dans la, 
plupart des c.a.s, il s'agit simplement. di1 produit ca.rtcirsien de dei.ix sch6ma.s siir la. 
clraite r 4 l e  oii bien encore: on se limite a.11 ca.s dyadiqiie. De: la. mîtme fa.~.on qire l'on 
arrive à. constriiire des ondalettoes siir l'intervalle, on ohtient, par le prodiiit ca.rt,6sim, 
des ondelettes sur des r6gions recta.ngula,ireç. 
Quclqucs chcrchcurs (1231, [Id]) ont montre commcnt on pcut construirc dcs 
multir6solutions d'ondelettes à. partir de schémas itérakifs et intmpolants comme 
l ' interpolation itérative de Lagrange sur l a  droite [6] par Lin relèvement. On montre 
que cette mêime approche fonctionne siir les sch6ma.s d'interpolation itkrakive dans 1e 
plan ( [7 ] ,  [18] et [20]). 
En 1990, une technique simple fut decouverte pour généra.liser les sch6rna.s de 
I'intcrpolation jtbrativc dc Lagrangc sur la droitc i I'intcrvallc [lS]. On a utilisC ccttc 
tcchniquc dans un contcxtc plus g6nCra1 (voir lc chapitrc prCc6dcnt). On rnontrc 
ici comment ces memes a.rgiimen ts éiléimentaires peiivent géinkraSiser certains sch6ma.s 
d'interpola.tion i t h t i v e  dans le plam à. des rkgions dii plan. On poiirrait appliqiier 
cette approche dams Rn polir n asbitrak.  
On obtient donc des ondelettes dans des regions rectaagiila.ire,c du plan. Les 
a.pplica.tions pour de telles ondelettes sont multiples : géophysique, 6qiia.tions aux 
dkrivkes pa.rtielles et traitement des images. 1,'iitilisa.tinn d'un filtm intparpola.nt per- 
met l'application de Z7dgorith.m.e d. trous (algorithme rapide) [5 ] .  De plus, les filtres 
cpe l'on calciile sont pllis coiirts qiie ceiix qiie l'on obtiendrait asrec le pmdiiit cit.rtesien, 
d'où un a.lgorithme plus rapide. On obtient a.iissi des ondelettes dkriw.hles. 
4.2 Les filtres rectangulaires non séparables 
Definition 8 On dira. d fitne fonction f dans le pCnn qu'elle est s&pa.rn.blti s'il existe 
deux fonctions fi ct f2 tcllcs quc f (z, y )  = fi (x) F2 (y), Si {Fj ,k )  csf unc f imi l le  dc 
fonctions fondamcndalcs sur la droitc, Fj,k,l ( 2 ,  y) = FjTk (z) Fjfi ( y )  dCfinit un cnscmblc 
de  fonctions fondnm.entnles d m s  le plan. De plus, s7: les fonctions fondnmmtnles s u r  Io. 
droite appartiennent à C R  (R) la nouvelle famille {Fj ,k , l )  appartient aussi à Cn (R2). 

les monômes de la  forme z"'yn pour m. + n. 5 3,  m., n E N sont prhservés : 
L'un dcs cas particulicrs (a = 9/16, b = -1/16, c = O, d = O, c = 81/256, f = -9/256, 
g = 1/256) correspond au produit cartbsicn du schema it6ratif dc Lagrange. Lcs 
nalitres cas sont des sch6ma.s non s6pa.ra.bIes. On sait qiie certains d e  ces sch6rna.s sont, 
différentisbles (voir [20]), que la régularité maximale est atteinte dans le cas séparable 
et qu'aucun de ces schémas n'appartient à C2 (RZ) [Il] .  
Lemme 10 La fonction fondamcntalc F dc 4.1 satisfait la con.dition dc Coifnz~n [5], 
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Preuve. Notons < = (cl, &) et 11. la mesure de Lebesgue. L a  tra.nsformée de Fourier 
de I'élqtia.tion 4.1 est 
F (6) - C w (y) eiE.y F ( T F )  
- L G  1 
Il suffit alors de remarquer que 
pour m. + n. < 3, ce qui implique 
poor O < rn + n 5 3, d'oti la  condition de Coifman. Quant à la. masse, on sait. que I. 
est cont,iniie e t  à. siipport compact .  n ' a . i~ t r e  part,, on peiit &rire 
et intégrer sur un sous-ensemble compact du disque fermé A' = {x E R* : 1x1 5 ii). 
Tl vient, 
oii #A est. la cardinalit6 de I'erisemble A. On voit que lorsque p ( K )  + oc. 
# {Y : support {F ( -  - y)) n K f 0 )  -+ # (C n A') 
ptrisqiie le support  de F est compact et donc 
Remarque 6 On voit qlrc n o l ~  con.str.il.ction. s'appliq71~ h des . ~ c h h a s  imiln,iws p i  
préserve les polynômes du ( 2 N  - I ) e  dqrc' et dont les fonctions-poids ont pour support 
Ic carrc' [- N + 1/2, N - 1/21 x [- N + 1/S, Ar - 1/21. En cc sens, on nc traite quc Ics 
exemples qui suivent, on s'en tient souvent au cas IV = 1 pour sa sim- 
4.2.2 Traitement des bords 
O n  siippose ma.intenamt qiie l'on veuille adapter  ces sch6ma.s rect.a.ngiila.ires a.ii 
demi-plan (x 2 0). On choisit ce cas en premier pour illustrer notre méthode. Sur ce 
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demi-plam, i l  f a~ i t  prkserver les monômes amyn poiir m, + n. 5 3. Par lin6a.ritk. si ces 
monômes sont préserves, les polynômes du troisihme degré le sont. aussi. 
Il existe diverses approches plus 01.1 moins heureuses face à, ce probléme. 011 
veut en choisir une qui permette d'éviter le plus possihle le ca.lci.il a posteriori des 
coeficients. On aimerait g&n&raS isnr Ins trasmix dPjà. offectiiks siir la. droite poiir qiie 
la. généralisation h Rn, pour n arbitraire, soit naturelle (dans 1s mesure du possible). 
4.2.2.1 Exemple sur la demi-droite 
Soit unc suitc dc valcurs (yk}k=,.,.... correspondant à x = k quc l'on vcut intcrpolcr 
sur (O, CO). S'il s'agit dc gCnCraliscr lc sch6ma d'interpolation i t 6 r a t . i ~ ~  dc Lagrangc 
dans le cas du troisième degr&, on commence par troi~ver 17i.unique polynôme P d1.1 
troisième degré tel que P (k) = yi; pour k = 0, 1, 2, 3. A partir de ce polynôme. on 
peut prolonger la suite {yk)k=O,l en posant y-k = P (-k) pour II = 1, 2, 3, ... Sur 
cette nouvelle suitne, on peut. appliqtier le schema. d'interpohtion itkrafive de Lagrange 
pour obtenir 1-ine fonction interpolantc y. Finalement, en prena.nt la. restriction silr 
[O, oo), on obtjcnt unc fonction ayant la mCmc rCgularit6 quc I'intcrpolation it,6rativc 
de Lagrange qui interpole la sui te (yk),=,,,.-. 
Remarque 7 On prksertie alors l e s  polpiîme.9 dl/. d r o i s i h e  degr&. On snppose fin 
t$et qu'Li [a suite { M } ~ = ~  
t P.. 
correspond un. pnlynnme y tel qu.e p(k) = yi; pour k = 
O ,  1.' 2, 3, ... En particulier P = p et donc, puisque le schkma d'interpolation if.6ratirw 
de Lagrange pr6sertir: Ies polynômes du troisiZrne degr4 la fonction interpolmte est le 
Remarque 8 ce srh,hna csf i tk~at i f  et stationnaire. En fnit, on pounaif  m,ontmr 
Exemple 8 On peut ici bRevem.ent illustrer le r6sdtnt de Su~eldem [23] pozr.r b filfre 
de l'interpolation linéaire : (i, 1,;). Sur la droite, la multirésolution est donnée par 
Si l'on introdd rcn lord (r6gion z > O ) ,  il f n d  de  nowz:enw filtres en. k = O (pozcr 
qu,c lcs polynôm cs soicni pr6scruf.s). 
Incidem.m.end, on  retrouve ic i  7sn cas par t i cd f e r  de l'ndnptation des ondelettes bi0rth.o- 
p n a l c s  dc Cohcn Daubcchics Fcauvcav (41 à l 'inicrt~allc prCscntCc dans cctlc th& 
(F'videmment). 
4.2.2.2 Application dans le demi-plan (cas simple) 
Cette id& se gknkralise ais8ment. naans le demi-plan, il  suffit de proc.éder ligne 
par ligne. Comme on l'a. fait. sur la. droite, on suppose que 170n a. une suite de va,leiirs 
{ykli} t , lEz. t>u & intcrpolcr; on pcut trouver Ics uniqucs polynômcs du troisibmc dcgrb 
(voir rcmarquc 6) 4 tcls quc Pi (k) = yk,r pour k = 0, 1, 2, 3. Une fois quc l'on a ccs 
polynômes, on peut prolonger la. suite des y,,l en posant y-,,l = Pl (-k) pour 1: = 1,%, 
3 , .  . . Sur ce noiwe1 ensemble d e  valatirs, on peut appliqiiar le sch6ma. d7interpola.tion 
itérative (du troisième degré) choisi et prendre ensuite la restrict.ion de la fonction 
interpolantc rbsultantc y sur Ic demi-plan (x 2 O). On a la memc rbgulariti. quc 
lc schCrna choisi ct Ics polynôrncs sont bvidcmmcnt prCscrvCs car si p (r, y )  cst un 
polynôme du troisième degré avec les variables .T et y alors p ( r ,  t ï )  est un polynôme 
clil troisikme degré: avec: .T comme va.ria,ble si k est, fixe. 
Preuve. Tl est it6ra.tif essentiellement pirisqiie les polynômes Pi déipendant lin&a.irement. 
des valeurs {Y>c,I)~=~, ,213* Quant s u  reste de la preuve, il s'agit d'une vérification di- 
recte di1 schkma.. 
Malheiireiisement;, cette mitthode est in@cn.ce piiisqiie siir l'ensemble des valerirs 
( z ~ ~ , ~ ) ~ . ~ ~ ~ ,  k2u, on n'a pas (cn gCnCral) un schéma stationnaire ct cc qui cst pirc, lcs 
fonctions fondamentales Fjqk n'ont. pas n6cessairement 1.1n support se rétr6cissa.nt ex- 
ponentiellement (de l'ordre 2-j) lorsque j + ce, ce qui peut poser certains problèmes 
a.11 nIvea,ii de  la, stn.hilit6 des algorithmes. 
Polir contniirner cette difficiil tk, on peiit utiliser iine approche sta.tionna.ire. ,411 
lie11 de ne ca.lci11er qi1'11ne se~iie fois les polynômes 8, on ca.lciile, à. chaqiie itéiration 
j, un noiivel ensemble de polynômes Pj,/. Par la. suite, on se contente d'appliquer 
le filtre interpolant à. ce demi-plan com.plité mais en ne conservant que les va.leurs 
sur x 2 O. Notons yj,k,i la valeur interpolée au point { T j k ,  2-jl). Alors Pj,[ est le 
polynôme interpolant de l'ensm-thle 
ce qui permet d'ecrire 
Tl  sa troi~ve en fait, comme on peut le vilrifier, qiia c'est. la. seille valeiir nélcessa.ire 
(Pjyi (-1)) étant donné le support des fonc,tions-poids pour le cas du troisiéme degré. 
En effet, selil le calciil des w.leiirs interpolees polir 
doit être fait différemment (on doit tenir compte du bord). Si B l'origine, les données 
yk.1 sont dcs monômcs yo,l;,l = kmln pour m. + n. < 3 (ct k 2 O )  alors lcs polynômes 
scront dc la. formc f i , l  (a:) = amln ct donc, sur I'cnscrnblc du plan, on associc au point. 
(k, I )  la valcur km/" ct, puiçquc lc schCma d7intcrpolation sur lc plan pr6scrvc dc tcls 
monômes, on a forcément y,,p,i = (1;/2)" (1/2)" .  Par la suite, on généralise le résultat, 
à. toiis les yj,r;,l par reciirrence puisqila le schéima. est. sta,tionna.ire. Ce schema. préisetve 
donc les polynômes du troisihme degréi. 
Loin du bord, on applique 1'a.lgorithme d'interpolation donné par 
On a. maintena'nt les ta's particuliers suivants pour tenir compte du bord .1: = O : 
Remarque 9 Il VG snn.s dire q u e  les j7ltre.s snn.l les înt?m.tis, ï i  un.e tr(~.n..~forrr~.ntim 
près, lorsqm l'on considén l',une des régions {x 5 t), {.T > k), { y  5 k} ou ( y  2 k) . 
4.2.3 Ondelettes et relèvement 
Avant. de traitmer des régions plus g6n&rales, on verra. des ma.intena.nt comment 
on constriiit. les miiltiréiso!iitions d'ondelettes. On se limite à. I'iin des cas les pliis 
ilf3jant.9, c'est-à.-dire qiie l'on exige qiie les deiix miiltiri.soliitions aient. le mame nom- 
bre de moments nuls (ce que l'on a dans le cas orthogonal). Dans [14], cet exemple 
correspond amil cas oti P = Q. 
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Définition 9 On n vu que poor chaqzir valeur interpoGe yj,cb il existe u.ne relo- 
tion avec lcs v a h r s  dc I7it&ration prkctdcnic {yj-i,klr)k,, passant par un cnscm.bk 
de coeficienfs. Par e~t??qde, Pj,*k,?i = yj-llk,l. On ~ p p d k  cette rekztinn 7 m  filtre 
ini.crrnc'diafrc. Dans Ics cas stationnaires, à ch,a.quc pat7r (6 ,  I )  on pcut  associcr un 
u n i p e  filtre intermkdiaire. Par abus de n.otntion (ymj = { ~ ~ , j , k , ~ } ~  [ J ,  on n.ote un. fi[tw 
7 
yjlkli = fjlkll (yjmi) ou, dans le cas stationnaire, IJjlj,k,i = fk,/ ( y j m i ) .  
Définition 10 Le polynôme caract6ristique du Jiltre (en, nzitnnf qu'il consiste en une 
sommc jinic) cst Ic polyn6mc trigonomCtriquc 
Définition 11 On d&finit le filtre d'?me fonction fondnm.entnle dans son ensemble 
par In relation 
Preuve. On vérifie cette relation en interpolant 'tJj,k,i = (rk,O&,O à. l'aide des filtres 
intermediaires. Les va.leurs yj+ 1 doivent correspondre a u  filtre m.k,l. I 
Exemple 9 Lc cas N = 1 admet  un filtrc minimal naturel séparable (FjYe,/ = mk,r (Fj+l)) :
En gti'n(ral, les polyn6mes caractéristiques sont m. bon outil th.éorigzre. 
Lemme 13 Soient deux polynômes cnract~rktignes p j  et pg . On peut &rire P,,,, = 
nlors, dans Ic contexte r e c t ~ n g ~ ~ l a i r e ,  les fonctions nssocikes f et g sont respecti~)em.epzt 
1. biorthonorm.ales, c'est-&dire q u e  corr (k, I )  = dk,O&,O pour 1-2'1 entiers, si 
2. orthogonales, c 'cst-à-dire quc corr ( k ,  1 )  = O pour k, 1 cnticr, si 
Preuve. 11 s'agit. d'une version particulière d'un résultat général (voir [5] ou [13]). 
h . n s  la. siiite, di] moins dams le contexk des schélmss rectamgiila,irc?s, on &rit 
pour simplifier la, nota,tion. 
Définition 12 Soit un terme trigonomitrique t , ,  (c ,  5) = ei*(+'q(; on vérifie directe- 
ment que 
et donc, on dira qlrc t,, est pair .si pmod 3 = qmod 3 = O et impair a7rtrcmcnf. 
4.2.3.1 Dans le plan 
S'il n'y a. pas de bord: i l  n'y a. qiie 3 filtres interm6dia.ires hormis cehi  associi, 
avcc la rclation trivialc yj,lk;l/ = yj-1,1;,1 c'cst-à-dirc .f2k+l,Sl+lr f.2k+l;21 ct f.2k,21+l (voir 
rcsycctivcmcnt k s  bquations 4.2, 4.3 ct 4.4). On pcut dirc quc chacun dc ccs filtrcs 
correspond à. une ondelette comme on le verra.. D'abord, pour fonction d'échelle 
prirna.ire, on prend la. fonction fonda.menta.le $j,k,l = Fjlkll assaci& asil point rj,k,i = 
( 2 - j k ,  2-j l) . Ce chois est certainement sensé puisque les fonctions fondamentales 
satisfont unc condition dc Coifman (voir rcmarquc 10). On prcndra pour ondclcttcs 
primaires 
(1) 1 
dj,k,/ = Fj+1,2k+ll21+l - -f2k+1,21+1 ( F j )  7 4 
On pose 
et, r n a h t m a m t ,  o n  &mit 
Remarque 10 LE facteur a dans l'équation qui précède est naturel : il provient dc 
le s7~bdivision rectangulaire (e:oir rm.arque 15). 
Tl est sams doiite utile d'illiistrer ces formiiles par iin exemple simple. 
Exemple 10 On choisit lc cas linéaire (voir ercmplc 9) ci l'on Ccrit lcs filtres sous 
forme matricielle (cette représentation est plus limpide, mais imprécise). Les filtres 
den ondalettes primeaires sont donne% par les matrices 
Les fiitres des ondelettes duales sont donnés par les matrices 
Finalement, le filtre de la fonction d'échelle duale est donné par la matrice 
On observe que q5jlkll est séparable, mais 4j,k,1 ne l'est pas (voir figures 4.1 et  4.2). Ln 
rnultirisotl~tion biorthogonde est donc non, sipnrnble. 
Proposition 14 id,$, $, 6) { o n e  une rnullir&olution biorthogonale. 
Preuve. C:ommenpns pa.r montrer qiie les ondelettes di~ales sont ort.hogona.les à. 
ces fonctions fonda.menta,?es. On voit q t ~ e  le polynôme r.a.ra.ctéiristkyie des ondelettes 
dualcs cst (voir dffinition 9) 
Figure 4.1: Contours du polyncime caractél-istiqur de la jonclion d 'échelle primaire 
(4) 
Figure 4.9: Contours du polynôme caractéristique de lu fonction d'dchelk daab  (4) 
pour (p,q) E ((1, l ) ,  (1,0) ,  (0 , l ) ) .  Par le lemme 12, on n 
ct donc, puisquc p,,, (2[, S C )  cst pair Vm, n, on it 
pour 
( ~ 7 9 )  ((171) 7 (170) , (051)}. 
(L'opérateur ,Y est défini à l'équation 4.7.) D'aiitre part, on obtient que 
si (p, q )  E {( l ,  1) , ( 1 , O )  , (0,1)}. En utilisant le lemme 13, on conclut que $jj14j dans 
L2.  
- 
Une fois ce idsullat ttabli,  le resLe devieiil plus ikcile. V j i y i ,  iiiiplique qur 
- 
Qj,Lk,L1 = O, on a 
1 
( j k  j n )  = (4j+172k.21 + q m k , l  7 d ' j m n )  
Mais comme 
ct pujsquc Pk,/ cst rÊcl ct qu'il s'agit d'un filtrc interpolant (d'où la dcrnicrc Cgalite), 
Pour rnontrcr quc lcs ondclcttcs sont biorthonorrnalcs, on utilisc lc fait quc F ~ L $ ~  
dans L2. Prenons par exemple 
et finalement le résultat est obtenu puisque f,,, (4j+l,2.,2.) IFj+1,2k+1,21+1 par la dualité 
des fonctions d7&helle. T,es a.iit;res cas se traitent avec les memes a.rgiirnents. 
II faut maintenant montrer que dans L2 et encore une fois, pour simplifier 
la notation, on prend un cas prticulier. En ritjlisamt les propriktk déjà établies, on 
a 
En effet, la. dernikre 6quakion n'est qii 'ilne qiiestion d e  notation : 
Iles a.iitres cas se proiivent, de la. rnêlme faqon. I 
Proposition 15 On peut vkrifitir que 
/ s" (s) dsdy = O 
pour K = 1,2 ,3 ,  O <: rn + n < 3 c t  Vj, k, l .  Dc plus, 4 satisfait dans tous lcs cas la 
con.dition de  Coifman, 
Preuve. l l 'ahord,  piiisqiie FjTk,/ est ilna fonct,ion int,erpola.nt,e permetttant la. recons- 
triiction des polynômes d ~ i  troisikme degrk, e t  pa r  l'orthogona.lit4 des ondelettes diia.les 
w 
et des Fjlk, l ,  on a les moments nuls de $:'&. Les moments nuls de $j211 permettent à 
lcur tour d'Ccrirc quc pour O < rn + n 5 3, m., n. E N, (voir bquation 4.3) 
par cha.ngement de va.ria.bles. On a. donc 
On ohtient les moments nuls des ondelettes primaires par un ra.isonnernent similaire 
du fait que 
/ (2) d ~ d y  = O 
par la seule présence du facteur !. R 
Remarque 11 [ln. r6suZfo.t phkro+l  permet  d ' n ~ m î w r  qu'en n?r,tnnf que Z ' m  n. des 
filtres finis biorthnpnauz a t m  des ondelettc.~ ayant au moins un m.om.ent nul, la 
mult irésolution correspondante est dans LP2 (voir par exemple [ I l )  . 
4.2.3.2 Dans le demi-plan 
Il suffit d'utiliser les formules pour {$,& +, 6) données à la section précédente. 
Sei11 le sch6ma d'interpolation doit Pitre a.dapt6. Qiielqiies problkmes vont a,ppa.ra.it,re :
1. Les fonctions d'échelle ne sa.tisferont plus de cnndition de t3qm.cr.n aux bords. 
Pour comprendre rapidement pourquoi c'est naturel, prenons pour exemple la. 
splinc linbairc fondamcntalc sur la droitc (@ (k) = Cct.tc fonction satis- 
fait j 's@ (z) dx = O par sa symétrie. Si l'on veut la restreindre B la. demi-droite, 
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on a J , ,  2 0  (x) dx = $ au bord et donc la condition de Coifman est perdue. 
2. À cause de cette asymétrie, en général, les ondelettes primaires vont perdre aux 
bords tous leurs moments nuls (sauf un). 
On poiirra.it certa,inement corriger ces problemes en modifiant ces filtres, mais on 
introduit. invaria-blement d'autres a.sgm6tries. Da.ns les a.pplic.a.tjons, en prenant les 
ondelettes diia.les comme filtre d'a.na.lyse et  le filtre primaire polir la. synthksc? : 
on peitt soiivent contoiirner le problkme de f a p n  effimce. Comme 1e filtre de la 
fonction d'itchelle prima.ire est; le plus coiirt,, c'est le meilleiir choix à. faire nii5me 
lorsque l'on ne tient pas compte des bords (primaire -+ synthèse, dual -+ a.na1yse). 
Exemple 11 Encore une fois, (i. titre d'ill~rstrntion, on. prtkmtera ic i  l'rizem.pk dl/,  
filtre linkaire. (Iiomme les jltres (j. droite du hord ont dkjh el6 prLwn.tk.9, 1.1 ne reste p h  
guaà faire la liste de filtres au bord a: = O.  La fonction d'échelle primaire correspond 
nu filtre tr0ta~u.6 (dans le COS du troisfémt degr6 ce n'est plus tirai) : 
Le fltre de ln fonction d'échelle dunle est 
Dans ce cas particulier, puisque les filtres d'ondelettes duales sont les mêmes au bord. 
la condition de Coifman sur 6  ES^ toujours valide au bord, mais cela n'est pas vmi en 
gksakrnl. 
Proposition 16 {$ ,O,  l j i ,  4) forme une multirésolstion Qiorthogonale. 
Preuve. Tl siiffit d'observer qtie Ie lemme 12 n e  siipposait pas I'homogC.n6iti. et donc, 
on n'a. pas à montrer I'orthogonalité (?,Jj1dj). Le reste de la preuve demeure valide 
même au sein d'une région du plan. H 
4.2.3.3 Régions du plan avec coins 5 angle droit 
Il fa.i.it d'abord poser quelques contrahtes sur la. region que l'on peut choisir. Mais 
comme on l'a. vil, il siiffit en fa*it de pouvoir ca.lculer les f i v i  pour que les ondelettes 
se fassent nutom.ntz'qur)m,ent. L7a.da.pta.tion aux conto1.m se fa,it donc sans doideur. 
O n  n e  considkre ici qiie de s  regions a.ya,nt des coins à, angle droit. Avec ce  q u e  l'on 
a fait pr6c&demrnent: on peiit tra.iter les bords di1 type .T = cons tan te  oii 21 = consta.nte 
il ne reste donc qu'à. ca.lciiler les filtres d m s  le coin. Il faut. poser I'hypoth&se que la. 
dista.nce entre ces coins est suffimnte pour que l'on puisse vraiment* les séparer. Cet te 
distame, en nombre de neitds le long du contour, clépend du degré du schgma choisi. 
Pour un schéma du ( 2 N  - 1)" degré cette distance est de 2Ar - 1 nœuds comme on 
po~i r ra , i t  l e  verifier directement .  
Deux  cas se préisentent : lin m i r i  convexe oii lin m i n  conca,ve. 1.Jn coin convexe 
a. 1.m angle int6rieur de 90 O a.Iors qu'un coin conta-ve a. un angle interieur de 270 O .  
Dans les deux cas, on peut prolonger les valettrs à interpoler yj,k,i à. tout le plan par 
des polynômes du (2N - l)e degré (du troisième degré), mais seulement dans le cas 
convexe, on a. vra,iment lin choix na.tiire1 piiisqiie l'on peut  dors faire lin lien avec le 
cas sélpsrable (produit cartésien). 
COIN CONVEXE Soit un ensemble de valeurs à interpoler { ~ ~ , ~ , ~ ) ~ > ~ . r > ~  - - En 
utilisant des polynômes du troisième degré (ou du (2hr - I)e degré), on peut prolonger 
ccs valcurs pour (k < O ct 1 2 O) ou (k 2 O ct I < O). Il nc rcstc plus qu'à consid6rcr 
la rCgion (k < O ct l < O). On vcut que lc yrolongcmcnt soit tcl quc dans lc cas 
séparable, on retrouve le produit cartésien du schéma introduit dans [19]. 11 fa.ut donc 
qtie t om les moiiômes de la. forme s m y n  ~ I ' I  rn, n 5 3 soient pr6sorvés. On obtient. 
ceci e n  troiivant P ,  l'iiniqiie polynhme d e  la. forme ~ , n s i s 3  a m , n ~ m y n  interpolamt les 
valeurs {yj,ç,l}05k.153 aux points { x ~ , ~ ~ ~ } ~ < ~ , , < ~ .  - - A l'aide de ce polynôme, on prolonge 
{ ~ j , i ; , ~ )  cn posant yj,k,/ = P (zj,l,J) pour (k < 0 ct 1 < 0). 
Dans le cas di1 t,roisikme de@, i l  n'y a. q i ~ e  d m x  filtres intnrm~dia.iros à. calctiler 
(par sym6tBc). On a lcs relations : 
l h n s  le cas linhaire, i l  n'y a. pas de  no11vea.11~ filtres à. caJciiler. 
Proposition 17 Dans le cas siparable préservant les polynômes du ( SN - l)e degr;, 
on retrouvc Zc produit eart&en d'un schdmnaa de Z'interpolation mixtc sur la droite [lw. 
On montre ninsi que dans le cas seg~nrnbk, le ~ch.6m.a con8sertx lu. r&gu/ar.rite d7i. sch.ri'm.cl. 
de Lagrange du (2N - l)e degré pczrtout dans la région. CiEla crpliqzle d'ailleurs Ics 
choix q7Le l'on, il, faits. 
Preuve. Il existe lin sch6ma. de siipport, minimal iiniqiie prikervamt les monhmes 
de la. forme x"gn tels qiie m, n. < SA' - 1 sur une région recta.ngula.ire. Pour le 
montrer, il si.~ffit de verifier que l'on peut utiliser cette seiile propriét6. pour calct~ler 
les polyniimes intermhdia.ires. Comme le produit. ca,rtRsien de  1'interpola.tion mixte 
prélserve les monômes smyn  tels qiie m,, n 5 2Ar - 1 tout comme d7a.illeiirs cette 
adappta.tion (dans le cas séparable), il s'agit du même schéma. 0 
Exemple 12 On donne ZC.S filtres d7ondelctte.s d dfi fon,ction.s d'&ch,elle pour le cas 
lininire nu coin. La fonction $'&hdlri primaire correspondra nu filtre n o m a l  tronque 
( d a n s  lc c a s  du troisième dcgrc' cc n'est plus lc cas ) :  
Les filtres des ondelettes duales ne sont toujour.s pas a8ecté.s par les bords. Les _filtres 
des ondelettes prim.aires sont 
RÉGULARITÉ Il est important d'insister sur le fait que ces problèmes de réguiarité 
n'appa.ra.issent, qiie siir le contour a,vec la. mi11 tOir&solii t on primaire. 
Proposition 18 Soif f1° 1 'intérieur de la rÉgion choisie R; on peut imposer 4j,i-r E
CR (a0) e t  donc E C R  (O0) pour R E N aussi grand que l k n  ueut. 
Preuve. Seille la r6gulnrité du schéma d'interpolation est en cause. On mit qu'il 
cxistc dcs schCmas sur la droitc qui prbcrvcnt lcs polynôrncs du (2Ar  - l)e dcgr6, 
dont la fonction-poids admct pour support [-M + 1/2, N - 1/21 tcls quc pour AT 
suffisamment grand, ils appartiennent à CR (R) (schémas itératifs de Lagrange [6 ] ) .  
Le support des fonctions correspondantes est [l - 2N,  2N - 11. Le produit cartésien 
d'un tcl schbma cst adrnissihlc (voir rcrnarquc 6). On rcticnt un s c h h a  sCparablc 
appartenant à CR (R). Soit {y,) les valeurs à interpoler e t  {yjvm,,} le résultat après 
j itérations. Pour N fixé, F,,,,, appartiendra à CR(R) si son support est contenu 
dans Cl0. En fait, on a, comme on peut le vérifier, 
Fj,m,n (x) = F (2'r - rn) F (2miy - TL) 
OI'I F est la, fonda.mentale di1 sch6ma. itdmtif da T.a,grangr. Piiisqiio la. fonction intor- 
polmte est de la. forme 
et q u e  pour 6 > O, il existe j siiffisa.mment gmnd pour que 
En autant que dist(xo, a R )  > c, on a que y E CR ( x O )  On conclut que y E CR (Ro) 
en  la,issa.nt E + 0. I 
4.3 Traitement de l'image 
La p r i x  cn comptc corrcctc dcs bords (cn utilisant lcs ondclcttcs dualcs commc 
filtre d'analyse) et la non-séparabilité du schéma pourraient donner un traitement. 
efficace de l'image. On a utilisé le cas linéaire (ondelettes ayant 2 moments 11~1s) 
déicrit plris ha.iit pour manipiiler des images. 
En informatiqiie, on peut reprg~ent~er ltnn image en teintes de gris comme ime 
matricc dc nombrcs cnticrs. Si l'on y appliquc ccs filtrcs (voir figurc 43 ) ,  on pcut. 
reprksenter les coefficients ohtenus sous formes d'ima,ges. Mat héma.tiqiiement, on part 
d e  la. mairice d e  l'image ~ k - 1  e t  on la. reprdsante comme lin C16mont de  Vo par la somme 
Notons 1.0 (x) = L (x) et 
oii 
On peiit alors éicrire 
Tnsistons siIr le fait. q i ~ ' a , i ~ c ~ i n e  intkgra.t,ion niirnéiriqiie n'est. njtcessa.ir~3, e t  qilo Ies pro- 
cliiits scala,ires se rédiiisent à. des  sommes  finies. 
f,ors d e  la. synthkse, en n e  re tenant  qtie les coefficients d'onclelettes les pliis s ip i -  
fiatifs, on ohticnt un schCma dc compression [ 5 ] .  En pratique, on a cssay4 d78jmincr 
tous les coefficients d'ondelettes à. l'interieur d'un écart-type. De plus, on a. it& 
l'analyse sur deux éc.helles pour un taux de c.ornpression de 30 % (voir figures 4.4 et 
4.5). Soit CF) l'écart-type de l'ensemble { q ~ : ~ , l ) g m ,  et soit 
x si 121 > 
O autrement 
alors on calcule 
Les coefficients r i , ,  forment l'image compressée sur deux échelles. 
La figurc 4.3 illustrc la di.composition d'unc imagc (photo du mathbrnaticicn 
Lcbcsguc) sclon lcs cocfficicnts d'ondclcttcs ct lcs cocfficicnts des fonctions d'iichclk. 
On p e i ~ t  ndditionn.rzr les q imtres  images dii bas polir r econs t r i~  i re  exn.ctamen t 1 'image 
originale. 
T,a. figure 4.4 est. iine photographie di1 ma.t.!i&rna,ticien Foiirier et  la. figure 4 . 5  esfi 
le r6sulta.t du sch6ma. de compression. 
4.4 Conclusion 
On a. g&kraJisA l a  constriiction d?ondslett,es dans  le plan à la. siihdivision hexago- 
nalc r6ggulii.r~ (voir [3] ct [ 7 ] ) ,  mais la rotation cffccturc par la transformation linrairc 
Figure 4.3: Tlli~stra~tion d'iine déicornposition par ondelettes 
Figure 4.4:  Image à, traiter. 

T iitilisk polir dkfinir la. miiltirésoliition reqiiiert I'titilisa.tion alternke de deitx typos 
de filtres aux hords. Pour cette raison, cette approche est à. son meilleur dans le cas 
recta.ngula.ire. 
Ce schéma. de c.ompressjon d'image a. eto& présenté poiir illiistmx la. multirésolution. 
On voit a,srec intérkt, qiie Is diffiision visiielle de la. compression ohteniie par les 
ondelettes non séparables élimine presque tout le treillissage habituel (blocking en 
anglais). 
L'utilisa.tion de filtres interpolants est certainement une a,pproche intéressante 
pour le traitement des hords comme l'on a. pu le voir : a.uc.une analyse numerique frit 
n&xssa.ire. En comhi nant les propriktéis des ondelettes prima.ires et diiales, on a.rrive 
de plils à. obtenir les propri6t6s nRcessa.ires polir la. pliipa.rt des applications. 
Conclusion 
.Alors que la recherche en théorie des ondelettes s'oriente vers les multiondelettesl 
et les subdivisions irr6girli&res, les filtres interpolants joueront un rôle de plus en plus 
importa.nt . D'une part, ils permettent certaines simplific.a.tions ma.th&ma.tiqiies, pa.r 
la. simplicitk &idente des 6qiia.tions iitilis&es. Ensirite, les filtres interpola.nts menent 
souvent à des algorithmes plus rapides (nlgorith.mes (i trous). Ce second wanta.ge 
est moins important axe. les ordina.f,eiirs modernes, mais la. recherche de I l a .  simplicitk 
ma.th6ma,t,ique est toi-ijorirs importa.nte. 
Les résir1ta.t~ prkeentks ici servent. de base à. des tra.va8rix qui rendront les 0nde1ett~e.s 
encore plias iitiles axx  ingsnieiirs et, aiix scientifiqiies. En effet, comme on rend les 
ondelettes accessibles & la totslite de la communauté scientifique (a l'image de 1s 
théorie de Fourier), on doit. c.hercher constamment L améliorer la présentation de ln 
théorie. La. dérivation originale des ondelettes biorthogona.1e.s de Cohen-E)a.i.ibechie.r;- 
Fcauvcau (voir [Z]) cs t  asscz pbnibic ct n6ccssitc unc bonnc formation math6rnatiquc. 
La derivation prCscnt6c ici, cn pius d'i3.r~ plus gCnCralc quc la vcrsion originale [A 
(parce qu'en base h ) ,  est plus conc.rète et donc plus facile B assimiler par les scien- 
tifiqiies e n  géinéiral. Ensuite, I'a.da.pta.tion des ondelettes polir le tra.itement, des bords, 
alors que simple en principe, devient. assez loi-irde pour qne la pliipa.rt des logiciels 
'Les  multiondelettes utilisent plus d'une fonction d'échelle alors que les ondelettes en utilisent 
une seule. 
commercia.iix ?'omettent8. En effet,, le calciil des filtres de bord niim&iqiiement. est. 
p o s ~  unc solution plus facilc à vcndrc aux informaticiens (notons cn passant quc 
ce fait n'est. pas sans importa.nce puisque les ondelettes biorthogona.les de Cohen- 
Daubechies-Feituveau sont très populaires). Finalement, la c.onstruction d'ondelettes 
non sélpa,ra,bles dans le plan n'est; pas coiiram te clams la. 1 i tt&ra.tiire. Ces ondelettes 
sont, poiirtant importantes, nota,mment dams le tra.itement d'ima-ges. T,a. cornplexit6 
du prohlkme et le maanque d'outils mathématiques poussent les chercheurs à. se con- 
tenter du produit cartésien. Comme on l'a montré, en utilisant des filtres jnterpolants, 
on arrive à des dkiva,tions qiii ne sont giikre pliis compliqri&s qiie celles ohtenlies par 
la. prodilit ca,rt&sien. On observe de pliis qire le tmitement des bords a w c  des filtres 
interpola.nts, mkme dans le plam, est plils fxilc.  
Notons que 1'utilisa.tion de filtres &a.diqi.ies est i.in sujet de recherche fort excitasnt 
en soi. L'ensemble des cherrheiirs en théorie des onddettes prkvilégient les ondelet,t,es 
en base 2. Ce choix est certainement. ra.isonna.hle, mais 17argi.iment selon 1eqi.iel ce choix 
s'impose parce qiie Ics ordinateiirs fon~t~ionnent en  mode binaire pa.ra.ît; nssw; faible. 
Par exemple, 1'11 tilisation de  la. hase 2" polir n entier permet a,~issi de prendre avant.ags 
du codage binaire. On considkre qu'il est fort. possible que les ondelet.t,es h i o r t h o p  
nales de Cohen-Dau hechies-Fea.uvea.o , telles que présentées ici, soient perf~rma~ntes 
pour h différent de 2 dans certaines a.ppljca.tions. On pense nota.mrnent 2. l'étude de  
certaines courbes fractales (en base b) ou de certains systèmes chmtiqiies. 
Alors q i ~ e  cette t hkse repose siIr des oi~tils ma,I;ht;ima.tiqiies bien connus, elle pose lin 
regard noi1vea.u sur la théorie des ondelettes. On pense que 1'interpola.tiori itérative 
jouera. un rôle croissant dans la. th4orie des ondeletées et on a. fourni ici quelques 
a.rguments da.ns ce sens. 
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