Abstract. This paper describes the student modeling component of ANDES, an Intelligent Tutoring System for Newtonian physics. ANDES' student model uses a Bayesian network to do long-term knowledge assessment, plan recognition and prediction of students' actions during problem solving. The network is updated in real time, using an approximate anytime algorithm based on stochastic sampling, as a student solves problems with ANDES. The information in the student model is used by ANDES' Help system to tailor its support when the student reaches impasses in the problem solving process. In this paper, we describe the knowledge structures represented in the student model and discuss the implementation of the Bayesian network assessor. We also present a preliminary evaluation of the time performance of stochastic sampling algorithms to update the network.
Introduction
ANDES is an Intelligent Tutoring System that teaches Newtonian physics via coached problem solving (VanLehn, 1996) , a method of teaching cognitive skills in which the tutor and the student collaborate to solve problems. In coached problem solving, the initiative in the student-tutor interaction changes according to the progress being made. As long as the student proceeds along a correct solution, the tutor merely indicates agreement with each step. When the student stumbles on a certain part of the problem, the tutor helps the student overcome the impasse by providing tailored hints that lead the student back to the correct solution path. In this setting, the critical problem for the tutor is to interpret the student's actions and the line of reasoning that the student is following. To perform this task the tutor needs a student model that performs plan recognition (Charniak and Goldman, 1993; Genesereth, 1982; Huber et al., 1994; Pynadath and Wellman, 1995) .
Inferring an agent's plan from a partial sequence of observable actions is a task that involves inherent uncertainty since often the same observable actions can belong to different plans. In coached problem solving, two additional sources of uncertainty increase the difficulty of the plan recognition task. Firstly, coached problem solving often involves interactions in which most of the important reasoning is hidden from the coach's view. This is especially true when the coach decides to reduce the level of guidance in the problem solving process by no longer requiring the student to explicitly show the problem solving steps that can be performed mentally. Secondly, there is additional uncertainty regarding the student's level of understanding of the domain theory and, therefore, the kind of knowledge that she can bring to bear in generating solution plans. This paper describes a framework for student modeling in Intelligent Tutoring Systems that takes into account both the uncertainty about the student's plans and the uncertainty about her knowledge state. The framework uses a Bayesian network (Pearl, 1988) to represent and update the student model on-line, during problem solving. The student model is constructed by the Assessor module of ANDES and it is used to tailor ANDES' coaching to the problem solving performance of each individual student.
The ANDES Student Modeling Framework
ANDES' student model represents a significant contribution to research in probabilistic user modeling for three reasons. First, the model uses a probabilistic framework to perform three kinds of assessment: (1) plan recognition, inferring the most likely strategy among possible alternatives the student is following, (2) prediction of students' goals and actions, and (3) long-term assessment of the student's domain knowledge. None of the existing systems that perform probabilistic user modeling seem to combine all three of these functions (Jameson, 1996) . ANDES' Assessor evolves from POLA VanLehn, 1996a, 1996b) , our first attempt at a student model for coached problem solving. Unlike POLA, which exploited only the diagnostic capabilities of its Bayesian network, the Assessor also provides predictions about the inferences that the student may have made but not yet expressed via actual solution steps, and the inferences that may cause problems. These predictions will provide ANDES with more principled information to generate effective coached problem solving than the heuristics used by POLA. Second, this model performs plan recognition by integrating in a principled way knowledge about the student's behavior and mental state with knowledge about the available plans. While substantial research has been devoted to using probabilistic reasoning frameworks to deal with the inherent uncertainty of the plan recognition task (Carberry, 1990; Charniak and Goldman, 1993; Huber et al., 1994; Pynadath and Wellman, 1995) , none of it encompasses applications where much uncertainty concerns the knowledge that the user has to generate the plans.
If the assumption that the planning agent has complete and correct knowledge is reasonable in many plan recognition applications, it is certainly not realistic for plan recognition in an Intelligent Tutoring System, whose primary goal is to improve the incorrect and incomplete knowledge of the student. Nonetheless, the few existing systems that perform plan recognition for intelligent tutoring systems rely on a library of available plans, without taking into consideration the student's degree of mastery in the target domain (Genesereth, 1982; Kohen and Greer, 1993; Ross and Lewis, 1988) . The model-tracing tutors of Anderson et al. (1995) assess both a student's mastery of the domain and the solution that the student is following during problem solving, but they do not integrate the two kinds of assessment. They apply probabilistic methods only for knowledge assessment and reduce the complexity of plan recognition by restricting the number of acceptable solutions the student can follow and by asking the student when there is still some ambiguity.
Third, the student model will be used in real-time to tailor the coaching of students' problem solving. Bayesian networks have been used for the off-line assessment of student's domain knowledge from problem solving performance (Collins et al., 1996; Gitomer et al., 1995; Martin and VanLehn, 1995; Mislevy, 1995; Petrushin and Sinitsa, 1993) , but none of these systems uses the information in the Bayesian student model to guide a real-time tutorial dialogue. One reason for this may be that belief updating in Bayesian networks is in the worst case NP-Hard, and this intractability often manifests itself when the application calls for large and complex models, as is the case with Intelligent Tutoring Systems.
In ANDES, the computational complexity of the network evaluation is definitely an issue. Our networks are fine-grained models of the complex reasoning involved in physics problem solving and can contain from 200 nodes for a simple problem to 1000 nodes for a complex one. Moreover, since ANDES will be part of the curriculum of the introductory physics course at the United States Naval Academy, its response time will be a decisive factor for the success of the innovation that ANDES represents for the classical curriculum. We are devoting great effort to obtain acceptable performances from our student model by using approximate anytime algorithms based on stochastic sampling.
The ANDES Tutoring System
The ANDES project is a joint collaboration between the University of Pittsburgh and the Naval Academy involving about 10 researchers and programmers. Beginning in 1998, ANDES will be used by approximately 200 students per semester in the introductory physics class at the United States Naval Academy. ANDES is implemented in Allegro Common Lisp and Microsoft Visual C++ on a Pentium PC running Windows 95.
ANDES has a modular architecture comprising, besides the Assessor, a graphical Workbench with which the student solves physics problems, an Action Interpreter that provides immediate feedback to student actions, and a Help System. 1 ANDES' Help System comprises three separate modules responsible for Procedural, Conceptual, and Meta Help (VanLehn, 1996) . The probabilities calculated by the Assessor will be used by the Help modules, both to diagnose which concepts the student needs more detailed tutoring on, and to predict what hints are most relevant to the student's current strategy. The knowledge assessment capabilities of the Assessor can be used to select appropriate problems for the student, and can also serve as an additional assessment tool for the teacher.
Probabilistic Assessment in ANDES

The Solution Graph Representation
One of the issues that must be considered when using Bayesian networks for plan recognition is where the network and its parameters come from. Designing the network by hand for each plan recognition task requires a considerable knowledge engineering effort and it is an unacceptable option in a system like ANDES, where teachers should be able to easily extend and modify the set of physics problems available to students.
In POLA we solved this problem by adopting the approach, introduced by Huber et al. (1994) and Martin and VanLehn (1995) , of automatically constructing its Bayesian networks from the output of a problem solver that generated all the acceptable solutions and solution plans to a problem. Similarly, the solution graph structure used by ANDES' Assessor is generated prior to run time by a rule-based physics problem solver. The rules are being developed in collaboration with three physics professors from the Naval Academy, who are the domain experts for the ANDES project.
Since the output of the problem solver will be used to model the student's activity and make tutoring decisions, it is important to choose an appropriate grain size for its knowledge representation. We have based ANDES' problem-solving rules on the representation used by Cascade (VanLehn et al., 1992 ), a computational model of knowledge acquisition developed from an analysis of protocols of students studying worked example problems. This analysis results in a rather fine grain size which, as we will discuss in Section 4.4, can produce large models that pose a real challenge for current Bayesian network updating algorithms. However, we argue that such a fine-grained representation is necessary for making the kinds of tutoring decisions ANDES will make. Both POLA's and ANDES' problem solvers contain knowledge about the qualitative and quantitative reasoning necessary to solve complex physics problems. However, while POLA's problem solver generates plain sequences of solution steps (Conati and VanLehn, 1996a) , AN-DES' problem solver has explicit knowledge about the abstract planning steps that an expert might use to solve problems, and about which ANDES will tutor students. Thus, it produces a hierarchical dependency network including, in addition to all acceptable solutions to the problem in terms of qualitative propositions and equations, the abstract plans for how to generate those solutions. This network is called the problem solution graph, and is the starting point for the construction of the Assessor module's Bayesian network.
The Problem Solver starts with a set of propositions describing the situation, and a goal statement that identifies the sought quantity for the problem. It begins by iteratively applying rules from its rule set, generating sub-goals and intermediate propositions. When it reaches an equation, it determines what quantities in the equation are still unknown and forms new sub-goals to find the values of those quantities, so that it will be possible to solve for the sought quantity when all the sub-goals have been achieved.
For example, consider the problem statement shown in Figure 1A . The problem solver starts with the top-level goal of finding the value of the normal force . From this, it forms the sub-goal of using Newton's second law to find this value. Next, it generates three sub-goals corresponding to the three high level steps specified in the procedure to apply Newton's second law (
(1) choose a body/bodies to which to apply the law, (2) identify all the 111 23 45 7 6 9 8 @ 8 forces on the body, (3) write the component equations for
The resulting plan is a partially ordered network of goals and sub-goals leading from the top-level goal to a set of equations that are sufficient to solve for the sought quantity. Figure 1B shows a section of the solution graph for the problem in Figure 1A involving the application of Newton's second law to find the value of the normal force. In the following section we use this example to show how the solution graph is converted into a Bayesian network by the Assessor module, and describe the different types of nodes in the network and the relationships between them.
The Assessor's Bayesian Network
The Assessor Bayesian network consists of two parts, one static and one dynamic. The static part is built when the ANDES domain knowledge is defined and is maintained across problems. The dynamic part is automatically generated when the student selects a new problem and is discarded when the problem is solved. The following sections will describe the semantics and the structure of the nodes in the static and in the dynamic network.
As far as the parameterization of the network is concerned, we mainly rely on canonical interactions, known as Noisy/Leaky-OR and Noisy/Leaky-AND (Henrion, 1989) , to automatically specify the conditional probabilities in the network. These canonical interactions are good approximations of the probabilistic relationships in the network and provide a fundamental advantage: they reduce logarithmically the number of conditional probabilities required to specify the interaction between a node and its parents by requiring only a single parameter that represents the noise or the leak in the canonical interaction. At the moment the parameters in the canonical interactions, along with the prior probabilities in the network, derive from our rough estimates. We plan to refine them based on the judgment of the domain experts in the ANDES project.
The static part of the Assessor. The static part of the Assessor consists of Rule nodes and Context-Rule nodes. We use these two kinds of nodes to model what it means for a student to know a piece of physics knowledge. Our definition is that a student knows a rule when she is able to apply it correctly whenever it is required to solve a problem, i.e. in all possible contexts.
In POLA, the student's knowledge of a rule formalizing a piece of physics knowledge was represented by the probability of a Rule node that increased by the same amount every time the student performed an action that entailed the correct application of the rule, independent of the context of the application. However, for many physics rules there are categories of problems (contexts) that entail different levels of difficulty in applying the rule. For example, it is easier to identify correctly the direction of the normal force acting on the body in the problem in Figure 1A than in a problem in which the body slides on an inclined plane. Thus, the correct application of the rule to problems in different categories provide different evidence that the student knows the rule. In ANDES, Rule and Context-Rule nodes have been introduced to model this relationship between knowledge and application.
Rule nodes in the static part of the Assessor represent generic physics rules. They have binary values T and F, where
is the probability that the student can apply the rule in every situation. The prior probabilities of Rule nodes are given with the solution graph for the problem. At the moment, all the Rule nodes are initialized with a probability of e i
, but we plan to obtain more realistic values from an analysis of students' performance on a diagnostic pre-test that is administered at the Naval Academy at the beginning of the introductory physics course.
Context-Rule nodes represent the application of physics knowledge in specific problem solving contexts. Each Context-Rule corresponds to a production rule in ANDES' problem solver. Context-Rules are shown in Figure 1B is the probability that the student knows how to apply the rule to every problem in the corresponding context. Each Context-Rule node has only one parent, the Rule node representing the corresponding rule.
Context-Rule
is always equal to 1, since by definition e C $ "
means that the student can apply the rule in any context.
represents the probability that the student can apply the general rule in the corresponding context even if she cannot apply it in all contexts. This probability implicitly defines the level of difficulty of a context for the application of a rule-the easier the context, the higher this conditional probability.
As we will illustrate in Section 4.3, the marginal probabilities of Rules and Context-Rules will carry over from one problem to the next, encoding the long-term knowledge assessment for each student that has been solving problems with Andes.
The structure of the static part of the student model entails two independence assumptions. The first assumption is that Rule nodes are independent of each other, the second is that ContextRule nodes are conditionally independent given Rule nodes. These assumptions simplify the modeling task and reduce the computational complexity of belief updating. However, they do not always hold in the physics domain, and we are planning to work with the domain experts to model correctly the existing dependencies.
The dynamic part of the Assessor. The dynamic part of the Assessor contains Context-Rule nodes and four additional types of nodes: Fact, Goal, Rule-Application and Strategy nodes. All the nodes are read into the network from the solution graph for the current problem at the beginning of problem solving. The structure of the solution graph already encodes the causal structure of the problem solutions and therefore is maintained in the Bayesian network. For example, a segment of the Bayesian network created for the problem in Figure 1A corresponds exactly to the solution graph segment in Figure 1B .
Fact and Goal nodes. Fact and Goal nodes look the same from the point of view of the Bayesian network. They both represent information that is derived while solving a problem by applying rules from the knowledge base. The difference between Goal and Fact nodes is in their meaning to the help system: The probability of Goal nodes will be used to construct hints focused on the qualitative analysis of the problem and on the planning of the solution, while the probabilities of Fact nodes will be used to provide more specific hints on the actual solution steps.
Goal and Fact nodes have binary values T and F.
is the probability that the student knows that fact.
is the probability that the student has been pursuing that goal. A weakness of the current representation of Goal nodes is that the probability
does not specify whether the student has simply established the goal during the problem solving process or she has also accomplished it. The distinction between established and accomplished goals is crucial for the help system since the student may need help in reaching a goal that she has established but not on a goal that she has already accomplished. At the moment we use a separate procedure to detect the goals that have already been accomplished when the Help System needs to intervene. Goal and Fact nodes have as many parents as there are ways to derive them. The conditional probabilities between Fact and Goal nodes and their parents are described by a Leaky-OR relationship (Pearl, 1988) . This models the fact that a Fact or Goal node is true if the student performed at least one of the inferences that derive it, but it can also be true when none of these inferences happened because the student may use an alternative way to generate the result, such as guessing or drawing an analogy to another problem's solution.
Strategy nodes. Strategy nodes represent points where the student can choose among alternative plans to solve a problem. Strategy nodes are the only non-binary nodes in the network: they have as many values as there are alternative strategies. The children of Strategy nodes are the RuleApplication nodes that represent the implementation of the different strategies. In Figure 1B , for example, the strategy node body choice strategy points to the two application nodes representing respectively the decisions to choose block A and block B as separate bodies and to choose as a body the compound of the two blocks.
The values of a Strategy node are mutually exclusive strategies which represent the fact that, at each solution step, the student is following exactly one of the represented strategies. Thus, evidence for one strategy decreases the probability of the others. Like Rule nodes, strategy nodes have no parents in the solution graph. represents the probability that the student has applied the corresponding Context-Rule to the facts and goals representing its preconditions to derive the facts and goals representing its conclusions. 
Analysis of the Update Algorithms' Performance
The use of approximate algorithms was a forced choice for the belief update of the Assessor, since exact algorithms run out of memory on most of our networks and have unacceptable performance on the others. However, they also naturally fit the task because, as they are anytime algorithms, they produce approximate results rather quickly and the longer they run the more precise results they provide. As we described in previous sections, ANDES' Assessor is updated every time the student performs a new action, but its assessment is needed only when the student asks for help. The Bayesian network is updated in a background thread, so the student can go on working on the Workbench without any awareness that the network calculation is happening, until she invokes the Help System. Only then the student may have to wait until the results of the belief updating algorithm are precise enough for the Help system to generate a reliable response. We have tested the time taken by two different stochastic sampling algorithms, Logic Sampling and Likelihood Sampling (Cousins et al., 1993) , to bring the probability of every node in a representative network within a small threshold precision. The network we tested had to be small enough to also run an exact evaluation algorithm to produce the exact posterior probabilities for comparison. The network was generated from a very simple problem and had 110 nodes. Stochastic sampling algorithms typically do not perform well on networks with unlikely evidence, as our networks often are, and we found that the Likelihood Sampling algorithm was the only one with acceptable performances on our test network. Table 1 shows the number of samples and running time it took Likelihood Sampling to get all nodes in the network within a precision of , compared with the probabilities calculated by the exact algorithm, when all actions that form the problem solutions have been observed.
The running time of stochastic algorithms increases approximately linearly with the number of nodes. Therefore, given the results in Table 1 , Likelihood Sampling would take several minutes to update to high precision our largest networks, which are up to ten times larger than our test network. On the other hand, we have observed that the students who have used ANDES so far usually pause for a while before asking for help and the Assessor has some time to run the updating algorithm. Besides, when Likelihood Sampling reaches the p precision for all the nodes 98% of the nodes are already within e precision, and when it reaches the e precision 98% of the nodes are already within e and 66% of the nodes are within p precision. Therefore, it may be the case that we won't need dramatically better updating time in order for the Assessor to reach acceptable performances. While we intend to continue to work on improving the speed of the Assessor's belief updating, we also plan to run pilot subjects to measure the average waiting time before a help request, and to evaluate what precision thresholds will allow for adequate assessment.
Conclusions and Future Work
The Bayesian student modeling framework presented in this paper contributes to research on probabilistic user modeling in a number of ways. First, it uses a probabilistic framework to perform three kinds of assessment: plan recognition, prediction of students' goals and actions, and long-term assessment of the student's domain knowledge. Second, it performs plan recognition by integrating in a principled way knowledge about the student's behavior and mental state with knowledge about the available plans. Third, it represents a substantial effort toward obtaining acceptable real time performance in the evaluation of very complex Bayesian networks (ranging from 200 to 1000 nodes) to be used for the on-line tailoring of the dialogue with the student.
In this paper we have described in detail the structure of the Bayesian network and how it is automatically constructed from the output of a problem solver that generates all of the acceptable abstract solution plans and actions sequences to solve a problem. We have also presented a preliminary evaluation of the performance of the Assessor's update algorithms on a representative network.
A number of issues remain to be addressed for the ANDES Assessor. The first is to improve the performance of belief updating. We are currently exploring the possibility of applying methods based on relevance and focused reasoning (Druzdzel and Suermondt, 1994; Lin and Druzdzel, 1997 ), which we believe will lead to a significant speedup of our algorithms. Second, the knowledge base used by the problem solver will be further developed. In particular, we plan to add incorrect rules corresponding to common physics misconceptions. Third, we will work with our domain experts to refine the parameters in the Bayesian networks and to model dependencies among physics rules. Fourth, we will explore how to make the Assessor able to take into account student actions that do not correspond to a correct entry in the solution graph, such as erroneous entries and deletion of previous entries.
More issues could be addressed to refine the accuracy of the student model, such as how to explicitly represent time in the Bayesian network to take into consideration the temporal sequencing of the student actions and changes in the students' knowledge due to forgetting. On the other hand, as Self (1988) points out, the complexity of a student model should always be calibrated against the accuracy of its predictions. We believe that it is important to continuously verify the adequacy of the model as we develop it, through formative evaluations with the intended users of the system. ANDES' Assessor will be incrementally modified and improved as we gain insight from these evaluations.
