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PENERAPAN MODEL HYBRID AUTOREGRESSIVE 
INTEGRATED MOVING AVERAGE  DENGAN SUPPORT 
VECTOR REGRESSION (ARIMA-SVR) PADA PERAMALAN 
PENJUALAN KLINKER SEMEN DI PT X 
ABSTRAK 
Peramalan deret waktu dapat dilakukan dengan berbagai 
metode statistika, salah satu metode statistika yang sering digunakan 
adalah Autoregressive Integrated Moving Average (ARIMA) yang 
meupakan model linier. Model linier belum cukup jika masih ada 
struktur korelasi linier yang tersisa di residual sehingga model tersebut 
masih belum cukup. Oleh karena itu, dalam penelitian ini agar 
diperoleh akurasi yang baik, dilakukan penerapan model peramalan 
hybrid ARIMA-SVR untuk peramalan penjualan karena peramalan 
penjualan merupakan bagian penting dalam perencanaan produksi. 
Penentuan model ARIMA berdasarkan identifikasi pola data dan 
stasioneritas data terhadap ragam maupun rata-rata. Adapun 
pemodelan SVR menggunakan input residual dari model linier yang 
diperoleh dan fungsi kernel yang digunakan yaitu RBF. Terdapat 
beberapa parameter dalam fungsi kernel yang perlu dioptimalisasi di 
mana dalam penelitian ini menggunakan metode optimalisasi grid 
search. Model linier yang digunakan dalam penelitian ini yaitu model 
ARIMA(1,1,0), sehingga akan diperoleh model hybrid 
ARIMA(1,1,0)-SVR. Dari model hybrid tersebut menghasilkan nilai 
MAPE kurang dari 10% yaitu sebesar 7.56% pada data training dan 
9.02% pada data testing. Model hybrid ARIMA(1,1,0)-SVR pada data 
training maupun data testing memiliki nilai MAPE lebih kecil 
daripada model tunggal (ARIMA). Oleh karena itu, peramalan 
penjualan klinker menggunakan model hybrid memiliki akurasi lebih 
baik daripada model tunggal. 

















IMPLEMENTATION OF HYBRID AUTOREGRESSIVE 
INTEGRATED MOVING AVERAGE  WITH SUPPORT 
VECTOR REGRESSION MODEL (ARIMA-SVR) FOR SALE’S 
FORECASTING OF KLINKER IN PT X 
ABSTRACT 
Time series forecasting use various statistical. One of the 
statistical methods that is often used for forecasting is the 
Autoregressive Integrated Moving Average (ARIMA) that produces a 
linear model. A linear model is not suffcient if there are still linear 
correlation structures left in the residuals. So in this research, to get 
good accuracy use hybrid ARIMA-SVR model for sales forecasting 
because sales forecasting is an important part of production planning. 
The ARIMA model was form based on the identification of the data 
pattern and the stationarity of the variety and average. The SVR 
modeling uses residual input from the linear model and the kernel 
function used is RBF. There are several parameters in the kernel 
function that need to be optimized, which in this study uses the grid 
search optimization method.  The linear model used in this study are 
ARIMA(1,1,0) so we will get the ARIMA(1,1,0)-SVR model. From the 
hybrid model, the MAPE value is less than 10%, which is 7.56% for 
training data and 9.02% for testing data. The ARIMA(1,1,0)-SVR 
model on the training data and testing data has a smaller MAPE value 
than the single model (ARIMA). Therefore, klinker sales forecasting 
using the hybrid model has better accuracy than the single model.  
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1.1 Latar Belakang 
Analisis deret waktu merupakan analisis yang dilakukan pada data 
yang tersusun berdasarkan waktu dengan interval yang sama. Analisis 
deret waktu sering diterapkan dalam bidang ekonomi maupun industri. 
Menurut Cryer dan Chan (2008), salah satu tujuan analisis data deret 
waktu adalah untuk peramalan di masa mendatang yang dapat 
digunakan dalam pengambilan keputusan. Metode peramalan deret 
waktu merupakan metode yang saat ini banyak dikembangkan yaitu 
dengan menggunakan data masa lalu untuk dijadikan dasar peramalan 
untuk masa depan. 
Peramalan deret waktu dapat dilakukan dengan berbagai metode 
statistika. Salah satu metode statistika yang sangat sering digunakan 
dalam peramalan data deret waktu adalah Autoregressive Integrated 
Moving Average (ARIMA) yang dikembangkan oleh Box dan Jenkins. 
ARIMA merupakan metode peramalan linier jangka pendek yang 
memiliki akurasi sangat baik untuk data deret waktu tidak stasioner 
(Munarsih, 2011). Beberapa penelitian telah menggunakan metode 
ARIMA dalam melakukan peramalan, salah satunya yaitu penelitian 
yang dilakukan oleh Sen dkk., (2016) tentang penerapan ARIMA 
untuk peramalan konsumsi energi dan emisi GRK. Berdasarkan model 
yang dihasilkan, ARIMA merupakan metode peramalan yang 
menghasilkan model linier. Model linier belum cukup jika masih ada 
struktur korelasi linier yang tersisa di residual. Namun, pola nonlinier 
dalam data tidak dapat terdeteksi oleh analisis residual. Faktanya, saat 
ini tidak ada statistik diagnostik umum untuk hubungan autokorelasi 
nonlinier. Dengan demikian, meskipun suatu model telah lolos 
pemeriksaan diagnostik, model tersebut masih belum cukup karena 
hubungan nonlinier belum dimodelkan dengan tepat (Zhang, 2003). 
Selain itu, peramalan menggunakan metode linier pada data nonlinier 
akan menghasilkan akurasi rendah. Oleh karena itu, dalam penelitian 
ini dilakukan pemodelan menggunakan model linier dan model 
nonlinier sekaligus. Adapun model nonlinier yang digunakan yaitu 
model Support Vector Regression (SVR). 
Model Support Vector Regression (SVR) merupakan salah satu 
modifikasi Support Vector Machine (SVM) yang digunakan untuk 
pendekatan regresi. SVR merupakan metode supervised learning yang 
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dapat dilatih untuk mendapatkan fungsi dari data masukan dan data 
keluaran yang merepresentasikan  suatu nilai yang akan diprediksi. 
Konsep dasar SVR adalah memaksimalkan hyperplane untuk 
mendapatkan data yang akan menjadi support vector. Menurut Yasin 
dkk., (2014) keunggulan SVR adalah mampu mengatasi permasalahan 
overfitting. Adapun penelitian yang dilakukan oleh Yasin pada tahun 
2014 yaitu memprediksi harga saham menggunakan metode SVR 
dengan algoritma grid search menghasilkan akurasi peramalan yang 
tinggi.  
Adapun metode yang dapat menghasilkan model peramalan linier 
dan nonlinier sekaligus yaitu metode kombinasi. Kombinasi metode 
peramalan dari dua model individu yang saling melengkapi disebut 
sebagai model peramalan hybrid (Zhang, 2003). Model peramalan 
hybrid dapat memodelkan secara linier maupun nonlinier, sehingga 
dihasilkan model peramalan yang dapat menangkap pola linier dan 
nonlinier sekaligus. Beberapa penelitian telah dilakukan untuk 
pengembangan model kombinasi yang digunakan dalam peramalan 
deret waktu. Penelitian yang telah dilakukan oleh Faruk (2010), 
menyebutkan bahwa metode peramalan menggunakan model hybrid 
jaringan syaraf tiruan dengan ARIMA menghasilkan akurasi lebih 
baik daripada model tunggal. Hal ini juga disebutkan dalam hasil 
kompetisi M3 bahwa metode peramalan dengan model kombinasi 
akan menghasilkan akurasi lebih baik daripada metode peramalan satu 
model (Makridakis dan Hibon, 2000). Sehingga dalam penelitian ini 
dilakukan penerapan model peramalan hybrid ARIMA-SVR. ARIMA 
merupakan metode linier dan SVR merupakan metode nonlinier untuk 
peramalan penjualan.   
Peramalan penjualan merupakan bagian penting dalam 
perencanaan produksi. Adanya perencanaan produksi dapat 
membantu perusahaan dalam menentukan penjualan produk di waktu 
mendatang sehingga dapat mengantisipasi kekurangan maupun 
kelebihan stok produk. Peramalan penjualan produk dalam penelitian 
ini dilakukan pada industri bahan bangunan semen khususnya dalam 
penjualan klinker. Klinker merupakan salah satu bahan baku semen 
atau bisa disebut produk semen setengah jadi yang dihasilkan dalam 
proses pembakaran dengan susunan senyawa kimia tertentu pada suhu 
14000C. Klinker digunakan untuk proses produksi semen oleh 
perusahaan juga dilakukan penjualan klinker ke luar negeri. 
Permasalahan yang sering dialami perusahaan yaitu sering terjadi 
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kekurangan stok klinker sehingga perusahaan harus melakukan 
pembelian klinker dari perusahaan lain. Hal ini terjadi karena belum 
terdapat peramalan penjualan klinker oleh perusahaan maupun 
peneliti lain. Penentuan penjualan klinker hanya berdasarkan jumlah 
rilis klinker ekspor pada tahun sebelumnya dimana sering terjadi 
ketidaksesuaian Rencana Kerja dan Anggaran Perusahaan (RKAP) 
dengan rilis aktual klinker yang dilakukan oleh perusahaan. Adapun 
penelitian yang telah dilakukan oleh Mahardhika dan Susanto (2017), 
yaitu melakukan peramalan produksi klinker menggunakan metode 
exponential smoothing. Selain itu, peramalan yang banyak dilakukan 
yaitu peramalan penjualan semen salah satunya adalah penelitian yang 
dilakukan oleh Rahmadayanti dkk. (2015) yang melakukan peramalan 
penjualan semen menggunakan metode ARIMA dan exponential 
smoothing. Peramalan penjualan semen merupakan peramalan yang 
secara tidak langsung mencakup peramalan produksi klinker yang 
digunakan produksi semen oleh perusahaan. Sedangkan peramalan 
produksi klinker mencakup peramalan produksi klinker baik yang 
digunakan untuk produksi semen maupun yang akan dijual ke 
perusahaan lain. Sehingga dalam hal ini akan terjadi tumpang tindih 
untuk peramalan produksi klinker yang akan digunakan perusahaan 
untuk produksi semen. Dengan demikian dalam penelitian ini 
dilakukan peramalan penjualan klinker untuk mengetahui jumlah 
klinker yang dijual sehingga dapat memproduksi klinker dengan 
kuantitas yang tepat berdasarkan data rilis klinker tahun sebelumnya. 
Berdasarkan uraian permasalahan tersebut, perlu dilakukan 
peramalan penjualan klinker dengan hasil peramalan sedekat mungkin 
dengan nilai aktual. Penjualan klinker diasumsikan tidak dipengaruhi 
oleh faktor lain. Hal ini terjadi karena jumlah penjualan klinker 
mengalami perubahan sewaktu-waktu. Oleh karena itu, dalam 
penelitian ini dilakukan penerapan model hybrid ARIMA-SVR pada 
peramalan penjualan klinker di PT X. Sehingga model yang dihasilkan 
memiliki akurasi yang baik dan dapat menjelaskan hasil peramalan 
secara linier maupun nonlinier melalui model hybrid yang terbentuk.  
 
1.1 Rumusan Masalah 
Berdasarkan latar belakang yang telah diuraikan, adapun 
rumusan masalah dalam penelitian ini yaitu sebagai berikut. 
1. Bagaimana model peramalan penjualan klinker di PT X 
menggunakan metode hybrid ARIMA-SVR? 
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2. Bagaimana akurasi model peramalan hybrid ARIMA-SVR 
dalam meramalkan penjualan klinker di PT X? 
 
1.2 Tujuan Penelitian 
Adapun tujuan dari penelitian ini adalah sebagai berikut. 
1. Memperoleh model hybrid ARIMA-SVR untuk peramalan 
penjualan klinker di PT X. 
2. Mengetahui akurasi model hybrid ARIMA-SVR yang 
diperoleh. 
3. Memperoleh hasil peramalan penjualan klinker di PT X untuk 
satu periode ke depan.  
 
1.3 Manfaat Penelitian 
Adapun manfaat yang dapat diperoleh dari penelitian ini adalah 
sebagai berikut. 
1. Menghasilkan model hybrid ARIMA-SVR dengan akurasi yang 
baik. 
2. Menjadi solusi alternatif bagi perusahaan dalam peramalan 
penjualan klinker.  
3. Mengembangkan wawasan ilmu pengetahuan mengenai 
metode peramalan hybrid bagi peneliti. 
 
1.4 Batasan Masalah 
Adapun batasan masalah dalam penelitian ini adalah sebagai 
berikut. 
1. Penjualan klinker pada penelitian ini diasumsikan tidak 
dipengaruhi faktor lain sehingga hanya dipengaruhi oleh waktu. 
2. Data yang digunakan dalam peramalan penjualan klinker pada 
PT X yaitu data rilis penjualan klinker pada bulan Januari 2016 








2.1 Analisis Deret Waktu 
Data deret waktu merupakan serangkaian pengamatan yang 
diambil secara berurutan berdasarkan interval waktu yang tetap. 
Menurut Box dan Jenkins (1976), deret waktu adalah sekelompok nilai 
pengamatan yang diperoleh pada titik waktu berbeda dengan selang 
waktu yang sama dan diasumsikan saling berhubungan satu sama lain. 
Hal ini menunjukkan bahwa data deret waktu adalah sekumpulan nilai 
pengamatan yang memiliki keterkaitan antara kejadian masa kini 
terhadap masa lalu atau lebih yang diukur selama kurun waktu 
tertentu, berdasarkan waktu dengan interval sama. 
Analisis data deret waktu merupakan metode analisis yang 
mempelajari data deret waktu, untuk membuat peramalan (prediksi). 
Peramalan deret waktu merupakan pembentukan model untuk 
memprediksi nilai di waktu mendatang berdasar peristiwa yang telah 
terjadi. Di bidang industri, data deret waktu digunakan sebagai bahan 
acuan pembuatan keputusan. Adanya perencanaan produksi dapat 
membantu perusahaan dalam menentukan kebutuhan produk di waktu 
mendatang. 
Analisis deret waktu dilakukan dengan mempertimbangkan pola 
kecendrungan data. Menurut Makridakis (1999), pola data deret waktu 
dibedakan menjadi empat yaitu sebagai berikut. 
1. Pola horizontal, terjadi bilamana data berfluktuasi di sekitar rata-
rata (stasioner terhadap rata-rata). 
2. Pola musiman, terjadi bilamana suatu deret dipengaruhi faktor 
musiman (misal kuartal tahun tertentu, bulanan atau hari-hari pada 
minggu tertentu). 
3. Pola siklis, terjadi apabila data dipengaruhi oleh fluktuasi ekonomi 
jangka panjang yang berhubungan dengan siklus bisnis. 
4. Pola tren, terjadi bilamana data mengandung kenaikan atau 
penurunan sekuler jangka panjang. 
 
2.2 Stasioneritas Deret Waktu 
Stasioneritas data deret waktu merupakan asumsi yang harus 
dipenuhi sebelum melakukan analisis deret waktu. Data stasioner 
adalah data deret waktu bersifat konstan sepanjang waktu dan tidak 
ada perubahan nilai tengah seiring dengan pertambahan waktu. 
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Menurut Box-jenkins (1994), time series yang bersifat stasioner 
memiliki rata-rata dan ragam yang tidak berpengaruh terhadap 
pengamatan. 
Data deret waktu disebut stasioner kuat jika sebaran peubah 𝑌𝑡 
sama dengan sebaran peubah 𝑌𝑡+𝑘 untuk setiap nilai 𝑡 dan 𝑘, dan 
disebut stasioner lemah jika rata-rata hitung konstan 𝐸(𝑌𝑡) = 𝜇 dan 
autokorelasi merupakan fungsi dari lag 𝜌𝑘 = 𝑓(𝑘). Kestasioneran 
data merupakan kondisi yang diperlukan dalam analisis data deret 
waktu agar ketidaktepatan model dapat diperkecil. Sehingga pada 
data tidak stasioner harus dilakukan transformasi stasioneritas. 
Adapun stasioneritas data dalam deret waktu ada dua macam yaitu 
stasioner terhadap ragam dan stasioner terhadap rata-rata. 
 
2.2.1 Stasioner Terhadap Ragam 
 Data deret waktu dikatakan stasioner terhadap ragam apabila 
data berfluktuasi dengan ragam konstan dari waktu ke waktu. Pada 
umumnya agar ragam homogen dapat dilakukan transformasi Box-
Cox. Model transformasi yang sering digunakan adalah transformasi 





 for 𝜆 ≠ 0  
log(𝑌𝑡)    for 𝜆 = 0
             (2.1) 
Dengan λ merupakan nilai parameter transformasi (Wei, 2006).  
Bentuk transformasi Box-Cox yang sering digunakan untuk beberapa 
nilai estimasi seperti pada Tabel 2.1. 
 
Tabel 2.1 Nilai Transformasi Box-Cox 







 𝑙𝑛𝑌𝑡 √𝑌𝑡 𝑌𝑡 
(Wei, 2006). 
 
2.2.2 Stasioneritas Terhadap Rata-Rata 
Data deret waktu dikatakan stasioner terhadap rata-rata apabila 
data berfluktuasi disekitar nilai rata-rata yang konstan. Kestasioneran 
data deret waktu terhadap rata-rata dapat diketahui melalui uji Dickey 




∇𝑌𝑡 = 𝛿𝑌𝑡−1 + 𝛼𝑡                 (2.2) 
Dimana 𝛿 = (𝜙 − 1) dan ∇𝑌𝑡 =  𝑌𝑡 − 𝑌𝑡−1 
𝐻0: 𝛿 = 1 (data tidak stasioner) 
vs 
𝐻1: 𝛿 < 1 (data stasioner) 





𝛼                           (2.3) 
Keterangan: 
?̂?  : penduga parameter drift  
𝑆𝐸?̂? : salah baku penduga ?̂?  
𝑌𝑡  : observasi pada waktu ke-t 
𝑌𝑡−1  : observasi pada waktu ke-(t-1) 
∇𝑌𝑡  : data hasil pembedaan pertama pada waktu ke-t 
Tolak Ho jika, 𝑃(𝑡𝑛−1 > 𝑇) < 𝛼 atau T > 𝑡𝑛−1
𝛼 , dikatakan bahwa data 
sudah stasioner terhadap rata-rata. Untuk mengatasi deret waktu yang 
tidak stasioner dalam rata-rata dapat dilakukan pembedaan atau sering 
disebut dengan pembedaan berdasarkan proses backward shift dengan 
operator B yang didefinisikan sebagai berikut. 
𝐵𝑧𝑌𝑡 = 𝑌𝑡−𝑧, untuk t dan z = 1,2, … , 𝑛 di mana 𝑡 > 𝑧            (2.4) 
Adapun pembedaan pertama (d =1) yaitu seperti persamaan (2.5). 
∆𝑌𝑡 = 𝑌𝑡 − 𝑌𝑡−1 = 𝑌𝑡 − 𝐵𝑌𝑡 = (1 − 𝐵)𝑌𝑡              (2.5) 
dan bentuk pembedaan kedua (d =2) yaitu seperti persamaan (2.6). 
∆2𝑌𝑡 = ∆𝑌𝑡 − ∆𝑌𝑡−1 = (𝑌𝑡 − 𝑌𝑡−1) − (𝑌𝑡−1 − 𝑌𝑡−2) 
= 𝑌𝑡 − 2𝑌𝑡−1 + 𝑌𝑡−2 = 𝑌𝑡 − 2𝐵𝑌𝑡 + 𝐵
2𝑌𝑡  
= (1 − 2𝐵 + 𝐵2)𝑌𝑡 = (1 − 𝐵)
2𝑌𝑡            (2.6) 
Orde d adalah banyak pembedaan yang dilakukan untuk mencapai 
kestasioneran. Secara umum bentuk pembedaan orde ke-d untuk 
mencapai stasioneritas seperti pada persamaan (2.7) 
∆𝑑𝑌𝑡 = (1 − 𝐵)
𝑑𝑌𝑡                (2.7) 
Jika terhadap data sudah dilakukan sekali proses pembedaan namun 
masih tidak stasioner, maka akan dilakukan proses pembedaan kedua. 
(Cryer dan Chan, 2008). 
 
2.3 Model Autoregressive Intgrated Moving Average (ARIMA) 
Deret waktu 𝑌𝑡 merupakan model ARIMA jika terdapat 
diferensiasi yaitu Wt = ∆𝑑𝑌𝑡 (Cryer dan Chan, 2008). Model ARIMA 
dengan orde (p,d,q) merupakan gabungan dari model Autoregressive 
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(AR) yang memiliki orde (p) dan model Moving Average (MA) yang 
memiliki orde (q) dengan integrasi orde (d). Model AR (p) adalah 
model dimana deret waktu 𝑌𝑡 merupakan fungsi dari data di masa lalu, 
yakni 𝑌𝑡−1, 𝑌𝑡−2, … , 𝑌𝑡−𝑝. Adapun persamaan AR (p) seperti pada 
persamaan (2.8). 
ϕ(𝐵)𝑌𝑡 =  𝑒𝑡  atau  
𝑌𝑡 = ϕ1𝑌𝑡−1 + ϕ2𝑌𝑡−2 + ⋯ + ϕ𝑝𝑌𝑡−𝑝 +  𝑒𝑡              (2.8) 
Dengan ϕ(𝐵) = (1 − ϕ1𝐵
1 − ϕ2𝐵
2 − ⋯ − ϕ𝑝𝐵
𝑝)            (2.9) 
Model MA (q) adalah model yang digunakan untuk memprediksi 𝑌𝑡 
sebagai fungsi dari sisaan atau error dimasa lalu (past forecast error). 
Persamaan MA (q) seperti pada persamaan (2.10). 
𝜃(𝐵)𝑒𝑡 =  𝑌𝑡 atau  
𝑌𝑡 = e𝑡 − θ1𝑒𝑡−1 − θ2𝑒𝑡−2 − ⋯ − θ𝑞𝑒𝑡−𝑞           (2.10) 
Dengan 𝜃(𝐵) = (1 − θ1𝐵
1 − θ2𝐵
2 − ⋯ − θ𝑞𝐵
𝑞)          (2.11) 
Dalam Cryer dan Chan (2008), bentuk umum ARIMA seperti pada 
persamaan (2.12). 
ϕ(𝐵)(1 − 𝐵)𝑑𝑌𝑡 =  θ(𝐵)𝑒𝑡                       (2.12) 
AR (p) stasioner dengan operator  
ϕ(𝐵) = (1 − ϕ1𝐵
1 − ϕ2𝐵
2 − ⋯ − ϕ𝑝𝐵
𝑝)            (2.13) 
dan MA (q) invertible  dengan operator  
θ(𝐵) = (1 − θ1𝐵
1 − θ2𝐵
2 − ⋯ − θ𝑞𝐵
𝑞)           (2.14) 
Keterangan: 
ϕ : parameter Autoregressive (AR(p)) 
θ : parameter Moving Average (MA(q)) 
p : orde Autoregresive (AR) 
d : orde pembedaan  
q : orde Moving Average (MA) 
𝑒𝑡  : sisaan acak pada waktu ke-t (white noise) 
 
2.4 Pembentukan Model ARIMA 
Adapun tahapan pembentukan model ARIMA adalah sebagai 
berikut. 
2.4.1 Identifikasi Model 
Apabila data deret waktu telah stasioner, maka dapat dilakukan 
pembentukan model ARIMA dengan identifikasi model. Proses 





1. Fungsi Autokorelasi (ACF) 
Fungsi autokorelasi digunakan untuk menjelaskan korelasi 𝑌𝑡 dan 
𝑌𝑡+𝑘  dari suatu proses yang sama dan hanya terpisah oleh lag 





              (2.15) 
Dimana 𝜌𝑘  adalah nilai autokorelasi pada lag waktu ke-k dengan 
k = 1,2,..., 𝐶𝑜𝑣(𝑌𝑡 , 𝑌𝑡+𝑘) = 𝐸(𝑌𝑡 − 𝜇)(𝑌𝑡+𝑘 − 𝜇) = 𝛾𝑘, dan 
𝑉𝑎𝑟(𝑌𝑡) = 𝑉𝑎𝑟(𝑌𝑡+𝑘) = 𝛾0. Sehingga fungsi autokorelasi secara 









 , k=1,2,…,n           (2.16) 
Keterangan: 
?̂?𝑘: koefisien autokorelasi sampel pada lag k 
𝑌𝑡: pengamatan pada periode waktu ke-t 
𝑌𝑡+𝑘 : pengamatan pada periode waktu ke-(t+k) 
?̅?: rata-rata pengamatan 𝑌𝑡 
2. Fungsi Autokorelasi Parsial (PACF)  
Autokorelasi parsial mengukur keeratan hubungan linier antara 
𝑌𝑡 dan 𝑌𝑡+𝑘 setelah pengaruh dari lag 1, 2, . . ., k-1 dihilangkan. 





              (2.17) 
Dengan  
?̂?𝑡 =  𝛽1𝑌𝑡+1 + 𝛽2𝑌𝑡+2 + ⋯ + 𝛽𝑘−1𝑌𝑡+𝑘−1 
?̂?𝑡+𝑘 = 𝛼1𝑌𝑡+𝑘−1 + 𝛼2𝑌𝑡+𝑘−2 + ⋯ + 𝛼𝑘−1𝑌𝑡+1 
Adapun fungsi PACF sampel dapat dituliskan seperti pada 








                          (2.18) 
Dengan ∅̂𝑘,𝑗 = ∅̂𝑘−1,𝑗 − ∅̂𝑘𝑘,∅̂𝑘−1,𝑘−𝑗  dan j = 1,2,…,k-1. 
Untuk menentukan ARIMA orde p dan q dapat digunakan dasar 






Tabel 2.2 Pola Teoritik ACF dan PACF dari Orde ARMA 





gelombang sinus (dies 
down) 
Terpotong setelah 
lag ke p (cut off) 
 
MA(q) 
Terpotong setalah lag ke 







Turun secara eksponensial 




down) setelah lag 
(p-q) 
Sumber: Wei (2006) 
 
2.4.2 Pendugaan Parameter Model 
Pendugaan parameter dilakukan untuk memperoleh nilai dari 
setiap parameter dalam model ARIMA. Menurut Cryer dan Chan 
(2008), terdapat beberapa metode untuk menduga parameter-
parameter tersebut, yaitu metode momen, metode least square, dan 
metode maximum likelihood. Pendugaan parameter model pada 
penelitian ini menggunakan metode maximum likelihood. Adapun 
pendugaan parameter model AR (1) menggunakan metode maximum 








2  ∑ 𝑒𝑡
2𝑛
𝑡=1 )                    (2.19) 
Misalkan (𝑌 = 𝑌1, 𝑌2, … , 𝑌𝑛) dan asumsikan bahwa 𝑌∗ =
(𝑌1−𝑝, … , 𝑌−1, 𝑌0) dan 𝑒∗ = (𝑒1−𝑝, … , 𝑒−1, 𝑒0) diketahui. Sehingga 
fungsi log likelihood bersyarat yang digunakan sebagai berikut. 







2 𝑆∗(𝜙, 𝜇, 𝜃)                         (2.20) 
Dimana 𝑆∗(𝜙, 𝜇, 𝜃) = ∑ 𝑒𝑡
2𝑛
𝑡=1 (𝜙, 𝜇, 𝜃|𝑌∗, 𝑒∗, 𝑌) merupakan fungsi 
kuadrat bersyarat (conditional sum of square function). (Wei, 2006). 
Setelah diperoleh nilai pendugaan parameter-parameter model 
ARIMA, selanjutnya adalah melakukan pengujian signifikansi 
parameter yang diperoleh. Hipotesis yang digunakan untuk 
melakukan pengujian signifikansi parameter model Autoregressive 
(AR) adalah sebagai berikut.  
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𝐻0: 𝜙𝑗 = 0  
vs 
𝐻1: 𝜙𝑗 ≠ 0 




                  (2.21) 
Keterangan: 
?̂?𝑗  : parameter model AR 
𝑆𝐸(?̂?𝑗) : standard error dari parameter model AR 
Kriteria penolakan untuk uji signifikansi parameter AR adalah 
menolak H0 jika nilai statistik uji |𝑡ℎ𝑖𝑡𝑢𝑛𝑔| > 𝑡𝛼
2
,(𝑛−𝑝), dengan n 
merupakan banyaknya pengamatan dan p merupakan banyaknya 
parameter yang diestimasi.  
Adapun hipotesis yang digunakan untuk melakukan pengujian 
signifikansi parameter model Moving Average (MA) adalah sebagai 
berikut.  
𝐻0: 𝜃𝑗 = 0   
vs 
𝐻1: 𝜃𝑗 ≠ 0 




              (2.22) 
Keterangan: 
𝜃𝑗   : parameter model MA 
𝑆𝐸(𝜃𝑗) : standard error dari parameter model MA 
Kriteria penolakan untuk uji signifikansi parameter MA adalah 
menolak H0 jika nilai statistik uji  |𝑡ℎ𝑖𝑡𝑢𝑛𝑔| > 𝑡𝛼
2
,(𝑛−𝑝), dengan n 
merupakan banyaknya pengamatan dan p merupakan banyaknya 
parameter yang diestimasi. 
2.4.3 Diagnostik Model 
Perlu dilakukan pemeriksaan diagnostik (diagnostic checking) 
setelah dilakukan pendugaan parameter agar model siap digunakan 
untuk peramalan. Diagnostik model dilakukan dengan memeriksa atau 
menguji model yang telah dispesifikasi secara benar atau telah dipilih 
orde p, d, dan q dengan benar. Menurut Wei (2006), dalam melakukan 
pengujian asumsi white noise dapat dilakukan dengan melihat plot 
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ACF dari sisaan atau menggunakan pengujian Ljung-Box. Sisaan 
dapat dikatakan memenuhi asumsi white noise jika tidak terdapat nilai 
ACF yang signifikan pada sisaan. Sama halnya dengan uji Ljung-Box, 
pengujian ini dilakukan dengan menggunakan autokorelasi dari sisaan 
sampel. Hipotesis yang digunakan dalam uji Ljung-Box adalah 
sebagai berikut. 
𝐻0 ∶  𝜌1 = 𝜌2 = ⋯ = 𝜌𝑘 = 0 (white noise)  
vs 
𝐻1: minimal ada satu nilai 𝜌𝑘 ≠ 0 dengan 𝑘 = 1,2, . . , 𝑘 (tidak white 
noise) 
Menurut Cryer dan Chan (2008), statistik uji yang digunakan 
adalah Q yang dapat dihitung menggunakan persamaan (2.23). 






2                 (2.23) 
Keterangan: 
?̂?𝑘  : penduga autokorelasi residual pada lag ke-k 
k   : banyaknya autokorelasi yang diuji 
p   : banyaknya parameter AR pada model 
q   : banyaknya parameter MA pada model 
n   : banyaknya pengamatan 
Statistik uji Q mendekati distribusi chi-square dengan derajat 
bebas (K-p-q). Kriteria penolakan untuk uji Q adalah menolak H0 jika 
𝑄 > 𝜒2(𝛼,𝐾−𝑝−𝑞). 
Selain pengujian asumsi sisaan bersifat white noise, dilakukan 
juga pengujian asumsi kenormalan sisaan (uji normalitas sisaan). Uji 
normalitas dilakukan untuk mengetahui apakah sisaan dari model 
yang didapatkan berdistribusi normal atau tidak. Salah satu uji 
normalitas terhadap sisaan yang dapat digunakan adalah uji statistik 
Jarque Bera Test (JB), dengan hipotesis yang digunakan sebagai 
berikut: 
𝐻0 : 𝑖 ~ 𝑁(𝜇, 𝜎
2) Sisaan mengikuti distribusi normal   
vs  
𝐻1 : 𝑖 ≁ 𝑁(𝜇, 𝜎
2) Sisaan tidak mengikuti distribusi normal 
Statistik uji yang digunakan adalah JB yang dapat dihitung 
menggunakan persamaan (2.24). 






                     (2.24) 
Kriteria pengambilan keputusan yaitu membandingkan nilai statistik 




2  atau jika p-value > (𝛼=0.05), yang artinya sisaan mengikuti 
distribusi normal. 
 
2.4.4 Pemilihan Model Terbaik 
Pemilihan model terbaik dapat dilakukan dengan menggunakan 
metode Akaike’s Information Criteria (AIC) dengan memilih nilai 
yang terkecil (Enders, 2004). AIC dapat didefinisikan seperti 
persamaan berikut. 
𝐴𝐼𝐶 = 𝑛 ln(𝑗𝑢𝑚𝑙𝑎ℎ 𝑘𝑢𝑎𝑑𝑟𝑎𝑡 𝑠𝑖𝑠𝑎𝑎𝑛) 2𝑝           (2.25) 







n : Banyaknya pengamatan yang ada dalam pendugaan parameter. 
p : Banyaknya parameter dalam model dengan intersep (p+q+1) dan 
tanpa intersep (p+q). 
𝑒𝑡: Sisaan model. 
 
2.4.5 Peramalan Model ARIMA 
Peramalan adalah kegiatan memperkirakan atau kegiatan 
memprediksikan apa yang akan terjadi pada masa yang akan datang. 
Peramalan model ARIMA (p,d,q) dilakukan berdasarkan model yang 
sesuai dengan data deret waktu yang digunakan. Peramalan model 
ARIMA (p,d,q) disajikan dalam persamaan (2.26). 
?̂?𝑡(𝑙) = ∅1?̂?𝑡(𝑙 − 1) + ∅2?̂?𝑡(𝑙 − 2) + ⋯ + ∅𝑝?̂?𝑡(𝑙 − 𝑝) + 𝜃0 
       −𝜃1𝐸(𝑒𝑡+𝑙−1|𝑌1,𝑌2, … , 𝑌𝑡) − 𝜃2𝐸(𝑒𝑡+𝑙−2|𝑌1,𝑌2, … , 𝑌𝑡) 
        − … − 𝜃𝑞𝐸(𝑒𝑡+𝑙−𝑞|𝑌1,𝑌2, … , 𝑌𝑡)                             (2.26) 
dengan, 
𝐸(𝑒𝑡+𝑗|𝑌1,𝑌2, … , 𝑌𝑡) = {
0 𝑢𝑛𝑡𝑢𝑘 𝑗 > 0
𝑒𝑡+𝑗  𝑢𝑛𝑡𝑢𝑘 𝑗 ≤ 0
                                   (2.27) 
Keterangan: 
𝑌𝑡 : Pengamatan pada waktu ke-t 
𝑒𝑡  : Galat pada waktu ke-t  
 
2.5 Uji Nonlinieritas 
Sebelum melakukan pemodelan linier, perlu dilakukan pengujian 
apakah data tersebut merupakan data nonlinier atau tidak, sehingga 
metode yang digunakan sesuai dengan data. Terdapat beberapa uji 
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nonlinieritas yang dapat digunakan, akan tetapi dalam penelitian ini 
pengujian nonlinieritas dilakukan menggunakan uji Ramsey RESET.  
RESET tes pertama kali diperkenalkan oleh Ramsey pada 1969 
yang berawal dari ide bahwa jika tidak terdapat nonlinieritas maka 
berbagai transformasi nonlinier dari 𝑓𝑡 = ?̃?𝑡
′𝜃  tidak memberikan 
manfaat untuk menyatakan 𝑦𝑡 (Kim dkk, 2004). Prosedur uji pada 
RESET tes dapat dijelaskan sebagai berikut : 
(i) Regresikan 𝑦𝑡 pada  ?̃?𝑡
′ sehingga diperoleh model linier  
 𝑦𝑡 = 𝑓𝑡 + ?̂?𝑡 , dimana 𝑓𝑡 = ?̃?𝑡
′𝜃           (2.28) 
(ii) Tambahkan model linier dalam bentuk  
 ?̂?𝑡 = 𝑎2𝑓𝑡
2 + ⋯ + 𝑎𝑘𝑓𝑡
𝑘 + 𝑣𝑡  untuk 𝑘 ≥ 2                
sehingga diperoleh model alternatif 
 𝑦𝑡 =  ?̃?𝑡
′
?̂? + 𝑎2𝑓𝑡
2 + ⋯ + 𝑎𝑘𝑓𝑡
𝑘 + 𝑣𝑡   untuk 𝑘 ≥ 2           (2.29)           
(iii) Test dilakukan dengan menguji hipotesis berikut. 
H0: 𝑎2 = ⋯ = 𝑎𝑘 = 0   
Vs 
H1: 𝑎𝑘 ≠ 0   
Jika ?̂? = (?̂?1, … , ?̂?𝑛) adalah nilai-nilai residual prediksi dari 
model linier pada (2.28) dan ?̂? = (?̂?1, … , ?̂?𝑛)  adalah residual dari 





                (2.30) 
H0 ditolak jika RESET > F(k-1,n-k), sehingga data nonlinier. 
(Warsito, B., Ispriyanti, D., 2004). 
2.6 Model Support Vector Regression (SVR) 
2.6.1 Support Vector Regression (SVR) 
SVR merupakan suatu model yang dikembangkan dari SVM 
dalam pemodelan regresi sehingga SVR mampu mengatasi masalah 
regresi. Berdasarkan prinsip structural risk minimization (SRM), SVR 
mengestimasi suatu fungsi untuk menemukan hyperplane terbaik yang 
dapat memisahkan data dan memperkecil jarak antara hyperplane 
dengan data (Pai dan Lin, 2005). Adapun tujuan SVR yaitu 
menghasilkan suatu fungsi dengan tingkat kesalahan paling kecil 
untuk menghasilkan suatu prediksi yang bagus. Konsep dasar SVR 
untuk regresi adalah mengenalkan fungsi kernel, memetakan data 
input ke dalam ruang fitur berdimensi tinggi dengan pemetaan 
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nonlinier dan kemudian melakukan regresi linier di ruang fitur (Shabri 
dan Suhartono, 2012). Fungsi regresi dalam SVR merupakan fungsi 
dengan batasan deviasi tertentu yang diperoleh dari data training 
sehingga dapat menghasilkan prediksi yang mendekati terget aktual. 
Adapun fungsi regresi pada SVR dirumuskan sebagai berikut. 
f(x)= 𝒘𝑻𝜑(𝒙) + 𝑏             (2.31) 
Dimana w adalah vektor pembobot, 𝜑(𝒙) adalah fungsi yang 
memetakan secara nonlinier x dari ruang input ke dalam suatu ruang 
fungsi berdimensi tinggi, dan b adalah bias. Koefisien w dan b 
diestimasi dengan cara meminimalkan fungsi risiko yang di 
definisikan dalam persamaan (2.32). 





‖𝒘‖2           (2.32) 
Dimana 
𝐿 (𝒚𝒊, 𝒇(𝒙𝒊)) =  
− |𝒇(𝒙𝒊) − 𝒚𝒊|  , |𝒇(𝒙𝒊) − 𝒚𝒊|  ≥       (2.33)        
0                            , |𝒇(𝒙𝒊) − 𝒚𝒊| <          




vektor pembobot norm, 𝒚𝒊 vektor dari nilai sebenarnya, C dan  
merupakan parameter yang sudah ditentukan. C adalah konstanta yang 
mengevaluasi trade-off antara kompleksitas model dan sejauh mana 




Gambar 2.1 Batas error SVR 
(Santosa, 2013) 
Berdasarkan Gambar 2.1 (a) dapat diketahui bahwa sampai dengan 
garis batas error ε, nilai error dianggap sama dengan 0, sedangkan di 





merupakan positif slack variabel, yang mewakili jarak dari nilai 
sebenarnya ke nilai batas yang sesuai dari . Solusi pada masalah ini 
adalah dari sebuah garis yang memiliki toleransi terhadap error seperti 
pada Gambar 2.1 (b).  
Fungsi f dalam pemodelan SVR, diasumsikan dapat 
mengaproksimasikan semua titik (𝑥𝑖,𝑦𝑖) dengan presisi . Suatu titik 
disebut feasible apabila semua titik berada dalam rentang 𝑓 ± . 
Sedangkan kondisi infeasible ketika beberapa titik yang mungkin 
keluar dari rentang 𝑓 ± . Untuk mengatasi masalah infeasible 
constraint maka dapat dilakukan dengan menambahkan variabel slack 
pada titik-titik yang infeasible. Sehingga optimasi pada persamaan 




‖𝒘‖2 + 𝐶 ∑ (𝜉𝑖 + 𝜉𝑖
∗)𝑛𝑖=1              (2.34) 
dengan kendala: 
𝒚𝒊 − 𝒘
𝑻𝜑(𝒙𝒊) − 𝑏 ≤  + 𝜉𝑖              (2.35) 
𝒘𝑻𝜑(𝒙𝒊) + 𝑏 − 𝒚𝒊  ≤  + 𝜉𝑖
∗, dan             (2.36) 
𝜉𝑖, 𝜉𝑖
∗ ≥ 0, 𝑖 = 1,2, … , 𝜆.              (2.37) 
Untuk mendapatkan solusi persamaan (2.33) maka dapat 
menggunakan primal langrangian dalam bentuk sebagai berikut. 
𝐿(𝒘, 𝑏, 𝜉, 𝜉∗, 𝛼𝑖, 𝛼𝑖




‖𝒘‖2 + 𝐶(∑ (𝜉𝑖, 𝜉𝑖
∗)𝑛𝑖=1 ) −
                                                     ∑ 𝛼𝑖
∗[𝒘𝝋(𝒙𝒊) + 𝑏 − 𝒚𝒊 +  + 𝜉𝑖
∗]𝑛𝑖=1 −
                                                     ∑ 𝛼𝑖
∗[𝒚𝒊 − 𝒘𝝋(𝒙𝒊) − 𝑏 +  + 𝜉𝑖
∗] −𝑛𝑖=1
                                                      ∑ (𝛽𝑖𝜉𝑖 + 𝛽𝑖
∗𝜉𝑖
∗)𝑛𝑖=1             (2.38) 
Persamaan di atas diminimalkan dengan melakukan turunan parsial 𝐿𝑝 
terhadap variabel primal 𝒘, 𝑏, 𝜉, 𝜉∗ sehingga menghasilkan persamaan 
dual untuk problem optimasi dari SVR sebagai berikut.  
𝐿𝑝(𝛼𝑖, 𝛼𝑖















𝑥𝑖 , 𝑥𝑗  
dan dimaksimalkan dalam bentuk langrangian multiplier nonnegatif 
𝛼𝑖 , 𝛼𝑖
∗, 𝛽𝑖, 𝛽𝑖
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0 ≤ 𝛼𝑖 ≤ C, i = 1,2,…, 𝜆 
0 ≤ 𝛼𝑖
∗ ≤ C, i = 1,2,…, 𝜆 
Berdasarkan persamaan dual pada persamaan diperoleh solusi 
optimal dari kendala estimasi parameter w dalam bentuk koefisien 
langrange 𝛼𝑖 dan 𝛼𝑖
∗ yang dapat ditulis kembali seperti persamaan 
(2.40). 
𝒘 = ∑ (𝛼𝑖 − 𝛼𝑖
∗)𝑥𝑖
𝑛
𝑖=1               (2.40) 
Sehingga fungsi regresi SVR untuk kasus linier sebagai berikut. 
𝑓(𝑥) =  ∑ (𝛼𝑖 − 𝛼𝑖
∗)(𝑥𝑖 , 𝑥𝑗)
𝑛
𝑖=1 + 𝑏            (2.41) 
Adapun SVR untuk kasus nonlinier memberikan pendekatan 
alternatif dengan cara melakukan pemetaan data x dari input space ke 
feature space dengan dimensi yang lebih tinggi melalui fungsi 𝜑 
sehingga fungsi regresi nonlinier dapat dituliskan sebagai berikut.  
𝑓(𝑥) =  ∑ (𝛼𝑖 − 𝛼𝑖
∗)K(𝑥𝑖 , 𝑥𝑗 )
𝜆
𝑖=1 + 𝑏             (2.42) 
Dimana K(𝑥𝑖 , 𝑥𝑗) adalah dot-product kernel yang didefinisikan 
sebagai K(𝑥𝑖 , 𝑥𝑗) = 𝜑(𝑥𝑖)𝜑(𝑥𝑗). 
 
2.6.2 Fungsi Kernel 
Beberapa metode dalam analisis data mining banyak 
menggunakan fungsi linier. Fungsi kernel bertujuan untuk memetakan 
data dari ruang input ke ruang fitur (ruang berdimensi lebih tinggi). 
Banyak kasus di dunia nyata merupakan kasus yang nonlinier, 
sehingga untuk mengatasinya dengan cara mentransformasi data ke 
dalam dimensi ruang yang lebih tinggi. SVM dapat digunakan pada 
data nonlinier dengan menggunakan pendekatan kernel sehingga 
dapat dipisahkan secara linier pada feature space yang baru. Fungsi 
kernel yang digunakan pada metode SVR adalah sebagai berikut. 
1. Linier: 𝐱𝑇x               (2.43) 
2. Polinomial: (𝐱𝑇𝐱 + 1)𝑛              (2.44) 
3. Radial Basis Function (RBF): exp(−𝛾‖𝑥 − 𝑥𝑖‖
2)          (2.45) 
Pemilihan fungsi kernel yang tepat merupakan hal yang penting 
karena menentukan feature space. Dalam penelitian ini menggunakan 
fungsi kernel Radial Basis Function (RBF) pada model SVR. SVR 
dengan fungsi kernel RBF memiliki tiga parameter yang harus 
18 
 
ditentukan yaitu C (cost), 𝛾 (gamma), dan  (epsilon). Metode yang 
digunakan untuk mencari parameter optimal pada penelitian ini adalah 
metode grid search. 
2.6.3 Algoritma Grid-Search 
Algoritma grid search merupakan salah satu algoritma untuk 
menentukan parameter optimal pada model SVR. Konsep kerja 
algoritma grid search yaitu dengan membagi jangkauan parameter 
yang akan dioptimalkan ke dalam grid dan melintasi semua titik untuk 
mendapatkan parameter yang optimal. Dalam penerapannya, 
algoritma grid search memerlukan metrik kinerja sebagai pemandu, 
biasanya diukur dengan cross validation pada data training (Hsu dkk, 
2004). Oleh karena itu disarankan untuk mencoba beberapa variasi 
pasangan parameter pada hyperplane SVR untuk menentukan 
hyperplane dengan akurasi tinggi. Pasangan parameter yang 
menghasilkan akurasi terbaik yang didapatkan dari uji cross-
validation merupakan parameter yang optimal. Parameter optimal 
tersebut yang selanjutnya digunakan untuk model SVR terbaik. 
Setelah itu, model SVR tersebut digunakan untuk memprediksi data 
testing untuk mendapatkan generalisasi tingkat akurasi model. 
Menurut Leidiyana (2013), metode pengujian standar yang 
dapat dilakukan untuk memprediksi error rate adalah cross-
validation. Membagi data training secara random ke dalam beberapa 
bagian dengan perbandingan yang sama kemudian error rate dihitung 
bagian demi bagian, selanjutnya hitung rata-rata seluruh error rate 
untuk mendapatkan error rate secara keseluruhan.  
 
2.7 Model Hybrid 
Perilaku permintaan klinker ekspor tidak mudah untuk diprediksi. 
Oleh karena itu, peramalan menggunakan metode hybrid yang 
memiliki kemampuan pemodelan linier dan nonlinier merupakan 
metode terbaik untuk meramalkan penjualan klinker ekspor. 
Pendekatan model linier ARIMA belum cukup jika masih ada struktur 
korelasi linier yang tersisa di residual karena hubungan nonlinier 
belum dimodelkan dengan tepat (Zhang, 2003). Oleh karena itu, 
model hybrid dilakukan untuk memodelkan pola linier dan nonlinier 
secara keseluruhan yang dapat meningkatkan kinerja peramalan (Chen 
dkk, 2007).  
Adapun bentuk umum model hybrid sebagai berikut (Zhang, 2003).  
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𝑌𝑡 =  𝐿𝑡 +  𝑁𝑡 + 𝑒𝑡                  (2.46) 
Dimana 𝐿𝑡 adalah komponen linier dan 𝑁𝑡  adalah komponen nonlinier 
dari model hybrid. Langkah pemodelan hybrid yaitu pertama data 
dimodelkan dengan model linier ARIMA kemudian diperoleh residual 
pada waktu ke-t dari model linier, sebagai berikut. 
𝑁𝑡 =  𝑌𝑡 − ?̂?𝑡               (2.47) 
Dimana ?̂?𝑡 menunjukkan nilai ramalan model linier pada waktu ke-t. 
kemudian 𝑁𝑡  dimodelkan menggunakan model nonlinier SVR, 
sehingga hubungan nonlinier dapat tertangkap. Dengan p input, model 
nonlinier dari residual menjadi sebagai berikut. 
𝑁𝑡 = 𝑓(𝑁𝑡−1,𝑁𝑡−2,…, 𝑁𝑡−𝑝 ) + 𝑒𝑡              (2.48) 
dengan f adalah fungsi nonlinier yang ditentukan oleh model nonlinier 
dan 𝑒𝑡  adalah kesalahan acak. Jika model f yang terbentuk tidak sesuai 
maka 𝑒𝑡  tidak akan sepenuhnya acak, sehingga identifikasi model 
adalah faktor yang sangat penting. Oleh karena itu, ramalan 
gabungannya adalah sebagai berikut. 
?̂?𝑡 = ?̂?𝑡 + ?̂?𝑡               (2.49) 
Dimana ?̂?𝑡  adalah nilai peramalan pada persamaan (2.48). 
 
2.8 Kebaikan Model  
Evaluasi model dilakukan untuk mengetahui seberapa baik model 
yang terbentuk berdasarkan residual yang dihasilkan. Kriteria 
pemilihan model terbaik yang digunakan adalah berdasarkan nilai 
Mean Absolute Percentage Error (MAPE) untuk data training dan 
data tetsting. Model terbaik didapatkan jika nilai MAPE paling kecil 
diantara model yang ada, hal ini sesuai dengan tujuan dari peramalan, 
yaitu untuk memperoleh angka ramalan dengan kesalahan sekecil-
kecilnya. Besarnya nilai MAPE dapat dihitung dengan formula 







|𝐿𝑙=1 ) 100%            (2.50) 
dengan n adalah banyaknya data training (in sample), L adalah 
banyaknya ramalan data testing (out sample) yang dilakukan, 𝑌𝑛+𝑙 
adalah data aktual dan ?̂?𝑛(𝑙) adala data hasil ramalan. 
2.9 Peramalan Penjualan 
Peramalan penjualan merupakan suatu usaha perencanaan 
strategis yang bertujuan untuk optimalisasi kebutuhan dan keinginan 
pembeli. Penjualan merupakan suatu transaksi yang bertujuan untuk 
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mendapatkan suatu keuntungan dan merupakan suatu jantung dari 
suatu perusahaan (Himayati, 2008). Banyak faktor yang 
mempengaruhi penjualan yang berasal dari eksternal perusahaan 
maupun internal perusahaan.  
Penjualan merupakan proses penting dalam suatu perusahaan. 
Setiap kegiatan atau proses produksi berpengaruh sangat besar 
terhadap kegiatan penjualan. Kegiatan produksi dilakukan 
berdasarkan perencanaan produksi. Perencanaan produksi meliputi 
perencanaan jumlah barang yang akan dijual pada masa yang akan 
datang. Jumlah barang atau jasa yang akan dijual pada masa 
mendatang mampu diperkirakan melalui peramalan (forecasting). 
Peramalan merupakan suatu teknik yang digunakan untuk 
memprediksi atau meperkirakan suatu nilai pada masa mendatang 
menggunakan data masa lalu maupun data saat ini. Peramalan yang 
sering digunakan untuk keperluan perencanaan produksi pada suatu 
perusahaan adalah peramalan penjualan. Adanya peramalan penjualan 
dalam suatu perencanaan produksi dapat membantu memperkirakan 
jumlah barang atau jasa yang akan dijual sehingga proses produksi 
dapat disesuaikan dengan hasil peramalan penjualan yang diperoleh. 
Adapun persamaan peramalan penjualan menggunakan model hybrid 
ARIMA(1,1,0)-SVR dapat dilihat pada persamaan (2.51). 
?̂?𝑡(𝑙) = ?̂?𝑡(𝑙) + ?̂?𝑡(𝑙)             (2.51) 
?̂?𝑡(𝑙) = [(1 + 𝜙)?̂?𝑡(𝑙 − 1) − 𝜙?̂?𝑡(𝑙 − 2) + 𝜃0] +
[𝐶 ∑ exp(−𝛾‖𝑒𝑡𝑖 − 𝑒𝑡𝑖
∗ ‖2) + 𝑏𝑙𝑖=1 ]           (2.52) 
Dimana 
𝑒𝑡𝑖 = [𝑒𝑡+𝑖−1, 𝑒𝑡+𝑖−2, … , 𝑒𝑡+𝑖−𝑝]  
𝑒𝑡𝑖
∗ = [𝑒𝑡+𝑖−2, 𝑒𝑡+𝑖−3, … , 𝑒𝑡+𝑖−(𝑝+1)]  
?̂?𝑡(𝑙): Hasil ramalan model Hybrid 
?̂?𝑡(𝑙): Hasil ramalan model ARIMA 
?̂?𝑡(𝑙): Hasil ramalan model SVR  
 
2.10 Klinker Semen 
Klinker merupakan bahan baku semen yang dihasilkan dari 
proses pembakaran dengan suhu 1400oC. Klinker terdiri dari berbagai 
kalsium silikat termasuk alite dan belite. Tricalcium aluminate dan 
kalsium aluminoferrite adalah komponen umum lainnya. Komponen-
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komponen ini sering dihasilkan secara in situ dengan memanaskan 
berbagai tanah liat dan batu kapur. Semen terbentuk dari penambahan 
klinker dengan kalsium sulfat (Sprung, 2012).  
Klinker merupakan semen setengah jadi sehingga beberapa 
perusahaan membeli klinker ke perusahaan lain jika mengalami 
kekurangan stock klinker. Kekurangan stock klinker sendiri 
dikarenakan terdapat kendala teknis pada proses pembuatan klinker. 
Hal ini tidak dapat dihindari oleh perusahaan sehingga mengharuskan 





















3.1 Sumber Data 
Data yang digunakan dalam penelitian ini merupakan data 
sekunder yaitu data penjualan klinker per bulan pada Januari tahun 
2016 hingga Juni tahun 2020. Data diperoleh dari PT X sebanyak 54 
pengamatan. Adapun analisis dalam penelitian ini secara keseluruhan 
dilakukan dengan bantuan software Rstudio 3.6.2 untuk perhitungan 
statistika dan menggunakan Microsoft Excel untuk penyusunan data. 
 
3.2 Metode Penelitian 
Metode analisis data pada penelitian ini dilakukan dengan 
beberapa tahap. Tahap pertama dilakukan pemodelan data 
menggunakan model linier ARIMA. Selanjutnya tahap kedua 
dilakukan pemodelan SVR pada residual hasil ramalan model linier. 
Setelah memperoleh model yang bisa menangkap pola linier dan 
nonlinier data maka dapat dilakukan peramalan menggunakan metode 
hybrid ARIMA-SVR. Adapun langkah-langkah dalam peramalan 
model hybrid ARIMA-SVR adalah sebagai berikut. 
 
3.2.1 Pembentukan Model ARIMA (p,d,q) 
Berikut merupakan langkah-langkah pembentukan model 
ARIMA (p,d,q).  
1. Membuat plot data penjualan klinker untuk mengetahui pola data. 
2. Membagi data menjadi data training dan data testing. Dimana 
data training merupakan data penjualan klinker pada Januari 
2016 hingga bulan November 2019. Sedangkan data testing 
merupakan data penjualan klinker pada bulan Desember 2019 
hingga bulan Juni 2020. 
3. Menguji kestasioneran terhadap ragam dengan melihat λ 
(rounded value) pada Box Cox plot, jika tidak bernilai satu maka 
data tidak stasioner terhadap ragam sehingga perlu dilakukan 
transformasi Box-Cox seperti pada persamaan (2.1). 
4. Menguji kestasioneran terhadap rata-rata menggunakan uji 
Dickey Fuller dengan statistik uji pada persamaan (2.3), jika data 
tidak stasioner terhadap rata-rata maka  perlu distasionerkan 
dengan melakukan diferensiasi menggunakan persamaan (2.5) 
untuk diferensiasi orde ke-d.  
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5. Melakukan identifikasi model ARIMA (p,d,q) dengan melihat 
plot ACF dan PACF untuk menentukan orde (p,d,q) sesuai 
persamaan (2.16) dan (2.18). 
6. Melakukan pendugaan parameter pada model tentatif yang 
terbentuk menggunakan metode maximum likelihood sesuai pada 
persamaan (2.20).  
7. Kemudian setelah dilakukan pendugaan parameter, selanjutnya 
dilakukan uji signifikansi parameter secara parsial menggunakan 
uji t. Adapun statistik uji yang digunakan sesuai pada persamaan 
(2.21) untuk uji signifikansi parameter AR(p) dan persamaan 
(2.22) untuk uji signifikansi parameter MA(q). 
8. Melakukan pengujian terhadap sisaan yang bersifat white noise 
menggunakan pengujian Ljung-Box dengan statistik uji pada 
persamaan (2.23). 
9. Melakukan pengujian normalitas terhadap sisaan model 
menggunakan uji Jarque Bera dengan statistik uji sesuai pada 
persamaan (2.24). 
10. Menghitung nilai AIC sesuai persamaan (2.25) untuk 
memperoleh model linier terbaik yang akan digunakan sebagai 
model hybrid. 
11. Menghitung fitted value dari model ARIMA yang signifikan 
yaitu model ARIMA(0,1,1), ARIMA(1,1,0). 
12. Menghitung residual dari model ARIMA yang diperoleh untuk 
digunakan sebagai input model SVR. 
 
3.2.2 Pembetukan Model hybrid ARIMA-SVR 
Berikut merupakan langkah-langkah pembentukan model 
hybrid ARIMA-SVR. 
1. Sebelum dilakukan pemodelan SVR, maka dilakukan pengujian 
nonlinieritas pada residual model ARIMA sesuai sub bab 2.5. 
2. Pemodelan SVR dilakukan dengan menggunakan input dari 
residual model ARIMA yang diperoleh, dalam penelitian ini 
menggunakan model ARIMA dengan semua parameter yang 
signifikan yaitu model ARIMA(0,1,1) dan ARIMA(1,1,0). 
3. Penentuan fungsi kernel agar dapat menentukan nilai-nilai 
parameter gamma, cost (C), dan epsilon untuk optimasi 
hyperplane pada data training. 
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4. Pemilihan parameter terbaik menggunakan metode grid search 
sesuai penjelasan pada anak sub bab (2.6.3) untuk memperoleh 
model SVR optimal. 
5. Membentuk model hybrid ARIMA-SVR yang merupakan 
gabungan model ARIMA dan model SVR yang diperoleh.  
6. Pemilihan model hybrid terbaik dengan melihat nilai MAPE yang 
terkecil pada data training maupun data testing. 
7. Peramalan penjualan klinker satu periode ke depan yaitu 






3.1 Diagram Alir 
Adapun tahapan dalam peramalan hybrid ARIMA-SVR untuk 











        
 












Gambar 3.1 Diagram Alir Pembentukan Model ARIMA (p,d,q) 
Mulai 
Data release Klinker 
Pembagian data menjadi data training dan data testing 
Plot Data Deret Waktu 
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Transformasi Box-Cox 
Pengecekan stasioneritas terhadap rata-rata (Uji ADF) 
Stasioner terhadap rata-rata Diferensisasi 
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Gambar 3.2 Diagram Alir Pembentukan Model hybrid ARIMA-SVR 
B 
Perhitungan sisaan Model ARIMA (p,d,q) terpilih 
Pembentukan model SVR menggunakan 
fungsi kernel Radial Basis Function 
Pemilihan parameter terbaik menggunakan 
metode grid-search untuk setiap hyperplane 
Evaluasi pemilihan model hybrid menggunakan MAPE 
Selesai 
Pemilihan model hybrid terbaik yang memiliki nilai 
MAPE terkecil 
Pengujian nonlinieritas sisaan 
Model ARIMA (p,d,q) terpilih 












HASIL DAN PEMBAHASAN 
4.1 Identifikasi Pola Data 
Tahap pertama yang harus dilakukan dalam melakukan analisis 
deret waktu adalah identifikasi pola data. Identifkasi pola data 
dilakukan untuk mengetahui gambaran secara umum data yang akan 
dianalisis. Identifikasi pola data dapat dilakukan dengan membuat plot 
data deret waktu. Adapun plot deret waktu dari data penjualan klinker 
bulanan di PT X pada bulan Januari 2016 hingga Juni 2020 dapat 
dilihat pada Gambar 4.1 berikut. 
 
 
Gambar 4.1 Plot Data Penjualan Klinker 
 
Berdasarkan Gambar 4.1 dapat dilihat bahwa data penjualan 
klinker PT X memiliki pola trend kuadratik, dimana jumlah penjualan 
klinker mengalami kenaikan tertinggi yang terjadi pada periode ke-23 
yaitu bulan November 2017. Permintaan ekspor klinker meningkat 
pada bulan November karena pada musim penghujan permintaan 
semen domestik menurun sehingga pabrik memiliki persediaan 
klinker yang cukup untuk dilakukan ekspor. Berdasarkan identifikasi 
























Plot Data Penjualan Klinker
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hanya terdiri dari satu variabel deret waktu sehingga metode 
peramalan yang digunakan adalah model ARIMA.       
4.2 Pemodelan Penjualan Kinker dengan Model ARIMA 
Pemodelan ARIMA dilakukan dengan beberapa tahap yaitu 
pengujian stasioneritas data, identifikasi model, pendugaan parameter, 
diagnostik model, dan pemilihan model terbaik. Adapun penjelasan  
langkah-langkah pembentukan model ARIMA (p,d,q) yaitu pada 
penjelasan berikut. 
4.2.1 Pengujian Stasioneritas Data 
Asumsi yang harus dipenuhi sebelum melakukan analisis deret 
waktu adalah stasioneritas data. Pengujian stasioneritas perlu 
dilakukan untuk mengetahui apakah data memiliki penyebaran yang 
stabil atau tidak yaitu data bersifat konstan sepanjang waktu dan tidak 
ada perubahan nilai tengah seiring dengan pertambahan waktu. 
Terdapat dua asumsi stasioneritas data deret waktu yaitu stasioneritas 
terhadap ragam dan stasioneritas terhadap rata-rata.    
Data deret waktu dikatakan stasioner terhadap ragam apabila 
data berfluktuasi dengan ragam konstan dari waktu ke waktu. 
Stasioneritas data terhadap ragam dapat dilihat dari rounded value (λ), 
apabila nilai λ sama dengan satu atau angka satu terletak di dalam 
selang, maka dapat dikatakan bahwa data telah stasioner terhadap 
ragam. Pada data penjualan klinker diperoleh λ sebesar 1.999924 
sehingga perlu dilakukan transformasi Box-Cox sesuai persamaan 
(2.1). Adapun transformasi yang dilakukan dapat dilihat pada Tabel 
4.1 berikut. 
Tabel 4.1 Hasil Transformasi Box-Cox 






Berdasarkan Tabel 4.1 dapat diketahui bahwa data penjualan 
klinker pada transformasi pertama menghasilkan rounded value (λ)  
sebesar 0.8808438 (λ<1) sehingga perlu dilakukan transformasi 
kedua. Pada transformasi yang kedua menghasilkan rounded value (λ)  
sebesar 1.048259 (λ>1) maka dapat disimpulkan data telah stasioner 
terhadap ragam.  
Selanjutnya dilakukan pengujian stasioneritas data terhadap 
rata-rata menggunakan uji Augmented Dicky Fuller (ADF) sesuai pada 
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persamaan (2.2). Data penjualan klinker dapat dikatakan stasioner 
apabila hipotesis nol pada uji ADF ditolak, dengan kriteria jika p-
value < (𝛼 = 0.05). Adapun hipotesis dan hasil uji ADF dari data 
penjualan klinker secara lengkap terdapat pada Lampiran 2 dan 
ditunjukkan secara ringkas pada Tabel 4.2 sebagai berikut. 
𝐻0: 𝛿 = 1 (data tidak stasioner) vs 
𝐻1: 𝛿 < 1 (data stasioner) 
Tabel 4.2 Hasil Uji ADF 
Data P-value Keterangan 
𝑌𝑡 0.06137 Tidak stasioner 
Pembedaan pertama 0.03035 Stasioner 
 
Berdasarkan Tabel 4.2 dapat diketahui bahwa data penjualan 
klinker sebelum dilakukan pembedaan tidak stasioner terhadap rata-
rata karena p-value lebih dari 0.05, sehingga data perlu dilakukan 
pembedaan. Setelah dilakukan pembedaan satu kali, diperoleh p-value 
kurang dari 0.05 sehingga data sudah stasioner terhadap rata-rata.  
4.2.2 Identifikasi Model ARIMA (p, d, q) 
Tahap awal dalam membentuk model ARIMA (p, d, q) adalah 
identifikasi model dengan melihat plot PACF dan ACF terhadap lag 
pada data stasioner sesuai dengan subbab (2.4.1). Untuk menentukan 
orde (p, d, q)  dapat menggunakan acuan pada Tabel 2.2. Adapun plot 
PACF dan ACF berturut-turut dapat dilihat pada Gambar 4.2 dan 
Gambar 4.3 berikut.  
  
Gambar 4.2 (a) Hasil Plot 
PACF 
Gambar 4.2 (b) Hasil Plot ACF 
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Berdasarkan Gambar 4.2 (a) dan (b) dapat diketahui bahwa nilai 
PACF menunjukan lag yang keluar dari batas (nyata) adalah lag ke-1 
sedangkan nilai ACF menunjukan lag yang keluar dari batas (nyata) 
adalah lag ke-1 dan 2 pada data hasil pembedaan pertama sehingga 
diperoleh orde p=1; d=1; q=2. Selanjutnya untuk memperoleh model 
terbaik maka dibentuk model tentatif yaitu ARIMA(1,1,2), 
ARIMA(1,1,1), ARIMA(0,1,2), ARIMA(0,1,1), dan ARIMA(1,1,0). 
 
4.2.3 Pendugaan Parameter 
Setelah diperoleh model tentatif dari hasil identifikasi model 
ARIMA menggunakan plot PACF dan ACF, selanjutnya dapat 
dilakukan pendugaan parameter dan uji signifikansi parameter. 
Pendugaan parameter menggunakan metode Maximum Likelihood 
Estimation (MLE) sesuai pada persamaan (2.20). Adapun ringkasan 
hasil pendugaan dan uji signifikansi parameter model tentatif dapat 
dilihat pada Tabel 4.3 dan hasil secara lengkap dapat dilihat pada 
Lampiran 3. 
 
Tabel 4.3 Pendugaan dan Uji Signifikansi Parameter Model ARIMA 
(p, d, q) 
Model Parameter Penduga p-value Keterangan 
ARIMA(1,1,2) 
𝜙1 -0.7689 0.0244 Signifikan 
𝜃1 0.1988 0.5942 Tidak 
Signifikan 
𝜃2 -0.2219 0.5204 Tidak 
Signifikan 
ARIMA(1,1,1) 𝜙1 -0.5379 0.0241 Signifikan 
𝜃1 -0.0168 0.9540 Tidak 
Signifikan 
ARIMA(0,1,2) 𝜃1 -0.5042 0.0012 Signifikan 
𝜃2 0.2004 0.4204 Tidak 
Signifikan 
ARIMA(0,1,1) 𝜃1 -0.5939 0.0003 Signifikan 
ARIMA(1,1,0) 𝜙1 -0.5496 0.0000 Signifikan 
 
Berdasarkan Tabel 4.3 dapat diketahui bahwa model yang 
semua parameternya signifikan yaitu model ARIMA(0,1,1) dan 
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ARIMA(1,1,0) karena parameter pada setiap model memiliki p-value 
lebih kecil dari 𝛼 = 0.05. 
 
4.2.4 Diagnostik  Model 
Diagnostik model dilakukan untuk memeriksa apakah sisaan 
berdistribusi normal dan bersifat saling bebas (white noise) dengan 
demikian diagnostik model dapat memastikan bahwa model layak. 
Pengujian sisaan bersifat white noise dilakukan menggunakan uji 
Ljung-Box sesuai persamaan (2.23) dan pengujian normalitas sisaan 
dilakukan menggunakan uji Jarque Bera sesuai persamaan (2.24). 
Adapun hipotesis dan pengujian secara lengkap dapat dilihat pada 
Lampiran 4 dan ringkasan hasil pengujian dapat dilihat pada Tabel 4.4 
sebagai berikut.  
Hipotesis uji Ljung-Box 
𝐻0 ∶  𝜌1 = 𝜌2 = ⋯ = 𝜌𝑘 = 0 (white noise) vs 
𝐻1: minimal ada satu nilai 𝜌𝑘 ≠ 0 dengan 𝑘 = 1,2, . . , 𝑘 (tidak white 
noise) 
Hipotesis uji Jarque Bera 
𝐻0 : 𝑖 ~ 𝑁(𝜇, 𝜎
2) Sisaan mengikuti distribusi normal   
vs  
𝐻1 : 𝑖 ≁ 𝑁(𝜇, 𝜎
2) Sisaan tidak mengikuti distribusi normal 
 
Tabel 4.4 Hasil Uji Ljung-Box dan Uji Jarque Bera 
Model Uji Ljung-Box Uji Jarque Bera 
p-value Keterangan p-value Keterangan 
ARIMA(1,1,2) 0.2604 White noise 0.0000 Tidak 
Normal 
ARIMA(1,1,1) 0.4543 White noise 0.0000 Tidak 
Normal 
ARIMA(0,1,2) 0.2888 White noise 0.0143 Tidak 
Normal 
ARIMA(0,1,1) 0.1747 White noise 0.1580 Normal 
ARIMA(1,1,0) 0.5769 White noise 0.0000 Tidak 
Normal 
 
Berdasarkan Tabel 4.4 pada uji Ljung-Box dari lima model 
tentatif semua memenuhi asumsi white noise karena semua model 
mempunyai p-value lebih besar dari 𝛼 = 0.05 sehingga sisaan bersifat 
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white noise atau saling bebas. Selain itu pada uji Jarque Bera hanya 
satu model yang memenuhi asumsi normalitas yaitu model 
ARIMA(0,1,1) sedangkan empat model lainnya tidak memenuhi 
asumsi normalitas.  
 
4.2.5 Pemilihan Model Terbaik 
Pemilihan model terbaik dari delapan model tentatif yang 
dihasikan yaitu berdasarkan hasil uji signifikansi parameter, dignostik 
model, dan nilai AIC yang dihasilkan. Adapun ringkasan hasil 
pengujian asumsi yang telah dilakukan dapat dilihat pada Tabel 4.5 
berikut.  
Tabel 4.5 Hasil Pengujian Asumsi 




































Berdasarkan Tabel 4.5 dapat dilihat bahwa model yang 
memiliki parameter signifikan adalah ARIMA(0,1,1) dan 
ARIMA(1,1,0). Adapun model yang memiliki nilai AIC terkecil 
adalah ARIMA(0,1,1). Sedangkan model ARIMA(1,1,0) memiliki 
selisih nilai AIC sangat kecil dengan model ARIMA(0,1,1) sehingga 
kedua model tersebut dapat dilakukan pemodelan hybrid.  
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4.3 Pemodelan Penjualan Klinker dengan Model Hybrid 
ARIMA-SVR 
Pemodelan hybrid ARIMA-SVR dilakukan menggunakan  model 
ARIMA yang memiliki parameter signifikan yaitu model 
ARIMA(0,1,1) dan ARIMA(1,1,0). Adapun langkah-langkah 
pembentukan model hybrid ARIMA-SVR yaitu pada penjelasan 
berikut. 
 
4.3.1 Retransformasi Model ARIMA 
Pemodelan hybrid menggunakan input residual model ARIMA 
yang diperoleh sehingga perlu dilakukan perhitungan residual dari 
model ARIMA. Sebelum dilakukan perhitungan residual, maka 
diakukan retransformasi terhadap fitted value model ARIMA yang 
terbentuk. Retransformasi dilakukan untuk mengembalikan hasil 
transformasi Box-Cox yang dilakukan pada pembentukan model 
ARIMA. Adapun retransformasi dilakukan melalui invers Box-Cox 
menggunakan rounded value (λ) hasil transformasi pertama yaitu 
sebesar 0.8808438 kemudian dilanjutkan menggunakan rounded 
value (λ) sebelum dilakukan transformasi yaitu sebesar 1.999924. 
 
4.3.2 Hasil Pengujian Nonlinieritas 
Sebelum pembentukan model hybrid ARIMA-SVR, maka 
dilakukan pengujian nonlinieritas untuk mengetahui apakah terdapat 
hubungan nonlinier pada residual model ARIMA. Uji nonlinieritas 
menggunakan uji Ramsey RESET dengan input residual model linier. 
Pengujian nonlinieritas dilakukan pada model linier yang diperoleh 
yaitu ARIMA(0,1,1) dan ARIMA(1,1,0). Adapun ringkasan hasil uji 
nonlinieritas data penjualan klinker dapat dilihat pada Tabel 4.6 dan 
hasil pengujian secara lengkap terdapat pada Lampiran 5. 
 
Tabel 4.6 Hasil Uji Ramsey RESET 
Model  p-value Keterangan 
ARIMA(0,1,1) 0.0429 Linier 
ARIMA(1,1,0) 0.2443 Linier 
 
Berdasarkan Tabel 4.6 diperoleh hasil uji Ramsey RESET data 
penjualan klinker pada model ARIMA(0,1,1) dan ARIMA(1,1,0) 
terima 𝐻0 yaitu p-value lebih besar dari (𝛼 = 0.05) dimana 
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menunjukkan bahwa data linier. Meskipun hasil uji Ramsey RESET 
menunjukan bahwa tidak terdapat hubungan nonlinier pada residual, 
model tersebut masih belum cukup karena masih terdapat korelasi 
linier yang ada pada residual sehingga hubungan nonlinier belum 
dimodelkan dengan tepat (Zhang, 2003). Dengan demikian, pada 
penelitian ini pembentukan model hybrid tetap dilakukan untuk 
menangkap hubungan nonlinier pada residual yang tidak terdeteksi 
pada pengujian Ramsey RESET sehingga dapat menghasilkan model 
yang baik. Adapun model yang baik yaitu model yang dekat dengan 
data aktual atau yang menghasilkan nilai akurasi tinggi.  
 
4.3.3 Pembentukan Model Hybrid ARIMA-SVR 
Model hybrid yang digunakan adalah model Support Vector 
Regression (SVR) karena model tersebut dapat digunakan baik pada 
data yang memiliki hubungan linier maupun nonlinier pada residual. 
Adapun pemodelan SVR menggunakan input residual model linier 
dan lag-nya. Penentuan lag yang digunakan sebagai input model SVR 
berdasarkan plot PACF yang signifikan. Berdasarkan plot PACF, lag 
yang signifikan adalah lag ke-1 sehingga input model SVR yaitu 
menggunakan residual dan lag ke-1. Residual masing-masing model 
tentatif yang diperoleh dapat dilihat pada Lampiran 6 dan Lampiran 7.  
Pemodelan SVR dilakukan menggunakan fungsi kernel. 
Adapun fungsi kernel yang digunakan dalam penelitian ini yaitu 
Radial Basis Function (RBF) sesuai persamaan (2.45). Terdapat 
beberapa parameter dalam fungsi kernel RBF yaitu epsilon, cost (C), 
dan gamma. Parameter tersebut perlu dioptimalkan agar mendapatkan 
hasil estimasi yang optimum. Metode optimasi yang digunakan adalah 
metode grid search sesuai penjelasan pada anak sub bab (2.6.3) untuk 
memperoleh kombinasi ketiga parameter dengan nilai MAPE yang 
terkecil. Parameter epsilon untuk semua model tentatif yang signifikan 
digunakan rentang nilai antara 0.0001 sampai dengan 0.001 dengan 
selisih 0.0001. Parameter cost untuk semua model tentatif yang 
signifikan digunakan rentang nilai antara 300 sampai dengan 600 
dengan selisih 100. Parameter gamma untuk semua model tentatif 
yang signifikan digunakan rentang nilai antara 0.5 sampai dengan 0.7 
dengan selisih 0.1. Adapun hasil optimasi parameter dan nilai MAPE 
yang diperoleh model dengan kombinasi parameter yang ditentukan 
dapat dilihat pada Tabel 4.7.  
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Tabel 4.7 Hasil Optimasi Parameter 
Model Epsilon Cost Gamma MAPE 
ARIMA(0,1,1)-SVR 0.0002 300 0.7 8.15% 
ARIMA(1,1,0)-SVR 0.0002 300 0.7 7.56% 
 
Berdasarkan Tabel 4.7 terlihat bahwa kombinasi parameter 
untuk model ARIMA(0,1,1) dan ARIMA(1,1,0) yaitu parameter 
epsilon sebesar 0.0002 yang menunjukkan bahwa batas rentang 
tolerasi kesalahan atau lebar zona-insensitive sebesar 0.0002. 
Parameter cost sebesar 300 yang berarti bahwa batas atas deviasi dapat 
ditoleransi dengan parameter cost sebesar 300. Parameter gamma 
sebesar 0.7 yang berarti bahwa data training dipetakan dalam ruang 
fitur yaitu sebesar 0.7. Kombinasi ketiga parameter tersebut 
menghasilkan nilai MAPE pada model ARIMA(0,1,1)-SVR sebesar 
8.15% dan ARIMA(1,1,0)-SVR sebesar 7.56%.  
 
4.4 Pemilihan Model Hybrid Terbaik  
Pemilihan model hybrid terbaik dalam penelitian ini 
menggunakan kriteria nilai MAPE. Model yang baik adalah model 
yang menghasilkan nilai MAPE kurang dari 10% baik pada data 
testing maupun data training. Adapun ringkasan nilai MAPE model 
hybrid dapat dilihat pada Tabel 4.8 berikut. 
 
Tabel 4.8 Nilai MAPE Model Hybrid pada Data Training dan Testing 
Model Training Testing 
ARIMA(0,1,1) 9.17% 9.11% 
ARIMA(0,1,1)-SVR 8.15% 9.66% 
ARIMA(1,1,0) 8.30% 9.16% 
ARIMA(1,1,0)-SVR 7.56% 9.02% 
 
Berdasarkan Tabel 4.8 dapat diketahui bahwa pada data 
training model ARIMA(0,1,1)-SVR yang terbentuk memiliki nilai 
MAPE kurang dari 10% dan memiliki nilai MAPE lebih kecil daripada 
model ARIMA. Namun, pada data testing nilai MAPE tidak lebih 
kecil dari model ARIMA sehingga model ARIMA(0,1,1)-SVR tidak 
menunjukkan performasi lebih baik daripada model ARIMA.  
Sedangkan model ARIMA(1,1,0)-SVR pada data training 
maupun data testing memiliki nilai MAPE kurang dari 10%. Selain 
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itu, model ARIMA(1,1,0)-SVR baik pada data training maupun data 
testing memiliki nilai MAPE lebih kecil daripada model ARIMA, hal 
ini menunjukkan bahwa model hybrid memiliki akurasi sangat baik 
untuk digunakan peramalan daripada model tunggal. 
Dengan demikian, model hybrid terbaik adalah ARIMA(1,1,0)-
SVR untuk meramalkan jumlah penjualan klinker. Adapun plot data 
aktual dan prediksi untuk model ARIMA(1,1,0) dan model 
ARIMA(1,1,0)-SVR baik data training maupun data testing masing-
masing dapat dilihat pada Gambar 4.3 dan Gambar 4.4 serta hasil 
ramalan data testing dapat dilihat pada Tabel 4.9 
 
 



















Januari 2020 275410.6 353049.7 322572.7 
Februari 2020 254832 299889.9 280147.5 
Maret 2020 250566 267990.7 239631.4 
April 2020 267083 248867.5 234371.9 
Mei 2020 348091.2 249367.1 273119.4 
Juni 2020 355955 271549.5 431655.1 
 
  
Gambar 4.4 Plot Data Aktual dan Prediksi Model Hybrid pada Data 
Testing 
 
Berdasarkan Gambar 4.3 dan Gambar 4.4 dapat dilihat bahwa 
plot data hasil prediksi yang paling mendekati data aktual adalah plot 
hasil prediksi model hybrid ARIMA(1,1,0)-SVR. Hasil plot prediksi 
data testing baik pada model ARIMA maupun model hybrid sensitive 
apabila terjadi penurunan dan kenaikan pada data aktual. Hal ini dapat 
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dilihat pada plot data testing ketika terjadi penurunan atau kenaikan 
nilai aktual maka diikuti penurunan atau kenaikan pada data prediksi 
secara drastis yaitu penurunan pada bulan Januari dan kenaikan pada 
bulan April. Sehingga hasil prediksi bulan Juni baik pada model 
ARIMA maupun model hybrid memiliki selisih sangat jauh dengan 
nilai aktual, tetapi prediksi model hybrid lebih dekat dengan nilai 
aktual daripada model ARIMA. Dengan demikian model hybrid 
merupakan model terbaik yang dapat digunakan untuk meramalkan 
jumlah penjualan klinker. Hasil penelitian ini menunjukkan bahwa 
prediksi penjualan klinker pada saat ini dipengaruhi oleh penjualan 
klinker satu periode sebelumnya. Adapun jumlah penjualan klinker 
pada Juni 2020 diprediksi menggunakan model hybrid yaitu sebesar 
431655.1×103 Ton.  
 
4.5 Hasil Ramalan Penjualan Klinker Menggunakan Model 
Hybrid ARIMA(1,1,0)-SVR  
Setelah diperoleh model hybrid terbaik, selanjutnya dilakukan 
peramalan jumlah penjualan klinker satu periode ke depan yaitu bulan 
Juli 2020 menggunakan model hybrid ARIMA-SVR. Adapun hasil 
ramalan penjualan klinker untuk bulan Juli 2020 yaitu sebesar 
376640.9×103 Ton. Hasil ramalan ini menunjukkan bahwa 
terdapat penurunan penjualan klinker pada bulan Juli 2020 jika 
dibandingkan dengan penjualan bulan sebelumnya. Dengan 
demikian perusahaan dapat mengurangi jumlah produksi klinker 









Berdasarkan hasil pembahasan yang telah dilakukan, maka 
diperoleh kesimpulan sebagai berikut. 
1. Model hybrid yang terbentuk yaitu model ARIMA(1,1,0)-SVR 
dengan menggunakan input residual dan residual lag ke-1 model 
linier ARIMA(1,1,0). Adapun estimasi parameter model 
nonlinier SVR dengan menggunakan kombinasi parameter 
epsilon sebesar 0.0002, parameter cost sebesar 300, dan 
parameter gamma sebesar 0.7.  
2. Model ARIMA(1,1,0)-SVR menghasilkan nilai MAPE kurang 
dari 10% yaitu sebesar 7.56% pada data training dan 9.02% pada 
data testing. Model hybrid ARIMA(1,1,0)-SVR pada data 
training maupun data testing memiliki nilai MAPE lebih kecil 
daripada model tunggal (ARIMA). Dengan demikian peramalan 
penjualan klinker menggunakan model hybrid memiliki akurasi 
lebih baik daripada model tunggal. 
3. Hasil peramalan jumlah penjualan klinker satu periode ke depan 
yaitu bulan Juli 2020 sebesar 376640.9×103 Ton. Hasil ramalan 
ini menunjukkan bahwa terdapat penurunan penjualan klinker 




Adapun saran untuk penelitian selanjutnya yaitu pada penelitian 
ini tidak memperhatikan adanya faktor lain yang mempengaruhi 
jumlah penjualan klinker. Oleh karena itu, untuk penelitian 
selanjutnya dapat menambahkan variabel eksogen yaitu dengan 
menambahkan faktor inflasi atau faktor ekonomi lain yang dapat 
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Lampiran 1. Data Jumlah Penjualan Klinker Bulan Januari 2016 
sampai Juni 2020. 
Bulan klinker Bulan klinker 
Januari 2016 323061 April 2018 352609 
Februari 2016 376641 Mei 2018 399278 
Maret 2016 329242 Juni 2018 406466 
April 2016 314804 Juli 2018 421585 
Mei 2016 383862 Agustus 2018 424636 
Juni 2016 379522 September 2018 404284 
Juli 2016 394945 Oktober 2018 416223 
Agustus 2016 393762 November 2018 394010 
September 2016 401962 Desember 2018 365502 
Oktober 2016 421488 Januari 2019 383537 
November 2016 397878 Februari 2019 321403 
Desember 2016 344365 Maret 2019 379297 
Januari 2017 432750 April 2019 294212 
Februari 2017 388802 Mei 2019 355136 
Maret 2017 439908 Juni 2019 283697 
April 2017 373564 Juli 2019 397612 
Mei 2017 378889 Agustus 2019 340800 
Juni 2017 338888 September 2019 384859 
Juli 2017 423724 Oktober 2019 359406 
Agustus 2017 447767 November 2019 345172 
September 2017 487159 Desember 2019 300867 
Oktober 2017 426601 Januari 2020 275410.6 
November 2017 490284 Februari 2020 254832 
Desember 2017 459802 Maret 2020 250566 
Januari 2018 323727 April 2020 267083 
Februari 2018 387620 Mei 2020 348091.2 
Maret 2018 355465 Juni 2020 355955 
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Lampiran 2. Uji Augmented Dicky Fuller (ADF) 
> adf.test(train2) 
 
 Augmented Dickey-Fuller Test 
 
data:  train2 
Dickey-Fuller = -3.4417, Lag order = 3, p-value = 0.0613
7 




 Augmented Dickey-Fuller Test 
 
data:  diff1 
Dickey-Fuller = -3.7637, Lag order = 3, p-value = 0.0303
5 









Lampiran 3. Pendugaan dan Uji Signifikansi Parameter Model 
ARIMA (p, d, q) 
> #=====PENDUGAAN PARAMETER DAN PENGUJIAN HIPOTESIS====# 
> library(forecast) 
> m1 = arima(train2, c(1,1,2), include.mean = T);m1 
 
Call: 
arima(x = train2, order = c(1, 1, 2), include.mean = T) 
 
Coefficients: 
          ar1     ma1      ma2 
      -0.7689  0.1988  -0.2219 
s.e.   0.3418  0.3732   0.3454 
 
sigma^2 estimated as 6.626e+17:  log likelihood = -1009.
27,  aic = 2026.55 
 
> m2 = Arima(train2, c(1,1,1), include.mean = T);m2 




          ar1      ma1 
      -0.5379  -0.0168 
s.e.   0.2386   0.2918 
 
sigma^2 estimated as 6.97e+17:  log likelihood=-1009.4 
AIC=2024.79   AICc=2025.37   BIC=2030.28 
 
> m3 = Arima(train2, c(0,1,2), include.mean = T);m3 




          ma1     ma2 
      -0.5042  0.2004 
s.e.   0.1557  0.2487 
 
sigma^2 estimated as 7.231e+17:  log likelihood=-1010.2 
AIC=2026.4   AICc=2026.97   BIC=2031.88 
 
> m4 = arima(train2, c(0,1,1), include.mean = T);m4 
 
Call: 
arima(x = train2, order = c(0, 1, 1), include.mean = T) 
 
Coefficients: 
          ma1 
      -0.5939 
s.e.   0.1657 
 
sigma^2 estimated as 6.952e+17:  log likelihood = -1010.
4,  aic = 2024.79 
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Lampiran 3. Pendugaan dan Uji Signifikansi Parameter Model ARI
MA (p, d, q) (Lanjutan) 
 
> m5 = Arima(train2, c(1,1,0), include.mean = T);m5 




          ar1 
      -0.5496 
s.e.   0.1217 
 
sigma^2 estimated as 6.816e+17:  log likelihood=-1009.4 






Lampiran 4. Uji Diagnostik Model 
> #==================UJI WHITE NOISE==============# 
> coeftest(m1) 
 
z test of coefficients: 
 
    Estimate Std. Error z value Pr(>|z|)   
ar1 -0.76893    0.34180 -2.2496  0.02447 * 
ma1  0.19876    0.37315  0.5327  0.59426   
ma2 -0.22195    0.34536 -0.6427  0.52045   
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 




z test of coefficients: 
 
     Estimate Std. Error z value Pr(>|z|)   
ar1 -0.537937   0.238553 -2.2550  0.02413 * 
ma1 -0.016798   0.291761 -0.0576  0.95409   
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 




z test of coefficients: 
 
    Estimate Std. Error z value Pr(>|z|)    
ma1 -0.50417    0.15571 -3.2378 0.001204 ** 
ma2  0.20038    0.24870  0.8057 0.420411    
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 




z test of coefficients: 
 
    Estimate Std. Error z value Pr(>|z|)     
ma1 -0.59386    0.16572 -3.5835 0.000339 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 















z test of coefficients: 
 
    Estimate Std. Error z value  Pr(>|z|)     
ar1 -0.54965    0.12167 -4.5174 6.262e-06 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 
‘ ’ 1 
 




 Jarque Bera Test 
 
data:  m1$residuals 




 Jarque Bera Test 
 
data:  m2$residuals 




 Jarque Bera Test 
 
data:  m3$residuals 




 Jarque Bera Test 
 
data:  m4$residuals 




 Jarque Bera Test 
 
data:  m5$residuals 







Lampiran 5 Hail Uji Nonlinieritas Ramsey RESET 
M4= MODEL ARIMA(0,1,1) 
> resettest(train~et.m4-et1.m4, power=29, type="regresso
r", data=N) 
 
 RESET test 
 
data:  train ~ et.m4 - et1.m4 
RESET = 1.5871, df1 = 2, df2 = 42, p-value = 0.2165 
 
M5= MODEL ARIMA(1,1,0) 
> resettest(train~yt1.m5+et.m5, power=2, type="regressor
", data=N) 
 
 RESET test 
 
data:  train ~ yt1.m5 + et.m5 
RESET = 1.9494, df1 = 2, df2 = 41, p-value = 0.1553 
   
54 
 
Lampiran 6. Residual Model ARIMA (0,1,1) 
No Residual No Residual 
1 1.83E+02 25 -1.36E+05 
2 4.57E+04 26 -2.11E+04 
3 -2.36E+04 27 -4.48E+04 
4 -2.76E+04 28 -2.99E+04 
5 5.24E+04 29 2.87E+04 
6 2.59E+04 30 2.40E+04 
7 3.06E+04 31 2.92E+04 
8 1.67E+04 32 2.02E+04 
9 1.81E+04 33 -8.43E+03 
10 3.02E+04 34 6.91E+03 
11 -5.90E+03 35 -1.81E+04 
12 -5.70E+04 36 -3.93E+04 
13 5.37E+04 37 -5.69E+03 
14 -1.27E+04 38 -6.55E+04 
15 4.35E+04 39 1.79E+04 
16 -4.09E+04 40 -7.45E+04 
17 -1.94E+04 41 1.51E+04 
18 -5.16E+04 42 -6.25E+04 
19 5.35E+04 43 7.57E+04 
20 5.52E+04 44 -1.34E+04 
21 7.15E+04 45 3.61E+04 
22 -1.92E+04 46 -4.36E+03 
23 5.22E+04 47 -1.68E+04 




Lampiran 7. Residual Model ARIMA (1,1,0) 
No Residual No Residual 
1 183.4278 25 -153013 
2 44312.1 26 -15277.3 
3 -18726.6 27 1874.364 
4 -41087.2 28 -20791.1 
5 61061.13 29 45097.75 
6 32321.61 30 32290.55 
7 13033.43 31 19058.09 
8 7236.083 32 11308.78 
9 7548.739 33 -18677.5 
10 24017.79 34 658.4419 
11 -12965.4 35 -15683.5 
12 -66618.3 36 -40831.1 
13 58249.06 37 2164.533 
14 2722.742 38 -52303.9 
15 26509.34 39 22718.12 
16 -38851.3 40 -54170.5 
17 -32153.6 41 12156.09 
18 -37081.3 42 -39037.2 
19 62431.43 43 73158.04 
20 68879.98 44 2171.905 
21 52481.84 45 12014.08 
22 -39220.4 46 -1743.18 
23 29645.27 47 -28387.1 





Lampiran 8. Source Code Pemodelan ARIMA (p, d, q) 































#===PENDUGAAN PARAMETER DAN PENGUJIAN HIPOTESIS==# 
library(forecast) 
m1 = arima(train2, c(1,1,2), include.mean = T);m1 
m2 = Arima(train2, c(1,1,1), include.mean = T);m2 
m3 = Arima(train2, c(0,1,2), include.mean = T);m3 
m4 = arima(train2, c(0,1,1), include.mean = T);m4 




Lampiran 8. Source Code Pemodelan ARIMA (p, d, q) Menggunakan 




























Lampiran 9. Source Code Pemodelan Hybrid ARIMA (0,1,1)-SVR 











m4 = Arima(train2, c(0,1,1), include.mean = T);m4 
Yfits     =fitted(m4);Yfits 
Yfitsinv1 =InvBoxCox(Yfits, lambda=0.8808438);Yfitsinv1 









et.m4  =train[,2]-as.numeric(Yfitsinv2);et.m4 
et1.m4 =Lag(et.m4);et1.m4 #lag 1 et 
N   =data.frame(train[,2],et.m4,et1.m4);N 
library(lmtest) 




et.m4  =train[,2]-as.numeric(Yfitsinv2);et.m4 
library(quantmod) 




tuning       =tune(svm, et.m4~., data=data.trainm4, 
type='eps-regression', kernel='radial',  
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Lampiran 9. Source Code Pemodelan Hybrid ARIMA (0,1,1)-SVR 
Menggunakan Software Rstudio 3.6.2 (Lanjutan) 
 ranges= list(epsilon=seq(0.0001,0.001,0.0001), 
cost=seq(300,600,100), gamma=seq(0.5,0.7,0.1))) 
summary(tuning) 
svr.opt.trainm4  =svm(et.m4~.,data=data.trainm4,  
type = "eps-regression",kernel = "radial",  
                     gamma = 0.7, cost = 300, 
epsilon=0.0002);svr.opt.trainm4 















m4t       = Arima(test2, c(0,1,1), include.mean = T);m4t 
Yfits     =c(forecast(m4,h=1)$mean,fitted(m4t)[-1]);Yfits 
Yfitsinv1 =InvBoxCox(Yfits, lambda=0.8808438);Yfitsinv1 
Yfitsinv2 =InvBoxCox(Yfitsinv1, lambda=1.999924);Yfitsinv2 
arima.test=as.numeric(Yfitsinv2[2:7]) 
Lampiran 9. Source Code Pemodelan Hybrid ARIMA (0,1,1)-SVR 











Lampiran 9. Source Code Pemodelan Hybrid ARIMA (0,1,1)-SVR 
Menggunakan Software Rstudio 3.6.2 (Lanjutan) 
 
library(e1071) 
model.svr.testm4 = svm(et.m4~.,data=data.trainm4,  
type = "eps-regression", 
                       kernel = "radial",  

















Lampiran 10. Source Code Pemodelan Hybrid ARIMA (1,1,0)-SVR 










m5 = Arima(train2, c(1,1,0), include.mean = T);m5 
Yfits     =fitted(m5);Yfits 
Yfitsinv1 =InvBoxCox(Yfits, lambda=0.8808438);Yfitsinv1 








et.m5  =train[,2]-as.numeric(Yfitsinv2);et.m5 
yt1.m5 =Lag(train);yt1.m5 #lag 1 train 
N   =data.frame(train[,2],yt1.m5,et.m5);N 
library(lmtest) 




et.m5  =train[,2]-as.numeric(Yfitsinv2);et.m5 






Lampiran 10. Source Code Pemodelan Hybrid ARIMA (1,1,0)-SVR 
Menggunakan Software Rstudio 3.6.2 (Lanjutan) 
tuning       =tune(svm, et.m5~., data=data.trainm4, 




svr.opt.trainm5  =svm(et.m5~.,data=data.trainm5,  
type = "eps-regression",kernel = "radial",  
gamma = 0.7, cost = 300, 
epsilon=0.0002);svr.opt.trainm5 



















a %>%  
  select(Bulan, klinker, Yfit.arima.trainm5, fit.hybrid.trainm5) %>%  
  head(n = 10) 
ggplot(data = a, mapping = aes(x = Bulan,group=3)) +  
  geom_line(aes(y = klinker, color = "Aktual"), size = 0.8) +  
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Lampiran 10. Source Code Pemodelan Hybrid ARIMA (1,1,0)-SVR 
Menggunakan Software Rstudio 3.6.2 (Lanjutan) 
   
geom_line(aes(y = Yfit.arima.trainm5, color = "Arima"), size = 0.8) 
+  
  geom_line(aes(y = fit.hybrid.trainm5, color = "Hybrid"), size = 0.8) 
+ 
  ggtitle("Aktual Vs Fitted model")+ 
  xlab('bulan')+ 
  ylab('klinker(ribuan ton)')+ 
  scale_x_date(date_breaks = "8 month", date_labels = "%y/%m")+ 
  scale_color_manual(name = "klinker", # judul legend 
                     values = c("Aktual" = "black", "Arima" = "green",  
                                "Hybrid" = "red")) 






m5t       = Arima(test2, c(1,1,0), include.mean = T);m5t 
Yfits     =c(forecast(m5,h=1)$mean,fitted(m5t)[-1]);Yfits 
Yfitsinv1 =InvBoxCox(Yfits, lambda=0.8808438);Yfitsinv1 














Lampiran 10. Source Code Pemodelan Hybrid ARIMA (1,1,0)-SVR 
Menggunakan Software Rstudio 3.6.2 (Lanjutan) 
 
model.svr.testm5 = svm(et.m5~.,data=data.trainm5,  
type = "eps-regression", 
kernel = "radial", gamma = 0.7,  















b=data.frame(Bulan, klinker,Yfit.arima.testm5, fit.hybrid.testm5);b 
str(b) 
b%>%  
        select(Bulan, klinker, Yfit.arima.testm5, fit.hybrid.testm5)%>%  
head(n = 10) 
ggplot(data = b, mapping = aes(x = Bulan,group=3)) +  
geom_line(aes(y = klinker, color = "Aktual"), size = 0.8) +  
geom_line(aes(y = Yfit.arima.testm5,color = "Arima"), size = 
0.8) +  
geom_line(aes(y = fit.hybrid.testm5, color = "Hybrid"), size = 
0.8) + 





Lampiran 10. Source Code Pemodelan Hybrid ARIMA (1,1,0)-SVR 
Menggunakan Software Rstudio 3.6.2 (Lanjutan) 
 
scale_x_date(date_breaks = "1 month", date_labels = 
"%y/%m")+ 
scale_color_manual(name = "klinker", # judul legend 
values = c("Aktual" = "black", "Arima" = "green",  




Lampiran 11. Source Code Ramalan n-periode ke depan 
Menggunakan Model ARIMA(1,1,0)-SVR 
 





cl       = Arima(clinker2, c(1,1,0), include.mean = T);cl 
Yfits     =c(forecast(cl,h=1)$mean);Yfits 
Yfitsinv1 =InvBoxCox(Yfits, lambda=0.8808438);Yfitsinv1 








nt1=Lag(nt);nt1 #data residual lag 1 
data.cl=data.frame(cbind(nt,nt1));data.cl 
library(e1071) 
model.svr.cl = svm(nt~.,data=data.cl, type = "eps-regression", 
                   kernel = "radial", gamma = 0.7, cost = 300, 
epsilon=0.0002) 
m=1  
for(i in (length(nt)):(length(nt)+m))  
xt=c(nt,rep(0,m))  
{  
Xtest=matrix(xt[i-1],byrow=FALSE)  
xt[i]=predict(model.svr.cl,Xtest)  
}  
fore.SVR=xt[(length(nt)):(length(nt)+m)];fore.SVR 
 
###MODEL HYBRID### 
fore.arima.svr=fore.arima+fore.SVR;fore.arima.svr 
