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SPECTRAL THEORY OF MULTIPLICATION OPERATORS
ON HARDY-SOBOLEV SPACES
GUANGFU CAO, LI HE, AND KEHE ZHU
ABSTRACT. For a pointwise multiplier ϕ of the Hardy-Sobolev space
H2β on the open unit ball Bn in C
n, we study spectral properties of the
multiplication operator Mϕ : H
2
β → H
2
β . In particular, we compute
the spectrum and essential spectrum of Mϕ and develop the Fredholm
theory for these operators.
1. INTRODUCTION
Let Bn be the open unit ball in C
n and H(Bn) be the space of all holo-
morphic functions on Bn. For f ∈ H(Bn) we use
Rf(z) = z1
∂f
∂z1
(z) + · · ·+ zn
∂f
∂zn
(z)
to denote the radial derivative of f at z. If
f(z) =
∞∑
k=0
fk(z)
is the homogeneous expansion of f , then it is easy to see that
Rf(z) =
∞∑
k=0
kfk(z) =
∞∑
k=1
kfk(z).
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More generally, for any real β and any f ∈ H(Bn) with the homogeneous
expansion above, we define
Rβf(z) =
∞∑
k=1
kβfk(z)
and call it the radial derivative of f of order β.
It is clear that these fractional radial differential operators satisfyRαRβ =
Rα+β. When β < 0, the effect of Rβ on f is actually “integration” instead
of “diffferentiation”. For example, radial differentiation of order −3 is ac-
tually radial integration of order 3.
For β ∈ R the Hardy-Sobolev space H2β consists of all holomorphic
functions f on Bn such that R
βf belongs to the classical Hardy space H2.
It is clear that H2β is a Hilbert space with the inner product
〈f, g〉β = f(0)g(0) + 〈R
βf, Rβg〉H2.
The induced norm inH2β is then given by
‖f‖2β = |f(0)|
2 + ‖Rβf‖2H2.
The multiplier algebra of H2β, denoted by Mβ, consists of all functions
ϕ ∈ H(Bn) such that ϕf ∈ H
2
β for every f ∈ H
2
β. A standard application
of the closed-graph theorem shows that every ϕ ∈ Mβ induces a bounded
linear operator Mϕ : H
2
β → H
2
β. The purpose of this paper is to study the
spectral properties of these multiplication operators. Our main results are
the following.
Theorem A. Suppose β ∈ R and ϕ ∈ Mβ. Then the spectrum of Mϕ :
H2β → H
2
β is the closure of ϕ(Bn) in the complex plane.
Note that the theorems above and below may look like simple exten-
sions of known results on the Hardy and Bergman spaces to the setting of
Hardy-Sobolev spaces. This is far from the truth. In fact, these results are
surprising when we realize that, for general β, the norm ofMϕ : H
2
β → H
2
β
is usually much bigger than ‖ϕ‖∞!
Theorem B. Suppose β ∈ R and ϕ ∈ Mβ. Then the essential spectrum of
Mϕ : H
2
β → H
2
β is given by
σe(Mϕ) =
⋂
r∈(0,1)
ϕ(Bn − rBn),
where rBn = {z ∈ C
n : |z| < r}.
Theorem C. Suppose β ∈ R and ϕ ∈ Mβ. Then Mϕ : H
2
β → H
2
β is
Fredholm if and only if there exist r ∈ (0, 1) and δ > 0 such that |ϕ(z)| ≥ δ
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for all z ∈ Bn − rBn. Moreover, whenMϕ is Fredholm, its Fredholm index
is always 0 for n > 1 and is equal to minus the winding number of the
mapping eit 7→ ϕ(reit), where r ∈ (0, 1) is sufficiently close to 1.
Hardy-Sobolev spaces have been studied in various papers in the litera-
ture, including [1, 2, 7, 9, 10, 11, 12, 19]. However, several different names
have appeared for such spaces. For example, they were called weighted
Bergman spaces in [24], they were called holomorphic Sobolev spaces in
[6], and they were called Besov-Sobolev spaces in [23].
It is well known that the Hardy-Sobolev spaces H2β include several im-
portant spaces as special cases: the Hardy space (β = 0), the Bergman
space (β = −1/2), the Dirichlet space (β = n/2), and the Drury-Arveson
space (β = (n − 1)/2). Our main results are certainly well known in the
case of Hardy and Bergman spaces. However, these results are highly non-
trivial in the general case. In particular, we mention that our results are
new for the case of the Drury-Arveson space in higher dimensions and the
case of the Dirichlet space even in dimension 1. In fact, these two cases are
the main motivation for our general theory here. See [3, 14] for the origi-
nal introduction of the Drury-Arveson space and [4, 5, 15, 16, 20, 22] for
some recent work about operator theory and function theory for the Drury-
Arveson space.
The difficulty in the general case stems from the fact that the underlying
space is defined by properties of a certain derivative. This makes some
problems that are obvious for Bergman and Hardy spaces very difficult for
the general case. For example, in the computation of spectrum, we need
to show that if ϕ is a multiplier of the space H2β and λ is a constant such
that |λ − ϕ(z)| ≥ δ for some positive δ and all z ∈ Bn, then the function
1/(λ− ϕ) is also a multiplier of H2β. If the space is defined in terms of the
integrability of the function itself (such as the Hardy space and the Bergman
space), this desired property is obvious. However, if the space is defined in
terms of the integrability of a certain fractional derivative of f , then the
problem becomes challenging.
2. SOME CHARACTERIZATIONS OF H2β
Recall that H2 is the space of holomorphic functions f on Bn such that
‖f‖2H2 = sup
0<r<1
∫
Sn
|f(rζ)|2 dσ(ζ) <∞,
where dσ is the normalized Lebesgue measure on the unit sphere Sn = ∂Bn.
It is well known that functions f ∈ H2 have radial limits
f(ζ) = lim
r→1−
f(rζ)
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for almost all ζ ∈ Sn. Moreover, the radial limit function f(ζ) above be-
longs to L2(Sn, dσ). The inner product inH
2 can then be written as
〈f, g〉0 = 〈f, g〉H2 =
∫
Sn
f(ζ)g(ζ)dσ(ζ),
and its induced norm onH2 is given by
‖f‖20 = ‖f‖
2
H2 =
∫
Sn
|f(ζ)|2 dσ(ζ).
It is well known that a function f ∈ H(Bn) belongs toH
2 if and only if∫
Bn
|Rf(z)|2(1− |z|2) dv(z) <∞,
where dv is normalized volume measure on Bn. See [21, 24, 26]. More
generally, for any t > −1, we consider the weighted volume measure
dvt(z) = ct(1− |z|
2)t dv(z),
where ct is a positive normalizing constant such that vt(Bn) = 1. The
spaces
A2t = L
2(Bn, dvt) ∩H(Bn)
are called weighted Bergman spaces (with standard weights).
We begin with the following well-known Hardy-Littlewood type theorem
for weighted Bergman spaces.
Lemma 1. Suppose f ∈ H(Bn), p > 0, t > −1, and β is real. If pβ + t >
−1, then ∫
Bn
|f(z)|p dvt(z) <∞
if and only if ∫
Bn
(1− |z|2)pβ|Rβf(z)|p dvt(z) <∞.
Moreover, the two integrals above are comparable when f(0) = 0, namely,
each one dominates the other by a positive constant multiple that is inde-
pendent of f .
Proof. The case β ≥ 0 is well known to experts in the field. See [17, 24,
26]. In particular, it was shown in Theorem 4.2 of [11] that the fractional
derivative Rβ can be replaced by another fractional derivative Rs,β, and in
Theorem 2.19 of [26], our desired result here was proved in terms of Rs,β.
See Theorem 14 of [24] as well.
If β < 0, we let α = −β > 0 and let g = Rβf . Then the condition∫
Bn
(1− |z|2)pβ|Rβf(z)|p dvt(z) <∞
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can be written as ∫
Bn
|g(z)|p dvpβ+t(z) <∞,
which, according to the nonnegative case in the previous paragraph, is
equivalent to ∫
Bn
(1− |z|2)pα|Rαg(z)|p dvpβ+t(z) <∞,
or ∫
Bn
|f(z)|p dvt(z) <∞.
This proves the desired result. 
The following result characterizes Hardy-Sobolev spaces in terms of in-
tegrability with respect to weighted volume measures.
Proposition 2. Suppose β ∈ R and f ∈ H(Bn). Then the following condi-
tions are equivalent.
(a) f ∈ H2β.
(b) Rβ+1f ∈ A21.
If N is a nonnegative integer with N > β, then the conditions above are
also equivalent to
(c) RNf ∈ A22(N−β)−1.
Proof. The equivalence of (a) and (b) follows from the definition ofH2β, the
fact that a function g ∈ H(Bn) belongs to H
2 if and only if Rg ∈ A21, and
the fact that RRβ = Rβ+1.
If N is a nonnegative integer such that β < N , we have 2(N − β)− 1 >
−1. It follows from the equivalence of (a) and (b) that f ∈ H2β if and only
if ∫
Bn
|Rβ+1f(z)|2(1− |z|2) dv(z) <∞.
By Lemma 1, the condition above is equivalent to∫
Bn
|RN−β−1Rβ+1f(z)|2(1− |z|2)1+2(N−β−1) dv(z) <∞,
or ∫
Bn
|RNf(z)|2(1− |z|2)2(N−β)−1 dv(z) <∞.
This proves the equivalence of (a) and (c). 
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Write the integral condition above as∫
Bn
(1− |z|2)2N |RNf(z)|2(1− |z|2)−(2β+1) dv(z) <∞. (1)
With the language of generalized Bergman spaces from [24], the condi-
tion in (1) above tells us the space H2β is the generalized Bergman space
A2−(2β+1) that was defined in [24]. We single out a few special cases that are
of particular importance in complex analysis and functional analysis.
First, if β = 0, H2β of course becomes the classical Hardy space H
2,
whose reproducing kernel is
K(z, w) =
1
(1− 〈z, w〉)n
.
If −(2β + 1) = 0, or β = −1/2, it follows from [24, 26] that H2β becomes
the ordinary (unweighted) Bergman space A2, whose reproducing kernel is
K(z, w) =
1
(1− 〈z, w〉)n+1
.
If −(2β + 1) = −n, or β = (n− 1)/2, it follows from [24] that H2β is the
so-called Drury-Arveson space, whose reproducing kernel is
K(z, w) =
1
1− 〈z, w〉
.
Finally, if−(2β +1) = −(n+1), or β = n/2, it follows from [24] thatH2β
is the Dirichlet space of the unit ball, whose reproducing kernel is
1 + log
1
1− 〈z, w〉
.
Note that, in order to obtain the specific form of the various reproducing
kernels above, it may be necessary to adjust the inner product in H2β to a
slightly different (but equivalent) form. Details are left to the interested
reader.
3. MULTIPLIERS OF H2β
Although our main focus here is not on characterizations of pointwise
multipliers (which is a notoriously difficult problem in general), we still
want to look at a couple of special cases in which the multipliers are rela-
tively easy to determine.
It is well known that every pointwise multiplier ϕ of H2β must be inH
∞,
the space of all bounded holomorphic functions. Also, the size of the space
H2β decreases as β increases. Thus
H∞ ⊂ H2 ⊂ H2β
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for β ≤ 0.
Proposition 3. For β ≤ 0 we haveMβ = H
∞.
Proof. If β = 0, H2β is the Hardy space H
2, whose multiplier algebra is of
course H∞. If β < 0, it follows from (1) that H2β is the weighted Bergman
space A2t with t = −(2β + 1) > −1. The multiplier algebra for such a
Bergman space is clearly H∞. 
Proposition 4. If β > n/2, then every function in H2β is continuous up to
the boundary,H2β is an algebra, andMβ = H
2
β.
Proof. Since each space H2β contains the constant function 1, we always
haveMβ ⊂ H
2
β.
Suppose β > n/2 and f ∈ H2β. Then R
βf ∈ H2, so there exists a
positive constant C such that
|Rβf(z)| ≤
C
(1− |z|2)n/2
, z ∈ Bn.
See Theorem 4.17 of [26]. It follows that
(1− |z|2)
n
2 |R
n
2Rβ−
n
2 f(z)| ≤ C, z ∈ Bn.
This shows that the function Rβ−
n
2 f(z) belongs to the Bloch space (see
[24, 26] for example). It is well known that the fractional integral of any
positive order of a Bloch function is in the ball algebra. Thus the function
f(z) = R
n
2
−βRβ−
n
2 f(z)
is continuous up to the boundary.
Finally, suppose β > n/2 and f, g ∈ H2β. Let N be a positive integer
greater than β. By Proposition 2, RNf and RNg both belong to A22(N−β)−1.
We proceed to show that RN(fg) also belongs to A22(N−β)−1, which will
prove that H2β is an algebra andMβ = H
2
β.
If N = 1, then the desired result follows from
R(fg) = fRg + gRf
and the fact that both f and g are inH∞.
If N = 2, we have
R2(fg) = fR2g + 2RfRg + gR2f.
The first and third term on the right-hand side both belong toA22(N−β)−1, be-
causeR2f andR2g both belong toA22(N−β)−1 and f and g are both bounded.
To estimate the middle term, let
I =
∫
Bn
|Rf(z)Rg(z)|2(1− |z|2)2(N−β)−1 dv(z).
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By Holder’s inequality, we have I2 ≤ I(f)I(g), where
I(f) =
∫
Bn
|Rf(z)|4(1− |z|2)2(N−β)−1 dv(z).
By Lemma 1, there is a positive constant C such that
I(f) ≤ C
∫
Bn
|R2f(z)|4(1− |z|2)4+2(N−β)−1 dv(z).
Since f belongs to the Bloch space, the function (1 − |z|2)2R2f(z) is
bounded. Thus there exists another positive constant C such that
I(f) ≤ C
∫
Bn
|R2f(z)|2(1− |z|2)2(N−β)−1 dv(z) <∞.
Similarly, I(g) <∞. Thus I <∞.
The case of more general N is proved in the same manner. More specifi-
cally, by the binomial formula, we have
RN(fg) =
N∑
k=0
(
N
k
)
RkfRN−kg.
The two terms corresponding to k = 0 and k = N are disposed of easily, as
both f and g are bounded. Fix 0 < k < N and consider the integral
I =
∫
Bn
|Rkf(z)RN−kg(z)|2(1− |z|2)2(N−β)−1 dv(z).
For any 1 < p < ∞ with 1/p + 1/q = 1, we use Holder’s inequality to
obtain
I ≤ I
1/p
1 I
1/q
2 ,
where
I1 =
∫
Bn
|Rkf(z)|2p(1− |z|2)2(N−β)−1 dv(z),
and
I2 =
∫
Bn
|RN−kg(z)|2q(1− |z|2)2(N−β)−1 dv(z).
By Lemma 1, there exists a positive constant C such that
I1 ≤ C
∫
Bn
|RN−kRkf(z)|2p(1− |z|2)2p(N−k)+2(N−β)−1 dv(z)
= C
∫
Bn
|RNf(z)|2p(1− |z|2)2p(N−k)+2(N−β)−1 dv(z).
Let us now choose p = N/k and q = N/(N −k). Write 2p = 2+2(p−1),
observe that
2p(N − k) = 2(p− 1)N,
SPECTRAL THEORY FOR MULTIPLICATION OPERATORS 9
and use the boundedness of the function (1−|z|2)NRNf(z) (which follows
from f ∈ H∞ and the fact that H∞ is contained in the Bloch space). We
obtain another positive constant C such that
I1 ≤ C
∫
Bn
|RNf(z)|2(1− |z|2)2(N−β)−1 dv(z) <∞.
The proof for I2 <∞ is the same. This completes the proof of the proposi-
tion. 
The determination of the multiplier algebra Mβ for 0 < β ≤ n/2 is a
much more challenging (open) problem. Our focus here is not to charac-
terize the multiplier algebra. Instead, we will assume that ϕ ∈ Mβ and
consider the spectral properties of the bounded operatorMϕ : H
2
β → H
2
β.
4. A DIFFERENTIATION FORMULA
A key step in the computation of spectrum for holomorphic multiplica-
tion operators on H2β is the following: if ϕ is a multiplier of H
2
β and if
|ϕ(z)| ≥ δ for some positive constant δ and all z ∈ Bn, then 1/ϕ is a mul-
tiplier of H2β as well. This is obvious in the case of Hardy and Bergman
spaces. But when the spaceH2β has to be defined in terms of derivatives, the
desired result becomes highly nontrivial.
In this section we prove a general formula of differentiation that will
be critical to our spectral analysis of multiplication operators on H2β. The
formula is clearly of independent interest, but unfortunately, its proof is not
easy.
Theorem 5. Suppose N is a positive integer and I is an open interval. If f
and g are functions on I that are differentiable up to order N . Then
N∑
k=0
(−1)k
(
N
k
)
gkDN−1(gN−kf) = 0, (2)
where
Dn =
dn
dxn
, n ≥ 0,
is the n-th order differential operator.
Proof. For n = 1 we simply write
D = D1 =
d
dx
.
We will prove the result by mathematical induction on N .
When N = 1, the desired formula takes the form gf − gf = 0, which is
trivial.
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Now assume that the formula in (2) holds for some positive integer N
and all functions f and g on I that are differentiable up to order N − 1. We
will show that the same formula also holds when N is replaced by N + 1.
To this end, we assume that f and g are arbitrary functions on I that are
differentiable up to order N . We apply D to (2) to obtain
N∑
k=0
(−1)k
(
N
k
)
kgk−1D(g)DN−1(gN−kf) (3)
= −
N∑
k=0
(−1)k
(
N
k
)
gkDN(gN−kf).
Since this formula holds for all f and g differentiable up to orderN , we can
replace f by gf in (3) to obtain
N∑
k=0
(−1)k
(
N
k
)
kgk−1D(g)DN−1(gN+1−kf) (4)
= −
N∑
k=0
(−1)k
(
N
k
)
gkDN(gN+1−kf).
Multiply equation (2) by g. We obtain
N∑
k=0
(−1)k
(
N
k
)
gk+1DN−1(gN−kf) = 0.
ApplyingD to this equation, we get
N∑
k=0
(−1)k
(
N
k
)
(k + 1)gkD(g)DN−1(gN−kf) (5)
+
N∑
k=0
(−1)k
(
N
k
)
gk+1DN(gN−kf) = 0.
It is elementary to check that the first term above is equal to
−
1
N
N∑
k=0
(−1)k
(
N
k
)
kgk−1D(g)DN−1(gN+1−kf) (6)
+
N + 1
N
g
N∑
k=0
(−1)k
(
N
k
)
kgk−1D(g)DN−1(gN−kf).
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In fact, if we denote by S the sum of the two terms above, then
S = −
1
N
N∑
k=1
(−1)k
(
N
k
)
kgk−1D(g)DN−1(gN+1−kf)
+
N + 1
N
N∑
k=0
(−1)k
(
N
k
)
kgkD(g)DN−1(gN−kf)
=
1
N
N−1∑
k=0
(−1)k
(
N
k + 1
)
(k + 1)gkD(g)DN−1(gN−kf)
+
N + 1
N
N∑
k=0
(−1)k
(
N
k
)
kgkD(g)DN−1(gN−kf)
=
N−1∑
k=0
(−1)k
[
k + 1
N
(
N
k + 1
)
+
k(N + 1)
N
(
N
k
)]
gkD(g)DN−1(gN−kf)
+ (−1)N(N + 1)gND(g)DN−1(f)
=
N∑
k=0
(−1)k
(
N
k
)
(k + 1)gkD(g)DN−1(gN−kf).
Combining (5) and (6), we see that equation (5) becomes
1
N
N∑
k=0
(−1)k
(
N
k
)
gkDN(gN+1−kf)
−
N + 1
N
g
N∑
k=0
(−1)k
(
N
k
)
gkDN(gN−kf)
+
N∑
k=0
(−1)k
(
N
k
)
gk+1DN(gN−kf) = 0.
Cancel the third term from part of the second term above. We obtain
1
N
N∑
k=0
(−1)k
(
N
k
)
gkDN(gN+1−kf)
−
1
N
N∑
k=0
(−1)k
(
N
k
)
gk+1DN(gN−kf) = 0.
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Multiply both sides by N and shift the index of summation in the second
term. Then
N∑
k=0
(−1)k
(
N
k
)
gkDN(gN+1−kf)+
N+1∑
k=1
(−1)k
(
N
k − 1
)
gkDN(gN+1−kf) = 0.
Rewrite this as
DN(gN+1f) + (−1)N+1gN+1DN(f)
+
N∑
k=1
(−1)k
[(
N
k
)
+
(
N
k − 1
)]
gkDN(gN+1−kf) = 0,
and observe that (
N
k
)
+
(
N
k − 1
)
=
(
N + 1
k
)
.
We conclude that
N+1∑
k=0
(−1)k
(
N + 1
k
)
gkDN(gN+1−kf) = 0.
This completes the induction step and finishes the proof of the theorem. 
Once again, we have tried very hard to find a more simple proof for the
seemingly elementary formula above, but we have been unsuccessful. Also,
we certainly realize that the formula may have appeared in the literature
before. But we searched and it appears to be new!
We restate Theorem 5 as follows, which will be more directly related to
our spectral analysis for multiplication operators later on.
Corollary 6. SupposeN is a positive integer, f and g areN times differen-
tiable on the open interval I , and g is non-vanishing on I . Then
DN
(
f
g
)
=
(−1)N
gN+1
N∑
k=0
(−1)k
(
N + 1
k
)
gkDN(gN−kf).
Proof. By Theorem 5, we have
DN(f) = −
(−1)N+1
gN+1
N∑
k=0
(−1)k
(
N + 1
k
)
gkDN(gN+1−kf).
Replace f by f/g. We obtain the desired result. 
SPECTRAL THEORY FOR MULTIPLICATION OPERATORS 13
5. THE SPECTRUM OF Mϕ
In this section we determine the spectrum of Mϕ : H
2
β → H
2
β for ϕ ∈
Mβ and β ∈ R. Note that the case of Hardy and Bergman spaces is well
known; see [25] for example. Some preliminary work about the spectrum
of multiplication operators on the Dirichlet space can be found in [8].
The key here is the following result about reciprocals of pointwise mul-
tipliers. See [20] for related partial results in the case of the Drury-Arveson
space.
Proposition 7. Supposeϕ ∈Mβ and |ϕ(z)| ≥ δ for some positive constant
δ and all z ∈ Bn. Then 1/ϕ belongs toMβ as well.
Proof. Choose a positive integer N such that N > β. By Proposition 2,
a function f ∈ H(Bn) belongs to H
2
β if and only if R
N(f) ∈ A22(N−β)−1.
Since 2(N − β)− 1 > −1, the multiplier algebra of A22(N−β)−1 is H
∞.
The radial derivative R obeys the same differentiation rules as the ordi-
nary derivativeD. Thus by Corollary 6, we have
RN
(
f
ϕ
)
=
(−1)N
ϕN+1
N∑
k=0
(−1)k
(
N + 1
k
)
ϕkRN (ϕN−kf) (7)
for all f ∈ H2β. Since ϕ ∈ Mβ, each function ϕ
N−kf belongs to H2β,
or equivalently, RN(ϕN−kf) ∈ A22(N−β)−1. Since ϕ and 1/ϕ are both
bounded holomorphic functions on Bn, it follows from (7) that R
N(f/ϕ) ∈
A22(N−β)−1, or equivalently, f/ϕ ∈ H
2
β whenever f ∈ H
2
β. 
We can now prove the first main result of the paper.
Theorem 8. For any real β and any ϕ ∈ Mβ the spectrum of the operator
Mϕ : H
2
β → H
2
β is given by σ(Mϕ) = ϕ(Bn), which is the closure of the
range of ϕ in the complex plane.
Proof. It is easy to see that the point-evaluation at any a ∈ Bn is a bounded
linear functional on H2β (by Taylor expansion for example). Thus each H
2
β
is a reproducing kernel Hilbert space. For any a ∈ Bn let K(z, a) = Ka(z)
denote the reproducing kernel of H2β at a. Then
M∗ϕKa(z) = 〈M
∗
ϕKa, Kz〉
= 〈Ka,MϕKz〉 = 〈Ka, ϕKz〉
= ϕ(a)Kz(a) = ϕ(a)Ka(z).
This shows that M∗ϕKa = ϕ(a)Ka, or ϕ(a) is an eigenvalue of M
∗
ϕ. Thus
ϕ(a) ∈ σ(M∗ϕ), and so ϕ(a) ∈ σ(Mϕ). Since the spectrum of any bounded
linear operator is closed, we must have ϕ(Bn) ⊂ σ(Mϕ).
14 GUANGFU CAO, LI HE, AND KEHE ZHU
On the other hand, if λ ∈ C−ϕ(Bn), then there exists a positive number
δ such that |λ − ϕ(z)| ≥ δ for all z ∈ Bn. Since ϕ ∈ Mβ, we also have
λ − ϕ ∈ Mβ. By Proposition 7, the function ψ = 1/(λ − ϕ) is also a
pointwise multiplier of H2β. It is clear that
Mψ(λI −Mϕ) = (λI −Mϕ)Mψ = I.
Thus λI −Mϕ is invertible, or λ 6∈ σ(Mϕ). Combining this with what we
proved in the previous paragraph, we conclude that σ(Mϕ) = ϕ(Bn). 
The theorem above is somewhat surprising, because it shows that the
spectral radius of the operator Mϕ : H
2
β → H
2
β is always equal to ‖ϕ‖∞,
while the norm of Mϕ can be strictly larger than ‖ϕ‖∞! For example, the
norm of the operatorMz on the classical Dirichlet space on the unit disk is
clearly greater than one.
More generally, in dimension one, the operator Mz : H
2
β → H
2
β is a
weighted shift whose spectrum is always the closed unit disk, although the
weight sequence can vary greatly as β changes over R.
6. THE FREDHOLM THEORY FOR Mϕ
In this section we compute the essential spectrum of Mϕ : H
2
β → H
2
β
when ϕ is a multiplier ofH2β.
Recall that a bounded linear operator T on H2β is called a Fredholm op-
erator if it has closed range, has finite dimensional kernel, and has finite
dimensional co-kernel. When T is Fredholm, the integer
Ind (T ) = dimker(T )− dimker(T ∗)
is called the Fredholm index of T .
The essential spectrum of a bounded linear operator T onH2β, denoted by
σe(T ), is the set of complex numbers λ such that λI − T is not Fredholm.
See [13, 25] for basic information about Fredholm operators, the Fredholm
index, and the essential spectrum.
Lemma 9. Let T be a bounded linear operator on H2β. Then the following
conditions are equivalent.
(a) T is not Fredholm.
(b) There exists a sequence {fn} of unit vectors inH
2
β such that fn → 0
weakly and ‖Tfn‖ → 0 or ‖T
∗fn‖ → 0.
Proof. This is well known. See [8] for example. 
Our determination of the essential spectrum forMϕ : H
2
β → H
2
β depends
on several different techniques that are valid in different situations. We
begin with the high dimensional case.
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Lemma 10. Suppose n > 1, β is real, and ϕ ∈ Mβ. Then
σe(Mϕ) =
⋂
0<r<1
ϕ(Bn − rBn) = ϕ(Bn) = σ(Mϕ).
Proof. If λ ∈ ϕ(Bn), then the function λ − ϕ has a zero inside Bn. Since
n > 1, the zero set of λ − ϕ cannot be isolated. Thus λ − ϕ has inifitely
many distinct zeros inside Bn. If λ−ϕ(ak) = 0 for infinitely many distinct
points ak in Bn, then by the proof of Theorem 8, ker(M
∗
λ−ϕ) contains all the
kernel functions Kak , which span an infinite dimensional subspace in H
2
β.
ThusM∗λ−ϕ is not Fredholm. This shows that ϕ(Bn) ⊂ σe(Mϕ). Taking the
closure, we obtain⋂
0<r<1
ϕ(Bn − rBn) ⊂ ϕ(Bn) ⊂ σe(Mϕ) ⊂ σ(Mϕ).
On the other hand, if
λ 6∈
⋂
0<r<1
ϕ(Bn − rBn),
then there exist r ∈ (0, 1) and δ > 0 such that |λ − ϕ(z)| ≥ δ for all z ∈
Bn − rBn. In particular, the function ψ = 1/(λ− ϕ) is holomorphic on the
shell Bn−rBn. Since n > 1, it follows from the Hartogs extension theorem
(see [18]) and the maximum modulus principle that ψ can be extended to a
bounded holomorphic function on the whole unit ball Bn. Now the function
ψ(z)(λ− ϕ(z)) is holomorphic on Bn and equals 1 on the shell Bn − rBn.
By the identity theorem, we have
ψ(z)(λ− ϕ(z)) = 1, z ∈ Bn.
This shows that λ− ϕ is non-vanishing on Bn and
ψ(z) =
1
λ− ϕ(z)
, z ∈ Bn.
Since λ− ϕ is bounded below on the shell Bn − rBn and is non-vanishing
on rBn, it follows that λ − ϕ is bounded below on the whole unit ball. By
Proposition 7, the function ψ is also a multiplier of H2β. Since
Mλ−ϕMψ =MψMλ−ϕ = I,
we conclude that λI − Mϕ = Mλ−ϕ is invertible, or λ 6∈ σ(Mϕ). This
shows
σ(Mϕ) ⊂
⋂
0<r<1
ϕ(Bn − rBn)
and completes the proof of the lemma. 
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It is easy to see that the result above does not hold for n = 1. In fact,
when n = 1 and ϕ is continuous up to the boundary, then it is clear that, in
general,
ϕ(D) = ϕ(D) 6= ϕ(T) =
⋂
0<r<1
ϕ(D− rD),
where D = B1 is the open unit disk and T is the unit circle in the complex
plane.
Lemma 11. Suppose n = 1, β ≤ 1/2, and ϕ ∈Mβ. Then
σe(Mϕ) =
⋂
0<r<1
ϕ(D− rD).
Proof. Let Ka(z) = K(z, a) be the reproducing kernel of H
2
β at a ∈ Bn.
Let ka = Ka/‖Ka‖ be the normalized reproducing kernel of H
2
β at a ∈ D.
When n = 1, it is easy to see that ka → 0 weakly as |a| → 1
− if and only if
β ≤ 1/2.
First assume that
λ ∈
⋂
0<r<1
ϕ(D− rD).
Then we can find a sequence {ak} ⊂ D such that |ak| → 1 and ϕ(ak) → λ
as k →∞. Let
T = λI −Mϕ =Mλ−ϕ : H
2
β → H
2
β.
It follows from the proof of Theorem 8 that
T ∗kak = (λ− ϕ(ak))kak , k ≥ 1.
Therefore,
lim
k→∞
‖T ∗kak‖ = lim
k→∞
|ϕ(ak)− λ| = 0.
By Lemma 9, the operator T is not Fredholm, or λ ∈ σe(Mϕ).
On the other hand, if
λ 6∈
⋂
0<r<1
ϕ(D− rD),
then there exist r ∈ (0, 1) and δ > 0 such that |λ − ϕ(z)| ≥ δ for all
z ∈ D − rD. Let a1, · · · , aN denote the zeros of λ − ϕ in |z| ≤ r, with
multiple zeros repeated according to their multiplicities. Then
λ− ϕ(z) = ψ(z)p(z),
where
p(z) = (z − a1) · · · (z − aN )
and ψ is an invertible element of H∞(D). It follows from the proof of
Proposition 7 that ψ ∈ Mβ as well (which then also implies that 1/ψ ∈
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Mβ), because the estimates there only involve membership in the Bergman
spaces A2t with t > −1, and such membership of non-vanishing functions
is determined by the behavior of the functions near the boundary.
For each k the operator Mz−ak is Fredholm on H
2
β. In fact, the range of
Mz−ak is the closed subspace
Ik = (z − ak)H
2
β = {f ∈ H
2
β : f(ak) = 0},
the kernel ofMz−ak is trivial (the operator is one-to-one), and the co-kernel
ofMz−ak is equal to the one dimensional space spanned byKak . SinceMψ
is invertible on H2β and Mp = Mz−a1 · · ·Mz−aN is Fredholm (the product
of Fredholm operators is still Fredholm), we conclude that
λI −Mϕ =Mλ−ϕ =MψMp
is Fredholm. This completes the proof of the lemma. 
It remains for us to tackle the case n = 1 and β > 1/2. We need to come
up with a new proof, because for β > 1/2, the normalized reproducing
kernels ka no longer converge to 0 weakly as |a| → 1
−. Our new proof for
this case will be based on the notion of peak functions.
Fix some ζ ∈ T and consider the functions
fk(z) =
(
1 + ζz
2
)k
, k = 1, 2, 3, · · · .
The function f(z) = (1 + ζz)/2 is traditionally called the peak function at
the boundary point ζ .
Lemma 12. There exists a positive constant c such that
‖fk‖
2 ≥ c(k + 1)2β−1
for all k ≥ 1, where the norm is taken inH2β.
Proof. Let N be the smallest positive integer greater than β. Let us first
consider the integrals
Ik =
∫
D
|fk(z)|
2 dA2(N−β)−1(z), k ≥ 1.
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By the binomial formula and Stirling’s formula,
Ik =
1
4k
k∑
j=0
(
k
j
)2 ∫
D
|z|2j(1− |z|2)2(N−β)−1 dA(z)
∼
1
4k
k∑
j=0
(
k
j
)2 ∫ 1
0
rj(1− r)2(N−β)−1 dr
∼
1
4k
k∑
j=0
(
k
j
)2
1
(j + 1)2(N−β)
≥
1
4k(k + 1)2(N−β)
k∑
j=0
(
k
j
)2
.
By Cauchy-Schwarz inequality,
[2k]2 =
[
k∑
j=0
(
k
j
)]2
≤ (k + 1)
k∑
j=0
(
k
j
)2
.
It follows that
k∑
j=0
(
k
j
)2
≥
4k
k + 1
, k ≥ 1.
Therefore, there exists a positive constant c, independent of k, such that
Ik ≥
c
(k + 1)2(N−β)+1
for all k ≥ 1. If k > N , then by Proposition 2,
‖fk‖
2 ∼ |fk(0)|
2 +
∫
D
|RNfk(z)|
2 dA2(N−β)−1(z)
=
1
4k
+
∫
D
|RNfk(z)|
2 dA2(N−β)−1(z)
∼
1
4k
+ (k + 1)2NIk−N .
Combining this with our earlier estimates for Ik, we obtain another positive
constant c such that
‖fk‖
2 ≥
c(k + 1)2N
(k + 1)2(N−β)+1
= c(k + 1)2β−1
for all k ≥ 1. 
Corollary 13. Let gk = fk/‖fk‖ for k ≥ 1. Then gk → 0 weakly in H
2
β as
k →∞.
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Proof. Each gk is a unit vector, and it follows from Lemma 12 above that
gk(z) → 0 pointwise in D as k → ∞. Thus for every a ∈ D we have
〈gk, Ka〉 → 0 as k → ∞. Since the set of finite linear combinations of
kernel functions is dense in H2β, we conclude that for every f ∈ H
2
β we
have 〈gk, f〉 → 0 as k → ∞. Consequently, gk → 0 weakly in H
2
β as
k →∞. 
We are now ready to finish the last case in the determination of essential
spectrum for the multiplication operatorsMϕ on H
2
β.
Lemma 14. Suppose n = 1, β > 1/2, and ϕ ∈Mβ. Then
σe(Mϕ) =
⋂
0<r<1
ϕ(D− rD).
Proof. The proof for
σe(Mϕ) ⊂
⋂
0<r<1
ϕ(D− rD)
is the same as the case β ≤ 1/2.
On the other hand, if
λ ∈
⋂
0<r<1
ϕ(D− rD),
then there exists a sequence {zk} in D such that |zk| → 1 and ϕ(zk)→ λ as
k →∞. Since β > 1/2, it follows from Proposition 4 that ϕ belongs to the
disk algebra. Going down to a subsequence if necessary, we may assume
that zk → ζ for some ζ ∈ T. Thus ϕ(ζ) = λ for some boundary point ζ .
Let ψ(z) = λ − ϕ(z). Then ψ ∈ Mβ and ψ(ζ) = 0. We will show that
Mψ = λI −Mϕ cannot be Fredholm, or λ ∈ σe(Mϕ).
By Lemma 9 and Proposition 2, it suffices for us to show that the integrals∫
D
|RN(ψgk)(z)|
2 dA2(N−β)−1(z)
converge to 0 as k → ∞, where N is the smallest positive integer greater
than β and {gk} is the sequence defined in Corollary 13.
Let us write
RN(ψgk) =
N∑
j=0
(
N
j
)
RjψRN−jgk
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and consider the integrals
Ik,j =
∫
D
|Rjψ(z)RN−jgk(z)|
2 dA2(N−β)−1(z)
=
1
‖fk‖2
∫
D
|Rjψ(z)RN−jfk(z)|
2 dA2(N−β)−1(z)
.
(k + 1)2(N−j)
‖fk‖2
∫
D
|Rjψ(z)fk−(N−j)(z)|
2 dA2(N−β)−1(z),
where k ≥ 1 and 0 ≤ j ≤ N . Since N is fixed and we are considering the
limit as k →∞, we may assume that k is much larger than N . In this case,
the denominator above can be estimated by Lemma 12, namely, we can find
a positive constant C such that
Ik,j ≤ C(k + 1)
2(N−β)−2j+1
∫
D
|Rjψ(z)fk−(N−j)(z)|
2 dA2(N−β)−1(z) (8)
for all k and j. Our goal is to show that Ik,j → 0 for all 0 ≤ j ≤ N as
k →∞.
The case j = 0 calls for special attention, and this is the case where we
critically use the condition that ψ(ζ) = 0. Recall that
Ik,0 =
∫
D
|ψ(z)RNgk(z)|
2 dA2(N−β)−1(z).
Given ε > 0 we break the unit disk into two parts, D = D1 ∪D2, where
D1 = {z ∈ D : |z − ζ | < δ}, D2 = {z ∈ D : |z − ζ | ≥ δ},
and δ is chosen so that |ψ(z)| < ε for z ∈ D1. Then
Ik,0 =
∫
D1
|ψ(z)RNgk|
2 dA2(N−β)−1(z)
+
∫
D2
|ψ(z)RNgk(z)|
2 dA2(N−β)−1(z)
< ε2
∫
D
|RNgk(z)|
2 dA2(N−β)−1(z)
+‖ψ‖2∞
∫
D2
|RNgk(z)|
2 dA2(N−β)−1(z).
Since {gk} is a sequence of unit vectors inH
2
β, it follows from Proposition 2
that there exists a positive constant C1, independent of k, such that∫
D
|RNgk(z)|
2 dA2(N−β)−1(z) ≤ C1, k ≥ 1.
SPECTRAL THEORY FOR MULTIPLICATION OPERATORS 21
Since
RNgk(z) ∼
kN
‖fk‖
fk−N(z),
it follows from Lemma 12 that RNgk(z) → 0 uniformly on D2 as k →∞.
This shows that Ik,0 → 0 as k →∞.
The case j ≥ 2 (which forces N ≥ 2) is the simplest. In fact, since
0 < N − β ≤ 1, we have
2(N − β)− 2j + 1 ≤ −1
for j ≥ 2. It follows from (8) that
Ik,j ≤
C
k + 1
∫
D
|Rjψ|2 dA2(N−β)−1(z) → 0, k →∞,
because ψ ∈ H2β together with Proposition 2 implies that∫
D
|Rjψ(z)|2 dA2(N−β)−1(z)
∼
∫
D
|RNψ(z)|2(1− |z|2)2(N−j)+2(N−β)−1 dA(z)
≤
∫
D
|RNψ(z)|2 dA2(N−β)−1(z) <∞.
If j = 1 and 0 < N − β < 1/2, then
2(N − β)− 2j + 1 < 0.
It follows from (8) and the argument above again that Ik,1 → 0 as k →∞.
If j = 1 and 0 < N − β = 1/2, then
Ik,1 ≤ C
∫
D
|Rψ(z)fk+1−N(z)|
2 dA2(N−β)−1(z)→ 0, k →∞,
by dominated convergence.
Finally, if j = 1 and N − β > 1/2 (which forces N ≥ 2), then
2(N − β)− 2j + 1 > 0,
or 2(N − β) − 1 > 0. In this case, we recall from the remarks following
Theorem 2.1 of [26] that RNψ ∈ A22(N−β)−1 implies
lim
|z|→1
|RNψ(z)|(1− |z|2)N−β+
1
2 = 0,
which is equivalent to
lim
|z|→1
|RN−1ψ(z)|(1 − |z|2)N−β−
1
2 = 0.
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Since N ≥ 2, we have N − 1 ≥ 1. Thus
lim
|z|→1
|Rψ(z)|2(1− |z|2)2(N−β)−1 = 0.
Recall that β < N ≤ β + 1, so 0 < 2(N − β) ≤ 2. It follows from (8) that
Ik,1 ≤ C(k + 1)
∫
D
|Rψ(z)fk+1−N(z)|
2 dA2(N−β)−1(z).
Given any ε > 0, we choose δ ∈ (0, 1) such that
|Rψ(z)|2(1− |z|2)2(N−β)−1 < ε, δ < |z| < 1.
Then by the change of variables w = (1 + ζz)/2 we have
I(δ) =: (k + 1)
∫
δ<|z|<1
|Rψ(z)fk+1−N(z)|
2 dA2(N−β)−1(z)
≤ ε(k + 1)
∫
D
|fk+1−N(z)|
2 dA(z)
= ε(k + 1)
∫
D
∣∣∣∣1 + ζz2
∣∣∣∣
2(k+1−N)
dA(z)
≤ 4ε(k + 1)
∫
D
|w|2(k+1−N) dA(w)
= 4piε(k + 1)/(k + 1−N).
On the other hand, it follows from uniform convergence that
lim
k→∞
(k + 1)
∫
|z|≤δ
|Rψ(z)fk+1−N(z)|
2 dA2(N−β)−1(z) = 0.
This shows that Ik,1 → 0 as k → ∞. The proof of the lemma is now
complete. 
Combining the last few lemmas, we obtain the following result about the
essential spectrum of multiplication operators on H2β.
Theorem 15. Suppose β is real and ϕ ∈Mβ. Then we always have
σe(Mϕ) =
⋂
0<r<1
ϕ(Bn − rBn).
If n > 1, then
σe(Mϕ) =
⋂
0<r<1
ϕ(Bn − rBn) = ϕ(Bn) = σ(Mϕ).
As a consequence of the theorem above and its proof, we obtain the fol-
lowing index formulas forMϕ.
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Theorem 16. Suppose β is real and ϕ ∈ Mβ. Then Mϕ : H
2
β → H
2
β is
Fredholm if and only if there exist r ∈ (0, 1) and δ > 0 such that |ϕ(z)| ≥ δ
for all r ≤ |z| < 1. When Mϕ is Fredholm, Ind (Mϕ) = 0 for n > 1,
and for n = 1, Ind (Mϕ) is equal to the winding number of the mapping
eit 7→ ϕ(reit) from the unit circle into C− {0}.
Proof. The desired characterization of Fredholm multiplication operators
Mϕ is a direct consequence of Theorem 15. If n > 1 andMϕ is Fredholm,
it follows from the proof of Lemma 10 that Mϕ is actually invertible, so
Ind (Mϕ) = 0.
If n = 1 andMϕ is Fredholm, it follows from the proof of Lemma 11 that
ϕ = ψp, where both ψ and 1/ψ are multipliers ofH2β and p is a polynomial.
ThusMψ is invertible on H
2
β and Ind (Mϕ) = Ind (Mp), which is equal to
the number of zeros of p inside D, with multiple zeros counted according to
multiplicity. This shows that Ind (Mϕ) is equal to the winding number of ϕ
restricted to the circle |z| = r. 
If n > 1 and ϕ ∈ Mβ is continuous up to the boundary, then it is clear
that
ϕ(Bn) = ϕ(Bn) =
⋂
0<r<1
ϕ(Bn − rBn) = ϕ(∂Bn).
This is certainly a purely high dimensional phenomenon.
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