A necessary and sufficient condition is obtained for the lexicographic (resp. categorical) product from a Deza digraph to another to be also a Deza digraph. Moreover, constructions of Deza digraphs from the incidence structures associated with vector spaces (resp. distance-regular graphs) are given.
Introduction
A digraph Γ is a pair (X, R) where X is a finite set of vertices and R ⊆ X 2 is a set of arcs. We often write V Γ for X and AΓ for R, respectively. Γ is an undirected graph if R = R t , where R t = {(x, y) | (y, x) ∈ R}. If (x, y) ∈ R, we say x dominates y. The set of vertices of Γ dominated by x is said to be the out-neighbors of x, denoted by x + . The set of vertices of Γ dominating x is said to be the in-neighbors of x, denoted by x − . The common out-neighbors of two vertices x and y of Γ is defined by N x,y = x + ∩ y + . A digraph Γ is said to be regular of valency k if there exists a constant number k such that |x + | = |x − | = k for each vertex x of Γ. A path of length r from u to v is a finite sequence of vertices (u = w 0 , w 1 , . . . , w r = v) such that (w i−1 , w i ) ∈ AΓ for i = 1, 2, . . . , r. A path (w 0 , w 1 , . . . , w r ) is said to be a circuit of length r if w 0 = w r . The girth of Γ, denoted by g (Γ) , is the length of a shortest circuit. The number of arcs traversed in a shortest path from u to v is called the distance from u to v in Γ, denoted by ∂ (u, v) . Throughout this paper, we use the term 'digraph' to mean a finite digraph with at least two vertices.
In [3] , M. Erickson et al. introduced Deza graphs as a generalization of strongly regular graphs, and made the basic theory. Definition 1.1 Suppose Γ is a regular graph on n vertices with the adjacency matrix A. Γ is said to be an (n, k, b, c)-Deza graph or DG for short if
for binary matrices B and C such that B + C + I = J, where J is the all one matrix of degree n, and I is the identity matrix of degree n.
These graphs are called Deza graphs because they were introduced in a slightly more restricted form by A. Deza and M. Deza [2] . Very recently, as a directed version of Deza graphs, the concept of Deza digraphs was introduced by Wang and Feng [5] . Definition 1.2 Let Γ be a regular digraph on n vertices with the adjacency matrix A. Γ is said to be an (n, k, b, c)-Deza digraph or DDG for short if
for some symmetric non-zero binary matrices B and C such that B + C + I = J.
Note that a regular digraph with valency k and n vertices is an (n, k, b, c)-DDG if, for any two distinct vertices u and v, |N u,v | = b or c. A DDG need not be connected. However each connected component is a DDG. Hence we only consider connected DDGs in this paper.
A digraph Γ is a tournament, if g(Γ) > 2 and (x, y) ∈ AΓ or (y, x) ∈ AΓ for any two distinct vertices x and y of Γ. If a tournament is an (n, k, b, c)-DDG, then n = 2k + 1 and c < k.
Lemma 1.1
For special values (n, k, b, c), the following hold:
In this paper, we focus on the constructions of Deza digraphs. In Section 2 a necessary and sufficient condition is obtained for the lexicographic (resp. categorical) product from a Deza digraph to another to be also a Deza digraph. In Sections 3 we construct digraphs from the incidence structures associated with vector spaces. In Section 4 we construct Deza digraphs from the incidence structures associated with distance-regular graphs.
The lexicographic product and categorial product
In this section we discuss when the lexicographic (resp. categorical) product from a Deza digraph to another is also a Deza digraph. Definition 2.1 Let Γ 1 and Γ 2 be two digraphs. The lexicographic product Γ 1 [Γ 2 ] from Γ 1 to Γ 2 is a digraph with the vertex set V Γ 1 × V Γ 2 and the arc set 
Proof. By Definition 2.1, Γ is regular of valency kn +k . For any two distinct vertices u = (u 1 , u 2 ) and v = (v 1 , v 2 ) of Γ, we obtain
Note that Γ is a DDG if and only if |N u,v | takes at most two values for any two distinct vertices u and v of Γ.
We distinguish the following three cases. 
Case 2. Γ 1 is a tournament. In this case, k > c. By (1) Γ is a DDG if and only if |M 2 | ≤ 2, where Definition 2.2 Let Γ 1 and Γ 2 be two digraphs. The categorical product Γ 1 ⊗ Γ 2 from Γ 1 to Γ 2 is a digraph with the vertex set V Γ 1 × V Γ 2 and the arc set
is a DDG if and only if one of the following holds:
(i) Γ 1 is a directed cycle and |{b , c , 0}| ≤ 2.
(ii) Γ 2 is a directed cycle and |{b, c, 0}| ≤ 2. 
Proof. By Definition 2.2, Γ is regular of valency kk . For any two distinct vertices
u = (u 1 , u 2 ) and v = (v 1 , v 2 ) of Γ, |N u,v | =    |N u2,v2 | · k, if u 1 = v 1 , |N u1,v1 | · k , if u 2 = v 2 , |N u1,v1 | · |N u2,v2 |, otherwise.
Deza digraphs associated with vector spaces
For a given symmetric 2-(v, k, λ)-design, by choosing a suitable order of points and blocks respectively, the incidence matrix of the design is the adjacency matrix of an (n, k, λ, λ)-DDG. In this section, we will construct DDGs from some incidence structures associated with vector spaces. Let F q be a finite field with q elements, and let F n q be the n-dimensional row vector space over F q . For any integers 0 ≤ m ≤ n, let
.
Let n be an integer at least six, and let
where P, Q ∈ P. In this section, we always assume that A is an incidence matrix with zero diagonal entries of an incidence structure (P, L). By [4, Corollary 1.8], we know that
Therefore A is a square matrix of order n 2 . Let Γ be a digraph with the adjacency matrix A. Then Γ is regular of valency |L P |. Since |L P,Q | = |N P,Q |, In order to prove Γ is a n 2 , |L P |, b, c -DDG, it suffices to show that |L P,Q | = b or c for any two distinct elements P and Q of P.
Theorem 3.1 Let P and L be as in (3). Define the incidence structure (P, L) as follows: P ∈ P is incident with L ∈ L if and only if P ⊆ L.

Then the digraph Γ with the adjacency matrix A is a DDG with parameters
Proof. For any two distinct elements P and Q of P, by [4, Corollary 1.9] we obtain
and
Hence Γ is a DDG with parameters in (4). 2
Denote by GL n (F q ) the set of n × n nonsingular matrices over F q . Then GL n (F q ) forms a group under matrix multiplication, and acts transitively on the set of all the subspaces with the same dimension. By [4, Theorem 1.6], the order of this group is
Theorem 3.2 Let P and L be as in (3). Define the incidence structure (P, L) as follows: P ∈ P is incident with L ∈ L if and only if dim(P ∩ L) = 0.
Then the digraph Γ with the adjacency matrix A is a DDG with parameters
Proof. For any P ∈ P, by the transitivity of GL n (F q ) on P, we may assume that P has a matrix representation of the form
Since each element L of L P has a unique matrix representation of the form
where X is an (n − 2) × 2 matrix over F q , we obtain
Let P and Q be elements of P such that dim(P ∩ Q) = 0. By the transitivity of GL n (F q ) on the set {(P, Q) | dim(P ∩ Q) = 0, P, Q ∈ P}, we may assume that P and Q have the matrix representations (6) and
respectively. Each element L of L P,Q has a unique matrix representation of the form
, where L 11 ∈ GL 2 (F q ) and L 21 is an (n − 4) × 2 matrix over F q . It follows that
Let P and Q be two elements of P such that dim(P ∩ Q) = 1. By the transitivity of GL n (F q ) on the set {(P, Q) | dim(P ∩ Q) = 1, P, Q ∈ P}, we may assume that P and Q have the matrix representations (6) and
, where x ∈ F q , y ∈ F * q , and (X, Y ) is an (n − 3) × 2 matrix over F q . It follows that
Hence, Γ is a DDG with parameters in (5). 2
Theorem 3.3 Let P and L be as in (3). Define the incidence structure (P, L) as follows:
P ∈ P is incident with L ∈ L if and only if dim(P ∩ L) = 1.
Then the digraph Γ with the adjacency matrix A is a DDG with parameters
Proof. For any P ∈ P, by the transitivity of GL n (F q ) on P, we may assume that P has a matrix representation of the form (6). Each element L of L P has a matrix representation of the form
where (x, y) = 0, (X Y ) is an (n − 3) × 2 matrix and L 1 is an (n − 3) × (n − 2) matrix of rank n − 3. It follows that L has a matrix representation
consequently, we obtain
Let P and Q be two elements of P such that dim(P ∩ Q) = 0. By the transitivity of GL n (F q ) on the set {(P, Q) | dim(P ∩ Q) = 0, P, Q ∈ P}, we may assume that P and Q have the matrix representations (6) and (7), respectively. For any 1-subspace P 1 of P and any 1-subspace Q 1 of Q, there exist 1-subspace P 2 of P and 1-subspace Q 2 of Q such that P 1 + P 2 = P and
By the principle of inclusion and exclusion, the number of elements L ∈ L satisfying L ∩ P = P 1 and
Since both P 1 (resp. Q 1 ) has 2 1 choices as a 1-subspace of P (resp. Q), we obtain
Let P and Q be two elements of P such that dim(P ∩ Q) = 1. By the transitivity of GL n (F q ) on the set {(P, Q) | dim(P ∩ Q) = 1, P, Q ∈ P}, we may assume that P and Q have the matrix representations (6) and (8), respectively. Let L ∈ L P,Q . If e 1 = (1, 0, . . . , 0) ∈ L, by the principle of inclusion and exclusion, the number of such subspaces L is
It follows that
Hence Γ is a DDG with parameters in (9). 2
Deza digraphs associated with distance-regular graphs
In this section we will construct DDGs from the incidence structures associated with distance-regular graphs. We first recall the definition of distance-regular graphs. For more information, the reader may consult the book of A. E. Brouwer et al. [1] . Let ∆ = (X, R) be a connected graph of diameter d. Then ∆ is said to be distance regular whenever for all integers h, i, j(0 ≤ h, i, j ≤ d), and for all x, y ∈ X with ∂(x, y) = h, the number p For a bipartite distance-regular graph with a bipartition X 1 ∪ X 2 , define the incidence structure (X 1 , X 2 ) as follows:
x ∈ X 1 is incident with y ∈ X 2 if and only if ∂(x, y) = 1.
In this section we always assume that A is an incidence matrix with zero diagonal entries of an incidence structure. Proof. Note Γ is regular of valency k. For any two distinct vertices x and y of Γ, we have
Hence the desired result follows. A distance-regular graph ∆ = (X, R) is said to be of order (s, t) if, for each vertex x ∈ X, the induced subgraph on x + is a disjoint union of t + 1 cliques with size s. Then each maximal clique is of size s + 1, and each vertex is contained in t + 1 maximal cliques. Denote the set of all maximal cliques by L. Define the incidence structure (X, L) as follows:
x ∈ X is incident with L ∈ L if and only if x ∈ L.
Theorem 4.2 For a distance-regular graph on n vertices of order (s, s), let A be the incidence matrix of the incidence structure (X, L) defined in (11) . Then the digraph with the adjacency matrix A is an (n, s + 1, 0, 1)-DDG.
Proof. The proof of the theorem is similar to that of Theorem 4.1 and will be omitted. 
