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Diffusing-wave spectroscopy is a powerful technique which consists in measuring the temporal
correlation function of the intensity of light multiply scattered by a medium. In this paper, we
apply this technique to cold atoms under purely ballistic motion and we investigate the transition
between the single and the multiple-scattering regime. The intensity correlation function changes
from a simple Gaussian function, whose width reveals the sample temperature, to a more complex
decay shortened by the frequency redistribution in the thick cloud. These features are quantitatively
compared to simulations with a phase-coherent and an incoherent model. Both show a very good
agreement with the experiments.
I. INTRODUCTION
The study of fluctuations and correlations often gives
access to information not contained in averaged values.
Among the many statistical properties of a fluctuating
field, the intensity correlation function is largely used in
a number of areas, from astronomy [1, 2], to quantum op-
tics [3–6], particle physics [7], and to mesoscopic optics.
In the latter, it has been applied to the fluctuations of
light scattered by a disordered medium. First used in the
single-scattering regime with a technique known as dy-
namic light scattering or quasielastic light scattering [8,
9], it was then extended to strong multiple-scattering
regime. This powerful technique, called diffusing-wave
spectroscopy (DWS) [10–12], allows probing extremely
small displacement, much smaller than the optical wave-
length. It has found a wide range of applications, go-
ing from particle sizing [12–14], Brownian motion [15, 16],
hydrodynamic interactions [17, 18], microscopic dynam-
ics [19, 20] and medical applications [21, 22].
DWS consists in measuring the temporal intensity cor-
relation g(2)(τ) of the light scattered by the medium un-
der investigation. In the case of a stationary process, this
quantity is expressed as:
g(2)(τ) =
〈I(t)I(t+ τ)〉
〈I(t)〉2 , (1)
where 〈〉 denotes time averaging. If light is scattered
by a large number of particles it can be considered as
chaotic light for which g(2)(τ = 0) is equal to 2, rep-
resenting photon bunching, and it goes to 1 for large τ
when events become uncorrelated. The temporal decay
of g(2)(τ) gives access to the mean square displacement
of the scatterers. On the other hand, the shape of g(2)(τ)
on different time scales provides information on the scat-
terers dynamics [15, 20, 23]. The standard theoretical
approach to describe DWS is to use the diffusion theory
∗ mathilde.fouche@inphyni.cnrs.fr
for light. The first order correlation function g(1)(τ) can
be derived [12], and the second order is obtained using
the Siegert relation [5, 12]:
g(2)(τ) = 1 + β|g(1)(τ)|2. (2)
The factor β is related to the number of detected spa-
tial and polarization modes. For a detector whose ra-
dius is much smaller than the spatial coherence length of
the scattered light and for polarized light β is equal to
unity [5].
Here, we apply the DWS technique on a cold atomic
cloud. The light beam is set close to resonance and its
frequency is changed to probe the transition from the
single to the multiple-scattering regime. This is a first
difference from other DWS measurements where light is
always considered to be far from any resonance. Cold
atoms also allow for a pure ballistic regime, which is
usually hardly reached in standard DWS measurements
due to the surrounding fluid in which scatterers are im-
mersed [10, 11, 15, 16]. The intensity correlation func-
tion of light scattered by cold atoms has already been
measured in several experiments and signatures of the
Doppler broadening, Lamb-Dicke narrowing, radiation
trapping and inelastic scattering (Mollow triplet) could
be obtained [24–29]. However, these measurements were
done with fluorescence from atoms trapped in a magneto-
optical trap (MOT) or during a molasse phase, with thus
large beams (probing different parts of the cloud and thus
different optical thicknesses) and quite strong intensities,
leading to a complicated interplay between all these ef-
fects.
In this paper, we perform intensity correlation mea-
surements while the atoms are ballistically expanding
with a small and weak probe beam, which we can tune
independently from the laser-cooling beams. At the cost
of a long integration time, this allows us to avoid inelastic
effects and precisely investigate the transition from the
single-scattering to the multiple-scattering regime with a
well-defined optical thickness. The behavior of the g(2)
function is distinctively different from that obtained in
other media (scatterers in a fluid) and it is only related
to the velocity distribution of the atoms. We observe in
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2particular a change of shape of the g(2) function, from a
Gaussian in the single-scattering regime to a more com-
plex shape in the multiple-scattering regime, which in
good agreement with simulations.
II. EXPERIMENTAL SETUP
In our experiment, the scattering sample is a cold
atomic vapor produced by a MOT that can contain up
to a few 109 atoms of 85Rb with a Gaussian density dis-
tribution of rms size R ' 1 mm giving a typical peak-
density ρ0 ' 1011 cm−3. The temperature is of the
order of 200µK, measured by a standard time-of-flight
(TOF) technique. Our sample is also characterized by
its on-resonance optical thickness b0. This quantity is
inferred from the measurement of the transmission of a
small probe beam going through the center of the atomic
cloud as a function of the frequency detuning on the
|3〉 → |4′〉 D2 hyperfine transition as shown on Fig. 1b
(frequency ω0, wavelength λ = 780.24 nm, linewidth
Γ/2pi = 6.07 MHz) [30].
To measure the intensity correlations of the scattered
light, we use the following time sequence. First, the MOT
is loaded from a background vapor for 30 ms, followed
by a compression stage of 35 ms. Then, the MOT trap-
ping beams and the magnetic field gradient are switched
off allowing for a 2-ms free expansion. Next, we apply
two pulses of a weak probe beam with a waist of 250
µm, linearly polarized and detuned by δ = ωL − ω0 with
δ > 0, ωL being the laser frequency. This probe beam is
delivered by a distributed-feedback (DFB) laser, ampli-
fied by a tapered amplifier. Although it is known that
DFB lasers have strong frequency noise [30, 31], it does
not affect our measurements of intensity correlations [32].
The duration of each probe pulse is 100 µs, correspond-
ing to a time-window where the intensity correlations are
recorded, separated by a 50-µs pulse of repumper and 50
µs of free expansion. From one cycle to the other, atoms
are recycled and we reach a steady state with N ' 3×109
atoms and b0 = 105± 4, measured between each acquisi-
tion of the g(2) function.
The setup for measuring g(2)(τ) is represented in
Fig. 1. The scattered light is collected by a single mode
fiber (SMF) at a distance L = 40 cm with an angle of
θ = 41◦ from propagation direction of the probe beam.
Only one polarization is coupled into the SMF thanks
to a polarizing beam splitter (PBS). The combination of
the SMF and the PBS ensures the condition of maximum
spatial coherence, β = 1. The coupled light is then split
using a 50:50 fiber beam splitter and finally detected on
two single-photon avalanche photodiodes (APDs, SPCM-
AQRH from Excelitas Technologies), gated on the probe
pulses. Time tags, with a resolution of 162 ps, are finally
obtained from a multichannel time-to-digital converter
(TDC, ID800 from IDQuantique) and sent to a computer
to record the histogram of the coincidences. Number of
counts during the 200µs total probe pulse range from 7
APD
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FIG. 1. Experimental set-up. Light scattered in the MOT
is collected using a single-mode fiber (SMF), after passing
through a polarizing beam splitter (PBS) to select only one
polarization. The light is then split in a 50:50 fiber beam
splitter (FBS). The outputs of the FBS are connected to two
APDs. The single counts in each APDs are time-tagged by
a time-to-digital converter (TDC) and analyzed with a com-
puter. Left bottom: Relevant atomic levels of the D2 hyper-
fine transition of 85Rb.
to 40, well above the dark count rate (< 0.02 during the
total probe pulse). Typical integration times range from
a few hours to a few days.
To reconstruct the g(2) function, we need to normal-
ize the recorded coincidences. For delays much larger
than the coherence time, g(2)(τ) is expected to be flat
and equal to 1. However, in this range, because of the
finite time-window of the measurement, the number of
recorded coincidences decreases linearly with the delay
and reaches 0 at the pulse duration. The g(2) function
is thus obtained by dividing the data by the fitted slope
at large delays. The detection scheme and the normal-
isation were tested by measuring the light scattered by
a piece of paper at rest illuminated by the probe laser,
giving g(2)(τ) = 1 within the statistical uncertainty.
Exploiting the narrow atomic resonance, we can easily
tune the optical thickness of the sample
b(δ) =
b0
1 + 4δ2/Γ2
, (3)
by varying the detuning δ of the probe. We can thus
explore the transition from the single-scattering regime,
where b(δ) 1, to the multiple-scattering regime, b(δ)
1, in principle up to b ∼ 100. However, one limitation
is the amount of light scattered in the detection direc-
tion, which decreases with b for b > 1 [33]. To keep a
reasonable integration time, we have thus limited our in-
vestigation to b(δ) ≤ 2. Note that the intensity of the
probe is adapted to each detuning in order to keep the
saturation parameter constant at s ' 5 × 10−2, with
s = (I/Isat)/(1 + 4δ
2/Γ2) and Isat ' 3.7 mW/cm2. This
low value of s ensures that inelastic scattering is negligi-
ble.
3(b) (c)(a)
(d) (e) (f)
FIG. 2. Intensity correlation function g(2)(τ) with b0 ' 105 and different detunings δ/Γ = {20, 5, 3} from left to right,
corresponding to different optical thicknesses, (a)-(d) b(δ) = 0.07, (b)-(e) b(δ) = 1 and (c)-(f) b(δ) = 2. Grey continuous
curve: experimental data; red dotted dashed line: random walk simulations; black dashed line: coupled-dipole simulations.
The contrast g(2)(0)−1 obtained in the simulations is equal to one. But to take into account the loss of contrast due to Raman
scattering, the curves are renormalized by the mean value of the experimental g(2) function from −30 ns to +30 ns. Top: curves
in linear scale. Bottom: zoom on the first 2.5µs in semi-log scale. A quadratic behavior is added (black solid line) to guide the
eyes. The difference between the model and the experimental results at large τ in (e) and (f) is due to numerical uncertainties.
III. RESULTS AND DISCUSSION
We present in Fig. 2 several measurements of g(2)(τ)
for different b(δ), from the single-scattering to the
multiple-scattering regime. From these experimental
curves, three observations can be made, as detailed in
the following.
First, a systematic analysis of the contrast, defined as
C = g(2)(0)− 1, with respect to the detuning shows that
it is slightly lower than the ideal value of one. We have
checked that this loss of contrast could not be explained
by any correlation artefacts (due to the light scattered
by the vacuum cell or by the hot vapor for example) or
by the dark count of the detectors. We attribute this
decrease to spontaneous Raman scattering between the
two hyperfine ground states, |3〉 → |2〉, via off-resonant
excitation of the |3′〉 and |2′〉 levels (see Fig. 1b). Since
the two ground states are separated by 3 GHz, the in-
terference between Rayleigh- and Raman-scattered light
induces a beating that is too fast to be resolved with the
∼ 350 ps time resolution of our APDs. This leads to a
time averaging and thus a reduction of the contrast, as al-
ready seen in [34] with hot vapors. As the detuning from
the |4′〉 level increases, the Rayleigh scattering decreases,
whereas the Raman scattering is almost constant. Thus,
the relative weight of Raman scattering increases and the
expected contrast slightly decreases. Our signal to noise
ratio is not good enough to observe this behavior, but the
experimental loss of contrast roughly corresponds to the
expected one, with a mean value of the order of 10% for
our experimental parameters. Finally, Raman scattering
between Zeeman states does not contribute to reducing
the contrast. Indeed, in the worst case of a non-perfect
degeneracy, it would result in a very slow beating which
would be resolved by our detection scheme.
Second, increasing the optical thickness leads to a nar-
rowing of the intensity correlation function, i.e., to a de-
crease of the temporal coherence. This is a direct signa-
ture of the frequency redistribution induced by multiple-
scattering. Each scattering event is indeed associated to
a frequency shift δω = ~∆k ·~v due to Doppler effect, where
~∆k is the difference between the wavevectors of the scat-
tered photon and of the incident one, and ~v is the velocity
of the scattering atom. Since all velocity directions are
4equiprobable, δω is a centered random variable [35]. As a
consequence this frequency redistribution induces a dif-
fusion in frequency space, leading in average to a broad-
ening of the spectrum, and correspondingly a decrease of
the temporal correlation with the number of scattering
events, and thus with the optical thickness. Note that
previous signatures of this effect have been indirectly ob-
served in radiation-trapping experiments [36–38]. This
reduction of the coherence time with multiple-scattering
is the key idea of DWS, since it corresponds to an in-
creased sensitivity to the motion of scatterers. It should
also be noted that contrary to previous reports [24, 26],
multiple-scattering does not induce here any reduction of
the contrast of g(2)(τ), because we only have here coher-
ent (Rayleigh) scattering.
A more detailed study of the evolution of the coherence
time τcoh, defined here as the half width at half maxi-
mum (HWHM) of the g(2) function, as a function of the
optical thickness b(δ) is reported in Fig. 3. The HWHM
extracted from the experimental g(2) function correspond
to the black triangles. It shows a plateau at very small
b and a decrease as soon as b is not much smaller than
unity. The plateau is due to Doppler broadening in the
single-scattering regime. It is directly related to the tem-
perature of the atomic sample but also strongly depends
on the direction of observation θ from the incident wave
vector. The Doppler shift for each scattering event is in-
deed given by δω(θ) = ~∆k ·~v = k[v‖(cos θ−1)+v⊥ sin θ],
where v‖, v⊥ are the longitudinal and transverse compo-
nents of the atomic velocity along the direction defined by
the incident wave vector, and k = 2pi/λ. For cold atoms,
〈v2‖〉 = 〈v2⊥〉 = kBT/M , M being the atomic mass of 85Rb
and kB the Boltzmann constant, which gives a Doppler
width ∆ω(θ) = k
√
2(1− cos θ)kBT/M [35]. Since the
atomic velocity is given by the Maxwell-Boltzmann dis-
tribution, the Doppler-broadened spectrum is Gaussian:
S(ωL, θ) ∝ e−(ωL−ω0)2/2∆ω2(θ). (4)
Therefore, in the single-scattering limit, the first order
coherence function g(1)(τ), which is the Fourier transform
of the optical spectrum, is also Gaussian:
g(1)(τ, θ) = e−τ
2(1−cos θ)/4τ2c , (5)
with τ−1c = 2k
√
kBT/M and, according to the Siegert
relation (2), so is g(2)(τ):
g(2)(τ) = 1 + e−τ
2(1−cos θ)/2τ2c . (6)
Taking the data at the lowest optical thickness b = 0.02,
we extract a HWHM τcoh = (961± 30) ns, corresponding
to a temperature of (245± 15)µK.
Finally, the third observation featured on Fig. 2 is the
progressive change of shape of the g(2) function. At low
optical thicknesses, g(2) is well fitted by a Gaussian. As
expected and explained before, this is obtained due to the
Maxwell-Boltzmann distribution of the atomic velocity
but also because we can assume that the atoms undergo
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FIG. 3. Coherence time, defined as the HWHM of g(2)(τ), as
a function of the detuning-dependent optical thickness. The
black triangles with error bars are extracted from experimen-
tal data, the red diamonds from the random walk simulations
and the orange circles from the coupled-dipole simulations.
purely ballistic motions during the whole scattering pro-
cess. It is important to note that, for standard DWS
performed on suspended particles in a liquid, this regime
is hardly reached. The interactions with the fluid induce
in particular a long-time diffusive motion for the particles
and thus an exponential decay for g(2) [10, 11, 15].
At short time scale, g(2) remains Gaussian with a width
that decreases as b is increased, as shown on the insets
of Fig. 2. On the other hand, in the multiple-scattering
regime and for larger time-scale, the shape clearly devi-
ates from a Gaussian, with a decrease that gets closer to
linear in semi-log scale instead of quadratic, and becomes
more complex to infer analytically. In order to under-
stand this change, we have performed numerical simula-
tions to probe the role of multiple-scattering, based on
the two following models.
The first model, known as the coupled-dipole model
(CD) [39–42], describes the sample as an ensemble of
identical atoms driven by a laser field. Atoms are mod-
eled as point-like dipoles interacting via the light in the
scalar approximation. Their position changes in time
following the velocity distribution corresponding to the
temperature, and they are spatially distributed with a
Gaussian shape that mimics the geometry of the cloud.
In the recent years, this model has been widely used in
the context of single-photon superradiance and subradi-
ance [43–47]. It is valid at low intensity, when the satura-
tion parameter s 1, but it includes coherent and coop-
erative effects. Since this coherent model allows comput-
ing the time-dependent radiated field of each dipole, it
provides access to both the g(1)(τ) and g(2)(τ), so it can
be used to checked the validity of the Siegert relation,
as demonstrated in Fig. 4 for b = 2. The use of the CD
model is however limited to a few thousands atoms and
thus to a maximum resonant optical thickness of b0 ∼ 10
for dilute samples. Still, by adapting the detuning, the
same b(δ) as in the experiment can be simulated. Simu-
lations of the CD model reveal that the intensity corre-
lation function indeed depends only on b(δ).
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FIG. 4. Verification of the Siegert relation with a cloud of
N = 5000 atoms, b0 = 2.8, b(δ) = 2 and θ = 41
◦. Black
dashed line: g(2)(τ); red dashed line: 1 + |g(1)(τ)|2. The
Siegert relation is well satisfied.
The second model is a Monte-Carlo simulation model-
ing an incoherent random walk (RW) of photons inside
the atomic cloud. The step of a photon sent into the
medium is randomly sampled taking into account a step-
length distribution due to the Gaussian density profile of
the cloud and the dependent-detuning isotropic scatter-
ing cross-section. Doppler effect is included in the model
by adding a frequency shift after each scattering event,
randomly sampled from the velocity distribution. It is
then possible to select all photons exiting at a particular
angle and to get the output spectrum of the scattered
light S(ωL, θ), which corresponds to the Fourier trans-
form of the g(1) function. We can finally access the g(2)
function by assuming the Siegert relation (2), validated
by the CD model.
The RW simulations are useful to understand the
shape of the intensity correlation function. Indeed, these
simulations give, for each photon exiting the medium,
the optical frequency, the outgoing angle and the num-
ber of undergone scattering events. We then extract,
at a particular angle, the number of photons escaping
the cloud after n scattering events from which we con-
struct the distribution P (n). Besides, from the opti-
cal frequency, one also obtains the corresponding optical
spectrum Sn(ωL, θ) and its Fourier transform g
(1)
n (τ, θ).
The total g(2) function is finally given by:
g(2)(τ) = 1 +
∣∣∣∣∣∑
n>0
P (n)g(1)n (τ, θ)
∣∣∣∣∣
2
. (7)
This expression is useful to understand the role of the
different scattering orders on the shape of the g(2) func-
tion, which depends on the individual shape of g
(1)
n as
well as P (n), see Fig. 2.
While an analytical expression of P (n) is hardly acces-
sible, we have checked that, for small b (b . 2), g(1)n (τ, θ)
can be obtained analytically. For one scattering event,
one gets the spectrum and the first order correlation
function given by Eq. (4) and Eq. (5). For two scatter-
ing events, let us first consider the case of a first photon
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FIG. 5. Intensity correlation function g
(2)
n (τ, θ = 41
◦) for
photons that have been scattered n times before escaping.
Solid line: obtained using the analytical expressions (5), (6)
and from (9) to (11). Dashed line: extracted from the RW
simulations with b(δ) = 2. In diminishing order of width:
n = 1 (black), n = 2 (blue) and n = 7 (green).
scattered in the θ1 direction. Since the measurement is
done in the θ direction, the second photon must be scat-
tered at the angle θ − θ1 compared to the first one. The
spectrum is then given by the convolution of the two indi-
vidual Doppler spectra S(ωL, θ1) ∗ S(ωL, θ− θ1). Taking
the Fourier transform, the corresponding g(1) function is
g
(1)
1 (τ, θ1) × g(1)1 (τ, θ − θ1). Finally, the total g(1)2 is the
sum over all the possible angles:
g
(1)
2 (τ, θ) =
∫ 2pi
0
g
(1)
1 (τ, θ1)g
(1)
1 (τ, θ − θ1)dθ1 (8)
= e
− 2τ2
4τ2c I0
(
τ2
4τ2c
√
2(1 + cos θ)
)
, (9)
with I0 the modified Bessel function of the first kind.
While in the single-scattering regime the g
(1)
2 is a Gaus-
sian function, its shape is more complex in the double
scattering regime. The principle of the calculation is the
same when the number of scattering events is increased
and one gets:
g(1)n (τ, θ) =
∫ 2pi
0
[
n−1∏
i=1
g
(1)
1 (τ, θi)
]
g
(1)
1
τ, θ − n−1∑
j=1
θj

dθ1...dθn−1, (10)
When n gets larger, the contribution of θ is blurred.
Moreover the Gaussian part decreases more rapidly than
the Bessel function and one recovers the Gaussian shape:
g(1)n (τ, θ) −→
n→∞ e
−nτ2
4τ2c , (11)
with a HWHM that depends on the number of scattering
events as 1/
√
n. As said before, the g
(2)
n functions are
calculated using the Siegert relation. The analytical ex-
pressions are compared to the ones obtained by the RW
simulations in Fig. 5, showing a good agreement between
them.
6To compare the experimental results and the simula-
tions, we first extract the coherence time. The results
are plotted in Fig. 3 with the two models. The RW sim-
ulations are performed with the actual parameters of the
experiment and the CD simulations use a lower b0 and
correspondingly lower detunings to match the same b(δ).
The only free parameter is the temperature, which is cho-
sen in the simulations in order to match the one extracted
from the τcoh measured with the lowest b. Despite the
differences between the two models, there is a remark-
able agreement between them and with the experimental
data.
Finally, the shape of g(2)(τ) obtained experimentally
is compared with the simulations in Fig. 2. Both models
are based on a two-level atom, the contrast is thus max-
imal and equal to one. However, in order to compare
on the same figure the numerical and the experimental
curves, the loss of contrast due to Raman scattering has
to be taken into account. The numerical ones are thus
renormalized by the experimental contrast, evaluated by
taking the mean value of the experimental g(2) function
from −30 ns to +30 ns. We see a good agreement be-
tween all curves, showing that the effect of the multiple-
scattering is well described by both the CD and the RW
models.
IV. CONCLUSION
To summarize, we have precisely measured the tempo-
ral intensity correlation function g(2)(τ) of light scattered
by cold atoms in ballistic motion, a regime hardly reached
in standard DWS measurements. Different regimes of
light transport have been investigated, from the single-
scattering to the multiple-scattering regime. We have
observed a decrease of the width of g(2)(τ) as we enter
the multiple-scattering regime and we have evidenced the
corresponding change of shape in g(2)(τ). Numerical sim-
ulations, based on the coupled-dipole model or on ran-
dom walk simulations, have been performed to further
understand the role of multiple-scattering of light in in-
tensity correlations. A remarkable agreement is obtained
between the two simulations and with experimental data.
DWS is a powerful technique that has been widely
used in soft condensed matter but it can find many
applications in other field of research, ranging from
atomic physics to astrophysics. In hot atomic vapors,
DWS might allow to study time dependance in Levy
flights [48, 49] and the connection between Le´vy flights
and Le´vy walks. In cold atomic samples, it might be
used to quantify the friction induced by Doppler or sub-
Doppler cooling. Anomalous diffusion, as expected close
to the decrochage could be investigated with an alterna-
tive approach to that used in [50, 51]. DWS might also
prove to be a powerful tool to investigate phase transi-
tions, as for instance Anderson localization of light by
cold atoms [52, 53], and to study the impact of Dicke
type super- and subradiance [45–47] on fluctuations of
scattered or emitted light. Finally, intensity correlations
are also a well known tool to distinguish classical from
quantum optics [3]. This will allow us to probe the onset
of gain and random lasing in our cloud of cold atoms [54].
Gain and lasing being also expected in astrophysical sys-
tems [55], the recent success of intensity correlations mea-
sured on three bright stars [2] opens this quantum eye to
lasing in astrophysics.
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