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A NEW DECOMPOSITION OF ASCENT SEQUENCES AND
EULER–STIRLING STATISTICS
SHISHUO FU, EMMA YU JIN, ZHICONG LIN, SHERRY H.F. YAN, AND ROBIN D.P. ZHOU
Abstract. As shown by Bousquet-Mélou–Claesson–Dukes–Kitaev (2010), ascent sequences
can be used to encode (2+ 2)-free posets. It is known that ascent sequences are enumerated
by the Fishburn numbers, which appear as the coefficients of the formal power series
∞∑
m=1
m∏
i=1
(1 − (1− t)i).
In this paper, we present a novel way to recursively decompose ascent sequences, which
leads to:
• a calculation of the Euler–Stirling distribution on ascent sequences, including the num-
bers of ascents (asc), repeated entries (rep), zeros (zero) and maximal entries (max).
In particular, this confirms and extends Dukes and Parviainen’s conjecture on the
equidistribution of zero and max.
• a far-reaching generalization of the generating function formula for (asc, zero) due to
Jelínek. This is accomplished via a bijective proof of the quadruple equidistribution
of (asc, rep, zero,max) and (rep, asc, rmin, zero), where rmin denotes the right-to-left
minima statistic of ascent sequences.
• an extension of a conjecture posed by Levande, which asserts that the pair (asc, zero) on
ascent sequences has the same distribution as the pair (rep,max) on (2− 1)-avoiding
inversion sequences. This is achieved via a decomposition of (2− 1)-avoiding inversion
sequences parallel to that of ascent sequences.
This work is motivated by a double Eulerian equidistribution of Foata (1977) and a
tempting bi-symmetry conjecture, which asserts that the quadruples (asc, rep, zero,max)
and (rep, asc,max, zero) are equidistributed on ascent sequences.
1. Introduction
Ascent sequences were introduced by Bousquet-Mélou–Claesson–Dukes–Kitaev [2] to unify
three seemingly unrelated combinatorial structures: (2+ 2)-free posets, a family of per-
mutations avoiding a certain pattern and Stoimenow’s involutions [21, 23]. Many other
equinumerous objects, including Fishburn matrices [5, 11, 22], (2− 1)-avoiding inversion se-
quences and non-2-neighbor-nesting matchings [4, 17], and various interesting statistics on
them [5,6,13,15,16] have been extensively investigated in these years. This paper is devoted
to a systematic study of joint distributions of some classical word statistics, which we classify
as Eulerian or Stirling statistics, on ascent sequences. In particular, two conjectures regard-
ing ascent sequences due respectively to Dukes–Parviainen [5] and Levande [17] are solved.
Our central contribution is the discovery of a new decomposition of ascent sequences.
Date: September 17, 2019.
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Let us first review some necessary definitions and state our original motivation. The set
In of inversion sequences of length n,
In := {s = (s1, s2, . . . , sn) : 0 ≤ si < i},
serves as various kinds of codings (cf. [1, 10, 18, 19]) for the set Sn of all permutations of
[n] := {1, 2, . . . , n}. For example, the map Θ : Sn → In defined for π = π1π2 · · ·πn ∈ Sn as
Θ(π) = (s1, s2, . . . , sn), where si := |{j : j < i and πj > πi}|,
is a natural coding, known as the Lehmer code, of Sn. For any sequence s ∈ In, let
asc(s) := |{i ∈ [n− 1] : si < si+1}|,
rep(s) := n− |{s1, s2, . . . , sn}|,
zero(s) := |{i ∈ [n] : si = 0}|,
max(s) := |{i ∈ [n] : si = i− 1}| and
rmin(s) := |{i ∈ [n] : si < sj for all j > i}|
be the numbers of ascents, repeated entries, zeros, maximal entries (or maximal for short)
and right-to-leftminima of s, respectively. For example, if s = (0, 1, 2, 0, 4, 2, 2, 7) ∈ I8, then
asc(s) = 4, rep(s) = 3, zero(s) = 2, max(s) = 5 and rmin(s) = 3. These five statistics on
inversion sequences can be classified into two categories as follows.
The classical Eulerian polynomial An(t) may be defined as the descent polynomial over
permutations An(t) :=
∑
σ∈Sn
tdes(σ), where des(σ) := |{i ∈ [n − 1] : σi > σi+1}|. The
signless Stirling numbers of the first kind count permutations by their number of left-to-right
maxima, namely
(x)n := x(x+ 1) · · · (x+ n− 1) =
∑
σ∈Sn
xlmax(σ),
where lmax(σ) := |{i ∈ [n] : σi > σj for all j < i}|. Therefore, each statistic whose distri-
bution gives An(t) (resp. (x)n) can be called an Eulerian statistic (resp. a Stirling statistic).
So des is an Eulerian statistic and lmax, lmin, rmax are all Stirling statistics over permuta-
tions, where lmin and rmax are the numbers of left-to-right minima and right-to-left maxima,
respectively. Since Lehmer code Θ transforms the quadruple (des, lmax, lmin, rmax) on Sn
to (asc, zero,max, rmin) on In, asc is an Eulerian statistic while zero,max, rmin are all Stir-
ling statistics over inversion sequences. Interestingly, Dumont [7] showed that rep is also an
Eulerian statistic over inversion sequences.
A sequence s ∈ In is called an ascent sequence if for all 2 ≤ i ≤ n, si satisfies
si ≤ asc(s1, s2, . . . , si−1) + 1.
As shown by Bousquet-Mélou–Claesson–Dukes–Kitaev [2], ascent sequences can be used to
encode unlabeled (2+ 2)-free posets (isomorphic to interval orders by the work of Fish-
burn [8,9]). Both objects are proved to be enumerated by the Fishburn numbers, appearing
as the sequence A022493 in the OEIS [20] with the elegant generating function
(1.1)
∑
m≥1
m∏
i=1
(1− (1− t)i) = t+ 2t2 + 5t3 + 15t4 + 53t5 + 217t6 + 1014t7 + · · · .
Moreover, under their bijection, the word statistics asc and zero on ascent sequences cor-
respond to the magnitude and the number of minimal elements of (2 + 2)-free posets. In
this paper, any statistic whose distribution over a member of the Fishburn family equals the
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distribution of asc (resp. zero) on ascent sequences is called an Eulerian statistic (resp. a
Stirling statistic). Since the formal power series (1.1) is a non-D-finite series, to show that a
statistic is Eulerian or Stirling in the Fishburn family may still be hard even if its generating
function has been calculated.
Our inspiration to consider the joint distribution of (asc, rep) on ascent sequences stems
from the fact that this pair is symmetric over inversion sequences, that is
(1.2)
∑
s∈In
uasc(s)xrep(s) =
∑
s∈In
urep(s)xasc(s),
which follows from an amazing double Eulerian equidistribution due to Foata [10]:
(1.3)
∑
s∈In
uasc(s)xrep(s) =
∑
π∈Sn
udes(π)xdes(π
−1).
Now a natural question arises: does the symmetry in (1.2) still hold when In is replaced by
its subset An, the set of all ascent sequences of length n? This leads us to the following
bi-symmetric conjecture involving double Euler–Stirling statistics over An.
Conjecture 1. For n ≥ 1, we have the bi-symmetric quadruple equidistribution∑
s∈An
uasc(s)xrep(s)zzero(s)qmax(s) =
∑
s∈An
urep(s)xasc(s)zmax(s)qzero(s).
This conjecture has been verified for n up to 10 by using Maple. At the beginning, it
is hard even to show that rep is Eulerian on ascent sequences. Our first main result is a
formula for the generating function G(t; x, q, u, z) of ascent sequences, counted by the length
(variable t), rep (variable x), max (variable q), asc (variable u) and zero (variable z):
G(t; x, q, u, z) =
∑
n≥1
(∑
s∈An
xrep(s)qmax(s)uasc(s)zzero(s)
)
tn.
Theorem 2. The generating function G(t; x, q, u, z) of ascent sequences is
G(t; x, q, u, z) =
∑
m≥0
zqrxm(1− qr)(1− r)m(x+ u− xu)
[x(1− u) + u(1− qr)(1− r)m][x+ u(1− x)(1− qr)(1− r)m]
×
m−1∏
i=0
1 + (zr − 1)(1− qr)(1− r)i
x+ u(1− x)(1 − qr)(1− r)i
,
where r = t (x+ u− xu).
This formula is obtained by developing a new decomposition of ascent sequences. It may
be possible to prove Conjecture 1 from our formula in Theorem 2 by showing G(t; x, q, u, z) =
G(t; u, z, x, q), although we have not succeeded so far. On the other hand, by setting u =
x = 1 in G(t; x, q, u, z), we get a nice symmetric expression for the generating function of
(zero,max) on ascent sequences.
Corollary 3. The generating function G(t; 1, q, 1, z) of (zero,max) on ascent sequences is
∑
m≥0
qzt
m−1∏
i=0
[1− (1− zt)(1 − qt)(1− t)i].
Consequently, the pair (zero,max) is symmetric on An.
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Remark 1. The q = 1 case of Corollary 3 was first conjectured by Kitaev and Remmel [15],
and then proved independently by Jelínek [11], Levande [17] and Yan [22] via the connection
with Fishburn matrices or Fishburn diagrams. Our proof here is the first direct approach
based only on the decomposition of ascent sequences. The z = 1 case implies that max is a
Stirling statistic on An, proving a conjecture by Dukes and Parviainen [5, Conj. 13].
Our second main result is a combinatorial bijection, combining a recent coding due to
Baril and Vajnovszki [1] and two new bijections involving two subsets of inversion sequences,
on ascent sequences.
Theorem 4. There is a bijection Υ : An → An which transforms the quadruple
(asc, rep, zero,max) to (rep, asc, rmin, zero).
Consequently, (asc, rep) is symmetric on An, rep is a new Eulerian statistic and rmin is a
new Stirling statistic.
The following formulae are immediate consequences of Theorems 2 and 4.
Corollary 5. The pairs (asc, zero) and (rep,max) are equidistributed on An and have the
common generating function:
G(t; 1, 1, u, z) =
∑
m≥0
um
m∏
i=0
1− (1− zt)(1 − t)i
u+ (1− u)(1− zt)(1− t)i
(1.4)
=
∑
m≥0
zt(1 − t)m+1
1− u+ u(1− t)m+1
m−1∏
i=0
(1− (1− zt)(1 − t)i+1).(1.5)
Remark 2. Note that (1.4) was derived by Jelínek via decomposing the primitive Fishburn
matrices [11], while expression (1.5) appears to be new.
For a sequence s ∈ In, we say that s is (2− 1)-avoiding if there exists no i < j such
that si = sj + 1. The (2− 1)-avoiding inversion sequences were used by Claesson and
Linusson [4] to encode the non-2-neighbor-nesting matchings. Denote by Tn the set of all
(2− 1)-avoiding inversion sequences of length n. Levande [17] showed that max is Stirling
on Tn by introducing the Fishburn diagrams. At the end of his paper, he suggested that rep
is an Eulerian statistic over Tn. Our third main result answers his conjecture affirmatively.
Theorem 6. The pair (rep,max) is equidistributed over An and Tn. Consequently,∑
s∈An
uasc(s)zzero(s) =
∑
s∈An
urep(s)zmax(s) =
∑
s∈Tn
urep(s)zmax(s).(1.6)
The rest of this paper is organized as follows. In Section 2, we develop a new decomposition
of ascent sequences and give a proof of Theorem 2. In Section 3, we construct the bijection
Υ for Theorem 4. A generalization of Theorem 6, involving three new marginal statistics on
ascent sequences or (2− 1)-avoiding inversion sequences, is proved in Section 4.
2. A decomposition of ascent sequences
This section is devoted to the proof of Theorem 2. Note that for any ascent sequence, all
its maximal entries must appear exactly in the initial strictly increasing subsequence. This
particular property inspires us to consider the following parameter, which is crucial for our
decomposition of ascent sequences.
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Definition 1. For a sequence s = (s1, . . . , sn) ∈ An with max(s) = p < n, the entry
after the last maximal of s is denoted by ealm(s), that is, ealm(s) = sp+1. For example, if
s = (0, 1, 2, 3, 2, 4), then ealm(s) = 2. For convenience, we set ealm(0, 1, . . . , n− 1) = 0.
Let A be the set of all ascent sequences. Denote by |s| the length of a sequence s. Clearly,
we have ∑
s∈A
|s|=max(s)
t|s|xrep(s)qmax(s)uasc(s)zzero(s) =
∑
n≥1
(qt)n un−1z =
qtz
1− qtu
.
Let us introduce
F (t; x, q, w, u, z) :=
∑
s∈A
|s|>max(s)
t|s|xrep(s)qmax(s)wealm(s)uasc(s)zzero(s),
G(t; x, q, w, u, z) := qtz(1 − qtu)−1 + F (t; x, q, w, u, z)
and
ap(t; x, w, u, z) := [q
p]F (t; x, q, w, u, z).
We will establish a functional equation for F (t; x, q, w, u, z) by dividing the set A′ := {s ∈
A : |s| > max(s)} into the following disjoint subsets:
S1 := {s ∈ A
′ : |s| = max(s) + 1},
S2 := {s ∈ A
′ \ S1 : smax(s)+1 ≥ smax(s)+2},
S3 := {s ∈ A
′ \ S1 : smax(s)+1 < smax(s)+2,max(s) /∈ {si : max(s) + 2 ≤ i ≤ |s|}},
S4 := {s ∈ A
′ \ S1 : smax(s)+1 < smax(s)+2,max(s) ∈ {si : max(s) + 2 ≤ i ≤ |s|}}.
The main idea is to reduce the counting of ascent sequences to those either with smaller
length or with longer initial strictly increasing subsequence. In the following, we deal with
each of the above subsets separately.
Lemma 7. The generating function for S1 is∑
s∈S1
t|s|xrep(s)qmax(s)wealm(s)uasc(s)zzero(s) =
qxzt2(z + qtuw − qtuzw)
(1− qtu)(1− qtuw)
.(2.1)
Proof. We assume that max(s) = p. If |s| = max(s) + 1, then the ascent sequence s must be
(0, 1, 2, . . . , p− 1, i), where 0 ≤ i = ealm(s) < p. Consequently, the left-hand-side of (2.1) is
equal to
∞∑
p=1
tp+1xqpw0up−1z2 +
∞∑
p=2
tp+1xqp
(
p−1∑
i=1
wi
)
up−1z =
qxzt2(z + qtuw − qtuzw)
(1− qtu)(1− qtuw)
,
as desired. 
Lemma 8. The generating function for S2 is
(2.2)
∑
s∈S2
t|s|xrep(s)qmax(s)wealm(s)uasc(s)zzero(s)
=
tx
1− w
(F (t; x, q, w, u, z)− F (t; x, qw, 1, u, z)) + tx(z − 1)F (t; x, q, 0, u, z).
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Proof. Any sequence s ∈ S2 ∩An with max(s) = p and ealm(s) = i has the form
s = (0, 1, . . . , p− 1, i, j, sp+3, . . . , sn)
for some j ≤ i ≤ p− 1. By removing i from s we obtain
sˆ = (0, 1, . . . , p− 1, j, sp+3, . . . , sn).
Clearly, the mapping s 7→ (sˆ, i) is a bijection between
{s ∈ S2 ∩An : ealm(s) = i} and {(s, i) : s ∈ An−1 ∩A
′, ealm(s) ≤ i ≤ max(s)− 1}
such that
asc(s) = asc(sˆ), rep(s) = rep(sˆ) + 1,max(s) = max(sˆ), zero(s) = zero(sˆ) + χ(i = 0).
Here χ(S) equals 1, if the statement S is true; and 0, otherwise.
Recall that ap(t; x, w, u, z) is the coefficient of q
p in F (t; x, q, w, u, z). By the above bijec-
tion, in order to derive the coefficient of qp in the left-hand-side of (2.2), we need to do the
substitution
wj →
p−1∑
i=j
wi =
wj
1− w
−
wp
1− w
for 1 ≤ j < p
and
w0 → z +
p−1∑
i=1
wi =
1− wp
1− w
+ (z − 1)
in the generating function (tx)ap(t; x, w, u, z). After multiplying q
p and summing over all p,
we get the generating function for S2:
∞∑
p=1
qptx
1− w
ap(t; x, w, u, z)−
∞∑
p=1
qptx
1− w
ap(t; x, 1, u, z)w
p +
∞∑
p=1
tx(z − 1)ap(t; x, 0, u, z)q
p
=
tx
1− w
F (t; x, q, w, u, z)−
tx
1− w
F (t; x, qw, 1, u, z) + tx(z − 1)F (t; x, q, 0, u, z),
as desired. 
Lemma 9. The generating function for S3 is∑
s∈S3
t|s|xrep(s)qmax(s)wealm(s)uasc(s)zzero(s)(2.3)
= tux
(
w + z − wz
1− w
)
F (t; x, q, 1, u, z)−
tux
1− w
F (t; x, q, w, u, z)
− tux(z − 1)F (t; x, q, 0, u, z).
Proof. Any sequence s ∈ S3 ∩An with max(s) = p and ealm(s) = i has the form
s = (0, 1, . . . , p− 1, i, j, sp+3, . . . , sn)
for some i < j < p and p does not appear in (j, sp+3, . . . , sn). Construct sˆ
′ as
sˆ′ = (0, 1, . . . , p− 1, j, s′p+3, . . . , s
′
n),
where s′k = sk − χ(sk > p) for k ≥ p + 3. It can be checked routinely that the mapping
s 7→ (sˆ′, i) establishes a bijection between
{s ∈ S3 ∩An : ealm(s) = i} and {(s, i) : s ∈ An−1, i < ealm(s)}
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satisfying asc(s) = asc(sˆ′)+1, rep(s) = rep(sˆ′)+1, max(s) = max(sˆ′) and zero(s) = zero(sˆ′)+
χ(i = 0).
In terms of the generating function, we have to do the substitution
wj → z + w + · · ·+ wj−1 =
1− wj
1− w
+ (z − 1) for 1 ≤ j < p
and w0 → 0 in (tux)ap(t; x, w, u, z). After multiplying q
p and summing over all p, we obtain
the generating function for S3:
∞∑
p=1
qptux
1− w
(ap(t; x, 1, u, z)− ap(t; x, w, u, z))
+
∞∑
p=1
tux(z − 1)(ap(t; x, 1, u, z)− ap(t; x, 0, u, z))q
p
= tux
(
w + z − wz
1− w
)
F (t; x, q, 1, u, z)
−
tux
1− w
F (t; x, q, w, u, z)− tux(z − 1)F (t; x, q, 0, u, z),
as desired. 
The case for S4 is a bit intricate. Let P be the set of all sequences s ∈ A such that the
integer max(s)−1 appears exactly once in s. We treat the subset S4 in the next two lemmas,
which are also useful in proving Theorem 6.
Lemma 10. There is a bijection φ : An ∩ P → An−1 that transforms the quintuple
(asc, rep, ealm,max, zero) to (asc+ 1, rep, ealm,max+ 1, zero).
Proof. Set φ(0, 1, . . . , n−1) = (0, 1, . . . , n−2). Any sequence s ∈ (An∩P)\{(0, 1, . . . , n−1)}
with max(s) = p+ 1 and ealm(s) = i has the form
s = (0, 1, . . . , p− 1, p, i, sp+3, . . . , sn),
where p does not appear in (i, sp+3, . . . , sn). Define
φ(s) = (0, 1, . . . , p− 1, i, s′p+3, . . . , s
′
n),
where s′k = sk − χ(sk > p) for k ≥ p + 3. It is easy to check that φ is a bijection with the
desired properties. 
Lemma 11. Let Pc = A \ P. There is a bijection
ξ : {s ∈ An ∩ S4 : ealm(s) = i} → {(s, i) : s ∈ An ∩ P
c, i < ealm(s)}
such that if ξ(s) = (s∗, i), then asc(s) = asc(s∗), rep(s) = rep(s∗), max(s) = max(s∗)− 1 and
zero(s) = zero(s∗) + χ(i = 0). Furthermore, the generating function for S4 is∑
s∈S4
t|s|xrep(s)qmax(s)wealm(s)uasc(s)zzero(s)(2.4)
=
(1− qut)(w + z − wz)
q(1− w)
F (t; x, q, 1, u, z)−
1− qut
q(1− w)
F (t; x, q, w, u, z)
−
(
1
q
− ut
)
(z − 1)F (t; x, q, 0, u, z).
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Proof. Any sequence s ∈ An ∩ S4 with max(s) = p and ealm(s) = i has the form
s = (0, 1, 2, . . . , p− 1, i, j, sp+3, . . . , sn)
where i < j ≤ p and the subsequence (j, sp+3, . . . , sn) contains p. Define ξ(s) = (s
∗, i), where
s∗ := (0, 1, 2, . . . , p− 1, p, j, sp+3, . . . , sn) ∈ An ∩ P
c.
It is easy to verify that ξ is reversible and has the required properties.
Since Pc = A \ P, it follows from Lemma 10 that the length generating function for
{s ∈ Pc : max(s) = p+ 1} by the weight (rep, ealm, asc, zero) is
(2.5) ap+1(t; x, w, u, z)− (tu)ap(t; x, w, u, z).
In view of the bijection ξ, in order to get the coefficient of qp in the left-hand-side of (2.4),
we need to do the substitution
wj → z + w + · · ·+ wj−1 =
1− wj
1− w
+ (z − 1) for 1 ≤ j ≤ p
and w0 → 0 in (2.5). After multiplying qp and summing over all p, we get the generating
function for S4:
∞∑
p=1
[
ap+1(t; x, 1, u, z)
1− w
−
ap+1(t; x, w, u, z)
1− w
+ (z − 1)(ap+1(t; x, 1, u, z)− ap+1(t; x, 0, u, z))
]
qp
−
∞∑
p=1
[
utap(t; x, 1, u, z)
1− w
−
utap(t; x, w, u, z)
1− w
+ ut(z − 1)(ap(t; x, 1, u, z)− ap(t; x, 0, u, z))
]
qp
=
(1− qut)(w + z − wz)
q(1− w)
F (t; x, q, 1, u, z)−
1− qut
q(1− w)
F (t; x, q, w, u, z)
−
(
1
q
− ut
)
(z − 1)F (t; x, q, 0, u, z),
as desired. 
We are now in a position to complete the proof of Theorem 2. Combining equalities (2.1),
(2.2), (2.3) and (2.4) we find that(
1−
qt(x+ u− ux)− 1
q(1− w)
)
F (t; x, q, w, u, z) =
qxzt2(z + qtuw − qtuzw)
(1− qtu)(1− qtuw)
−
tx
1− w
F (t; x, qw, 1, u, z)
+ (z − 1)(t(x+ u− xu)− q−1)F (t; x, q, 0, u, z)
+
w + z − wz
1− w
(uxt+ q−1 − ut)F (t; x, q, 1, u, z),
which is equivalent to(
1−
qt(x+ u− ux)− 1
q(1− w)
)
G(t; x, q, w, u, z) =
zqt
1− qtu
−
tx
1− w
G(t; x, qw, 1, u, z)
+ (z − 1)(t(x+ u− xu)− q−1)G(t; x, q, 0, u, z)
+
w + z − wz
1− w
(uxt + q−1 − ut)G(t; x, q, 1, u, z).(2.6)
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By setting w = 0 and r = t(x+ u− xu), we find that(
1− r + q−1
)
G(t; x, q, 0, u, z) =
zqt
1− qtu
+ (z − 1)(r − q−1)G(t; x, q, 0, u, z)
+ z(uxt + q−1 − ut)G(t; x, q, 1, u, z),
which leads to
G(t; x, q, 0, u, z) =
zqt
(1− qtu)(1− zr + zq−1)
+
ztx − zr + zq−1
1− zr + zq−1
G(t; x, q, 1, u, z).(2.7)
Plugging (2.7) into (2.6) we get(
1−
qr − 1
q(1− w)
)
G(t; x, q, w, u, z) =
zqt
(1− qtu)
(1− r + q−1)
(1− zr + zq−1)
−
tx
1− w
G(t; x, qw, 1, u, z)
+
(
w + z − wz
1− w
+
z(z − 1)(qr − 1)
q − qzr + z
)
(tx− r + q−1)G(t; x, q, 1, u, z).
We use the kernel method to solve this equation. We set w = 1 + q−1 − r to make the
left-hand-side become zero and as a result it can be further simplified into
G(t; x, q, 1, u, z) =
zt
(1− qtu)
1− qr
(tx− r + q−1)
+
tx
(tx− r + q−1)
1− zr + zq−1
1− r + q−1
G(t; x, qw, 1, u, z).
Next we define δm = r
−1− r−1(1− qr)(1− r)m and clearly δ1 = q+1− qr. We further define
that
µm =
z(1 − qr)(1− r)m(x+ u− xu)[1− (1− qr)(1− r)m]
[x(1− u) + u(1− qr)(1− r)m][x+ u(1− x)(1 − qr)(1− r)m]
,
νm =
x[1 − (1− qr)(1− r)m]
[x+ u(1− x)(1− qr)(1− r)m]
[1 + (zr − 1)(1− qr)(1− r)m]
[1− (1− qr)(1− r)m+1]
.
By iterating the previous equation, we have
G(t; x, q, 1, u, z) =
n∑
m=0
µm
m−1∏
i=0
νi +
n∏
i=0
νiG(t; x, δm+1, 1, u, z).
Consequently, as a power series in t, we conclude that G(t; x, q, 1, u, z) =
∑∞
m=0 µm
∏m−1
i=0 νi,
which is
G(t; x, q, 1, u, z) =
∞∑
m=0
xmz(1 − qr)(1− r)m(x+ u− xu)[1− (1− qr)(1− r)m]
[x(1− u) + u(1− qr)(1− r)m][x+ u(1− x)(1 − qr)(1− r)m]
×
m−1∏
i=0
[1− (1− qr)(1− r)i]
[x+ u(1− x)(1− qr)(1− r)i]
[1 + (zr − 1)(1− qr)(1− r)i]
[1− (1− qr)(1− r)i+1]
=
∞∑
m=0
zqrxm(1− qr)(1− r)m(x+ u− xu)
[x(1− u) + u(1− qr)(1− r)m][x+ u(1− x)(1 − qr)(1− r)m]
×
m−1∏
i=0
1 + (zr − 1)(1− qr)(1− r)i
x+ u(1− x)(1− qr)(1− r)i
,
where r = t (x+ u− xu). The proof of Theorem 2 is complete.
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3. The construction of Υ
Recently, restricted versions of Foata’s double Eulerian equidistribution (1.3) have been
found by Kim and Lin [14,19] for restricted permutations enumerated by the Schröder num-
bers and the Euler numbers. In this section, we will prove two restricted versions of (1.3) for
the Fishburn numbers involving two families of permutations avoiding generalized patterns
(known as bivincular patterns) introduced in [2].
We say that a permutation π ∈ Sn contains the pattern if there is a subsequence
πiπi+1πj of π satisfying that πi − 1 = πj and πi < πi+1, otherwise we say that π avoids
the pattern . For example, the permutation 13542 contains the pattern , while the
permutation 31524 avoids it. Let Sn( ) be the set of ( )-avoiding permutations in Sn.
It was shown in [2] that Sn( ) is in bijection with An and thus is enumerated by the n-th
Fishburn number.
Let us recall some set-valued statistics on permutations and inversion sequences introduced
in [1,19]. Let π ∈ Sn be a permutation. Define the positions of descents and inverse descents
of π by
DES(π) := {i ∈ [n− 1] : πi > πi+1} and
IDES(π) := {2 ≤ i ≤ n : πi + 1 appears to the left of πi}.
The positions of left-to-right maxima of π is LMAX(π) := {i ∈ [n] : πi > πj for all 1 ≤ j < i}.
Similarly, we can define the positions of left-to-right minima LMIN(π) and the positions of
right-to-left maxima RMAX(π) of π. Let s ∈ In be an inversion sequence. The positions of
ascents and the last occurrence of distinct positive entries of s are
ASC(s) := {i ∈ [n− 1] : si < si+1} and
DIST(s) := {2 ≤ i ≤ n : si 6= 0 and si 6= sj for all j > i}.
The positions of zeros in s is ZERO(s) := {i ∈ [n] : si = 0}. The positions of the entries of
s that achieve maximum is MAX(s) := {i ∈ [n] : si = i−1} and the positions of right-to-left
minima of s is RMIN(s) := {i ∈ [n] : si < sj for all j > i}. For convenience, we will use the
convention that if the upper case “ST” is a set-valued statistic, then the lower case “st” is
the corresponding numerical statistic. Our first restricted double Eulerian equidistribution,
involving the above set-valued statistics, is the following.
Theorem 12. There is a bijection Ψ : Sn( )→ An such that for any π ∈ Sn( ),
(DES, IDES,LMIN,LMAX,RMAX)π = (ASC,DIST,MAX,ZERO,RMIN)Ψ(π).
The bijection Ψ will be a combination of a recent coding b : Sn → In due to Baril and
Vajnovszki [1] and a bijection between An and a new subset of In that we introduce below.
For a sequence s ∈ In, define the positions of non-ascents of s by
NASC(s) := {i ∈ [n− 1] : si ≥ si+1} = [n− 1] \ ASC(s).
Consider the set Bn of inversion sequences b = (b1, b2, . . . , bn) ∈ In satisfying the following
properties:
(a) if bi ≥ bi+1 and bi = i− 1, then bj < j − 1 for all j > i;
(b) if bi ≥ bi+1 and bi < i− 1, then i− 1 does not occur in (bi+1, bi+2, . . . , bn).
For example, (0, 0, 0, 2) ∈ B4 but (0, 0, 0, 1) /∈ B4. We aim to describe a map β from Bn to An
in terms of an algorithm, which is similar in nature to the way modified ascent sequences in [2]
were created. Let b ∈ Bn be an input sequence and suppose that NASC(b) = {i1, i2, . . . , ik}
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with i1 > i2 > · · · > ik. Do
for i = i1, i2, . . . , ik:
for j = i+ 1, i+ 2, . . . , n:
if bi < i− 1 and bj > i− 1, then bj := bj − 1
and denote the resulting sequence by β(b).
Example 1. Consider the sequence b = (0, 1, 0, 2, 3, 2, 5, 1, 7) ∈ B9. We have NASC(b) =
{7, 5, 2} and the algorithm computes β(b) in the following steps:
b = 0 1 0 2 3 2 5 1 7
0 1 0 2 3 2 5 1 6
0 1 0 2 3 2 4 1 5
0 1 0 2 3 2 4 1 5 = β(b).
In each step every boldfaced letter is decreased by one.
The property (b) ensures the following fact of the algorithm β.
Fact 1. The relative order of entries in b ∈ Bn and β(b) are the same.
This fact implies the positions of non-ascents in b and β(b) coincide. The above procedure
is easy to invert by the following addition algorithm. Let β(b) = (s1, . . . , sn) be the input
sequence. Do
for i = ik, ik−1 . . . , i1:
for j = i+ 1, i+ 2, . . . , n:
if si < i− 1 and sj ≥ i− 1, then sj := sj + 1.
Thus the map β is injective.
Proposition 13. The map β : Bn → An is a bijection that preserves the quintuple of
set-valued statistics (ASC,DIST,MAX,ZERO,RMIN).
Proof. First we shall prove that the map β is well defined, that is, for any b ∈ Bn we have
β(b) = (s1, s2, . . . , sn) ∈ An. From properties (a) and (b) and the definition of β, we see that
si ≤ i − 1 − nasc(s1, s2, . . . , si) = asc(s1, s2, . . . , si) ≤ asc(s1, s2, . . . , si−1) + 1. This implies
that the resulting sequence β(b) is an ascent sequence.
Recall that we have shown that the map β is injective. In order to show that the map
β is a bijection, it remains to show that β is surjective. For any s ∈ An, we can get
a sequence b = (b1, b2, . . . , bn) by applying the addition algorithm. It is not difficult to
check that the resulting sequence verifies properties (a) and (b). Moreover, we have bi ≤
si + nasc(s1, s2 . . . , si) ≤ asc(s1, s2, . . . , si) + nasc(s1, s2, . . . , si) = i − 1. This yields that
b ∈ Bn, and thus β is a bijection.
Note that for any b ∈ Bn, property (a) ensures that all maximal entries of b must appear
exactly in the initial strictly increasing subsequence. Thus, β preserves the statistic MAX.
It follows from Fact 1 that β also preserves the other four statistics, which completes the
proof. 
Next we give an overview of the permutation code b : Sn → In from [1]. An interval
I = [p, q], p ≤ q, is the set of integers {x : p ≤ x ≤ q}; and a labeled interval is a pair
(I, ℓ) where I is an interval and ℓ is an integer. For a permutation π = π1π2 · · ·πn ∈ Sn
and an integer i, 0 ≤ i < n, the ith slice of π is a sequence of labeled intervals Ui(π) =
(I1, ℓ1), (I2, ℓ2), . . . , (Ik, ℓk) constructed recursively by the following procedure.
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Set U0(π) = ([0, n], 0). Assume that Ui−1(π) = (I1, ℓ1), (I2, ℓ2), . . . , (Ik, ℓk) has been defined
for some 1 ≤ i < n and πi ∈ Iv. Below is a procedure to determine Ui(π) from Ui−1(π)
according to four possible cases:
• If min(Iv) < πi < max(Iv), then Ui(π) equals
(I1, ℓ1), . . . , (Iv−1, ℓv−1), (H, ℓv), (J, ℓv+1), (Iv+1, ℓv+2), . . . , (Ik−1, ℓk), (Ik, ℓk + 1),
where H = [πi + 1, max(Iv)] and J = [min(Iv), πi − 1].
• If min(Iv) < πi = max(Iv), then Ui(π) equals
(I1, ℓ1), . . . , (Iv−1, ℓv−1), (J, ℓv+1), (Iv+1, ℓv+2), . . . , (Ik−1, ℓk), (Ik, ℓk + 1),
where J = [min(Iv), πi − 1].
• If min(Iv) = πi < max(Iv), then Ui(π) equals
(I1, ℓ1), . . . , (Iv−1, ℓv−1), (H, ℓv)(Iv+1, ℓv+1), . . . , (Ik−1, ℓk−1), (Ik, ℓk + 1),
where H = [πi + 1, max(Iv)].
• If min(Iv) = πi = max(Iv), then Ui(π) equals
(I1, ℓ1), . . . , (Iv−1, ℓv−1), (Iv+1, ℓv+1), . . . , (Ik−1, ℓk−1), (Ik, ℓk + 1).
Now the permutation code b(π) = (b1, b2, . . . , bn) is defined by letting bi = ℓv such that
(Iv, ℓv) is a labeled interval in the (i− 1)-th slice of π with πi ∈ Iv.
Example 2. Let π = 61832547. The process described above gives the slices below.
U0(π) = ([0, 8], 0)
U1(π) = ([7, 8], 0)([0, 5], 1)
U2(π) = ([7, 8], 0)([2, 5], 1)([0, 0], 2)
U3(π) = ([7, 7], 1)([2, 5], 2)([0, 0], 3)
U4(π) = ([7, 7], 1)([4, 5], 2)([2, 2], 3)([0, 0], 4)
U5(π) = ([7, 7], 1)([4, 5], 2)([0, 0], 5)
U6(π) = ([7, 7], 1)([4, 4], 5)([0, 0], 6)
U7(π) = ([7, 7], 1)([0, 0], 7)
Thus, we have b(π) = (0, 1, 0, 2, 3, 2, 5, 1).
The permutation code b constructed above proves a different set-valued extension of
Foata’s double Eulerian equidistribution.
Theorem 14. (Baril and Vajnovszki [1]) The code b : Sn → In is a bijection such that for
any π ∈ Sn,
(DES, IDES,LMIN,LMAX,RMAX)π = (ASC,DIST,MAX,ZERO,RMIN)b(π).
Lemma 15. The permutation code b induces a bijection between Sn( ) and Bn.
Proof. By Proposition 13, the sets Sn( ) and Bn have the same cardinality. In order to
prove that b induces a bijection between Sn( ) and Bn, it remains to show that for any
π ∈ Sn( ), we have b(π) = (b1, b2, . . . , bn) ∈ Bn. To this end, it suffices to verify that
b(π) has properties (a) and (b). Suppose that (Iv, ℓv) is a labeled interval in the (i − 1)th
slice of π with πi ∈ Iv. Clearly, we have bi = ℓv. Suppose that bi ≥ bi+1. By Theorem 14,
DES(π) = ASC(b(π)) and so πi < πi+1. Since π avoids the pattern , if πi > 1, then the
letter πi− 1 must appear before πi in π and consequently min(Iv) = πi. From the definition
of the i-th slice of π, we see that if bi < i− 1, then the element i− 1 will never occur in the
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suffix bi+1bi+2 . . . bn; and if bi = i − 1, we have bj < j − 1 for all j > i. Thus, the resulting
sequence b(π) has properties (a) and (b), completing the proof. 
Proof of Theorem 12. Let Ψ = β ◦ b. It follows from Proposition 13, Theorem 14 and
Lemma 15 that Ψ is a bijection with the desired properties. 
In order to construct the bijection Υ in Theorem 4, we consider the set Sn( ) of all
( )-avoiding permutations in Sn, where π ∈ Sn avoids the generalized pattern ( ) if
there is no subsequence πiπi+1πj of π satisfying πi < πi+1 = πj+1. For π = π1π2 · · ·πn ∈ Sn,
let πc := (n + 1 − π1)(n + 1 − π2) · · · (n + 1 − πn) be the complement of π. The following
relation is obvious.
Lemma 16. The transformation π 7→ (π−1)c is a bijection between Sn( ) and Sn( )
such that
(des, iasc, lmin, lmax)π = (iasc, des, lmax, rmax)(π−1)c,
where iasc(π) = n− 1− ides(π).
The following is our second restricted double Eulerian equidistribution.
Theorem 17. There is a bijection Φ : Sn( )→ An such that for any π ∈ Sn( ),
(DES, IDES,LMAX,RMAX)π = (ASC,DIST,ZERO,RMIN)Φ(π).
Before we give the proof of Theorem 17, we show how Υ can be constructed by combining
bijections Ψ and Φ.
Proof of Theorem 4. For each s ∈ An, define Υ(s) = Φ((π
−1)c), where π = Ψ−1(s). It
then follows from Theorem 12, Lemma 16 and Theorem 17 that
(asc, rep,max, zero)s = (des, iasc, lmin, lmax)π
= (iasc, des, lmax, rmax)(π−1)c
= (rep, asc, zero, rmin)Υ(s),
as desired. 
We continue to prove Theorem 17. Denote by Cn the set of sequences (c1, c2, . . . , cn) ∈ In
with the property that
(c) if ci ≥ ci+1, then i does not occur in (ci+1, ci+2, . . . , cn).
For example, we have C3 = {(0, 0, 0), (0, 0, 2), (0, 1, 0), (0, 1, 1), (0, 1, 2)}. Next we aim to
describe a map γ from Cn to An in terms of an algorithm. Let c = (c1, c2, . . . , cn) ∈ Cn be
the input sequence and suppose that NASC(c) = {i1, i2, . . . , ik} with i1 > i2 > · · · > ik. Do
for i = i1, . . . , ik:
for j = i+ 1, i+ 2, . . . , n:
if cj > i, then cj := cj − 1
and denote the resulting sequence by γ(c).
The property (c) ensures the following fact of the algorithm γ.
Fact 2. The relative order of entries in c ∈ Cn and γ(c) are the same.
This fact implies that the positions of non-ascents in c and γ(c) coincide. So the above
procedure is easy to invert by the following addition algorithm. Let γ(c) = (s1, . . . , sn) be
the input sequence. Do
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for i = ik, ik−1 . . . , i1:
for j = i+ 1, i+ 2, . . . , n:
if sj ≥ i, then sj := sj + 1.
Thus, the map γ is injective. By similar arguments as in the proof of Proposition 13, we can
verify the following result.
Proposition 18. The map γ : Cn → An is a bijection which preserves the quadruple of
set-valued statistics (ASC,DIST,ZERO,RMIN).
Proof. First we shall prove that the map γ is well defined, that is, for any c ∈ Cn we
have γ(c) = (s1, s2, . . . , sn) ∈ An. From the definition of γ, we see that si ≤ i − 1 −
nasc(s1s2 . . . si) = asc(s1s2 . . . si) ≤ asc(s1s2 . . . si−1) + 1. This implies that the resulting
sequence γ(c) is an ascent sequence.
Recall that we have shown that the map γ is injective. In order to show that the map
γ is a bijection, it remains to show that γ is surjective. For any s ∈ An, we can get a
sequence c = (c1, c2, . . . , cn) by applying the addition algorithm. We have to check that the
resulting sequence has property (c), that is, if si ≥ si+1 (equivalently ci ≥ ci+1), then i does
not appear in ci+1ci+2 · · · cn. This is true by the addition algorithm. Moreover, we have
ci ≤ si+ nasc(s1, s2 . . . , si) ≤ asc(s1, s2, . . . , si) + nasc(s1, s2, . . . , si) = i− 1. This yields that
c ∈ Cn, and thus γ is a bijection.
If follows from Fact 2 that the quadruple (ASC,DIST,ZERO,RMIN) is preserved under
γ, which completes the proof. 
It should be noted that γ does not preserve the statistic MAX.
Lemma 19. The permutation code b induces a bijection between Sn( ) and Cn.
Proof. In view of Proposition 18 and Lemma 16, the sets Sn( ) and Cn have the same
cardinality. So it remains to show that for any π ∈ Sn( ), we have b(π) = (c1, c2, . . . , cn) ∈
Cn. If ci ≥ ci+1, then by Theorem 14 we have πi < πi+1. Since π avoids the pattern ( ), the
letter πi+1 − 1 must appear in π before πi+1. This means that if (Iv, ℓv) is a labeled interval
in the i-th slice of π with πi+1 ∈ Iv, then πi+1 = min(Iv). By the construction of b(π), the
label of the interval containing 0 in the i-th slice, which is i, will disappear in all slices after
the i-th slice. This shows that i will not appear in (ci+1, ci+2, . . . , cn), which completes the
proof. 
Proof of Theorem 17. Let Φ = γ ◦ b. It follows from Proposition 18, Theorem 14 and
Lemma 19 that Φ is a bijection with the desired properties. 
4. A generalization of Theorem 6
The purpose of this section is to prove a generalization of Theorem 6 with two new marginal
statistics, that we introduce below, corresponding to ealm on ascent sequences. For the sake
of convenience, we index the maximals/zeros from left to right starting from 0 (rather than
from 1).
Definition 2. Let s ∈ Tn \ {(0, 1, . . . , n− 1)}. Suppose that for 0 ≤ i ≤ max(s)− 1, the i-th
maximal of s is located at the ki-th position, that is, ski = ki − 1. Define
mpair(s) = max{0 ≤ i ≤ max(s)− 1 : ski+1 = ski}.
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For example, if s = (0, 0, 2, 2, 0, 5, 5, 3), then max(s) = 3, k0 = 1, k1 = 3, k2 = 6 and
consequently mpair(s) = 2. It is clear that mpair(s) exists for all (2− 1)-avoiding inversion
sequences s 6= (0, 1, 2, . . . , |s| − 1).
Definition 3. Let s ∈ An \ {(0, 0, . . . , 0)}. Suppose that for 0 ≤ i ≤ zero(s) − 1, the i-th
zero of s is located at the ki-th position, that is, ski = 0. Define
zpair(s) = max{0 ≤ i ≤ zero(s)− 1 : ski+1 = 1}.
For example, if s = (0, 0, 1, 1, 2, 0, 1, 0), then zero(s) = 4 and zpair(s) = 2. It is clear that
zpair(s) exists for all ascent sequences s 6= (0, 0, . . . , 0).
The following is our generalization of Theorem 6, involving the marginal statistics zpair,
ealm and mpair.
Theorem 20. For n ≥ 1, we have
(4.1)
∑
s∈Tn
urep(s)zmax(s)wmpair(s) =
∑
s∈An
urep(s)zmax(s)wealm(s) =
∑
s∈An
uasc(s)zzero(s)wzpair(s),
where we set mpair(0, 1, . . . , n− 1) = ealm(0, 1, . . . , n− 1) = zpair(0, 0, . . . , 0) = 0.
Remark 3. We cannot establish the second equality of (4.1) via the approach in Section 3.
The rest of this section is devoted to a bijective proof, that makes inductive sense, of
Theorem 20.
4.1. The structure of (2− 1)-avoiding inversion sequences. Before we prove the first
equality of (4.1), we need to show some auxiliary lemmas.
Lemma 21. For any 0 ≤ j ≤ p− 1, it holds that
|{s ∈ An ∩ (S1 ∪ S2 ∪ S3) : ealm(s) = j, rep(s) = k,max(s) = p}|
= |{s ∈ An−1 : rep(s) = k − 1,max(s) = p}|.
Proof. For each 0 ≤ j ≤ p− 1, let
Aj = {s ∈ An ∩ (S1 ∪ S2 ∪ S3) : ealm(s) = j, rep(s) = k,max(s) = p}.
We aim to show that |Ai| = |Ai+1| for any 0 ≤ i < p − 1. To this end, we construct a
one-to-one correspondence between the sets Ai and Ai+1.
For any s ∈ Ai, we replace i by i + 1 on the (p + 1)-th position. If sp+2 = i + 1, then
we further replace entries d by d − 1 whenever d > p. This yields an ascent sequence s∗
from Ai+1. It is evident that this transformation is reversible, that is, for any s
∗ ∈ Ai+1, we
replace i+1 by i on the (p+1)-th position. If s∗p+2 = i+1, then we further replace d by d+1
whenever d ≥ p. In consequence, |Ai| = |Ai+1| for all 0 ≤ i < p− 1, hence |Ai| = |Ap−1| for
all 0 ≤ i < p. It remains to count |Ap−1|. Removing the (p + 1)-th entries of all sequences
from Ap−1 yields all ascent sequences s ∈ An−1 such that rep(s) = k − 1 and max(s) = p.
Hence the proof is complete. 
Let F be the set of (2− 1)-avoiding inversion sequences s such that mpair(s) < max(s)−1
and the (mpair(s) + 1)-th maximal is either the last entry or followed immediately by a
maximal.
Lemma 22. There is a bijection ψ : Tn ∩ F → Tn−1 such that max(ψ(s)) = max(s) − 1,
rep(ψ(s)) = rep(s) and mpair(ψ(s)) = mpair(s).
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Proof. For any s ∈ Tn∩F with mpair(s) = j, if the (j+1)-th maximal is the last entry, then
we simply remove it from s; otherwise, let x be the (j +2)-th maximal of s, then we remove
the (j + 2)-th maximal x from s and for all i ≥ x, we replace i by i − 1. In both cases, we
are led to a sequence s∗ = ψ(s) ∈ Tn−1 such that rep(s
∗) = rep(s), max(s∗) = max(s)−1 and
mpair(s) = mpair(s∗). It is easily seen that ψ is a bijection. 
Next we introduce mpos(s) in order to divide the set of all (2− 1)-avoiding inversion
sequences into two disjoint subsets.
Definition 4. Let s be a (2− 1)-avoiding inversion sequence such that max(s) = p and
mpair(s) = j (0 ≤ j < p). Suppose that for 0 ≤ i ≤ p− 1, the i-th maximal of s is located
at the ki-th position. We call each position ℓ, ℓ ≥ kj + 2 and sℓ = ℓ− 2, a critical maximal
position of s and define
• mpos(s) = m+1 if m is the maximal integer such that the leftmost critical maximal
position is greater than km;
• mpos(s) = 0 if s has no critical maximal positions.
For example, mpos(0, 0, 2, 2, 0, 2, 5) = 2 (as the sequence contains only one critical maximal
position at 7) and mpos(0, 0, 2, 2, 0, 2, 4) = 0.
Let T be the set of all (2− 1)-avoiding inversion sequences. We divide the set T ′ := {s ∈
T : |s| > max(s)} into the following disjoint subsets:
J1 := {s ∈ T
′ : mpos(s) = 0} and J2 := {s ∈ T
′ : mpos(s) 6= 0}.
Lemma 23. For any 0 ≤ j ≤ p− 1, it holds that
|{s ∈ Tn ∩ J1 : mpair(s) = j, rep(s) = k,max(s) = p}|
= |{s ∈ Tn−1 : rep(s) = k − 1,max(s) = p}|.
Proof. For every 0 ≤ j ≤ p− 1, let
Cj = {s ∈ Tn ∩ J1 : mpair(s) = j, rep(s) = k,max(s) = p}.
We aim to show that |Ci| = |Ci+1| for each 0 ≤ i < p − 1. To this end, we construct a
one-to-one correspondence between the set Ci and the set Ci+1. For any s ∈ Ci, let xℓ be the
ℓ-th maximal of s and let y be the entry (if any) that is right after the (i + 1)-th maximal
xi+1 of s. We distinguish two cases.
If s ∈ Ci ∩ (T \ F), then by definition y must exist in s and y ≤ xi+1 − 2. The sequence
s∗ is constructed from s as follows: remove the integer that is right after the i-th maximal
xi of s, replace y by xi+1 and insert y right before the (i+ 1)-th maximal xi+1; see Fig. 4.1.
i-th max
xixi
s:
xi+1
xi
s
∗
:
y
i-th max
xi+1
y xi+1
Figure 4.1. The bijection between the sets Ci and Ci+1 if y ≤ xi+1−2, where
all maximal elements are marked with squares.
If s ∈ Ci ∩ F , then by definition, either y = xi+2 = xi+1 + 1 or xi+1 is the last entry of s.
The construction of s∗ from s is given as follows: remove the (i+1)-th maximal xi+1, replace
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(entries) d by d′ = d+ 1 if xi ≤ d ≤ xi+1 − 1, insert xi right before the leftmost x
′
i = xi + 1;
see Fig. 4.2.
i-th max
xixis:
xi+1
xi
s∗:
y
y
x
′
i x
′
i
(i+ 1)-th max
i-th max
xixi xi+1
xi
or
x
′
i x
′
i
(i+ 1)-th max
or
d′ = d+ 1 if xi ≤ d ≤ xi+1 − 1,
d′ = d otherwise.
Figure 4.2. The bijection between the sets Ci and Ci+1 when y = xi+2 or
xi+1 is the last entry of s, where maximal elements are marked with squares.
In both cases the construction s 7→ s∗ leads to (notice that s ∈ J1)
rep(s) = rep(s∗), mpos(s) = mpos(s∗) = 0,
max(s) = max(s∗), mpair(s) = mpair(s∗)− 1.
In consequence, s∗ ∈ Ci+1. The map s 7→ s
∗ is reversible, because for any s∗ ∈ Ci+1, if
the (i+ 1)-th maximal follows immediately after the i-th maximal, then s∗ must come from
the construction shown in Fig. 4.2; otherwise s∗ must come from the construction shown in
Fig. 4.1. It follows that s 7→ s∗ is a bijection and |Ci| = |Ci+1| for each 0 ≤ i < p − 1.
Hence |Ci| = |Cp−1| for all 0 ≤ i < p. It remains to count the number |Cp−1|. Removing
the (p − 1)-th maximals of all sequences in Cp−1 yields all sequences s ∈ Tn−1 such that
rep(s) = k − 1 and max(s) = p, which completes the proof. 
The following is our main bijection for Tn, which consists of a series of fundamental
transformations. The parameter mpos plays an important role in our construction.
Lemma 24. Let F c = T \ F . There is a bijection
ϑ : {(s, i) : s ∈ Tn ∩ F
c, i < mpair(s)} → {s ∈ Tn ∩ J2 : mpair(s) = i}
such that if ϑ(s, i) = sˆ, then rep(sˆ) = rep(s) and max(sˆ) = max(s)− 1.
Proof. Let s ∈ Tn ∩ F
c be a sequence with mpair(s) = j and max(s) = p + 1. Let xℓ be
the ℓ-th maximal of s, then either the (j + 1)-th maximal xj+1 is followed by an integer y
such that y ≤ xj+1 − 2, or xj is the last maximal, i.e., j = p. For every pair (s, i) where
0 ≤ i < j ≤ p, we start with constructing a new sequence sˆ(1) from the pair (s, j − 1). The
sequence sˆ(1) is constructed from s by the following step M0 (see Fig. 4.3):
• remove the j-th maximal xj ;
• insert xj−1 right after the (j − 1)-th maximal xj−1.
To be precise, let kℓ be the position of the ℓ-th (0 ≤ ℓ ≤ p) maximal of s. Then by the above
construction, the leftmost critical maximal position of sˆ(1) is kj + 1. Hence sˆ
(1) ∈ Tn ∩ J2
with
mpair(sˆ(1)) = j − 1 = mpair(s)− 1, max(sˆ(1)) = p = max(s)− 1,
mpos(sˆ(1)) = j = mpair(s), rep(sˆ(1)) = rep(s).
If i = j − 1, we stop and set sˆ = ϑ(s, j − 1) = sˆ(1); otherwise i < j − 1, and we continue
with the pair (sˆ(1), j − 2). We need to distinguish two cases.
If kj−2 + 1 = kj−1, then the sequence sˆ
(2) is constructed from sˆ(1) by the following step
M1 (see Fig. 4.4). If xj−1 is not the last maximal of sˆ
(1), let x be the j-th maximal of sˆ(1),
that is, x = xj+1 in Fig. 4.3, then
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j-th
xj−1 xj xj
max
xj−1 xj
xj−1
s:
sˆ
(1)
:
xj+1 y
xj+1 y
j-thmax(j − 1)-th max
or
or
j-th
xj−1 xj xj
max
xj−1 xj
xj−1
(j − 1)-th max
Figure 4.3. The bijection from the pair (s, j − 1) to sˆ(1) where y ≤ xj+1 − 2
or xj is the last maximal of s. The maximal elements are marked with squares.
• remove the (j − 1)-th maximal xj−1;
• replace d by d′ = d− 1 if xj−1 ≤ d < x;
• insert (x− 1) right before the leftmost x;
otherwise xj−1 is the last maximal, then
• remove the (j − 1)-th maximal xj−1;
• replace d by d′ = d− 1 if d ≥ xj−1;
• insert a new maximal as the last entry.
xj−1 xj
xj−1
sˆ
(1)
:
x
xj−2
xj−2 x
′
j
sˆ
(2)
:
xj−2 x–1
or
xj−2 x
′
j
xj−2
or
xj−1 xj
xj−1
xj−2
last max
d
′ = d− 1 if xj−1 ≤ d < x;
d
′ = d otherwise.
y
y
′
x
Figure 4.4. The map sˆ(1) 7→ sˆ(2) when kj−2 + 1 = kj−1 and the maximal
elements are marked with squares.
In both cases xj ≥ xj−1 + 1, so x
′
j = xj − 1 and it can be easily seen that kj is the leftmost
critical maximal position of sˆ(2). Furthermore, one can check that sˆ(2) ∈ Tn ∩ J2 with
mpair(sˆ(2)) = j − 2 = mpair(s)− 2, max(sˆ(2)) = max(s)− 1,
mpos(sˆ(2)) = j − 1 = mpair(s)− 1, rep(sˆ(2)) = rep(s).
If kj−2 + 1 < kj−1, then the sequence sˆ
(2) is constructed from sˆ(1) by the following step
M2 (see Fig. 4.5):
• switch the integers on the (kj−1 − 1)-th and the (kj−1 + 1)-th positions;
• remove the leftmost xj−1;
• insert xj−2 right after the leftmost xj−2.
By construction the leftmost critical maximal position of sˆ(2) is still (kj +1). One can easily
check that sˆ(2) ∈ Tn ∩ J2 with
mpair(sˆ(2)) = j − 2 = mpair(s)− 2, max(sˆ(2)) = max(s)− 1,
mpos(sˆ(2)) = j = mpair(s), rep(sˆ(2)) = rep(s).
If i = j − 2, we stop and set sˆ = ϑ(s, j − 2) = sˆ(2); otherwise i < j − 2 and we continue
with pair (sˆ(2), j − 3). If kj−3 + 1 = kj−2, we repeat step M1; otherwise we repeat step M2.
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xj−1 xj
xj−1
sˆ
(1)
:
x
xj−2
or
xj−1 xj
xj−1xj−2
y
∗ ∗
xj−1 xj
sˆ
(2)
:
xj−2
y
∗
xj−2
or
xj−1 xj
xj−2 ∗
xj−2x
Figure 4.5. The map sˆ(1) 7→ sˆ(2) when kj−2 + 1 < kj−1, where ∗ denotes an
integer less than (xj−1−1) and the maximal elements are marked with squares.
We continue this process until we reach i and we set sˆ = ϑ(s, i) = sˆ(j−i) where |sˆ| = |s|,
mpair(sˆ) = i, max(sˆ) = max(s)− 1 and rep(sˆ) = rep(s).
The construction ϑ is reversible. For any sequence sˆ ∈ Tn ∩ J2 with mpair(sˆ) = i, if
sˆ ∈ F , then sˆ is produced from step M1; otherwise if sˆ ∈ F
c and mpos(sˆ) = i+ 1, then sˆ is
produced from step M0. If sˆ ∈ F
c and mpos(sˆ) 6= i+ 1, then sˆ is produced from step M2.
This implies that ϑ is recursively reversible, and therefore ϑ is a bijection. Hence the proof
is complete. 
Example 3. For s = (0, 0, 0, 3, 4, 5, 5, 7, 1, 5) ∈ T10 ∩ F
c with mpair(s) = 3 and i = 0,
under the bijection ϑ we obtain that sˆ(1) = ϑ(s, 2) = (0, 0, 0, 3, 4, 4, 5, 7, 1, 5), sˆ(2) = ϑ(s, 1) =
(0, 0, 0, 3, 3, 4, 6, 7, 1, 4), and sˆ(3) = ϑ(s, 0) = (0, 0, 0, 3, 0, 4, 6, 7, 1, 4).
Now we are ready to prove the first equality of (4.1).
Proof of the first equality of (4.1). We will prove the first equality of (4.1) together with∑
s∈An∩(S1∪S2∪S3)
xrep(s)qmax(s)wealm(s) =
∑
s∈Tn∩J1
xrep(s)qmax(s)wmpair(s),(4.2)
∑
s∈An∩S4
xrep(s)qmax(s)wealm(s) =
∑
s∈Tn∩J2
xrep(s)qmax(s)wmpair(s)(4.3)
by induction on the number |s| − max(s) for all sequences s. For |s| = max(s), the first
equality of (4.1) is trivial.
Suppose that the triple (rep,max, ealm) on ascent sequences s with |s|−max(s) = N −1 is
equidistributed to the triple (rep,max,mpair) on (2− 1)-avoiding inversion sequences s with
|s| −max(s) = N − 1. It suffices to prove that
|{s ∈ An : ealm(s) = j, rep(s) = k,max(s) = p}|
= |{s ∈ Tn : mpair(s) = j, rep(s) = k,max(s) = p}|,
whenever n − p = N . In combination of Lemma 21 and Lemma 23, it follows immediately
that for all 0 ≤ j < p,
|{s ∈ An ∩ (S1 ∪ S2 ∪ S3) : ealm(s) = j, rep(s) = k,max(s) = p}|
=|{s ∈ Tn ∩ J1 : mpair(s) = j, rep(s) = k,max(s) = p}|.
In other words, (4.2) holds. It remains to show that
|{s ∈ An ∩ S4 : ealm(s) = j, rep(s) = k,max(s) = p}|(4.4)
=|{s ∈ Tn ∩ J2 : mpair(s) = j, rep(s) = k, max(s) = p}|.
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By induction hypothesis, Lemma 10 and Lemma 22, we know that
|{s ∈ An ∩ P : ealm(s) = j, rep(s) = k,max(s) = p+ 1}|
=|{s ∈ An−1 : ealm(s) = j, rep(s) = k, max(s) = p}|
=|{s ∈ Tn−1 : mpair(s) = j, rep(s) = k,max(s) = p}|
=|{s ∈ Tn ∩ F : mpair(s) = j, rep(s) = k, max(s) = p+ 1}|,
which together with (again by induction hypothesis)
|{s ∈ An : ealm(s) = j, rep(s) = k, max(s) = p+ 1}|
=|{s ∈ Tn : mpair(s) = j, rep(s) = k, max(s) = p+ 1}|,
leads to
|{s ∈ An ∩ P
c : ealm(s) = j, rep(s) = k, max(s) = p+ 1}|
=|{s ∈ Tn ∩ F
c : mpair(s) = j, rep(s) = k, max(s) = p+ 1}|.
In view of Lemmas 11 and 24, (4.4) is true. In other words, (4.3) is true and the proof is
complete. 
4.2. Further structure of ascent sequences. We will prove the second equality of (4.1)
via a decomposition regarding the pair (asc, zero) on ascent sequences. Let G be the set of
sequences s ∈ A such that zpair(s) < zero(s)− 1 and the (zpair(s) + 1)-th zero is either the
last entry or followed immediately by a zero.
Lemma 25. There is a bijection ϕ : An ∩ G → An−1 such that zero(ϕ(s)) = zero(s) − 1,
asc(ϕ(s)) = asc(s) and zpair(ϕ(s)) = zpair(s).
Proof. For any s ∈ An ∩ G with zpair(s) = j, by definition, either the (j + 1)-th zero is
the last entry of s or it is followed immediately by a zero. In both cases, we remove the
(j + 1)-th zero of s, which leads to an ascent sequence s∗ = ϕ(s) such that asc(s∗) = asc(s),
zero(s∗) = zero(s)− 1 and zpair(s) = zpair(s∗). It is easily seen that ϕ is a bijection. 
Definition 5. Let s be an ascent sequence such that zero(s) = p and zpair(s) = j (0 ≤ j < p).
Suppose that for 0 ≤ i ≤ p − 1, the i-th zero of s is located at the ki-th position. We call
every ℓ, sℓ = 1 and ℓ ≥ kj + 2, a critical zero position of s and define
• zpos(s) = m + 1 if m is the maximal integer such that the leftmost critical zero
position is greater than km;
• zpos(s) = 0 if s has no critical zero positions.
For example, zpos(0, 1, 2, 0, 1, 3, 2, 1, 0) = 2 (as the sequence contains only one critical zero
position at 8) and zpos(0, 1, 2, 0, 1, 3, 2, 0) = 0.
We divide the set A˜ := {s ∈ A : |s| > zero(s)} into the following disjoint subsets:
R1 := {s ∈ A˜ : zpos(s) = 0} and R2 := {s ∈ A˜ : zpos(s) 6= 0}.
Lemma 26. For any 0 ≤ j ≤ p− 1, it holds that
|{s ∈ An ∩R1 : zpair(s) = j, asc(s) = k, zero(s) = p}|
= |{s ∈ An−1 : asc(s) = k − 1, zero(s) = p}|.
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Proof. For every 0 ≤ j ≤ p− 1, let
Bj = {s : s ∈ An ∩R1, zpair(s) = j, asc(s) = k, zero(s) = p},
then we want to prove that |Bi| = |Bi+1| for any 0 ≤ i < p− 1. To this end, we construct a
one-to-one correspondence between the sets Bi and Bi+1. For any s ∈ Bi, let y be the entry
(if any) that is right after the (i+ 1)-th zero.
The sequence s∗ is constructed from s as follows: remove the integer 1 right after the i-th
zero, replace d by d − 1 for all d between i-th zero and (i + 1)-th zero, and insert 1 right
after the (i+ 1)-th zero; see Fig. 4.6. It follows that
zpos(s) = zpos(s∗) = 0, asc(s) = asc(s∗),
zero(s) = zero(s∗), zpair(s) = zpair(s∗)− 1.
i-th zero
0 1s:
0
0
s
∗
:
y
i-th zero
0 1
(i+ 1)-th zero
−1 −1 −1 y
or
or
i-th zero
0 1 0
0
(i+ 1)-th zero
−1 −1 −1
0 1
all ≥ 2 or ∅ all ≥ 2 or ∅
Figure 4.6. The bijection between the sets Bi and Bi+1 if y 6= 1 exists in s
or the (i + 1)-th zero is the last entry of s, where all zeros are marked with
squares.
In consequence, s∗ ∈ Bi+1. The map s 7→ s
∗ is reversible, because for s∗ ∈ Bi+1, by
definition the (i+ 1)-th zero is followed immediately by an integer 1 and if this 1 is the last
entry, then s∗ must come from the construction shown on the right of Fig. 4.6; otherwise
s∗ comes from the construction shown on the left of Fig. 4.6. This implies that s 7→ s∗ is
a bijection and |Bi| = |Bi+1| for all 0 ≤ i < p − 1. Hence |Bi| = |B0| for all 0 ≤ i < p. It
remains to count |B0|. Removing the unique entry 1 and replacing nonzero d by d − 1 for
all sequences in B0, yields all sequences s ∈ An−1 such that asc(s) = k − 1 and zero(s) = p,
completing the proof. 
Lemma 27. Let Gc = A \ G. There is a bijection
θ : {(s, i) : s ∈ An ∩ G
c, i < zpair(s)} → {s ∈ An ∩ R2 : zpair(s) = i}
such that if sˆ = θ(s, i), then asc(sˆ) = asc(s) and zero(sˆ) = zero(s)− 1 .
Proof. Let s ∈ An ∩ G
c be a sequence with zpair(s) = j and zero(s) = p+ 1, then either the
(j + 1)-th zero is followed immediately by an integer y such that y ≥ 2 or the j-th zero is
the last zero. For every pair (s, i) where 0 ≤ i < j ≤ p, we start with constructing a new
sequence sˆ(1) from the pair (s, j − 1). We assume that the ℓ-th (0 ≤ ℓ ≤ p) zero of s is
located at the kℓ-th position. The sequence sˆ
(1) is constructed by the following step Z0 (see
Fig. 4.7):
• replace si by si + 1 for all kj−1 < i < kj ;
• remove the zero on the kj-th position;
• add the integer 1 right after the (j − 1)-th zero.
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Clearly the leftmost critical zero position of sˆ(1) is (kj + 1). Hence sˆ
(1) ∈ An ∩R2 with
zpair(sˆ(1)) = j − 1 = zpair(s)− 1, zero(sˆ(1)) = zero(s)− 1,
zpos(sˆ(1)) = j = zpair(s), asc(sˆ(1)) = asc(s).
(j − 1)-th zero j-th zero
0 0 1
(j − 1)-th zero
0 11
+1 +1 +1
s:
sˆ
(1)
:
0 y
0 y
or
or
(j − 1)-th zero j-th zero
0 0 1
(j − 1)-th zero
0 11
+1 +1 +1
Figure 4.7. The bijection from the pair (s, j − 1) to sˆ(1) if y ≥ 2 or the j-th
zero is the last zero, where all zeros are marked with squares.
If i = j − 1, we stop and set sˆ = θ(s, j − 1) = sˆ(1); otherwise i < j − 1 and we continue
with the pair (sˆ(1), j − 2). We distinguish two cases.
If kj−2 + 1 = kj−1, then sˆ
(2) is constructed by the following step Z1 (see Fig. 4.8):
• remove the (j − 1)-th zero;
• insert a zero right before y if (j − 1)-th zero is not the last zero; insert a zero as the
last entry, otherwise.
It is clear that for both cases sˆ(2) ∈ An ∩ R2 with
zpair(sˆ(2)) = j − 2 = zpair(s)− 2, zero(sˆ(2)) = zero(s)− 1,
zpos(sˆ(2)) = j − 1 = zpair(s)− 1, asc(sˆ(2)) = asc(s).
(j − 1)-th zero
0 11
+1 +1 +1
sˆ
(1)
:
0 y or
(j − 1)-th zero
0 11
+1 +1 +1
0
(j − 2)-th zero
11
+1 +1 +1
sˆ
(2)
:
0 y or
(j − 2)-th zero
0 11
+1 +1 +1
0 0
0
0
Figure 4.8. The map sˆ(1) 7→ sˆ(2) if kj−2 + 1 = kj−1, where y ≥ 2 or the
(j − 1)-th zero is the last zero, where all zeros are marked with squares.
If kj−2 + 1 < kj−1, then sˆ
(2) is constructed by the following step Z2 (see Fig. 4.9):
• replace si by si + 1 for all kj−2 < i < kj−1;
• move the integer 1 that is on the (kj−1 + 1)-th position to the (kj−2 + 1)-th position
if an integer more than 1 is located at the (kj−1 + 2)-th position; move two integers
0, 1 that are on the kj−1-th and the (kj−1+1)-th positions respectively to the kj−2-th
and the (kj−2 + 1)-th positions, otherwise.
It is clear that sˆ(2) is an ascent sequence in An ∩ R2 with
zpair(sˆ(2)) = j − 2 = zpair(s)− 2, zero(sˆ(2)) = zero(s)− 1,
zpos(sˆ(2)) = j = zpair(s), asc(sˆ(2)) = asc(s).
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(j − 2)-th zero
0 11
≥ 2
sˆ
(1)
:
0 y0
sˆ
(2)
:
⋄
(j − 2)-th zero
1 0 y0 ⋄
′
1 +1 +1 0
≥ 2
(j − 2)-th zero
0 11
or
0 y0 ⋄
(j − 2)-th zero
0 11 0 y0
or
+1 +1 ⋄′
Figure 4.9. The map sˆ(1) 7→ sˆ(2) if kj−2+1 < kj−1, where y ≥ 2, ⋄
′ = ⋄+1 ≥ 2
and all zeros are marked with squares. We omit the picture if the (j − 1)-th
zero is the last zero.
If i = j − 2, we stop and set sˆ = θ(s, j − 2) = sˆ(2); if i < j − 2, we continue with pair
(sˆ(2), j−3). If kj−3+1 = kj−2, we repeat step Z1; otherwise we repeat step Z2. We continue
this process until we reach i and we set sˆ = θ(s, i) = sˆ(j−i) where |sˆ| = |s|, zpair(sˆ) = i,
zero(sˆ) = zero(s)− 1 and asc(sˆ) = asc(s).
The construction θ is reversible. For any sequence sˆ ∈ An∩R2 with zpair(sˆ) = i, if sˆ ∈ G,
then sˆ is produced from step Z1; otherwise if sˆ ∈ G
c and zpos(sˆ) = i+ 1, then sˆ is produced
from step Z0. If sˆ ∈ G
c and zpos(sˆ) 6= i+1, then sˆ is produced from step Z2. More precisely,
if the i-th zero of sˆ is followed by 1 0, then we use the construction shown on the right of
Fig. 4.9 to reverse θ; if the i-th zero of sˆ is followed by 1 x, with x ≥ 2, then we use the
construction shown on the left of Fig. 4.9 to reverse θ. This implies that θ is recursively
reversible, therefore θ is a bijection. Hence the proof is complete. 
Example 4. For s = (0, 1, 2, 0, 0, 1, 2, 4, 1, 2, 0, 2) with zpair(s) = 2 and i = 0, under
the bijection θ we obtain sˆ(1) = θ(s, 1) = (0, 1, 2, 0, 1, 1, 2, 4, 1, 2, 0, 2) and sˆ(2) = θ(s, 0) =
(0, 1, 0, 2, 3, 1, 2, 4, 1, 2, 0, 2).
Proof of the second equality of (4.1). Using Lemmas 25, 26 and 27, we can prove∑
s∈An∩(S1∪S2∪S3)
xrep(s)qmax(s)wealm(s) =
∑
s∈An∩R1
xasc(s)qzero(s)wzpair(s),
∑
s∈An∩S4
xrep(s)qmax(s)wealm(s) =
∑
s∈An∩R2
xasc(s)qzero(s)wzpair(s)
by induction on the number |s| − max(s) for all ascent sequences s. We omit the details of
the discussions, since they are similar to those in the proof of the first equality of (4.1). 
Recent developments
A proof of Conjecture 1 using Theorem 2 and the machinery of basic hypergeometric series
was recently found and will be featured in a separate paper [12]. It follows from Corollary 3
and Theorem 4 that the pair (rmin, zero) is symmetric on An, which has an alternative proof
provided by Chen, Yan and Zhou [3].
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