The motivation for our studies is coming from simulation of earthquakes, that are modelled by elastic wave equations. In our paper we focus on stiff phanomenons for the wave equations. In the course of this article we discuss iterative operator splitting methods for wave equations motivated by realistic problems dealing with seismic sources and waves. The operator splitting methods are well-known to solve this kind of multidimensional and multiphysical problems. We present the consistency analysis for iterative methods as theoretical background with respect to the underlying boundary conditions. From an algorithmic point of view we discuss the the decoupling and non-decoupling method with respect to the eigenvalues. We verify our methods with test examples for which analytical solutions can be derived. Multidimensional examples are presented for realistic applications for the wave equation. Finally we discuss the results.
Introduction
Traditionally using the classical operator splitting methods we decouple the differential equation into more basic equations, in which each equation contains only one operator. These methods are often not sufficiently stable while also neglecting the physical correlations between the operators. From there on we are going to develop new efficient methods based on a stable variant of iterative methods by coupling new operators and deriving new strong directions. We are going to examine the stability and consistency analysis for these methods and adopt them to linear acoustic wave equations (seismic waves).
The paper is organised as follows. A mathematical model based on the wave equation is introduced in section 2. The utilised discretisation methods are described in section 3. A standard splitting method for the wave equation is given in section 4. The splitting of the boundary conditions is discussed in section 5. As a higher-order splitting method the LOD method is presented in section 6 as well as the stability and consistency analysis for the spatial dependent case. We discuss the numerical results in section 7. Finally we foresee our future works in the area of splitting and decomposition methods.
Mathematical model
The motivation for the study presented below is coming from a computational simulation of earthquakes, see [3] and the examination of seismic waves, see [1] and [2] .
We concentrate on the scalar wave equation, see [11] , for which the mathematical equations are given by 
The unknown function c = c(x, t) is considered to be in Ω × (0, T ) ⊂ IR d × IR where the spatial dimension is given by d . The function D(x, y) = (D 1 (x, y), D 2 (x, y), D 3 (x, y)) t ∈ IR 3,+ describes the wave propagation in x, y, z. The functions c 0 (x, y) and c 1 (x, y) are the initial conditions for the wave equation.
We deal with the following boundary conditions c(x, y, t) = c 3 , on ∂Ω × T : Dirichlet boundary condition , (4) ∂c(x, y, t) ∂n = 0 , on ∂Ω × T : Neumann boundary condition ,
D∇c(x, y, t) = c out , on ∂Ω × T : outflow boundary condition . (6) 
Discretisation methods
At first we underly finite difference schemes for the time and spatial discretisation.
For the classical wave equation it is the well-known discretisation in time and space.
Based on this discretisation the time is discretised as
where the index i refers to the space point x i and Δt = t n+1 − t n is the time step. The space is discretised as and the the initial conditions are given by
where the index n refers to the time t n and Δx = x i+1 − x i is the grid width. Then the two-dimensional equation
is discretised with the unconditionally stable implicit η-method, see [4] 
where Δx and Δy are the grid width in x and y and 0 ≤ η ≤ 1. The initial conditions are given by U(x, y, t n ) = u 0 (x, y) and U(x, y, t
These discretisation schemes are adopted to the operator splitting schemes. On the finite differences grid k corresponds to the time step, and h x , h y , h z are the grid sizes in the different spatial directions. The time nk is denoted by t n , and i, j, l refer to the spatial coordinates of the grid point (ih x , jh y , kh z ). Let u n denote the grid function on the time level n, and u n i,j,l be the specific value of u n at point i, j, l. The value of the grid function during the iteration is denoted by an extra super script as u n,m i,j,l . In the next section we describe the traditional splitting methods for the wave equation.
Traditional splitting methods
Our classical method is based on the splitting method of [10] and [4] .
The classical splitting methods ADI (alternating direction methods) are based on the idea of computing the different directions of the given operators. Each direction is computed independently by solving more basic equations. The result combines all the solutions of the elementary equations. So we obtain more efficiency by decoupling the operators.
The classical splitting method for the wave equation starts from
where the initial functions c 0 and c 1 are given. We could also apply for c 1 that
Consequently we have c(t n−1 ) ≈ c 0 − Δtc 1 . The right hand side f (t) is given as a force term.
We could decouple the equation into 3 simpler equations obtaining a method of second order.
where the result is given as c(t n+1 ) with the initial conditions c(t n ) = c 0 and c(t n−1 ) = c 0 − Δtc 1 and η ∈ (0, 0.5). A fully coupled method is given for η = 0 and for 0 < η ≤ 1 the decoupled method consists of a composition of explicit and implicit Euler methods.
The spatial discretisation is given by
where the approximated discretisation is given by the finite difference method as follows
We have to compute the first equation 16 and get the resultc that is a further initial conditon for the second equation 17 after whose computation we obtainc. In the third equation 18 we have to putc as a further initial condition and get the result c(t n+1 ). The underlying idea consists of the approximation of the pairwise operators:
which we can raise to second-order.
Boundary splitting method
The time-dependent boundary conditons also have to be taken into account for the splitting method. Let us consider the three-operator example with the equations
where
∂z 2 are the spatial operators. The wave-propagation functions
Hence for 3 operators we have the following second-order splitting method:
where the result is given as c(t n+1 ). The boundary values are given by
• Dirichlet values. We have to use the same boundary values for all 3 equations.
• Neumann values. We have to decouple the values into the different directions:
• outflowing values, we have to decouple the values into the different directions:
where n is the outer normal vector and
⎠ is the parameter matrix to the wave-propagations.
We have the following initial conditions for the three equations: 
LOD method: Locally one-dimensional method
In the follwoing we introduce the LOD method as an improved splitting method while using prestepping techniques.
The method was discussed in [11] and is given by:
where η ∈ (0.0, 0. 
. So we obtain a higher-order method. . Then for sufficiently small time steps we get a conditionally stable splitting method.
Stability and consistency analysis for the LOD method
The consistency of the fourth-order splitting method is given in the next theorem.
Hence we assume discretisation orders of O(h p ), p = 2, 4, for the discretisation in space where h = h x = h y is the spatial grid width.
Then we obtain the following consistency result for our method (33)-(35):
Theorem 6.1 The consistency of the LOD method is given by:
where ∂ tt is a second-order discretisation in time andÃ is the discretized fourth-order spatial operator.
Proof. We add the equations (33)-(35) and obtain, see also [11] :
1Ã2 . Therefore we obtain a splitting error ofB(u n+1 − 2u n + u n−1 ).
Sufficient smoothness assumed we have (u
, and we obtainB(u n+1 − 2u n + u n−1 ) = O(Δt 4 ) . Thus we obtain a fourth-order method, if the spatial operators are also discretised as fourth-order terms.
2 The stability of the fourth-order splitting method is given in the following theorem.
Theorem 6.2
The stability of our method is given by:
where θ ∈ [0.25, 0.5] and
Proof.
We have to proof the theorem for a test function ∂ t u n , where ∂ t denotes the central difference.
For n ≥ 1 we have
Multiplying with Δt and summarizing over j yields:
We can derive the identities,
and obtain the result
see also the idea of [11] . we obtain a fourth-order method.
To compute the error of the local splitting we have to use the multiplier A 1Ã2 , thus for large constants we have an unconditional small time step. In the next section we apply our theortical results to our model problems.
Numerical examples of the spatial splitting methods
The test examples are discussed with respect to analytical solutions, boundary conditions and spatial dependent propagation functions.
Test example 1 : Problem with analytical solution and Dirichlet Boundary Condition
We deal with a two-dimensional example with constant coefficients where we can derive an analytical solution.
where the initial conditions can be written as c(x, y, t n ) = c 0 (x, y) and c(x, y, t n−1 ) = c(x, y, t n+1 ) = c(x, y, Δt). The analytical solution is given by
For the approximation error we choose the L 1 -norm. The L 1 -norm is given by
where u(x i , y j , t n ) is the numerical and u analy (x i , y j , t n ) is the analytical solution and V i,j = Δx Δy.
Our test examples are organised as follows. The experiments are done with the uncoupled standard discretisation method, i.e. the finite differences methods for time and space, and with the operator splitting methods, i.e. the classical operator splitting method and the LOD method.
The non-stiff case can be analysed in the following tables and figures. Table 1 : Numerical results for the finite differences method (see 7.1, Dirichlet boundary).
The stiff case can be analysed in the following tables and figures.
Remark 7.1 In the experiments we compare the non-splitting with the splitting methods. We obtain nearly the same results and could see improved results
for the LOD method, which is for η = 1/12 a 4th-order method.
In the next test example we study the Neumann Boundary conditions. Table 4 : Numerical results of the finite differences method (see 7.1/ Neumann boundary).
Test example 2 : Problem with analytical solution and Neumann Boundary Condition
In this example we modify our boundary conditions with respect to the Neumann Boundary. Table 6 : Numerical results for the finite differences method in the stiff case with Dirichlet boundary (Δx = Δy = 1/32, Δt = 1/64).
We deal with our 2 dimensional example where we can derive an analytical Table 8 : Numerical results for the LOD method in the stiff case with Dirichlet boundary (Δx = Δy = 1/32, Δt = 1/64).
solution. 
We have the same discretization methods as in test-example 1. Below the underlying numerical results for the Neumann-Boundary conditions are given in the Tables 9-10 
Spatial-dependent test example
In this experiment we apply our method to the spatial dependent problem, given by
where D 1 (x, y) = 0.1x + 0.01y + 0.01, D 2 (x, y) = 0.01x + 0.1y + 0.1 . To compare the numerical results, we cannot use an analytical solution, that is why in a first prestep we are computing a reference solution. The reference solution is done with the finite difference scheme with fine time and space steps.
Concerning the choice of the time steps it is important to consider the CFL conditon, that is now based on the spatial coefficients. Table 13 : Numerical results for the LOD method with spatial-dependent parameters and Dirichlet boundary (error to the reference solution). Table 15 : Numerical results for the finite differences method with spatialdependent parameters and Neumann boundary (error to the reference solution). 
Conclusions and Discussions
We have presented different time splitting methods for the spatial dependent case of the wave equation. The contributions of this article concerns the boundary splitting and the stiff operator treatment. For the boundary splitting method we have discussed the theoretical background and the experiments show the stability of these splitting methods also for the stiff case. We have presented stable results even for the spatial dependent wave equation. The benefit of the splitting methods is due to the different scales and therefore the computational process in decoupling the stiff and the nonstiff operators into different equation is accelerated. The LOD method as a 4th-oder method has the advantage of higher accuracy and can be used for such decoupling regards. In a next work we discuss the algorithms based on the eigenmodes of the operators for more flexible decoupling problems.
