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Magnetic and spectroscopic properties of a number of formally antiaromatic carbaporphyrins, carbathiaporphyrins and
isophlorins with 4n pi electrons have been investigated at density functional theory and ab initio levels of theory. The
calculations show that the paratropic contribution to the magnetically induced ring-current strength susceptibility and the
magnetic dipole-transition moment between the ground and the lowest excited state are related. The vertical excitation
energy (VEE) of the first excited state decreases with increasing ring-current strength susceptibility, whereas the VEE
of the studied higher-lying excited states are almost independent of the size of the ring-current strength susceptibility.
Strong antiaromatic porphyrinoids, based on the magnitude of the paratropic ring-current strength susceptibility, have
small energy gaps between the highest occupied and lowest unoccupied molecular orbitals and a small VEE of the first
excited state. The calculations show that only the lowest S0→S1 transition contributes signficantly to the magnetically
induced ring-current strength susceptibility of the antiaromatic porphyrinoids. The decreasing optical gap combined with
a large angular momentum contribution to the magnetic transition moment from the first excited state explains why
molecules III-VII are antiaromatic with very strong paratropic ring-current strength susceptibilities. The S0→S1 transition
is a magnetic dipole-allowed electronic transition that is typical for antiaromatic porphyrinoids with 4n pi electrons.
Introduction
Porphyrins are macroheterocycles with four pyrrole rings
connected by methine bridges.1 Classic porphyrins such
as free-base porphyrin, tetraphenylporphyrin and tetra-
benzoporphyrin are aromatic molecules satisfying Hückel’s
(4n+2) pi-electron count rule.2–4 Aromaticity and aromatic
pathways of classic porphyrins have been computationally
studied by several research groups.5–18 Presently, the most
reliable approach for assigning the aromatic character of
molecules according to the magnetic criterion is by investi-
gating magnetically induced current densities.13,19–22 Clas-
sic porphyrins have an almost equal degree of aromaticity.
However, they show significant differences in the aromatic
pathways,13,23 while the degree of aromaticity of porphyri-
noids like carbaporphyrins and carbathiaporphyrins dif-
fers from that of the classic porphyrins.24–29 Porphyrinoids
play an important role in catalysis and have an ability
to form complexes with metals having unusual oxidation
states.24,26,30–33 Air stable antiaromatic porphyrinoids such
as isophlorins have also been synthesized.34–36 Antiaro-
matic air and water stable porphyrinoids such as Ni(II)-
norcorrole has recently received attention, since it has been
shown that Ni(II)-norcorrole is suitable as a cathode-active
material for battery applications.37 Syntheses of expanded
porphyrins38–40 and contracted porphyrins41,42 with aro-
matic and antiaromatic character have also been reported.
Beside their varying aromatic characteristics, porphyri-
noids also show interesting spectroscopic properties that
link them to possible applications as dyes in dye-sensitized
solar cells, photosensitzers in photodynamic cancer ther-
apy as well as in molecular electronics.43–48 Due to their
high applicability in various fields, it is desirable to un-
derstand the electronic structure of porphyrinoids in de-
tail, which may open up routes to a tailored design of new
porphyrinoid based molecules with desired properties.49,50
Common spectroscopic techniques that have been used
for investigating porphyrinoids are nuclear magnetic res-
onance (NMR),51 ultraviolet (UV) absorption,1 magnetic
circular dichroism (MCD),52,53 electronic circular dichro-
ism (ECD),54,55 photoelectron (PE),56 and two-photon ab-
sorption (TPA)57–59 spectroscopies to mention the most
common ones.
The absorption spectrum of traditional porphyrins con-
sists of weak Qx and Qy bands that appear in the red part
of the visible region.60 Additional peaks appearing in the
Q-band region of the absorption spectrum are due to vi-
bronic progression of S0→S1 and S0→S2 electronic transi-
tions,61 while the strong Soret Bx and By bands are usually
broad peaks in the violet region without any fine struc-
ture.1,60,62 The S0 →S1-S4 transitions of the classic por-
phyrins can be understood by employing Gouterman’s four-
orbitals model,60 whereas there is no detailed theoretical
analysis of the electronic transitions of aromatic carbapor-
phyrins and carbathiaporphyrins.63 However, it is gener-
ally assumed that their electronic transitions are similar to
those of the classic porphyrins due to their similar struc-
ture and aromatic nature. Experimentally, the electronic
absorption spectra of carbaporphyrins and carbathiapor-
phyrins also show weak (dark) Qx and Qy bands in the low-
energy part of the visible spectrum and a strong Soret band
(Bx, By) in the near ultraviolet region.24–26 Computational
studies of the spectroscopic properties of antiaromatic car-
baporphyrins, carbathiaporphyrins and isophlorins might
reveal some interesting features in the absorption spectra
that are not easily obtained spectroscopically.
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We previously carried out an analysis of the magnetic
properties and electronic excitation spectra of strongly an-
tiaromatic isophlorins,64 whereas in this work we investi-
gate transitions between the ground state and excited elec-
tronic states of seven formally antiaromatic porphyrinoids
with 4n pi electrons. The aim of the study is to elucidate
whether there is a relation between the antiaromatic char-
acter and absorption spectra. For closed-shell molecules,
the magnetic dipole-allowed transitions between singlet
states are completely determined by the off-diagonal ma-
trix elements over the angular momentum operator. The
paramagnetic contribution to magnetically induced cur-
rent densities can be expressed using the same matrix ele-
ments.22,65,66 Thus, a correlation between the two appar-
ently different properties cannot be ruled out.
The paper is organized in the following manner. The
computational details are given in Section 2 and some
theoretical relations are presented in Section 3. The cal-
culated ring-current strength susceptibilities and spectro-
scopic properties are discussed in Section 4. The final con-
clusions are drawn in Section 5.
Computational methods
The ground-state molecular structures of the studied
molecules have previously been optimized at the density
functional theory (DFT) level.27,28,64 The molecular struc-
ture optimizations were performed using Becke’s three-
parameter functional in combination with the Lee-Yang-
Parr correlation functional (B3LYP).67,68 The Karlsruhe
def2-TZVP basis sets have been employed in all calcula-
tions.69,70 The prefix def2 is omitted in the discussion. The
reported ring-current strength susceptibilities have previ-
ously been calculated at the B3LYP/def2-TZVP level.27,28,64
The ring-current strength susceptibilities were obtained by
integrating the current density flow that passes through a
plane placed perpendicularly to the porphyrinoid macror-
ing. The external magnetic field was also directed perpen-
dicularly to the macroring. The optimized molecular struc-
tures and the ring-current strength susceptibilities calcu-
lated at the B3LYP level have been taken from our previous
works.27,28,64 The ring-current strength susceptibilities cal-
culated at the Hartree-Fock (HF/def2-TZVP) and second-
order Møller-Plesset perturbation theory (MP2/def2-TZVP)
levels have been taken from Ref. 71.
Vertical excitation energies (VEE), electric dipole and
magnetic dipole-allowed transition moments for the S0→Sn
transitions with n= 1−5 have been calculated at the time-
dependent density functional theory (TDDFT) level with
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the B3LYP functional and the def2-TZVP basis set using
Gaussian 09 version A.02.72,73
The VEEs have also been calculated at the approximate
second-order coupled-cluster level (CC2) using the def2-
TZVP basis sets and the resolution of identify (RI) approx-
imation as implemented in Turbomole.74–76 The reduced-
virtual-space (RVS) approach with an energy threshold of
50 eV was used in the CC2 calculations.77 The RVS ap-
proach leads to a significant reduction of the computational
time rendering CC2 calculations on large molecules feasi-
ble.78 The RVS approximation yields VEEs at ab initio cor-
relation levels that are in close agreement with those ob-
tained using the full virtual space.79,80
Theory
Magnetically induced current densities can be formally ex-
pressed as a sum of diamagnetic and paramagnetic contri-
butions22,66,81
J = Jd + Jp (1)
=−( e
2
me
)Aψ20 − i(
eh¯
2me
)∑
n6=0
(cn− c∗n)(ψn∇ψ0−ψ0∇ψn)
where Jd and Jp are the diamagnetic and paramagnetic
parts of the current density. A is the vector potential of the
external magnetic field, e is the charge of the electron, and
me is its mass. ψ0 is the unperturbed ground-state wave
function and ψn are unperturbed wave functions of the ex-
cited states. The division into diamagnetic and paramag-
netic contributions is gauge-origin dependent. The expan-
sion coefficients of the first-order perturbed wave function
in the basis of the unperturbed excited states (cn) are given
by
cn =
〈n|Lˆ|0〉
∆En0
. (2)
∆En0 is the electronic excitation energy from the ground
state to the n-th excited state. Lˆ is the angular momentum
operator, which can be replaced by Lˆz when considering ex-
ternal magnetic field along the z axis that is perpendicular
to the porphyrinoid macroring.
The matrix elements 〈n|Lˆ|0〉 are proportional to the para-
magnetic contribution of the current density, whereas the
diamagnetic contribution can be obtained from the ground-
state wave function.
The transition moment of a magnetic dipole-allowed
transition between the initial |0〉 and final |n〉 state is given
by the transition matrix element over the magnetic dipole
operator Mˆ
Mn0 = 〈n|Mˆ|0〉 with Mˆ = µB(Lˆ+geSˆ) (3)
where µB is the Bohr magneton, ge is the electronic g-
factor, Lˆ is the angular momentum operator and Sˆ is the
electronic spin operator. Since we consider only closed-
shell molecules, the matrix elements over Sˆ vanish and
only matrix elements containing the angular momentum
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operator Ln0 = 〈n|Lˆ|0〉 contribute to the magnetic dipole-
allowed transition S0→Sn. The matrix elements involving
the z component of the angular momentum operator (Lˆz),
which originate from the circular electron motion around
the molecular ring, are the largest contributions to the
magnetic dipole-allowed transition moments.
(a) (I) (b) (II)
(c) (III) (d) (IV)
(e) (V) (f) (VI)
(g) (VII)
Fig. 1 The molecular structures of the investigated
porphyrinoids.
Results and discussion
Molecular structures
Molecule I is a 2,12,22,24-H-tetracarbaporphyrin, where
the four NH moieties of isophlorin82 are replaced with CH2
and two of the five-member rings are inverted (confused).
Molecule II is a carbaporphyrin that is obtained by replac-
ing one of the NH units of isophlorin with S and the NH
unit in the trans position with respect to S is replaced with
CH2 and the ring is inverted. Molecule III is 21,22,23,24-
H-tetracarbaporphyrin, where all NH moieties of isophlorin
have been replaced by CH2.
The IV and V molecules are dioxa-dithiaisophlorin and
tetraoxa-isophlorin. The synthesized compounds IV and
V have fluorinated phenyl groups in the meta-positions.34
However, since the substituents do not significantly influ-
ence the spectroscopic and aromatic properties, they are re-
placed with hydrogens to reduce the computational costs.
In molecule VI, one of the NH units of isophlorin is
replaced with S and the one in the trans position with
respect the S is replaced with an isoelectronic CH2 moi-
ety. Molecule VII is 21,22,23,24-H-21,23-dicarbaporphyrin
with two of the inner NH moieties of isophlorin replaced
with CH2 moieties.
Carbaporphyrins I, III and VII have not been synthesized,
while carbaporphyrins II and VI as well as isophlorins IV
and V have been synthesized and computationally charac-
terized.24,27,28,34,64 The molecular structures of the studied
antiaromatic porphyrinoids are shown in Figure 1.
Table 1 The ring-current strength susceptibilities (in nA/T)
calculated at the Hartree-Fock (HF), density functional theory
(DFT) and second-order Møller-Plesset perturbation theory
(MP2) levels of theory. The B3LYP functional was used in the
DFT calculations.
Molecule HF DFT MP2
I -0.3 -1.1 -0.6
II -2.4 -7.4 -4.2
III -8.6 -35.0 -17.5
IV -13.9 -52.5 -28.7
V -15.9 -62.5 -27.4
VI -18.5 -76.8 -34.9
VII -20.7 -145.0 -48.6
Ring-current strength susceptibilities
The aromatic character of the investigated porphyri-
noids can be understood by considering that the planar
molecules have practically circular symmetry whose one-
particle functions have an angular dependence of exp(imϕ),
where m is the azimuthal quantum number for rotation ϕ
around the symmetry axis at the center of the porphyri-
noid ring. In this representation, the two first valence pi
electrons can be considered to occupy the total symmetric
function corresponding to m = 0, whereas the ±m func-
tions with m ≥ 1 are degenerate hosting four electrons.
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Aromatic porphyrinoids with 4n+ 2 pi electrons are for-
mally closed-shell molecules in this approximate represen-
tation, whereas antiaromatic porphyrinoids with 4n pi elec-
trons have formally only two electrons in the outermost m
shell that can couple to a singlet or a triplet. However,
the present calculations show that the ground state of the
studied antiaromatic porphyrinoids are closed-shell singlet
states with a significant optical gap.
The magnetically induced ring-current strength sus-
ceptibilities are a very reliable means for assessing the
(anti)aromatic character of molecules according to the
magnetic criterion.65,83 Diatropic and paratropic current
densities flow in opposite directions around the porphyri-
noid macroring when the molecule is exposed to an ex-
ternal magnetic field in the z direction i.e., perpendicu-
larly to the molecular ring. Diatropic currents are as-
sumed to circle in the classical direction (clockwise). Aro-
matic molecules are dominated by diatropic ring currents,
while antiaromatic molecules sustain net paratropic ring
currents. Nonaromatic molecules also sustain magnetically
induced currents. However, the strengths of the diatropic
and paratropic ring currents are then of the same size and
cancel.22,83,84 Cyclobutadiene, which is the archetypal an-
tiaromatic molecule, sustains a net current strength sus-
ceptibility of -19.9 nA/T at the B3LYP/TZVP level of the-
ory, which can be compared with the ring-current strength
susceptibility of 12.0 nA/T for benzene calculated at the
same level. Ring-current strength susceptibilities are ob-
tained by integrating the current-density flow passing se-
lected bond(s) of the investigated molecular ring.22
The molecules are ordered such that the degree of an-
tiaromaticity judged from the ring-current strength crite-
rion obtained at the B3LYP level increases with molecule
number. The ring-current strength susceptibilities calcu-
lated at the HF, B3LYP and MP2 levels of theory are given
in Table 1. The ring-current strength susceptibilities cal-
culated at the HF level are much smaller than the B3LYP
ones. For the almost nonaromatic molecules I and II, the
HF and MP2 calculations yield practically the same ring-
current strength susceptibilities, whereas for the strongly
antiaromatic porphyrinoids, the ring-current strength sus-
ceptibilities calculated at the MP2 level are about a fac-
tor of two larger than the HF ones. B3LYP calculations
overestimate the ring-current strength susceptibility by a
factor of two as compared to the values obtained at the
MP2 level, because the first excitation energy is underes-
timated at the B3LYP level.71 For molecule VII, the ring-
current strength susceptibility calculated at the B3LYP level
is even three times larger than the one obtained at the MP2
level. According to the MP2 calculations, molecule IV is
slightly more antiaromatic than molecule V, whereas the
aromaticity order is the same at the B3LYP and MP2 levels
for the rest of the studied molecules. Magnetic properties
of the antiaromatic porphyrinoids are discussed in more
detail elsewhere,71 whereas we here focus on the relations
between ring-current strength susceptibilities and spectro-
scopic properties.
Spectroscopic properties
B3LYP calculations: The vertical excitation energies
(VEE), oscillator strengths ( fel and fmag), electric dipole-
transition moments (〈0|dˆ|n〉), and magnetic dipole-
transition moments (〈0|Mˆ|n〉) calculated at the B3LYP
level for the five lowest S0→Sn electronic transitions are
reported in Table 2. Free-base porphyrin (H2P) and
molecules III, VI and VII belong to the D2h point group.
The molecular structures of I, II, IV and V belong to the
C2, Cs, Cs, D4h point groups, respectively. The relation be-
tween the VEEs of the five lowest S0→Sn transitions and
the ring-current strength susceptibility of the porphyrinoid
macroring calculated at the B3LYP level is shown in Figure
2.
Molecule I with a net ring-current strength susceptibility
of -1.1 nA/T is practically nonaromatic, while molecules VI
and VII with ring-current strength susceptibilities of -76.80
nA/T and -145.0 nA/T at the B3LYP level are strongly an-
tiaromatic according to the ring-current criterion. Antiaro-
maticity is known to reduce the energy gap between the
highest occupied molecular orbital (HOMO) and the low-
est unoccupied molecular orbital (LUMO). Antiaromatic-
ity also leads to a smaller VEE of the first excited state
for strongly antiaromatic molecules than for molecules sus-
taining a weaker ring current.85,86 Figure 2 shows that the
VEE of the S0→S1 transition of the studied molecules be-
comes systematically smaller with increasing ring-current
strength susceptibility. The VEE of the higher excited states
are more or less independent of the size of the ring-current
strength susceptibility suggesting that the dominating co-
efficient in Eq. (2) involves the lowest excited state. Thus,
the main contribution to the paratropic contribution of the
current density of the antiaromatic porphyrinoids origi-
nates from the first excited state. By using Hückel theory,
Steiner and Fowler showed that paratropic ring currents
characterizing antiaromaticity involves the two electrons
of the non-degenerate HOMO, whereas the diatropic ring
current of aromatic molecules can be attributed to the elec-
trons of the two nearly degenerate HOMOs.8,87–89
Fig. 2 The vertical excitation energies for the five lowest
electronic excited states of compounds I-VII as a function of the
ring-current strength susceptibility calculated at the B3LYP level.
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Table 2 The five lowest vertical excitation energies (VEE in eV) and oscillator strengths ( fel for electric and fmag for magnetic dipole
transitions) for the studied molecules calculated at the B3LYP/TZVP level using the TDDFT approach. The electric (〈0|dˆ|n〉) and
magnetic dipole moments (〈0|Mˆ|n〉) (in a.u.) of S0→Sn transitions are also reported.
(I) (II)
States VEE 〈0|dˆ|n〉 fel 〈0|Mˆ|n〉 fmag VEE 〈0|dˆ|n〉 fel 〈0|Mˆ|n〉 fmag
1 2.33 0.003 0.0001 3.59 0.73 1.31 0.79 0.02 3.88 0.48
2 2.58 2.00 0.25 0.00 0.00 2.21 1.18 0.07 0.37 0.01
3 2.90 0.00 0.00 2.81 0.56 3.10 0.87 0.06 0.86 0.06
4 3.28 0.00 0.00 0.44 0.02 3.19 3.15 0.78 0.50 0.02
5 3.49 1.46 0.28 0.06 0.00 3.32 0.92 0.07 0.44 0.02
(III) (IV)
States VEE 〈0|dˆ|n〉 fel 〈0|Mˆ|n〉 fmag VEE 〈0|dˆ|n〉 fel 〈0|Mˆ|n〉 fmag
1 1.04 0.00 0.00 4.91 0.61 0.89 0.00 0.00 4.90 0.52
2 2.70 0.54 0.02 0.00 0.00 2.57 0.86 0.05 0.00 0.00
3 2.72 0.40 0.01 0.00 0.00 2.97 0.62 0.03 0.00 0.00
4 3.57 3.38 0.99 0.00 0.00 3.36 0.00 0.00 0.00 0.00
5 3.66 3.81 1.30 0.00 0.00 3.51 2.24 0.43 0.00 0.00
(V) (VI)
States VEE 〈0|dˆ|n〉 fel 〈0|Mˆ|n〉 fmag VEE 〈0|dˆ|n〉 fel 〈0|Mˆ|n〉 fmag
1 0.83 0.00 0.00 4.92 0.49 0.66 0.35 0.00 4.94 0.39
2 2.57 0.99 0.06 0.00 0.00 2.32 0.40 0.01 0.04 0.00
3 3.09 1.01 0.08 0.00 0.00 2.83 0.39 0.01 0.02 0.00
4 3.74 3.87 1.37 0.00 0.00 3.30 3.30 0.88 0.03 0.00
5 4.10 3.52 1.24 0.00 0.00 3.51 2.95 0.75 0.20 0.00
(VII)
States VEE 〈0|dˆ|n〉 fel 〈0|Mˆ|n〉 fmag
1 0.45 0.00 0.00 5.26 0.30
2 2.24 0.47 0.01 0.02 0.00
3 2.63 0.26 0.00 0.02 0.00
4 3.31 2.71 0.60 0.02 0.00
5 3.37 3.66 1.11 0.06 0.00
The energies of the frontier orbitals calculated at the
B3LYP level are shown in Figure 3. Since the ring-
current strength susceptibility increases from molecule I to
VII, the graph shows that the HOMO-LUMO gap system-
atically decreases with increasing paratropic ring-current
strength susceptibility. The energy difference between
HOMO and HOMO-1 increases from left to right in Fig-
ure 3, whereas the orbital energies of LUMO+1, LUMO+2,
and HOMO-2 are almost independent of the size of the
ring-current strength susceptibility. The magnetic dipole
moments of the S0→Sn, n= 1,5 transitions are given in Ta-
ble 2. The magnetic transition moment to the first excited
state is almost constant for molecules III-VII. Molecules I
and II have slightly smaller magnetic transition moments
than molecules III-VII. The higher-lying excited states of
molecules I and II have significant magnetic transition mo-
ments, whereas for molecules III-VII they are very small.
The decreasing VEE of the first excited state (∆E10) com-
bined with a large value for the transition matrix element
of the z component of the angular momentum operator
(〈1|Lˆz|0〉) leads to a very strong paratropic ring-current
strength susceptibilities for molecules III-VII. The 〈1|Lˆ|0〉
matrix element is completely dominated by the 〈1|Lˆz|0〉
component, where the z axis is assumed to be perpendicu-
lar to the porphyrinoid macroring.
For all molecules except I, II and VI, the electric dipole
moment of the S0→S1 transition vanishes for symmetry
reasons. Thus, for molecules III, IV, V and VII, the first
band in the electronic absorption spectrum corresponds to
a purely magnetic dipole-allowed transition. The weak
S0→S1 transition of classic porphyrins like free-base por-
phyrin is a vibrationally enhanced electric transition due
to the Herzberg-Teller effect.62 The S0→S1 transition of
the studied antiaromatic porphyrinoids is magnetic dipole-
allowed, which is supported by a recent experimental in-
vestigation of spectroscopic properties of antiaromatic ex-
panded porphyrins.39
The lowest magnetic dipole-allowed transition from
HOMO to LUMO has a weight of 0.7 in the TDDFT cal-
culation of the lowest excited state. For compound I, the
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corresponding transition is from HOMO to LUMO+1 with
weight of 0.7.
The LUMO of free-base porphyrin (H2P) belonging to
the B2g irreducible representation becomes the HOMO in
the formally antiaromatic porphyrinoids. The LUMO+1 of
H2P belonging to the B3g irreducible representation is the
LUMO for molecules II-VII. For them, the transition from
HOMO (B2g) to LUMO (B3g) is electric dipole forbidden,
because the orbitals have the same gerade parity. Instead,
the transition is magnetic dipole allowed. Even though
molecules II and V have a lower symmetry than D2h, the
HOMO and LUMO look like the B2g and B3g orbitals of H2P.
Since D2h is a subgroup of D4h, the HOMO and LUMO of
molecule V can readily be assigned to the B2g and B3g irre-
producible representations of the D2h point group.
Fig. 3 The energies of HOMO, HOMO-1 and LUMO, LUMO+1
calculated for compounds I-VII at the B3LYP level. The
irreducible representations of the frontier orbitals are also given.
The symmetry of the HOMO and LUMO of molecules II, VI, and
V are almost the same as for the B2g and B3g LUMOs of H2P.
The LUMO of molecule I is reminescent of the Au HOMO
of H2P. HOMO and LUMO+1 of molecule I belong to the
B irreducible representation implying that the transition is
both magnetic dipole allowed with 〈0|Mˆ|1〉 6= 0 and elec-
tric dipole allowed with 〈0|dˆ|1〉 6= 0. For molecules II and
VI, HOMO and LUMO belong to the A′′ irreducible rep-
resentation which means that the lowest transition for II
and VI is weakly electric dipole allowed, because they do
not have any reflection symmetry and therefore lack parity
based selection rules. However, for I, II and VI the magnetic
transition moment (〈0|Mˆ|1〉) is larger than the electric one
(〈0|dˆ|1〉) due to the electronic nature of these states.
The matrix element of the magnetic dipole transition is
rather large for the transition to the first excited state, im-
plying that it is responsible for the strong paratropic ring-
current strength susceptibility characterizing the antiaro-
matic nature of the studied porphyrinoids. The HOMO-
LUMO transition does not contribute to the S0→Sn, n =
2−5 transitions as shown in the ESI†.
For molecules II-VII, the electric dipole transition direc-
tion of S0→S2 and S0→S3 are perpendicular to each other
in the molecular plane. They correspond to the Qx and Qy
bands of classical porphyrins.90,91 The individual transition
moments are given in the ESI†. For the nonaromatic com-
pound I, it was not possible to unambiguously assign the Q
bands. However, the Qx and Qy bands are most likely the
weak transitions appearing in the typical spectral region
for Qx and Qy transitions. All reported transitions are of pi-
pi∗ character as shown by the plot of the frontier molecular
orbitals in the ESI†.
The higher lying S0→S4 and S0→S5 electronic transitions
are assigned to the Bx and By Soret bands for compounds
II, III, and V-VII, because they have large electric dipole
moments that are in the molecular plane and they are
perpendicular to each other. The calculated VEEs are
similar to those obtained for classic porphyrins.61,90 The
S0→S4 transition of compounds I and IV is assigned to the
Bx band. However, since the electric dipole moment of
S0→S5 for I and IV vanishes, the transition corresponding
to the By band is not among the studied five excited states.
CC2 calculations: The vertical CC2 excitation energies
calculated for the five lowest states are reported in Table
3. The CC2 excitation energies are systematically larger
than those obtained in the TDDFT calculations using the
B3LYP functional. The VEE of the first excited singlet
state of the molecule VII with the largest paratropic ring-
current strength susceptibility is 0.81 eV at the extended
multi-configuration quasi-degenerate perturbation theory
at second-order (XMC-QDPT2) level.71 At the CC2 level,
the corresponding VEE is 0.79 eV and the B3LYP calcu-
lation yields 0.45 eV. The VEE of the first triplet state of
molecule VII is 0.52 eV as obtained at the XMC-QDPT2
level of theory. The optical gap calculated at the CC2 level
agrees well the one calculated at the XMC-QDPT2 level.
The XMC-QDPT2 calculations also show that the ground
state of molecule VII is a closed-shell singlet. Thus, the
ground state of all the considered molecules are most likely
closed-shell singlets.
The D1 diagnostics calculated at the CC2 level are in the
range of 0.08 to 0.12, which is somewhat larger than the
usually accepted value.92 However, CC2 calculations on
DNA bases showed that accurate excitation energies are
obtained at the CC2 level when the D1 diagnostic value
does not exceed 0.15.93 Multi-configuration character as
indicated with a large D1 values usually leads to an under-
estimation of the VEEs calculated at the CC2 level.93
A larger energy difference in the denominator of Eq. (2)
leads to a smaller contribution to the paramagnetic cur-
rent density, which explains why the ring-current strength
susceptibilities for the strongly antiaromatic molecules are
smaller at the MP2 level than obtained in the B3LYP calcu-
lations, see Table 1.
The graphs in Figures 2 and 4 show that B3LYP and
MP2/CC2 calculations yield the same trends for the exci-
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Table 3 The five lowest vertical excitation energies (VEE in eV) and oscillator strengths ( fel for electric and fmag for magnetic dipole
transitions) for the studied molecules calculated at the CC2/TZVP level using the RVS approach. The electric (〈0|dˆ|n〉) and magnetic
dipole moments (〈0|Mˆ|n〉) (in a.u.) of S0→Sn transitions are also reported.
(I) (II)
States VEE 〈0|dˆ|n〉 fel 〈0|Mˆ|n〉 fmag VEE 〈0|dˆ|n〉 fel 〈0|Mˆ|n〉 fmag
1 2.88 0.01 0.0001 4.52 1.45 1.62 0.86 0.04 4.07 0.66
2 3.16 2.69 0.59 0.11 0.001 2.54 1.53 0.15 0.42 0.01
3 3.60 0.00 0.00 2.20 0.43 3.35 3.18 0.88 0.14 0.002
4 3.89 0.07 0.0005 0.26 0.02 3.51 0.51 0.06 0.50 0.04
5 4.04 1.32 0.17 0.03 0.0001 3.72 1.19 0.13 0.36 0.015
(III) (IV)
States VEE 〈0|dˆ|n〉 fel 〈0|Mˆ|n〉 fmag VEE 〈0|dˆ|n〉 fel 〈0|Mˆ|n〉 fmag
1 1.56 0.00 0.00 5.20 0.61 1.25 0.00 0.00 5.17 0.82
2 3.25 0.76 0.05 0.00 0.00 3.08 1.37 0.14 0.00 0.00
3 3.38 0.65 0.04 0.00 0.00 3.37 0.94 0.07 0.00 0.00
4 3.95 3.60 1.26 0.00 0.00 3.81 3.18 0.95 0.00 0.00
5 4.07 3.97 1.58 0.00 0.00 4.15 3.52 1.26 0.00 0.00
(V) (VI)
States VEE 〈0|dˆ|n〉 fel 〈0|Mˆ|n〉 fmag VEE 〈0|dˆ|n〉 fel 〈0|Mˆ|n〉 fmag
1 1.26 0.00 0.00 5.20 0.84 0.99 0.41 0.004 5.04 0.62
2 3.20 1.81 0.26 0.00 0.00 2.80 0.31 0.007 0.05 0.0002
3 3.66 1.55 0.21 0.00 0.00 3.22 0.36 0.01 0.02 0.0003
4 4.03 3.71 1.36 0.00 0.00 3.44 3.56 1.07 0.04 0.0002
5 4.57 3.46 1.35 0.00 0.00 3.83 3.12 0.91 0.20 0.004
(VII)
States VEE 〈0|dˆ|n〉 fel 〈0|Mˆ|n〉 fmag
1 0.79 0.00 0.00 5.26 0.54
2 2.75 0.49 0.01 0.016 0.00
3 3.03 0.22 0.004 0.016 0.00
4 3.50 3.90 1.30 0.05 0.0002
5 3.58 2.38 0.50 0.00 0.00
tation energies as a function of the ring-current strength
susceptibility. The main difference is that the excitation
energies are shifted to higher values at the CC2 level and
that the ring-current strength susceptibilities for the an-
tiaromatic molecules calculated at the MP2 level are sys-
tematically smaller than those obtained at the B3LYP level.
Molecule V has a slightly smaller ring-current susceptibil-
ity than molecule IV at the MP2 level. At the CC2 level, the
VEE of the first excited state of molecule V is also slightly
smaller than the one for molecule IV. At the B3LYP level,
molecule V has a larger ring-current strength susceptibil-
ity and a smaller VEE of the first excited state than for
molecule IV.
Comparison of the excitation energies and transition mo-
ments calculated at the B3LYP and CC2 levels shows that
the first five state of molecules I, III, V, VI and VII have the
same character at the two levels of theory. For molecule II,
the third and fourth excited states appear in reversed order
at the two levels. For molecule IV, the fourth state at the
B3LYP level seems to be a spurious state below the B band,
whereas at the CC2 level state the fourth and fifth excited
states form the B band.
For the antiaromatic molecules according to the ring-
current strength susceptibility calculated at the MP2 level
i.e., molecules III-IV, the first excited state is electric dipole
forbidden and magnetic dipole allowed, whereas the sec-
ond and third excited states can be assigned to the Q
band, even though the states have rather large oscillator
strengths as compared to the Q bands of free-base por-
phyrin. The fourth and the fifth excited states of molecules
III-VII have large oscillator strengths and can therefore be
assigned to the B band.
Summary and conclusions
Vertical excitation energies (VEE) as well as electric and
magnetic transition dipole moments for the five lowest
transitions of a set of carbaporphyrins, carbathiaporphyrins
and isophlorins have been studied at the time depen-
dent density functional theory (TDDFT) level using the
B3LYP functional. The VEEs have also been calculated at
the approximate second-order coupled-cluster (CC2) level.
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Fig. 4 The CC2 vertical excitation energies for the five lowest
electronic excited states of compounds I-VII as a function of the
ring-current strength susceptibility calculated at the MP2 level.
Note that the order of molecule IV and V are interchanged.
The calculated transition energies and magnetic transi-
tion probabilities were compared with the magnetically
induced ring-current strength susceptibilities of the por-
phyrinoid macrorings calculated at the B3LYP, Hartree-
Fock (HF), and second-order Møller-Plesset perturbation
theory (MP2) levels of theory.
The calculations show that only the lowest S0→S1 tran-
sition of the studied ones contributes significantly to the
magnetically induced ring-current strength susceptibility,
because it is the only state for molecules III-VII that has
a strong magnetic dipole-allowed transition. Molecules
III-VII are antiaromatic according to the ring-current cri-
terion, whereas molecules I and II are almost nonaromatic.
The molecules have been labeled such that molecule I is
the least antiaromatic molecule and molecule VII has the
largest paratropic ring-current strength susceptibility at the
B3LYP level. The VEE of the first excited state decreases
with increasing size of the magnetically induced paratropic
ring-current strength susceptibility, whereas the VEE of the
higher-lying states are almost independent of the magni-
tude of the ring-current strength susceptibility. The mag-
netic dipole moment of the S0→S1 transition is almost the
same for the antiaromatic molecules III-VII.
For the nonaromatic molecules I and II, the same ring-
current strength susceptibilities were obtained at the HF
and MP2 levels of theory. For molecules III-VI, the MP2
calculations yield ring-current strength susceptibilities that
are about a factor of two larger than those obtained at the
HF level. B3LYP calculations overestimate the ring-current
strength susceptibility of molecules III-VI by about a factor
of two as compared to the MP2 values, because the opti-
cal gap is systematically smaller at the B3LYP level than
obtained in the CC2 calculations. For molecule VII, the
ring-current strength susceptibility calculated at the B3LYP
level is about three times larger than the one obtained at
the MP2 level.
For molecules III, IV, V, and VII the electric dipole tran-
sition moment of the S0→S1 vanishes due to the symmetry
reason. Thus, for these molecules the first band in the elec-
tronic absorption spectrum corresponds to a purely mag-
netic dipole transition. The S0→S1 transition seems to be
a magnetic dipole-allowed transition only for antiaromatic
porphyrinoids, since the weak S0→S1 transition of classic
porphyrins like free-base porphyrin is an electric dipole-
allowed transition. The two extra electrons of the antiaro-
matic porphyrinoids occupy the LUMO of the classic por-
phyrins belonging to the B2g irreducible representation of
the D2h point group. The LUMO of the antiaromatic por-
phyrinoids belong to the B3g implying the electric dipole
transitions are forbidden, whereas the transition is mag-
netic dipole-allowed. This transition does not exist in aro-
matic porphyrinoids, because in for example free-base por-
phyrin, the HOMO is a B1u orbital and the LUMO belongs
to the B2g irreducible representation. The HOMO-LUMO
transition of free-base porphyrin is an almost symmetry-
forbidden electric dipole-allowed transition giving rise to
the weak Q band in its absorption spectrum.
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