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Beim Entwicklungsprozess von Cockpits und Cockpitkomponenten sollten in einer 
möglichst frühen Phase Nutzerstudien durchgeführt werden, um sowohl ergonomische 
als auch kognitiv-psychologische Aspekte in der Mensch-Maschine-Interaktion zu be-
rücksichtigen. Für Ergonomieuntersuchungen werden bereits auf digitale Mock-ups und 
Virtual Reality Systeme zurückgegriffen. Um das Verhalten des Nutzers auch in einer 
dynamischen Cockpitumgebung untersuchen zu können, wurde der Virtual Reality 
Flight Simulator (VRFS) entwickelt. Hier wird ein Virtual Reality Cockpit mit einem 
Flugsimulator verbunden. Im Gegensatz zu ähnlichen VR-Flugsimulatoren liegt bei 
diesem System der Fokus auf Rapid Prototyping von Cockpitkomponenten und deren 
Evaluation mit integrierten kognitiv-psychologischen Methoden. In dieser Arbeit wird 
gezeigt, wie neue Cockpitkomponenten in diesen Simulator integriert werden können 
und wie mit diesen Elementen interagiert werden kann. Als Basis für die Geometrie 
dienen hierbei CAD-Daten oder auch 3D-Scans. Die Interaktion kann mit virtuellen 
Tastern, Hebeln, Drehschaltern oder über simulierte Touchscreens erfolgen. Durch die 
Integration von einfachen Platten, 3D-gedruckten Bauteilen oder sogar funktionalen 
Hardwarekomponenten an der entsprechenden räumlichen Position, kann haptisches 
Feedback erzeugt und die Bedienbarkeit deutlich verbessert werden. Durch diese Flexi-
bilität kann der virtuelle Flugsimulator in jeder Phase des Cockpitdesignprozesses ein-
gesetzt werden. 
Schlüsselworte 
Virtual Reality, Flugsimulation, Cockpit Design, Rapid Prototyping 
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Rapid Prototyping in a Functional Virtual Cockpit 
Abstract 
In the development process of flight decks, user studies should be conducted as early as 
possible to gather information on ergonomics as well as cognitive aspects of the human-
machine-interaction (HMI). Virtual Reality is a well-known tool for exploring the ergo-
nomics of a cockpit. Yet, for conducting human factors studies, a dynamic, usable flight 
deck is necessary. The Virtual Reality Flight Simulator (VRFS), developed by Airbus 
Group Innovations, provides this functionality by connecting a digital mock-up with a 
commercially available flight simulation. In contrast to similar VR flight simulations, 
human factors methods have been integrated to conduct user studies. This research pre-
sents the integration of conceptional as well as existing HMI components into the 
VRFS. CAD data or 3D scans can be used as a basis for this. The interaction with these 
elements can be fully virtual, aided by using plates, or combined with functional hard-
ware elements. Due to this flexibility, the VRFS can be used in all phases of the cockpit 
development process.  
Keywords 
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Rapid Prototyping in einem funktionalen, virtuellen Flugzeugcockpit Seite 19 
jekt wachsen und die Simulationstiefe entsprechend erhöht werden. Trotzdem kann 
auch ein Mixed Mock-up System nicht als vollwertiger Ersatz für einen Hardware Si-
mulator verwendet werden, da weiterhin Einschränkungen durch die Virtual Reality 
Technologie, wie zum Beispiel eingeschränktes Sichtfeld oder Ungenauigkeiten im Tra-
cking, bestehen. Weitere Entwicklungen zielen auf die einfachere Integration von MMS 
Komponenten ab ebenso wie auf die Erhöhung der Simulationstiefe durch verbesserte 
Hard- und Software. 
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Zusammenfassung 
Die fachdisziplinübergreifende Systembeschreibung Intelligenter Technischer Systeme 
erfolgt anhand einer Reihe von Partialmodellen. Die einzelnen Partialmodelle beleuch-
ten jeweils detailliert spezifische Aspekte des Gesamtsystems, wie die Wirkstruktur 
oder die Gestalt. Die Partialmodelle sind untereinander stark vernetzt. Im Bereich des 
Partialmodells Gestalt sind die Verknüpfungen zwischen Gestalt und anderen Partial-
modelle zwar bekannt, jedoch nicht in Form einer visuellen Darstellung umgesetzt. Der 
Virtuelle Prototyp, als digitales Abbild des Gesamtsystems, bildet einen geeigneten An-
satzpunkt für die Weiterentwicklung des Gestaltmodells. Ziel ist eine Darstellung der 
Zusammenhänge zwischen den Partialmodellen im Rahmen der Gestalt, um das Sys-
temverständnis zu erleichtern. Hierzu sollen Aspekte des Gesamtsystems am Virtuellen 
Prototypen aufgezeigt und verortet werden. Anhand der Spezifikation eines Regalbedi-
engeräts im Rahmen eines Transferprojektes aus dem Spitzencluster it´s OWL stellt der 
Beitrag die Anbindung einzelner Partialmodelle an den Virtuellen Prototypen und die 
prototypische Umsetzung vor. 
Schlüsselworte 
Partialmodelle, Wirkstruktur, Umfeldmodell, Aktivitätsdiagramm, Virtueller Prototyp, 
Intelligente Technische Systeme  
Seite 66 Berssenbrügge, Wiederkehr, Jähn, Fischer 
Linking the Virtual Prototype with the Partial Models of  
Intelligent Technical Systems 
Abstract 
The interdisciplinary specification of intelligent technical systems is carried out based 
on a set of partial models. The individual partial models highlight specific aspects of the 
overall system respectively, e.g. the active structure or the shape. The partial models are 
highly cross-linked among each other. In fact, for the partial model shape these cross-
links between the shape and other partial models are known, however, they are not visu-
ally translated. The virtual prototype, as a digital model of the overall system, forms a 
suitable starting point for the further development of the shape model. The aim is an 
illustration of the interrelation between the partial models in the context of the shape, in 
order to facilitate the system understanding. For this, aspects of the overall system are to 
be depicted and localized at the virtual prototype. Based on the specification of a stor-
age handling system in the context of a transfer project in the leading edge cluster it´s 
OWL the paper introduces a link between individual partial models an the virtual proto-
type along with the implementation prototype.  
Keywords 
Partial Models, Active Structure, Activity Diagram, Virtual Prototype, Intelligent Tech-
nical Systems  
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1 Einleitung 
Virtual Prototyping, d.h. die Simulation eines Prototypen anhand des digitalen Pro-
duktmodells, ist heute ein wesentlicher Bestandteil bei der Entwicklung von Intelligen-
ten Technischen Systemen (ITS). Der Virtuelle Prototyp besteht dabei im Wesentlichen 
aus dem 3D-CAD-Modell des ITS, welcher im Rahmen von Virtuellen Design Reviews 
anhand von Abmaß,- Toleranz-, Baubarkeit-, Kinematikanalysen und weiteren Untersu-
chungen auf seine geometrischen Eigenschaften überprüft wird. Das 3D-CAD-Modell 
als Grundlage für das Virtual Prototyping beschreibt jedoch nur die Gestalt und ist da-
mit nur eines von mehreren Elementen, welche zur Entwicklung von Intelligenten 
Technischen Systemen aufgestellt werden. Denn, bei der Entwicklung von ITS ist be-
kanntermaßen eine Vielzahl unterschiedlicher Fachdisziplinen involviert; hierzu zählt 
die Mechanik, Elektrik/ Elektronik, Regelungstechnik sowie die Softwaretechnik. Der 
Begriff Mechatronik bringt dies zum Ausdruck.  
Die zunehmende Multidisziplinarität stellt dabei einen wesentlichen Komplexitätstrei-
ber in der Entwicklung dar. Methoden des Systems Engineering können einen wesentli-
chen Beitrag leisten diesen Herausforderungen zu begegnen; sie fördern die interdiszip-
linäre Zusammenarbeit und betrachten das System als Ganzes [INC13], [FMS12]. Die 
modelltechnische Abbildung der Zusammenhänge adressiert das Themenfeld Model-
based Systems Engineering (MBSE). Im Rahmen des MBSE wird ein Systemmodell in 
den Mittelpunkt der Entwicklung multidisziplinärer Systeme gestellt. Das Systemmo-
dell bildet alle relevanten Aspekte von Beginn an ab und ist die wesentliche Grundlage 
für die Kommunikation und Kooperation der involvierten Fachleute. Ein Ansatz zur 
Erarbeitung eines Systemmodells, bildet die fachdisziplinübergreifende Spezifikations-
technik CONSENS (CONceptual design Specification technique for the ENgineering of 
mechatronic Systems) [GFD+08]. Sie bildet die wesentlichen Elemente zur Entwick-
lung eines ITS in Form von Partialmodellen ab, beispielhaft seien an dieser Stelle die 
Wirkstruktur, das Umfeldmodell, Anwendungsszenarien oder eben auch die Gestalt 
genannt. 
Die Partialmodelle sind untereinander stark vernetzt, im Bereich des Partialmodells Ge-
stalt gibt es jedoch Weiterentwicklungspotentiale: So sind die Verknüpfungen zwischen 
der Gestalt und anderen Partialmodelle zwar bekannt, jedoch nicht in Form einer visuel-
len Darstellung umgesetzt. Konkret geht es um die Visualisierung weiterer Partialmo-
delle der Systemspezifikation im Rahmen des Gestaltmodells unter Zuhilfenahme von 
Methoden der Virtual Reality. Der resultierende Virtuelle Prototyp ermöglicht durch die 
Veranschaulichung und Verortung der Wirkflächen und -prinzipien eine visuelle Analy-
se von Wirkzusammenhängen zwischen den unterschiedlichen Partialmodellen. Dies 
unterstützt die multidisziplinären Entwicklungsteams und fördert das Systemverständ-
nis. Hier setzt der vorliegenden Beitrag an. 
Ziel des Beitrags ist die Visualisierung der Partialmodellen Wirkstruktur, Umfeld und 
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Seite 76 Berssenbrügge, Wiederkehr, Jähn, Fischer 
auf diese Weise mit dem Rotationsaspekt in die Animation eingebunden. Durch virtuel-
le Schalter am Bedienterminal lassen sich die Zeitgeber manuell steuern, wodurch der 
Handfahrbetrieb des Geräts nachgebildet wird. 
Physikalische Aspekte: Um komplexere Abläufe mit überschaubarem Aufwand realis-
tisch darstellen zu können, werden Aspekte verwendet, die den Objekten physikalische 
Eigenschaften zuweisen, die dann von einer Physics Engine [Bul13-ol] zur Laufzeit 
simuliert werden. Im Beispiel werden die Ziehnocken des Regalbediengeräts, die Auf-
lagen der Regalpaletten und des Regals mit physikalischen Aspekten angereichert. 
Dadurch werden durch eine realistische Animation des Regalbediengeräts und der 
Ziehnocken, automatisch die Bewegungen der Paletten simuliert. Dadurch lassen sich 
auch komplexe Umlagervorgänge mit mehreren Paletten umsetzen, ohne zusätzlichen 
Aufwand zur Animation der Paletten. 
Erweiterte Kontrollaspekte: Dank der zugrundeliegenden Skripting-Engine [ES14-ol], 
lassen sich auch komplexere Funktions- und Steuerungsabläufe für eine konkrete An-
wendung zur Laufzeit als Aspekt an ein Objekt binden oder ändern. Teile der Verhal-
tenslogik des Virtuellen Prototypen können als spezialisierte Aspekte nachimplemen-
tiert werden oder es können über Schnittstellen (wie Netzwerk, RS232, etc.) externe 
Software- oder Hardwarelösungen angeschlossen werden. Rückmeldung des Virtuellen 
Prototypen lassen sich durch Sensoraspekte realisieren, die beispielsweise als virtuelle 
Lichtschranken funktionieren. Das Ziel einer solchen Simulation bleibt jedoch die Dar-
stellung des Verhaltens; belastbare Simulationsergebnisse einer virtuellen Inbetrieb-
nahme liegen nicht im Fokus dieser Arbeit. 
Im Beispiel wird eine vereinfachte Version der grundlegenden Steuerung des Regalbe-
diengerätes als spezialisierter Aspekt zu einem Steuerungsobjekt hinzugefügt. Das Ob-
jekt wird räumlich in den Schaltschrank der Anlage platziert, so dass die Verknüpfun-
gen des Objektes direkt den logischen Verbindungen des Informationsflusses des Virtu-
ellen Prototypen aus der Wirkstruktur entsprechen. Zur Steuerung erlaubt der Aspekt 
die Eingabe einer Fachkoordinate, woraufhin die Repräsentanten der Motoren entspre-
chend angesteuert werden. Durch die hinterlegten Animationen und Bewegungsproxies 
bewegt sich das virtuelle Regalbediengerät an die gewünschte Position und kann über 
eine virtuelle Lichtschranke den Belegtstatus des Faches prüfen. Eine ggf. geladene 
Palette wird automatisch mit dem Regalbediengerät verfahren, da sie durch die Phy-
sikeigenschaften auf der Hubtraverse aufliegt. 
2D- / 3D-Verknüpfung: Um die Beziehung der Proxy-Objekte in 3D und der Elemen-
ten der Partialmodelle in der 2D-Darstellung herzustellen, existiert ein Aspekt, der eine 
Verbindung vom 3D-Raum zu einem eingeblendeten Element im 2D-Raum visualisiert. 
Durch Auswahl des Objektes in 3D oder des Elementes in 2D werden beide Seiten her-
vorgehoben (farbig und verdeckte Elemente werden sichtbar) und die Verbindung wird 
durch eine Linie visualisiert. Dadurch können beispielsweise die Elemente der 
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Zusammenfassung 
Tests an physischen Prototypen sind in der Produktentwicklung ein wesentlicher Be-
standteil um Bauteile oder Baugruppen gegen Fehlfunktionen und zugunsten ihrer An-
forderungskonformität abzusichern. Betrachtet man nun den Fall einer Absicherung an 
einem physischen Prototyp, so ist die Beziehung eines Bauteils zu den zugrundeliegen-
den Anforderungen nicht explizit an dem Prototyp sichtbar. Der Entwickler ist durch 
den Medienbruch mit einem erheblichen Aufwand konfrontiert, die Beziehungen zwi-
schen den physischen Bauteilen und den textuellen Anforderungen herzustellen. Dieser 
zusätzliche Aufwand kann durch den Einsatz von Augmented Reality (AR) verringert 
werden. Dazu werden die vorhandenen Zusammenhänge zwischen Anforderung, Geo-
metriemodell und dem physisches Bauteil so verwendet, dass die Beziehungen eines 
Bauteils oder einer Baugruppe zu den Anforderungen in das Sichtfeld des Entwicklers 
über ein mobiles Endgeräteingeblendet werden können. Im Rahmen dieses Beitrags 
wird die Untersuchung der Machbarkeit dieser Lösung beschrieben. Dafür wurden die 
Komponenten spezifiziert, konzipiert und prototypisch umgesetzt, die zu einer erfolg-
reichen Lösung des Problems beitragen. 
Schlüsselworte 
Augmented Reality, Traceability, Virtuelle Absicherung, Requirements Engineering, 
Produktentstehung 
 
Seite 80 Wrasse, Brandenburg, Hayka, Stark 
Visualization of Requirements on Physical Prototypes with 
Augmented Reality 
Abstract 
Tests on physical prototypes are an important part within product development because 
they ensure verification of components or assemblies against malfunctions and hence 
support their requirement conformity. In case of product verification with a physical 
prototype, the relationship between components and underlying requirements cannot be 
seen explicitly on the prototype. The develop engineer is confronted with significant 
efforts in order to rebuild the relationship between the physical prototype and the textual 
requirements due to media discontinuity. This additional effort can be decreased by use 
of Augmented Reality (AR). Therefore, the existing context between requirements, ge-
ometrical model and physical component are used in order to display the relationship of 
a component or assembly to its requirements. The engineering perspective is ensured by 
the appropriate assistance of mobile devices. In this paper, it is described how the feasi-
bility of this solution can be explored. The components are specified, designed and im-
plemented as prototypes which contribute to solve the problem successfully.  
Keywords 
Augmented Reality, Traceability, Virtual Validation, Requirements Engineering, Prod-
uct Design  
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1 Einleitung 
Eines der ersten Ergebnisse im Produktentwicklungsprozess ist die Anforderungsspezi-
fikation. Gegenstand der Anforderung sind Eigenschaften, Funktionalitäten und Quali-
täten, die ein Produkt bekommen soll. Mit diesen wird beschrieben, was genau von ei-
nem Produkt hinsichtlich der Beschaffenheit, der Funktion, der Nutzbarkeit etc. erwartet 
wird. Für eine erfolgreiche Nutzung der Anforderungen ist ein Anforderungsmanage-
ment erforderlich, welches dabei hilft diese schriftlich zu dokumentieren, zu strukturie-
ren und für die Verwendung in den nachfolgenden Entwicklungsphasen nutzbar zu ma-
chen [Gra11]. Insbesondere bei komplexer werdenden Produktstrukturen bis hin zu do-
mänenübergreifenden Systemen, deren Komplexität vorzugsweise mit den Methoden 
des Model-Based Systems Engineering (MBSE) [Est07] bearbeitet wird, kommt dem 
Anforderungsmanagement eine besondere Aufgabe zu. Die Anforderungen werden so-
wohl von den unterschiedlichen Domänen im Verlauf des Entwicklungszyklus herange-
zogen, um die Systemmodelle in ihren fortschreitenden Detaillierungsgraden und die 
Prototypen abzusichern als auch bei der Verifikation des daraus resultierenden physi-
schen Prototypen. In diesem Beitrag wird ein Anwendungsfall betrachtet, bei welchem 
die Anforderungen an einen physischen Prototyp abgesichert werden. Dabei werden die 
anhand der Anforderungen definierten Test-Cases abgearbeitet und entsprechend der 
Ergebnisse bewertet. In diesem systematischen Ablauf können jedoch durch die direkte 
Interaktion und durch das Erleben des physischen Prototyps Erkenntnisse entstehen, 
welche keinem Test Case zugeordnet sind, und somit keinen Anforderungen explizit 
zugewiesen sind. Im Besonderen sind dabei die Anforderungen relevant, welche für 
Artefakte der mechanischen Domäne entstehen, die vor der Integration in das Gesamt-
system verifiziert werden müssen.  
2 Anforderungen in der Produktentstehung 
Die Anforderungen an das zukünftige Produkt sind das erste Produktartefakt, welches 
im Smart Systems Engineering Entwicklungsprozess entsteht und dient als Grundlage 
für die weitere Produktentstehung. Anforderungen sollten stets schriftlich verfasst wer-
den und ggf. hierarchisch strukturiert sein. In einem Dokument oder Datenbank hinter-
legt, sind sie ein dynamisches Werkzeug für die anforderungskonforme Entwicklung 
[Gra11]. 
2.1 Smart Systems Engineering 
Die Entwicklung von komplexen Produktsystemen wird durch die Verwendung von 
Vorgehensmodellen vereinfacht. Ein Beispiel hierfür ist das V-Modell des Smart Sys-
tems Engineering (eine Ausprägung des MBSE), welches in Bild 1 dargestellt ist. Die 
Erweiterung des Systems Engineering zum Smart Systems Engineering beinhaltet eine 
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meiden (Vorwärtstraceability). Zum anderen werden die Zusammenhänge genutzt, um 
bei Fehlern die Anforderungen ausfindig zu machen, welche nicht berücksichtigt, feh-
lerhaft oder fehlend sind (Rückwärtstraceability) [GF94]. Die Prüfung von Anforderun-
gen erfolgt u. a. durch Prototypen, neben Inspektionen, Walkthroughs und Checklisten 
[Gra11]. Und diese Kombination aus Prototyp und Rückwärtstraceability soll in dieser 
Entwicklung genutzt werden, um nicht Test-Case spezifische Erkenntnisse nutzbar zu 
machen. 
2.3 Absicherung von Anforderungen am physischen Prototyp 
Ein Prototyp ist eine Annäherung an ein Produkt unter Betrachtung einer oder mehrerer 
Dimensionen des Interesses, das heißt es werden nur Teile aller Anforderungen umge-
setzt. Der Vorteil ist, dass durch das „Arbeiten“ am Produkt, Aussehen, Funktion und 
Verhalten des Produktes erlebt werden können [Ulr12], [ALS13]. Zusätzlich entsteht 
bei der Verwendung von physischen Prototypen der Effekt, dass durch diese insbeson-
dere unerwartete Eigenschaften des Produkts zum Vorschein kommen. Während virtuel-
le Prototypen sehr zielgerichtet zur Untersuchung einer oder mehrerer definierter Eigen-
schaften erstellt werden, so wirkt beim physischen Prototyp die Gesamtheit der physika-
lischen Umgebungseinflüsse, wodurch auch vorher unbeachtete Effekte zum Vorschein 
treten. Darüber hinaus kann durch einen physischen Prototyp ein größeres Spektrum der 
menschlichen Sinneswahrnehmung angesprochen werden, wodurch auch mögliche im-
plizite Kundenanforderungen besser abgesichert werden können. In einem Projekt am 
Fachgebiet Industrielle Informationstechnik der Technischen Universität Berlin wurde 
das Smart-Tripelec, ein dreirädriges elektrisches Fahrrad, entwickelt und prototypisch 
produziert. An diesem physischen Prototyp des Tripelec wurden nun in ersten Tests 
funktionale Probleme deutlich. Die Fehler waren eine schwergängige Antriebskette und 
eine klemmende Lenkung. Um diese Fehler vollständig zu beheben, ist es notwendig 
alle Anforderungen, die zu der funktionalen Gruppe gehören, zu identifizieren. In einer 
Werkstattumgebung ist es nicht immer möglich auf kurzem Wege alle Entwicklungsda-
ten abzurufen.  
2.4 Problemstellung und Lösungsansatz 
Die Absicherung an physischen Prototypen ist ein erforderlicher Prozess, und die Ein-
haltung der Anforderungen ist notwendig für ein valides Produkt. Die Schwierigkeit des 
Prüfers besteht jedoch darin, dass an einem physischen Prototyp die Beziehung eines 
Bauteils zu den zugrundeliegenden Anforderungen nicht immer explizit sichtbar ist. Der  
Prüfer ist durch den Medienbruch mit einem erheblichen Aufwand konfrontiert, die Be-
ziehungen zwischen den physischen Bauteilen und den textuellen Anforderungen herzu-
stellen. Hier wäre also ein Ansatz sinnvoll, welcher die beiden Informationen in ein 
Blickfeld integriert. Außerdem ist die Rückverfolgung der Verbindungen zwischen den 
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punkt der Gestaltung von User Interfaces (UI). Die Gestaltung von AR-UIs muss neben 
allgemeinen Gestaltungsparametern die folgenden spezifischen AR-Parameter beachten 
(aus [Weg12]): 
 Redundanz: Redundanz liegt dann vor, wenn die Informationen auf dem AR-
Medium exakt den dahinterliegenden realen Komponenten entsprechen. Es soll-
ten Redundanzen vermieden werden. Wenn redundante Visualisierung verwen-
det wird, dann sollten die realen Komponenten sichtbar sein. 
 Realismus und Ähnlichkeit: Die dargestellten Informationen können sowohl 
abstrakt als auch realistisch abgebildet werden. Die Parameter Größe, Kontur-
form und Farbe sollten nicht realistisch wiederholt werden, da ähnliche Darstel-
lungen die Detekti 
 onsleitung vermindern. Eine Restähnlichkeit sollte jedoch zur Bezugsbildung 
erhalten bleiben. 
 Gruppierung: Gruppierung meint niedrige Distanzen zwischen den AR-
Informationen untereinander. Diese Bündelung sollte vermieden werden 
[AH05]. 
 Dimensionalität: Die Information kann zwei- oder dreidimensional dargestellt 
werden. Bei der dreidimensionalen Visualisierung kann zusätzlich die Tiefenpo-
sition verändert werden. Beide Dimensionsparameter Form und Position sollten 
dem realen Pendant entsprechen. 
 Transparenz: Dargestellte AR-Informationen können durchsichtig sein. Dies er-
möglicht die Sichtbarkeit der realen Komponente. 
 Konforme und nonkonforme Aufblendung: Bei der konformen Aufblendung lie-
gen AR- und reale Informationen übereinander, bei der nonkonformen daneben-
stehend. Diese Positionierung, die die Sichtbarkeit der realen Komponente er-
möglicht, ist zu bevorzugen, sollte jedoch mit einer Verbindungslinie unter-
stützt. 
Diese Gestaltungsrichtlinien werden in der AR-Anwendung umgesetzt werden. 
3.2 Implementierung der AR-Anwendung 
Für virtuelle Überlagerung von Informationen an realen Objekten im Rahmen von 
Augmented Reality gibt es verschiedene Möglichkeiten. Die einfachste Möglichkeit ist 
das markerbasierte Tracking, wobei ein zweidimensionales Muster von der Kamera 
erkannt und dessen Pose im dreidimensionalen Raum berechnet wird. Dafür ist es erfor-
derlich, dass der Marker einen definierten Abstand zu dem physischen Objekt einhält 
und sich die gesamte Zeit des Trackings vollständig im Kamerabild befindet. Dies kann 
insbesondere bei engen Bauräumen kompliziert werden, so dass hier nach einer Alterna-
tive gesucht werden muss. Das in einem CAD-System entworfene Geometriemodell 
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Die nächsten Schritte beinhalten eine Evaluation der Machbarkeit einer Übertragung der 
Lösung auf AR-Brillen. Diese würden den Vorteil bieten, dass bei der Untersuchung die 
Hände des Akteurs frei sind, jedoch sind viele Randbedingungen in Betracht auf die 
Überlagerung von realen 3D-Objekten mit virtuellen Inhalten unter Beachtung der Ein-
schränkungen von Optical-See-Through-Geräten zu berücksichtigen und zu erfüllen. 
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Zusammenfassung 
Seit Anbeginn der Computergrafik verhindern Hardwarebeschränkungen interaktive 
Bildraten bei der Darstellung komplexer 3D-Szenen. Zwar steigt die Hardwareleistung 
mit der Zeit kontinuierlich, die Größe der Szenen allerdings ebenfalls. Existierende Lö-
sungen dieses Problems, wie Visibility Guided Rendering, zeigen je nach Systemleis-
tung und angefordertem Szenendetailgrad für die Anforderungen des Anwendungsfalls 
zu niedrige oder szenenabhängig schwankende Bildraten. 
Diese Arbeit konzentriert sich daher auf die Erforschung einer Bilderzeugungstechnik, 
welche möglichst unabhängig von der Szenenkomplexität eine im Vergleich zum klas-
sischen Rendering höhere Bildrate garantiert und frei von Bildratenschwankungen ist. 
Damit einhergehend ist eine geringe Reaktionszeit auf Nutzereingaben (Kamerabewe-
gungen möglichst sofort ersichtlich). Die dazu verwendete Technik wird in der Literatur 
als Depth Image Based Rendering (DIBR) bezeichnet und basiert auf der Wiederver-
wendung des Tiefenbilds und des Farbbilds – beides Standardergebnisse heutiger Raste-
risierungsverfahren – zur Erzeugung neuer Ansichtsbilder durch Projektion der Bildin-
formationen in neue Kameraeinstellungen. Eine Herausforderung stellen dabei in den 
klassisch gerenderten Bildern fehlende Szenenteile dar (Informationslücken), welche 
sich in den neuen Ansichtsbildern als Löcher äußern. 
Im Detail betrachtet diese Arbeit einerseits Möglichkeiten der effizienten Umsetzung 
der DIBR Technik auf heutigen GPUs und andererseits die Behandlung von Informati-
onslücken beziehungsweise der Reduktion dadurch entstehender Bildartefakte. Es wird 
gezeigt, dass diese Technik deutlich kostengünstiger als das klassische Rendering ist 
und damit hohe Bildraten bereitstellen kann. Löcher können bereits mit ebenfalls simp-
len Verfahren stark reduziert werden. Zusätzlich werden bestehende Limitationen des 
DIBR-Verfahrens sowie weitere Anwendungsgebiete außerhalb der Ein-Nutzer-
Workstation, wie die Anwendung auf mobilen Geräten, diskutiert. 
Schlüsselworte 
GPU, Rendering, Depth, Image based, interaktive Bildraten 
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Depth Image Based Rendering for decoupling slow rendering 
processes from display 
Abstract 
Since the beginnings of computer graphics limited hardware capabilities fail to provide 
interactive frame rates of 3D-scenes. Hardware performance increases with time, but so 
does the amount of objects to display. Existing techniques to alleviate this problem, like 
Visibility Guided Rendering, still face problems such as for certain use cases unsuitable 
low frame rates or scene-dependent frame rate fluctuations. 
This work therefor focuses on researching a rendering technique which is able to gua-
rantee a non-fluctuating frame rate independent of scene complexity. In line with this 
requirement is a low response time to user inputs (camera movement should cause 
nearly instantaneous display updates). Literature calls the technique to achieve this 
Depth Image Based Rendering (DIBR). The basic idea constitutes of using the depth 
and color image – both common results of today's rasterization methods – to create new 
view images by projecting the picture contents to new camera views. A challenge is 
presented by scene parts invisible in the classically rendered images which cause holes 
in the new view images (information gaps).  
In detail, possible efficient GPU-implementations of DIBR and methods for dealing 
with information gaps or rather the diminishing of resulting artifacts will be discussed. 
The technique presents itself as much cheaper than the classical rendering and can 
therefor provide high frame rates. Likewise, holes can be greatly reduced using simple 
methods. In addition, remaining limitations of the DIBR technique and further applica-
tions apart from the single-user-workstation, like mobile devices, are discussed. 
Keywords 
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die im Tiefenpuffer gespeicherte z-Koordinate eine 3D-Punktewolke im Bildraum der 
zugehörigen Kamera1. 
 ݌ଶ ൌ ଶܴܲଶ ଶܶሺ ଵܴܲଵ ଵܶሻିଵ݌ଵ (1) 
Gemäß Formel (1) müssen die vorhandenen Punkte lediglich durch Inversion der Bild- 
und Kameraraumtransformation zurück in den Weltraum und anschließend durch An-
wendung der zur gewünschten neuen Ansicht gehörenden Transformationen in den neu-
en Bildraum transformiert werden. ௜ܲ ist dabei die Bildebenenprojektionsmatrix2, ܴ௜ die 
Rotationsmatrix und ௜ܶ die Translationsmatrix des Kameraraums i sowie ݌௜ die homo-
genen Koordinaten eines Punktes in Bildraum i. 
1.2 Relevante Arbeiten 
Eine der hauptsächlich anzutreffenden Anwendungsrichtungen des DIBR ist die Erzeu-
gung von Pseudostereobildpaaren. Ein früher Ansatz von McMillan et al [MB95]. er-
zeugt diese für Head-Mounted-Displays, wobei er eine für diesen Fall effizientere Pro-
jektion verwendet. Der DIBR Begriff wurde erstmals von C. Fehn geprägt, der seinem 
„Shift-Sensor“-Algorithmus auf einer einfachen, lediglich in x-Richtung stattfindenden 
DIBR-Projektion aufbaut [Feh03]. Seine Idee und Grundtechnik wurde unter anderem 
von Zhang et al. [ZT05] und Ndjiki-Nya et al. [NKD+11] weiterverwendet. Letztere 
adaptierten Fehns Technik auf die für brillenloses 3D bei mehreren Betrachtern not-
wendige Erzeugung multipler Stereobildpaare aus einem einzigen gegebenen. Xi et al 
[XWY+13].und Oh et al [OYH09].approximieren eine inverse DIBR-Projektion von 
Ziel- zu Quellbild um Abtastungsfehler zu vermeiden. 
Die andere Hauptanwendungsrichtung, in die sich auch diese Arbeit einordnet, liegt in 
der Synthese beliebiger Kameraansichten. Ansätze von Max et al. [MO95] Shade et al. 
[SGH+98]und Popescu et al. [PLA+98].modellieren die Szene in Form diskreter, offline 
mit hoher Qualität vorberechneter Quellbilder, aus denen eine über DIBR projizierte 
Untermenge ein gewünschtes Ansichtsbild liefert. Ebenfalls offline vorberechnet sind 
die Dreiecksnetzte von Darsa et al. [DCV97] und Fu et al. [FWH98] die die Szene 
durch eine hochauflösende Texturierung imitieren (auch als Impostoren [GFB13] be-
zeichnet). Ghiletiuc et al. [GFB13] berechnen solche Impostoren online auf einem Ser-
ver und rendern diese auf mobilen Endgeräten. Dagegen senden Chang et al [CG02]. die 
Quellbilder direkt zu den Klienten, welche die komplette DIBR-Projektion ausführen. 
Die Idee des DIBR ist sehr ähnlich der der Motion Compensated Frame Interpolation 
(MCFI) [LN10]. Beide Techniken zielen auf eine Bildsynthese aus den vorhandenen 
                                                 
1 Im Folgenden werden zur Projektion verwendete Daten wie Farb-, Tiefenbild und Kameraeinstellungen 
als Quelle bezeichnet bzw. mit dem Präfix Quell- versehen und Ergebnisse analog als Ziel. 
2 ௜ܲ ist hier eine in der Computergrafik gebräuchliche perspektivische Projektion, jedoch ist das Verfah-
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Seite 98 Meder 
Abgeleitet wird der Algorithmus aus einer Umformung3 von Formel (1) welche in For-
mel (2) gegeben ist. ݐ௜ bezeichnen die Translationsvektoren der Bildräume und ݖ௪ der 
Abstand von ݌ଵ zu Kamera 1 im Weltkoordinatensystem4. Die Translationskomponente 
െ ଵܴܲଵሺݐଶ െ ݐଵሻ kann in einzelne x- und y-Verschiebungen zerlegt werden, was eine 
einfache zeilen- oder spaltenweise Interpolation zwischen zwei benachbarten Pixeln 
nach der Verschiebung ermöglicht [Mor09]. Lücken des vorigen Abschnitts werden so 
vermieden. 
Die Umsetzung dieser beiden Translationsschritte ist nicht in der Standardgrafikpipeline 
möglich, da eine Projektion das Schreiben mehrerer Pixel in einem Schritt  
voraussetzt [Med14]. Die seit einiger Zeit existierenden General-Purpose-Computing 
Schnittstellen wie CUDA, DirectX Compute Shader oder OpenCL erlauben dies jedoch. 
Als letzter Schritt wird das entstandene Zwischenbild mittels der verbleibenden Trans-
formationen ଶܴܲଶܴଵି ଵ ଵܲି ଵ in den Zielbildraum projiziert, was einer projektiven Textur-




Bild 3: (a) Vollständige Triangulation des Quellbilds, (b) Adaptive Triangulation an-
hand des Tiefenbilds, ausgehend von einem groben Dreiecksnetz ( detek-
tierte Tiefenkante) 
Die in dieser Arbeit erforschte Variante konstruiert aus den durch das Tiefenbild gege-
benen 3D-Punkten ein Dreiecksnetz, welches mittels des Farbbilds texturiert wird. Bild 
3a zeigt einen einfachen Fall (verwendet in [MM97]), bei dem jedes Bildpixel als Ver-
tex modelliert wird und zwischen vier benachbarten jeweils zwei Dreiecke gebildet 
werden. Die Transformation aus Abschnitt 1.1 wird auf jedes Vertex angewendet und 
das Dreiecksnetz klassisch gerendert. Lücken werden durch die GPU-inhärente Interpo-
lation der Vertexattribute vermieden. 
                                                 
3 Eine vollständige Herleitung kann [Mor09] oder [Med14] entnommen werden. 
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Seite 100 Meder 
Solche Flächen verhindern die Bildung einer Lückenmaske7 und müssen gesondert de-
tektiert werden. Dies wird über eine Kantenerkennung im Quelltiefenbild, anhand des-
sen diskreter zweiter Ableitung (Laplace-Operator [Wan07]), erreicht. Während der 
DIBR-Projektion werden die erzeugten Vertices nun markiert, sofern ihre zugehörigen 
Quellbildpixel auf einer detektierten Kante liegen. Dreiecke, deren Vertices alle mar-
kiert sind, werden als falschen Flächen identifiziert und entfernt.  
Ist der Tiefenabstand zwischen den Pixelbereichen nicht zu groß relativ zur Kamera, so 
bieten diese falschen Flächen jedoch eine brauchbare erste Füllung der korrespondie-
renden Informationslöcher. Die Kantendetektion zwischen zwei Quellpixeln wird daher 
vermieden, wenn ihr Tiefenabstand einen Schwellwert unterschreitet, welcher proporti-
onal zum Abstand der Pixel von der Kamera skaliert.  
3.2 Multi-Kamera-Ansatz 
Zum Füllen der detektierten Löcher wird hier ausschließlich auf vorhandene Szenenin-
formation zurückgegriffen. In anderen Arbeiten verwendete Inpaintingverfahren (bspw. 
in [NKD+11]) können zwar optisch plausible Rekonstruktionen liefern, weisen jedoch 
häufig merkliche Diskrepanzen zur korrekten Darstellung auf [Med14]. Multi-Layer 
Ansätze wie in [GFB13] hingegen erfordern eine Modifikation des Quellrenderers. 
Daher wird für die Einzelbildsynthese ein Ansatz mit mehreren DIBR-Projektionen ver-
schiedener zeitlich zurückliegender Einzelbilder verwendet. Löcher die so gefüllt wer-
den können enthalten weitestgehend korrekte Szeneninformation. Neue Quellbildpaare 
werden vom klassischen Renderer asynchron erzeugt und in einen Puffer gelegt. Da 
nicht beliebig viele DIBR-Vorgänge ausgeführt werden können, werden die sinnvolls-
ten Quellbilder in diesem Puffer nach folgendem Kriterium aufsteigend ausgewählt: 
 
1 ൅ ‖ܿ௜ െ ܿ௨‖
0.5 ሺ݀௜ ∘ ݀௨ ൅ 1ሻ െ 1 (3) 
‖ܿ௜ െ ܿ௨‖ ist der euklidische Abstand von Pufferkamera i zur aktuellen Nutzerkamera u 
und ݀௜ ∘ ݀௨ das Vektorskalarprodukt ihrer normierten Blickrichtungsvektoren. Es wer-
den also Quellbilder bevorzugt, deren erzeugende Kamera eine geringe Distanz zur 
Nutzerkamera und ähnliche Blickrichtung wie diese hat. Hingegen werden Quellen mit 
den höchsten Werten bei Pufferüberlauf verworfen. 
3.3 Vorausschauendes Rendern 
Bereits gerenderte Quellbilder vergangener Kamerapositionen reichen in der Praxis 
kaum aus, da sich die Nutzerkamera stetig von diesen Positionen entfernen kann (bspw. 
durch eine simple Vorwärtsbewegung). Überwindet die Nutzerkamera dabei Hindernis-
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Depth Image Based Rendering zur Entkopplung langsamer Renderprozesse von der Darstellung Seite 103 
Sowohl das punktbasierte als auch das adaptive dreiecksbasierte Verfahren erlauben auf 
der Testplatform eine Beschleunigung der angezeigten Bildrate auf über 60 Hz. Da das 
punktbasierte Verfahren durchschnittlich deutlich mehr Primitive benötigt, ist seine 
Renderzeit (Bild Boeing) im Vergleich zum adaptiven Verfahren oft höher. Ist die Gra-
fikkarte allerdings bereits stark durch den Quellrenderer ausgelastet oder die Szene sehr 
komplex, so nähert sich das adaptive dem punktbasierten Verfahren zeitlich an oder 
kann langsamer sein (Bild Powerplant). Die Ursache dafür ist einerseits der höhere 
Aufwand pro Primitiv des adaptiven Verfahrens (bspw. Kantentests, Tessellierung, Flä-
chenentfernung) und andererseits die mit der Varianz des Tiefenbilds steigende Drei-
eckszahl des adaptiv erzeugten Gitters. 
Tabelle1: Mittlere Renderzeiten (μ) und Standartabweichung (σ) der Renderer im Pa-
rallelbetrieb auf derselben Hardware (Millisekunden) 
 1280x720 1920x1080 
Boeing Powerplant Boeing Powerplant 
 μ σ μ σ μ σ μ σ 
Adaptiv Dreiecksbasiert DIBR 2,89 2,40 8,69 5,05 5,39 4,15 16,85 10,80 
Quellrenderer (1.43x Auflösung) 68,45 42,28 167,58 71,25 119,13 75,78 479,04 326,24 
6 Resümee und Ausblick 
Im Verlauf dieser Arbeit wurde eine effiziente, vollständig in der Standard-GPU-
Pipeline umgesetzte DIBR-Implementation gezeigt. Außerhalb konstruierter Härtefälle 
ist die Renderzeit deutlich niedriger als bei anderen Herangehensweisen. Die dadurch 
hohe Performanz der Anzeige und ihre systematische Trennung vom Quellrenderer er-
möglichen das Verbergen hoher Quellbildlatenzen. Weiterhin werden beim DIBR-
Verfahren einhergehende Informationslücken durch den Multi-Kamera-Puffer ohne 
großen Aufwand bereits stark reduziert.  
Die Aufteilung des Systems in Abschnitt 4 ist geeignet für eine Client-Server-
Implementierung wie in [GFB13]. Der Server führt dabei den Quellrenderer aus und 
liefert die Quellbilder an die Klienten, während diese den DIBR-Renderer benutzen. 
Dadurch kann auch auf hardwareschwachen Geräten mit Massive-Data-Rendering gear-
beitet werden, das heißt auch auf mobilen Geräten. 
Bei den meisten aktuellen Tablets empfiehlt sich allerdings eine Modifikation des Ver-
fahrens, so dass der Server den Tessellierungsteil ausführt und lediglich das erzeugte, 
texturierte Dreiecksnetz sendet. Diese Modifikation ist darin begründet, dass sowohl die 
Hardwarebestückung mit Shadereinheiten auf diesen Geräten noch zu gering ist und 
auch generell Tessellation-Shader-Fähigkeiten dort wenig verbreitet sind. Dieses Kon-
zept ist jenem in [GFB13] identisch, allerdings werden die Dreiecksnetzte hier schneller 
und mit höherer Auflösung erzeugt. 
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Die DIBR-Technik ist in ihrer Grundform nur für statische Szenen geeignet. Kameraab-
hängige Dynamik, wie spekulare Reflexionen oder Transparenz, und temporale Dyna-
mik, wie Animationen, müssen gesondert behandelt werden [Med14]. Probleme mit 
kameraabhängiger Beleuchtung werden bereits durch Deferred Shading [HH04] ver-
mieden. Hinsichtlich Transparenzen ist die zusätzliche Verwendung von Multi-Layered-
Rendering interessant, während für Animationen eine Verbindung mit MCFI nahe liegt. 
Zwar zeigte sich die Qualität der synthetisierten Bilder bei typischen Industriemodellen 
wie der Boeing 777 als sehr gut, jedoch konnten in Härtetests noch starke Lochbildun-
gen beobachtet werden. Diese entstehen bei Quellbildraten von ca. 5 Hz und tiefer, da 
die Szene dann sehr spärlich geometrisch aktualisiert wird. Daher wird zur weiteren 
Lastreduktion eine bessere Strategie gesucht, bei der der Detailgrad der Primitivtessel-
lierung nicht mehr binär gewählt wird und auch nicht immer vollständige Quellbilder 
projiziert werden, sondern lediglich noch zur Lochfüllung benötigte Teile. 
Weiterhin erbt das Verfahren ein Problem des Originals in [MM97]: Ein Bereich von 
einem halben Quellbildpixel wird beim Verwerfen falscher Flächen mit entfernt (da die 
Vertices in den Pixelzentren liegen), was Strukturen mit nur einem Pixel Ausdehnung 
effektiv löschen kann. Hier ist zukünftig ein genaueres Entfernen von lediglich Primi-
tivteilen oder ein detaillierteres Triangulieren von Rändern angedacht.  
Die bisher lediglich lineare Kameraprädiktion ist durch eine nichtlineare zu ersetzen, da 
dies den Nutzerweg genauer modelliert [MM97]. Dahingehend bietet vor allem der Be-
reich des Machine Learnings interessante Ansätze robuster Prädiktoren.  
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Zusammenfassung 
In der CAD-unterstützten Entwicklung von technischen Systemen (Maschinen, Anlagen 
etc.) werden virtuelle Prototypen im Rahmen eines virtuellen Design-Reviews mit Hilfe 
eines VR-Systems gesamtheitlich betrachtet, um frühzeitig Fehler und Verbesserungs-
bedarf zu erkennen. Da die Analyse beweglicher Bauteile ein wichtiger Untersuchungs-
gegenstand ist, werden die beweglichen Bauteile einer Maschine (z. B. motorgetriebene 
Mechaniken) im VR-System animiert. Kinematikmodelle, die Rotationsachsen, Frei-
heitsgerade und Übersetzungsverhältnisse definieren, um die Bewegungsmöglichkeiten 
der Bauteile festzulegen, werden im zugrundeliegenden CAD-Modell in der Praxis oft 
nicht modelliert oder können bei der Konvertierung in polygonale Modelle für das VR-
System verloren gehen. Unser Ziel ist die Reduzierung des notwendigen manuellen 
Nachbereitungsaufwand für das Design-Review durch eine automatische Berechnung 
der geometrischen Eigenschaften. Wir stellen Algorithmen vor, die geometrische Eigen-
schaften wie die Lage von im 3-D-Raum orientierten Objekten, Rotationsachsen von 
zylindrischen Objekten und Bohrungen, die Umkreise von Wellen, die Zahnanzahl von 
Zahnrädern, sowie die Zahnabstände von Zahnstangen aus polygonalen dreidimensiona-
len Objekten automatisch ermitteln. Die Algorithmen implementierten wir in unserem 
VR-System PADrend und erprobten sie anhand von Bauteilen aus virtuellen Prototypen 
realer Maschinen. 
Schlüsselworte 
Geometrische Eigenschaften, Animationen, CAD-Systeme, VR-Systeme 
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Automatic derivation of geometric properties of components 
out of the 3D polygon model 
Abstract 
In CAD-supported development of technical systems (machines, equipment, etc.) virtu-
al prototypes are looked in its entirety in the context of virtual design reviews using a 
VR system, in order to early detect errors and need for improvements. Since the analy-
sis of moving components is an important object of investigation, the moving parts of a 
machine (e.g., motor-driven mechanisms) are animated in the VR system. In practice 
kinematic models that define the rotation axis, degrees of freedom, and gear ratios to 
determine the possible movements of the components are often not modeled in the un-
derlying CAD model or may be lost when converting to polygonal models for the VR 
system. Our goal is to reduce the necessary manual follow-up costs for the design re-
view by an automatic calculation of geometrical properties. We present algorithms to 
automatically determine the geometric properties such as the location of in 3D space 
oriented objects, rotation axes of cylindrical objects and holes, the perimeters of waves, 
the number of tooth of gears, as well as the tooth spacing of toothed racks of polygonal 
three-dimensional objects. We implemented the algorithms in our VR system PADrend 
and tested it on basis of components of virtual prototypes of real machines. 
Keywords 
Geometric properties, animations, CAD systems, VR systems  
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1 Motivation 
Ein wesentlicher Bestandteil in der CAD-unterstützten Entwicklung von technischen 
Systemen (Maschinen, Anlagen etc.) ist die gesamtheitliche Betrachtung des virtuellen 
Prototypen im Rahmen eines virtuellen Design-Reviews. Dabei wird der Entwurf von 
Baugruppen oder einzelner Bauteile des Produkts systematisch, ganzheitlich in einer 
virtuellen Szene betrachtet und beurteilt. So können Fehler und Verbesserungsbedarf 
frühzeitig erkannt werden. Neben der Untersuchung der Bauteilgeometrie ist die Analy-
se von beweglichen Bauteilen ein wichtiger Untersuchungsgegenstand am virtuellen 
Prototypen. Dazu müssen die beweglichen Bauteile einer Maschine (beispielsweise mo-
torgetriebene Mechaniken) am virtuellen Prototypen animiert werden. Dies kann ein 
sehr aufwändiger Prozess sein, falls die erforderlichen Daten (wie z.B. Rotationsachsen, 
Übersetzungsverhältnisse, Bewegungsfreiheitsgrade, kinematische Ketten etc.) nicht zur 
Verfügung stehen. 
Im parametrischen Modell des CAD-Systems sind Grundkörper mit ihren geometri-
schen Eigenschaften (Position, Länge, Radius usw.) definiert. Ebenso kann ein Kinema-
tikmodell anhand von Rotationsachsen, Gelenken und Freiheitsgeraden definiert wer-
den, das die Bewegungsmöglichkeiten der Bauteile festlegt. In der Praxis werden jedoch 
oft viele dieser Eigenschaften nicht im CAD-System definiert, da dies, im Verhältnis 
zum erwarteten Nutzen, einen zu großen Aufwand darstellt. Des Weiteren können diese 
Informationen verloren gehen, wenn das CAD-Modell in ein Austauschformat für VR-
Systeme umgewandelt wird. Die parametrischen CAD-Modelle werden dabei in Po-
lyonmodelle umgewandelt, welche die exakte Geometrie der CAD-Bauteile durch poly-
gonbasierte Oberflächenmodelle approximieren. Das Kinematikmodell wird gar nicht 
oder nur unvollständig konvertiert. Im VR-System müssen die Bewegungsabläufe dann 
durch Animationspfade manuell nachgebildet werden. Schwierig und zeitaufwändig ist 
dabei insbesondere die manuelle Festlegung der Rotationsachsen einzelner Bauteile, 
z. B. von Zahnrädern oder Antrieben und die Bestimmung von exakten Übersetzungs-
verhältnissen.  
Ziel dieser Arbeit ist, den notwendigen manuellen Nachbereitungsaufwand für das De-
sign Review zu reduzieren, indem die Berechnung der geometrischen Eigenschaften 
automatisiert wird. In dieser Arbeit entwickeln wir Algorithmen, die solche geometri-
sche Informationen und Eigenschaften aus polygonalen dreidimensionalen Objekten 
automatisch ermitteln. Wir haben verschiedene Algorithmen entwickelt, die unter-
schiedliche Eigenschaften allein auf Basis der Polygondaten berechnen. Dazu gehört die 
Erkennung der Lage von beliebig im 3-D-Raum orientierten Objekten, Rotationsachsen 
von zylindrischen Objekten (und zylindrischen Bohrungen), der Umkreise von Wellen, 
der Zahnanzahl von Zahnrädern und Zahnabstände von Zahnstangen. Die Algorithmen 
haben wir in unserem VR-System PADrend [EJP11] implementiert und anhand von 
Bauteilen aus virtuellen Prototypen realer Maschinen erprobt. 
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2 Stand der Technik 
Erste Betrachtungen zur Erkennung geometrischer Eigenschaften wurden im der algo-
rithmischen Geometrie in der 2-D-Ebene über einer Menge fest definierter Objekttypen 
(Punkte, Liniensegmente, Ellipsen, Kreise) durchgeführt. Algorithmen bestimmen in 
optimaler Laufzeit ߆ሺ݊	݈݋݃	݊ ሻ alle exakten Symmetrieachsen [Ata85]. Die Symmetrie 
eines einzelnen Polygons im 2-D kann in Zeit ߆ሺ݊ሻ	und die Symmetrie einer Punkte-
menge und eines einzelnen Polyeders im 3-D-Raum kann in optimaler Zeit ߆ሺ݊	݈݋݃	݊ ሻ 
berechnet werden [WWV85]. Diese Methoden berechnen exakte Symmetrieachsen 
bzgl. der Punktmengen der Eingabe. Sie lassen sich schwer auf unser Problem anwen-
den, da durch den Export der CAD-Modelle, die Körper zwar symmetrisch erscheinen, 
die Punkte des exportierten Modells jedoch nicht notwendigerweise symmetrisch ange-
ordnet sind. 
Die Berechnung geometrischer Eigenschaften ist ein zentrales Thema in der Computer-
vision. Die Bestimmung von Symmetrieeigenschaften wie Achsen oder Ebenen von 
Objekten (Flugzeuge, Gebäude, Personen) in Fotos natürlicher Umgebungen hat eine so 
hohe Bedeutung, dass die entwickelten Algorithmen zu Wettbewerben antreten 
[RBK+11]. Herausfordernd ist die durch die perspektivische Darstellung verzerrte Dar-
stellung der Objekte im 2-D-Bildraum. Man versucht Merkmale aus dem Foto zu extra-
hieren und für Gruppen solcher Merkmale Symmetrieeigenschaften zu erkennen 
[CPM+07]. Erschwerend ist, dass die zu entdeckenden Rotationssymmetrien (Autorad) 
oder Disymmetrien (Schmetterling) nur lokale Eigenschaften des Fotos vor einem ggfs. 
komplexen Hintergrund sind [LE06]. Daher werden auch Methoden aus dem Bereich 
des künstlichen Lernens zur Bestimmung von Symmetrien eingesetzt [TK12]. 
Einen engeren Bezug zu unseren Arbeiten ist die automatische Erkennung von Symmet-
rien in 3-D-Modellen: Typischerweise sind es Einzelobjekte, deren, durch das Modell 
gegebene Symmetrieeigenschaft (z.B. Achse oder Ebene), man bestmöglich erkennen 
möchte [KLA+14]. Die Symmetrie von Einzelobjekten kann auch dann erkannt werden, 
wenn symmetrisch aufgebaute Modelle (z.B. Menschen), in einer nichtsymmetrischen 
Pose verharren (verformte Modelle). Die Symmetrie wird hergestellt als Prozess von 
zulässigen Transformationen, z.B.: Skalierung oder starrer Verschiebung [OSG08]. Bei 
partieller Symmetrie fehlen zudem noch Teile des an sich symmetrischen Modells 
[RBB+10]. Für einzelne 3-D-Modelle kann Symmetrie in Form von Kugelflächenfunk-
tionen so beschrieben werden, dass für ein gegebenes symmetrisches Objekt (z.B. 
Rundtisch) aus einer Datenbank von beliebigen 3-D-Objekten weitere Rundtische ge-
funden werden, die ähnlich aussehen, aber durchaus verschieden sind [KFR04]. In 
komplexen, aus vielen Teilobjekten zusammengesetzten Modellen, werden Teilobjekte 
über die Bestimmung der Symmetrieeigenschaften als vergleichbar identifiziert, um 
Modelle zu komprimieren und instanziieren [MSH+06]. Ähnlichkeiten zu der Vorge-
hensweise in unserem Ansatz sind in der Arbeit von Mitra et al. zu finden [MGP06]. 
Dort werden paarweise Samples gezogen, um Kandidaten für Symmetrien zu finden. Es 
findet jedoch eine Transformation der Paare statt. In dem transformierten Raum werden 
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über Clustering-Algorithmen die Teilmengen der Punkte gesucht, die Symmetrieeigen-
schaften besitzen. Unser Ansatz zur Bestimmung von Rotationsachsen unterscheidet 
sich in seiner Einfachheit und in den verwendeten Kriterien, um eine Symmetrieachse 
zu finden. 
3 Algorithmen zur Bestimmung geometrischer Eigenschaften 
Im Folgenden beschreiben wir die unterschiedlichen Algorithmen zur Bestimmung der 
geometrischen Eigenschaften: 
3.1 Beschreibung der Eingabe 
Beim Design von Maschinen durch CAD werden häufig parametrisch beschriebene 
Modelle verwendet. Dazu gehören einfache geometrische Figuren, wie Quader, Kugeln 
oder Zylinder; aber auch komplexere Oberflächen, wie NURBS-Flächen oder logische 
Verbindungen zwischen mehreren solcher Figuren. Um die dadurch beschriebenen Ob-
jekte in einem VR-System darstellen zu können, müssen die Oberflächen der paramet-
risch beschriebenen Objekte durch Polygone angenähert werden. Praktisch werden hier 
meistens Dreiecke verwendet, die auf der Oberfläche der Objekte mit einstellbarem De-
tailgrad erzeugt werden. Die Daten zu den Eckpunkten der Dreiecke (die Vertices) be-
inhalten die 3-D-Position des Punktes im Raum; können jedoch weitere Daten wie 
Normalenvektoren (zur Bestimmung der räumlichen Ausrichtung der Oberfläche), 
Farbwerte oder auch Texturkoordinaten enthalten. 
Als Eingabe für die weitere Verarbeitung gehen wir von einer Menge von triangulierten 
Oberflächenmodellen (Gittermodelle) aus. (Bild 1 und Bild 2 zeigen in der unteren Rei-
he die Gittermodelle für verschiedene Objekte.) Die vorgestellten Verfahren benötigen 
nur die Information, welche Vertices zu einem Dreieck gehören und die 3-D-Positionen 
der Vertices. Andere Eigenschaften, wie beispielsweise die Normalenvektoren, werden 
nicht benötigt. Um diese Eingabe aus den zugrundeliegenden CAD-Daten zu generie-
ren, können entsprechende Exportfunktionen gängiger CAD-Systeme verwendet wer-
den, oder es können externe Konverter verwendet werden. Die zu animierenden Bautei-
le sollten dabei als einzelne Objekte repräsentiert werden. Werden ganze Baugruppen 
(beispielsweise mit mehreren Zahnrädern) als ein gemeinsames Objekt dargestellt, kön-
nen die Einzelteile jedoch in den meisten Fällen auch im VR-System noch getrennt 
werden (durch eine einfach umzusetzende Aufteilung des Gittermodells in Zusammen-
hangskomponenten). 
3.2 Bestimmung der Ausrichtung eines Objektes 
Das Ziel dieses Schrittes ist es, Kandidaten für die Ausrichtung eines Gittermodells im 
Raum zu ermitteln, da die Objekte beliebig im orientiert sein können. Das Ergebnis sind 
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chen und zusammenfassen zu können, werden die Koordinaten mit einer einstellbaren 
Schrittweite diskretisiert (Standardwert 0.01 mm). 
3.3 Bestimmung von Rotationsachsen 
Nachdem im vorherigen Schritt Kandidaten für Richtungen der Rotationsachsen identi-
fiziert wurden, werden damit im Folgenden Kandidaten für Rotationsachsen identifi-
ziert. Dazu werden für Achsen jeweils Kandidaten für 3-D-Punkte gesucht, die als Ur-
sprung der Achse dienen können. Für unseren Algorithmus versuchen wir die folgende 
Beobachtung auszunutzen: Bei geometrischen Objekten mit erkennbaren Rotationsach-
sen, liegen oft viele Eckpunkte von Dreiecken im gleichen Abstand, kreisförmig um die 
Rotationsachsen verteilt – findet man diese Kreise, liefert ihr Zentrum Kandidaten für 
den gesuchten 3-D-Punkt.  
Unser randomisierter Algorithmus arbeitet wie folgt: Für jeden Kandidaten der Rich-
tungsvektoren aus dem vorherigen Schritt wird die Gesamtmenge der Vertices des Ob-
jektes zunächst in mehrere Teilmengen aufgeteilt. Jede Teilmenge enthält die Vertices, 
die mit dem Richtungsvektor jeweils die gleiche Ebene aufspannen (mit entsprechender 
Diskretisierung). Alle Vertices einer Teilmenge liegen also auf einer Ebene. Für jede 
Teilmenge, die genügend Vertices enthält, werden mögliche Kreise bestimmt (Richt-
wert für die Mindestgröße einer Teilmenge ist 30% der Größe der größten Teilmenge). 
Dazu wird wiederholt eine zufällige Teilmenge von drei Vertices aus der Menge ge-
wählt und der durch die Vertices aufgespannte Kreis registriert. Sobald ein Kreiskandi-
dat genügend Treffer aufweist (Richtwert 200 Treffer), oder nach einigen Iterationen 
noch kein Kandidat gefunden wurde (Richtwert 10000 Iterationen), wird mit der nächs-
ten Teilmenge fortgeführt. Abschließend werden alle Kreiskandidaten gefiltert, so dass 
nur Kandidaten weiter betrachtet werden, die relativ zum besten Kandidaten ausrei-
chend Treffer aufweisen (Richtwert: 30%). 
Da Rotationsachsen meistens durch das Zentrum mehrerer Kreise verlaufen, werden die 
Kreise anhand ihrer Normalen und ihrer Zentren zusammengefasst. Die Zentren und 
Richtungen mit insgesamt den meisten Treffern ergeben die gesuchten, möglichen Rota-
tionsachsen.  
Der Algorithmus funktioniert sowohl bei zylindrischen Objekten, wie auch bei kreis-
förmigen Löchern (siehe Bild 1). Der Kreis kann durch Aussparungen unterbrochen 
sein, bis hin zu regelmäßigen Unterbrechungen wie bei Zahnrädern. Grenzen des Algo-
rithmus zeigen sich dort, wo die Anzahl der Vertices in den gesuchten Kreisen im Ver-
hältnis zur Gesamtanzahl der Vertices im Objekt sehr gering ist. Beispiele hierfür sind 
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Algorithmus angepasst werden. Um den Benutzer nicht zwingend mit den Details des 
Algorithmus zu konfrontieren, werden Werte für alle Parameter in mehreren Voreinstel-
lungen (Schnell, Standard, Gründlich) zusammengefasst.  
Um für die Bestimmung eines Übersetzungsverhältnisses, die Anzahl der Zähne des 
Zahnrads zu bestimmen, wählt der Benutzer zunächst die Funktion, die die in Abschnitt 
3.3 bestimmten Kreise im 3-D-Raum als offene Zylinder darstellt. Der Benutzer kann 
nun den Zylinder auswählen, der die Zähne des Zahnrades umschließt, um hierfür die 
Berechnung zu starten (siehe Abschnitt 3.4) Die Anzahl der gefundenen Zähne wird 
ausgegeben und zur Überprüfung der Ergebnisse werden die, zwischen den Zähnen 
platzierten, Kugeln visualisiert. 
5 Laufzeit 
Die Zeit, die zum Berechnen der Eigenschaften benötigt wird, hängt neben der Anzahl 
der Vertices eines Objektes, auch von der geometrischen Struktur des Gittermodells ab. 
Die folgende Tabelle zeigt die benötigten Zeiten für die Berechnung für die in den Ab-
bildungen gezeigten Objekte mit unserer prototypischen Implementierung1 (dominante 
Schritte): 
Tabelle 1:  Laufzeiten für die Berechnung geometrischer Eigenschaften. 



















































































An den Messungen zu erkennen ist, dass die Zeiten für die einzelnen Schritte der Algo-
rithmen stark variieren können. Können mehrere Kreise auf einer Ebene erkannt wer-
den, wie bei dem Blech mit mehreren Bohrungen (Bild 1.1) oder bei dem Zahnrad mit 
mehreren kleineren Gewindebohrungen (Bild 2.4), wird die Laufzeit im Wesentlichen 
durch das Erkennen dieser Kreise bestimmt (mit mehreren Hunderttausend Iterationen). 
                                                 
1 Testsystem: Intel Core i7-3770 CPU 3.4GHz; Windows 8.1 64Bit; PADrend 1.1beta 
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Eine andere Herausforderung für die Effizienz ist die Erkennung der Ausrichtung. Lie-
gen nur wenige Vertices auf den gesuchten Ebenen (orthogonal zur Ausrichtung), müs-
sen eine große Anzahl von Stichproben geprüft werden. Dies ist vor allem bei Außen-
gewinden der Fall (Bild 3.3 und Bild 3.4).  
Die prototypische Implementierung der Algorithmen wurde in einer Skriptsprache 
(EScript) geschrieben. Durch eine Umsetzung z. B. in C++ lässt sich die Laufzeit schät-
zungsweise halbieren. 
6 Resümee und Ausblick 
Die von uns vorgestellten Algorithmen bieten einen unkomplizierten Weg Rotationsa-
chen und die Anzahl von Zahnradzähnen aus polygonalen Modellen zu bestimmen. Die 
Verfahren stellen nur wenige Anforderungen an die Eingabe und erlauben so die robuste 
Behandlung unterschiedlicher Modelle, ohne dass die Algorithmen gesondert angepasst 
werden müssen. Wenn die Möglichkeit besteht, die erforderlichen Daten direkt aus den 
originalen CAD-Daten zu extrahieren, kann dies genauere Werte liefern. Wenn diese 
Möglichkeit jedoch nicht besteht, dann bietet unsere Lösung eine pragmatische und ef-
fiziente Alternative und kann so den Aufwand zum Erstellen von komplexen Animatio-
nen für ein virtuelles Design-Review deutlich reduzieren. 
Als nächste Schritte planen wir die Erweiterung der Algorithmen, um weitere Eigen-
schaften zu erkennen; beispielsweise um den genauen Verlauf von schienenbasierten 
Transportsystemen zu bestimmen. Um die Effizienz zu steigern, lassen sich die meisten 
Schritte der vorgestellten Algorithmen gut parallelisieren, da sie auf unabhängig durch-
geführten Zufallsexperimenten beruhen. Weiterführende Anknüpfungspunkte sind die 
Unterstützung von Modellen, die nicht aus Polygonen, sondern aus Punktwolken aus 3-
D-Laserscans bestehen oder die Kombination mit Verfahren zur Objekterkennung, so 
dass komplexere Strukturen, wie gesamte Getriebe, in einem stärkeren Maße automa-
tisch erkannt und animiert werden können. 
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Zusammenfassung 
CAD-Modelle wachsen stetig in ihrer Größe und Komplexität. Detailreiche Teile über-
fordern bei der Visualisierung die Grafikkarte bzw. werden nicht korrekt wiedergege-
ben. Zur Milderung dieses Problems wird ein Level-of-Detail-Verfahren benötigt. 
Die Eignung eines LoD-Verfahrens im produktiven Umfeld wird nicht nur von der er-
zielbaren Darstellungsqualität bestimmt, sondern auch von der Integrierbarkeit in be-
stehende Systeme und Prozesse. Praxistaugliche Verfahren erfordern geringe Vorverar-
beitungszeiten und sparsame Speicherverwendung. In dieser Arbeit wird ein punkteba-
siertes hierarchisch probabilistisches Level-of-Detail-Verfahren vorgestellt, das diese 
Anforderungen erfüllt. 
Ausgehend von weitestgehend geschlossenen CAD-Modellen wird für jede Oberfläche 
eine fixe Anzahl homogen verteilter Punkte per Zufallsexperiment generiert. 
Das Gesamtmodell wird in einer hierarchischen räumlichen Datenstruktur (R*-Baum-
Variante) organisiert, wodurch sich räumlich lokale Objektgruppen ergeben, für die 
Punktewolken generiert werden. Teilmengen dieser Punktewolken werden schrittweise 
auf höhere Ebenen des R*-Baums propagiert, wo sie mit den Teil-Punktewolken be-
nachbarter Objektgruppen zusammengefasst werden, bis eine Punkt-Repräsentation des 
Gesamtmodells im Wurzelknoten des Baums entsteht. 
Für die Visualisierung ist zu entscheiden, ab wann die Darstellung der originalen Objek-
te unnötig und stattdessen die passende Punktewolke gerendert wird. Aufgrund der Ar-
beitsweise der GPU-Rendering-Algorithmen fügen sich dreiecks- und punktbasierte 
Visualisierung nahtlos im Bild zusammen. 
Schlüsselworte 
Level of Detail, Point-Rendering, R*-Baum, Visualisierung, große Datenmengen 
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Point-based Hierarchical Probabilistic Level-of-Detail Method 
Abstract 
The size and complexity of CAD models grow steadily. Even with modern graphics 
cards it is hard or even impossible to visualize parts with many details. In order to solve 
this problem level-of-detail methods are needed. 
For a level-of-detail technique to be useful in an production environment it is not only 
required to achieve good visual quality, it must also be integrable with existing systems 
and processes. Practical solutions need to have low preprocessing costs and a small 
memory footprint when used in a rendering system. In this paper we present a point-
based hierarchical probabilistic level-of-detail method that satisfies these requirements. 
Based on the assumption that most objects have a closed surface we generate a fixed 
number of evenly distributed points by randomly sampling the surface. 
The complete model is stored in a spatial tree data structure (variation of an R*-tree). 
The tree organizes the objects into groups for which we build small point clouds. Those 
point clouds are then combined and reduced while propagating them upwards in the 
tree. The propagation stops at the root giving a point representation of the complete 
model. 
In the renderer we need to decide when the original geometry is not needed and can 
therefore be replaced with its less detailed point cloud. The rendering algorithm makes 
sure that points and triangles can be mixed seamlessly. 
Keywords 
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speichert. Neben den Dreiecksgeometrien der Objektfragmente in den Blattknoten wer-
den in den inneren Knoten Punktfragmente abgelegt. 
Die Erzeugung der Punktfragmente erfolgt schnell (Komplexität ist linear) und spei-
chereffizient durch Monte-Carlo-Sampling der Dreiecksgeometrien und anschließendem 
Ausdünnen und Mischen der entstehenden Punktewolken. 
Punkte und Dreiecke können durch weitgehend identische Visualisierungstechniken mit 
sehr guter Darstellungsqualität und in Echtzeitgeschwindigkeit gerendert werden. 
Alle Algorithmen und Datenstrukturen sind out-of-core-fähig, sodass die Visualisierung 
nicht durch die Größe von Haupt- und Grafikkartenspeicher begrenzt ist. 
In Zukunft soll der Visualisierungsansatz auf sich dynamisch ändernde Objekte ausge-
dehnt werden. Eine einfache Erweiterung zur Visualisierung von Laserscans erscheint 
ebenfalls naheliegend wie auch die weitere Beschleunigung der Datenerzeugung durch 
Parallelisierung. 
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Zusammenfassung 
Die Planung von Fabriken stellt einen äußerst heterogenen Prozess dar, an dem ver-
schiedene Expertengruppen gleichzeitig beteiligt sind. Ein häufig auftretendes Problem 
stellt in diesem Zusammenhang die Kommunikation zwischen den einzelnen Experten-
gruppen dar, was unter anderem auf unterschiedliches Domänenwissen zurückzuführen 
ist. Da Entscheidungen innerhalb einer Domäne jedoch häufig Auswirkungen auf die 
anderen haben, ist es wichtig derartige Wechselwirkungen für alle Experten erfassbar zu 
machen, um den Planungsprozess zu verbessern. 
In dieser Arbeit stellen wir vor dem Hintergrund der Virtual Production Intelligence ein 
Konzept vor, welches die Integration zweier separater Virtual-Reality- und Visualisie-
rungsbasierter Werkzeuge für unterschiedliche Anwendungsbereiche des Planungspro-
zesses beschreibt. Ziel ist es einen Ansatz zu schaffen, welcher Wechselwirkungen zwi-
schen unterschiedlichen Domänen sichtbar zu machen vermag, um dem oben genannten 
Problem entgegenzuwirken. 
Schlüsselworte 




A Concept for the Integration of Virtual Reality Applications 
 to Improve the Information Exchange 
within the Factory Planning Process 
Abstract 
Factory planning is a highly heterogeneous process that involves various expert groups 
at the same time. In this context, the communication between different expert groups 
poses a major challenge. One reason for this lies in the differing domain knowledge of 
individual groups. However, since decisions made within one domain usually have an 
effect on others, it is essential to make these domain interactions visible to all involved 
experts in order to improve the overall planning process. 
In this paper, we present a concept that facilitates the integration of two separate virtual-
reality- and visualization analysis tools for different application domains of the planning 
process. The concept was developed in context of the Virtual Production Intelligence 
and aims at creating an approach to making domain interactions visible, such that the 
aforementioned challenges can be mitigated. 
Keywords 
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Prozessplanung, was besonders im Kontext der KVP von Relevanz ist. Zwar können 
beide Anwendungen auch getrennt voneinander genutzt werden um solche Auswirkun-
gen zu untersuchen, allerdings liegen so sämtliche relevanten Informationen getrennt 
voneinander vor. Zudem schließt die getrennte Nutzung auch einen teils ungünstigen 
Arbeitsablauf mit ein, da nicht nur eine Anwendung, sondern zwei Anwendungen sepa-
rat voneinander bedient werden müssen. Insgesamt wird durch eine derartige Separie-
rung die Synchronisierung der Informationen in beiden Anwendung erschwert. 
Diesen Schwierigkeiten wirkt eine Kombination der beiden Einzelanwendungen in eine 
integrierte Gesamtlösung entgegen. Die größten Vorteile hiervon sind sicherlich, dass 
alle relevanten Informationen an einer Stelle vorliegen, aber auch, dass Experten aus 
verschiedenen Domänen in der Lage sind, dieselbe Anwendung zu bedienen, was wei-
terführend Diskussionen in einem kollaborativen Kontext positiv beeinflusst. Durch die 
Zusammenführung der Informationen aus zwei unterschiedlichen Domänen, kann das 
integrierte Planungswerkzeug somit zu einer zentralen Plattform für Diskussionen zwi-
schen den unterschiedlichen Anwendungsbereichen werden. Darüber hinaus ergeben 
sich unmittelbar Synergien durch die kombinierten Funktionalitäten beider Einzelwerk-
zeuge. Die bei der beschriebenen kollaborativen Planung gewonnenen Erkenntnisse 
können unmittelbar über das in flapAssist zur Verfügung gestellte Annotationssystem 
festgehalten werden. 
Vor dem Hintergrund dieser Überlegungen wurde memoSlice als ein Teilwerkzeug in 
flapAssist integriert. Dort kann es für zuvor definierte Maschinen direkt innerhalb von 
flapAssist aufgerufen werden. Bild 5 illustriert die Nutzung von memoSlice innerhalb 
von flapAssist bei einer virtuellen Fabrikbegehung in einer CAVE, wo es für eine La-
serschneidemaschine aufgerufen wurde. Die beteiligten Experten können sofort im Kon-
text der gesamten Fabrik die Konfiguration der Maschine diskutieren und gegebenen-
falls gewonnene Resultate sofort mit dem Annotationssystem festhalten. Der Vorteil 
dieser Lösung besteht nun darin, dass die so persistierten Ergebnisse nicht nur während 
des laufenden oder zukünftigen kollaborativen Planungstreffen zur Verfügung stehen 
(zeitlich und räumlich synchrone Kollaboration), sondern auch zu jedem beliebigen 
anderen Zeitpunkt von allen Experten eingesehen und ggf. weiter modifiziert werden 
können (zeitlich und räumlich asynchrone Kollaboration). Bei späteren Planungstreffen 
kann dann wieder gemeinsam auf die Informationen zugegriffen und mit diesen weiter-
gearbeitet werden. Darüber hinaus bleibt die Nutzung von memoSlice und flapAssist als 
eigenständige und unabhängige Komponenten von deren Integration unberührt. Mithilfe 
der VPI-Plattform können Ergebnisse, welche mit einer Einzelkomponente erzielt wur-
den, wieder in die integrierte Gesamtlösung überführt werden. Insgesamt definiert die 
Kombination aus memoSlice und flapAssist somit eine zentrale Anlaufstelle für Exper-
ten verschiedener Anwendungsdomänen, ganz im Sinne des VPI-Grundgedanken. 
Natürlich gilt es bei der Umsetzung des genannten Systems sicherzustellen, dass die 
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Zusammenfassung 
Die Integration verschiedener eigenständiger Anwendungen stellt eine schwierige Auf-
gabe aus Sicht der Softwareentwicklung dar. Sie kann jedoch gerade im Bereich der 
durch virtuelle Realität (VR) gestützten Fabrikplanung deutliche Vorteile mit sich brin-
gen, zum Beispiel um Wechselwirkungen zwischen verschiedenen Aufgabenbereichen 
zu kommunizieren. Um dies zu verdeutlichen wurden in dieser Arbeit zwei unabhängig 
voneinander entwickelte VR- und Visualisierungsanwendungen zu einer umfassenderen 
Planungslösung zusammengefasst. Bei der Integration wurden zusätzlich zu allgemei-
nen Anforderungen die Aspekte Parallelisierung und Interaktion besonders berücksich-
tigt. Zusammenfassend werden in dieser Arbeit anhand der Integration zweier Anwen-
dungen aus dem Fabrikplanungsumfeld technische Lösungen präsentiert, mit denen 
mehrere VR-Anwendungen effektiv zu einer effizienten Gesamtlösung integriert wer-
den können, wobei insbesondere die Aspekte Parallelität und Interaktion berücksichtigt 
werden. Die Effektivität des Ansatzes wird anhand von Leistungsmessungen belegt. 
Schlüsselworte 
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An Approach for the Softwaretechnical Integration 
of Virtual Reality Applications by the Example of the Factory 
Planning Process 
Abstract 
The integration of independent applications is a complex task from a software engineer-
ing perspective. Nonetheless, it entails significant benefits, especially in the context of 
Virtual Reality (VR) supported factory planning, e.g., to communicate interdependen-
cies between different domains. To emphasize this aspect, we integrated two independ-
ent VR and visualization applications into a holistic planning solution. Special focus 
was put on parallelization and interaction aspects, while also considering more general 
requirements of such an integration process. In summary, we present technical solutions 
for the effective integration of several VR applications into a holistic solution with the 
integration of two applications from the context of factory planning with special focus 
on parallelism and interaction aspects. The effectiveness of the approach is demonstrat-
ed by performance measurements. 
Keywords 
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narien unterschiedlicher Komplexität miteinander verglichen. Alle Messungen wurden 
jeweils unter Volllast und ohne zusätzliche Last durch nebenläufige Aufgaben durchge-
führt. Tabelle 1 zeigt die Ergebnisse dieser Messungen. Gemessen wurde die System-
leistung jeweils im Einzelplatz-, bzw. im Clusterbetrieb sowie bei Verwendung ver-
schiedener Zahlen von Kernen für nebenläufige Aufgaben unter Volllast und ohne Last. 
Für flapAssist und das Gesamtsystem wurden zwei verschiedene Fabrikmodelle ver-
wendet, ein geometrisch einfaches (Fabrik #1) sowie ein komplexes (Fabrik #2). 
Tabelle 1:  Analyseergebnisse für die Teilsysteme sowie das integrierte Gesamtsystem 
in Bildern pro Sekunde inkl. Standardabweichung (σ).  
 
Die Ergebnisse zeigen, dass die Bildwiederholraten für flapAssist und das Gesamtsys-
tem wie erwartet stark von der Komplexität des angezeigten Fabrikmodells abhängen. 
Gleichzeitig wird aber auch ersichtlich, dass die Bildwiederholrate in allen Fällen nur 
marginal abfällt, sobald die Kerne für nebenläufige Aufgaben ausgelastet sind. Für me-
moSlice und das Gesamtsystem ist teils sogar ein leichter Anstieg der Bildwiederholrate 
zu beobachten. Dieser lässt sich dadurch erklären, dass memoSlice während Berechnun-
gen reduzierte Darstellungen ausgibt, die die Bildwiederholrate positiv beeinflussen. 
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 Web-basierte Integrationsplattform für dynamische 3D-
Anlagenvisualisierung 
Reinhard Langmann, Christian Geiger 
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Josef-Gockeln-Str. 9, 40474 Düsseldorf 




Der Beitrag stellt eine Integrations- und verteilte Steuerungsplattform für die 3D-
Anlagenvisualisierung vor, die ausschließlich auf Webtechnologien basiert. Die Platt-
form ermöglicht es per Webbrowser eine 3D-Anlagenvisualisierung zu projektieren, die 
einzelnen 3D-Modelle mit realen Prozessdaten aus einer automatisierten Anlage zu ver-
binden und in einem RUN-Mode die so erstellt Anlagenvisualisierung auch auszufüh-
ren. Zur flexiblen Nutzung der Plattform ist diese mehrnutzerfähig. Nutzer können sich 
mit unterschiedlichen Rollen (Gast, User, Admin) in die Plattform einloggen. 
Schlüsselworte 
3D-Anlagenvisualisierung, Integrationsplattform, CPS-basierte Automation, Indust-
rie 4.0 
  
Seite 168 Langmann, Geiger 
Web-based integration platform for dynamic 3D plant  
visualization  
Abstract 
The contribution presents a distributed integration and control platform for 3D plant 
visualization based completely on Web technology. The platform allows the projecting 
of a 3D plant visualization by a Web browser, the connection of separate 3D objects 
with real process data from an automated station and the executing of the projected 
plant visualization in a RUN mode in the Web browser. The platform is multi-client 
capable for flexible using. Users can log in into the platform by different roles (guest, 
user, admin). 
Keywords 
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Seite 178 Langmann, Geiger 
tig noch optimiert werden. Nach Laden der Arbeitsumgebung kann dann allerdings flüs-
sig mit der 3D-Objektumgebung im Browser gearbeitet werden. 
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AR für mobile Assistenzsysteme  
 
 Zugriffsgesicherte Augmented Reality Lösung zur mobilen  
Instandhaltungsunterstützung mit zustandsorientierten  
Arbeitsanweisungen 
Matthias Neges, Mario Wolf, Michael Abramovici 
Lehrstuhl für Maschinenbauinformatik (ITM), Ruhr-Universität Bochum 
Universitätstrasse 150, 44780 Bochum 




Technische Anlagen und Produktionsstätten sind in aller Regel komplexe Systeme, die 
aus einer heterogenen Landschaft von Subsystemen bestehen. Die technischen Doku-
mentationen und Instandhaltungshistorien stehen bei Wartungstätigkeiten häufig nicht 
vollständig oder nur in Papierform zur Verfügung, während der aktuelle Status der An-
lage nicht mit den vorhandenen Informationen überlagert werden kann um den die 
Durchführung der geplanten Aktion zu vereinfachen. In diesem Beitrag wird ein Ansatz 
präsentiert, der Servicetechnikern eine interaktive, intuitive und protokollierbare Me-
thode zur Verfügung stellt, auch an unbekannten Systemen Instandhaltungsmaßnahmen 
vorzunehmen. Hierzu wird über Graphen die Funktion des Systems abgebildet und al-
gorithmisch eine Problemlösung nach Aufnahme des Ist-Zustandes bereitgestellt, die 
den Techniker schrittweise in der Herstellung eines bestimmten Betriebszustands unter-
stützt. Das hier dargestellte Konzept nutzt Augmented Reality (AR) nicht nur als reines 
Visualisierungswerkzeug für Informationen und Arbeitsanweisungen, sondern ebenfalls 
für die Aufnahme des Ist-Zustandes und die Erstellung von erweiterten, multimedialen 
Serviceberichten. Das vorgestellte Konzept umfasst insgesamt sechs Phasen: den über 
RFID authentifizierten Zugriff auf die digitalen Daten, die Synchronisation eines mobi-
len Endgerät mit dem Server, die Bereitstellung von Informationen über AR, die Auf-
nahme des Ist-Zustandes über AR, die algorithmische Problemlösung, die Bereitstellung 
von intuitiven AR-Arbeitsanweisungen zur Herstellung des Betriebszustandes und die 
Dokumentation der durchgeführten Arbeiten in AR-Serviceberichten. 
Schlüsselworte 
Augmented Reality, mobile Geräte, Kennzeichnungstechnik, Authentifizierung, In-
standhaltung 
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Secure Access Augmented Reality Solution For Mobile Mainte-
nance Support Utilizing Condition-Oriented Work Instructions  
Abstract 
In most cases, technical facilities and manufacturing plants are complex systems with a 
heterogeneous variety of subsystems. Technical documentation and maintenance proto-
cols are often either incomplete, not available on site or available only in print form. 
Additionally there is often no information about the current state of the maintenance 
object, which could be used to analyze and enhance the task at hand. In this paper, we 
present an approach that offers service technicians an interactive, intuitive and docu-
mentable way to maintain unknown machinery. To realize context awareness, we use 
graph-based algorithms to guide the technician in achieving the machine’s desired oper-
ating condition after evaluating the current state of the machine, once again with guid-
ance from our mobile application. Our approach makes use of augmented reality not 
only as a tool for visualization, but also as interactive input method to capture the cur-
rent machine state and to generate multimedia maintenance reports, i.e. by taking pic-
tures with redlined components and saving them in their actual context Our concept is 
divided into six phases: Rfid-based authorized access to maintenance relevant data, syn-
chronization of data between server and mobile application, visual provisioning of con-
text relevant data, capturing the current state of the maintenance object, provisioning of 
intuitive stepwise instructions to achieve certain operating conditions and the documen-
tation of executed actions, used materials, tools etc.  
Keywords 
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 Mobile Assistenzsysteme für sicheren Betrieb und Wartung von 
Maschinen und Anlagen 
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Zusammenfassung 
Die Nutzung digitaler Maschinen- und Anlagenmodelle in der Betriebsphase ist ein we-
sentliches Element im Kontext von Industrie 4.0. Dabei sollen die digitalen Modelle 
direkt aus der Entwicklung, idealerweise in durchgängigen digitalen Entwurfssystemen, 
übernommen werden und in der Betriebsphase einer nutzbar sein.  
Am Fraunhofer IFF wurde dazu das System V-ASSIST entwickelt, das Betriebszustän-
de durch Vergleich mit dem parallel laufenden virtuellen Maschinenmodell überwacht 
und kontextbezogen analysiert. Im Fehlerfall wird der Bediener durch das mobile Sys-
tem (u.a. Tablet, HMDs) direkt zu dem fehlerhaften Bauteil navigiert und mit Zustands-
daten der Anlage ortsbezogen unterstützt. Vor Ort hat er Zugriff auf detaillierte Fehler-
beschreibungen inkl. möglicher Fehlerursachen sowie Maßnahmen zur Störungsbehe-
bung.  
V-ASSIST basiert auf dem am IFF entwickelten durchgängigen digitalen Entwurfssys-
tem VINCENT (Virtual Numeric Control Environment), welches notwendige Informa-
tionen aus den Entwurfsdomänen der Mechanik, Elektrotechnik sowie Steuer- und Re-
gelungstechnik verknüpft und konsistent hält. Dadurch wird ein weitgehend paralleler 
Entwurf einer Maschine oder Anlage ermöglicht. Entwicklungszeit und –kosten werden 
reduziert, der Entwurf wird weitestgehend abgesichert und die Steuerungssoftware kann 
entwickelt und getestet werden, bevor die Maschine oder Anlage gebaut wird.  
V-ASSIST verlängert die Nutzungskette der digitalen Daten in die Betriebsphase und 
unterstützt effektiv die Arbeit von Bedienern und Servicetechnikern einer Maschine. 
Der Beitrag beschreibt neben dem Grundkonzept von VINCENT detailliert den Aufbau, 
die Eigenschaften, Einbindung, Nutzung sowie Erweiterungsmöglichkeiten von V-
ASSIST. Anhand praktisch realisierter Beispiele werden die Nutzungsmöglichkeiten 
demonstriert. 
Schlüsselworte 
Mobile Assistenz, Virtual Engineering, Digital Engineering, virtuelle Inbetriebnahme
Seite 198 Adler, Kernchen, Reipsch, Bayrhammer, Schmucker 
Mobile Assistance-System for safe operation and service of 
machines and plants 
Abstract 
The use of digital models of machines and plants during their operation is a fundamen-
tal element of Industry 4.0. The digital models are drawn directly from development, 
ideally in integrated digital systems, and can be used during the operation of machines 
and plants.  
The Fraunhofer Institute IFF developed the V-ASSIST system, which monitors and 
contextually analyzes operating condition by comparing a real virtual model running in 
parallel. In the event of a malfunction, the mobile system (on, among other devices, a 
tablet or HMD) navigates the operator directly to the malfunctioning component and 
supports him or her with localized data on the plant’s condition. The operator has access 
on site to detailed descriptions of the malfunction, including potential causes and cor-
rective actions.  
V-ASSIST is based on the integrated digital design system VINCENT (Virtual Numeric 
Control Environment) developed by the Fraunhofer Institute IFF, which links and keeps 
all data from the design domains of mechanics and electrical and control engineering 
consistent. This makes it possible to design a machine or plant largely in parallel. De-
velopment times and costs are reduced, the design is extensively validated and the con-
trol software can be developed and tested before the machine or plant is built.  
V-ASSIST extends the chain of use of the digital data during operation and effectively 
supports operators and service technicians’ work on a machine. This paper describes the 
basic concept of VINCENT as well as the design, features, integration, use and upgrade 
options of V-ASSIST in detail. Examples from the field demonstrate the potential uses. 
Keywords 
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Interpretation von Fehlermeldungen zum Auffinden möglicher fehlerhafter Komponen-
ten, erfordert das Studieren der Dokumentationen. 
Bild 4: Integrationsschema zur Nutzung des digitalen Engineering in der Betriebs- 
 phase. 
Daher besteht beim Anlagenbetrieb eine Live-Kopplung von der realen Steuerung mit 
der virtuellen Anlage (siehe Bild 4 E). Wenn die reale Anlage einen Fehlerzustand er-
reicht wird ein Fehlercode in der Anlagensteuerung generiert (Bild1a) und an EMELI 
übertragen (Bild 4 B). EMELI ermittelt die zu diesem Fehlercode zugeordneten Kom-
ponenten und meldet diese EMELI-spezifischen Identifikatoren an das gekoppelte V-
ASSIST-System (Bild 4 C). Der Anwender wird nun auf seinem mobilen Gerät über 
diesen Fehler informiert und erhält Informationszugriff auf die Anlage, den Fehlercode 
sowie erste Informationen zur Fehlerart.  
Wenn der Anwender vor Ort ist, wird er durch Augmented Reality (AR) bei der Fehler-
lokalisation unterstützt. Er betrachtet hierzu die Anlage durch die Kamera seines mobi-
len Endgerätes und bekommt die Fehlermeldung direkt ortsbezogen an der entsprechen-
den Anlagenkomponente überlagert dargestellt. Hierfür ist die einmalige Registrierung 
zwischen der realen Anlage und dem virtuellen Modell erforderlich. Eine Möglichkeit 
ist die Anbringung von ID-Markern an der Anlage [WLS08]. Diese QR-Code ähnlichen 
künstlichen Marker können durch Verfahren der Bildverarbeitung robust im Kamerabil-
dern erkannt werden. Durch ihre Struktur und bekannte Größe wird aus ihnen die relati-
ve Kamerapose (Position und Orientierung) des mobilen Gerätes bestimmt. Über einen 
kalibrierten Markerverbund wird bei Bedarf eine größere räumliche Abdeckung er-
reicht. Diese Kalibrierung erfolgt durch eine Videoaufnahme, nach Anbringung der 
Marker, automatisiert. Ergänzend wird für V-ASSIST ein Mono-SLAM-Tracking ver-
wendet [KM09]. Hierbei wird aus der Bewegungsparalaxe eine Tiefenkarte (Mapping) 
und die Kamerapose (Localization) bestimmt. Bei SLAM wird eine große Datenmenge 
erzeugt und verarbeitet. Aufgrund der Ressourcenlimitierungen mobiler Geräte, kann 
die Kamerapose damit nur in einem begrenzten Arbeitsbereich kontinuierlich bestimmt 
werden. Indem der Bereich zwischen ID-Markern mittels SLAM überbrückt wird, wird 
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Zusammenfassung 
Fahrsimulatoren werden seit Jahrzehnten erfolgreich in verschiedenen Anwendungsbe-
reichen eingesetzt. Sie unterscheiden sich weitgehend in ihrer Struktur, Genauigkeit, 
Komplexität und in ihren Kosten. Heutzutage werden Fahrsimulatoren in der Regel in-
dividuell für eine spezielle Aufgabe entwickelt und haben typischerweise eine festgeleg-
te Struktur. In speziellen Anwendungsbereichen werden jedoch unterschiedliche Vari-
anten eines Fahrsimulators benötigt. Es besteht daher Handlungsbedarf für die Entwick-
lung eines rekonfigurierbaren Fahrsimulators, der es dem Betreiber ermöglicht, ohne 
umfassende Fachkenntnisse einfach und schnell anwendungsspezifische Varianten des 
Fahrsimulators zu erstellen. In dieser Arbeit wird eine Systematik für die Entwicklung 
von rekonfigurierbaren Fahrsimulatoren entwickelt. Das Vorgehensmodell beschreibt 
die benötigten Entwicklungsphasen, die vollständigen Aufgaben jeder Phase und die in 
der Entwicklung eingesetzten Methoden. Das Konfigurationswerkzeug orchestriert die 
Lösungselemente des Fahrsimulators und ermöglicht dem Betreiber des Fahrsimulators, 
durch Auswählen einer Kombination von Lösungselementen nach dem Prinzip des 
morphologischen Kastens verschiedene Varianten des Fahrsimulators zu erstellen. Die 
Entwicklungssystematik wurde durch die Erstellung von drei unterschiedlichen Varian-
ten eines rekonfigurierbaren Fahrsimulators validiert. 
Schlüsselworte 
Fahrerassistenzsysteme (FAS), rekonfigurierbarer Fahrsimulator, Konfigurations-
Mechanismus, Lösungselemente 
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A Design Framework for Developing a Reconfigurable Driving 
Simulator 
Abstract 
Driving simulators have been used successfully in various application fields for dec-
ades. They vary widely in their structure, fidelity, complexity and cost. Nowadays, driv-
ing simulators are usually custom-designed for a specific task and they typically have a 
fixed structure. Nevertheless, using the driving simulator in an application field, such as 
the development of the Advanced Driver Assistance Systems (ADAS), requires several 
variants of the driving simulator. Therefore, there is a need to develop a reconfigurable 
driving simulator which allows its operator to easily create different variants without in-
depth expertise in the system structure. In order to solve this challenge, a Design 
Framework for Developing a Reconfigurable Driving Simulator has been developed. 
The design framework consists of a procedure model and a configuration tool. The pro-
cedure model describes the required development phases, the entire tasks of each phase 
and the used methods in the development. The configuration tool organizes the driving 
simulator’s solution elements and allows its operator to create different variants of the 
driving simulator by selecting a combination of the solution elements, which are like 
building blocks. The design framework is validated by developing an ADAS reconfigu-
rable driving simulator and by creating three variants of this driving simulator. 
Keywords 
Driver Assistance Systems (DAS), Reconfigurable Driving Simulator, Configuration 
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Identifikation der Systemkomponenten des Fahrsimulators zwischen Schlüsselkompo-
nenten, optionalen Komponenten und Lösungselementen unterschieden:  
Jedes Fahrsimulatorsystem beinhaltet Unterkomponenten, welche im Kontext dieser 
Arbeit als optionale Komponenten klassifiziert werden können. Eine optionale Kom-
ponente beschreibt die Aufgabe eines Subsystems lösungsneutral durch seine Funktion. 
Im Gegensatz dazu sind andere Systemkomponenten für den Aufbau eines funktions-
tüchtigen Fahrsimulators obligatorisch. Diese Komponenten werden als Schlüsselkom-
ponenten bezeichnet (siehe Bild 4). Um eine einsatzfähige Fahrsimulatorvariante zu 
erzeugen, muß jede Systemkomponente durch ein Lösungselement abgebildet werden, 
welches eine spezifische Umsetzung der Funktion der entsprechenden Systemkompo-
nente darstellt.  
 
Bild 4: Beispiel für identifizierte optionale Komponenten und Schlüsselkomponenten. 
Das Hauptresultat der zweiten Phase in die Identifikation der Hauptkomponenten des 
Fahrsimulators einschließlich der Lösungskonzepte. Die wichtigsten identifizierten 
Komponenten werden wie folgt beschrieben: 
Input Device: Dies ist das reale Fahrzeug-Mock-Up (Fahrerkabine), welche die 
Mensch-Maschine-Schnittstelle zwischen dem Fahrer und dem Simulator darstellt. 
Input Device Interface: Diese Software-Komponente verbindet die physischen Einga-
besignale (Energieflüsse) des Eingabegerätes mit den entsprechenden computerinternen 
digitalen Signalen (Informationsflüsse).  
Intelligent Interfacing Module (IIM): Diese Software spielt während der Laufzeit des 
Simulators eine wichtige Rolle. Sie liest die Konfigurationsdateien, welche die Kom-
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der ausgewählten Lösungselemente, die Topologie der Schnittstellen und gewählten 
Ressourcen.  
Der Konfigurationsmechanismus überprüft zunächst die ausgewählten Lösungselemen-
te. Die Installation folgt in der nächsten Phase. Die Entwicklung des Konfigurationsme-
chanismus vor der Installation der Lösungselemente ermöglicht dem Mechanismus auch 
unbekannte Lösungselemente zu berücksichtigen, welche in Zukunft hinzugefügt wer-
den.  
Es gibt zwei unterschiedliche Beziehungsarten zwischen ausgewählten Lösungselemen-
ten. Die erste Beziehung ist die logische Konsistenz zwischen den ausgewählten Lö-
sungselementen. Die zweite Beziehung ist die Kompatibilität zwischen den Schnittstel-
len der ausgewählten Lösungselemente. Beide Beziehungsarten müssen durch den Kon-
figurationsmechanismus geprüft und bestätigt werden. 
Algorithmus zur Konsistenzprüfung: Die Konsistenzbeziehung kann auf zwei Ebe-
nen bestimmt warden. Die erste Ebene ist die logische Abhängigkeit zwischen Kompo-
nenten, welche festlegt, ob eine logische Korrelation zwischen den Komponenten be-
steht. Die zweite Ebene ist die logische Konsistenz zwischen Lösungselementen.  
Logische Abhängigkeiten zwischen Komponenten: Die logische Beziehung be-
schreibt, ob zwei Komponenten logisch von einander abhängig sind. Die Bewegungs-
plattform und das Eingabegerät sind z.B. zwei voneinander abhängige Komponenten. 
Die Abhängigkeit besteht darin, daß das Eingabegerät auf die Bewegungsplattform 
montiert warden muß. Daher müssen die Abmaße und die Lastaufnahme der Plattform 
den Daten des Eingabegerätes entsprechen.  
Algorithmus zur Kompatibilitätsprüfung: Eine der Zielsetzungen an die Erstellung 
eines rekonfigurierbaren Fahrsimulators ist die Möglichkeit, ein oder mehrere Lösungs-
elemente hinzufügen, zu entfernen oder auszutauschen. Um einen rekonfigurierbaren 
Fahrsimulator aufzubauen, müssen die Schnittstellen zwischen den Anwendungen und 
den Modellen automatisch verbunden warden. Es besteht Bedarf für einen Algorithmus, 
der überprüft, ob die gewählten Lösungselemente untereinander kompatibel sind. Kom-
patibilität meint hier, ob die Schnittstellen der gewählten Lösungselemente untereinan-
der passen. Jede Software-Komponente hat ein programmiersprachen-spezifisches Be-
nennungssystem für die Ein- und Ausgabesignale. Zudem ist es erforderlich, das rekon-
figurierbare System fortwährend um neue, unbekannte Lösungselemente zu erweitern. 
Dafür wurde ein allgemeines Schnittstellenkonzept für die Lösungselemente entwickelt, 
das sowohl bestehende Lösungselemente verwaltet und überprüft, als auch neue Lö-
sungselemente, welche zukünftig dem System hinzugefügt werden können.  
Generisches Schnittstellenkonzept für Lösungselemente: Um die sämtliche Lö-
sungselemente vollständig miteinander verbinden zu können, ohne ein tiefgründiges 
Wissen über jedes Elements zu besitzen, wird jedes Element als Black-Box angesehen. 
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torvarianten sind abhängig von den unterschiedlichen Anwendungen, die auf das Testen 
und Training von FAS in einer Testumgebung fokussieren.  
Innerhalb des Kontexts des TRAFFIS Projektes planen wir, das Konzept anhand der 
Entwicklung eines dritten Fahrsimulatorprototypen zu evaluieren und erarbeiten mo-
mentan weitere komplexere Anwendungsszenarien für den Test und die Entwicklung 
von FAS in einer komplexeren Fahrsimulatorumgebung.  
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Zusammenfassung 
Für das Virtual Prototyping von lichtbasierten Fahrerassistenzsystemen werden zuneh-
mend Fahrsimulatoren eingesetzt, welche die Simulation einer virtuellen Nachtfahrt 
ermöglichen. Hier wird das Zusammenwirken des menschlichen Fahrers mit dem Assis-
tenzsystem untersucht, welches die Ausleuchtung des Straßenraums vor dem Fahrzeug 
bei Nacht optimiert. Für diese Untersuchungen kommen spezialisierten Fahrsimulatoren 
zum Einsatz, welche neben der normalen Fahrsimulation zusätzlich die hohen Anforde-
rungen an die Visualisierung der nächtlichen Szenerie, die Simulation des Scheinwer-
ferlichtes bei der virtuellen Nachtfahrt und die Anbindung an das Steuergerät der 
Scheinwerfer unterstützen.  
Der Beitrag stellt das Visualisierungssystem des rekonfigurierbaren Fahrsimulators des 
Forschungsprojektes TRAFFIS vor und beschreibt die spezielle Ausrichtung auf das 
Virtual Prototyping eines lichtbasierten Fahrerassistenzsysteme (FAS), welches auf ei-
nem Scheinwerfer mit einer Kombination der Funktionen Glare-Free High Beam 
(GFHB) und Predictive Adaptive Frontlighting System (PAFS) für ein kartenbasiertes 
Kurvenlicht und blendfreies Fahren mit Fernlicht des Projektpartners Varroc Lighting 
Systems im Rahmen eines Innovationsprojektes von TRAFFIS aufsetzt. 
Schlüsselworte 
Glare-Free High Beam (GFHB), Predictive Adaptive Frontlighting System (PAFS), 
Headlight Control Module (HCM), Driver-in-the-Loop, Visualisierung von Scheinwer-
ferprototypen, High Dynamic Range (HDR) Rendering, Tone Mapping, Virtual Proto-
typing 
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Visualisation of Automotive Headlight Systems for the Virtual 
Prototyping of Light-based Driver Assistance Systems 
Abstract 
Driving simulators that are capable of simulating a virtual drive at night are increasingly 
used for the virtual prototyping of light-based driver assistance systems. Here, the inter-
play between driver and assistance system, which enhances the illumination of the road 
ahead of the vehicle, is investigated. For such investigations, special driving simulators 
are applied that enable not only a standard driving simulation, but also cover the special 
requirements for the visualisation of a driving scenery at night, the simulation of auto-
motive headlights during a virtual drive at night, and the interface to a headlight control 
module (HCM) that operates the physical headlight prototypes. 
This paper presents the visualisation system of the reconfigurable driving simulator 
from the research project TRAFFIS and describes the special application focus on the 
virtual prototyping of a light-based driver assistance system from the project partner 
Varroc Lighting Systems. The light-based DAS bases on a headlight prototype that 
combines a glare-free high beam (GFHB) function and a predictive adaptive frontlight-
ing system (PAFS) for a digital map based headlight swiveling and glare-free driving 
with maximized high beam time.  
Keywords 
Glare-Free High Beam (GFHB), Predictive Adaptive Frontlighting System (PAFS), 
Headlight Control Module (HCM), Driver-in-the-Loop, Visualisation of Headlight Pro-
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 Entwicklung eines Closed-Loop Testsystems für  
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Für die Hardware-in-the-loop (HIL) Simulation mit fortgeschrittenen Fahrerassistenz-
systemen (Advanced Driver Assistance Systems, ADAS), bspw. Spurhalteassistenten, 
adaptive Scheinwerfersteuergeräte oder Car-to-X-Anwendungen, werden besondere 
Anforderungen an die Umgebungs- und die Verkehrssimulation gestellt. Im Rahmen 
des TRAFFIS-Forschungsprojektes wurde ein Testsystem für die closed-loop Simulati-
on mit ADAS Steuergeräten aufgesetzt, das zusätzlich mit Hilfe eines Fahrsimulators 
den Menschen in die Regelschleife mit einbindet. In dieser Arbeit werden zunächst die 
innerhalb des TRAFFIS-Projektes durchgeführten modellseitigen Weiterentwicklungen 
vorgestellt, die durch die Anforderungen moderner ADA Systeme für die HIL Simulati-
on erforderlich sind. Weiterhin wird das mit einem beispielhaftem ADAS Steuergerät 
für Scheinwerferanwendungen aufgebaute closed-loop ADAS Testsystem und die Mög-
lichkeiten, die sich dadurch für die Entwicklung und den Test von ADAS ergeben, auf-
gezeigt. 
Schlüsselworte 
HIL Simulation, ADAS, Umgebungsmodellierung 
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Development of a Closed-Loop Test System for Advanced  
Driver Assistance Systems 
Abstract 
Hardware-in-the-loop (HIL) simulation of advanced driver assistance systems (ADAS), 
like lane keeping assists, adaptive front lighting systems or car-to-x applications, de-
mand for specific characteristics and features of the environment and traffic simulation. 
In the TRAFFIS research project a test system for the closed-loop simulation with 
ADAS controllers has been developed, which also includes the human driver into the 
control loop by using a complex driving simulator. This paper presents the model modi-
fications developed to comply with the requirements of latest ADA systems for HIL 
simulations. Furthermore the closed-loop test system with an exemplary ADAS control-
ler for adaptive front lighting applications, and the possibilities for development and test 
of ADA systems, which evolve from such a tool, are presented. 
Keywords 
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Seite 258 Amelunxen 
ten Seite des Ego-Fahrzeugs überholt werden, bleiben die U-Frame Winkel während 
dieses Szenarios stets positiv. Zu den Zeitpunkten t1 = 32s, t2 = 39s und t3 = 50s ist das 
Ego-Fahrzeug so nah an einem Fremdfahrzeug, dass dieses aus dem Sensorbereich der 
Kamera verschwindet und der U-Frame dadurch sprunghaft Größen ändert. In dem drit-
ten Abschnitt (delta_t = 39s-50s) ist nur ein Fremdfahrzeug innerhalb des Erfassungsbe-
reiches der Kamera, so dass hier der Winkelbereich zwischen linker und rechter U-
Frame Begrenzung nicht mehr so groß ist wie vorher, wo stets mindestens zwei ver-
schiedene Fahrzeuge den U-Frame aufgespannt haben.  
 
Bild 10: Ergebnisse der E-Horizontsimulation 
Bild 10 zeigt beispielhafte Simulationsergebnisse einer Fahrt entlang einer kurvigen 
Straße, um den im Modell verwendeten PAFS Algorithmus zu verdeutlichen. Der obere 
Graph zeigt die Ego-Fahrzeuggeschwindigkeit, der Lenkradwinkel des Fahrers und die 
Schwenkwinkel als Sollgrößen für die Scheinwerferaktoren sind im mittleren und im 
unteren Graphen dargestellt. Beim Vergleich der Schwenkwinkel mit dem Lenkradwin-
kel wird deutlich, dass die Schwenkwinkel für die Scheinwerfer gesetzt werden, bevor 
der Fahrer das Lenkrad betätigt, die Scheinwerfer also prädiktiv dem vorausliegenden 
Straßenverlauf angepasst werden. 
Die HIL Simulation des ADAS Steuergeräts stellt zwar einen wesentlichen Teil des 
Closed-Loop Testsystems dar, allerdings ist die Kopplung mit dem Fahrsimulator, und, 
insbesondere bei dem verwendeten lichtbasiertem Assistenzsystem, die Visualisierung 
ein weiterer wichtiger Aspekt zur Beurteilung der Steuergerätfunktionalität.  
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Dieser Beitrag beschreibt ein neuartiges Motion-Cueing-Verfahren für einen Fahrsimu-
lator, der zentraler Bestandteil einer Entwicklungsumgebung für fortgeschrittene Fah-
rerassistenzsysteme (ADAS) ist. Motion Cueing bezeichnet den Berechnungsvorgang, 
in dem die Beschleunigungen, die auf ein reales Fahrzeug einwirken würden, in Soll-
Trajektorien der Komponenten der Bewegungsplattform für die Simulation transfor-
miert werden. Einleitend erfolgt eine technische Beschreibung des ATMOS-
Fahrsimulators und der Architektur der rekonfigurierbaren Simulationsumgebung, in die 
er eingebettet ist. Anschließend werden aktuelle Motion-Cueing-Algorithmen diskutiert 
und Möglichkeiten zur Verbesserung identifiziert. Darauf aufbauend wird das im Rah-
men der vorliegenden Arbeit entwickelte modellprädiktive Motion-Cueing sowie seine 
Implementierung in die bestehende Simulationsumgebung ausführlich beschrieben. Zur 
Bewertung des neuartigen Verfahrens wurden Simulationen durchgeführt, die die Leis-
tungsfähigkeit des Verfahrens mit der von etablierten Motion-Cueing-Verfahren ver-
gleichen. Zusätzlich wurden Messdaten aus realen Testdaten zur Validierung herange-
zogen. Die Resultate werden im Beitrag vorgestellt und diskutiert, bevor abschließend 
ein Resümee gezogen und ein Ausblick auf weiterführende Arbeiten gegeben werden. 
Schlüsselworte 
Fahrsimulator, Motion-Cueing, Modellbasierte prädiktive Regelung, Prüfstandsautoma-
tisierung 
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Development of a predictive motion cueing algorithm for the 
ATMOS driving simulator 
Abstract 
This paper describes the development of a novel motion cueing algorithm for a driving 
simulator which is the central part of an environment for development of advanced 
driver assistance Systems (ADAS). Motion cueing terms the calculation procedure to 
transform accelerations acting on drivers in real vehicles into reference trajectories for 
the components of the motion systems that is used in simulation. Introductory a tech-
nical description of the ATMOS driving simulator and the architecture of its reconfigu-
rable simulation environment is given. Afterwards, the state of the art of motion cueing 
algorithms is presented and discussed in order to identify potential for improvements. 
As a consequence, the model predictive motion cueing algorithm developed within the 
presented work and its implementation in the given simulation environment is de-
scribed. Simulation results are presented in order to evaluate and compare the novel 
method’s performance to that of established methods. Additionally, measurement data 
from a real test vehicle is shown to complete the validation. The results are illustrated 
and analyzed in the paper. Finally, a conclusion and a prospect on further work is given. 
Keywords 













































































































































rt. Sie ist e
echten Teil



















, um die F
ine von zw






















































































































































































































































































































































































































































































































































































































ist es, die B
mzusetzen

































































































































































































































































































































































































































































































































































































































































































 1).  
OS-Fahrs

















































































lle 2:  Ermi
em MPC-




































































































































































































































ELEN, M. ET 
lators. In Con
T, P. R.; REID
rcraft, 1997, 3





























 A new soluti

























on to the prob
1. 
.; MARTIN JR




















009, 17; S. 9
lter tuning: R
imulator for T
gs of ISAM (
a, 2013. 
lem of the su
; DENNIS J.: C







































































Seite 272 Zimmermann, Kohlstedt, Gausemeier, Trächtler 
[RN85] REID, L. D.; NAHON, M. A.: Flight Simulation Motion-base Drive Algorithimns: Part 1-
Developing and Testing the Equations. Institute for Aerospace Studies, Toronto University, 
1985.  
Autoren  
Dipl.-Ing. Daniel Zimmermann studierte Mechatronik an der TU Dresden und ist seit 
Januar 2013 wissenschaftlicher Mitarbeiter am Lehrstuhl für Regelungstechnik und Me-
chatronik. Neben der Inbetriebnahme und Regelung des ATMOS-Fahrsimulators be-
schäftigt er sich mit der Weiterentwicklung von prädiktiven Motion-Cueing-
Algorithmen. 
M. Sc. Andreas Kohlstedt studierte Wirtschaftsingenieurwesen an der Universität Pa-
derborn und ist seit Februar 2013 wissenschaftlicher Mitarbeiter am Lehrstuhl für Rege-
lungstechnik und Mechatronik. Er hat vor allem an der Realisierung der rekonfigurier-
baren Simulationsumgebung mitgewirkt. 
Dr.-Ing. Sandra Gausemeier studierte Wirtschaftsingenieurwesen an der Universität 
Paderborn. Seit 2007 ist sie wissenschaftliche Mitarbeiterin des Lehrstuhls für Rege-
lungstechnik und Mechatronik, promovierte dort im Jahre 2013 und ist im Forschungs-
bereich Fahrerassistenzsysteme tätig. 
Prof. Dr.-Ing. Ansgar Trächtler hat an der Universität Karlsruhe (TH) Elektrotechnik 
studiert und 1991 am Institut für Regelungs- und Steuerungssysteme bei Prof. Föllinger 
promoviert. Von 1992 bis 1998 war er als wissenschaftlicher Assistent am Institut für 
Meß- und Regelungstechnik (Prof. Mesch) der Universität Karlsruhe tätig, habilitierte 
sich 2000 und erhielt die Venia Legendi für das Fach „Meß- und Regelungstechnik“. 
Für seine wissenschaftlichen Arbeiten erhielt er 1998 den Eugen-Hartmann-Preis der 
GMA und den Messtechnik-Preis des AHMT (Arbeitskreis der Hochschullehrer für 
Messtechnik e.V). Von 1998 bis 2004 war er bei der Robert Bosch GmbH tätig und 
leitete zuletzt den Bereich Vorausentwicklung Fahrwerksysteme. Seit November 2004 
ist er Professor und Leiter des Lehrstuhls für Regelungstechnik und Mechatronik der 
Universität Paderborn. Außerhalb der Universität engagiert sich Prof. Trächtler in der 
VDI/VDE-Gesellschaft für Mess- und Automatisierungstechnik (GMA) und in der In-
ternational Federation of Automatic Control (IFAC). 
 
 Das Heinz Nixdorf Institut –  
Interdisziplinäres Forschungszentrum  




Das Heinz Nixdorf Institut ist ein Forschungszentrum der Universität Paderborn. Es 
entstand 1987 aus der Initiative und mit Förderung von Heinz Nixdorf. Damit wollte er 
Ingenieurwissenschaften und Informatik zusammenführen, um wesentliche Impulse für 
neue Produkte und Dienstleistungen zu erzeugen. Dies schließt auch die Wechselwir-
kungen mit dem gesellschaftlichen Umfeld ein. 
 
Die Forschungsarbeit orientiert sich an dem Programm „Dynamik, Mobilität, Vernet-
zung: Eine neue Schule des Entwurfs der technischen Systeme von morgen“. In der 
Lehre engagiert sich das Heinz Nixdorf Institut in Studiengängen der Informatik, der 
Ingenieurwissenschaften und der Wirtschaftswissenschaften. 
 
Heute wirken am Heinz Nixdorf Institut acht Professoren mit insgesamt 200 Mitarbeite-
rinnen und Mitarbeitern. Etwa ein Viertel der Forschungsprojekte der Universität Pa-
derborn entfallen auf das Heinz Nixdorf Institut und pro Jahr promovieren hier etwa 30 





Heinz Nixdorf Institute –  
Interdisciplinary Research Centre  
for Computer Science and Technology  
 
 
The Heinz Nixdorf Institute is a research centre within the University of Paderborn. It 
was founded in 1987 initiated and supported by Heinz Nixdorf. By doing so he wanted 
to create a symbiosis of computer science and engineering in order to provide critical 
impetus for new products and services. This includes interactions with the social envi-
ronment. 
 
Our research is aligned with the program “Dynamics, Mobility, Integration: En-route to 
the technical systems of tomorrow.” In training and education the Heinz Nixdorf Insti-
tute is involved in many programs of study at the University of Paderborn. The superior 
goal in education and training is to communicate competencies that are critical in to-
morrows economy. 
 
Today eight Professors and 200 researchers work at the Heinz Nixdorf Institute. The 
Heinz Nixdorf Institute accounts for approximately a quarter of the research projects of 
the University of Paderborn and per year approximately 30 young researchers receive 
a doctorate. 
 








Bd. 314 VON DETTEN, M.: Reengineering of 
Component-Based Software Systems in 
the Presence of Design Deficiencies. 
Dissertation, Fakultät für Elektrotechnik,  
Informatik und Mathematik, Universität 
Paderborn, HNI-Verlagsschriftenreihe, 
Band 314, Paderborn, 2013 – ISBN 978-
3-942647-33-5 
 
Bd. 315 MONTEALEGRE AGRAMONT, N. A.: Immun- 
orepairing of Hardware Systems. Disser- 
tation, Fakultät für Elektrotechnik, Infor- 
matik und Mathematik, Universität  
Paderborn, HNI-Verlagsschriftenreihe,         
Band 315, Paderborn, 2013 – ISBN 978-
3-942647-34-2 
 
Bd. 316 DANGELMAIER, W.; KLAAS, A.; LAROQUE, C.: 
Simulation in Produktion und Logistik 
2013. HNI-Verlagsschriftenreihe, Band 
316, Paderborn, 2013 – ISBN 978-3-
942647-35-9 
 
Bd. 317 PRIESTERJAHN, C.: Analyzing Self-healing 
Operations in Mechatronic Systems. 
Dissertation, Fakultät für Elektrotechnik, 
Informatik und Mathematik, Universität 
Paderborn, HNI-Verlagsschriftenreihe, 
Band 317, Paderborn, 2013 – ISBN 978-
3-942647-36-6 
 
Bd. 318 GAUSEMEIER, J. (Hrsg.): Vorausschau und 
Technologieplanung. 9. Symposium für 
Vorausschau und Technologieplanung, 
Heinz Nixdorf Institut, 5. und 6. Dezember 
2013, Berlin-Brandenburgische Akademie 
der Wissenschaften, Berlin, HNI-Verlags- 
schriftenreihe, Band 318, Paderborn, 2013 
– ISBN 978-3-942647-37-3 
 
Bd. 319 GAUSEMEIER, S.: Ein Fahrerassistenz-
system zur prädiktiven Planung energie- 
und zeitoptimaler Geschwindigkeitsprofile 
mittels Mehrzieloptimierung. Dissertation, 
Fakultät für Maschinenbau, Universität 
Paderborn, HNI-Verlagsschriftenreihe, 
Band 319, Paderborn, 2013 – ISBN 978-
3-942647-38-0 
 
Bd. 320 GEISLER, J.: Selbstoptimierende Spur-
führung für ein neuartiges Schienen-
fahrzeug. Dissertation, Fakultät für Ma-
schinenbau, Universität Paderborn, HNI-
Verlagsschriftenreihe, Band 320, Pader-
born, 2013 – ISBN 978-3-942647-39-7 
 
Bd. 321 MÜNCH, E.: Selbstoptimierung verteilter 
mechatronischer Systeme auf Basis 
paretooptimaler Systemkonfigurationen. 
Dissertation, Fakultät für Maschinenbau, 
Universität Paderborn, HNI-Verlags-
schriftenreihe, Band 321, Paderborn, 2014 
– ISBN 978-3-942647-40-3 
Bd. 322 RENKEN, H.: Acceleration of Material Flow 
Simulations - Using Model Coarsening by 
Token Sampling and Online Error 
Estimation and Accumulation Controlling. 
Dissertation, Fakultät für Wirtschafts-
wissenschaften, Universität Paderborn, HNI-
Verlags-schriftenreihe, Band 322, Pader-
born, 2014 – ISBN 978-3-942647-41-0 
 
Bd. 323 KAGANOVA, E.: Robust solution to the 
CLSP and the DLSP with uncertain 
demand and online information base. 
Dissertation, Fakultät für 
Wirtschaftswissenschaften, Universität 
Paderborn, HNI-Verlags-schriftenreihe, 
Band 323, Paderborn, 2014 – ISBN 978-
3-942647-42-7 
 
Bd. 324 LEHNER, M.: Verfahren zur Entwicklung 
geschäftsmodell-orientierter 
Diversifikationsstrategien. Dissertation, 
Fakultät für Maschinenbau, Universität 
Paderborn, HNI-Verlagsschriftenreihe, 
Band 324, Paderborn, 2014 – ISBN 978-
3-942647-43-4 
 
Bd. 325 BRANDIS, R.: Systematik für die 
integrative Konzipierung der Montage auf 
Basis der Prinziplösung mechatronischer 
Systeme. Dissertation, Fakultät für 
Maschinenbau, Universität Paderborn, 
HNI-Verlagsschriftenreihe, Band 325, 
Paderborn, 2014 – ISBN 978-3-942647-
44-1 
 
Bd. 326 KÖSTER, O.: Systematik zur Entwicklung 
von Geschäftsmodellen in der Produkt-
entstehung. Dissertation, Fakultät für 
Maschinenbau, Universität Paderborn, 
HNI-Verlagsschriftenreihe, Band 326, 
Paderborn, 2014 – ISBN 978-3-942647-
45-8 
  
Bd. 327 KAISER, L.: Rahmenwerk zur Modellierung 
einer plausiblen Systemstrukturen 
mechatronischer Systeme. Dissertation, 
Fakultät für Maschinenbau, Universität 
Paderborn, HNI-Verlagsschriftenreihe, 
Band 327, Paderborn, 2014 – ISBN 978-
3-942647-46-5 
 
Bd. 328 KRÜGER, M.: Parametrische Modellord-
nungsreduktion für hierarchische 
selbstoptimierende Systeme. 
Dissertation, Fakultät für Maschinenbau, 
Universität Paderborn, HNI-
Verlagsschriftenreihe, Band 328, Pader-













Bd. 329 AMELUNXEN, H.: Fahrdynamikmodelle für 
Echtzeitsimulationen im komfortrelevan-
ten Frequenzbereich. Dissertation, Fakul-
tät für Maschinenbau, Universität Pader-
born, HNI-Verlagsschriftenreihe, Band 
329, Paderborn, 2014 – ISBN 978-3-
942647-48-9 
 
Bd. 330 KEIL, R.; SELKE, H. (Hrsg):. 20 Jahre 
Lernen mit dem World Wide Web. 
Technik und Bildung im Dialog. HNI-
Verlagsschriftenreihe, Band 330, Pader-
born, 2014 – ISBN 978-3-942647-49-6 
 
Bd. 331 HARTMANN, P.: Ein Beitrag zur Verhaltens-
antizipation und -regelung kognitiver 
mechatronischer Systeme bei langfristiger 
Planung und Ausführung. Dissertation, 
Fakultät für Wirtschaftswissenschaften, 
Universität Paderborn, HNI-Verlagsschrif-
tenreihe, Band 331, Paderborn, 2014 – 
ISBN 978-3-942647-50-2 
 
Bd. 332 ECHTERHOFF, N.: Systematik zur Planung 
von Cross-Industry-Innovationen 
Dissertation, Fakultät für Maschinenbau, 
Universität Paderborn, HNI-Verlagsschrif-
tenreihe, Band 332, Paderborn, 2014 – 
ISBN 978-3-942647-51-9 
 
Bd. 333 HASSAN, B.: A Design Framework for 
Developing a Reconfigurable Driving 
Simulator. Dissertation, Fakultät für 
Maschinenbau, Universität Paderborn, 
HNI-Verlagsschriftenreihe, Band 333, 
Paderborn, 2014 – ISBN 978-3-942647-
52-6 
 
Bd. 334 GAUSEMEIER, J. (Hrsg.): Vorausschau und 
Technologieplanung. 10. Symposium für 
Vorausschau und Technologieplanung, 
Heinz Nixdorf Institut, 20. und 21. Novem-
ber 2014, Berlin-Brandenburgische Aka-
demie der Wissenschaften, Berlin, HNI-
Verlagsschriftenreihe, Band 334, Pader-
born, 2014 – ISBN 978-3-942647-53-3 
 
Bd. 335 RIEKE, J.: Model Consistency Management 
for Systems Engineering. Dissertation, 
Fakultät für Elektrotechnik, Informatik und 
Mathematik, Universität Paderborn, HNI-
Verlagsschriftenreihe, Band 335, 
Paderborn, 2014 – ISBN 978-3-942647-
54-0 
 
Bd. 336 HAGENKÖTTER, S .: Adaptive prozess-
integrierte Qualitätsüberwachung von 
Ultraschalldrahtbondprozessen.  
Dissertation, Fakultät für Elektrotechnik, 
Informatik und Mathematik, Universität 
Paderborn, HNI-Verlagsschriftenreihe, 
Band 336, Paderborn, 2014 – ISBN 978-
3-942647-55-7 
Bd. 337 PEITZ, C.: Systematik zur Entwicklung 
einer produktlebenszyklusorientierten 
Geschäftsmodell-Roadmap. Dissertation, 
Fakultät für Maschinenbau, Universität 
Paderborn, HNI-Verlagsschriftenreihe, 
Band 337, Paderborn, 2015 – ISBN 978-
3-942647-56-4 
 
Bd. 338 WANG, R.: Integrated Planar Antenna 
Designs and Technologies for Millimeter-
Wave Applications. Dissertation, Fakultät 
für Elektrotechnik, Informatik und Mathe- 
matik, Universität Paderborn, HNI-
Verlagsschriftenreihe, Band 338, Pader-
born, 2015 – ISBN 978-3-942647-57-1 
 
Bd. 339 MAO, Y.: 245 GHz Subharmonic Receivers 
For Gas Spectroscopy in SiGe BiCMOS 
Technology. Dissertation, Fakultät 
für Elektrotechnik, Informatik und Mathe- 
matik, Universität Paderborn, HNI-
Verlagsschriftenreihe, Band 339, Pader-
born, 2015 – ISBN 978-3-942647-58-8 
 
Bd. 340 DOROCIAK, R.: Systematik zur frühzeitigen 
Absicherung der Sicherheit und 
Zuverlässigkeit fortschrittlicher 
mechatronischer Systeme. Dissertation, 
Fakultät für Maschinenbau, Universität 
Paderborn, HNI-Verlagsschriftenreihe, 
Band 340, Paderborn, 2015 – ISBN 978-
3-942647-59-5 
 
Bd. 341 BAUER, F.: Planungswerkzeug zur 
wissensbasierten Produktionssystem-
konzipierung. Dissertation, Fakultät für 
Maschinenbau, Universität Paderborn, 
HNI-Verlagsschriftenreihe, Band 341, 
Paderborn, 2015 – ISBN 978-3-942647-
60-1 
 
Bd. 342 GAUSEMEIER, J.; GRAFE, M.; MEYER AUF 
DER HEIDE, F. (Hrsg.): 12. Paderborner 
Workshop Augmented & Virtual Reality in 
der Produktentstehung. HNI-Verlags-
schriftenreihe, Band 342, Paderborn, 
2015 – ISBN 978-3-942647-61-8 
 
Bd. 343 GAUSEMEIER, J.; DUMITRESCU, R.;  RAMMIG, 
F.; SCHÄFER, W.; TRÄCHTLER, A. (Hrsg.):  
 10. Paderborner Workshop Entwurf 
mechatronischer Systeme. HNI-
Verlagsschriftenreihe, Band 343, Pader-
born, 2015 – ISBN 978-3-942647-62-5 
 
 
 
 
 
 
 
