Introduction
Neurocognitive deficits have been described as a core feature of schizophrenic psychosis affecting cognitive performance particularly within the domains of processing speed, verbal learning, and executive functioning. 1 Some of these deficits seem to emerge early in the course of the disease and may be traced even in different at-risk mental states (ARMS) for the illness. In this context, the state of ultrahigh risk (UHR) for psychosis characterized by attenuated and/or brief limited intermittent psychotic symptoms may involve abnormalities across a range of cognitive abilities including speed of processing, working memory, sustained attention, cognitive flexibility, and verbal memory. [2] [3] [4] [5] [6] [7] This cross-domain neurocognitive pattern overlaps with the profound deficits observed in the established disease, albeit not reaching the level of impairment seen in the full clinical picture of the disorder. This latter observation suggests that task performance may either deteriorate within specific cognitive domains during transition to psychosis as shown by crosssectional and longitudinal findings in different ARMS populations, [7] [8] [9] or alternatively may result from a higher conversion rate in the UHR compared with lower risk states. Furthermore, neuropsychological investigations of an early, ie, initial ARMS as defined by subtle cognitive-perceptual ''basic'' symptoms 10, 11 found that these individuals already exhibited executive control impairments compared with healthy volunteers. 9 Taken together, these data revealed patterns of neurocognitive deficits that predate the onset of the overt disease and hence may substantially improve the difficult clinical detection of initial prodromal stages. This could facilitate an earlier commencement of therapeutic approaches aimed at ameliorating signs and symptoms and even preventing the onset of psychosis. 12 This promising perspective has increasingly moved into the research focus because the current risk assessment strategies have to date produced only modest 1-year prediction rates ranging from 9% to 54% by relying solely on operationalized psychopathological criteria. 13 In this regard, previous investigations found that reduced baseline performance in verbal IQ, verbal/working memory, and olfactory identification tasks may distinguish subsequent converters from non converters in a clinically defined ARMS. 3, 14, 15 Furthermore, Lencz et al 5 and Riecher-Rössler et al 16 consistently reported that the prediction of disease transition could be substantially improved to an accuracy of up to 80% by using linear regression models that combined both psychopathological and neurocognitive measures. In contrast to these results, a recent multicenter investigation of the North American Longitudinal Prodromal Study 17 found that neuropsychological data did not provide additional predictive power beyond multivariate clinical prediction models. 18 Moreover, it is still unclear whether a neurocognition-based prediction of psychosis will generalize to ARMS individuals not used for deriving the respective diagnostic models. This means that diagnostic validity has to be assessed either in independent test populations or estimated using rigorous cross-validation (CV) that separates the training from validation data throughout the model generation process. Thus, it has to be elucidated whether neurocognitive abnormalities in the ARMS reliably enhance the early detection of different prodromal stages and the prediction of subsequent disease manifestation to a level allowing for single-subject inferences.
A valid answer to this question has to address major methodological obstacles. First, the considerable intraindividual variability of single neuropsychological tests may blur diagnostically relevant information. This low signalto-noise ratio of single test measures could be substantially increased by using multivariate approaches in order to extract high-dimensional discriminative patterns across comprehensive neuropsychological test batteries. However, it will be insufficient to detect discriminative patterns that perfectly describe specific diagnostic boundaries in a given training population. This overfitting problem may be resolved by using a machine-learning framework capable of detecting multivariate patterns of neuropsychological deficits that generalize well to unseen individuals. 19 In this context and based on our own experiences with Magnetic Resonance Imaging (MRI)-based multivariate prediction models, [20] [21] [22] [23] we employed the support-vector machine (SVM) 24 in conjunction with ensemble learning methods 25, 26 in order to evaluate whether potentially complex patterns of cognitive ability derived from the combination of several neuropsychological tests may facilitate the individualized recognition of different ARMS and the prediction of frank psychosis.
Methods

Study Participants
Forty-eight individuals in an ARMS for psychosis and 30 healthy controls (HC) matched group-wise for age, gender, and premorbid verbal IQ (tables 3 and 4) were recruited at the Early Detection and Intervention Center for Mental Crises, Department of Psychiatry and Psychotherapy, Ludwig-Maximilian-University, Germany, for neuropsychological testing using operationalized criteria as detailed in 9, 22, [27] [28] [29] [30] [31] [32] [33] [34] and table 1. These criteria were based on a 2-stage concept of the ARMS, distinguishing between (1) an early ARMS (ARMS-E), mainly defined by the presence of basic symptoms [9] [10] [11] and associated with an increased, but not imminent risk of psychosis and (2) a ''late'' ARMS (ARMS-L), characterized by an ultrahigh risk for psychosis following the Personal Assessment of Crisis Evaluation (PACE) criteria. 37, 38 Candidate ARMS and HC individuals were carefully screened for the exclusion criteria listed in table 1 by evaluating the personal and familial history using a semistructured clinical interview and the structured clinical interview for Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition, (DSM-IV). 39 Additionally, ARMS individuals were rated using the Global Assessment of Functioning (GAF) Scale of the DSM-IV, the Positive and Negative Symptom Scale (PANSS), 40 and the Montgomery-Å sberg Depression Rating Scale (MADRS). 41 It is of note that 80%/0% of the ARMS/ HC subjects analyzed in the present study overlapped with the cohort previously used for a MRI-based pattern recognition analysis. 22 Moreover, an overlapping population was recently assessed for neuroanatomical correlates of executive dysfunction. 42 Included ARMS individuals were seen weekly in the first month, monthly in the first year, quarterly in the second year, and thereafter annually to detect possible transitions to psychosis according to the criteria of Yung et al 35 : PANSS scores of 4 or above on the hallucination item (P3) or scores of 5 or above on the unusual thought content (G9), suspiciousness (P6), or conceptual disorganization (P2) items. Symptoms had to occur daily and persist for more than 1 week to be deemed a transition to frank psychosis. ARMS individuals were assigned to the transition group (ARMS-T) if they met these criteria once during the follow-up period of 4 years and had a diagnosis of schizophrenia spectrum disorder 1 year after transition following the International Classification of Diseases-10 research criteria. Follow-up information could be obtained from 35 subjects 3.9 (SD: 1.2) years after study inclusion, including 15 converters (ARMS-T: n = 11, N. Koutsouleris et al.
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Neurocognitive Testing
A cross-domain neuropsychological test battery comprising 9 standardized tests was administered to all subjects by trained master-level neuropsychologists (K.K., J.S., and P.D.) to assess premorbid verbal IQ, processing speed, working memory, verbal, and visual memory as well as executive functions (table 2). These tests have been previously employed to study neurocognitive alterations in the ARMS for psychosis. 9, 50 From the acquired neurocognitive data, 12 test variables were computed (table 2) and adjusted for the effects of age and gender using partial correlations. The adjusted scores were z-transformed based on the respective HC data and entered analyses of variance (ANOVAs) that assessed between-group differences in each neurocognitive measure for (1) HC vs ARMS, (2) HC vs ARMS-E vs ARMS-L, and (3) HC vs ARMS-NT vs ARMS-T. Adjustment for multiple comparisons was performed across the 12 neurocognitive measures using Holm's sequential method. 50, 51 Significance was defined at P < .05, family-wise error corrected. Significant betweengroup effects were examined for pairwise differences using post-hoc Bonferroni tests.
Additionally, associations between the ARMS individuals' neurocognitive test measures and their clinical ratings (GAF, MADRS, and PANSS) were explored in a supplementary analysis (see table 1 in online supplementary material). Again, the exploratory P values of this analysis were corrected for multiple comparisons using Holm's sequential method 51 (significance level at P < .05).
Neurocognitive Pattern Classification
SVM are multivariate statistical methods that have been successfully employed as biomedical diagnostic tools (3) HC vs ARMS-NT vs ARMS-T. As customary in predictive analytics, the SVM model is constructed from one set of subjects (the training sample) and applied to a different set of subjects (the test sample), using CV (see Methods in online supplementary material). This process produces an unbiased estimate of the expected diagnostic and prognostic accuracy of the SVM model on new individuals, rather than merely fitting the current patient group. The principles of generating and validating predictive SVM models on separate training and testing samples of a study population have been detailed in our previous work.
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In summary, the neurocognitive data of the training sample were first adjusted for age and gender effects using partial correlations. The residuals were projected to a highdimensional feature space using the radial basis functions in order to account for nonlinear relations between the neurocognitive data and the group membership of the training subjects. In this feature space, the SVM algorithm found the optimal between-group boundary by maximizing the geometric distance between the most similar subjects of opposite groups (the support vectors [SV]). 24, 52, 53 It has been shown that this ''maximum-margin'' principle in conjunction with the nonlinear projection generates classification rules that are adaptive to subtle betweengroup differences and therefore generalize well to new individuals. 24 The group membership of unseen test subjects was predicted by first applying the adjustment and nonlinear transformation parameters of the training sample to the test sample. Then, the trained binary SVM models (eg,: HC vs ARMS-E) determined the geometric positions of the test subjects relative to the ''learned'' decision boundary, resulting in a decision value and a group membership prediction for each test subject. In the 3-group analyses 1 and 2, we used these decision values to construct multigroup classifiers, where the binary SVM model with the maximum decision value decided about the test subject's group membership.
This SVM training and validation scheme was wrapped in a repeated nested CV analysis (see Methods in online supplementary material). 23, 54 On the outer loop of this analysis, we performed 50 repetitions of the following CV cycle. First, the order of the subjects was permuted within each group and then the entire population was split into ten nonoverlapping samples. Each of these samples was iteratively held back as validation data, while the 9 remaining samples entered the inner CV loop. This outer CV loop produced a robust and unbiased estimate of classification generalizability based on a large number of validation samples that were strictly separated from the entire training process performed on the inner loop. At this inner loop, we used 10-fold CV with 10 repetitions to generate ensembles of SVM models. More specifically, for each validation sample at the outer CV level, 100 different training data 49 
Sum of correct responses
Cognitive domains were defined according to Schultze-Lutter et al. 50 4 N. Koutsouleris et al. because of their primary strength, which is providing optimal methods for classifying single individuals, rather than simply describing statistical group differences (see also the methodological comparison of different classification algorithms in table 5 of the online supplementary material). In our case, the 12 different neuropsychological test scores were used by the SVM to determine the best nonlinear classification model that reliably predicted the study participants' group membership in 3 different analyses: (1) HC vs ARMS, (2) HC vs ARMS-E vs ARMS-L, and (3) HC vs ARMS-NT vs ARMS-T. As customary in predictive analytics, the SVM model is constructed from one set of subjects (the training sample) and applied to a different set of subjects (the test sample), using CV (see Methods in online supplementary material). This process produces an unbiased estimate of the expected diagnostic and prognostic accuracy of the SVM model on new individuals, rather than merely fitting the current patient group. The principles of generating and validating predictive SVM models on separate training and testing samples of a study population have been detailed in our previous work. 22 In summary, the neurocognitive data of the training sample were first adjusted for age and gender effects using partial correlations. The residuals were projected to a highdimensional feature space using the radial basis functions in order to account for nonlinear relations between the neurocognitive data and the group membership of the training subjects. In this feature space, the SVM algorithm found the optimal between-group boundary by maximizing the geometric distance between the most similar subjects of opposite groups (the support vectors [SV]). 24, 52, 53 It has been shown that this ''maximum-margin'' principle in conjunction with the nonlinear projection generates classification rules that are adaptive to subtle betweengroup differences and therefore generalize well to new individuals. 24 The group membership of unseen test subjects was predicted by first applying the adjustment and nonlinear transformation parameters of the training sample to the test sample. Then, the trained binary SVM models (eg,: HC vs ARMS-E) determined the geometric positions of the test subjects relative to the ''learned'' decision boundary, resulting in a decision value and a group membership prediction for each test subject. In the 3-group analyses 1 and 2, we used these decision values to construct multigroup classifiers, where the binary SVM model with the maximum decision value decided about the test subject's group membership.
This SVM training and validation scheme was wrapped in a repeated nested CV analysis (see Methods in online supplementary material). 23, 54 On the outer loop of this analysis, we performed 50 repetitions of the following CV cycle. First, the order of the subjects was permuted within each group and then the entire population was split into ten nonoverlapping samples. Each of these samples was iteratively held back as validation data, while the 9 remaining samples entered the inner CV loop. This outer CV loop produced a robust and unbiased estimate of classification generalizability based on a large number of validation samples that were strictly separated from the entire training process performed on the inner loop. At this inner loop, we used 10-fold CV with 10 repetitions to generate ensembles of SVM models. More specifically, for each validation sample at the outer CV level, 100 different training data Neurocognitive test scores were adjusted for the effects of age and gender and standardized according to respective means and SDs of the HC data. For each neurocognitive test variable, statistical comparisons were conducted to evaluate group-level differences between HC vs ARMS (t-test) as well as HC vs ARMS-E vs ARMS-L and HC vs ARMS-NT vs ARMS-T (ANOVA). The Holm-Bonferroni correction was employed to correct the P values for multiple comparisons and significant between-group differences were flagged with an asterisk. In these cases, a Bonferroni post-hoc analysis was carried out to determine the significance of pairwise group differences. Abbreviations of neuropsychological test variables are detailed in table 2. *Significant at P<0.05.
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N. Koutsouleris et al. partitions were created at the inner CV level. In each of these 100 training partitions, the most discriminative sets of neurocognitive features were determined. Each of these sets was used to train a separate SVM model. Then, each of these models predicted the group membership of the unseen validation subjects on the outer loop. These predictions were averaged across all 100 training partitions to yield an ensemble decision. Finally, for each validation subject, all SVM ensemble decisions were aggregated across those outer training partitions, in which this subject had not been involved in the training process. Majority voting was used to determine the final out-of-training group membership for each validation subject (tables 5 and 6). This ensemble learning approach has proven to achieve robust classification because it greatly reduces the risk of unfortunate selections of poorly performing single classifiers by averaging the diagnostic decisions of numerous predictive models. Furthermore, this approach improves classification generalizability particularly in small samples because it increases the classifiers' ability to detect complex decision boundaries by means of training sample variation. 25 The performance of these binary and multigroup ensemble classifiers on the unseen validation datawas measured in terms of sensitivity, specificity, balanced accuracy (BAC), positive/negative predictive value (PPV/NPV), and false positive rate. The discriminative neurocognitive patterns that formed the basis for the classifiers' diagnostic decisions were first evaluated by computing each neurocognitive measure's probability of being selected as discriminative feature across each classification analysis (figure 2). Second, the nonlinear discriminative neurocognitive patterns were approximated by computing for each neurocognitive measure, the difference between the respective model's SV. 22 Then, the mean and SE of these SV differences was computed across all SVM models to form discriminative neurocognitive profiles (figure 3). Neurocognitive features with zero-crossing SEs were considered unreliable at the 95% confidence level. Third, we quantified the importance of single neurocognitive variables in the ARMS-NT vs ARMS-T analysis by removing one neurocognitive measure at a time and repeating the entire classification experiment (see figure 1 and table 3 in online supplementary material). (table 3) . Thus, in order to minimize age-and also possible gender-related effects, we adjusted the data for these covariates in all classification analyses using partial correlations. Furthermore, we studied the impact of using unadjusted data in the ARMS-NT vs ARMS-T analysis (see table 4 in online supplementary material).
Results
Age, gender, education, and premorbid verbal IQ (tables 3 and 4) did not differ significantly in ARMS vs HC, HC vs ARMS-E vs ARMS-L, and HC vs ARMS-NT vs ARMS-T. A trend difference was observed in the mean age of the HC, ARMS-E, and ARMS-L groups
The ARMS samples did not differ with respect to the prevalence of schizophrenic or affective psychosis in the first-degree relatives. Global functioning was similarly reduced in the ARMS-E and ARMS-L, ARMS-T and Table 5 . Two-group classification performance: The performance of the binary SVM ensemble classifiers (group ''þ1'' vs group ''�1'') was evaluated (1) by constructing a binary SVM ensemble from all SVM base learners of a CV1 partition, in which the respective CV2 test subjects had not been included, (2) by computing the average decision value in each of these binary CV1 ensembles in order to determine the group membership (average decision value > 0 or < 0) of the respective CV2 test subjects and (3) through majority voting across those binary CV1 SVM ensembles, in which the CV2 test subjects had not participated in the training process (see also the Methods section for a detailed explanation of the employed ensemble learning framework). 
Binary classifiers TP TN FP FN Sensitivity (%) Specificity (%) BAC (%) FPR (%) PPV (%) NPV (%)
Neurocognitive
ARMS-NT groups. A significantly higher PANSS positive score was observed in ARMS-L vs ARMS-E individuals.
The ARMS-T group was characterized by a significantly higher PANSS negative score, a trend toward a higher PANSS total score and a lower MADRS score compared with ARMS-NT. Correlations between PANSS total and negative scores and rey auditory verbal learning test (RAVLT)-DR and RAVLT-Ret measures were detected in our supplementary analysis using an exploratory threshold of P < .05 (See table 1 
MWT]-B), cognitive set shifting (TMT-B, TMT-[B� A]), visual working memory (SOPT), and verbal learning (RAVLT-IR, RAVLT-DR).
Neurocognitive Analysis of HC vs ARMS-E vs ARMS-L Individuals
Univariate Results. The performance reductions detected in the entire ARMS group vs HC were also found in the HC vs ARMS-E vs ARMS-L analysis, with the digit symbol test (DST) being additionally involved (table 4) . The post-hoc analysis revealed that the ARMS-L group showed significant performance deficits across these neurocognitive measures, ranging 1-2 SD below the HC Table 6 . Three-group classification performance: The multigroup SVM ensemble classifier was constructed by (1) generating multigroup SVM base learners though pairwise coupling the average binary CV1 ensembles' decision values on the CV2 test data and (2) aggregating the multigroup base learners across all CV1 partitions, in which the CV2 test data had not been part of the training samples (out-of-training prediction; OOT). Three-Group Classification Performance: The multigroup SVM ensemble classifier was constructed by (1) generating multigroup group. Significant performance reductions in ARMS-E vs HC were confined to the TMT-(BÀA) and the SOPT. No significant group-level differences were observed in ARMS-E vs ARMS-L.
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SVM Classification Analysis. The 3-group classification accuracy was 88.5% ( followed by 88% (89.3% and 86.7%) in HC vs ARMS-L and 75.0% (100% and 50%) in ARMS-E vs ARMS-L (table 5 ; figure 1B , left).
The discriminative pattern of HC vs ARMS-E (figure 2B) showed high selection probabilities in the working memory (Letter number span [LNS], SOPT: >90% of Fig. 2 . Neurocognitive feature selection probabilities. In each inner cross-validation (CV1) training sample, the set of neurocognitive features used by an support-vector machine (SVM) ensemble to categorize between the study groups was optimized by means of recursive classifier elimination (ensemble thinning, see Methods in online supplementary material). This procedure removed SVM classifiers containing irrelevant/redundant neurocognitive variables from the respective SVM ensembles. Thus, we were able to compute the feature selection probability of each neurocognitive variable as the ratio between the number of SVM models that used the respective variable as discriminative feature and the total number of SVM models (see table 6 Neurocognitive feature selection probabilities. In each inner cross-validation (CV1) training sample, the set of neurocognitive features used by an support-vector machine (SVM) ensemble to categorize between the study groups was optimized by means of recursive classifier elimination (ensemble thinning, see Methods in online supplementary material). This procedure removed SVM classifiers containing irrelevant/redundant neurocognitive variables from the respective SVM ensembles. Thus, we were able to compute the feature selection probability of each neurocognitive variable as the ratio between the number of SVM models that used the respective variable as discriminative feature and the total number of SVM models (see table 6 Neurocognitive feature selection probabilities. In each inner cross-validation (CV1) training sample, the set of neurocognitive features used by an support-vector machine (SVM) ensemble to categorize between the study groups was optimized by means of recursive classifier elimination (ensemble thinning, see Methods in online supplementary material). This procedure removed SVM classifiers containing irrelevant/redundant neurocognitive variables from the respective SVM ensembles. Thus, we were able to compute the feature selection probability of each neurocognitive variable as the ratio between the number of SVM models that used the respective variable as discriminative feature and the total number of SVM models (see table 6 
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all models) and verbal learning/memory domain (RAVLT-IR, RAVLT-DR, RAVLT-Ret: 70-80%). The between-group SV differences of these neurocognitive variables (except for the LNS) were also reliable at the 95% confidence level ( figure 3B ). In contrast, the HC vs ARMS-L classification particularly involved the trail-making measures, as well as premorbid verbal IQ (>70%) and to a lesser extent (60-70%) verbal learning/memory measures. Except for premorbid verbal IQ, these neurocognitive variables contributed reliably to the discriminative pattern. Finally, the DST, SOPT, RAVLT-DR, and RAVLT-Ret measures were selected by >70% of the SVM models in the ARMS-E vs ARMS-L analysis, with the most reliable contribution observed in RAVLTRet.
Neurocognitive Analysis of HC vs ARMS-NT vs ARMS-T Individuals
Univariate Results. After correcting for multiple comparisons, the significant performance differences found in the HC vs ARMS-NT vs ARMS-T analysis overlapped with the HC vs ARMS comparison, except for the RAVLT-DR (table 4) . Compared with HC, both ARMS-NT and ARMS-T individuals had significant performance deficits across the TMT-B, TMT-(BÀA), SOPT, and RAVLT-IR but they did not differ from each other in these measures (table 4) .
SVM Classification Analysis. The 3-group classification accuracy was 87.7% (table 6; figure 1C, right) . One HC was misclassified as ARMS-NT (HC vs rest: sensitivity = 96.7%, specificity = 85.7%, and BAC = 90.8%). Three ARMS-NT were wrongly assigned to the HC and 1 to the ARMS-T group (ARMS-NT vs rest: 80.0%, 95.6%, and 90.8%). Two ARMS-T were mislabeled as HC and 1 as ARMS-NT (ARMS-T vs rest: 80%, 98%, 89%). The binary HC vs ARMS-T classifier attained the highest performance (BAC, sensitivity, and specificity: 93.3%, 86.7%, and 100%), followed by HC vs ARMS-NT (86.7%, 80.0%, and 93.3%) and ARMS-NT vs ARMS-T (77.5%, 80%, and 75%) (table 5; figure 1B, right) .
The discriminative pattern of HC vs ARMS-NT (figure 2C) was similar to the HC vs ARMS-E profile and showed high selection probabilities (>80%) in the working memory and delayed verbal learning domain (LNS, SOPT, RAVLT-DR), which were reliable for the SOPT and RAVLT-DR measures ( figure 3C ). The HC vs ARMS-T pattern was characterized by frequently selected executive and working memory measures (digit span, TMT-B, Fig. 3 . Discriminative neurocognitive profiles of the three classification experiments. The support-vector machine (SVM) results of our study were obtained based on complex and subtle patterns of neurocognitive between-group differences that are difficult to visualize due to the nonlinearity of the classification method. Therefore, these nonlinear discriminative neurocognitive patterns were approximated (1) by computing the difference vector between the scaled (0,1) and adjusted (age, gender) neurocognitive features of all nearest-neighbor support-vector pairs that constituted the optimal separating decision boundary of a SVM model, trained on a given inner cross-validation (CV1) training sample and (2) by calculating the arithmetic mean and SE of the mean for these difference vectors obtained across all CV1 training samples in each of three classification experiments: A: healthy controls (HC) vs at-risk mental states (ARMS), B: HC vs ARMS-E vs ARMS-L, C: HC vs ARMS-NT vs ARMS-T. Zero-crossings of SEs indicate unreliable between-group differences.
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SVM Classification Analysis. The 3-group classification accuracy was 87.7% (table 6; figure 1C , right). One HC was misclassified as ARMS-NT (HC vs rest: sensitivity = 96.7%, specificity = 85.7%, and BAC = 90.8%). Three ARMS-NT were wrongly assigned to the HC and 1 to the ARMS-T group (ARMS-NT vs rest: 80.0%, 95.6%, and 90.8%). Two ARMS-T were mislabeled as HC and 1 as ARMS-NT (ARMS-T vs rest: 80%, 98%, 89%). The binary HC vs ARMS-T classifier attained the highest performance (BAC, sensitivity, and specificity: 93.3%, 86.7%, and 100%), followed by HC vs ARMS-NT (86.7%, 80.0%, and 93.3%) and ARMS-NT vs ARMS-T (77.5%, 80%, and 75%) (table 5; figure 1B, right) .
The discriminative pattern of HC vs ARMS-NT (figure 2C) was similar to the HC vs ARMS-E profile and showed high selection probabilities (>80%) in the working memory and delayed verbal learning domain (LNS, SOPT, RAVLT-DR), which were reliable for the SOPT and RAVLT-DR measures ( figure 3C ). The HC vs ARMS-T pattern was characterized by frequently selected executive and working memory measures (digit span, TMT-B, Fig. 3 . Discriminative neurocognitive profiles of the three classification experiments. The support-vector machine (SVM) results of our study were obtained based on complex and subtle patterns of neurocognitive between-group differences that are difficult to visualize due to the nonlinearity of the classification method. Therefore, these nonlinear discriminative neurocognitive patterns were approximated (1) by computing the difference vector between the scaled (0,1) and adjusted (age, gender) neurocognitive features of all nearest-neighbor support-vector pairs that constituted the optimal separating decision boundary of a SVM model, trained on a given inner cross-validation (CV1) training sample and (2) TMT-(BÀA), verbal fluency: >75% models). Reliable between-group SV differences were found in cognitive flexibility, visual working memory, and verbal learning abilities (TMT-B, TMT-[BÀA], SOPT, and RAVLT).
Finally, the discriminative ARMS-NT vs ARMS-T pattern particularly involved verbal and executive functions, as measured by the MWT-B, DST, TMT-B, RAVLT-DR, and RAVLT-Ret (>60% of the classification models included these measures). The cognitive flexibility and delayed verbal learning measures were reliable at the 95% confidence interval. Balanced classification accuracy dropped 2%-7% when one of these neurocognitive variables was removed from the test battery (see figure 1 and table 3 in online supplementary material).
Discussion
To our knowledge, this is the first study to assess the feasibility of an individualized early recognition of different ARMS and a prediction of disease transition by analyzing neurocognitive data using state-of-the-art machinelearning techniques. These data were acquired from a neuroleptic-naïve at-risk population recruited using operationalized high-risk criteria that were previously employed to study neurobiological and neurocognitive correlates of the ARMS for psychosis. 9, 22, 23, [27] [28] [29] [30] [31] [32] [33] [34] 55 Furthermore, the transition rate of 42.9% in our follow-up cases indicates that the ARMS individuals' risk for transition to psychosis lies within the range of previous UHR studies, eg, the initial findings from the PACE clinic in Australia, 37, 38 the earlyTreatment of Pre-Psychosis clinic in Norway, 56 the Swiss FEPSY study, 16 or the North American Prodrome Longitudinal Study. 17, 18, 57 We could demonstrate that a neurocognition-based classification system may achieve high diagnostic accuracies in (1) distinguishing unseen ARMS from HC, (2) recognizing their level of vulnerability, as defined by the operationalized ARMS-E and ARMS-L criteria, and (3) predicting their subsequent outcome regarding transition or nontransition to psychosis over 4 years. Furthermore, the repeated nested CV framework provided an unbiased estimate of classification generalizability to new, unseen cases. Hence, the observation of overall high cross-validated classification accuracies in the 3 SVM experiments may support that the underlying neurocognitive patterns indeed represent distinct and homogeneous neurocognitive signatures of the ARMS and the emerging illness. Therefore, these signatures may be interpreted as neurocognitive markers that allow for a reliable early recognition of the ARMS and the prodromal phase of psychosis at the individual level.
Neurocognitive Markers of ARMS-E and ARMS-L
The (visual) working memory and verbal learning domains were particularly involved in the discriminative pattern underlying the high classification accuracy (96%) of ARMS-E vs HC individuals (table 5) . This observation partly overlaps with reports of verbal memory alterations in at-risk populations characterized by predictive basic symptoms. 7, 9, 11 However, these investigations did not find deficits in the (visual) working memory domain (SOPT, LNS) to be associated with an ''early'' ARMS for psychosis. Furthermore, Simon et al 55 did not detect any significant neurocognitive differences in at-risk individuals recruited for basic symptoms compared with help-seeking patient controls. These inconsistencies may be attributed to differences in statistical power and employed methodology. 58 Nevertheless, our binary classification results suggest that a pattern of altered verbal and mnemonic functions may reliably distinguish at-risk individuals experiencing predictive basic symptoms 11, 28 from healthy volunteers on a single-subject basis.
Compared with this pattern, the neurocognitive signature used by the HC vs ARMS-L classifier relied strongly on premorbid verbal IQ, processing speed, cognitive set shifting, and to a lesser degree verbal learning abilities. This pattern facilitated a cross-validated BAC of 88% in the classification of HC vs ARMS-L individuals. The pronounced involvement of executive functioning in this discriminative profile agrees with previous neuropsychological studies of UHR subjects. 2, 8, 9, 14, 59, 60 Furthermore, in keeping with our findings, premorbid verbal IQ, 5, 55 processing speed, 9,60 and verbal learning impairments 5, 9, 55 have been shown to characterize the UHR for psychosis, albeit not as a consistent deficiency pattern throughout the literature. Again, this heterogeneity may be due to differences in sample characteristics, employed neuropsychological measures, and statistical strategies across these studies. 58 In this regard, it is noteworthy that the neurocognitive profile of the ARMS-L obtained using univariate statistical procedures (table 4) differs from the discriminative patterns detected by our multivariate methodology. This discrepancy reflects the SVM's ability to perform multivariate prediction, meaning that the algorithm analyzes the relationships of different cognitive features with respect to the conjoint discriminative power they provide. Thus, single predictive features may be redundant when combined into a discriminative profile. In contrast, features that appear to be irrelevant may aid in reliably separating the groups within a high-dimensional nonlinear discriminative space.
This phenomenon was particularly observed in the ARMS-E vs ARMS-L analysis, where univariate methods did not reveal any significant differences. However, the binary SVM classifier was able to separate unseen ARMS-E and ARMS-L with a BAC of 75% by relying on a discriminative pattern that involved premorbid verbal IQ, processing speed, visual working memory, and delayed verbal learning. This discriminative pattern is in keeping with existing studies that showed that these neurocognitive domains are more impaired in ARMS-L vs ARMS-E individuals. 7, 9, 55 In summary, our binary and multigroup classification results (table 6) suggest that an early recognition of ARMS individuals may be feasible on a single-subject basis. If replicated in larger, independent populations, these findings could support the diagnostic application of neurocognitive pattern classification in the early stages of psychosis development. These at-risk states are likely to be more amenable to therapeutic intervention than the established disorder, but at the same time, they elude clinical detection due to the absence of frank psychotic symptoms.
In this regard, prospective studies are needed to trace neurocognitive deficits from the initial prodrome to the first-episode of the disease in order to evaluate whether the discriminative profiles of the ARMS-E and ARMS-L evolve on a single disease trajectory, or alternatively, whether they represent 2 distinct vulnerability states of psychosis, as suggested by the divergent transition rates in both subgroups (see methods section).
Neurocognitive Markers of Transition to Psychosis
Our second classification analysis demonstrated that neurocognition-based SVM classifiers may be capable of predicting whether a subclinical ARMS will evolve into frank psychosis at the single-subject level. The neurocognitive patterns extracted by the binary classifiers partly overlapped with the profiles identified in the HC vs ARMS-E vs ARMS-L analysis. More specifically, the classification of converters vs nonconverters achieved a BAC of 77.5% based on a discriminative pattern, which mainly involved premorbid verbal IQ, executive functions, and (verbal) learning abilities. Furthermore, the multigroup classifier (table 6) separated the converters/nonconverters from the other study groups with a BAC of 89%/90.8%, suggesting that larger training samples and additional neurocognitive information provided by the HC group facilitated the modeling of the complex separating boundary between the conversion and nonconversion samples.
Linear classification models combining clinical with neurocognitive data have previously shown to improve disease prediction beyond the levels of purely clinical recognition strategies. In the study of Lencz et al, 5 the authors found that regression models using verbal memory performance and positive symptom severity achieved an accuracy of 80% in distinguishing subsequent converters from the nonconverters. Similarly, Riecher-Rö ssler et al 16 found that logistic regression integrating suspiciousness and anhedonia scores with executive functioning correctly predicted transition in 80% of the cases. However, none of these studies estimated the generalizability of prediction using a rigorous CV procedure that separated the training from the validation data at all steps of the model creation process. Moreover, a recent multicenter study, 17 which involved a total of 269 clinical high-risk subjects with follow-up information and 193 HC, did not find neurocognitive data to provide predictive power beyond clinical prediction models. 18 In the context of these conflicting findings, our results suggest that multivariate machine learning methods may be capable of extracting those discriminative patterns from cross-domain neuropsychological test batteries that indeed facilitate a reliable prediction of psychosis in unseen ARMS individuals. It is of note that our multigroup classification system outperformed (89%) the PACE-based UHR criteria in predicting psychosis as 14 of 21 followed ARMS-L subjects (66.7%), which were recruited using these criteria, subsequently developed the disease. However, we have to point out that our classification results were obtained in a clinically defined high-risk population and hence cannot be generalized to asymptomatic individuals at-risk for psychosis due to eg, genetic reasons. Furthermore, it is unknown how the SVM method would perform in ARMS samples with lower conversion rates, as reported recently. 61 In keeping with Lencz et al 5 and Riecher-Rö ssler et al, 16 our findings support that neurocognitive pattern recognition may substantially enhance the diagnostic reliability of existing clinical early recognition strategies. 18, 28, 38 Furthermore, the higher PANSS negative scores observed in the conversion vs the nonconversion group (table 3) as well as the correlation between PANSS negative scores and RAVLT-DR (jrj=:56) as well as RAVLT-Ret (jrj=:56) suggests an association between prodromal negative symptoms and cognitive deficits. In this regard, multimodal diagnostic applications combining psychopathological and neurocognitive data may outperform classifiers relying only on neurocognitive information. 5, 16 However, these multimodal diagnostic systems would essentially depend on skilled clinicians trained to reliably detect subtle prodromal symptoms across individuals and over time, which may confine such systems to highly specialized clinical centers.
Our current and previous results 22 suggest that neurocognitive and neuroanatomical pattern classification may achieve equivalent prediction results. This is important because the applicability and availability of MRI-based procedures in clinical real-world scenarios may be limited due to concomitant psychiatric, medical, and economic conditions. Furthermore, the similar classification accuracies obtained by neurocognition-and MRI-based pattern classification may point to a link between structural brain alterations 22, 23, 30, 31, 36, [62] [63] [64] and neurocognitive abnormalities in the ARMS. To date, these potential associations have been assessed only by 2 studies that found correlations between hippocampal volume and verbal learning deficits 34 as well as between prefronto-callosal volumes and executive impairment. 42 Therefore, further research is needed to evaluate the performance of multimodal classifiers that integrate both neuroanatomical and neurocognitive data.
Finally, 2 further limitations have to be considered. Although the repeated double CV framework provided a reliable estimate of classification generalizability, we cannot rule out that the classification accuracies observed in our analyses may be due an accidental recruitment of an easy to categorize ARMS population. This possibility could be precluded in future multicenter studies that recruit and follow significantly larger samples of ARMS individuals. Furthermore, the encouraging results of our classification analyses do not imply that similar levels of specificity and sensitivity in predicting psychosis could be achieved in individuals presenting with ARMS-like symptoms in a normal clinical setting. This is because the classifiers were not trained to detect other psychiatric conditions like depression, bipolar disorder, or borderline personality disorder that may present with overlapping clinical and neurocognitive abnormalities. In this regard, the ARMS-NT group's clinical outcome involved affective spectrum diagnoses, such as major depression, bipolar, and adjustment disorder, possibly pointing to a specificity of the neurocognitive patterns in separating schizophrenia spectrum psychosis from affective disorders. This important issue should be further examined in transnosological ARMS cohorts that cover ARMS for different psychiatric disorders.
Funding
Funding was provided by Ludwig-Maximilian-University to Nikolaos Koutsouleris for the recruitment and examination of the ARMS subjects. The funding source had no further role in the study design, the collection, analysis and interpretation of data, the writing of the report and in the decision to submit the article for publication.
Supplementary Material
Supplementary material is available at http://schizophrenia bulletin.oxfordjournals.org.
N. Koutsouleris et al. multimodal classifiers that integrate both neuroanatomical and neurocognitive data.
Funding
Supplementary Material
