Our main result is a description of the good component of the Hilbert scheme of points: If X → S is a flat and quasi-projective family of noetherian schemes, then we show that the good component is the blow up of the n-fold symmetric product Sym n S X along a closed subscheme ∆. The closed subscheme ∆ ⊆ Sym n S X is described by giving (local) generators of the defining ideal. As a corollary we obtain a blow-up construction for the Hilbert scheme of points on smooth surfaces X.
Introduction
Parameter spaces for points on varieties have a rich literature and particular the Hilbert scheme of points on smooth surfaces has been intensively studied (see [FM] and [Fo] , and for their cohomological properties see i.e. [Gö] , [Na] , [Le] ). When the ambient scheme X is a smooth surface, the Hilbert scheme itself is smooth and furthermore birational to the symmetric quotient of X. However, a general construction or realization of the Hilbert scheme did not exist and the search for such interested us.
We were motivated by a result of M. Haiman who realized the Hilbert scheme of n-points on the complex affine plane X as a certain blow-up of the symmetric quotient of X ( [Ha] ). Apart from that particular realization of the Hilbert scheme, only the classical situation with points on smooth curves appears to be known ([De] ). In the present article we will generalize these results in a uniform way.
Let X → S be a finite type morphism of noetherian schemes, and let Hilb n X/S denote the Hilbert scheme of flat, finite rank n subschemes of X → S. Strictly speaking the Hilbert scheme is not always a scheme, but an algebraic space [Ar] . Never the less, the parameter space Hilb n X/S comes equipped with a universal family Z → Hilb n X/S , and there is an open subspace U et X/S ⊆ Hilb n X/S parameterizesétale rank n families of X → S. We define the good component G n X/S as the schematic closure of U et X/S in the parameter space Hilb n X/S . Our main result is the following (Theorem 7.3).
Main Result. Let X → S be a flat, finite type morphism of noetherian algebraic spaces. Let ∆ ⊆ Sym n S (X) denote the closed subspace of the symmetric product Sym n S (X), determined by the ideal sheaf of norms associated to X (Definition 2.4). We then have that the good component G n X/S of the Hilbert scheme is the blow-up of Sym n S (X) with center ∆. The reason for working with algebraic spaces is that the Hilbert scheme as well as the symmetric product does not necessarily exist as schemes.
However, if one assumes that X and S are schemes, and further postulates that the Hilbert scheme and that the symmetric product exist as schemes, then the above result holds in the category of schemes.
Note that when X → S is a smooth family of surfaces, then the open subset U et X/S ⊆ Hilb n X/S is dense, and consequently we have the identity G n X/S = Hilb n X/S (see Corollary 7.5). Thus we are able to give a blow-up construction for the Hilbert scheme of points on smooth surfaces. The idea of the proof is first to look at the open subset U et X/S which parameterizes theétale subschemes of X → S. As is well-known (at least when S is the spectrum of a field) the space U et X/S coincides with the configuration space, i.e., the subset of Sym n S (X) consisting of distinct points. After some preliminaries we get explicit formulas for the universal family over the configuration space. We then note that the formula makes sense not only on the configuration space but on the blow-up of a certain closed subspace of Sym n S (X). It should be noted that we do not show directly that the formula even gives an associative product, but instead observe that it follows from associativity on U et X/S as it is schematically dense in the blow-up.
The existence of a flat family over the blow up of the symmetric product gives a morphism, from that blowing up, to the Hilbert scheme. The target of that morphism is, essentially by definition, the good component. On the other hand, we have the Grothendieck-Deligne norm map going from the Hilbert scheme to Sym n S (X). Restricted to the good component the norm map lifts to the blowing up. In this way we obtain maps in both directions which are inverses to each other on the schematically dense subschemes, U et X/S and the configuration space, and hence are inverses.
A final remark about the proof is that even if we construct a family over the blow-up we are not able to show the appropriate universality theorem directly, but have to assume that the Hilbert scheme exists.
In the last section we give a different proof -under some stronger assumptions -generalizing more directly Haimans approach. There we use the embedding of the Hilbert scheme into a suitable Grassmannian. That approach does not give the main result, only a specialization of it. We have still chosen to present that approach, mainly because we hope that it will make Haimans construction as well as its relation with our approach more transparent.
we give a new product formula.
1.1. The ring of divided powers. Let A be a ring and M an A-module. The ring of divided powers Γ A (M ) is constructed as follows. We consider the polynomial ring over A[γ n (x)] (n,x)∈N×M , where the variables γ n (x) are indexed by the set N × M , where N is the set of non-negative integers. Then the ring Γ A M is obtained by dividing out the polynomial ring by the following relations γ 0 (x) − 1 (1.1.1) γ n (λx) − λ n γ n (x) (1.1.2) γ n (x + y) − n j=0 γ j (x)γ n−j (y) (1.1.3) γ n (x)γ m (x) − n+m n γ n+m (x) (1.1.4) for all integers m, n ∈ N, all x, y ∈ F , and all λ ∈ A. The residue class of the variable γ n (x) in Γ A (M ) we denote by γ n M (x), or simply γ n (x) if no confusion is likely to occur. The ring Γ A (M ) is graded where γ n (x) has degree n, and with respect to this grading we write Γ A (M ) = ⊕ n≥0 Γ n A M . 1.2. Polynomial laws. Let A be a ring, and let M and N be two fixed A-modules. Assume that we for each A-algebra B have a map of sets g B : M ⊗ A B → N ⊗ A B such that for any A-algebra homomorphism u :
where the vertical maps are the canonical homomorphisms. Such a collection of maps is called a polynomial law from M to N , and we denote the polynomial law with {g} : M → N .
1.3. Norms. Let A be a ring, M and N two A-modules.
(1) A polynomial law {g} : M → N is homogeneous of degree n if for any A-
for any x and y in F ⊗ A B, for any A-algebra B.
A norm (of degree n) from an A-algebra F to an A-algebra E is a homogeneous multiplicative polynomial law of degree n. ) . It follows that we have a polynomial law {γ n } : M → Γ n A M and by (1.1.2) the law is homogeneous of degree n. The polynomial law {γ n } : M → Γ n A M is universal in the sense that the assignment u → {u • γ n } gives a bijection between the A-module homomorphisms u : Γ n A M → N and the set of polynomial laws of degree n from M to N . Furthermore, if F is an A-algebra then Γ n A F is an A-algebra and then the polynomial law {γ n } : F → Γ n A R is the universal norm of degree n ([R2], Thm. p. 871, [Fe] , 2.4.2, p. 11). "Universal" here means in the sense as described above, but for 1.5. The different products. The product structure on Γ A (F ) we refer to as the external structure. We will denote the external product with * in order to distinguish the external product from the product structure on each graded component Γ n A (F ) defined in the previous section. (Note that our convention is the reverse of the one used in [Fe] .) 1.5.1. Example. The flat case. Let T n A F denote the n-fold tensor product of F over A, and let TS n A F denote the invariant ring of T n A F by the natural action of the symmetric group S n in n-letters that permutes the factors. We have the map F → T n A F sending x → x ⊗ · · · ⊗ x, and it is clear that the map factors through the invariant ring TS n A F . The map F → TS n A F determines a norm of degree n, as one readily verifies, hence there exist an A-algebra homomorphism
such that α n (γ n (x)) = x⊗· · ·⊗x, for all x ∈ F . When F is an A-algebra that is flat as an A-module then the A-algebra homomorphism (1.5.1) α n is an isomorphism ([R] IV, §5. Proposition IV. 5, [B] , Exercise 8(a), AIV. p.89). Note that this gives in particular that TS n A F commutes with arbitrary base change as Γ n A F does. 1.5.2. The shuffle product. For a flat A-algebra F the A-algebra homomorphism (1.5.1) α n : Γ n A F → TS n A F is an isomorphism. We can therefore identify Γ A F as the graded sub-module
The external product structure on Γ A F is then identified with the shuffle product on the full tensor algebra T A F . The shuffle product of an n-tensor x ⊗ · · · ⊗ x and an m-tensor y ⊗ · · · ⊗ y is the m + n-tensor given as the sum of all possible different shuffles of the n copies of x and m copies of y ( [B] , Exercise 8 (b), AIV. p.89).
Lemma 1.6. Let A = K be a field of characteristic zero, and let F = K[T ] be the polynomial ring in a finite set of variables T 1 , . . . , T r . Then the K-algebra Γ n K F is generated by γ 1 (m) * γ n−1 (1), × I N be the subset of integers b = {b i 1 ,... ,i p } i 1 ,i 2 ,... ,i p ∈I such that their sum |b| := i 1 ,... ,i p ∈I b i 1 ,... ,i p = n and such that b i 1 ,... ,i r−1 ,i r =s,i r+1 ,... ,i p = a r,s , (1.7.1) for all r, s. Then we have for any elements
Proof. For each i = 1, . . . , p we consider the linear polynomials 
where we have abbreviated α i,1 + · · · + α i,q i = |α i |. We therefore get
On the other hand we have γ n (L 1 ) · · · γ n (L p ) = γ n (L 1 · · · L p ), thus the identity (1.7.2) above also equals
We then finally iterate the right side of the expression (1.7.3) by the formulas (1.1.2) and (1.1.3) and obtain that the expressions of (1.7.3) can be written as
The sum is to be taken over all integers b = {b i 1 ,... ,i p } in × I N such that |b| = n.
We now compare the coefficients of the polynomial (1.7.2) with the polynomial in (1.7.4). The coefficient of T a 1,1 1,1 · · · T a 1,q 1 1,q 1 · · · T a p ,1 p,1 · · · T a p,q p p,q p yields the result.
1.7.1. Remark. The proposition is a generalization of the case when p = 2 that can be found in ( [Fe] , Formula 2.4.2). The trick we used in the proof is to add variables and then iterate the defining equations for the ring of divided powers.
1.8. Example. As an example of the statement in the proposition we restate the situation when p = 2. Let (a 1 , . . . , a p ) and (b 1 , . . . , b q ) be sequences of non-negative integers such a i = b j = n. For any p + q elements {x i } 1≤i≤p , {y j } 1≤j≤q in an A-algebra F we have that
in Γ n A F and where the summation runs over all sequences (c 1,1 , . . . , c p,q ) such that ρ = (ρ 1 , . . . , ρ 1 , . . . , ρ p , . . . , ρ p ), and where each factor ρ i is repeated m i -times.
Proposition 1.11. Let E be an A-algebra such that E is free of finite rank n as an A-module. For any element x ∈ E the characteristic polynomial det(Λ − x) ∈ A[Λ] of the endomorphism e → ex on E is Λ n + n j=1 (−1) j Λ n−j σ E (γ j (x) * γ n−j (1)).
In particular we have
Trace(e → ex) = σ E (γ 1 (x) * γ n−1 (1)).
Proof. Let Λ be an independent variable over A, and write 
. Consequently σ E[Λ] acts trivially on the variable Λ and that the action otherwise is as σ E . Thus we obtain that σ E (γ j (x) * γ n−j (1)) in A is the j'th coefficient of the characteristic polynomial of e → ex. We have proven the claim. §2. -Discriminant and ideal of norms
In this section we define the important ideal of norms and show their connection with discriminants.
2.1. Determinants. Let F be an A-algebra. For any 2n-elements x = x 1 , . . . , x n and y = y 1 , . . . , y n in F we define δ(x, y) ∈ Γ n A F as the element δ(x, y) := det * [γ 1 (x i y j )] 1≤i,j≤n = σ∈S n (−1) |σ| γ 1 (x 1 y σ(1) ) * · · · * γ 1 (x n y σ(n) ).
2.1.1. Note that for each element z ∈ F the element γ 1 (z) is in Γ 1 A F = F , but the product γ 1 (z 1 ) * · · · * γ 1 (z n ) is in Γ n A F . Lemma 2.2. Let x 1 , . . . , x n and y 1 , . . . , y n be 2n-elements in F . Then we have det * [γ 1 (x i y j )] 1≤i,j≤n = det[γ 1 (x i y j ) * γ n−1 (1)] 1≤i,j≤n .
Proof. We have that the determinant of [γ 1 (x i y j ) * γ n−1 (1)] is σ∈S n (−1) |σ| γ 1 (x 1 y σ(1) ) * γ n−1 (1) · · · γ 1 (x n y σ(n) ) * γ n−1 (1) .
(2.2.1)
We will now use Proposition (1.7) to expand the product in (2.2.1). For that purpose we denote I = [1, 2] n , a i,1 = 1 and a i,2 = n − 1, and we write X σ i,1 = x i y σ(i) and X σ i,2 = 1 for all i = 1, . . . , n. Using (1.7), we then rewrite the expression (2.2.1) as σ∈S n (−1) |σ| b∈B{a i,j } i 1 ,... ,i n ∈I * γ b i 1 ,... ,i n (X σ 1,i 1 . . . X σ n,i n ).
(2.2.2)
Consider now the element b ∈ × I N that is zero on all components except the components indexed by i 1 , . . . , i n where all indices but one i r = 1 (and thus the other indices are = 2), and let the value of b at those components all equal 1. That is
We then have that b satisfies the equations (1.7.1), hence b ∈ B. We see that δ(x, y) occurs as a summand in (2.2.2) corresponding to having b fixed. We can therefore write (2.2.2) as
We need to show that the right hand side of (2.2.3) is zero. By using the equations described by (1.7.1) one gets that if b i 1 ,... ,i n is a non-zero integer with at least one index i r = 1, then because a r,1 = 1 we must have the value b i 1 ,... ,i r =1,... ,i n = 1.
Furthermore it follows easily that if b ∈ B{a i,j } where one component b i 1 ,... ,i n = 1 with only one index i r = 1, then b = b defined above. Thus a non-zero component of an element b ∈ B{a i,j } \ b has either all indices i 1 = · · · = i n = 2, or at least two indices i r = i r ′ = 1. The first alternative with i 1 = · · · = i n = 2 gives that the only non-zero component of b is b 2,... ,2 , and that alternative is impossible as it should equal n − 1 by (1.7.1), but also it should equal |b| = n, being an element of B{a i,j }.
Let us now rule out the other alternative, with at least two indices i r = i r ′ = 1 of an element b ∈ B. The equations (1.7.1) then imply that all the other non-zero components must have the indices i r = i r ′ = 2. From that we deduce that the product i 1 ,... ,i n ∈I * γ b i 1 ,... ,i n (X σ 1,i 1 . . . X σ n,i n )
is invariant under the action of ǫ, the operation that permutes the two factors r and r ′ . Because in one component of the product (corresponding to i r = i r ′ = 1) we have
In the other components of the product we have X σ 2,i r = X σ 2,i ′ r = 1, clearly invariant under permutation. As ǫ has sign -1 it is clear that the above sum is annihilated in the determinant expression. As the above sum was arbitrary we have that the left side of (2.2.3) is zero.
Lemma 2.3. Let x = x 1 , . . . , x n and y = y 1 , . . . , y n be 2n elements in an Aalgebra F . Let z j = n i=1 a i,j x i and w j = n i=1 b i,j y i be A-linear combinations of x and y for j = 1, . . . , n. Then we have
Proof. We clearly have the two matrix equations
where X, Y, Z and W are the (n × 1)-matrices with entries x i , y i , z i and w i (1 ≤ i ≤ n), respectively. We have ax = aγ 1 (x) in Γ 1 A (F ) = F for any a ∈ A and any x ∈ F . We therefore view (2.3.1) as a matrix equation over Γ 1 A F . We then multiply the matrix Z with the transpose of W and obtain an (n × n)-matrix tr tr
The A-algebra structure on the ring Γ A F is compatible with the A-algebra structure on each of its graded components Γ m A F , and we will therefore view (2.3.2) as an equation of four matrices Z · W tr , (a i,j ), X · Y tr and (b i,j ) over the A-algebra Γ A F . Now, using the usual properties of the determinant we obtain the following identity
As the entries of (a i,j ) and the entries of (b i,j ) are in the ring A = Γ 0 A F we get that det * (a i,j ) = det(a i,j ), and similarly that det * (b i,j ) = det(b i,j ). It then follows that the last displayed equation is what we wanted to prove.
2.4. The ideal of norms. Let n be a fixed integer, and let V ⊆ F be an Asubmodule of an A-algebra F . We define I n V = I V ⊆ Γ n A F , the ideal of norms associated to V , as the ideal generated by
for any 2n-elements x = x 1 , . . . , x n and y = y 1 , . . . , y n in V ⊆ F .
Lemma 2.5. Let A → B be a homomorphism of rings, and let V ⊆ F be an A-submodule of an A-algebra F . The extension of the ideal I V by the A-algebra
Proof. Let x = x 1 , . . . , x n and y = y 1 , . . . , y n be 2n-
We then have that the extension
Let E be an A-algebra that is free of finite rank n as an A-module. The trace of an A-linear endomorphism of E is an A-linear map End A (E) → A, that composed with the natural map E → End A (E) sends an element x ∈ E to tr(x); the trace of the endomorphism e → ex on E. There is an associated map E → Hom A (E, A) taking y ∈ E to the trace tr(xy), for any x ∈ E. [AK] , p.124) as the ideal generated by the determinant of the associated map E → Hom(E, A).
Proposition 2.7. Let E be an A-algebra that is free of finite rank n as an Amodule. Then the extension of I V the ideal of norms associated to V = E by the canonical homomorphism σ E : Γ n A E → A is the discriminant ideal. In particular Proof. By Lemma (2.3) we have that the ideal I V is generated by the single element
By Proposition (1.11) we have σ E (γ 1 (e i e j ) * γ n−1 (1)) = Trace(e → ex i x j ). Thus we have a matrix with entries Trace(e → ex i x j ), and the determinant is then the discriminant . §3. -Grothendieck-Deligne norm map
In this section we recall the Grothendieck-Deligne norm map following Deligne [D] , and we discuss briefly the related Hilbert-Chow morphism. Furthermore we define the notion of sufficiently big sub-modules.
3.1. The Hilbert functor of n-points. We fix an A-algebra F , and a positive integer n. We let H n F denote the covariant functor from the category of A-algebras to sets, that sends an A-algebra B to the set
from where we obtain the A-algebra homomorphisms Γ n A F → Γ n B (E) that sends γ n (x) to γ n (x⊗1), wherex⊗1 is the residue class of x⊗1 in E. Furthermore, when we compose the homomorphism Γ n A F → Γ n B E with the canonical homomorphism σ E : Γ n B E → B we obtain an assignment that is functorial in B; that is we have a morphism of functors
The natural transformation n F we call the Grothendieck-Deligne norm map.
3.2.1. Let X = Spec(F ). If the corresponding contravariant functor from the category of schemes (over A) to sets is representable by a scheme Hilb n X then we write n X : Hilb n X − −−− → Spec(Γ n A (F )) for the morphism that corresponds to the natural transformation n F . The scheme Hilb n X we call the Hilbert scheme of n-points on X. 3.3. Hilbert-Chow morphism. Assume that the Hilbert scheme Hilb n X exists, where X = Spec(F ), and assume furthermore that the base ring A = K is a field. Then we have (1.5.1) that F is flat over K, and we can identify
Furthermore we have that the Spec(K)-valued points of Hilb n Y correspond to closed we have by (1.10) that the Grothendieck-Deligne norm map sends an K-valued point Z ⊆ Y to the "associated" zero-dimensional cycle
where the summation runs over the points in the support of Z. Hence we see that the norm morphism n X has the same effect on geometric points as the Hilbert-Chow morphism. The Hilbert-Chow morphism that appear in [Fo] requires that the Hilbert scheme is reduced, whereas the Hilbert-Chow morphism that appear in [K] requires that the Hilbert scheme is (semi-) normal. As the morphism n X does not require any hypothesis on the source we have chosen to refer to that morphism with a different name, the Grothendieck-Deligne norm map.
3.4. Characteristic zero. Let X = A 2 = Spec(K[Z, W ]) be the affine two space over a field K of characteristic zero. Let Spec (B) be an open affine subscheme of the Hilbert scheme Hilb n A 2 , and let Spec(E) → Spec(B) describe the restriction of the universal family. The norm map n A 2 is then locally given by the composite of the K-algebra homomorphisms
The first homomorphism sends an element γ n (f ) to γ n (f ), wheref is the residue class of f in B[Z, W ]/I = E. We have by Lemma (1.6) that Γ n K K[Z, W ] is generated as a K-algebra by γ 1 (Z α Y β ) * γ n−1 (1), where α + β ≤ n. Consequently the norm map is determined by its action on these elements. By Proposition (1.11) we obtain that the action of the norm map on these elements are
Sufficiently big modules. Let us fix an
is surjective for all A-algebras B, and all B-valued points E of the Hilbert functor H n F . 3.5.1. Sufficiently big submodules always exist as we can take V = F .
3.5.2.
If V is sufficiently big then we clearly have a morphism of functors
from the Hilbert functor of rank n-families, to the Grassmannian of locally free rank n-quotients of V .
is the polynomial ring in two variables over a field A = K, then the K-vector space of monomials V ⊆ K[X, Y ] of degree at least n will be 3.6. Theorem. Let F be an A-algebra, n an positive integer and let V ⊆ F be an n-sufficiently big submodule. Then we have for any A-algebra B, and any B-valued point E of H n F that the extension of I V , the ideal of norms associated to V , by the Grothendieck-Deligne norm map n F :
Proof. We first make a reduction to the situation when B is a local ring. For any
Thus by letting B ′ be the local ring of a prime ideal in B, and using the fact that discriminant ideals are compatible with base change, we may assume that B is a local ring. Let B be a local ring with residue field K. As the composition map
is surjection of K-vector spaces we can find elements x 1 , . . . , x n in V such that the residue classes of 
Thus we obtain that the extension of I V by the Grothendieck-Deligne norm map n F is the ideal generated by the image of the element (3.6.1) in B. By the definition of n F we apply the canonical homomorphism σ E : Γ n B E → B to obtain the image of (3.6.1) in B. The result now follows from Proposition (2.7).
3.7. Corollary. Assume that X → S is a finite type morphism of noetherian schemes. Let ∆ ⊆ Spec(Γ n A F ) be the closed subscheme defined by the ideal of norms. Then we have that the scheme theoretic fiber of ∆ V by the Grothendieck-Deligne norm map n X : Hilb n X/S − −−− → Spec(Γ n A (F )) is the discriminant locus of the universal family Z → Hilb n X/S of n-points on X. Proof. The natural transformation of functors (3.2.1) then correspond to a morphism of schemes. Then the result follows by applying the theorem to anétale affine cover of Hilb n .
The flat case
When F is flat over A we can identify the ring of divided powers with the invariant ring TS n A F of symmetric tensors. This identification enables us to obtain results that are crucial for the main result appearing later in Section (6).
A norm vector.
Let F be an A-algebra, and let T n A F = F ⊗ A · · · ⊗ A F be the tensor product with n-copies of F . The invariant ring of symmetric tensors will be denoted by TS n A F . We fix the positive integer n, and for any element x ∈ F use the following notation
where the x occurs at the j'th component of T n A F . The group S n of n-letters acts on T n A F by permuting the factors. For any n-elements x = x 1 , . . . , x n in F we define the norm vector
where the summation runs over the elements σ in the group S n . The norm vector ν(x) is not a symmetric tensor since clearly we have that ν(
) is the square matrix with coefficients x i,[j] on row i, and column j, with 1 ≤ i, j ≤ n. It follows that ν(x ρ(1) , . . . , x ρ(n) ) = (−1) |ρ| ν(x 1 , . . . , x n ) for any ρ ∈ S n , and that
a i x i , where a 1 , . . . , a n are elements in A and where x 1 , . . . , x n are elements in an A-algebra F . Then we have a i ν(x 1 , . . . , x n ) = ν(x 1 , . . . , x i−1 , y, x i+1 , . . . , x n ).
Proof. Let X = (x i, [j] ), A = [a 1 , . . . , a n ] tr and Y = [y [1] , . . . , y [n] ]. We then have the matrix equation X tr A = Y , and by the well-known rule of Cramer we obtain a i det(X) = det(X i ), where X i is the matrix we get by replacing the i'th column of X tr with Y . We have that det(X) = ν(x 1 , . . . , x n ) and that det(X i ) = ν(x 1 , . . . , x i−1 , y, x i+1 , . . . , x n ), and consequently we have proven our claim.
4.3. The flat case. When F is a flat A-algebra then we have the identification α n : Γ n A F ⋍ TS n A F as described in (1.5.1), sending γ n (x) → x ⊗ · · · ⊗ x. The identification α n is an A-algebra homomorphism.
Proposition 4.4. Let F be a flat A-algebra, and let x = x 1 , . . . , x n and y = y 1 , . . . , y n be 2n elements of F . We have by the identification α n : Γ n A F → TS n A F that Proof. The identification α n : Γ n A F → TS n A F takes the external product * of Γ A F to the shuffle product (1.5.2) of TS A F . We then have α n (δ(x, y)) = σ∈S n (−1) |σ| α n (γ 1 (x 1 y σ(1) ) * · · · * γ 1 (x n y σ(n) ))
By formally manipulating the expression above we obtain
and we arrive at α n (δ(x, y) = ν(x)ν(y) as claimed.
The canonical map. The canonical identification T n
when F is flat over A (see [Iv] ). Via that morphism we have a TS n A F -module structure on F ⊗ A TS n−1 A F . We recall, furthermore, that the induced morphism
is surjective (see [Iv] , Proposition 1.5).
Lemma 4.6. Let F be a finitely generated A-algebra. Then F ⊗ A TS n−1 A F is a finitely generated TS n A F -module. Proof. We have that (4.5.2) is surjective and that F is finitely generated as an A-algebra. Hence it suffices to show that for any element x ∈ F the image of x ⊗ 1 by (4.5.2) is integral over TS n A F . For any element x ∈ F we consider the Hamilton-Cayley element
where x [j] = 1 ⊗ . . . 1 ⊗ x ⊗ 1 ⊗ · · · ⊗ 1 is as in (4.1.1). It is readily checked that hc(x) is mapped to zero by (4.5.2), proving our claim.
4.7.
Let U A (x) be TS n A F localized at the element α n (δ(x, x)) = ν 2 (x), and consider the induced map
Proposition 4.8. Let F be a finitely generated flat A-algebra, with A noetherian, then we have that the map (4.7.1) isétale of degree n.
Proof. We first establish flatness of M A (x) over U A (x). As F is flat over A we have that TS n A F is flat over A ( [Iv] , Proposition 1.5) and hence that M A (x) and U A (x) are flat over A. By a standard technique (see [AK] , V. Proposition 3.4) the question of flatness can, combined with the fact that TS n A F commutes with base change, be reduced to the case when A = k is a field.
Let A = k be a field, and let L be an algebraic closure of k. We shall show that M k (x) is flat over U k . We claim that both U k (x) and M k (x) areétale over A = k. As F is finitely generated over k we have by the Cohen structure Theorem, that any closed point of U L (x) = U k (x) ⊗ k L and M L (x) can be lifted to a point of T n L (F ⊗ k L). It follows by (4.1.2) that U L (x) has support outside the diagonals, and consequently we have that any closed point of U L (x) and of M L (x) consist of n-distinct points of F ⊗ k L. Hence both U k (x) and M k (x) areétale over k. Then by the sorite ofétale morphisms ( [AK] , VI. Proposition 4.7) we have that
We thus have that M A (x) is flat and finite (Lemma 4.6) over U A (x). To establish the degree n andétaleness we look at the fiber over a geometric point, where it is clear.
Corollary 4.9. We have that M A (x) is an U A (x)-valued point of the Hilbert functor H n F/A . Proof. By localizing the map (4.5.2) we obtain that M A (x) is a quotient of F ⊗ A U A (x). It then follows from the proposition that M A (x) is an U A (x)-valued point of H n F/A . Lemma 4.10. The images of the elements x = x 1 , . . . , x n by the map
Proof. It suffices to show that the images of x 1 ⊗ 1, . . . , x n ⊗ 1 form a basis locally, hence we may assume that M A is a free U = U A (x)-module. Let e 1 , . . . , e n be a basis of M , and let q : F ⊗ A U → M denote the quotient map. As M A (x) is free there exist scalars a i,j in U such that for each i = 1, . . . , n we have
(4.10.1)
Let q(x) = q(x 1 ⊗ id), . . . , q(x n ⊗ id), and let A = (a i,j ) denote the (n × n)-matrix we obtain from the scalars in (4.10.1). By Lemma (2.3) and Proposition (4.4) we have the following identity ν 2 (q(x)) = (det(A)) 2 ν 2 (e 1 , . . . , e n ) in TS n U M.
As F is flat over A we have the canonical identification
(4.10.2)
In U we have the invertible element ν 2 (x) := ν 2 (x 1 , . . . , x n ) and under the identification (4.10.2) we have the identity 1 ⊗(ν 2 (x)) = ν 2 (x 1 ⊗id, . . . , x n ⊗id). The quon n we therefore have that q n (ν 2 (x 1 ⊗id, . . . , x n ⊗id) = ν 2 (q(x) is invertible in TS n U (M ). Consequently, when we apply the canonical homomorphism σ M : TS n U (M ) → M to the identity (4.10.1) we obtain that det(A) must be invertible in U . Thus the matrix A = (a i,j ) is invertible and we have that the images q(x 1 ⊗id), . . . , q(x n ⊗id) form a basis of M . §5. -Families of distinct points
We will in this section parameterize the distinct points on a finite type and flat family X = Spec(F ) → S = Spec(A).
The functors.
We fix an A-algebra F , and n-elements x = x 1 , . . . , x n in F . The functor H et F (x) is the covariant functor from the category of A-algebras to sets that map an A-algebra B to the set of ideals in F ⊗ A B such that quotients q : F ⊗ A B → Q satisfy the following (1) The elements q(x 1 ⊗ 1), . . . , q(x n ⊗ 1) in Q form a B-module basis.
(2) The algebra homomorphism B → Q isétale. 
Q that sends the element δ(x, x) to δ(q(x), q(x)), where q(x) = q(x 1 ⊗ 1), . . . , q(x n ⊗ 1) in Q. By assumption the elements q(x) form a basis of Q and that Q isétale. Then, by Proposition (2.7) we that the image of δ(q(x), q(x)) by the canonical map σ Q : Γ n B Q → Q is a unit, and the commutativity of the diagram (5.2.1) follows.
5.2.1.
As in (4.5) we let π : Γ n A F → F ⊗ A Γ n−1 A F denote the canonical map that sends γ n (x) to x ⊗ γ n−1 (x), and we let U A (x) → M A (x) denote the one we obtain after localization with δ(x, x).
Lemma. Let F be flat and finite type over a noetherian algebra A. Then
, and in the diagram (5.2.1) the lower horizontal map is the identity;
In particular we have σ M A (x) (δ(y, z)) = δ(y, z) for any 2n-elements y = y 1 , . . . , y n and z = z 1 , . . . , z n in F .
Proof. It follows by Proposition (4.8) and Lemma (4.10) that
) is the localization with respect to δ(x, x). Now the result follows by U A (x)-linearity of the canonical homomorphism σ M A (x) .
Universal coefficients.
We have the ordered sequence x = x 1 , . . . , x n in F fixed. For each pair of indices i ≤ j we look at the product x i x j , and for each k = 1, . . . , n we consider the sequence
where the k'th element is replaced with the product x i x j . We now define the universal coefficient
. By Lemma (4.1) we have that the elements q(x) = q(x 1 ), . . . , q(x n ) form a U A (x)module basis of M A (x). The product on M A (x) is determined by the product of its basis vectors. Fix two basis vectors q(x i ) and q(x j ), then their product can be expressed as
for some scalars a 1 , . . . , a k in U A (x).
Proposition.
For each pair i ≤ j of indices we have that the product of the two basis elements q(x i ) and q(x i ) in M A (x) is given by the formula
Proof. From the identity (5.4.3) we obtain using Lemma (4.2) and the identification (4.3) that a k δ(q(x), q(x)) = δ(q(x), q(x i,j k )) ∈ Γ n U A (x) M A (x), for each k = 1, . . . , n, and where q(x i,j k ) is image of the sequence (4.3.1). Applying the canonical homomorphism σ M to the identity above, combined with Lemma (5.3) proves our claim. 
Proof. By assumption the elements q(x) = q(x 1 ), . . . , q(x n ) form a B-module basis of Q, where q denotes the composite map F → F ⊗ A B → Q. By Lemma (4.10) we have a B-module isomorphism ϕ :
To prove our claim we need to show that ϕ is compatible with the product structure. We will do so by showing that the product of M A (x) descents to the product on B. Fix a pair 1 ≤ i ≤ j ≤ n, and express the product
(5.5.1)
The product on M A (x) we described in Proposition (5.5), and we will show that the induced morphism q n : U → B in (5.2.1) sends the universal coefficients α i,j k to b k . From the equation (5.5.1) we obtain that b k δ(p(x), p(x)) = δ(p(x), p(x i,j k ), where x i,j k is as in (5.4.1). By the commutative diagram (5.2.1) we now obtain that
And we have proven our claim.
Corollary. The quotient F ⊗
Proof. Let M be a quotient of F ⊗ A U A (x). By the theorem we have a morphism f :
-algebra structure is fixed and it follows that f = id .
5.8.Étale families.
We let H et,n F/A denote the functor ofétale families of the Hilbert functor H n F/A of n-points on F . That is, we consider the co-variant functor from A-algebras to sets whose B-valued points are
It is clear that H et,n F/A is an open subfunctor of H n F/A and we will end this section by describing the corresponding open subscheme of the Hilbert scheme.
Let ∆ ⊆ Sym n S (X) = Spec(Γ n A F ) be the closed subscheme defined by the ideal of norms I F ⊆ Γ n A F associated to the sufficiently big submodule V = F . We assume that X = Spec(F ) → S = Spec(A) is of finite type, and we let U et X/S denote the open subscheme of the Hilbert scheme Hilb n X/S representing H et,n F/A . It follows from Theorem (3.6) that the restriction of the norm map n X to U et X/S gives a morphism n X : U et X/S → Sym n S (X) \ ∆.
(5.8.1) 5.9. Proposition. Let X → S be a finite type morphism of noetherian schemes, and let ∆ ⊆ Sym n S (X) denote the closed subscheme whose defining ideal is the ideal of norms. If X → S is flat then the induced map (5.8.1) is an isomorphism.
Proof. We may assume that X = Spec F and S = Spec A. Let x = x 1 , . . . , (x) ) corresponding to the family Spec(M A (x)) → Spec(U A (x)). Applying Theorem (5.6) to an open affine cover of U et (x) we get a morphism g : Spec(U A (x)) → U et (x) such that the universal family Z → U et (x) is pulled back to Spec(M A (x)) → Spec(U A (x)). It now follows that g is the inverse of f M , and consequently that U et (x) can be identified with Spec(U A (x)).
Let now y = y 1 , . . . , y n be a possibly other sequence of elements in F . It is clear from Corollary (5.7) that the two families Spec(M A (x)) → Spec(U A (x)) and Spec(M A (y)) → Spec(U A (y)) coincide over the intersection Spec(U A (x)) ∩ Spec(U A (y)). Hence we can glue the pairs (Spec(U A (x)), Spec(M A (x))) for different choices of x = x 1 , . . . , we have now proven that U et X can be identified with Sym n A (X) \ ∆. We need to show that under that identification the norm map (5.9.1) is the identity. This however follows from Lemma (5.3). §6. -Closure of the locus of distinct points
We will continue with the notation from the preceding sections. In this section we will construct universal families, not for the locus of distinct points as in Section (5), but for its closure.
6.1. Notation. We fix a flat A-algebra F and X := Spec(F ). Let R = ⊕ m≥0 I m F denote the graded ring where I F ⊆ Γ n A F is the ideal of norms associated to V = F . We let x = x 1 , . . . , x n be n-elements in F , and we denote by R(x) = R (δ(x,x)) the degree zero part of the localization of R at δ(x, x) ∈ I F . Finally we let E denote the free R(x)-module of rank n. We will write
where [x i ] is our notation for a basis element pointing out the i'th component of the direct sum E. As Γ n A F is an A-algebra we have that E is an A-module. We define the A-module homomorphism [ ] : F → E (6.1.2) in the following way. For any y ∈ F , and any i = 1, . . . , n, we let
x i y = x 1 , . . . , x i−1 , y, x i+1 , . . . , x n (6.1.3) denote the n-elements in F where the i'th element x i is replaced with y. Then we define the value of the map (6.1.3) on the element y ∈ F as
Note that when y = x i the notation of (6.1.1) is consistent with the notation of δ(x, z) is identified with ν(x)ν(z), the product of two determinants. As determinants are linear in its columns (and rows) it follows that the map [ ] : F → E defined above is an A-module homomorphism. Furthermore it follows that we have an induced R(x)-module homomorphism
which is surjective.
6.2. Universal multiplication. With the notation as above we define now the R(x)-bilinear map E × E → E by defining its action on the basis as
We will show that the above defined bilinear map defines as multiplication structure on E -that is giving E a structure of a commutative R(x)-algebra. We first observe the following simple but important fact. Consider E as a sheaf on Spec(R(x)), and let U ⊂ Spec(R(x)) be a subscheme of Spec(R(x)). Assume furthermore that the bilinear map (6.2.1) restricted to E U gives a ring structure on E U . That is the product (6.2.1) is associative, has an multiplicative identity and is distributive, then we also have a ring structure on EŪ , whereŪ is the scheme theoretic closure of U ⊆ Spec(R(x)). We will apply this observation to a scheme theoretic dense open subset U ⊆ Spec(R(x)).
Proposition 6.3. Let A be a noetherian ring, and let F be a flat and finitely generated A-algebra. Then we have that (6.1.4) defines an algebra structure on E and that the map (6.1.3) is a surjective R(x)-algebra homomorphism.
Proof. Let R = ⊕ n≥0 I n F , where I F ⊆ Γ n A F is the ideal of norms. We have that Spec(R(x)) is an affine open subset of Proj(R), where
is the blow-up with center ∆ = Spec(Γ n A F/I F ). The open complement Proj(R) \ ρ −1 (∆) of the effective Cartier divisor ρ −1 (∆) is schematically dense. Hence
is schematically dense in Spec(R(x)). By (6.2) it suffices to show the statements over U . However we have that U = Spec(U A (x)) as defined in (5.2.1), and that the restriction of E | U coincides with the family Spec(M A (x) ). In other words, we have that restriction of the multiplication map (6.1.5) to the open U coincides with the universal multiplication map studied in Section (5). Corollary 6.4. We have that E(x) is an R(x)-valued point of the Hilbert functor H n F . Proof. The proposition gives that Spec(E) is a closed subscheme of Spec(F ⊗ A R(x)). By construction the R(x)-module E is free of rank n.
Corollary 6.5. The schemes Spec(R(x)), for different choices of x = x 1 , . . . , x n in F , form an affine open cover of Proj(R), and the families Spec(E(x)) → Spec(R(x)) glue together to a Proj(R)-valued point of the Hilbert functor Hilb n X . Proof. The first statement is clear. To prove the second it suffices to see that the families glue over a open dense set U ⊂ Proj(R). Let U = Proj(R) \ ρ −1 (∆), where ρ : Proj(R) → Sym n A (X) is the blow-up with center ∆. Then we have that Spec(R(x)) ∩ U = Spec(U A (x)) for any n-elements x = x 1 , . . . , x n in F . That two families Spec(E(x)) → Spec(R(x)) and Spec(E(y)) → Spec(R(y)) glue over Spec(R(x)) ∩ Spec(R(y)) ∩ U is now a consequence of Corollary (5.7). §7. -The good component
We will in this section collect together the local information obtained, and construct the good component of the Hilbert scheme. Theorem 7.3. Let X → S be a flat and finite type morphism of noetherian schemes, and let Sym n S (X) denote the n-fold symmetric quotient of X. We let ∆ ⊆ Sym n S (X) be the closed subscheme whose defining idealsheaf is the ideal of norms associated to X. Then we have that the good component G n X/S is isomorphic to the blow up Bl(∆) of Sym n S (X) along ∆. The isomorphism
is induced from restricting the norm map n X : Hilb n X/S → Sym n S (X) to the good component G n X/S .
Proof. The problem is local on X and S (in theétale topology) so we may assume that X and S are affine schemes. Thus we let S = Spec(A) be a noetherian ring, and X = Spec(F ) a flat and finitely generated A-algebra. Furthermore, we let Sym n S (X) = Spec(Γ n A F ). By Theorem (3.6) we have that the inverse image n −1 X (∆) of ∆ by the norm map n X : Hilb n X/S → Sym n S (X) is the discriminant D Z ⊆ Hilb n X/S of the universal family Z → Hilb n X . Consequently we have that the local equation of the closed immersion n −1 n is not a zero divisor. Therefore, by the universal properties of the blow-up, we get an induced morphism b X : G n X/S → Bl(∆). A morphism we will show is an isomorphism.
With the assumption on F being flat and of finite type over A we have by Corollary (6.5) the Bl(∆)-valued point E of the Hilbert functor H n F/A . From the defining properties of the Hilbert scheme we then have a morphism f E : Bl(∆) → Hilb n X/S such that the pull-back of the universal family is E. When restricting E to the open set U = Sym n S (X) \ ∆ we have anétale family -by construction of E. Hence the image f E (U ) is contained in U et X/S . It follows that the schematically closure U et X/S = G n X/S contains the image of the closure of U = Bl(∆). Consequently we have a morphism f E : Bl(∆) → G n X/S , a morphism we claim is the inverse to the map b X : G n X/S → Bl(∆). By Proposition (5.9) we have that the restriction of f E to U is the inverse of the restriction of b X to U et X/S . As both U in Bl(∆) and U et X/S in G n X/S are open complements of effective Cartier divisors it follows that f E is the inverse of b X . 7.3.1. Before a corollary to this result we need a generalization of a result of Fogarty on the smoothness of the Hilbert scheme (cf, [Fo] ). Fogarty proves that the Hilbert scheme of a smooth map X → S is smooth of relative dimension 2 provided that S is a Dedekind scheme. As the Hilbert scheme commutes with base change and flatness can be verified in the integral case by pulling back to Dedekind bases it follows that the result of Fogarty is valid when the base S is integral. However, as we will see, no conditions on the base is needed for that statement. We shall give a direct proof by proving formal smoothness using the infinitesimal lifting criterion and the Hilbert-Burch theorem.
Proposition 7.4. Let X → S be a smooth and proper morphism of relative dimension 2. Then Hilb n X/S → S is smooth for all n. Proof. It is enough to show formal smoothness so the statement would follow if we could show that for every small thickening T ⊂ T ′ of local Artinian S-schemes, any T -flat finite subscheme Z ⊆ X × S T can be extended to a T ′ -flat finite subscheme of X × S T ′ . Let s be the image in S of the closed points of T and T ′ . The obstruction for the existence of such a lifting is an element α ∈ Ext 1 O X s (I Z s , O X s /I Z s ). We have an exact "local-to-global" sequence
As Hom O X s (I Z s , O X s /I Z s ) has finite support, the left term of the above sequence is 0, and consequently it suffices to show that the image of the obstruction element α in H 0 (X s , Ext 1 O X s (I Z s , O X s /I Z s )) is zero. As Z is a disjoint union of points we have that α = α z i , where at a point z ∈ Z the factor α z is the obstruction for lifting Spec O Z,z , which is a closed flat subscheme of Spec O X× S T , z, to a flat subscheme of Spec O X× S T , z. It is thus enough to show that these local obstructions vanish. Hence our situation is as follows: We have a surjection of local Artinian rings R ′ → R whose kernel is 1-dimensional over the residue field, an essentially smooth 2-dimensional local R ′ -algebra S ′ , and a quotient S := S ′ R ′ R → T such which is a flat R ′ -module. We first claim that T has projective dimension 2 over S.
As T is R-flat it is enough to check T has projective dimension 2 over S, where (−) denotes reduction modulo the maximal ideal of R. In that case we have that T is a Cohen-Macaulay module over the regular local ring S with support of codimension 2 and the result follows. By [No] [Thm. 7.15] (cf, also the original proof in [Bu] ) it then follows that the ideal I T defining T is the determinant ideal of n × n-minors of an n + 1 × n-matrix M and that the grade (the maximal length of S-regular sequence contained in I T ) of I T is 2. We then (arbitrarily) lift M to a matrix M ′ over S ′ and let T ′ be defined by n × n-minors of M ′ . What remains to show is that T ′ is R ′ -flat. The grade of I T ′ is also 2 as we may lift an S-regular sequence in I T to elements of I T ′ which then given an S ′ -regular sequence and hence by [No] , Thm. 7.16, the sequence
is given by the lifted matrix and (S ′ ) n+1 → S ′ by its minors (with appropriate signs). For the same reason this sequence tensored with the residue field of R ′ remains exact which shows that T ′ is R ′ -flat.
Corollary 7.5. Let X → S be a smooth morphism of relative dimension 2. Then we have that the Hilbert scheme Hilb n S (X) is the blow-up of Sym n S (X) along ∆. Proof. If we can prove that U et of Hilb n S (X) is schematically dense then we are finished by the Theorem. As the defining ideal of the complement of U et is locally principal and as Hilb n S (X) → S is flat by the proposition this can be checked fiber by fiber so we may assume that S is the spectrum of a field. Now, in that case Hilb n S (X) is smooth by the proposition or by Fogarty's result and by another result of Fogarty ([Fo] , Proposition 2.3) it is connected. As U et is non-empty this implies that it is schematically dense in Hilb n S (X). §8. -The good component of hyperplane sections
We will in this last section generalize the approach Haiman gives in [Ha] , using the fact that the Hilbert scheme Hilb n Y , for a projective scheme Y , can be embedded as a closed subscheme of the Grassmannian of rank n-quotients of H 0 (Y, O Y (N )), when N is high enough.
8.1. The functors Q n F (x). Let V ⊆ F be an n-sufficiently big A-submodule. Let x = x 1 , . . . , x n be n-elements in V and let W ⊆ V be the A-submodule generated by x. We define the covariant functor Q n F (x) by, for any A-algebra B, assigning the set of E ∈ H n F (B), the B-valued points of the Hilbert functor, such that the induced composite map
is a surjective map of B-modules.
8.2. Let B be an A-algebra, and let E ∈ H n F (B) . We then have the Grothendieck-Deligne norm map n F : Γ n A F → B and consequently the graded homomorphism of rings
Proposition 8.3. Let I V ⊆ Γ n A F be the ideal of norms associated to a sufficiently big A-submodule V ⊆ F . Let x = x 1 , . . . , x n and y = y 1 , . . . , y n be 2n-elements in V . Let B be an A-algebra, and let E ∈ H n F (B) . Assume that the extension I V B by the Grothendieck-Deligne norm map n F is an invertible B-module. Then we have that the induced graded ring homomorphism (8.3.1) induces an algebra homomorphism (B) . Proof. We can assume that E is a free B-module, and we let e = e 1 , . . . , e n be a basis of E. By Lemma (2.3) and Lemma (2.5) we have that I V H = (σ E (δ(e, e) ). Furthermore as the ideal I V H is invertible, that is the element σ E (δ(e, e)) is not a zero-divisor, we identify (1) is N -regular then the Hilbert scheme Hilb n Y of n-points on Y is a closed subscheme of the Grassmannian of locally free rank n quotients of g * O Y (N ) = H 0 (Y, O Y (N )) ( [Gr] ). That is, the natural map
is a closed immersion.
8.5. The functors Q n U (ω). Let ω = ω 1 , . . . , ω n be n sections of H 0 (Y, O Y (N )) and let U ⊆ Y be an open subscheme, and let ω|U denote the restriction of the sections ω to U . We define the subfunctor Q n U (ω) of the Hilbert functor Hilb n U of n-points on U , similar to (8.1): For any scheme f : T → Spec(A) we consider Z ∈ Hilb n U (T ) such that the induced map of O T -modules To prove the second assertion we let V (s) ⊆ Y denote the closed subscheme given by the vanishing of the section s ∈ H 0 (Y, O Y (d)). By assumption ω i = sω ′ i and consequently the sections ω i would all vanish over the closed subscheme V (s) ⊆ Y . In particular we have that the map (8.4.1) can only possibly have full rank n, outside the vanishing of s, that is on the open complement Y s . 8.7. The identification. We fix an integer N such that (8.4.1) is a closed immersion, and we let X = Spec(F ) = Y s be the non-vanishing of a section s ∈ H 0 (Y, O Y (1)). We identify O Y (N )|X with O X , and consequently the restriction of the global sections H 0 (Y, O Y (N )) with a submodule V ⊂ F . We let s ⊆ V ⊂ F denote the submodule of global sections of H 0 (Y, O Y (N )) having s as a factor. 8.8. Lemma. The A-submodule s ⊂ F is n sufficiently big.
Proof. As V ⊂ F is the restriction of the global sections H 0 (Y, O Y (N )) we have, almost by definition, that V ⊂ F is sufficiently n-big, and consequently for any A-algebra B and any B-valued point Q ∈ H n F (B) the composite map of B-modules
is surjective. We need to show that the composite map (8.8.1) is surjective when V is replaced with s . We can assume that B is a local ring, and since both s ⊗ A B and Q are finitely generated B-modules we might as well assume that B = K is a field. As F is the quotient of a polynomial ring A[y 1 , . . . , y r ] we have that the K-valued point Q is Q is a K-vector space of dimension n. It is well-known ( [Go] ) that a basis for Q can be chosen of the form
Here A is a collection of n-elements in V . However as the degrees α occurring in the basis (8.8.2) are strictly smaller than N ≥ n, we have that the basis comes from the sections
Consequently s is sufficiently n-big and we have proven the claim.
8.9. The center of the blow up. Let I ⊆ Γ n A (F ) denote the ideal of norms associated to s ⊆ F , and let R = ⊕I m denote the homogeneous coordinate ring of the blow-up of Γ n A F with center I. We restrict the norm map n X to the good component G n X/S and get an induced morphism b X : G n X/S − −−− → Proj(R)
Proposition 8.10. The morphism b X is affine.
Proof. We have that the ideal I ⊆ Γ n A F is generated by elements of the form δ(x, y) for any n-elements x = x 1 , . . . , x n and y = y 1 , . . . , y n in s ⊆ F . Consequently we have that the open affine subschemes Spec(R (δ(x,y)) ) form an affine open cover of the blow-up Proj(R). By Proposition (8.3) we have that b −1 X (Spec((R (δ(x,y)) ) = Q n F (x) ∩ Q n F (y) ∩ G n X/S . (8.10.1)
As G n X/S ⊆ Hilb n X is closed it suffices to show that Q n F (x) is an affine scheme. Let ω i be a global section of H 0 (Y, O Y (N )) such that ω i |X = x i . We then clearly have that Q n F (x) = Q n X (ω|X), and by Lemma (8.6) we then have that Q n F (x) = Q Y (ω). By Remark (8.5.1) we have that the latter functor is represented by the affine scheme Q n Y (ω). 8.11. The situation over fields. We now proceed to show that the induced map b X : G n X/S → Proj(R) is a closed immersion. We will from now on assume that the base ring A = k is a field, such that any module over A = k-splits. Let x = x 1 , . . . , x n be n elements of s ⊆ F , and decompose the vector spaces s as
where W is the sub-vector space generated by the x = x 1 , . . . , x n . The standard open Gr n (x) of the Grassmannian Gr n V is then the polynomial ring Gr n V (x) = k[Z i,t ] 1 ≤ i ≤ n, where 1 ≤ t ≤ q = dim(M ). The universal family is the k[Z i,t ] linear map u : (M ⊕ W ) ⊗ k Gr n V (x) → W ⊗ k Gr n V (x) (8.11.1) that acts as the identity on the second factor and is determined by
x i ⊗ Z i,t , (8.11.2)
Lemma 8.12. The restriction of b X to T := b −1 X (Spec(R (ν 2 (x)) ) gives a closed immersion of affine schemes T → Spec(R (δ(x,x)) ).
Proof. Let ω = ω 1 , . . . , ω n be elements of H 0 (Y, O Y (N )) such that their restrictions ω i |X = x i ∈ F . We then have by Lemma (7.3) that Q n F (x) = Q n Y (ω). By (8.5.1) we have that Q n Y (ω) is closed in Gr n (ω), hence Q n F (x) is closed in Gr n V (x) = Gr n (ω). By (8.10.1) we have that T = G n X/S ∩Q n F (x), which is closed in Q n F (x), hence closed in Gr n V (x). Thus we have that T is given by some ideal J in k[Z i,t ], the coordinate ring of Gr n V (x). Let Q denote the coordinate ring of the affine scheme T , and let z i,t denote the residue class of the variable Z i,t modulo the defining ideal J of Q, with 1 ≤ i ≤ n and 1 ≤ t ≤ q. We need to show that the k-algebra homomorphism R (δ(x,x)) − −−− → Q where R = m≥0 I m , (8.12.1) is surjective. We will show that the generators z i,t for the k-algebra Q is in the image of the morphism (8.12.1). Over Hilb n Y the universal family of n-points of Y is the restriction of the universal family over the Grassmannian. We split the vector space s = M ⊕ W ⊆ F , where M is the vector space generated by x 1 , . . . , x n . When we restrict the universal family to Spec(Q) = T , we obtain the following commutative diagram
where i : V Q → F ⊗ k Q is the natural inclusion, the map u is the universal family of the Grassmannian (8.11.1), and where r is the residue class map whose image E is the universal family of the Hilbert scheme. We let c 1 , . . . , c q be a basis of W , and from (8.11.2) we get that the image of c t ⊗ 1 by u is then the residue classes of
The elements z i,t are elements in Q and consequently scalars. As E is free, and in particular flat, over E we identify Γ n Q EQ = TS n Q E, the subring of symmetric tensors of the n-fold tensor product T n E Q (1.5.1), and then also δ(x, y) = ν(x)ν(y) (Proposition (4.5)). We apply Cramer's rule (Lemma (4.2)) to the expression (8.12.2) and get z i,t ν 2 E (x) = ν E (x)ν(x 1 , . . . , x i−1 , c t , x i+1 , . . . , x n ) = ν E (x)ν E (x i c ) (8.12.3) in Γ n Q E = TS n Q E. Applying the Q-linear algebra homomorphism σ E : Γ n Q E → Q to the identity (8.12.3) we get z i,t σ E (ν 2 E (x)) = σ E (ν E (x)ν(x i c )).
Both the element σ E (ν E (x)ν(x i c )) and σ E (ν 2 E (x)) are in the image of the degree zero part of the homomorphism (8.12.1). Since ν 2 (x) is invertible in R (ν 2 (x)) we obtain that z i,t is in the image of (8.12.1), and consequently we have proven the asserted surjectivity.
Theorem 8.13. Let Y → Spec(k) be a projective scheme with a very ample sheaf O Y (1), and let N be such that (8.4.1) is a closed immersion. Let X = Y s ⊂ Y be the open subscheme defined by the non-vanishing of s ∈ H 0 (X, O X (1)). Let G n X/S ⊆ Hilb n X be the good component, and let R be the homogeneous coordinate ring of the blow-up of Sym n k (X) along the ideal I of norms associated to s . Then we have that the morphism b X : G n X/S → Proj(R) is an isomorphism of schemes.
Proof. The morphism b X is birational by Proposition (5.9). Furthermore we have that the image of G n X/S is scheme theoretic dense in Proj(R) as b X is an isomorphism outside an effective Cartier divisor. To prove the Theorem it suffices to show that b X is a closed immersion of schemes. As ν 2 (x)ν 2 (y) = (ν(x)ν(y)) 2 we have that Spec(R (ν 2 (x)) ), for different x = x 1 , . . . , x n in s ⊆ F , form an open affine covering of Proj(R). The assertion about closedness now follows from Lemma (8.12).
