Abstract-In this paper, we propose a multiarea state estimator based on successive convex approximation technique. Our scheme is hybrid since it exploits both non-linear and linear measurements coming from legacy meters and Phasor Measurement Units (PMUs), respectively. The resulting nonconvex optimization problem is solved in an iterative manner. In each iteration, the nonconvex terms in the cost function are approximated by a strongly-convex function. The resulting convex problem is distributedly solved by means of the so-called Alternating Direction Method of Multipliers (ADMM). We also prove convergence to a stationary solution of the original nonconvex state estimation problem. Performance is numerically assessed for the IEEE 14-bus and 30-bus test cases. Other optimization schemes from the literature are used as a benchmark.
I. INTRODUCTION
State Estimation (SE), namely, the determination of complex voltages at all the buses in a power grid from a number of system variables measured in selected nodes, is a key functionality for the control and optimization of power systems [1] . Legacy metering devices provide measurements (voltage magnitude, power injections, etc.) that are non-linearly related with the system variables (complex voltages). This results into a nonconvex SE problem, typically formulated as a (weighted) Least Squares (LS) one, with multiple local optima. Hence, popular gradient-based iterative procedures, such as the GaussNewton method, are unavoidably subject to convergence to local optima.
In recent years, two main trends can be observed in the evolution of power grids: (i) the increasing penetration of renewable energy sources (RES); and (ii) the de-regulation of energy markets. The former leads to larger dynamics (due to the intermittency of such RES) that need to be timely and accurately monitored. To that aim, the deployment of synchronized phasor measurement units (PMUs), offering faster (and linear) measurements, is instrumental. Due to cost considerations, however, only a limited number of PMUs can be deployed. Hence, such (linear) measurements must be complemented by legacy (non-linear) ones for SE. This entails the development of novel hybrid schemes as in [2] . As for the deregulation of energy markets, it results into an increased exchange of large This work is partly supported by the European Commission through the H2020 project P2P-SmarTest (n. 646469), the ITN ADVANTAGE (FP7-607774) and by the Spanish Government through INTENSYV (TEC2013-44591-P).
amounts of power between adjacent areas, possibly under the control of different utilities. A totally independent operation of such areas is, therefore, no longer viable. However, (classical) centralized SE schemes are not directly applicable either. This is mainly due to data security and privacy concerns of regional utilities, or high computational complexity considerations. This, no doubt, substantiates the need for developing hierarchical [3] , [4] and distributed [5] SE methods.
Power system SE can greatly benefit from advanced signal processing techniques [6] , [7] . Specifically, in [8] the authors develop a hybrid SE scheme based on the so-called SemiDefinite Relaxation (SDR) optimization technique [9] , which is referred in the sequel to a as SDR-SE. In addition, a distributed (approximate) version of the algorithm, suitable for multiarea scenarios, is introduced too. Interestingly, the authors prove that the SDR-SE technique is optimal for the case of noiseless measurements and voltage magnitude measurements at all buses. Unfortunately, when these conditions are not satisfied, the performance of the SDR-SE approach may degrade considerably. Differently, in this paper we propose a state estimator based on Successive Convex Approximation [10] (SCA-SE), which is able to obtain an accurate state estimate in broader scenarios, where the SDR-SE fails. Both non-linear (legacy) and linear (PMU-based) measurements are accounted for in our hybrid approach. As in [8] , we derive a distributed version by leveraging on the well-known Alternating Direction Method of Multipliers (ADMM) [11] as an optimization tool. In contrast to [8] , the proposed distributed approach is always equivalent to the centralized case in terms of estimation accuracy. Performance is assessed for the IEEE 14-bus and 30-bus standard scenarios. In all cases, observability is ensured according to [12] , [13] . The optimization schemes presented in [8] are used as a benchmark.
II. SYSTEM MODEL Consider a power network composed of N buses denoted by the set N ∈ {1, . . . , N}. The interconnection between these buses is modeled by graph G. Accordingly, the pair of buses m, n ∈ N are interconnected if (m, n) ∈ G. From the Kirchhoff's law, the complex current injections at the buses, i.e., i = [I 1 , . . . , I N ] T , satisfies:
T standing for the complex bus voltages that define the state of the system, and Y ∈ C N ×N being the nodal admittance matrix 1 with entries given by:
Variables y m,n , y m,n stand for the admittance and shunt admittance in the line connecting buses m and n, respectively; and y n stands for the shunt admittance at the nth bus. Typically, measurements are categorized into legacy and synchronized measurements. The former group relates the state vector v through nonlinear equations. In this category, we have the following types:
• Power injections. The power injection at bus n reads:
• Power branch measurements. The complex power flowing from bus m to bus n is expressed as:
• Voltage measurements. The squared voltage magnitude at the nth bus, i.e., |V n | 2 .
Following the rationale of [8] and defining the Cartesian representation of the system state by
, legacy measurements can be conveniently written in the following unified form:
with H l ∈ R 2N ×2N being defined according to corresponding type of measurement, and w l standing for the measurement noise.
As for the synchronized measurements, which are taken by the so-called PMUs, the following linear model results:
with A ∈ R 2K×2N and ε ∈ R 2K standing for the measurement matrix and measurement noise, respectively.
III. MULTIAREA STATE ESTIMATION
Consider now that the power network is divided into M distinct geographical areas, and that each area may be operated by a different utility. Define the state vector of area i by
T ∈ R 2Ni with N i denoting its number of buses. Due to the physical interconnection between areas, bus voltages at the frontier edges, called in the sequel border state variables, are also incorporated into the local state vector of each area. To be precise, if the pair x i,l and x j,m are border state variables between adjacent areas i and j, the condition x i,l = x j,m must be satisfied. To generalize this, define N i as set of adjacent areas to area i and S i,j as the set of border 1 For simplicity, we have ignored transformer taps in the formulation.
variables between areas i and j, with cardinalities given by |N i | and |S i,j |. Then, the system state has to satisfy x i,l = x j,m for j ∈ N i and (l, m) ∈ S i,j . Bearing this in mind, our goal is to estimate the state of the system at each area by solving the following optimization problem
where r i ∈ R 2Ki and {z i,l } Li l=1 correspond to the synchronized measurements and legacy measurements at area i, and the definitions of matrices
follow from the rationale of Section II. Column vector e (i) l equals 1 at the lth position and zero elsewhere. With some abuse of notation, we have also used the superscript (i) in e (i) l to denote that the vector size is that of x i . Besides, we have included (8c) that constraints our solution to lie in the feasible sets {X i }, which are assumed to be convex and compact. Finally, we have introduced the positive scalars α and β to weight the contribution of the two type of measurements.
IV. SUCCESSIVE CONVEX APPROXIMATION APPROACH
Note that the optimization problem in (8) is not convex (due to the fourth-order terms) and, thus, global optimality of the solution cannot be guaranteed, in general. Hence, with the aim of finding a local minimum, we resort to the novel iterative optimization algorithm proposed in [10] . To that end, first we rewrite the cost function in our problem as
According to [10] , we need to approximate U i (x i ) by a strongly-convex function. To do so, we simply linearize the (fourth-order) nonconvex terms around a feasible pointx i and add a proximal term
where
Hence, to ensure strong convexity it suffices to have ρ > 0 or full observability of each area via PMUs. Mathematically speaking, this is guaranteed if matrix A T i A i is positive definite ∀i. To show this, compute the Hessian of (9) , that is
is a stationary solution STOP 5: ν ← ν + 1 and go to Step 2
i } denote the unique optimal solution to (11) . Bearing all the above in mind, the successive approximation method for state estimation, referred to in the sequel as SCA-SE, is shown in Algorithm 1. Essentially, the algorithm finds the solution of the convex approximation problem in (11), {x Proof. The optimization problem in (8) satisfies the following requirements:
Since this is a continuously differentiable function on X i , we have that ∇ xi U i is Lipschitz continuous. 3) U is coercive on the feasible set. Since, by definition, X i is compact each U i is coercive and, thus, the sum of coercive functions is coercive. Hence, according to [10] , convergence to a stationary solution is guaranteed.
V. DISTRIBUTED IMPLEMENTATION VIA ADMM
In this section, we provide a distributed implementation of Step 2 in Algorithm 1. Due to its superior performance, we propose a decentralized solution based on the well-known Alternating Direction Method of Multipliers 2 [11] . To that aim, 2 Note that other methods such as dual decomposition are also suitable.
Algorithm 2 ADMM for computing
Step 2 in Algorithm 1 Broadcast your border variables to your neighbors 6: Compute your {c (t+1) ij,(l,m) } from (14) 7:
Update the Lagrangian multipliers (15) 8:
Broadcast the Lagrangian multipliers associated to the border variables to your neighbors 9: end for 10: t ← t + 1 11: end for first we decompose the optimization problem by introducing auxiliary consensus variables on the border state variables, that is
where, with some abuse of notation, we use c ij,(l,m) and c ji,(m,l) to denote the same variable. Following the rationale of ADMM, we obtain the following sequence of primal updates:
with θ > 0 standing for weight associated to the augmented constraint in the ADMM formulation [11] . Further, we have denoted by {λ j,i,(l,m) } the Lagrangian multipliers associated to the constraints of (12b). These dual variables are updated as follows:
∀i, j ∈ N i and (l, m) ∈ S i,j . When the constraint in x i ∈ X i is trivially satisfied, as might occur when the set X i is sufficiently large, the primal update in (13) accepts a closed form solution given in (16) in the next page. This observation can be used to reduce the computational complexity required to obtain x (t+1) i . Finally, the distributed implementation is summarized in Algorithm 2. 
VI. NUMERICAL RESULTS
The proposed SCA-SE method has been tested for the 14-and 30-bus IEEE test cases depicted in Figures 1 and 2 , respectively. As in [8] , (active and reactive) power branch measurements, (active and reactive) power injection measurements, (squared) voltage magnitude measurements, and PMUs measurements have been corrupted with independent and zeromean Gaussian noise of standard deviations 0.02, 0.02, 0.01, and 0.002, respectively. As in [8] , when a PMU is placed at a given node, it provides the voltage phasor of this bus and all the complex current injections incident to it. For comparison purposes, the proposed SCA-SE method has been compared with the SDR method for State Estimation (SDR-SE) proposed in [8] . For power flow analysis we have used Matpower [14] .
First, in the centralized scenario, we have tested two settings with different types of measurements for the 30-bus IEEE test case. The former corresponds to a scenario with 19 power flow meters (active and reactive), 15 power injection meters (active and reactive) and voltage magnitudes nodes at all nodes. The normalized error magnitude in the estimate, i.e., 1   2N x −x 2 , with x andx standing for the actual state and its estimate, is depicted in Figure 3 for a varying number of PMUs ranging from 0 to 4. The normalized estimation error has been averaged over 100 random states with different noise realizations. The voltage magnitudes are uniformly distributed between ±5 % of the nominal voltage 3 and the angles are uniformly distributed between ±0.3π rad. As Figure 3 illustrates, both schemes attain a comparable accuracy being SDR-SE superior for a low number of PMUs. This comes from the fact that for a low number of PMUs, it turns out that the convergence of the SCA-SE method is very slow. However, for a sufficient number of PMUs (3 in this setting) SCA-SE converges faster and its performance is virtually identical to that of SDR-SE. Besides, as expected, both methods experience a decreasing estimation error as the number of PMU increases. For further illustrative purposes, Figure 4 depicts the average estimation error in the voltage magnitudes and angles at the different buses for a given state. Interestingly, the buses belonging to Area 1, where no PMUs are placed, exhibit higher estimation errors in the angles.
Next, in Figure 5 we present results for a centralized scenario with a decreased number of voltage magnitude measurements (still, system observability is preserved according to [12] ). Specifically, we have considered 41 power flow meters (active and reactive) and 15 voltage magnitudes. Here, we focus on a specific realization of the system state and then we average over 100 realizations of the observation noise. In this scenario, it is worth noting that the SDR-SE method is unable to produce a meaningful estimation of the state. This drawback may arise in the SDR-SE method of [8] when there are no voltage magnitude measurements at all buses (see Proposition 1 in [8] ). In contrast, SCA-SE is able to converge to a stationary state estimate of an acceptable accuracy. Again, as the number of PMUs increases the estimation error decreases. In addition, an increasing number of PMUs results in a faster convergence. This stems from the fact that the SCA-SE algorithm exploits the inherent convexity in the objective function, which becomes more relevant as the number of PMUs increases. Figures 6 and 7 show the per-iteration performance of the SCA-SE method for the multiarea case. In particular, we have considered 4 areas for the 14-bus IEEE test case and 3 areas for the 30-bus IEEE test case. As it is shown, the algorithm converges to a stationary solution and, in contrast to the SDR-based multiarea approach presented in [8] , the multiarea version of SCA-SE always attains the performance of the centralized scenario. In terms of transmission load, we have observed that the Algorithm 2 merely requires 2-3 iterations in practice to converge, thus keeping the signaling overhead affordable. Again, numerical results reveal that the number of PMUs impact on the attained estimation accuracy and the convergence speed of the algorithm.
VII. CONCLUSIONS
In this paper, we have proposed an algorithm for the problem of multiarea state estimation with heterogeneous measurements in power systems. The proposed SCA-SE algorithm is based on the successive convex approximation technique, which solves a convex approximation of the original optimization problem at each iteration. The resulting convex program has been decentralized and solved via the alternating directional method of multipliers (ADMM). Interestingly, in terms of computation complexity, each algorithm iteration merely requires solving a least square problem whose solution can be obtained in closed form when the feasible set is sufficiently large. We have proved that the proposed algorithm converges to a stationary solution of the multiarea state esti- mation problem. The performance of the SCA-SE algorithm has been numerically compared with the existing SDR-SE algorithm, which is near optimal under the assumptions of low measurement noise and voltage magnitude meters at all buses. In this scenario, we have observed that the SCA-SE algorithm performs close to the SDR-SE, specially for an increasing number of PMUs. Furthermore, the proposed SCA-SE algorithm is able to obtain an accurate state estimate in broader scenarios, where the SDR-SE does not succeed, being this the main feature of the proposed algorithm. Finally, it has been observed that the estimation error is significantly reduced as the number of PMUs increases, which also leads to a faster convergence.
