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Résumé
Le recours aux énergies renouvelables, notamment l’éolien, est une des solutions
communément retenues pour limiter l’aggravation du changement climatique en cours.
La variabilité et l’intermittence de ces sources d’énergie constituent la principale contrainte
à gérer pour assurer l’intégration des énergies renouvelables sur le réseau électrique. Ce
problème peut être en partie résolu par l’amélioration des prévisions de production à court
et moyen termes.
La théorie des AMAS (Adaptive Multi-Agent Systems) propose de résoudre des
problèmes complexes par auto-organisation pour lesquels aucune solution algorithmique
n’est connue. Le comportement local et coopératif des agents permet au système de s’adapter
à un environnement dynamique pour maintenir le système dans un état de fonctionnement
adéquat. Dans cette thèse, cette approche est appliquée à la prévision de production de parcs
éoliens. Plus précisément, nous étudions l’intégration de données à plus fine échelle (les
parcs éoliens pour une région ou les éoliennes pour un parc) dans le modèle de prévision.
Nous proposons donc une méthode prenant en compte des données locales dans la
prévision globale et plus précisément les interdépendances entre la production des éoliennes
et des parcs. L’étude a mené à la conception de deux systèmes multi-agents auto-adaptatifs :
AMAWind-Turbine prévoyant la production d’un parc en utilisant les données des éoliennes,
et AMAWind-Farm prévoyant la production d’une région en utilisant les données des parcs.
Ces systèmes ont été testés en conditions réelles sur cinq parcs éoliens actuellement en
cours d’exploitation. Les expérimentations effectuées ont validé le bon fonctionnement des
systèmes et ont permis d’observer une baisse d’erreur de prévision.




FOR WIND POWER FORECASTING
Supervisor: Marie-Pierre Gleizes, Professor, Université de Toulouse
Co-Supervisors: Carole Bernon, Associate Professor, Université de Toulouse
Julien Guépet, Chief Technology Officer, *SWIFT
Abstract
The use of renewable energies, particularly wind power, is one of the solutions commonly
admitted to limit the worsening of ongoing climate change. The variability and intermittency
of these energy sources are the main constraints to be managed to ensure the integration of
renewable energies into the electricity grid. This problem can be partly solved by improving
production forecasts in the short and medium term.
The theory of AMAS (Adaptive Multi-Agent Systems) proposes to solve complex
problems by self-organization for which no algorithmic solution is known. The local and
cooperative behavior of the agents enables the system to adapt to a dynamic environment
for maintaining the system in an adequate operating state. In this thesis, this approach is
applied to the forecasting of wind farm production. More specifically, we are studying the
integration of finer scale data (wind farms for a region or wind turbines for a farm) into the
forecast model.
Therefore, we propose a method that takes into account local data in the global forecast
and more precisely the interdependencies between wind turbine and wind farm productions.
The study led to the design of two adaptive multi-agent systems: AMAWind-Turbine
forecasting the production of a wind farm using wind turbine data, and AMAWind-Farm
forecasting the production of a region using wind farm data. These systems have been
tested in real conditions on five wind farms currently operating. The experiments carried out
validated the proper functioning of the systems and showed a decrease in forecasting error.
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General Introduction
IN 2018, 75% of the world’s electricity production came from energy sources considered asnon-renewable (coal, nuclear, natural gas and oil). A global effort is underway to mitigate
climate change through an energy transition to a sustainable model. To achieve the objective
of not exceeding a 2°C increase by 2100, the United Nations Conference on Climate Change
COP21 has set a goal of 27% renewable energy in the overall energy supply in the European
Union by 2030 compared to 16% in 2018.
Wind power will play a key role in the energy transition because the source of energy
is unlimited and the exploitation of this resource does not emit greenhouse gases during
electricity production. In 2018, wind energy covered more than 4% of the global electricity
production. Currently, the annual growth rate of wind power activity is about 12%, it
corresponds to an additional installed capacity of 50.1 GW in 2018.
However, due to the wind variability and the still high cost of electricity storage, we
cannot depend solely on wind energy. In order to obtain an efficient energy mix, a precise
estimate of electricity production and consumption is required to regulate the electricity
grid. Electricity markets are thus organized as electricity pools, gathering production and
consumption offers in order to dynamically find the quantities and prices for electricity
generation and consumption maximizing social welfare. Wind power producers propose
energy offers based on forecasts. The market clearing is designed to match production offers
and consumption bids through an auction process. Since power producers are financially
responsible for any deviation from these contracts, improving wind power forecasting
accuracy enables to reduce the penalties they incur.
Contribution of the Thesis
In this thesis, we explore the problem of integrating local interdependencies between wind
turbine production into wind farm forecasts. The dependencies between the productions of
close turbines (e.g., the wake effect that occurs when a wind turbine disrupts the wind behind
it and can cause a decrease in production of nearby wind turbines) represent additional
information rarely integrated into the wind power forecasting models. By applying the
Adaptive Multi-Agent System approach, we designed AMAWind-Turbine (Adaptive Multi-
Agent system for Wind power forecasting at Turbine-level), an AMAS designed to forecast the
production of a wind farm by taking into account the short-scale interdependencies between
wind turbines composing this farm.
The interdependency problem can also be applied on a larger scale by integrating
interdependencies between wind farms into regional forecasts (i.e a set of wind farms).
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In this case, it is in particular the existing correlation between the productions of wind farms
located in similar wind zones that makes it possible to improve the forecast at global scale.
We have developed AMAWind-Farm (Adaptive Multi-Agent system for Wind power forecasting
at Farm-level) which is an AMAS designed to forecast the production of a region by taking
into account the large-scale interdependencies between wind farms in this region.
We evaluate our approach through experiments on both systems. This thesis being the
result of a partnership with *SWIFT, a company specialized in wind power forecasting, we
are able to test our systems on real data in an operational context and compare our results
with several methods currently used. From the analysis of the results, we highlight the
advantages and limitations of our approach and point out the perspectives offered by this
work.
Manuscript Organization
This manuscript is composed of three main parts.
The first part presents the context and the field of application of this thesis, wind power
forecasting, and the motivations behind this work. This part is divided into two chapters:
3 Chapter 1 introduces the current context of the energy sector and focuses on renewable
energies by detailing their limitations. It also describes the functioning of the electricity
markets. This chapter helps to understand the need for production forecasting.
3 Chapter 2 presents a state of the art of wind power forecasting. The chapter first introduces
generalities on wind energy and forecasting. It then describes the main approaches
currently used by companies for forecasting. Finally this chapter specifies the problem
that is retained in this thesis, which is the consideration of spatial interdependencies
in the forecasts, and compares the approaches presented before with respect to criteria
related to the problem.
Part 2 provides the theoretical and technical bases and the formal description of the two
Adaptive Multi-Agent Systems (AMAS) designed in this thesis: AMAWind-Turbine and
AMAWind-Farm. This part is detailed in the following chapters:
3 Chapter 3 first describes the problem of interdependency in production forecasting by
decomposing it on a short and large scales. After an introduction to Multi-Agent Systems
(MAS), the chapter then proposes to study a particular type of MAS, Adaptive Multi-Agent
Systems (AMAS), as a potential approach to take into account the interdependencies at
both scales.
3 Chapter 4 presents AMAWind-Turbine (Adaptive Multi-Agent system for Wind power
forecasting at Turbine-level): an AMAS designed to forecast the production of a wind
farm by taking into account the short-scale interdependencies between wind turbines.
Its design and the behaviors of its agents are explained.
3 Chapter 5 presents AMAWind-Farm (Adaptive Multi-Agent system for Wind power
forecasting at Farm-level): an AMAS designed to forecast the production of a region (i.e.
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several wind farms) by taking into account the large-scale interdependencies between
wind farms. Since the design of AMAWind-Farm has a lot in common with the design
of AMAWind-Turbine, this shorter chapter focuses on the differences between the two
systems.
The last part, part 3, presents the experimental aspect of this thesis through three chapters:
3 Chapter 6 describes the common experimental conditions for the evaluation of the two models.
It presents the data used, the preprocessing applied to data, the evaluation criteria and
the cross-evaluation method.
3 Chapter 7 presents the experiments carried out on AMAWind-Turbine. First of all, the system
is studied according to several validation criteria to test its proper functioning. Then a
comparison of the results against reference algorithms is performed on real production
data. Finally, a general synthesis points out the properties and limitations of the system.
3 Chapter 8 details the experiments done on AMAWind-Farm. It follows the same pattern
as the previous chapter by adding specific criteria to this system. The results are also
compared with state-of-the-art methods and the results are finally discussed.
Finally, I conclude this manuscript with a synthesis of the work carried out in the context
of this thesis and an enumeration of some interesting work perspectives.
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1 Energy Overview
This chapter aims to introduce the context necessary to understand the need for
production forecasting. Firstly, it describes the historical, current and future context of
the energy sector and then focuses on renewable energies. Finally, it presents the electricity
markets.
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1.1 History of energy
Homo erectus was the first being to use fire. Fire, this natural source of energy,
domesticated by “caveman” is a precious legacy of this period of pre-history known as
Acheulean. The use of fire by mankind certainly dates back almost a million years with the
oldest traces of known fires found in a cave in South Africa [1]. Between the discovery of fire
and the time when pre-historic men managed to “make fire”, they recovered the fire dying
from natural fires, transported it and maintained it.
The use and control of fire by mankind is a major turning point in the history of human
evolution. The benefits of using this first energy are immense and energy has become an
essential resource for human survival and development. Since then and for hundreds of
thousands of years, wood, used as fuel for fire, has been the only source of energy. In ancient
times, Man began to use the power of water as an energy source. Hydropower was used in
China at least 2000 years ago; the waterwheel was invented in ancient Greece and Rome, and
in the year 13 B.C., the Roman engineer and writer Marcus Vitruvius Pollio described a grain
mill driven by a waterwheel and a cogwheel gear [2].
The first uses of wind as an energy source are older, and mainly used in the maritime
sector for the transport of goods in sailing ships along the Nile as early as 5000 BC. The use
of wind as an energy source through the first windmills dates back to the 7th century BC,
during which time the King of Babylon designed an irrigation system for the Mesopotamian
plain using wind energy [3].
Until the beginning of the industrial era, wood, wind and water were the only energy
sources commonly used by humans. As early as the Middle Ages, the first uses of coal
were reported. Marco Polo informed in his travel diaries that in China, people used coal for
heating and cooking food. But the widespread use of coal as an energy source came much
later in the 18th century. In 1769, Watt filed a patent for his steam engine, which transforms
the steam produced by heating water from coal combustion into mechanical energy. It was
only at the end of this century that coal became the main source of energy, exceeding the
use of wood [4]. This period corresponds to the first industrial revolution that transformed
society through the mechanization of work. The rise of coal, combined with the steam engine,
transformed society, placing industry at the heart of the economic structure of society and
gradually replacing agriculture.
Almost a century later, the emergence of new sources of energy as oil or gas (known for
a long time but not yet widely used) is leading to a new and profound transformation of
society. The development of electricity during the 19th century led, at the end of the century,
to a profound transformation of the energy used to produce electricity. Electrification and the
growing demand for oil and gas following Daimler’s invention of the internal combustion
engine in 1886 led to the second industrial revolution. This revolution gradually sees coal being
accompanied and replaced in some uses by the use of oil and gas as a primary energy source.
These fuel changes were self-evident due to the competitive advantages in terms of energy
density and price as well as the uses made of them. It was only in 1965 that the combined
use of oil and gas surpassed that of coal.
Today, we are witnessing a new transformation of the energy sector with the beginning of
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a shift from a production system based on fossil fuels, from the first and second industrial
revolutions, to a system that tends to be increasingly carbon-free. This is what Rifkin calls
the third industrial revolution [5]. According to him, an industrial revolution is caused by
new means of transport (electric vehicle), new means of communication (Internet) and new
sources of energy. In this revolution, the new energy sources are renewable energies based
on wind, sun and water, which have already been used for several centuries. However, they
are now mainly used to produce electricity, which will be the source of energy at the heart of
this revolution.
1.2 Overview of the electricity sector
Electricity is the physical phenomenon arising from the behavior of electrons and protons
that is caused by the attraction of particles with opposite charges and the repulsion of particles
with the same charge. Electricity has become a pillar of our current way of life. A large
interconnected infrastructure allows it to be transported over long distances.
This section describe the means of generating electricity as well as the energy sources
mainly used and then presents current figures and future trends.
It should be noted that in this section and more generally in this thesis, we will use the
terms energy production and consumption. Strictly speaking, these terms have no physical
meaning. In reality, we cannot “consume” or “produce” energy, by the principle of energy
conservation we only transform energy [6]. In practice, “producing electricity” means
transforming an energy source into electricity and injecting it into an electricity grid.
Conversely, “consuming electricity” means the withdrawing of this electricity from the
grid and often the transforming into another form (thermal, mechanical, etc.).
1.2.1 Principles of electricity production
The majority of the electrical energy produced in the world is generated by alternators, an
electromechanical machine that converts mechanical energy into electrical energy in the form
of alternating current. The alternator functioning is based on Faraday’s law, which states
that an electromotive force (voltage) occurs in an electrical circuit when it is stationary in a
variable magnetic field or when the circuit is movable in a variable or permanent magnetic
field. The alternator consists of a stator which is a stationary set of wire coil windings, inside
which an electromagnet called rotor revolves. The rotation of the electromagnet inside the
stator coils generates alternating current inside these coils [7].
Generally, a movement is generated from a primary source, and this mechanical energy
is in turn transformed into electrical energy by the alternator. Mechanical energy is usually
generated by turbines, driven by:
3 Pressurized water vapour, produced by heating water with a thermal energy source
(combustion of oil, coal, natural gas, nuclear fission of uranium 235 or concentration of
solar energy).
3 Water in hydroelectric power plants.
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3 Wind with wind turbines (grouped into wind farms).
Electricity can also be produced using solar panels in the case of photovoltaic plants. The
photons transmitted by the sun excite the electrons of the materials when they reach the
panels and this generates electricity.
1.2.2 Different primary sources
We have seen that electricity is generated from different primary sources. The different
sources can be divided into two categories: non-renewable and renewable resources. Renewable
energies are energy sources whose natural renewal is fast enough that they can be considered
inexhaustible on the scale of human time. They come from cyclical or constant natural
phenomena induced by the astronomical objects: the Sun essentially for the heat and light
it generates, but also the attraction of the Moon (tides) and the heat generated by the Earth
(geothermal energy). Their renewable nature depends on the speed at which the source is
consumed, on the one hand, and on the speed at which it is renewed, on the other.
1.2.2.1 Non-renewable resources
Most of the electricity produced uses fossil fuels [8]. These are carbon-rich fuels, mainly
hydrocarbons, produced by the methanization of living beings that have been dead and
buried in the ground for several million years [9]. Usually, a thermal power plant is used to
produce electricity. The ignition of a fuel causes water to expand. The heat source (nuclear
fission, coal, incineration...) heats (directly or indirectly) water, which changes from liquid to
vapour state. The steam thus produced is admitted into a turbine, which drives an alternator.
At the turbine outlet, the steam is condensed in a condenser fed by a cold source (seawater,
fresh river water, etc.) and returns to a liquid state. The resulting condensate is then returned
to the water supply system for a new vaporization cycle [10].
The main fuels used to produce electricity are:
Coal — Coal is a fossil rock mined in coal mines as a fuel and formed from the partial
degradation of plant organic matter.
Oil — Oil is a liquid rock of natural origin, a mineral oil composed of a multitude of
organic compounds, mainly hydrocarbons, trapped in particular geological formations.
Natural gas — Natural gas, or fossil gas, is a gaseous mixture of hydrocarbons naturally
present in some porous rocks.
Nuclear fuel — Nuclear fuel is a product that contains fissile materials. Nuclear fission is
the phenomenon by which a heavy atomic nucleus (i.e. forming a large number of nucleons
such as uranium, plutonium, etc.) is split into two or more lighter nuclides. This nuclear
reaction is accompanied by the emission of neutrons and a very high energy release per
fissioned atom. The main fuel is Uranium 235 but current research aims at using Uranium
238, which corresponds to 99.3% of the Uranium present on Earth, with breeder reactor or to
use Thorium as a fuel.
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1.2.2.2 Renewable resources
Renewable resources originate from cyclical or constant natural phenomena whose natural
renewal is fast enough that they can be considered inexhaustible on the scale of human time.
The most used sources are the following:
Hydropower — The kinetic energy of the water flow, natural or generated by the difference
in level, is transformed into mechanical energy by a hydraulic turbine, then into electrical
energy by an alternator.
Wind — A wind turbine is a device that transforms the kinetic energy of the wind into
mechanical energy, which is then most often transformed into electrical energy. We will
discuss this in more detail in section 2.1.
Solar photovoltaic — Photovoltaic energy is an electrical energy produced from solar
radiation through photovoltaic panels or solar power plants. The photovoltaic cell is the basic
electronic component of the system. It uses the photoelectric effect to convert electromagnetic
waves (radiation) emitted by the Sun into electricity.
Biomass — Biomass is plant or animal material used for energy production, heat
production, or in various industrial processes as raw material for a range of products. It can
be purposely grown energy crops (e.g., miscanthus, switchgrass), wood or forest residues,
waste from food crops (wheat straw, bagasse), horticulture (yard waste), food processing
(corn cobs), animal farming (manure, rich in nitrogen and phosphorus), or human waste
from sewage plants.
1.2.3 Main electricity key figures
Electricity mix is the distribution of the different primary energy sources that make up the
total electricity production.
In this section we will present and comment on the current electricity mix key figures. We
will then look at future trends and several scenarios in terms of electricity production.
1.2.3.1 Current electricity mix is mainly based on fossil fuels
Electricity in 2018 accounts for 19% of the world final consumption of energy [11]. The
distribution of electricity generation is shown in figure 1.1. It is important to note that more
than 74% of the electricity mix comes from non-renewable sources including 38% of coal.
Hydroelectricity has been a major source of renewable electricity for many years, accounting
for 19% of the energy mix. Non-renewable energies are also dominant for primary energies
consumed in 2017 with a rate of 89.6%. Oil represents 34% of the energy consumed, although
it can be used for electricity it is mainly used in transport and industry [12].
The high proportion of fossil energies in the energy mix poses two main problems:
3 Ecological, the level of greenhouse gases released has led and continues to lead to global
climate change
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Figure 1.1 — World electricity generation mix in 2018 [8].
3 Economic, limited resources in a world of continuous growth is mathematically
impossible.
1.2.3.2 An energy future focused on renewable energy
The future is uncertain with regard to energy. Many factors enter the equation:
political/economic situation, collective awareness, short-term consequences of climate
change, new production technologies, etc. The limitation of fossil energy use seems inevitable,
but the transition will be more or less abrupt. On the one hand, the estimated reserves stocks
are quite high (see Table 1.1) and do not encourage rapid change. On the other hand, the
extreme increase in emissions of CO2 (See figure 1.2) and other greenhouse gas since the
industrial era and its consequences on climate, alarm most of the scientific community [13].
Table 1.1 — Estimated number of years of production at this rate by source [12], [14].
Source Coal Oil Natural gas Nuclear fuel (U235)
Years of production 132 50 51 88
The International Energy Agency (IEA) in its World Energy Outlook 2018 [11] provides
a way of exploring different possible futures, the levers that could bring them about, and
the interactions that arise across a complex energy system. The organization proposes to
compare three possible scenarios:
3 Current Policies Scenario: a scenario in which there is no change in policies from today.
This can lead to increasing strains on almost all aspects of energy security and a major
additional rise in energy-related CO2 emissions.
3 New Policies Scenario: a scenario in which the policies follow the targets announced by
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Figure 1.2 — Atmospheric CO2 concentration estimated from gas microbubbles trapped
in ice cores [15].
governments. Although the picture brightens, there is no reduction in global energy-
related CO2 emissions.
3 Sustainable Development Scenario: a scenario in which accelerated clean energy transitions
put the world on track to meet goals related to climate change, universal access and
clean air.
Figure 1.3 shows the comparison between New Policies Scenario (a) and Sustainable
Development Scenario (b) for electricity generation by sector. It should be noted that
the Sustainable Development Scenario essentially aims at a significant decrease in coal,
a significant increase in solar and wind energy and a decrease in total production (from about
40000 TWh to 36000 TWh in 2040).
There are an infinite number of other possible scenarios. In France, we can cite the
negawatt scenario, hoping to achieve 100% renewable and carbon neutral energy by 2050
based on three elements [16]:
3 Gradually making a transition to renewable energy
3 Reducing losses by improving the energy efficiency of the conversion
3 Changing behavior to consume less energy. For example, for a piece of equipment, it is
possible to reduce its use, better size it or share it with other users.
Figure 1.4 shows the projections of the negawatt scenario for the primary energies
consumed. The scenario is characterized by the sharp decrease in consumption while current
policies aim for endless growth. This scenario seems difficult to achieve without a drastic
change in the current economic model.
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Figure 1.3 — IEA World electricity generation scenarios.
Figure 1.4 — French primary energy balance of the negaWatt scenario [16].
We have seen that renewable energies will be at the heart of the energy future. The next
section will present these energies and the various problems they raise in more detail.
1.3 Renewable energies
The global energy market is undergoing a major transformation with the massive arrival
of renewable energies. In this section we will see the current state of the sector and the related
problems.
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1.3.1 A growing sector
As seen earlier, the transition from fossil fuel use to renewable energy is one of the ways
to reduce the impact of climate change and to have sustainable energy.
For electricity production, the main renewable resources are hydropower, wind turbines,
biomass and solar panels. Table 1.2 shows global electricity production by sector in 2000, 2018
and the change between 2017-2018. In 2000, hydroelectricity was almost the only renewable
source of electricity, today it is still the vast majority with 16%. However, its development is
limited (-1% since 2000) because many sites are already being exploited and the impact on
the environment is considerable (dams modify the entire landscape and watercourse, retain
alluvium that enriches the soil, etc.).
The significant increase in solar panels and wind power (31.2% and 12.2% respectively) is
due to the ease of implementation (compared to a dam) and unlimited resources. Besides,
continuous improvements in solar and wind technologies keep decreasing costs and
improving competitivity.
Table 1.2 — World electricity production by renewable source [12].
2000 2018 Variation 2017-2018
Hydro 17% 16% +3.1%
Wind 0% 5% +12.2%
Biomass 1% 3% +7.4%
Solar PV 0% 2% +31.2%
The renewable energy rate in total electricity generation by country is presented in figure
1.5 (dark red if 0% and dark green if 100%). Overall, we observe a majority of “red” countries
that have electricity production oriented towards non-renewable energies. Although several
countries with high rates of renewable energy are observed, the figures are to be put into
perspective. For example, some African countries are green because they currently have very
low per capita consumption (for example, in 2016, a French person consumed on average 51
times more electricity than a Nigerian person [17]). Other countries such as Canada benefit
from high hydroelectricity and a lower demand due to low population density.
Global investments in renewable energy by sector are shown in figure 1.6. Apart from
large-scale hydropower, which is not in the graph, the majority of investments are currently
in wind and solar power. Investments in renewable energy have increased significantly
since 2004. The decreases observed are partly due to lower equipment prices, particularly in
photovoltaics. As a result, installations are becoming cheaper and investments are decreasing.
The second explanation is the irregularity of investment worldwide. For example, in 2015,
China invested $119.1 billion in renewable energy and then this figure fell by 26% the
following year. The Chinese government is now focusing on grid investment and electricity
market reform to ensure that installed renewable energies can generate their full potential
[19].
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Figure 1.5 — Percentage of renewable energy in electricity generation by country in 2018
[18].
Figure 1.6 — Global trends in renewable energy investment [20].
1.3.2 Main issues of concern
Renewable energies are on the rise and are reaching ever more attractive prices. However,
they have some issues that prevent a massive transition.
1.3.2.1 Intermittency
Renewable energies are based on natural phenomena that are not permanent and often
irregular, this is called intermittency. This is particularly the case for wind power, photovoltaics
and run-of-the-river hydroelectricity because they depend on weather conditions and the
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day/night cycle. Dams are not considered intermittent because they are controllable. For the
wind, we can observe entire areas without wind for several days (for example, the Siberian
anticyclone can extend over all of Europe for several days).
Moreover, production is not always correlated to demand. For example, solar energy
produces nothing at night and less in winter when there is a higher consumption due to
lighting and heating.
1.3.2.2 Variability
Variability is the fact that production can vary greatly over short periods of time. Wind
energy is variable over short time scales with gusting wind producing peaks and troughs
in power output that can cause voltage problems, because of the unevenness of the power
being put onto the grid. To compensate for production deficits, additional production is
used. However, not all means of production can satisfy this variability, for example, nuclear
reactors are unable to start so quickly.
Therefore, in the case of renewable energies depending on weather conditions, it is almost
impossible to produce energy in a continuous and controlled way, at least with the current
technologies. A way to solve this problem is to store the excess energy and consume it when
necessary, but electricity storage technology is still expensive. Another way is to rely on a
large scale network, allowing to mitigate the variability.
1.3.2.3 A still limited energy storage
In France in 2018, because of their intermittent nature, a wind turbine produced on
average 21.1% of its rated power while for a solar panel this rate is only 14% [21]. Moreover,
these means of production do not allow production to be adapted to demand. In most cases,
the need to instantly meet electricity demand requires coupling a wind farm with rapidly
scalable electricity sources such as fossil fuel (coal or gas-fired power plants). An alternative
to backup power plants, at least to compensate for short-term variations in wind generation,
is to store energy in surplus periods, which is returned during low periods.
Electricity is difficult to store in sufficient quantities and at affordable costs to meet our
energy needs. Direct solutions require “resistance-free” conductors called superconductors
in which the electricity stored theoretically circulates without loss. These materials, which
are currently available at very low temperatures of a few degrees Kelvin, are reserved for
specific applications and small quantities. Indirect solutions provide only partial, expensive
and often local solutions.
Here are the main current solutions or technology under development [22]:
Pumped-Storage Power Plant — The energy is stored as potential energy between two
basins of different altitudes, the efficiency is estimated at between 75% and 80% (the energy
efficiency of a cycle is the ratio between the amount of energy recovered and the amount of
energy initially sought to be stored). This solution is already used but such an installation is
physically difficult to install because it requires the construction of two dams (e.g., France
has only seven stations, with a combined capacity of 7 GW [23]).
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Battery Energy Storage Systems (BESS) — In batteries, storage is carried out in
electrochemical form. Different battery technologies coexist depending on the oxido-reducing
pairs they use. Currently, battery storage technology efficiency is typically around 80% to
more than 90% for newer lithium ion devices. Moreover, it allows several charge and
discharge cycles per day with an almost instantaneous response time. A major negative
point is that batteries use relatively rare minerals such as lithium in their manufacture. The
large-scale development of these batteries is likely to generate significant geopolitical and
environmental pressure for the extraction of these minerals. A rise in the prices of these
metals and, at the same time, in the price of batteries is to be feared.
Compressed air energy storage (CAES) — In this type of storage, air is compressed in a tank
using an electric compressor. Currently the efficiency reaches 55% but this technology is not
yet mature enough.
Power-to-gas — Power-to-gas technology allows storage through the transformation of
water into hydrogen and oxygen by electrolysis of water. Hydrogen can then be injected
into natural gas networks or converted back into electricity via a fuel cell. The conversion
to electricity currently achieves low overall efficiency rates (between 30 and 40%) while the
conversion to methane (which can be added directly to the existing gas network) currently
achieves between 54 and 65% efficiency.
Flywheels — With inertial flywheels, the energy is in the form of kinetic energy through
a rotary mechanical movement of a mass around a fixed axis. The mass is coupled via an
electric motor that accelerates the rotating mass storing energy. Conversely, when the mass
drives the motor, it delivers a torque that transforms the motor into an electric generator. It
is an efficient storage medium for short periods of time (a few minutes maximum) with an
efficiency of 85%.
Superconducting Magnetic Energy Storage (SMES) — SMES allows energy to be stored
in the form of a magnetic field created by the circulation of a direct current in a cooled
superconducting ring under its critical temperature. This technology is not yet mature
enough for large-scale deployment. It allows quick adjustments by restoring electricity with
excellent efficiency (95 %) for short periods of time (< 5 mn).
These are the main technologies currently in use or under development. But there are
many other research tracks using existing technologies such as a train going up a hill [24] or
a crane stacking blocks of used concrete [25].
Electricity storage will be a major issue in the energy transition. It is a highly studied field
with many promising leads. At the moment, no technology is a perfect solution that would be
mature enough to be used on a large scale, cost-effective enough and renewable enough for a
long-term vision. The fate of highly variable energies is linked to that of electrical storage, as
it allows them to be better integrated into the grid.
1.4 Electricity markets
This section introduces the electricity markets using the French market as an example and
then describes the different players and the overall functioning of the market. Then we will
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focus on the specificities of renewable energies on the market and explain the mechanisms to
balance the electricity grid.
1.4.1 Market players
Historically, because of the significant investments required, the energy sector was mainly
controlled by a large territorial monopoly. In the European Union, the sector began to be
liberalized in the 2000s following European directives with several main players:
3 Producer, the one who produces energy.
3 Transmission System Operator (TSO), it is the operator of the high-voltage and very
high-voltage electricity grid (respectively 63kV or 90kV and 225kV or 400kV), used for
inter-regional and international electricity transmission. In one country, there may be
only one TSO (e.g., RTE in France) or several (e.g., Germany is divided into four zones
each managed by a different operator).
3 Distribution System Operator (DSO), it is the operator of the low-voltage (< 63kV)
electricity grid to which most end customers are physically connected, at low or medium
voltage (e.g., 95% by ENEDIS in France).
3 Supplier, the one who markets electrical energy to his customers (individuals or
companies) without necessarily producing or distributing it. (e.g., 80% of the residential
sector by EDF in France in 2018, the others being considered as “alternative” suppliers
[26]).
Depending on the country or the region, only one actor may be in charge of all or part
of these tasks. In the European Union, countries no longer have the right to have a national
monopoly occupying all roles. In France, this was the case for EDF in the past which is still
the leading producer and supplier of electricity and which holds a majority stake in RTE and
ENEDIS.
1.4.2 Functioning of electricity markets
Since the late 1990s, the European Union has been gradually organizing the liberalization
of the internal electricity market. This has led to the creation of several spot markets. For
example, EPEX SPOT operates the electricity market in France, Germany, Great Britain, the
Netherlands, Belgium, Austria, Switzerland and Luxembourg.
In the real-time management of an electricity grid, production and consumption must
always be balanced to maintain frequency and voltage, otherwise a generalized electrical
incident could occur. In countries where the electricity sector is open, there are “wholesale
markets” where competing electricity producers sell their electricity production to suppliers.
The market price is determined by matching producer offers and consumer demands. It
is an equilibrium price resulting from the relationship between supply and demand. An
example of market clearing is shown in figure 1.7. The market clearing price corresponds
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to the intersection between the power supply curve and the power demand curve. This
price may also be negative, this occurs when a high and inflexible power generation appears
simultaneously with low electricity demand.
Figure 1.7 — Example of market clearing [27].
More specifically, on the EPEX SPOT market, there are two components: Day-Ahead and
Intraday.
In the Day-Ahead market, producers or their traders bid a certain amount of energy at a
certain price (which depends mainly on the underlying operational cost of the energy source
but also on trading strategies) for the next day in blocks of 30 minutes in France and 15
minutes in Germany. On their side, buyers announce the demand to be met and the desired
purchase prices. Based on the requests initiated by the parties, a single auction procedure
taking place at a given hour (e.g., at 12 p.m. in France) matches the bids and leads to a single
equilibrium price by block. The next day,
3 if the producer produces more than expected, he will be able to liquidate his surplus on
the Intraday market at a price generally lower than the Day-Ahead price.
3 if it produces less than expected, it will have to meet its supply commitments by
purchasing additional electricity at a higher price than the Day-Ahead price.
On the Intraday market, there is no equilibrium price, the price varies continuously. In
addition, the deadlines and temporal resolutions are shorter. In France, the step is 30 minutes
and transactions take place until two hours before delivery (these rules are not set by the EU
and depend on each country). After this period, if the producer has not been able to honor
his commitment, the TSO will supply electricity from its reserve set aside for this purpose.
This action is costly, in the form of penalties, for players who are not in balance.
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1.4.3 Specificity of renewable energies on the market
Historically, renewable energies were first heavily subsidized to develop the sectors
because renewable energy sources are not yet mature enough. The level of subsidy has
started to decrease in order to move towards a non-subsidized market system.
Firstly, the Feed-in tariff mechanism forced network operators to buy electricity from
renewable sources at a fixed price (higher than the market value of electricity). In France,
the Energy Transition for Green Growth Act [28] came into force in 2018. This law requires
new renewable energy installations to sell their electricity on the spot market (or the old
installations once the pre-established agreements expire).
In order to keep prices competitive, the Feed-in premium scheme has been introduced in
which a subsidy is always granted to producers of renewable electricity. This additional
remuneration is calculated at the end of each month as the difference between a reference
price (depending on the cost of the installation) and the market value of the sector at national
level (e.g., French wind energy sector). This market value corresponds to the remuneration
in euros per MWh that the national sector would have received for the sale of its hourly
production on the Day-Ahead EPEX SPOT auction.
Since there may be a difference between the national market value and the producer’s
sales revenue benefiting from the additional remuneration (weather decorrelation, periods of
unavailability, trading performance, etc.), this mechanism has introduced an incentive for
producers to better sell their production on the markets. Since the bonus depends on the
entire sector, a producer who can sell better than another will still receive the same additional
remuneration.
In order to avoid high volatility of Intraday prices and to prevent penalty, an intermittent
energy producer must predict its production in advance. The trading activity is very complex
and requires a dedicated team, operational 24/7 for the Intraday market. Consequently
this activity is often outsourced to another market player: aggregators. These are brokers
who manage the energy trading of a portfolio of power plants including different types of
production processes (photovoltaic, wind, hydro, but also gas, coal, etc.) selected in order to
obtain a more profitable total production and better guaranteed against weather variability.
1.4.4 Grid balancing
The Transmission System Operator (TSO) ensures at all times the balance between
electricity production and consumption and resolves congestion on the transmission network.
To this end, it establishes and activates balancing reserves provided by the balancing
actors: producers, consumers, other actors likely to inject energy into or to extract energy
from the network. In addition, to minimize balancing needs, balance responsible entities
(suppliers, producers, etc.) are encouraged to balance their injections and withdrawals on the
network in advance.
In France, RTE has three types of reserves to reduce the imbalances between electricity
production and consumption [29]:
Adaptive Multi-Agent Systems for Wind Power Forecasting 21
Energy Overview
3 Primary reserve: it is activated in a decentralized way at the level of each production
group and takes place in 15 to 30 seconds. The primary reserve must be able to cope
with the simultaneous loss of the two largest generating units, i.e. 3000 MW at European
level. The French system contributes about 540 MW.
3 Secondary reserve: it is automatically activated by RTE, in about 400 seconds. The
secondary reserve set up in France is between 500 MW and 1180 MW. All producers
operating generating units of more than 120 MW in France are required to participate.
3 Tertiary reserve: the activation of this reserve is manual, carried out by an RTE dispatcher,
through the adjustment mechanism. It is used to supplement the secondary reserve if it
is exhausted or insufficient to deal with an imbalance, but also to replace the primary
and secondary reserves or to anticipate a future imbalance. This reserve takes longer to
mobilize than the others but once started it is available for a longer period of time.
When RTE activates an upward adjustment offer, i.e. an offer that makes it possible to
resolve a lack of energy (production less than consumption), or conversely a downward
adjustment offer, RTE pays the actor who proposed this flexibility. The costs and income
related to the activation of adjustment offers are managed by RTE within the “adjustments”
account, a management account that is intended to be balanced: the costs of imbalances are
allocated to the actors who are responsible for them during the process of calculating and
settling the gaps.
The price of the differences is directly linked to the price of the adjustment offers requested
by RTE to maintain the balance of the French electricity system. The principles for calculating
the Imbalance Settlement Price (ISP) of differences make it possible to send balance responsible
entities a financial incentive on their imbalances and reflect the operational cost of balancing.
Thus, an electricity producer who has overestimated or underestimated his production
will have a financial penalty. The amount of this penalty will depend on the context of the
entire power grid. For example, if the electricity grid is “tight” (i.e. supply barely covers
demand), an overestimation of production can be expensive.
For controllable electricity production (e.g., by fossil fuels), an incorrect estimate may be
due to technical problems (turbine failure or breakdown). For intermittent renewable energies,
production is by nature difficult to predict. Since aggregators (or more rarely directly power
producers) are financially responsible for any deviation from their commitments, improving
power forecasting accuracy enables to reduce the penalties they incur [30]. The functioning
of the market and the strong increase in renewable energies are thus pushing the players to
constantly improve production forecasts.
The next part will focus on wind power forecasting by introducing all the necessary
details on the wind and how wind turbines work. Then the different production forecasting
models will be presented.
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2 Wind Power Forecasting
As seen in chapter 1, the energy sector is increasingly turning to renewable energy. The
variability of these energy sources requires producers to accurately predict their production
in order to make it profitable in the electricity market and avoid the penalties of the Imbalance
Settlement Price.
This chapter details the case of the wind power forecasting while focusing first on the
specificities of this kind of forecast. Then, the different methods currently used are compared
with a focus on spatial dependencies.
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2.1 Wind energy
Wind energy is becoming one of the pillars of the energy transition and the forecasting of
this intermittent and variable energy will be an important condition for its success. Before
talking about wind power production forecasts, we first look at the energy that drives wind
turbines: the wind; and wind turbines are then presented in detail.
2.1.1 The wind as energy producer
Wind is a force that everyone encounters daily without always understanding it. This
section describes precisely what wind is and shows its temporal and spatial diversity by
describing its statistical distribution. Finally, some interesting features of winds that are
useful for wind turbines are explained.
2.1.1.1 Wind definition
The wind is the movement within an atmosphere of a mass of gas located on the surface
of a planet. The main causes of wind are:
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3 the uneven warming on the surface of the planet from stellar radiation, which causes a
pressure difference; and
3 the rotation of the Earth (the effect of the Coriolis force) which diverts the air flow.
The wind belts girdling the planet are organized into three cells in each hemisphere: the
Hadley cell, the Ferrel cell, and the Polar cell. The vast bulk of the atmospheric motion occurs in
the Hadley cell. The high pressure systems acting on the Earth’s surface are balanced by the
low pressure systems elsewhere. As a result, there is a balance of forces acting on the Earth’s
surface. These cells are shown in figure 2.1.
Figure 2.1 — Representation of the three main convective cells: Polar, Ferrel and Hadley
cells [31].
The ambient air is a fluid, so its movements can be described by equations 2.1 and 2.2
used in fluid mechanics. They are called the Navier-Stockes equations, where ρ is the density,
µ is the viscosity, v is the flow velocity, p is the pressure and t is time. These are non-linear
partial differential equations for which no general solution is known, so the problem is solved
by approximation. The mathematical existence of solutions of Navier-Stokes equations
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2.1.1.2 Statistical distribution
By measuring wind speed over a year, we can see that, in most parts of the world,
extreme winds are very rare, while fresh or moderate winds are quite frequent. Usually,
wind variations are described using a Weibull distribution, a mathematical expression which
provides a good approximation to many measured wind speed distributions [33].
Figure 2.2 shows the wind observations at a given site for a year and the Weibull
distribution that best matches these data. Such a distribution is described by two parameters:
the “scale”, a parameter which is closely related to the mean wind speed, and the “shape”
parameter, which is a measurement of the width of the distribution. This distribution
corresponds of course to an average over large periods, at shorter scales the distributions can
be very different.
Figure 2.2 — Example of wind speed distribution [34].
Although the wind distribution at a given site can be fairly well represented by a well
parameterized Weibull distribution, wind speed is far from being evenly distributed over
the Earth. Figure 2.3 represents the world wind speed potential. Some regions have very
low winds (e.g., Amazonian forest), while others have high winds (e.g., Greenland). Overall,
there is more wind near the coasts.
The wind distribution is also different according to the seasons. Overall, the wind speed
is higher in winter than in summer. There is a much greater variation in temperature during
the winter. While most summer days are roughly the same temperature, winter temperatures
fluctuate dramatically, and this leads to a more rapid flow of air between atmosphere layers.
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Figure 2.3 — World wind speed potential [35].
2.1.1.3 Physical phenomena
Wind can be characterized on a large scale (as seen in section 2.1.1 with large convective
cells) but also on a smaller scale with more local phenomena depending on specific
environmental factors. The main phenomena are the following:
Turbulence — In fluid dynamics, a turbulence (or turbulent flow) is a fluid motion
characterized by chaotic changes in pressure and flow velocity. It is in contrast to a laminar
flow, which occurs when a fluid flows in parallel layers, with no disruption between those
layers.
Influence of roughness — The wind is not the same on the ground and at altitude. Indeed,
when the wind blows, it is slowed on the ground and adopts a logarithmic profile. This profile
can be more or less accentuated or even deformed depending on the ground. Roughness Z0
is a measure of small-scale variations of amplitude in the height of a surface. The roughness
of the landscape and, in particular, the “soft” roughness of the trees (that of forests, groves,
savannas, compared to the rocks and buildings that do not move) has an impact on the
winds and the turbulence. Figure 2.4 shows the influence of terrain on wind speed at higher
altitudes. In a dense urban environment, the wind is strongly slowed down. In addition, as
the wind encounters many obstacles, it becomes highly turbulent.
Tunnel effect — The tunnel effect, also known as the Venturi effect, is created at the level
of the passes, between two mountains as between two large buildings; the wind is often
stronger there. Air is compressed on the windward side of mountains or buildings, in order
to keep a constant air flow, so wind speed increases considerably between obstacles. In
addition, the wind generally keeps a constant direction.
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Figure 2.4 — Difference of wind profiles according to topography [36].
Hill effect — On hills, the wind speeds are higher than in the surrounding area. The wind
becomes compressed on the windy side of the hill, and once the air reaches the ridge it can
expand again as its soars down into the low pressure area on the lee side of the hill. This
effect depends on the slope of the hillsides, turbulence can indeed be caused by too large an
angle. Figure 2.5 shows the wind profile when the land includes a hill. The speed-up is a
function of height above the surface. The height of maximum speed up (l) is related to the
geometry of the hill (L).
Figure 2.5 — The vertical profile of wind speed upwind and on top of a hill [37].
2.1.2 Wind turbines
From what we have seen above on the wind, we will now have an overview of wind
turbines. This section details the functioning of wind turbines, the different types and
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different theoretical equations. Practical figures are then given and specific effects, such as
curtailment, that have to be taken into account when dealing with wind turbines are then
described.
2.1.2.1 General principles
A wind turbine is a device that transforms the kinetic energy of the wind into mechanical
energy, which is then transformed into electrical energy using an alternator.
A wind turbine is composed of the following elements (see figure 2.7):
3 A mast or tower — It allows the rotor to be placed at a height sufficient to allow its
movement (necessary for horizontal axis wind turbines), or at a height where the wind
blows stronger and more evenly than at ground level.
3 A nacelle or hub — It is mounted at the top of the mast and houses the mechanical,
pneumatic, some electrical and electronic components necessary for the machine to
operate. The platform connecting it to the mast can rotate to orient the machine in the
wind direction.
3 A rotor — It is composed of the nose of the wind turbine receiving the blades, fixed on a
shaft rotating in bearings installed in the nacelle. The rotor, fixed to the blades, is driven
by wind energy. It is connected directly or indirectly (via a gearbox speed multiplier) to
the mechanical system that uses the collected energy.
3 Several blades — They are usually three and are driven by the wind. The shape of the
blades changes the air flow. At the rear it accelerates the flow and slows it down at the
front. The acceleration is accompanied by a decrease in pressure while deceleration
results in an increase in pressure. This results in a force divided into a lift force
perpendicular to the movement and a drag force in the direction of flow (See figure
2.6). The lift of a blade depends on the angle of attack. When this angle is too high, a
stall effect occurs, the lift decreases significantly. The blades usually end with a winglet at
the end of the blades to reduce induced drag.
3 Other elements such as the transformer or foundations.
2.1.2.2 Wind turbine types
The majority of wind turbines producing electricity have three blades and a horizontal
axis parallel to the wind direction. The more blades there are on a wind turbine, the higher
will be the torque (the force that creates rotation) and the slower the rotational speed (because
of the increased drag caused by wind flow resistance). But turbines used for generating
electricity need to operate at high speeds, and actually do not need much torque. So, the fewer
the number of blades, the better suited the system is for producing power. A three-bladed
turbine represents the best combination of high rotational speed and minimum stress [40].
There are also other types of wind turbines (see figure 2.8):
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Figure 2.6 — Diagram of the forces acting on a wind turbine blade [38].
Figure 2.7 — Wind turbine schematic [39].
3 Mills which are not intended to produce electricity(e.g., to grind cereals (a), crush or
operate a pump (b)). They often have more blades due to a higher torque requirement.
3 Wind turbines with vertical axis which are especially used on a small scale in places
where it is not possible to install a wind turbine or when the performance is not important.
There are two main ones: Darrieus (c) which has for defects its low performance and
its difficult start. Indeed, the weight of the rotor weighs on its base and generates
friction. Savonius (d) which are also used in cases where cost or reliability are given more
importance than performance.
3 Two-bladed wind turbines (e) which have a noisier and more complex design because they
must be equipped with a tilting rotor to avoid strong shocks. The main advantage is that
the wind turbine is lighter and this makes it possible to make foldable models in case of
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storms. In addition, it saves the price of a blade.
3 Offshore wind turbines (f) which follow the same principles as the three-bladed wind
turbines with only a different base. In the state of prototypes, there is also the floating
wind turbines (g). They are mounted on a floating structure that allows the turbine to
produce electricity further from the coasts, where the water is much deeper and the
winds are stronger and more stable.
Figure 2.8 — (a) Windmill, (b) Wind water pump, (c) Darrieus, (d) Savonius, (e) Two-blade
turbine, (f) Offshore, (g) Floating, (h) Standard [41]–[48].
2.1.2.3 Theoretical studies
The wind is moving air, and like any moving body, it can be associated with kinetic





where m is the air weight (kg) and v is the instant wind speed (m/s).
Air weight is represented by:
m = ρV (2.4)
where V is the volume (m3) and ρ is the air density (kg/m3).
By considering a device for recovering this surface energy S and assuming that the wind
speed is identical at each point on this surface, the volume of air that passes through this
surface in one second is equal to vS. Thus, the theoretically recoverable power Ptheoretical is
equal to:









This power (in Watts) is a theoretical power and cannot be recovered entirely by a wind
turbine (this would be like stopping the wind). In [49], Albert Betz demonstrated that the





The theoretical maximum yield of a wind turbine is therefore set at
16
27
, or about 59.3%.
This value is called the Betz limit. This figure does not take into account energy losses caused
by the conversion of mechanical wind energy into electrical energy. In practice, the real
power is:
Preal = Cp · Pmax (2.7)
where Cp is the power coefficient (i.e. the fraction of wind energy that the wind turbine is
able to extract). It is the ratio of actual electric power produced by a wind turbine divided by
the total wind power flowing into the turbine blades at specific wind speed.
As the energy supplied by the wind turbine is converted from one form to another, this
coefficient is therefore affected by all the yields specific to the different transformations such
as the blades, the alternator, the transformer, the rectifier, the batteries and the power line
losses. The efficiency of each element varies with the operating speed linked to the blades
rotation speed, which further reduces the overall efficiency of the device. Generally, Cp does
not exceed 70% of the Betz limit.
2.1.2.4 Power curve





where ρ is the air density, S is the rotor surface (the area swept by the blades), Cp is the power
coefficient and v is the wind speed.
This function only forms part of the full power curve (i.e. the graph representing the wind
speed-production relationship). According to [50], a typical power curve for an operational
wind turbine is sketched in figure 2.9 and is made up of 4 parts:
1. below cut-in wind speed (typically between 3 and 4 m/s) where the turbine does not
operate.
2. between cut-in and rated (or nominal) wind speed where the power follows equation (2.8).
3. above rated wind speed where the power is limited to the turbine rated power.
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4. above cut-out wind speed (usually between 20 and 25 m/s) where the turbine is shut
down to prevent damage.
Figure 2.9 — A theoretical power curve compared with the observed production as a
function of the wind speed measurement at the nacelle.
The power curve is ideally built from on-site measurements by fixing an anemometer on
a mast located near the wind turbine (not directly on the wind turbine itself because it may
cause turbulence that will affect the reliability of the measurements). As shown in figure 2.9,
the power curve is actually made up of a multitude of points spaced on either side of the line.
Indeed, there will always be fluctuations in the wind speed that will make it impossible to
accurately measure the air flow through the wind turbine rotor. In practice, the average of
the different measurements is taken for each wind speed to build the power curve.
This curve, provided by the turbine manufacturer [51], corresponds to a specific turbine
model but there are several types of wind turbines and each has a different power curve.
The wind farm developer therefore initially chooses the wind turbine model that meets all
its constraints (financial, topographical and storm or cyclone risk) and optimizes energy
production according to the wind profile at the wind farm location.
2.1.2.5 The production in practice
The nominal power Pnom, or “installed power”, is a term that indicates the maximum power
of a wind turbine. The nominal power of a wind turbine can vary from a few kW to several
MW. Currently, the most powerful wind turbine is the Haliade-X 12 MW with a nominal
power of 12MW [52]. Figure 2.10 shows the number of wind turbines as a function of Pnom in
2016 in Europe. We notice that half of them have a power less than or equal to 2MW.
The Capacity factor is the ratio between the actual amount of energy produced over a given
period and the maximum theoretical production of a wind turbine operating at full power on
a full-time basis. In theory, the capacity factor is between 0% and 100%, in practice it will be
between 20% and 30%. Wind turbines are not primarily designed to optimize the capacity
factor, but to generate as much electricity as possible at a certain wind speed.
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Figure 2.10 — Number of wind turbines as a function of Pnom in 2016 in Europe [51].
2.1.2.6 Curtailments
The curtailment consists in limiting or stopping completely the rotation speed of the
blades, for several reasons [53]:
3 Limitation of noise pollution for neighboring homes.
3 Reduction of turbulence between wind turbines that can cause wear and tear (wind sector
management).
3 Wildlife protection (e.g., birds and bats).
The wind operator carries out this clamping manually or automatically according to wind
speed, direction and time criteria defined by legislation. There are several technical ways to
limit the speed of a wind turbine:
3 Pitch-control — Some wind turbines (called pitch-regulated turbine) allow to change the
orientation of the blades in order to change the angle of attack. It is also possible to
place the blades in flags (feathering) in relation to the wind direction to reduce the forces
exerted to a minimum.
3 Stall-regulation — Other wind turbines (called stall-regulated turbine) have blades rigidly
attached to the hub. The blade geometry has been designed to take advantage of the
stall effect (see in section 2.1.2.1) at too high wind speeds by causing turbulence on the
part of the blade that is not facing the wind. This avoids the installation of moving parts
and a complex control system.
3 Yawing — If the type of the wind turbine allows it, the entire rotor can be rotated
according to the wind direction. The rotation can be on a vertical axis for a left-right
shift, or on a horizontal axis to tilt the rotor horizontally.
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3 Mechanical brakes for a total stop.
The power curves between pitch-regulated and stall-regulated turbine are different
because the latter cannot maintain the same power in strong winds, it drops as the blades
stall (see figure 2.11). The power curve of a stall-regulated turbine is optimized for a certain
wind speed while for a pitch-regulated turbine the maximum power is reached for a whole
speed range.
Figure 2.11 — Pitch-regulated and Stall-regulated wind turbine power curves [54].
All the modern megawatt-class wind turbines make use of pitch control to optimize the
rotor performance. However, for kilowatt-range machines, stall-regulated solutions are still
attractive and largely used for their simplicity and robustness [55].
2.1.2.7 Effects to be considered
Some physical effects have an influence on the production of wind turbines, the main
ones are the following:
3 Wake effect — Wind turbines extract energy from the wind and downstream there is
a wake from the wind turbine, where wind speed is reduced. As the flow proceeds
downstream, there is a spreading of the wake and the wake recovers towards free stream
conditions. The wake effect is the aggregated influence on the energy production of the
wind farm, which results from the changes in wind speed caused by the impact of the
turbines on each other. It is important to consider wake effects from neighboring wind
farms and the possible impact of wind farms which will be built in the future [56]. The
wake effect induced by wind turbines is particularly noticeable in figure 2.12.
3 Hysteresis — It is the property of a system whose the evolution is different according
to whether an external cause increases or decreases. In the case of wind turbines, the
production depends on whether the wind is dropping or increasing. To prevent frequent
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Figure 2.12 — Example of wake effect [57].
shutdowns and restarts (at the edge of the cut-off), which contribute to turbine fatigue,
hysteresis is often applied, so that the wind turbine starts up only when the average
wind speed reaches a value lower than the shutdown wind speed, i.e. the turbine will
only restart after the wind speed has dropped several m/s below the cut-off speed.
This phenomenon is quite rare because wind turbines are placed and selected in such
a way as to avoid exceeding the cut-off speed. The phenomenon can also occur at low
speeds, in which case the wind turbine only produces energy if the speed decreases (i.e.
if the blades are already turning). The effect is illustrated in figure 2.13, from Ws2 the
production is zero and will only increase if the speed drops to Ws1.
Figure 2.13 — Hysteresis phenomenon applied to wind generation.
3 Wind phenomena seen in section 2.1.1.3 — As seen above, hill effect, tunnel effect, roughness
or turbulence imply particularities in the choice and placement of wind turbines (micro-
sitting). Hill effect implies that wind turbines placed on a hill have a rather low mast
to take advantage of wind acceleration. The tunnel effect mainly has an impact on the
small wind turbine located in cities. Due to roughness, wind turbines are placed in
places far from cities for better efficiency (this also avoids inconvenience for neighboring
houses). Finally, turbulence increases the fatigue of the mechanical components of the
wind turbine. In general, attempts are made to increase the height of the mast to prevent
turbulence generated near the ground from affecting the surface swept by the rotor.
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2.2 Wind power forecasting
One of the largest challenges of wind power, as compared to conventionally generated
electricity, is its dependence on the volatility of the wind. Wind is not as easily “controllable”
as fossil fuels and requires to be predicted with the greatest possible accuracy.
This section introduces the different types of wind power forecasts, the different forecast
formats and the particularity of offshore wind farm forecasts.
2.2.1 Different uses of forecasts
Wind power forecasts have different uses, the main ones are the following:
3 Wind turbine control — The forecasts are used to modify the operation of a wind turbine in
order to optimize performance and ensure safe operation under all wind conditions. The
turbine control is out of the scope of this overview because it involves very short-term
(a few seconds) forecasts usually using a lidar (a remote measuring device based on
the analysis of the properties of a beam of light returned to its transmitter) in the nose
of the turbine, and therefore is qualitatively different from the rest of the approaches
mentioned here.
3 Intraday or Day-ahead market trading — As seen in section 1.4, the producers or their
aggregator must provide forecasts for spot markets, therefore forecasts have to be made
the day before (Day-ahead) or on the same day (Intraday). An incorrect estimate of
production can lead to severe financial penalties.
3 Unit commitment (UC) and Economic dispatch (ED) — If the electricity market is not open,
the forecasts may serve for deciding on the use of conventional power plants and for the
optimization of the scheduling of these plants.
3 Maintenance planning — Long time scales are interesting for the maintenance planning
of large power plant components, wind turbines, or transmission lines. However, the
accuracy of weather predictions decreases strongly looking at 5-7 days in advance.
Shorter horizons can also be considered for maintenance to ensure that the crew does
not experience too strong winds at the top of the turbine or that they can return safely in
the case of offshore wind turbines.
3 Resource assessment — Before building a wind farm, it is necessary to estimate the average
production it will provide during its years of use. These are very long-term forecasts
essentially based on climatology.
Table 2.1 presents the different names of the forecasts according to the horizons, the time
resolution and the uses. As the time-scale classification of wind power forecasting methods
is not expressed clearly in the literature, not everyone uses exactly the same terms. We have
chosen the classification used by Jung [58].
Since this thesis was mainly carried out in a company specialized in wind power
forecasting, we focused on the medium-term forecasting, more precisely the hourly forecast
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Table 2.1 — The different types of wind power forecasts according to time scale.
Horizon Resolution Use
Very-short-term Few minutes Seconds, minutes Wind turbine control
Short-term 30 minutes - 6
hours
15, 30 minutes, 1
hour
Intraday market, UC, ED








for the next day for several possible players in the electricity market. Indeed, since the
majority of requests was for this type of forecast, we had access to more data and had points
of comparison.
2.2.2 Forecast formats
The production forecasts are mainly provided in two different formats: point and
probabilistic forecasts. This section presents these two types of forecasts.
Point forecasts — The point forecasts are the simplest and most familiar type of forecasts.
They comprise a single prediction of some future observations, e.g., “the wind speed will be
10m/s one hour from now”. The point forecasts, sometimes called deterministic forecasts,
are favored by many practitioners because of their ease of use: a non-expert can produce,
communicate and interpret point forecasts with relative ease. Most media that provide
weather forecasts for public consumption will offer a point forecasts for precisely this reason.
Probabilistic forecasts — The point forecasts are inherently uncertain, and while they
offer a “best estimate” of some future quantity, they provide no information as to how
confident one can be in that outcome being realized. The probabilistic forecasts offer more
information than a point forecast by providing an estimate of the likelihood of a range
of possible outcomes, information that is essential for optimal decision-making in many
situations. The probabilistic forecasts are the optimal input to decision-making problems
with non-symmetric cost functions.
The probabilistic forecasts come in a variety of forms: the quantile forecasts, for instance,
estimate the probability that an observation will exceed some value, e.g. “there is a 90%
chance that the wind speed will be greater than 5 m/s one hour from now”. Similarly, an
interval forecast predicts the probability that an observation will fall within some interval.
Information pertaining to the full range of possible outcomes is contained in a predictive
distribution, where the full probability density function for a future observation is estimated,
this may take the form of either a parametric or non-parametric distribution. [59] provides a
more detailed review of these techniques.
When multiple connected forecasts are required, such as the wind power generation
at several wind farms in the same region, capturing dependence between observations is
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extremely important. In these situations, scenario forecasts capture both spatial structures and
temporal structures necessary for multi-stage decision making problems. Over the past 20
years, there has been a shift from deterministic to probabilistic forecasting in applications from
economic and financial risk management to demographic and epidemiological projections
[60]. The ability to quantify the confidence of a prediction is extremely valuable to decision
makers and is now a common requirement of many forecasting tools, including those
designed for the wind power.
However, the probabilistic forecasts are still rarely used in the industry. Since trading is not
always automated, there is a lot of information for an operator who does not necessarily know
how to interpret forecasts. It is one of the IEA Wind Task 36 Forecasting (Group of experts
from different countries and sectors meeting to advance the technological development
and global deployment of wind energy technology) objectives to promote the probabilistic
forecasting. This group published a scientific overview that allows forecast users to better
understand the probabilistic predictions and how to use them [61].
2.2.3 Offshore specificity
The properties of the wind in the offshore environment can be very different from those
onshore. The reduced diurnal heating of the surface and the effect of low roughness over
vast areas on the atmospheric boundary layer mean that the wind does not exhibit some
properties which are familiar onshore [62], [63]. Therefore, authors have proposed methods
specifically for offshore wind power forecasting, such as [64], [65].
In [66], authors produced a comparison of prediction accuracy on- and offshore
concluding that the performance of offshore forecasting lies somewhere between the onshore
sites with simple terrain, which can be forecast with relatively high accuracy, and the onshore
sites in complex terrain that are more difficult to forecast.
The wind power forecasting models can be categorized into two parts: the physical
models, based mainly on fluid dynamics and statistical models based on historical data
without necessarily understanding meteorological models.
In the next section, we will first present the physical models.
2.3 Physical models
Physical models are the first approach to production forecasting. They are so called
because these models are based on physical fluid mechanics equations. These models require
a good knowledge of wind physics, unlike statistical methods which are essentially based on
data and do not necessarily require to be understood by the forecaster. This section details
the weather forecast models and then focuses on downscaling methods to predict wind speed
at the wind turbine.
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2.3.1 Numerical Weather Prediction (NWP)
The wind production forecast is essentially dependent on a good wind forecast provided
by a meteorological model. First, the chaotic nature of the weather is described, then, the
characteristics of the different weather models are given before presenting the specificities of
wind prediction.
2.3.1.1 The weather: a chaotic system
As Edward Lorenz has noticed, the weather is chaotic, i.e. a dynamic system very sensitive
to initial conditions. With his famous question “Does the flap of a butterfly’s wings in Brazil
set off a tornado in Texas?”, he described the impact of a small global change over time
[67]. Although atmospheric motions are governed by well-known fluid dynamics laws
(deterministic system), inaccuracy in initial conditions makes weather unpredictable (also
known as deterministic chaos). Indeed, instead of knowing the state (pressure, temperature,
etc.) of the atmosphere at any point, they are known only at a certain observation station
with a certain precision (the other points are estimated by regression).
Although some of the world’s most powerful supercomputers are used for weather
forecasting, the chaotic nature of weather limits the spatial and temporal resolution of
forecasts. The weather forecasts are therefore typically issued with forecast horizons of
between 7 and 10 days with spatial resolution ranging from 5 km to 25 km; and temporal
resolution of either 1 or 3 hours. Longer term climate forecasts are made but at much lower
resolution. Due to the vast computational expense of weather prediction models, forecasts
are typically calculated every 6 or 12 hours [68], [69].
2.3.1.2 Description of the NWP models
Numerical Weather Prediction (NWP) forms the basis of most meteorological forecasts.
NWP involves using observations to estimate the current state of the atmosphere and
oceans in order to compute their future states. The atmospheric model is initialized and
a set of linearized equations describing atmospheric physics, including the Navier-Stokes
equation and ideal gas law, are solved on a 3-dimensional grid. Both the initialization
of atmospheric parameters and the linearization of the governing equations are critical in
producing meaningful forecasts. The main parameters to be determined at all altitudes
are pressure, temperature, wind and humidity. They then make it possible to evaluate the
meteorological situation (presence of rain, thunderstorms, good weather, high temperatures,
etc.)
Since this type of system continuously involves each of the points in the atmosphere,
it is also at each of these points that solutions should be found, which is impossible with
our current computing capabilities: so the models use a simplified representation of the
atmosphere, in which the meteorological fields are known only at the points of a horizontal
and vertical grid called the mesh or the grid [70].
A model can be a large-mesh model that can reach several tens of kilometers. These are
often global models that cover the entire planet. It makes it possible to predict long-term and
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large scale phenomena (e.g., depressions or high pressure systems) that travel across the
globe.
However, a model can be based on a fine-mesh with a distance between points of a few
kilometers. In this case, the number of calculations to be performed at each time step of
the forecast becomes high, due to the large number of grid points distributed within the
atmosphere. They are therefore essentially local models covering only one part of the planet
(e.g., a region or a country). This type of model is often only used for relatively short deadlines
(often 36 hours at most), otherwise the calculation time required for each forecast would
become excessive. These models are important because a fine mesh makes it possible to take
local meteorological phenomena (e.g., in places with reliefs). They are always coupled with a
global model, especially for the edges.
A number of NWP models covering different regions of the planet are run in several
countries around the world using measurements from weather satellites and radiosondes.
Table 2.2 summarizes several main models: the American Global Forecast System (GFS),
the European Integrated Forecast System (IFS) and the French “Action de Recherche Petite
Echelle Grande Echelle” (ARPEGE) and “Applications de la Recherche à l’Opérationnel à
Méso-Echelle” (AROME). The resolution is given in degrees of latitude and longitude. In
terms of latitude (the north-south position of a point), 1° always represents about 111.11 km.
However, in terms of longitude the conversion depends on the latitude. Thus at the equator
1° represents 111.11 km but only 77.2 km in France located at a latitude of approximately 46°
(111.11× cos(46°) ' 77.2km). It should be noted that there are several versions of each model
and that the characteristics are not always fixed. For example, the further away the horizon
is, the more the time-step increases for IFS and ARPEGE (up to twelve hours).
Table 2.2 — Comparison of several NWP models [71], [72], [73], [74].
Model Resolution Time-step Coverage Max horizon
GFS 0.25° , 0.5° or 1° 3 hours Global 192 hours
IFS 0.1° 1 hour (live), 3 hours
(history) and more
Global 240 hours
ARPEGE 0.1° (France), 0.25°
(Europe) and 0.5°
(World)




AROME 0.025° and 0.01° 1 hour France 42 hours
2.3.1.3 The particularities of the wind forecasting
Knowing the wind at high altitudes allows to predict large atmospheric movements. On
the ground the wind has a strong impact on the temperature felt and can be annoying or
even dangerous at high speed. Between the two heights, demand is lower and is not the
priority of forecasters. For a wind turbine, it is interesting to have the forecasts at a wind
height between 50 and 150m a.g.l (above ground level).
The weather models are regularly recalibrated using the sensor observations. As there is
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little data available at these heights due to the complexity of the implementation, the forecasts
are of low quality. In practice, the models calculate wind speed from the ground speed (the
standard is 10 m a.g.l) using a formula to move from 10 m to a higher height.
Two mathematical models or “laws” are generally used to model the vertical profile of
wind speed over regions of homogenous, flat terrain [75]. The first approach, the logarithmic
law, has its origins in boundary layer flow in fluid mechanics and in atmospheric research.
It is based on a combination of theoretical and empirical research. Equation 2.9 enables to
estimate the mean wind speed at one height z2 based on that at another z1 [76].
u(z2) = u(z1)
ln ((z2 − d)/z0)
ln ((z1 − d)/z0) (2.9)
where z0 is the roughness, u(z1) is the mean wind speed at height z1 and d the zero-plane
displacement (the height in meters above the ground at which zero wind speed is achieved
as a result of flow obstacles such as trees or buildings).







where the exponent α is an empirically derived coefficient depending the stability of the
atmosphere. For neutral stability conditions, α is approximately 17 .
Both approaches are subject to uncertainty caused by the variable, complex nature of
turbulent flows. The logarithmic wind profile is generally considered to be a more reliable
estimator of mean wind speed than the wind profile power law in the lowest 10-20 m of the
planetary boundary layer. Between 20m and 100m both methods can produce reasonable
predictions of mean wind speed in neutral atmospheric conditions. From 10m to near the
top of the atmospheric boundary layer the power law produces more accurate predictions of
mean wind speed [77].
The use of these formulas assumes neutral atmospheric stability. This assumption is
acceptable when the average wind at 10m height exceeds 10 m/s, so the turbulence mixing
outweighs atmospheric instability.
2.3.2 Downscaling method
The physical approach uses the detailed physical description to model the on-site
conditions at the location of the wind farm [78]. The basic operation of a physical approach is
illustrated in figure 2.14. It carries out the refinement of the Numerical Weather Prediction
(NWP) data to take into account the on-site conditions by the downscaling method, which
are based on the physics of the lower atmospheric boundary layer. The downscaling
method requires the detailed physical descriptions of the wind farms and their surroundings,
including: the description of the wind farm (wind farm layout and wind turbine power
curve, etc.) and the description of the terrain (orography, roughness, obstacles, etc.). Then,
the refined wind speed data at the hub height of the wind turbines is plugged into the
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corresponding wind power curve to calculate the wind power production. If the on-line
data are available, a regression is performed from the last known data on the site (also called
Model Output Statistics (MOS)) to reduce the error of the forecast. The physical approach does
not necessarily require training input from on historical data (which can nevertheless be used
to calibrate the parameters). Acquiring the physical data is one of the main drawbacks of the
approach.
Figure 2.14 — Physical approach process for the wind power forecasting.
A number of physical approaches have been introduced [78]–[82]. The Prediktor is
developed by the Risoe National Laboratory in Denmark. It uses Wind Atlas Analysis and
Application Program (WAsP) and PARK program to take the local conditions into account
by using the NWP forecast from High Resolution Limited Area Model (HIRLAM) [83]. The
Previento, developed by the University of Oldenburg in Germany has a similar physical
approach but uses a different NWP forecast from Lakelmodell of the German Weather Service
[84]. The LocalPred is developed by CENER - National Renewable Energy Centre in Spain.
It involves adaptive optimization of the NWP forecast, time series modeling, meso-scale
modeling with MM5, and power curve modeling [85]. The eWind, developed by AWS
TrueWind Inc. in the USA, has a similar physical approach to Prediktor but uses a high-
resolution boundary layer model (ForeWind) as a numerical weather model to take the local
conditions into account [86].
Physical approaches are based on the models using the fundamental physical principles
for conservation of mass, momentum, and energy in air flows. These models address
Computational Fluid Dynamics (CFD) for simulating the atmosphere. Although there are
many CFD models available, they are all based on the same basic physical principles. They
differ in how the grids are structured and scaled, and how the numerical computations are
performed.
The physical approaches are currently mainly used for the very short-term and short-term
horizons (up to six hours). In these cases the use of physical approaches provide good results
due to the influence of atmospheric dynamics.
In the next section, we will present another type of approach: the statistical approaches
which produce good forecasts at all horizons and are increasingly being used.
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2.4 Statistical models
The statistical models represent the other main category of approaches for the wind power
forecasting. Instead of using knowledge about the wind physics or the description of the
wind farm, the models are based solely on data. This is done by the use of gray- or black-
box statistical models that are able to combine inputs, such as NWP of speed, direction,
temperature etc., of various model levels together with the online measurements of wind
power. Unlike the process of physical approaches, seen in figure 2.14, the process of statistical
approaches is a direct transformation of the input variables to wind power.
The advantage of statistical methods is that they theoretically make it possible to model
additional effects or phenomena based on empirical observations. For example, effect such
as hysteresis can be taken into account in the data while it is physically complex to model.
This type of method (especially machine learning) has been developed in all applications
of artificial intelligence for years [87]. It requires less specification and knowledge of the field
but a sufficiently large amount of data, representative of the reality, is needed. Their current
popularity is due in particular to the performance of algorithms in many applications and
the ease of access and use and large volume of data.
This section presents the two main categories of statistical methods: the models based
on time series analysis and the machine learning models including linear methods, support
vector machine, artificial neural networks and ensemble methods.
2.4.1 Time series models
The wind speed is a time series which is a series of numerical values representing the
evolution of a specific quantity over time. This temporal characteristic implies certain
relationships and coherence between the different values of this series. Based on the past
values of a time series, it is possible to predict future values.
In the case of wind forecasting, if the horizon is short (less than six hours), the forecast
can be performed by time series analysis methods without using a weather model. Direct
time series models are models that use recent observed values of wind and other variables to
predict the future wind speed or wind power. The temporal analysis methods are commonly
referred to as conventional statistical approaches.
The Box-Jenkins method [88] is a standard approach for short-term forecasting. The
method is divided into four main steps to make a mathematical model of the problem
including model identification, model estimation, model diagnostics checking, and
forecasting. Several types of time series model may be considered, including Auto-Regressive
model (AR), Moving Average model (MA), Auto-Regressive Moving Average model (ARMA),
and Auto-Regressive Integrated Moving Average model (ARIMA). The general form of the
model is given in the following equation:
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where Xt represents the forecasting parameter at time t, ϕi is the autoregressive parameter,
θi is the moving average parameter, c is a constant, and the random variable εt is the white
noise.
This model called ARMA(p,q) represents the ARMA model having the autoregressive
model of order p and the moving average model of order q. If the order of the moving
average model q is zero, it represents the autoregressive model of order p (AR(p)). If the
order of the autoregressive model p is zero, it represents the moving average model of order
q (MA(q)). The ARIMA model is a generalization of an ARMA model.
In summary, the conventional statistical approaches are based on classical linear statistical
models such as AR, MA, ARMA, and the Box-Jenkins approach. These models are easy to
formulate and are capable of providing timely forecasts. Other methods can also be found
in the literature, such as Markov Switching AutoRegressive model (MSAR) [89] or wavelet
transform [90].
These approaches are mostly aimed at very short-term and short-term (less than six hours)
and are suitable for data at short intervals (between 5 and 10 minutes). In the case of medium-
term wind power forecasting, with time steps of one hour, the temporal dependencies are
less important. In this case, the methods based on weather forecasts and machine learning
are the most popular.
2.4.2 Machine Learning methods
Another statistical approach is to use Machine Learning (ML) algorithms. The NWP
and potentially other variables are transformed into the wind power by ML which has been
trained by the large sets of historical data in order to learn the dependence of the output
on input variables. From the historical data, the model learns a function that links weather
forecasts and production that is then applied to live weather forecasts (see figure 2.15).
This approach does not require explicit mathematical expressions to be used in the field of
application such as those used in the physical approach discussed above.
Figure 2.15 — General process of using a Machine Learning model for wind power
forecasting.
In recent years, the ML applications have increased significantly. The most well-known
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algorithms are based on methods that are decades old. It is essentially the good results
obtained in several application areas, ease of use and data access that have made ML so
popular. In the field of wind power forecasting, there is a lot of work testing different ML
methods on data sets. The main ones are presented in the following sections.
2.4.2.1 Linear methods
Multi-Linear Regression (MLR) is a technique used to model the relationship between
multiple input variables (feature variables) and an output dependent variable. The model
remains linear in that the output is a linear combination of the input variables.
There is most general case called Polynomial Regression where the relationship is modeled
as an nth degree polynomial. This however requires knowledge of how the data relates to
the output.
The linear regression is simple to understand which can be very valuable for business
decisions. For non-linear data, the polynomial regression can be quite challenging to design,
as one must have some information about the structure of the data and relationship between
feature variables. As a result of the above, these models are not as good as others when it
comes to highly complex data.
2.4.2.2 Support Vector Machine (SVM)
The Support Vector Machine (SVM) is a machine learning technique for classification
[91]. In this method, classifications are done by finding an Optimum Separating Hyperplane
(OSH) which maximizes the minimum distance between the classes. In particular, when
an OSH cannot be found in the original space, a nonlinear and high-dimensional mapping
should be applied. The notion of OSH can be extended to regression problems, in this case
the model is called Support Vector Regression (SVR).
This method is widely used in wind power forecasting [92]–[94] and more generally in
any machine learning application. The SVR models perform well and are robust to outliers.
However, they are sensitive to parameters (notably C a penalty constant for regularization
and ε which controls the width of the ε-insensitive zone) and require precise tuning.
2.4.2.3 Artificial Neural Networks
An Artificial Neural Network (ANN) consists of an interconnected group of nodes called
neurons. The input feature variables from the data are passed to these neurons as a multi-
variable linear combination, where the values multiplied by each feature variable are known
as weights. A non-linearity is then applied to this linear combination which gives the neural
network the ability to model complex non-linear relationships. A neural network can have
multiple layers where the output of one layer is passed to the next one in the same way. At
the output, there is generally no non-linearity applied. The neural networks are trained using
Stochastic Gradient Descent (SGD) and the backpropagation algorithm [95].
Since neural networks can have many layers (and thus parameters) with non-linearities,
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they are very effective at modeling highly complex non-linear relationships. However, they
can be quite challenging and computationally intensive to train, requiring careful hyper-
parameter tuning and setting of the learning rate schedule. Moreover, they require a lot of
data to achieve high performance and are generally outperformed by other ML algorithms in
“small data” cases.
The basic network is the Multi-Layer Perceptrons (MLP) [96] which is a feedforward
neural network, i.e. the connections between the nodes do not form a cycle. The network
often has between 1 and 3 hidden layers (which are neither the input nor the output). When
the number of hidden layers is large, the method is called Deep learning. The model is thus
more abstract and takes longer to train, but it can model more complex relationships. Several
neural network architectures exist, the main ones are the following:
3 Convolutional Neural Networks (CNN) are a classic network to which convolution and
pooling layers are added in order to pre-process the information. These layers aim to
limit the number of entries while maintaining the strong spatially local correlation of
natural images. Usable on large images unlike MLP it is mainly used for image and
video recognition (see [97], [98] for some examples).
3 Long/Short Term Memory Networks (LSTM) are Recurrent Neural Networks (RNN), i.e.
networks wherein connections between the nodes form at least one cycle. While
basic neural networks use “independent” inputs, LSTM uses data inputs where time
correlations (at short and long term) are important. LSTM is suitable for time series
analysis, for example in speech recognition or translation (see [99]–[104] for some
examples).
3 AutoEncoders are a type of network used to learn efficient data encoding in an
unsupervised manner (i.e. without knowing the output). In this type of network, the
input is equal to the output and the goal is to obtain a hidden layer of smaller size in
order to compress the signal without loss of information. In [105], AutoEncoders are
used as a pre-processing tool in conjunction with other machine learning methods.
2.4.2.4 Ensemble methods
Instead of using a single machine learning model, it is possible to aggregate thousands
of models with divergent opinions but each of which can be specialized on parts of the
data given. These methods are called ensemble methods and most often give better results.
The general principle is to convert several weak learners into a strong learner. A “weak
learner” is defined to be a model that is only slightly correlated with the true value (it can
forecast examples better than random guessing). In contrast, a strong learner is a model that
is well-correlated with the true value. According to [106], there are several ensemble method
approaches, the main ones are the following:
3 Bagging: the training set is randomly sampled into several sub-sets uniformly and with
replacement (bootstraping). Then, models are fitted using the above bootstrap samples
and combined by averaging the output (for regression) or voting (for classification) [107].
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Since weak learners are independent, the fitting can be done in a totally parallel way.
These algorithms have good performance. The most commonly used basic model is the
decision tree, in this case the associated ensemble model is called Random Forest [108],
[109].
3 Boosting: the idea of boosting is to train weak learners sequentially, each trying to correct
its predecessor. Unlike bagging, where weak learners have the same weight, they are
weighted according to their accuracy. At each step, after a weak learner is added, the
data weights are readjusted, known as “re-weighting”. Mispredicted input data gain a
higher weight and examples that are predicted correctly lose weight. Thus, the future
weak learners focus more on the examples that the previous weak learners mispredicted.
Some of the most famous boosting algorithms include AdaBoost [110] and Gradient
boosting [111]. (see [112]–[116] for some examples)
3 Stacking: also called meta-ensembling, Stacking is an ensemble method used to combine
information from multiple predictive models (not necessarily weak) to generate a new
model [117], [118]. Several learners with different algorithms are fitted on all data by
cross-validation. Then, another model (often a linear model, for example elasticnet) is
driven from the forecasts of the first models. This is a time-consuming method that
requires testing many combinations. It is mainly used in data science challenges to gain
a few tenth of percentage of error on a particular set but it not cost-effective for most
businesses.
The ensemble methods are widely used in artificial intelligence because they are robust to
outliers and avoid overfitting (when the model is too specialized to the learning set).
2.5 The spatial forecasting methods
The previous section presented the different standard forecasting methods in which
the forecast is generally performed at a single wind farm based on the total production
history of the farm and a single grid point of the weather forecast model. However, the
wind has a strong spatial dependence because it is a continuous physical phenomenon. It is
therefore consistent to integrate these spatial dependencies into the wind power forecasting
models. This section presents the two types of interdependencies: short and large scale
interdependencies.
2.5.1 Short scale dependencies
Due to the low resolution of weather models or a lack of data, the wind power forecasts
are usually provided at the farm scale (more precisely to the injection value on the grid
because it is the reference value for penalties). In other cases, a production is forecasted for
every wind turbine independently and the farm production is simply obtained by the sum of
these forecasts. However, for a single farm, wind turbines productions are very correlated
with each other, especially between close turbines. Figure 2.16 compares the production at the
same time between two near (dark color) and far (light color) wind turbines from the same
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farm. For a better visualization, the graph shows the statistical distribution of the values with
twenty boxplots. If all the wind turbine productions were equal, we would obtain identity
functions. Overall, productions follow the same trends, but a greater distance between the
wind turbines leads to a larger production difference.
Figure 2.16 — Comparison between the production of two close and distant wind turbines
in the same wind farm.
Moreover, since a wind turbine generates electricity from the energy in the wind, the wind
leaving the turbine has a lower energy content than the wind arriving in front of the turbine.
A wind turbine thus interferes with its neighbors and can cause a production decrease on the
turbines located behind it downwind. This phenomenon is the wake effect seen in section
2.1.2.7. This additional information has to be taken into account in the forecast process
with the aim of improving the prediction accuracy. Therefore, the problem is to forecast the
production at wind farm level by considering local constraints between turbines.
This problem is most often studied by a physical approach via Large-Eddy Simulations
(LES) [119]–[124]. Although useful for the initial placement of turbines, simulating wind
turbines and their effects with LES is computationally expensive, making wind-farm-scale
simulations unreasonable in an operational context.
In [125], authors proposes to solve this problem with a statistical approach. A first
forecast is done independently at turbine-level with machine learning algorithms. The farm
production is then computed by a weighted sum of the forecasts where the weights are
determined by linear regression. An improvement can be observed by firstly dividing data
by the wind direction and then determining the weights. However this approach solves the
problem in a global way, considering all the turbines together. It does not take into account
the local constraints between close turbines.
2.5.2 Large scale dependencies
As with a single farm, a set of farms may have correlations in their production if they are
in similar wind regimes (i.e. a regional wind with the same characteristics over a large area).
It is therefore interesting to forecast the production for the entire region directly, on a “large
scale”.
The large scale wind power forecasts have been the subject of several studies [126], [127].
The most straightforward method to predict the power generated over an entire area is to
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sum the individual forecasts of each power plant (with a single point from a grid of NWP).
To do that, the locations and characteristics of each plant must be known. As the weather
models are not uniformly effective, independent wind power forecasting of farms does not
lead to better global results (although more data are available).
Another alternative method was proposed in [128] and [129]. In these papers, the authors
enter a large number of grid points from the weather model covering an entire region. The
data is pre-processed via a Principal Component Analysis (PCA) in order to reduce the size
of the input without loss of information. Then, a machine learning model (Among neural
network, analog encoder and gradient boosting) is trained from the total production of the
region. These methods are particularly useful if farm data are not accessible.
In this thesis, we assume that we have access to the wind turbine and wind farm
production data and we want to improve the short and large scale forecasting with these
additional data. In the literature, these data are often not available or ignored.
2.6 Analysis of the current models
This thesis focuses on improving forecasting models by taking into account spatial
dependencies, more specifically the interdependencies between wind turbines productions.
This section compares and analyzes the different standard methods presented before, in
order to evaluate their relevance for our problem. This comparison is carried out by defining
evaluation criteria, comparing the main approaches using them and finally providing a
synthesis of this chapter.
2.6.1 Analysis criteria
In order to compare the models, we chose several criteria corresponding to constraints
common to the forecast models and others more specific to the production forecast; these are
the following:
Ease of implementation — Depending on the method, the model implementation could be
easy or not. This criterion aims to evaluate the necessary effort required to adapt a general
concept in order to develop a specialized method.
Data dependency — Historical production data are not always available and weather
forecasts do not always have the same spatial resolution depending on the forecast location.
Data dependency can be a critical criterion for some wind farms.
Consideration of spatial correlation — Since wind is a continuous physical phenomenon, this
criterion aims to determine whether spatial correlations are taken into account in the forecast.
Interdependencies — The forecast of a wind farm can be done independently or in
conjunction with other wind farms or with wind turbine data, taking into account the
interdependencies between the different entities. This consistency between several forecasts
makes the model more robust in case of a forecast error and can provide information
to the model. This criterion aims to assess whether the consistency of forecasts and the
interdependencies between wind turbines and wind farms are used to improve the forecast.
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Ability to handle dynamics — The production of a wind farm is constantly evolving
according to weather conditions but can also be modified in the long term (modification of
the environment, wear on wind turbines, etc.). A forecasting model must adapt to these
changes without external intervention.
Execution time — It is important to obtain the forecast in a timely manner. For day-ahead
forecasting this criterion is flexible because the forecaster has several hours to send all the
forecasts for the next day. The execution time can be divided into model training time and
forecast time.
Forecast accuracy — The main role of a forecasting model is to provide the most accurate
forecasts possible. This criterion corresponds to the forecast error obtained by the method.
2.6.2 Evaluation of the criteria
As seen in sections 2.3 and 2.4, there are two main classes of forecast models: the physical
models that simulate the physical effects of wind and the statistical models that learn from
historical data. This section compares these two approaches with the criteria described above.
The evaluation of the criteria is commented in tables 2.3 and 2.4.





Models and algorithms are not easily accessible and require
specific meteorological skills.
Data dependency -
Physical models require accurate information on terrain
topography, farm characteristics and wind sensor data.
However, models do not require a learning phase on a data
set.
Spatial correlation + +
Models are directly a simulation of the physical wind, local
phenomena and spatial correlations are taken into account.
Interdependencies +
In some cases, the effects of wake between wind turbines




Physical models do not adapt to the specificities of the farm
or to changes without external modification of the model.
Execution time -
The forecast time can be long depending on the quality of
the simulation. However, models do not need to be trained
for long periods of time.
Forecast accuracy -
Physical models represent the historical approach to
forecasting. However, for day-ahead forecasts, they perform
less well than statistical models.
2.6.3 Synthesis
The physical and statistical approaches were evaluated according to our criteria in the
previous section. Table 2.5 summarizes the scores obtained for each criterion.
We observe that, overall, the statistical approach is better rated according to our criteria.
It is simple to implement in any farm, can withstand changes, is not time-consuming to make
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There are many open source libraries implementing
statistical algorithms. Apart from data recovery and
formatting, there is not much difference between predicting
on one farm or another.
Data dependency -
Weather forecasts and production data history, in sufficient
quantity, are almost mandatory to obtain good results.
However, it is not necessary to know the topography of
the land or any specific information about the wind farm.
Spatial correlation - -
In most cases, a single grid point in the weather model is
used to predict an entire wind farm.
Interdependencies -
In most cases, the forecast is made directly for the entire
wind farm or possibly by making an independent forecast




Statistical models reflect the characteristics, even complex
ones (e.g., curtailments, hysteresis, etc.), that can be
observed in the data. To handle dynamics, the algorithm
must be re-trained with more recent data.
Execution time +
Although the learning phase of statistical approaches can be
very long depending on the complexity of the algorithms
and the size of the data, the forecast phase is often almost
instantaneous.
Forecast accuracy +
Statistical models perform well in terms of error, they tend
to exceed physical models because they are more studied
nowadays.
Table 2.5 — Wind power forecasting methods summary.
Criteria Physical methods Statistical methods
Ease of implementation - - + +
Data dependency - -
Consideration of spatial correlation + + - -
Interdependencies + -
Ability to handle dynamics - - +
Execution time - +
Forecast accuracy - +
forecasts and provides accurate forecasts (in relation to the literature). However, statistical
methods rarely take into account spatial correlations and interdependencies between wind
turbines and wind farms. These criteria are points on which physical methods focus.
However, the latter are less and less used because they are difficult to implement, require
specific data, do not adapt to changes and produce forecasts that are now less accurate than
statistical methods. These two approaches are limited on some criteria and the purpose of
this thesis is to study a new approach that takes up the main current challenge of the field of
application: fulfilling the enumerated criteria while improving forecast accuracy.
The main research focus of this thesis is the consideration of spatial correlations and
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interdependencies between wind turbines and wind farms, which are the particularly missing
criteria of the state of the art for statistical methods. The scientific track followed is to consider
a wind farm as a complex system, i.e. a non-linear dynamic system composed of interacting
entities. Complex systems are systems whose behavior is intrinsically difficult to model due
to the dependencies, competitions, relationships, or other types of interactions between their
parts or between a given system and its environment. A wind farm (or a set of wind farms)
is a complex system because its entities interact with each other through the wind due to
wake effects. The farm itself evolves in another complex and chaotic system, the atmosphere,
whose evolution is calculable but unpredictable.
In view of these observations, in the next chapter, we will study Multi-Agent
Systems (MAS) because MAS are potentially suitable for modeling complex systems and
interdependencies between entities. We will precisely formulate the problems studied,
present the theory of MAS and the subcategory of Adaptive MAS and explore how an
approach based on these paradigms may be relevant to our problems.
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3 Integration of Interdependenciesin Forecasting
through Cooperation
We have seen the limitations of current forecasting models, especially when considering
spatial constraints. This chapter details the problems addressed and briefly presents the MAS
(Multi-Agent System) paradigm. Finally, it introduces the AMAS (Adaptive Multi-Agent
System) paradigm, which represents a potential solution to our problem.
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3.1 Interdependencies in wind power forecasting
This section details the problem addressed in this thesis: how to take into account the
interdependencies between entities involved in forecasting the production of one or more
wind farms. The interdependencies are studied at two levels: short and large scale.
3.1.1 Short scale
For technical and economical reasons, the wind turbines in the same wind farm are placed
in restricted areas and are physically close. The cost of the land is cheaper, maintenance is
simpler and the installation of wind turbines is regulated (especially due to noise pollution).
Figure 3.1 shows a French wind farm with 15 wind turbines arranged in a line. Data is
provided by Boralex and will be presented in section 6.2.
Figure 3.1 — The layout of a wind farm consisting of 15 wind turbines.
All the wind turbines being in the same area (about 8 km separate the most distant wind
turbines in this example), a simple assumption is that production will be very close between
the wind turbines. However, by observing the correlation between the production of two
nearby (T1 and T2) or distant (T1 and T15) wind turbines, there are significant differences.
These production comparisons are shown in figure 3.2. An equal production would be shown
by the curve y = x. Excluding the cases of breakdowns and maintenance (the points on the x
and y axis), we can see that the points follow this trend. However, instead of a line, there is a
large interval that increases with the distance between the wind turbines.
Figure 3.2 — Comparison of the production between two close (left) and distant turbines
(right).
As seen in section 2.5.1, these differences are related to local phenomena. The wind and
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therefore the production can be different between two wind turbines that seem to be close
and located in the same wind regime.
More generally, figure 3.3 shows the Pearson correlation coefficient between the
production of each wind turbine over a three-year history. The nearest wind turbines have
a correlation factor of about 96% while the most distant ones have a correlation factor of
87%. This decrease is gradual and produces a color gradient in the table. Failures have been
filtered from the data.
Figure 3.3 — Pearson correlation coefficient between the production of each turbine in a
wind farm over three years of data.
In addition, even nearby wind turbines can produce a different amount of energy at the
same time. In particular wind conditions, one wind turbine can interfere with another and
reduce its production. Figure 3.4 shows the production of two wind turbines T1 and T2 for 5
days. It can be seen that the production of these two close wind turbines may be different
on certain dates (e.g., on May 26 or on May 29), while it may be almost identical on other
dates (e.g., on May 27). These differences, that are furthermore not regular over time, may be
explained by some of the effects seen in section 2.1.2.7. Here, a wake effect certainly explains
these differences.
Figure 3.4 — Comparison of production between two neighboring turbines T1 and T2.
3.1.2 Large scale
On a large scale, there are also correlations between wind farms. This occurs when farms
are located in an area where the wind has most of the same characteristics (they are said
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to have the same wind regime). Different large French regional winds are represented in
figure 3.5 by wind roses (the lines represent the distribution of the wind origin). Mistral is
for example a fresh wind from a north and northwest direction present in the Rhone Valley.
These regional winds seem very local but are all linked by global phenomena.
Figure 3.5 — Prevailing winds in France [130].
Five French wind farms are studied in this thesis, their locations are shown in figure 3.6.
Figure 3.7 shows the correlation coefficients between the production of the farms. We can see
significant correlations between farms A, B and C (between 44 and 57%) while farms D and
E are more independent from each other and from others (between -3 and 19%). Note that
distance is not always a good indicator of correlation (for example, farms A and C have more
correlated production than D and E).
On a large scale, the farms have no (or little) impact on each other because the wake effect
is very local. The problem here is how to use our knowledge at the farm level to improve the
overall (regional) forecast.
These two problems at short scale and large scale concern systems made up of entities
interacting with each other in an environment. The aim is to model this system as well as
possible in order to predict its next states, in particular wind turbine production.
The standard approaches presented in section 2.4 do not generally take into account
dependencies (neither short nor large scale). Another approach is therefore necessary and
the purpose of this thesis is to study a different method from those commonly used in
industry. From this perspective, in relation to our initial problem, we are interested in
approaches capable of modeling systems in which the parties can interact with each other. A
good representative of these approaches are Multi-Agent Systems (MAS) and therefore the
following section aims to ensure that this type of approach is appropriate to the problem.
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Figure 3.6 — Location of the five wind farms studied.
Figure 3.7 — Pearson correlation coefficient between the production of the five French
wind farms over three years of data.
3.2 Multi-Agent Systems
Multi-Agent Systems (MAS) are systems composed of multiple interacting and
autonomous entities, the agents, within a common environment. Each agent has only a
partial view of its environment. MAS offer a methodological way to study complex systems
with a bottom-up approach. MAS are used in many different domains, from collective
problems solving to the study of collective behaviors. The MAS paradigm proposes to focus
on the design of agents and their collective behaviors leading to the realization of a particular
task. This distribution of tasks inside a MAS makes them highly suitable to overcome a
greater complexity than the complexity apprehended by conventional methods. In this
section, we present the key concepts of Multi-Agent Systems [131].
3.2.1 Agent
The term “agent” is generic and many paradigms use it. A commonly accepted definition
is that “an agent is a computer system that is situated in some environment, and that is
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capable of autonomous actions in this environment in order to meet its design objectives”
[132].
The definition has been enriched by [131], notably by adding a locality criterion. Ferber
defines an agent as “an autonomous physical or virtual entity able to act (or communicate) in
a given environment given local perceptions and partial knowledge. An agent acts in order
to reach a local objective given its local competence”.
This definition highlights the fundamental properties of an agent:
3 An agent is autonomous, which means that it is the only one to control its behavior. This
implies that the choice to act or not is only driven by the agent own behavior. The agent
capacity to say “no” (to choose not to act) makes a concrete differentiation between an
agent and a sub-program (e.g., an object in object-oriented programming).
3 An agent evolves in an environment (physical or virtual) in which it is able to locally
perceive information and locally act. An intuitive definition would be that the
environment of an agent is everything that is external to the agent and which can
be perceived by the agent, including the other agents. This environment acts as the
interaction medium.
3 An agent is able to interact and communicate with other agents either directly or through
the environment.
3 An agent possesses a partial knowledge of this environment.
3 An agent possesses its own resources and skills.
The agent behavior is ruled by a three-step life-cycle of “Perception-Decision-Action”:
3 Perception is the process during which the agent acquires information from its
environment and updates its internal state.
3 Decision is the process during which the agent decides of actions to perform. This
decision is based on its local perceptions, its internal knowledge and its own objectives.
3 Action is the process during which the agent performs the actions.
Beside those common properties, agents possess other characteristics that enable their
differentiation [133]. An agent is said reactive when its actions are triggered by events that
occur in its environment as a reflex behavior. The trigger rules are dependent of the agent
perceptions and its internal state. Those kinds of agents have generally few or no memory.
On the opposite there are proactive agents which are able to modify their objectives and create
new ones. They are also refereed as cognitive agents as they often involve complex reasoning
or learning algorithms. There is no concrete frontier between reactive and proactive agents.
The reactive agents are less complex, and so they are usually numerous, each agent focusing
on a simple task. The system is said to have a fine-grained granularity. On contrary, proactive
agents can process more complex tasks, involving that the system needs less agents to reach
its objectives. The system is said to have a coarse-grained granularity.
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Other characteristics can be mentioned like situated agents which interact with other
agents through the environment or communicating agents which interact with other agents by
sending and receiving messages.
3.2.2 Environment
A MAS is a system that is located in an environment which is not only a source of
information, but also the medium by which the agents act and interact. While being a key
component of MAS, the environment lacks of formal definition which reaches a consensus
inside the MAS community [134]. Intuitively, the environment of an entity can be described
as everything which is not this entity. Depending of the adopted point of view, different
environments can be identified. In a MAS, we can either adopt the MAS point of view (the
system is viewed at its macro-level) or an agent point of view (the system is viewed at its
micro-level).
From the system point of view, the environment is everything that is outside of the system.
From the agent point of view, the environment is not only a part of the MAS environment,
but also the other agents. For example, if we consider a school of fish as a MAS where each
agent represents a fish from the school, the environment of the school corresponds to reefs,
plankton, predators, etc. The environment of a fish corresponds to the environment of the
school and other fish.
In the literature, the environment is often characterized using the following properties
[135], [136]:
3 Accessible/Inaccessible: the agent environment is accessible by an agent if the agent is able
to perceive all the information required for its task.
3 Discrete/Continuous: the agent environment is discrete if it possesses a finite number of
distinct states.
3 Deterministic/Non deterministic: the agent environment is deterministic if its evolution
consecutive to an action is only dependent of its current state.
3 Dynamic/Static: the agent environment is dynamic if it evolves despite the agent inactivity
or during its deliberation.
3.2.3 Properties of MAS
In MAS, each agent has incomplete information or capabilities for solving the problem
and, thus, has a limited viewpoint. However, all the required knowledge and skills required for
solving the problem are still present, distributed among the system. Thanks to this distribution,
the MAS paradigm seems particularly suited to problems with a natural distribution.
A MAS is open if agents can appear or disappear during the system lifetime. On the
opposite case, the system is said to be closed. The appearance of an agent is most of the time
the result of the decision of an existing agent while its disappearance can be the decision of
an agent (which then commits a form of suicide), or initiated by the environment.
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Another property is the absence of external or global control system. The control is
distributed inside each agent, and each agent is the only one to be responsible of its behavior.
3.2.4 MAS for energy and forecasting
MAS are a highly studied field of research that has had concrete applications in many
fields. While MAS have been used in the field of energy, they are mainly used for grid energy
management [137]–[142], i.e. the optimal management of the distribution and the storage
of the energy produced in the energy grid. Other examples of applications exist such as the
optimization of energy consumption at home [143], the management of the maintenance of
a wind farm [144], [145], the realization of wind farm diagnoses [146] or the forecast of the
electricity consumption for self-consumption [147].
As the electricity network is composed of many heterogeneous and interconnected
actors, a distributed and decentralized solution is often relevant for problems related to
this field. MAS are particularly suitable for distributed problems because the distribution
of control is one of their main properties. For wind power forecasting taking into account
the interdependencies between wind turbines and wind farms, MAS are relevant due to the
distributed nature of the problem.
However, the other important point of our problem is to take into account the
interdependencies between the entities of our system and the fact that these entities are
the central point in the problem-solving process. The overall behavior of the system will be
modified by the relationships between the entities and thus cause the system to adapt to
changes (variability of weather conditions as well as changes in terrain over long periods of
time).
Although MAS can somehow adapt or manage interdependencies, they are not specifically
designed for this purpose. We want adaptation and interdependencies to be the driving
force in solving the problem. Therefore, we will study a particular type of MAS: Adaptive
Multi-Agent System (AMAS). The following section presents the AMAS theory and discusses
whether it is relevant to the issues addressed in this thesis.
3.3 AMAS: Adaptive Multi-Agent Systems
In the previous section, agents and Multi-Agent Systems (MAS) have been defined.
Modeling a wind farm (or a set of wind farms) by a MAS is relevant because the problem is
naturally distributed. However, MAS are not specifically suited to other characteristics of the
problem (the need to adapt and take into account interdependencies between entities). We
therefore propose to study a particular type of MAS, Adaptive Multi-Agent Systems (AMAS).
This section presents the theory of AMAS by introducing the concepts of complex systems
and emergence then by detailing the notion of cooperation and functional adequacy. Then,
examples of work with AMAS in areas related to energy and forecasting are presented. The
different characteristics presented are finally confronted with the constraints related to our
problem in order to discuss the relevance of AMAS.
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3.3.1 Introduction
AMAS are a particular type of multi-agent systems where agents have a specific behavior
known as “cooperative”. They are particularly used to model complex systems and
emergence, concepts that we will detail in this section.
3.3.1.1 Complex systems
The real world and most of the problems associated with it can be considered complex.
Complexity must not be mistaken with complication. Where a complicated problem has
many different and well-defined parts with well-known behaviors and can be reduced to
simpler problems (a big puzzle, for example, can be divided into smaller and easier puzzles,
the final solution being the sum of all these parts put side by side), a complex problem is
defined by an important number of interacting little parts and it is their interactions that
produce the global behavior. The parts of a complex system are guided by simple and
individual rules and the behavior of the system cannot be predicted from individual rules.
Complex systems are generally defined by the following characteristics [148], [149]:
3 A large number of heterogeneous entities.
3 Multiple objectives which are possibly conflicting.
3 A high degree of connectivity between variables, i.e a change in one variable may affect
many others (feedback loops and non-linearity).
3 A lot of feasible actions, with different effects and consequences that cannot be
determined a priori (indeterminism).
3 An environment subjected to dynamic evolving, those changes can be spontaneous
making the situation less predictable (dynamics).
Those complex systems can be found in plurality of domains and science: from social
to neural sciences. The weather, seen in section 2.3.1.1, is for example a complex system.
Modeling such systems and solving related problems are important subjects in computer
science.
3.3.1.2 Emergence
Traditionally, the way to tackle a problem or to design a software, is to adopt a top-down
approach. The initial problem is divided into simpler sub-problems until the point where
they can all be solved. This approach needs to know the system finality: each part bringing
something to this finality, the latter must be a priori known. Such an approach is qualified
as reductionist: a part can always be divided into other parts. Note that the reductionism,
besides system design, can be applied to several fields of study of philosophy [150].
This approach is quite good for complicated systems, where the global behavior is well
defined. Thus, such systems can be easily decomposed into parts. But the reductionism
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cannot handle complex systems. In these systems, many little parts are interacting and each
has its own rules and objective [151]. Top-down approaches cannot be applied to study
complex systems, the approach must be reversed: instead of considering the whole, it is
necessary to study and design the little parts and their simple behavior and interactions.
In a complex system, the final function cannot be predicted from the knowledge of the
local parts. As Aristotle has written: “the whole is greater than the sum of the parts”. This
property is called emergence. Even if a global definition does not exist for this notion, an
emergent phenomenon is something that is perceptible from a macro-level and produced
by sub-level interactions (the micro-level) [133], [152]. In the school of fish example, it is
the interactions between fish (the sub-level) that produce the school (the macro-level), and
so the school cannot be predicted from the fish point of view. As the emergent property
is unpredictable from the micro-level, it brings something new to the system. As it is new
and unpredictable, the emergent property is decentralized: no single part controls it, but
interactions from a lower level produce it.
Emergence cannot be only reduced to the interactions of local parts. The emergent
property appears while the system is evolving: emergence is linked to dynamic properties.
Moreover, the emergent property is not one-time but it remains during a certain period. At
first, some fish interact with one another and then, when there are enough to swim in the
same way, the school emerges. Fish keep this configuration during a long time, and the
school evolves: new fish, new patterns (to avoid a predator for example), etc.
3.3.2 Interaction and cooperation
A Multi-Agent System can often be considered as a complex system. Indeed, a MAS
is composed of many interacting parts, the agents, with simple and local behaviors. Each
agent is autonomous and is not controlled from a macro-level. Moreover, no entity controls
the whole system. The interactions between agents produce the emergent property: the
function of the system. Thus, to design MAS that produce the right function, the key is to find
correct local interactions and implement agents with those rules. The Adaptive Multi-Agent
Systems (AMAS) theory [153], proposes a theoretical framework to design such systems. This
approach is based upon the interactions between agents, and the cooperation notion.
Jennings in [154] distinguishes three kinds of interactions: antinomic, neutral and
cooperative. An entity has an antinomic interaction if its action disturbs another entity in the
accomplishment of its activity. If the action does not disturb but does not favor either, the
interaction is neutral. Finally, if the behavior of an entity favors the behavior of another, the
interaction between them is cooperative. If all the interactions between the system and its
environment are cooperative, the system is in a cooperative state, else if the interactions are
neutral or antinomic, the system is in a non cooperative state.
From an agent point of view, cooperation is defined as their ability to work together in
order to realize their objectives. Thus, four properties must be satisfied to ensure cooperative
interactions [155]:
3 Sincerity: an agent is sincere and therefore never lies.
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3 Willingness: a request is always satisfied if it is coherent with the agent state and if it has
skills to perform it.
3 Reciprocity: all agents know those properties and respect them.
3 Fairness: when it is possible, the agent with the lowest level of non-satisfaction degree is
favored to be satisfied.
In order to measure and compare this notion of fairness at the local level, an agent needs a
criterion to question its behavior and relationships. This criterion is based on its cooperative
social attitude and its degree of dissatisfaction with respect to its local goal. That is why the
notion of “criticality” has been introduced and can be defined as follows [156]:
Definition 1. The criticality of an agent represents the state of dissatisfaction of it regarding its
local goal.
The cooperative social attitude of an agent consists in always helping the most critical
agent in its (limited) neighborhood (without being altruistic i.e. without becoming the most
critical agent). The criticality value is domain-dependent and has to be normalized in order
to be compared between agents. The actions of the agents aim to minimize the criticality of
all agents in the system without the need for global knowledge.
The notion of cooperation is at the heart of the AMAS problem-solving process. The
following section presents the functional adequacy theorem that links the local cooperative
behavior of agents to the function performed by the entire system.
3.3.3 Functional adequacy
A key notion of the AMAS approach is the functional adequacy. An artificial system is
designed to perform a function and intuitively, the system is functionally adequate when it
performs the function for which it was designed. Usually, the evaluation of the functional
adequacy is determined by an external entity which observes the system activity. However,
with a MAS, this evaluation has to be performed by the inner agents which have no clue on the
global task. This must be realized by agents with self-observation capacities, evaluating only
local criteria. A theorem in the AMAS theory stipulates that a system in which all the agents
are in a cooperative state is functionally adequate [157], [158]. The AMAS approach proposes
a definition of the functional adequacy based on the categorization of the interactions between
a system and its environment.
Definition 2. A system is functionally adequate if it has no antinomic activity on its environment.
Reciprocally, a cooperative system, which has only beneficial activities with its
environment, is functionally adequate.
Given this definition, [155] expresses the theorem of functional adequacy as:
Theorem 3.3.1 (Theorem of functional adequacy). Given a functionally adequate system, there
exists at least one cooperative internal medium system that fulfills an equivalent function in the same
environment.
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A cooperative internal medium is a system in which all the interactions between its
constituting parts are cooperative. For more information on the demonstration of the theorem,
the reader can refer to [159].
Thus, for each problem where a solution is effectively calculable, there exists a MAS
where all the agents are in a cooperative state that solves this problem. The design of a
functionally adequate system can be made with a focus on the design of local cooperative
interactions between the constituting parts.
Methodologies exist to help in the design of an AMAS such as ADELFE [160]–[162]
(French acronym for Atelier de DEveloppement de Logiciels à Fonctionnalite Emergente,
Toolkit for Designing Software with Emergent Functionalities). The goal of this methodology
is to guide the development of AMAS, through five work definitions, from preliminary
requirements to design and fast prototyping.
3.3.4 Adaptation
As it has been said earlier, a MAS is coupled with its environment. As soon as a change in
the environment occurs, the system functionality may not be in functional adequacy anymore.
The more the system is complex, the more difficult it is to reach and maintain a functionally
adequate state. As expressed by the AMAS approach, the non adequacy of the system comes
from the existence of non cooperative interactions within the system. In order to repair
the functionality of the system and reach a functionally adequate state, agents within the
system must locally detect failures in cooperation and modify their behavior accordingly.
Self-organization of an AMAS rests on the self-observation capacities of its agents to detect,
anticipate and repair non cooperative situations.
An agent is in a Non Cooperative Situation (NCS) when there is a failure in its perception,
decision or action process resulting in non cooperative interactions. Seven types of NCS have
been identified [163]:
3 Incomprehension: the agent does not understand the message it has received.
3 Ambiguity: a single message can be understood in different ways.
3 Incompetence: the agent has no skill to process the information it has perceived.
3 Unproductiveness: the agent cannot propose an action to do during the decision.
3 Concurrence: the agent perceives another agent which is acting to reach the same world
state.
3 Conflict: the agent believes that the transformation it is going to operate on the world is
incompatible with the activity of another agent.
3 Uselessness: the agent believes that its action cannot change the world state or it believes
that the results for its action are not interesting for the other agents.
To solve a NCS, an agent has to locally adjust its behavior. In order to do so, the agent
disposes of three means [164]:
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3 Tuning: the agent adjusts its internal parameters.
3 Reorganization: the agent changes the way it interacts with its neighborhood, i.e. it stops
interacting with a given neighbor, or it starts interacting with a new neighbor, or it
updates the confidence given to its existing neighbors.
3 Openness: the agent creates one or several other agents, or deletes itself.
The behavior of an agent can be split in two parts:
3 the nominal behavior which ensures the functional adequacy when the agent is in a
cooperative state.
3 the cooperative behavior which enables the agent to reach its nominal behavior.
The cooperation in an AMAS is assured by mechanisms which either anticipate or resolve
NCS. This task is devolved to the system designer who has to identify the NCS and to propose
the adequate mechanism. By resolving NCS at the local level of agents, the overall behavior
of the system adapts to changes in the environment.
3.3.5 Applications of AMAS
Currently, there is no theoretical tool powerful enough to model a dynamic system such
as an AMAS in the general case. Hence, the applications of the theory plays an important
role in the validation of the approach.
AMAS have already been applied to wind power forecasting [165] using AMOEBA
(Agnostic MOdEl Builder by self-Adaptation), a generic learning tool based on AMAS [166].
This work was not applied to spatial interdependencies but was a first proof of concept to
test the use of AMAS for wind power forecasting. A major issue identified by this study is
AMOEBA sensitivity to weather forecast errors, the latters being largely the difficulty of the
problem.
Since its conceptualization, the AMAS approach has also been applied to different energy
or forecasting problems:
3 Flood forecast [167].
3 Analysis of power flux and state estimation for voltage regulation in an electricity grid
[168].
3 Frequency regulation of the electricity grid by using electric vehicles fleet [169].
3 Optimization of photovoltaic panel production by water cooling [170].
3 Estimation of missing information for smart cities with a limited number of sensors
[171].
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These application examples all include some kind of prediction or estimation of values
based on interactions between several entities. However, they are based on sensor data
considered to be mostly reliable. In the case of medium-term production forecasting (up to
several days ahead), weather model forecasts are unreliable and largely inaccurate. Although
an AMAS allows learning a function from data in application fields similar to that of this
thesis, an important lock is that this learning is done on data that is a priori inaccurate.
3.3.6 Relevance of the AMAS approach to the problem
As we saw before, a wind farm is comparable to a mechanical system because it is
composed of several elements that interact with each other via physical laws. One of the
missing points in the state of the art is the lack of consistency between high and low level
forecasts (e.g., the production forecast of a whole wind farm without using data from the
wind turbines). Considering the wind farm as a system composed of interacting elements
(and not as a single entity whose total production must be known) is a first step towards
taking into account this consistency between the forecasts. Moreover, a wind farm consists of
several spatially naturally distributed entities (their positions are fixed but possibly mobile for
floating wind turbines). The problem must be solved locally because the behavior of the wind
turbines (i.e. the evolution of their production) will depend on their position. In addition, a
global method for calculating all interactions is more expensive in terms of computation time
than a local method. This is a significant problem for large wind farms, some of which can
reach several hundred of wind turbines.
The decentralization and the distribution of control of MAS make them relevant to the
problem.
In addition, the problem can be considered as open and dynamic because a wind
farm has a lifespan of several decades, in which the wind farm can evolve directly
(addition/withdrawal of wind turbines) or indirectly (wear of wind turbines that change
production). The external environment is also likely to change directly (addition of buildings,
deforestation, etc.) or indirectly (climate change, change of flora). An effective forecasting
system must also take these changes into account. In addition, the data is numerous and
can be heterogeneous (e.g., a wind farm can be composed of several types of wind turbines
operating differently and two wind farms can be of very different sizes).
As seen through the examples of applications presented in section 3.3.5, AMAS are
relevant for problems where the model must adapt to the data. Therefore, all the needs
for adaptation encountered in our problem make AMAS relevant to solve it in a dynamical
an autonomous way. Although the examples of applications given were not specifically
designed to use highly erroneous input data, the fact that AMAS are able to learn from
heterogeneous and incomplete data may suggest that AMAS are also able to deal with such
inputs.
In conclusion, the need for consistency between forecasts, the natural distribution of the
problem and the need to adapt the model to inaccurate and heterogeneous data made us
identify AMAS as a potential approach for a wind power forecasting method taking into
account the interdependencies between wind turbines and wind farms.
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Therefore, the next chapters present the two systems – AMAWind-Turbine and AMAWind-
Farm – that are based on this technology to deal with wind power forecasting at short and
large scales.
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4 AMAWind-Turbine: a MASfor Wind Power Forecasting
at Turbine-Level
In this chapter we present the first Adaptive Multi-Agent System designed in this thesis:
AMAWind-Turbine (Adaptive Multi-Agent system for Wind power forecasting at Turbine-
level). It is dedicated to forecasting the production of a wind farm by taking into account the
short-scale interdependencies between wind turbines.
The objectives of AMAWind-Turbine are presented before describing its environment.
Entities that make it up are identified with a focus on the cooperative behavior of the agents
which are responsible for the emergent solving of our forecasting problem. At the level of the
implementation, the criticality of the agents are designed and then discussed. Finally, some
technical choices are discussed.
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4.1 Objectives
As seen in section 2.4, current statistical machine learning methods are able to predict
wind power satisfactorily but do not take into account the interdependencies between wind
turbines production. In addition, the study on the Adaptive Multi-Agent System (AMAS)
approach in section 3.3.6 showed that the AMAS paradigm is a relevant solution because the
problem is naturally distributed, deals with interdependencies and requires adaptation.
The main objective of AMAWind-Turbine is to forecast the production of a wind farm
by integrating the interdependencies between wind turbines with the constraint of not
degrading the quality of the forecasts compared to current state-of-the-art methods. We will
likely agentify parts of the wind farm in order to learn these interdependencies locally. The
aim will be to adjust the forecast of a wind turbine to take into account both the production
history and weather conditions, but also the current forecast of other wind turbines.
4.2 Environment
AMAWind-Turbine is a system based on the representation of a wind farm, which is
a physical entity of the real world. The MAS environment is, in this case, the physical
environment of the wind farm, i.e. the surrounding air acting on the wind turbines. More
generally, the environment is anything that can change air circulation, such as the rugosity or
the topography of the land. The description of AMAWind-Turbine environment can be made
using the characteristics defined by [135]:
3 The environment is dynamic: the topography of the land, and therefore the airflow, can
be modified by the addition/removal of buildings or the growth of forests. The wind
farm can also be modified by adding, removing or replacing a wind turbine and by wear
over time (reduction in production efficiency).
3 The environment is continuous: it is based on physical events in the real world.
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3 The environment appears to be non-deterministic: the environment is partially observable,
the consequences of performed actions in the real world could not be determined in
advance with certainty.
3 The environment is non-accessible: not all information that could be used is available to
the system.
This analysis reinforces the idea that the problem is complex and that the Adaptive Multi-
Agent System approach is adequate. The following section presents the different entities and
agents that make up the system.
4.3 Entities
As seen in section 3.3, the design of an AMAS is usually done by a bottom-up approach.
The entities and agents making up the system are identified and their relationships defined.
A differentiation is made between active entities, which have their own dynamics and can
initiate the activity even in the absence of external stimuli, and passive entities, which have no
dynamics of their own and can only be perceived and potentially altered by active entities and
the system itself (e.g., a passive entity may correspond to data that can be accessed). Finally,
an agent is an active entity that has a purpose, the ability to perceive its environment and to
interact with other active entities autonomously. This agent becomes a cooperative agent if, in
its interactions with others, it may find itself confronted with Non Cooperative Situations
(NCS) presented in section 3.3.4 and has to solve them to come back on a cooperative state.
To define the entities and then the agents of the system, we will start from the data that can
be used for the problem.
A wind farm consists of a set of wind turbines. We have their characteristics (mainly
their geographical position, maximum power, type and power curve) and production
history. We also have a weather forecast history corresponding to certain grid points
of the Numerical Weather Prediction (NWP) model. This statement reveals two entities
corresponding respectively to a wind turbine and a grid point. However, wind power
forecasting has two stages: learning from historical data and then forecasting from live data.
We can therefore deduce two passive entities that will only serve as databases: the Wind
Turbine (WT) entity and the Grid Point (GP) entity. Then, we deduce two active entities in
charge of providing the live forecasts: the Wind Turbine Hour (WTH) entity and the Grid
Point Hour (GPH) entity. Although one WTH entity and one GPH could be created for
each date and time we need to forecast (e.g., a WTH entity which would be in charge of the
forecast for the fourth wind turbine on 23/08/2019 at 8:00 am.), we have chosen to limit
the number of WTH and GPH entities to 24. Therefore, each WTH and GPH is responsible
for one hour of a specific date, chosen during the initialization of the entities. This choice is
relevant because 24 agents are sufficient to manage the problem.
Now that the entities are defined, we need to determine the possible links that may exist
between these entities. Firstly, WTH entities are connected to WT entities representing the
same wind turbine while GPH entities are connected to GP entities representing the same
grid point. These links exist because the entities represent the same physical “element”. In
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addition, since the entities are geographically located, it is relevant to connect those which
are closest physically. Therefore, WT entities are connected with other WT entities and GP
entities, this relationship is also transmitted to the 24 related WTH entities and GPH entities.
Figure 4.1 illustrates an example in which WT #1 is related to WT #2 and GP #1. In this case,
all WTH entities connected to WT #1 will be related to the WTH entities related to WT #2
corresponding at the same hour as well as the GPH entities related to GP #1 corresponding at
the same hour. Several choices of neighborhoods are possible in terms of relations between
wind turbines, or between wind turbines and grid points. These choices are discussed in
section 4.4.1.
Figure 4.1 — Links between WT/GP and WTH/GPH entities.
While the GPH entity has no possible action on the weather forecast (it is provided by an
external numerical weather prediction model), the WTH entity can modify its production
forecast. Indeed, since this latter is precisely the desired output of the system, the WTH
must ensure that this value is consistent with its neighborhood (i.e. the history of WT, the
GPH forecast and other WTH entities). The WTH entity is therefore an agent, and it is by
modifying its forecast according to its perceptions that the system will achieve its objective.
To summarize, the analysis stage of the ADELFE methodology has led us to identify
several types of entities:
3 Passive entity: Grid Point (GP) entity.
3 Active entity: Grid Point Hour (GPH) entity.
3 Passive entity: Wind Turbine (WT) entity.
3 Cooperative agent: Wind Turbine Hour (WTH) agent.
The resulting architecture of the AMAWind-Turbine system is given in figure 4.2 and the
features and relationships of these entities are detailed below. The WT and GP entities are
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also linked to each other (in the same way as WTH agents and GPH entities) but the links are
not displayed so as not to overload the graph.
Figure 4.2 — Architecture of the AMAWind-Turbine system and relationships between
entities and agents.
4.3.1 Grid Point entity
A weather model provides forecasts on specific coordinates called grid points. For each
wind turbine the forecasts of the nearest grid point are used. Since farms can be spread over
long distances, several grid points are used per farm.
A grid point entity corresponds to a physical grid point. It therefore has a specific location
and contains all the historical weather forecast data at this location. It is a passive entity, it
cannot act directly on the system. In computer terms, it is only a database. The GPH entity,
which we will present after, can transmit requests to it.
4.3.2 Grid Point Hour entity
A Grid Point Hour (GPH) entity is a grid point associated with an hour. For each grid
point, there are 24 GPH, corresponding to the 24 hours of the day.
Its role is to provide the live weather forecast of a grid point at a given hour. Unlike
weather forecast history, which are accessible via GP entities and used to train the model,
these forecasts are used to compute the wind power forecast.
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4.3.3 Wind Turbine
A Wind Turbine (WT) entity corresponds to a wind turbine. It has a location,
characteristics (e.g., nominal power, power curve, etc.) and a production history.
Like the GP entity, the WT entity is passive and only corresponds to a database that the
Wind Turbine Hour (WTH) agent can access. The latter is presented in more detail in the next
section.
4.4 A cooperative agent: Wind Turbine Hour agent
AMAWind-Turbine embeds only a single type of cooperative agent called Wind Turbine
Hour (WTH) agent. This section describes this agent, its local goal and nominal behavior
before detailing the non cooperative situations with which it may be confronted and its
behavior in these cases.
4.4.1 Description
A Wind Turbine Hour (WTH) agent is responsible of the forecast of a wind turbine
production at a given hour (e.g., an agent charged with forecasting for the wind turbine 4 at
08:00 a.m.). As for Grid Point Hour entities, there are 24 WTH per wind turbine.
The neighborhood of a WTH agent is based on physical closeness: at a given hour, a
WTH agent is related to, at most, the two closest WTH agents. An example is illustrated in
figure 4.3, all agents linked to wind turbine 2 will have in their neighborhood the agents
corresponding to the same hour and linked to wind turbines 1 and 3. This choice remains
arbitrary and other configurations could be considered. In this thesis, since we worked on
wind farms with few wind turbines and a simple structure, this choice is consistent. Large
farms with several lines can be found, especially in offshore, in which case the neighborhood
could be defined in a different way. WTH agents corresponding to the same wind turbines
and different hours are not neighbors.
Figure 4.3 — Neighborhood between WTH agents for an example of a layout.
In addition, each WTH agent has access to historical and live weather forecasts and
production history through the GP, GPH and WT entities with which it is associated.
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4.4.2 Local goal
The local goal of a WTH agent is to adjust a forecast related to a wind turbine and a
specific hour. The forecast must be consistent with the wind turbine production history but
also with the production history of neighboring wind turbines. For example, if an GPH entity
reports that the wind will be strong, the value of the forecast will also be high. However,
this is not the only constraint taken into account: if a turbine always produces more than
another older turbine, the forecast of the first will always be higher than the other turbine
forecast. The consistency of the forecast of an agent therefore corresponds to constraints on
the production and on the difference in production with the neighboring agents.
As seen in section 3.3.2, the distance to the local goal of an agent is represented by a value
called criticality ranging from 0 (non-critical state towards the goal) to 100 (very critical state).
Since the quality of the forecast made by a WTH agent depends on the consistency of its
forecast with both its own past productions and the neighboring agents forecast, its criticality
is therefore expressed by considering these two factors seen as two subcriticalities: Local
and Neighboring criticalities. How these latter are expressed and combined to implement the
criticality function of a WTH agent will be detailed in section 4.5.
4.4.3 Behavior
Since a WTH agent is a cooperative agent, its purpose is to determine the forecast that
minimizes its criticality while avoiding aggravating the criticality of its neighbors. As an
agent, its behavior follows the classical Perception-Decision-Action lifecycle (described in
section 3.2.1) during which it may decide to modify its forecast to be as cooperative as
possible. After having started with an initial forecast which can be random or chosen to
optimize the time of the resolution, the nominal behavior of a WTH agent is the following:
3 Perception — The agent perceives the current forecast and criticality of its neighbors. It
also knows its own forecast and criticality.
3 Decision — The agent decides how it will change its forecast. These changes are decided
on the basis of previously perceived information. The agent has two possibilities: to
increase or to decrease its forecast. The increment is fixed at a constant value, this choice
will be explained in section 4.6.2. It simulates these different cases and performs the
action minimizing the maximal criticality of its neighbors and itself. Even if this action
increases its criticality, as seen in section 3.3, the agent acts in a cooperative way by
helping the most critical agent while avoiding to become more critical than this latter. In
the event of equal criticality between the two possibilities, the second most critical agent
is taken into account (then the third if the second maximum criticalities are equal).
3 Action — The agent finally performs the decided action and therefore possibly changes
its forecast. Its criticality is consequently updated at the end of the cycle.
Figure 4.4 shows an example where a WTH agent (#2) has to decide how to modify its
forecast considering the criticality perceived from its two neighbors (WTH agents #1 and
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#3). As seen before, this agent has two possible choices: increase or reduce its forecast.
If it increases it, it increases also its criticality but reduces that of others. If it reduces its
criticality, the criticality of the WTH agent #1 increases drastically. Increasing the criticality of
a neighbor which is already more critical is not cooperative. Therefore, the solution chosen
by the WTH agent #2 is the one that minimizes the highest criticality among its own and that
of its neighbors, i.e. increasing its forecast.
Figure 4.4 — Example of cooperative behavior of a WTH agent.
The nominal behavior of an agent is summed up in Algorithm 1. This behavior is only
valid for one date, each WTH agent being assigned to one hour of that day. In order to make
a forecast on a new day (in the case of a forecast over a period of several days for example),
each WTH agent is reset with a new criticality function that will depend on the weather
forecast for that day.
Algorithm 1 Nominal behavior of a WTH agent for a specific date
repeat
Perceive: Store its own forecast and criticality and those of its neighbors
Decide: Compute the criticality of each possible action (increase or decrease the forecast)
and decide cooperatively the action that minimizes the highest criticality of its neighbors
and its own
Act: Perform the decided action and inform its neighbors of its new criticality
until Global criticality convergence or limit number of cycles exceeded
4.4.4 Non Cooperative Situations
WTH agents have a nominal behavior detailed in Algorithm 1. In case of Non Cooperative
Situation (NCS), they may deviate from this nominal behavior to resolve these situations.
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4.4.4.1 Uselessness
Problem description — The agent possible actions (i.e. reducing or increasing its forecast)
worsen the situation in its neighborhood (see figure 4.5).
Type — Uselessness: it means that the agent believes that its action cannot change the
world state or it believes that the results for its action are not interesting for the other agents.
Detection — This situation is detected during the agent decision phase. When the agent
calculates its criticality and those of its neighbors by considering that it raises or lowers its
forecast, it considers that any action will worsen the highest criticality.
Resolution — The agent does not take any action to avoid worsening its criticality and
that of neighboring agents. As long as none of its actions can reduce the worst criticality, it
remains in this state. This action does not further constrain neighboring agents.
Figure 4.5 — Example of a non cooperative situation of type Uselessness.
4.4.4.2 Incompetence
Problem description — The information perceived by the agent does not allow it to
decide on the action to be taken (see figure 4.6).
Type — Incompetence: it means that the agent has no skill to treat the information it has
perceived.
Detection — The situation is detected when the maximum criticalities obtained by
considering a decrease, increase or keeping of the forecast are equal. Whatever the agent
decision, it will have no impact on its own criticality and that of its neighbors.
Resolution — Whatever the agent action, it will not worsen the agent local situation.
However, a random choice would risk causing criticality degradation to agents not directly
in the neighborhood. Consequently, the agent does not change its forecast as long as the
situation is detected, waiting for a neighbor to unblock the situation.
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Figure 4.6 — Example of a non cooperative situation of type Incompetence.
4.5 Criticality implementation
The behavior of a cooperative agent is guided by the value of its criticality which dictates
its choices (as well as those of its neighbors). It must therefore best reflect the deviation
from the agent local goal because a wrong definition of criticality will lead to a wrong local
solution and therefore a wrong global resolution of the problem. The local goal of a WTH
agent is to adjust a forecast for a specific wind turbine and time so that it is consistent with
the wind turbine production history, but also with the production history of neighboring
wind turbines. When an agent considers that it has achieved or is approaching this goal, i.e.
that it has achieved the right forecast, its criticality will be at a minimum.
The criticality function corresponds to a WTH agent for a particular date, it is calculated
at the initialization of the agent, it depends on the agent forecast and that of its neighbors.
As an agent must be consistent with both its own history and that of its neighbors, we have
decided to divide the criticality into two subcriticalities: local and neighboring criticality. The
two subcriticalities are obtained from a production probability density forecast, obtained by
a model trained on the weather forecast and production data history. The principle of using
a predicted probability density of the wind power as the basis for the criticality function is
relevant because it enables to delineate confidence intervals of production value in which the
agent can modify its forecast (e.g., to help a more critical neighboring agent). The predicted
percentiles are then transformed via a generic criticality function into two subcriticalities
functions. The final criticality function corresponds to the maximum of these two functions
for all values.
This section presents the construction of the criticality function through the calculation of
the percentiles, the application of the generic criticality function and finally the decomposition
into two subcriticalities.
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4.5.1 Percentiles computation
Quantiles are cut points dividing the range of a probability distribution into continuous
intervals with equal probabilities. The quantile function Q is defined by the equation:
Q(p) = inf {x ∈ R : p ≤ FX(x)}
where FX is the cumulative distribution function defined below:
FX(x) = P(X ≤ x)
When the range is divided into one hundred equal-sized groups, the quantiles are called
percentiles. The ith percentile is written Pi. There are 99 of them, from the 1st percentile to the
99th percentile. For example, if the 25th percentile is equal to 300 kW, the prediction algorithm
estimates that there is a 25% probability that the production is less than 300 kW and therefore
a 75% probability that it is greater. We have chosen to use percentiles in order to obtain a
better precision on the criticality function (compared to deciles for example). The percentile
function Pi for the ith percentile corresponds to:
Pi = Q(i÷ 100)
By combining two percentiles, a prediction interval Ij is obtained if the difference between
the percentiles is equal to j. For example, I10 corresponds to the pair {P45, P55} and I60 to the
pair {P20, P80}, there is respectively a 10% and 60% probability of being inside.
In order to obtain the quantiles, a Gradient Boosting Model (GBM) [111] is used. This
method was already applied to probabilistic wind power forecasting with success in [172].
As seen in section 2.4.2.4, it is an ensemble model composed of a set of weak prediction
models, typically decision trees. It is a very popular algorithm in many areas because it is
robust to outliers and shows good results without having to over-tune the model. It is mainly
used to solve classification or regression problems (single value forecast) but can also be
used to make probabilistic forecasts by independently predicting all quantiles. Indeed, the
Friedman’s gradient calculation (see figure 4.7), used in GBM, allows for the use of arbitrary
loss functions for adjusting the targets of each consecutive learner (steps 1 and 3), without
requiring a change to the regression model itself (step 2). It is therefore well-suited for
probabilistic predictions.
Separate GBM models were used to produce each of the 99 percentiles. Each percentile
is calculated independently, this allows the parallelization of model training but yields to
99 independent predictions. This can produce sets of predictions where a lower percentile
received a higher prediction (e.g., if the 75th percentile corresponds to a higher production
value than the 74th percentile). Before using these percentiles, sorting them provides a
consistent probability distribution.
Although decision trees are typically bounded by the target range of the input, which
is between 0 and the nominal power, the additive nature of gradient boosted machines can
occasionally yield results that are outside the input range. To improve the accuracy, any
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Figure 4.7 — Friedman’s gradient boosting algorithm [173].
results outside those bounds were replaced with the corresponding boundary value.
Figure 4.8 shows an example of a wind power probabilistic divided into percentiles
forecast on our data. Each band represents an interval from I2 to I98 (respectively dark purple
to light pink) and the dark curve is the median P50. The red dots represent the real production
values.
Figure 4.8 — Example of probabilistic wind power forecast divided into percentiles.
4.5.2 Generic criticality function
We want the criticality of the agent to be directly related to the probability interval to
which the agent current forecast belongs. The criticality is low for a forecast close to the
median and increases as it moves away from the median. However, the final criticality
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function being the maximum of several subcriticality functions, the minimum criticality will
not necessarily correspond to one of the medians.
Then, the criticality function is built according to the equation:
Criticality = {Pi 7→ |100− 2i|} (4.1)
where i ∈N | 0 < i < 50 and i 6= 25
Intuitively, the construction of this function corresponds to the selection of a single
horizontal slice from figure 4.8, the inversion of the axes and the application of a low criticality
value to the dark parts and a high value to the light parts.
The median P50 is removed to obtain a minimum over an interval of values instead of a
single value. This leads to greater flexibility in the action of the agents (e.g., to temporarily
deviate from the minimum in order to help a neighboring agent). In addition, for a better
interpretation of the criticality, the value is also re-scaled between 0 and 100 (instead of being
between 2 and 98). Finally, the missing values are calculated by a linear interpolation.
4.5.3 Subcriticalities computation
The quality of the forecast made by a WTH agent depends on the consistency of its forecast
with both its own past productions and the neighboring agents forecast. The criticality is
then expressed by considering these two factors and combines two kinds of subcriticalities:
3 Local criticality
The forecast made by an agent has to be consistent with the productions observed with a
similar weather situation in its history (e.g., the wind turbine rarely produces energy when
the weather model forecasts a very light wind). The corresponding criticality function is then
built based on equation (4.1). Figure 4.9 shows an example of the local criticality function of
a wind turbine at a given date. The x-axis corresponds to the value of the forecast made by
the agent and the y-axis corresponds to its local criticality. In this example, the least critical
situation is obtained when the forecast is equal to about 65% of the maximum power.
Figure 4.9 — Local criticality function example.
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3 Neighboring criticality
The forecast has also to be consistent with the neighboring agents forecasts (e.g., if a
wind turbine always produces more amount of power than its neighbor, this constraint
has to be taken into account). Indeed, a turbine slows down the wind behind it due to the
wake effect and thus interferes with its neighbors. Therefore, a difference appearing in past
observations between two wind turbines will be included in the resolution through this
criticality. The neighboring criticality is built in the same way as the local criticality, except
that the forecasting model learns from the history of production differences between two
wind turbines (instead of the production history of a single turbine). Figure 4.10 shows
probabilistic forecasting applied to the difference in production between two nearby wind
turbines. The forecasts are centered on 0 kW because the productions are close.
Figure 4.10 — Example of probabilistic wind power forecast difference between two wind
turbines divided into percentiles.
For one agent, one criticality function is built for each neighbor of the agent based on
equation (4.1). Figure 4.11 shows an example of the neighboring criticality functions of an
agent with two neighbors at a given date. The x-axis corresponds to the value of the forecast
made by the agent and the y-axis corresponds to its neighboring criticalities. In this example,
with the two neighbors, the least critical situations are obtained if the agent has a slightly
lower forecast than them.
4.5.4 Final criticality
The final criticality of a WTH agent corresponds to the maximum between its local
criticality and each neighboring criticality. This choice enables not to give an advantage to
one criticality over the other, they are considered equivalent.
Figure 4.12 shows an example of a final criticality function as a heat map. For a given
WTH agent, the x-axis corresponds to its forecast, the y-axis corresponds to the difference
between its forecast and that of its neighbor and finally the color corresponds to the criticality
(yellow for very critical and dark blue for not critical). In this example, the WTH agent
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Figure 4.11 — Neighboring criticality functions example.
whose criticality we calculate has only one neighbor (a wind turbine located at one end of the
wind farm) to simplify the visualization. Otherwise, an additional dimension should have
been added to the graph for each neighbor. The graph is deliberately zoomed to the global
minimum of the function but the search space is larger. Indeed the forecast can vary between
0 and the nominal power Pnom (which is equal to 2050 kW in this example) while the forecast
difference can possibly vary between −Pnom and Pnom.
Figure 4.12— Example of a final criticality function for a WTH agent with a single neighbor.
4.6 Technical choices
Since a Multi-Agent System is a computerized system, the transition from theory to
practice includes specific technical issues that we will solve in this section. This section
presents the software architecture, the agent initialization, the agent scheduling and the
system stop condition.
4.6.1 Software architecture
We have developed a structure largely inspired by AMAK [174], a framework for
developing Adaptive Multi-Agent Systems (AMAS). It provides a basic foundation and
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allows us to focus essentially on the behavior of agents. The three main abstract classes,
represented in figure 4.13, are the following:
3 Amas: The main class of the system that manages the scheduling of agents (discussed in
section 4.6.3).
3 Agent: Each agent inherits from this class. In order to follow the Perception-Decision-
Action life cycle, the abstract class Agent mainly contains three overridable methods:
perceive, decide and act. It also contains a compute_criticality method necessary to calculate
the criticality of the agent.
3 Environment: The class Environment is abstract and must be extended by the
environment of the AMAS. The extended class must provide direct access to any
information the agents may require. Each agent belonging to the AMAS has a pointer to
this environment and uses it to perceive its part of the environment.
Figure 4.13 — Global class diagram based on AMAK.
Figure 4.14 represents the AMAWind-Turbine class diagram to understand the
relationships between entities and agents. In AMAWind-Turbine, only Wind Turbine Hour
(WTH) agents inherit the Agent class. As described above, for each Wind Turbine (WT) and
Grid Point (GP) entity correspond respectively 24 WTH agents and 24 Grid Point Hour (GPH)
entities. Each WT entity is connected to a single GP entity, but each GP entity can correspond
to several different WT entities (and similarly for WTH agents and GPH entities).
The system was developed in Python because many libraries developed in this language
are highly popular in the field of data science [175]. This simplifies comparison between
models and allows the use of practical data processing tools. In addition, the company
*SWIFT which co-supervised this thesis works mainly in Python. This language was also
chosen to facilitate the integration of the work with the company tools.
4.6.2 Agent initialization
When the agent is initialized, an initial forecast and an increment value are set. This
section discusses the choices of these values to allow the system to work properly.
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Figure 4.14 — Class diagram representing the links between entities and agents in
AMAWind-Turbine.
4.6.2.1 Choice of initial forecasts
As described in section 4.4.3, each agent starts with an initial forecast that it can modify at
each cycle. In chapter 7, the evaluation part will test the three following possible choices for
the initial forecast of an agent:
3 The average production value of the wind turbine.
3 A random value within the possible production interval [0, Pnom] of the wind turbine.
3 A “consistent” value predicted by a machine learning algorithm.
The main criterion we want to verify is the impact on computation time which may be
different because an initial forecast far from the final forecast will require a larger number of
cycles from the system.
4.6.2.2 Increment choice
As seen in section 4.4.3, at each cycle, a WTH agent decides to raise or lower its forecast
by a fixed value, it may also not change it in case of NCS.
This increment has been set to 1 kW. This value has been chosen arbitrarily, the lower it
is and the more accurate the results can be. However, the smaller the value, the larger the
number of cycles required to converge, so a compromise must be found between computation
time and accuracy. Since the maximum power of a wind turbine is several MW and the mean
absolute error of forecast is about 10%, the forecast will not be degraded by an increment
value representing less than 0.1% of the maximal production value. In addition, we will see
in chapter 7 that the computation times are acceptable when the increment value is equal to 1
kW.
4.6.3 Agent scheduling and stop condition
For each date, the agents are initialized with a certain forecast value and a criticality
function, and then perform actions at each cycle. At each cycle the agents are run sequentially
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in a random order to avoid biasing the simulation by a predetermined order. The forecast is
carried out independently for each date, so the calculation can be run in parallel.
The whole system can converge towards a final solution, i.e. all agents consider that their
actions will worsen the highest criticality between their own and their neighbors. In this case,
this forecast is chosen as the final solution. However, if the system diverges and does not find
a solution, the simulation is arbitrarily stopped at a predetermined number of cycles. This
value is chosen experimentally, it must be high enough not to stop a system that was going
to converge but not too high to slow down the entire forecast because of a blocking situation.
4.7 Conclusion
In this chapter, we have presented the AMAWind-Turbine system. It is an adaptive
multi-agent system for predicting the production of a wind farm in a way that is consistent
with the wind turbines that compose it.
In AMAWind-Turbine, cooperation between agents is guided by the criticality value
which is defined by a function built at the agent initialization. The final forecast is the
result of the cooperative local behavior of Wind Turbine Hour (WTH) agents. Unlike other
forecasting methods, our objective is at the macro-level (the wind farm) while the system
resolution is at the micro-level (the wind turbines).
Returning to the criteria presented in section 2.6.1 allows to handle dynamics and is
dependent on the presence and the quality of data. The reason is that a part of the learning
is included in the construction of the criticality function and is performed by a statistical
method, therefore the evaluation of these criteria is the same. Moreover, our method is
simple to implement, it does not require specific knowledge in fluid mechanics, only data at
the wind turbine scale. The advantage of AMAWind-Turbine is that the system takes into
account the interdependencies between wind turbines and spatial correlations in the forecast.
Concerning the execution time and forecast accuracy, it will be necessary to check these
points experimentally. Therefore, the evaluation of the system on real data will be presented
in chapter 7.
In the next chapter we will present the AMAWind-Farm system, a system similar to
AMAWind-Turbine but designed for forecasting on several wind farms.
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5 AMAWind-Farm: a MASfor Wind Power Forecasting
at Farm-Level
In this chapter we present the second Adaptive Multi-Agent System designed in this
thesis: AMAWind-Farm (Adaptive Multi-Agent system for Wind power forecasting at Farm-
level). It is dedicated to forecasting the production of a region (i.e. several wind farms)
by taking into account the large-scale interdependencies between wind farms. AMAWind-
Farm has an architecture and operation similar to AMAWind-Turbine. This shorter chapter
will therefore make many references to the previous one while focusing on the differences
between the two systems.
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5.1 Objectives
While between two wind turbines there may be a wake effect (i.e. the turbulence caused
by the blades of the turbine reduces the production of neighboring wind turbines), this is
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not a priori the case between wind farms because the distances are too large. However, as
mentioned in section 3.1.2, the production of two wind farms, even distant ones, can be
correlated if they are located in similar wind zones.
Therefore, the objective of AMAWind-Farm is to forecast the production of a region, i.e.
several wind farms, by integrating the interdependencies between wind farms. As with
AMAWind-Turbine, the objective related to the field of application is also to reduce the
forecast error compared to standard methods.
5.2 Entities
In order to determine the different entities of the system and their links, we follow the
same approach as in section 4.3. A “region” consists of a set of wind farms for which
their characteristics (mainly their geographical position and maximum power) and their
production history are known. We also have a weather forecast history corresponding to
certain grid points of the numerical weather prediction model.
This statement reveals two entities corresponding respectively to a wind farm and a grid
point. Similarly to AMAWind-Turbine, we can deduce two passive entities that will only
serve as databases: the Farm (F) entity and the Grid Point (GP) entity.
Then, we deduce two active entities in charge of providing the live forecasts: the Farm
Hour (FH) entity and the Grid Point Hour (GPH) entity. Each FH and GPH is responsible for
one hour for a specific date, chosen during the initialization of the entities.
In the same way that in AMAWind-Turbine, FH entities are connected to F entities
representing the same farm while GPH entities are connected to GP entities representing
the same grid point. F entities are connected with other F entities and GP entities, this
relationship is also transmitted to the 24 related FH entities and GPH entities. Figure 5.1
illustrates an example in which F #1 is related to F #2 and GP #1. In this case, all FH entities
connected to F #1 will be related to the FH entities related to F #2 corresponding at the same
hour (e.g., FH #1 and FH #2 at hour 1 are connected) as well as the GPH entities related to GP
#1 corresponding at the same hour.
While a GPH entity has no possible action on the weather forecast (it is provided by
an external numerical weather prediction model), an FH entity can modify its production
forecast. Indeed, since this latter is precisely the desired output of the system, the FH must
ensure that this value is consistent with its neighborhood (i.e. the history of F, the GPH
forecast and other FH entities). The FH entity is therefore an agent, and it is by modifying its
forecast according to its perceptions that the system will achieve its objective.
To summarize, the analysis stage of the ADELFE methodology has led us to identify
several types of entities:
3 Passive entity: Grid Point (GP) entity.
3 Active entity: Grid Point Hour (GPH) entity.
3 Passive entity: Farm (F) entity.
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Figure 5.1 — Links between F/GP and FH/GPH entities.
3 Cooperative agent: Farm Hour (FH) agent.
The resulting architecture of the AMAWind-Farm system is given in figure 5.2 and the
features and relationships of these entities are detailed below. The F and GP entities are also
linked to each other (in the same way as FH agents and GPH entities) but the links are not
displayed so as not to overload the graph.
5.2.1 Grid Point and Grid Point Hour entities
The Grid Point (GP) and Grid Point Hour (GPH) entities have the same characteristics
and roles as in the AMAWind-Turbine system (presented in section 4.3.1 and section 4.3.2
respectively). For each farm, the forecasts from the most central grid point are used.
5.2.2 Farm
A farm can be seen as a set of wind turbines which themselves have a particular location
and characteristics. In this problem, however, we consider that we do not have the data for
each wind turbine and that a wind farm is a single entity. Therefore, the farm has a total
power, a total power curve and an approximate location (which represents the center of the
farm).
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Figure 5.2 — Architecture of the AMAWind-Farm system and relationships between
entities and agents.
5.3 A cooperative agent: Farm Hour agent
5.3.1 Description
A Farm Hour (FH) agent is responsible of the forecast of a farm production at a given
hour (e.g., an agent in charge of forecasting the production of farm A at 08:00 a.m.). As for
Grid Point Hour entities, there are 24 FH per farm.
The neighborhood of an FH agent could be based on physical proximity, but the distance
between farms is often so large that it does not necessarily mean a high correlation criterion.
In section 3.1.2, we observed this with an example between two nearby farms with less
correlated production than the others. We have decided to link all the farms together because
we work with a small number of farms.
Figure 5.3 — Neighborhood of Farm Hour (FH) agents.
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5.3.2 Local goal
The local goal of an FH agent is to adjust a forecast related to a wind farm at a specific
hour. The forecast must be consistent with the wind farm production history but also with
the production history of the neighboring wind farms. Therefore, the consistency of the
forecast of an agent corresponds to some constraints on the production and on the difference
in production with the neighboring agents.
Similarly to AMAWind-Turbine, this local goal is also represented by a criticality
expressed by the combination of two subcriticalities: Local and Neighboring criticalities.
5.3.3 Behavior
Since an FH agent is a cooperative agent, its purpose is to determine the forecast that
minimizes its criticality while avoiding aggravating the criticality of its neighbors. FH agents
follow the same Perception-Decision-Action lifecycle as WTH agents presented in section
4.4.3:
3 Perception — The FH agent perceives the current forecast and criticality of its neighbors.
It also knows its own forecast and criticality.
3 Decision — The agent decides how it will change its forecast. These changes are decided
on the basis of previously perceived information. The agent has two possibilities: to
increase or to decrease its forecast. The choice of the increment is discussed in section
5.4.2. The agent simulates these different cases and performs the action minimizing the
maximal criticality of its neighbors and itself.
3 Action — The FH agent finally performs the decided action and therefore possibly
changes its forecast. Its criticality is consequently updated at the end of the cycle.
Compared to the AMAWind system, the Non Cooperative Situations (NCS) presented in
section 4.4.4 are also present in this system. The two possible NCS are:
3 Uselessness: The FH agent can only make the situation worse (i.e. increase the maximum
criticality).
3 Incompetence: The FH agent cannot decide on the best action to take.
5.4 Implementation differences
The implementation of AMAWind-Farm follows the same principles as AMAWind-
Turbine. In particular, the software architectures are similar, as shown in figure 5.4. However,
there are two specific points of divergence detailed hereafter: the criticality normalization
and the increment variability.
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Figure 5.4 — Class diagram representing the links between entities and agents in
AMAWind-Farm.
5.4.1 A criticality adapted to heterogeneous data
In the AMAWind-Turbine system, for a given wind farm, all wind turbines have very
similar data. The reason is that they correspond to the same type of turbine (in our data
and in most cases), have the same nominal power, are controlled in the same way and are
positioned in a limited area.
For wind farms, each farm is a priori different (in size, location and use). With equivalent
criticalities, agents would have an unbalanced relationship between them. Indeed, a large
wind farm will have more weight in the final forecasts than a smaller wind farm. For example,
an extreme case would be to predict a region in which there is a large 100 MW wind farm
and another wind farm of a few kW. With such a difference in scale, the smallest farm will
have a small impact on solving the problem and the agents bound to that farm will follow the
behavior of those bound to the largest farm. In this case, it seems consistent not to consider
the two wind farms on the same scale in order to encourage cooperative behavior by agents.
In order to penalize or favor certain agents, we decide to normalize the criticality function
by applying a multiplicative factor. This factor is fixed at the initialization of the agents and
depends on the nominal power of the different farms. For a farm with a nominal power P,
the factor associated with its criticality ϕ will be:
ϕ = 1− P− Pmin
Pmax
(5.1)
where Pmin and Pmax are the minimum and maximum nominal powers of all farms
respectively. For the smallest farm ϕ = 1 and for the largest farm ϕ = PminPmax . For the others
they will have a factor proportional to their nominal power and located between these two
extreme values. Figure 5.5 shows the normalization of a criticality function by a factor ϕ = 0.5.
The agent with this criticality will be less constrained, because it is less critical, than an agent
with a higher criticality factor.
This factor is applied directly to all values of the generic criticality function presented in
section 4.5.2. However, since the final criticality is the combination of two subcriticalities, we
have chosen to test different possibilities and apply the normalization on:
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Figure 5.5 — Example of the normalization of a criticality function with ϕ = 0.5 .
3 none of the subcriticalities.
3 only local subcriticality.
3 only neighboring subcriticality.
3 both subcriticalities.
These different scenarios will be tested in the system evaluation in section 8.2.2.
5.4.2 A variable increment
At each cycle, an FH agent decides to raise or lower its forecast by a value, it may also
not change it. In AMAWind-Turbine, this increment value is fixed. Although the farms have
different nominal powers, this does not change the resolution because the farms are not
related.
In AMAWind-Farm, the farms solve the problem together. A fixed increment value for all
farms would disadvantage the larger farms that would require more cycles to achieve their
objective. This would allow a smaller farm to reach its goal faster and at an advantage.




on the nominal power Pnom(F) of the farm and a fixed rate Nrate chosen experimentally.
The higher the nominal power of the farm, the higher the increment value will also be. For
example, if Nrate = 1000 and Pnom(F) = 2000 kW, at each cycle the forecast of an FH agent
will be lowered or increased by i = 20001000 = 2 kW. The value of Nrate will be discussed in the
chapter dedicated to the evaluation of the system in section 8.1.
5.5 Conclusion
In this chapter, we have presented the AMAWind-Farm system. It is an adaptive multi-
agent system for predicting the production of a region (i.e. several wind farms) in a way that
is consistent with the wind farms that compose it.
AMAWind-Farm works very similarly to AMAWind-Turbine because it also uses
interdependencies between entities in a forecast model. The architecture of both system as
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well as the behavior of the agents are equivalent, there is only a difference of scale. While
AMAWind-Turbine aimed to forecast the production of an entire wind farm using the wind
turbine data, in this case AMAWind-Farm aims to predict the production of an entire region
using the wind farm data.
The main problem is the heterogeneity of the different agents. While the wind turbines
were all the same for a given wind farm with very similar data and operation, the wind farms
are all very different. This has led us to modify the criticality of agents in order to avoid
unbalanced exchanges between agents.
Although this system has the same characteristics as AMAWind-Turbine, it is also
necessary to evaluate it because the data used are different and we must also check the
proper functioning of the new criticality function. Therefore, the evaluation of the system on
real data will be presented in chapter 8.
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6 Methodology of the Experiments
The last chapters presented the two systems developed to predict wind production. In
order to validate and evaluate these models, we carried out experiments with data from real
wind farms. This chapter describes the conditions for experimentation, i.e. the data used, the
data preprocessing, the evaluation criteria and the validation method.
6.1 General description of the experiments . . . . . . . . . . . . . . . . . . . . . . 101
6.2 Data description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.2.1 Production data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.2.2 Weather forecasts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.3 Data preprocessing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.3.1 Filtering of errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
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6.1 General description of the experiments
The experiments consist of replaying forecasts from data history (weather forecasts and
wind production history) on several wind turbines and wind farms. In the evaluation phase,
the system starts with initial forecasts that evolve through interactions between agents. Once
the system has converged on solutions, the forecasts can be compared with historical data.
The experiments carried out during this thesis have two main purposes:
3 The validation of the functioning of our systems and analysis of their global behavior.
In order to do this, we will study the evolution of the local behavior of agents and the
global behavior of the system. As we are using a new forecasting method, it is important
to understand whether the system is working and how it is evolving in real conditions.
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In our case, we want essentially to verify that a collective resolution leads to a decrease
in global criticality.
3 The assessment of the accuracy of our forecasts and comparisons with other state-of-
the-art methods applied to the same data. As with any forecasting method, we want to
ensure that it leads to at least more accurate forecasts than other conventional methods.
6.2 Data description
The experiments are based on production data as well as weather forecast data. This
section describes the characteristics of these data.
6.2.1 Production data
This thesis being co-supervised by *SWIFT, we were able to access real wind farm data as
part of real wind power forecast requests. The data were provided by Boralex, a Canadian
electricity producer specialized in renewable energy. We thank them for allowing us to use
this data for our research.
The study was carried out on five wind farms in France, their geographical location is
available in section 3.1.2. Table 6.1 specifies for each wind farm the code used in this thesis,
the name, the wind turbine model, the number of wind turbines, the nominal power Pnom and
the hub height of a wind turbine and the capacity factor Cf (the ratio between actual electrical
energy production and maximum electrical energy production, which was computed on the
available data).
Table 6.1 — Characteristics of the wind farms studied.
Code Name Model Size Pnom Hub height Cf
A Vallée de l’Arce Senvion MM92 15 2050 kW 100 m 25.93%
B Chasse Marée Enercon E82 4 2300 kW 78 m 27.22%
C Plouguin Enercon E66 4 2000 kW 85 m 28.40%
D Avignonet 1 Nordex N50 10 800 kW 50 m 24.86%
E Cham-Longe 1 GE GE1.5s 12 1500 kW 65 m 38.16%
It is important to compare forecasts under several conditions in order to have an overall
view of the model accuracy and to avoid that a model only improves a particular case.
Therefore, we chose these farms because they are located in different wind zones (e.g., on
average, the production of farm E reaches its minimum at 01:00 p.m. and its maximum at
12:00 a.m., while for farm C it is the opposite), and on land with different topographies (e.g.,
farm E is located on a hill). The layouts of the wind turbines in the five wind farms, shown
in figure 6.1, are also different. We also notice in figure 6.2 that the power curves of these
turbines have different shapes, wind amplitudes and maximum powers. Finally, the types
and the sizes of the wind turbines are not the same for each wind farm.
The distribution of the measured wind and production for one wind turbine in each
farm is shown in figure 6.3. The x-axis represents the wind speed in m/s on the left and the
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Figure 6.1 — The layout of the five studied wind farms at the same scale.
Figure 6.2 — Power curves of the wind turbines of the five wind farms studied.
production in kW on the right, while the y-axis represents the statistical distribution of data.
We notice differences in distribution: for example the wind speeds at wind farm D are, on
average, lower than at the wind farm C due to a lower hub height (wind speed increases
with altitude). For the distribution of the production, the general shape is the same, marked
by two peaks at minimum and maximum power. This is due to the shape of the power curve,
with two plateaus at low and high wind (and possibly the third plateau after the cut-out but
it is very rarely reached). In the production graphs, the y-axis is truncated for more visibility
because there are many values approaching 0 kW.
6.2.2 Weather forecasts
Weather forecasts are provided by the Météo-France AROME [176] high-resolution
forecast model for the entire next day (with time horizon from 21 to 45 hours). The grid
points are separated by 0.025° of longitude and latitude. This corresponds to a resolution
of approximately 2.7 km in North/South direction and 1.9 km in West/East direction in
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Figure 6.3 — Distribution of the measured wind and production of one wind turbine in
each farm.
metropolitan France. The experiment covers a large period thanks to a nearly three-year
history of wind power and weather forecasts from 01/2014 to 09/2017. However, as we do
not have a complete history for all the farms, we only have about 15000 entries for farm A
and about 20000 entries for farms B, C, D and E. These amounts are however large enough to
cover a significant number of weather conditions. In terms of data size, the weather forecast
and production history corresponds to about 300 MB, which is low and easy to handle.
For each wind turbine, the nearest available grid point is used. For a large wind farm,
several points can therefore be used. In order to obtain the quantiles, the GBM is trained with
the parameters at 100m related to equation 2.8 presented in section 2.1.2.4:
3 Ws, the wind speed.
3 Wd, the wind direction.
3 T, the temperature.
3 P, the pressure.
3 Rh, the relative humidity.
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The last three parameters appear indirectly in the theoretical formula (2.8) by the air
density ρ. The wind direction Wd may indicate if the wind has been disturbed by a
neighboring wind turbine.
Although the current weather forecast data are freely available on the website of Météo-
France [177], the access to forecasting history was made possible through a partnership with
the CNRM (French acronym for Centre National de Recherches Météorologiques, French
Weather Research Center) on the METEOSWIFT project 1. The data are provided in GRIB2
format (GRIdded Binary 2) allowing all forecasts for all grid points in a geographical area to
be compressed into a single file. For ease of use, we selected grid points with the necessary
parameters and we generated CSV (Comma-Separated Values) files.
6.3 Data preprocessing
The wind farms on which we are conducting our experiments are currently operational.
Wind turbines are therefore potentially subjected to maintenance operations and breakdowns.
There may also be errors in the values measured by the sensors. Although failure prediction
is an existing field of research [178], it is outside the scope of this thesis. We have therefore
decided to filter out outliers in the data history to have results that are not dependent on
the quality of production history. This concerns both data errors and maintenance or failure
cases.
6.3.1 Filtering of errors
We consider as erroneous the values that are not consistent with the rest of the history.
For example, production values that are largely negative or much higher than the nominal
power of the wind turbine are not physically possible.
There are also whole periods in the data when the production is constant. This is because
the data were not recorded and the last known value was chosen. We therefore filter the
productions if for a minimum period of 3 consecutive hours the production is stricly equal
with an accuracy of 6 decimal places.
6.3.2 Filtering of maintenance or failure cases
The filtering of maintenance or failure cases is more subtle because these cases are often
only detectable by looking at production data. Indeed, when a wind turbine does not produce
energy when wind has been predicted, either the wind forecast was incorrect or the turbine
was undergoing maintenance, curtailment or failure that must be filtered.
On the wind farms studied, we have data from wind sensors located on the hub. Although
these data can also be subject to errors, they are a good approximation for filtering extreme
cases. Thus, when the measured wind exceeds a certain threshold and the corresponding
production is low or null, the record is filtered.
1. The METEOSWIFT project (2016-2018) was funded by the European Regional Development Fund of the
European Union and the French Occitanie Region and involved *SWIFT, CNRM and IRIT.
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Table 6.2 — Size of wind farm production history before and after filtering.
Farm Raw Error Maintenance Final
A 14903 -437 -1825 12641
B 14375 -842 -97 13436
C 30336 -4552 -148 25636
D 15270 -622 -974 13674
E 15048 -252 -3218 11578
Table 6.2 shows the number of deleted entries for each farm by each filter type. Filtering
is common to all wind turbines in a wind farm, i.e. if for a given date the data are filtered for
one wind turbine, they are filtered for all wind turbines in the farm. It is necessary in our
case because the cooperative resolution method predicts the production of all wind turbines
at the same time. Figure 6.4 shows the observed power curve of wind farm C by separating
the final and filtered records. Most of the 4000 filtered inputs are located on the abscissa axis,
i.e. when production is zero.
Figure 6.4 — Power curve of the wind farm C with final and filtered records.
6.4 Evaluation criteria
This section presents the evaluation criteria. They can be divided into two categories:
those related to the multi-agent system validation and those related to the results (i.e. forecast
accuracy).
6.4.1 Criteria related to the system validation
The first criteria are specific to the systems we have developed. They make it possible
to validate the system and better understand how it works. These different criteria are as
follows:
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3 The computation time taken by the system to provide the forecasts. Indeed, the system
must be able to calculate forecasts without exceeding the time limits imposed. For our
field of application, which is wind power forecasting for the day-ahead market, time
constraints are rather low because we often have several hours to predict the production
of only one day.
3 The global decrease in criticality because it is the objective of our system to achieve a
reduction in overall criticality through the cooperative behavior of agents.
3 The correlation between criticality improvement and error improvement. This makes
it possible to verify that the system is moving towards the application goal of our system,
which is to reduce the forecast error.
3 The convergence rate. As detailed in section 4.6.3, either the system converges to a final
forecast or it diverges and stops after a certain number of cycles. A divergent case means
that the system fails to achieve a minimum criticality and that the forecast performed is
probably not good. Therefore, it is important to know the number of cycles required by
the system to converge and to verify that there are no cases of non-convergence.
During this validation, we will also discuss some of the issues raised earlier:
3 The choice of the initial forecast described in section 4.6.2.1.
3 The choice between the different normalization cases for AMAWind-Farm described
in section 5.4.1.
3 The evaluation of AMAWind-Farm with farms with independent (or slightly
correlated) productions.
6.4.2 Criteria related to wind power forecasting
In our field of application, when the forecast is used for the market, the real evaluation
criterion should be the financial gain obtained by clients through the forecasts. However,
this gain depends on the choices made by the client based on forecasts but also on the other
players in the electricity market. Therefore, the best way to evaluate our forecast is to measure
its accuracy against actual production.
To evaluate forecasts performance two standard measures were used: the Mean Absolute
Error (MAE) and the Root Mean Squared Error (RMSE). While for the MAE each error has
the same weight in the final error, for the RMSE larger errors have a disproportionately large
effect. For production forecasting in the context of electricity grid management, this makes
sense because larger forecast errors are more difficult to compensate.
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Errors are normalized by the nominal power to obtain percentages, more convenient
to interpret. This makes it easier to compare errors between wind farms. The new metrics
are called NMAE and NRMSE (Normalized MAE and Normalized NRMSE). These metrics
can also be calculated on subdivisions of the data by hour, season, year or horizon to reveal
specific improvements or deteriorations.
6.5 Model validation by cross-validation
The model is validated by a k-fold cross-validation. The original sample is partitioned
into k equal sized subsamples. Of the k subsamples, a single subsample is retained as the
validation data for testing the model, and the remaining k - 1 subsamples are used as training
data [179]. Although this method does not represent the real conditions (learning from more
recent data than the validated ones), it enables to give an insight on how the model will
generalize to an independent data set. This is a standard method to verify that the model does
not overfit, i.e. it is too specialized on the data on which it learns and not general enough.
Ideally, k is chosen to be as large as possible (the extreme case, when k is equal to the
number of inputs is called leave-one-out cross-validation). However, each learning can be
very long and a compromise is necessary. In this thesis, we chose a 10-fold which corresponds
to a validation set of approximately three months (only two months for the farm A, due to
fewer entries). It is a good compromise between the calculation time required and the quality
of the evaluation.
Figure 6.5 — 10-fold cross validation process [180].
Figure 6.5 summarizes the 10-fold process, each iteration allows to compute a forecast
error on each subset. The final error is the average of all these errors.
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After presenting the methodology, we will proceed with the experiments. The next two
chapters are respectively the experiments carried out on AMAWind-Turbine and AMAWind-
Farm.
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7 AMAWind-Turbine Experiments
This chapter presents the experiments carried out on AMAWind-Turbine and discusses the
results obtained. The description of the experiments is first detailed and then the evaluation
is divided into two parts: the criteria related to the validation of the functioning of the system
and those related to the evaluation of the results. A general synthesis finally points out the
properties and limitations of AMAWind-Turbine.
7.1 Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
7.2 System validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
7.2.1 Impact of the initial forecast . . . . . . . . . . . . . . . . . . . . . . . . . 113
7.2.2 Computation times . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
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7.1 Description
While the generic framework of the experiments carried out in this thesis has been
presented in section 6, this section details the AMAWind-Turbine specific choices.
First, as explained in section 4.6.2.1, it is necessary to decide on the initialization value of
the forecast and the increment value. In this evaluation, we use the “consistent” value, which
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is a forecast with good accuracy compared to the state of the art. The impact of the initial
forecast value is studied in section 7.2.1. The increment value presented in section 4.6.2.2 has
been set to 1 kW, i.e. at each cycle an agent can increase or decrease its forecast of only 1 kW.
The experiments are carried out on the five wind farms independently, i.e. in AMAWind-
Turbine the forecast of one farm does not influence another. The Wind Turbine Hour (WTH)
neighborhood is the same as the one shown in figure 6.1, i.e. each turbine has the two nearest
wind turbines as neighbors. If it is at the end of the line it has only one. In addition, each
WTH is connected to the nearest Grid Point Hour (GPH) geographically in order to obtain
the weather forecasts at the nearest location. Two nearby wind turbines can be connected to
the same grid point.
As a reminder, for a given date and time, the various WTH agents in the system start with
an initial forecast that they modify during a certain number of cycles until the system stops
(due to convergence or exceeding the maximum number of cycles). An example of a forecast
calculation for wind farm A at a given date and time is shown in figure 7.1. The graph plots
the forecasts and criticalities according to the cycle number. Each agent modifies its forecast
at each cycle, leading to a change in criticality.
Figure 7.1 — Forecast and criticality evolution, as functions of the cycle number, on the
fifteen turbines of the farm A.
Once the system execution is complete, the forecasts for each wind turbine are summed
to obtain a global forecast for the wind farm. An example of a forecast over several days is
shown in figure 7.2.
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Figure 7.2 — Example of wind power forecasts provided by AMAWind-Turbine over a set
of days.
7.2 System validation
AMAWind-Turbine is a system that has been designed from the bottom up, first by
defining the entities, their behaviors and then how they can interact with each other. The
system validation consists in studying the overall behavior of the system in order to verify its
consistency with its objectives and compliance with the constraints imposed.
7.2.1 Impact of the initial forecast
As described in section 4.6.2.1, each agent starts with an initial forecast that it can modify
at each cycle. We present a discussion on the choice of the initial forecast to decide which
value will be used in the experiments. We have chosen the three following possible choices
for the initial forecast of an agent:
3 The average production of the entire available history of the wind turbine.
3 A random value within the possible production interval [0, Pnom] of the wind turbine.
3 A “consistent” value predicted by a machine learning algorithm, which corresponds to
the median P50 of the probabilistic forecasts. Unlike the first two choices, this forecast is
already the result of a model that has learned from historical data and therefore achieves
good forecast accuracy.
We tested the three choices on AMAWind-Turbine. Table 7.1 summarizes the computation
times obtained. When the initial forecast was random or average, performance has been
degraded. Indeed, since the initial forecast is further away from the final forecast, more
cycles are required. For farms A and E, we stopped the experiments in progress because they
exceeded 24 hours. The results of the computation times are detailed and discussed more
precisely in section 7.2.2.
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Table 7.1 — Comparison of computation time according to the initial forecast used
(HH:MM).
Farm N records N turbines Random Average Consistent
A 12599 15 +24 hours 07:11 04:39
B 16522 4 08:15 02:28 01:32
C 16499 4 09:01 02:17 01:38
D 17917 10 22:49 06:28 03:58
E 18638 12 +24 hours 10:17 05:29
We therefore choose the consistent value as the initial forecast for all the next experiments
in this chapter.
7.2.2 Computation times
In the previous section we briefly presented the calculation times. This section discusses
this simple but important measure in more detail. Indeed, the system must be able to compute
forecasts without exceeding the time limits imposed. Table 7.2 shows the computation times
required for each farm. N records represents the number of records in the history, N turbines
is the number of turbines in the farm, Time (HH:MM) is the calculation time in hours and
minutes, and Time/WT/N is the calculation time divided by the number of wind turbines
and the number of records. The durations seem long (e.g., more than 5 hours for farm E)
but it should be remembered that this is a replay of a 3-year forecast of historical data. This
length of history is necessary to accurately evaluate the model, but this operation is not
often performed. In addition, we can observe that the large time differences are due to the
differences between the number of records and the number of wind turbines.
Table 7.2 — Summary of computation times for each farm on AMAWind-Turbine.
Farm A B C D E
N records 12599 16522 16499 17917 18638
N turbines 15 4 4 10 12
Time (HH:MM) 04:39 01:32 01:38 03:58 05:29
Time/WT/N 88.58 ms 83.52 ms 89.91 ms 79.89 ms 88.33 ms
As described in section 4.5, our system uses probabilistic forecasts as inputs to calculate
the criticality functions of agents. Although these probabilistic forecasts also take a few
milliseconds of calculations, the model used must also be trained for several hours on the
historical data. This time is not included in the calculation times presented in the table but
this training should only be done once.
By calculating the Time/WT/N ratio, we obtain an average of about 80 ms per forecast.
Even if AMAWind-Turbine is applied on several farms, the forecasts will be made in a
reasonable time (i.e. few seconds), especially since the calculations can be made in parallel.
For our field of application, which is wind power forecasting for the day-ahead market,
several hours are available (depending on the run time of the weather model) to make
forecasts for only one day. We can therefore conclude that in terms of calculation time, our
system is applicable in real conditions.
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7.2.3 Criticality evolution
The criticality, which is the distance of an agent from its local purpose, is the central point
of the functioning of an adaptive multi-agent system. Since the agents are cooperative, i.e.
their behaviors are aimed at reducing the worst criticality of their neighborhood, a criticality
decrease should be observed over the cycles.
Figure 7.3 shows the evolution of the average criticality for the five farms by box plots. As
a reminder, in a box plot the ends of the box represent the first and third quartiles (Q1 and Q3)
while the second quartile (Q2) is marked by a line inside the box. The length of the whiskers
(i.e. the lines extending vertically from the box) corresponds to 1.5 times the interquartile
range (Q3-Q1). For each wind farm, for each execution (representing an hour and a date), the
average of the criticalities of all WTH agents in the farm is calculated at each cycle. However,
the number of cycles completed is different between each execution and between each farm.
We therefore normalized the data in the graph so that cycle #0 always corresponds to the
beginning and cycle #1000 always to the end (even if in reality the execution required less
cycle time). To facilitate visualization, the boxes represent intervals of 50 cycles.
Overall in this graph, over the cycles, a significant and progressive decrease in criticality
can be observed in the five farms. Note that the size of the boxes and whiskers allows to
estimate the variability of the criticality. For example, the most left-handed boxes are often
large, meaning that the initial criticality is very variable. This is because, depending on the
initial situations, the constraints between the wind turbines can almost already be respected,
which leads to a low average criticality. There are differences between the farms. Indeed, the
boxes are higher on wind farms with more wind turbines (especially A and E), meaning that
the criticality is generally higher.
Table 7.3 summarizes the average criticality in the first and last cycles. On average, the
criticality decrease is between 27 and 36%. It can also be seen from this table that the initial
and final criticalities are higher in farms A and E. One explanation is that the number of wind
turbines logically increases the number of constraints to be respected, which are themselves
represented in criticality.
Table 7.3 — Average first and last cycle criticality for each farm.
Average criticality
Farm
A B C D E
First cycle 49.63% 35.62% 41.27% 36.12% 46.44%
Final cycle 13.55% 7.38% 10.72% 8.11% 12.99%
Difference -36.08% -28.24% -30.55% -27.51% -33.45%
We can conclude that the cooperative local behavior of agents leads to an overall decrease
in criticality. Their local objective, which is to modify the forecast by taking into account
interdependencies with neighboring wind turbines, is therefore respected.
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Figure 7.3 — Criticality evolution.
7.2.4 Relationship between criticality and forecast error
We have previously observed that the behavior of agents has led to an overall decrease
in criticality. However, the overall goal of the system is also that the change in the forecast
should lead to a decrease in error. It is therefore important to study the link between criticality
and forecast error.
Figure 7.4 shows the error improvement as a function of the criticality improvement
for the five farms. For better visibility, the points represent the average of 5% criticality
improvement intervals. The relationship between error and criticality improvements is
globally increasing on the five farms. This is particularly noticeable in all farms for an
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Figure 7.4 — Relationship between error improvement and criticality improvement
(average over 5% intervals).
improvement in criticality between 20% and 60%.
Error degradations can be observed for farms B, C and E for major criticality
improvements (greater than 70%). In fact, these averages are based on very few examples
(about 0.05% of the forecasts) and are not representative. Moreover, it can be seen that
when criticality is slightly improved, the error also varies slightly. In fact, little change in
criticality often means that the forecast has not changed much, so the error improvement (or
degradation) is small.
From this, it can be concluded that there is a global decrease of the error and that this
improvement is rather correlated, with some exceptions, to the improvement in criticality.
7.2.5 Number of cycles and convergence
The system is considered convergent if its agents have converged on a forecast and no
longer modify it for 5 cycles. If this is not the case, the system has not converged and is
stopped at 3000 cycles.
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We calculated the total number of cycles required for each forecast performed and then
plotted the distribution histogram in figure 7.5. The scale of the y-axis is not displayed so as
not to disturb the visualization, it is the shape of the curve in relation to the number of cycles
that interests us. The x-axis is limited between 0 and 500 cycles because this represents the
vast majority of the data and the curves continue to decrease afterwards. In farms B, C, D and
more marginally in A, distributions of similar shape with a different amplitude are observed.
On these farms, we observe that the majority of executions end in a small number of cycles
(between 30 and 100 depending on the farms). The shape of the distribution histogram of
farm E has similar characteristics as the others but is globally flatter.
There is a large difference in “horizontal amplitude” between the farms. For example,
farm D rarely ends after 100 cycles while farm E exceeds 500. This is partly due to the
difference in the nominal power of the farms (e.g., 800 kW for D and 2300 kW for B). Since
the increment value is fixed, a higher power leads to a greater number of cycles because there
is more “distance” to cover to reach the objective. A large number of wind turbines can also
lead to a larger number of necessary cycles because the system only stops when all the agents
have converged. Indeed, the highest number of cycles are observed on farms A and E which
are respectively composed of 15 and 12 wind turbines.
Figure 7.5 — Distribution histograms of number of cycles on AMAWind-Turbine.
Concerning convergence, the maximum number of cycles reached is 1875 for farm E and
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1067 for farm A. As the limit was 3000 cycles, the system has always converged and never
had to be stopped before convergence.
7.3 Evaluation of forecast accuracy
The previous section has shown that the agents behavior led to a decrease in criticality
and a decrease in error in comparison to the initial situation of the system. However, it
is important to compare the error obtained with other state-of-the-art methods to truly
assess the quality of our forecasting system. In this section we first select and present three
forecasting methods as a reference, present the errors obtained on the five farms with these
methods, and then detail the results.
7.3.1 Reference forecasting methods
In order to evaluate the forecasts provided by AMAWind-Turbine we must compare it
with methods that have already proven their worth. To do this, we compared the results
obtained with AMAWind-Turbine with those provided by three methods:
3 The first method is a naive forecasting method which gives an overview of the error
obtained with little knowledge. It is based on the power curve, i.e. the graph representing
the wind speed-production relationship, which is provided by the turbine manufacturer.
With a wind speed forecast at wind turbine height, we obtain a production forecast
without having to train the model on a production history. The forecasts have a low
accuracy but this method gives an overview of the error obtained with almost no
knowledge.
3 The second method involves learning on data but does not use production data from
wind turbines. We use a standard machine learning method to predict production.
In order to compare ourselves to only one method of this type, while there are many
algorithms available, we experimentally select the method most suitable for our data in
the following section (7.3.1.1).
3 Finally, the last method also aims to integrate the interdependencies between the
production of wind turbines in the production forecast of a wind farm. This method is
described in section 7.3.1.2.
7.3.1.1 Choice of a machine learning algorithm
Several machine learning methods have already been introduced in section 2.4.2 and we
have decided to select the most efficient one on our data to serve as a comparison method.
The first step was to pre-select five popular algorithms that are implemented in the scikit-learn
library [181], and therefore are easy to use. Then, the parameters of these models were chosen
by grid-search i.e. by evaluating all the combinations of parameters within a predefined set.
Finally, we trained the five models on the weather forecasting and production history of
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one wind turbine in each farm for evaluating the error on the entire history by a 10-fold
cross-validation.
Below, we briefly present each model with the parameters by default, specified in the
documentation [182]–[186], or the parameters chosen when different from the former. Then
the errors are compared to choose the method that will be used to serve as a comparison with
AMAWind-Turbine.
3 Linear Regression (LR): linear regression attempts to model the relationship between
input variables and an output variable by fitting a linear equation to observed data. As
seen in equation 2.8 of section 2.1.2.4, there is a cubic relationship between production
and wind. Therefore, with regard to the weather parameters presented in section 6.2.2,
we add the cube of the wind speed to the data on which the model is training.
3 Multi-Layer Perceptron (MLP): an MLP is a class of feed-forward artificial neural
networks composed of at least one hidden layer.
Parameters: the solver for weight optimization is an optimizer in the family of quasi-
Newton methods (lbfgs), the maximum number of iterations is set at 100 and there is one
hidden layer of 50 neurons.
3 Random Forest (RF): random forest is a bagging method that consists in building a
multitude of independent decision trees at the time of training and calculating the
average forecast of individual trees.
Parameters: the number of trees in the forest is set at 150.
3 Gradient Boosting Machine (GBM): gradient boosting is a boosting method which
produces a prediction model in the form of an ensemble of weak prediction models,
typically decision trees. It builds the model in stages unlike bagging methods and
generalizes them by allowing the optimization of an arbitrary loss function.
Parameters: the loss function to be optimized is the least absolute deviation (lad) and the
number of boosting stages to perform is set at 125.
3 Support Vector Machine (SVM): in SVM, classifications are done by finding an
Optimum Separating Hyperplane (OSH) which maximizes the minimum distance
between the classes. In particular, when an OSH cannot be found in the original space, a
nonlinear and high-dimensional mapping should be applied. The notion of OSH can be
extended to regression problems.
Parameters: the penalty parameter C is set at 110 and the kernel coefficient is set at 0.004.
After the training of the five models on the weather forecasting and production history
of one wind turbine in each farm, the NMAE obtained were those presented in table 7.4.
According to them, the Gradient Boosting Machine method outperforms all other approaches
on all farms. Although a few percent improvement seems little, the difference in error
is considerable if the forecast is applied to large wind farms. For example, wind power
production in France was 27800 GWh in 2018 [21], therefore 1% error gives 278 GWh
corresponding to about 18500 households (assuming that a house of 100 m2 with 4 people
consumes 15 MWh per year). It should be noted that there are significant differences between
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Table 7.4 — NMAE of the different machine learning methods for the five wind farms.
GBM LR MLP RF SVM
A 9.64 13.25 11.31 10.49 10.79
B 8.31 11.48 9.8 8.88 9.12
C 8.68 11.67 10.43 9.19 9.27
D 7.84 11.62 10.03 8.65 8.18
E 12.83 16.29 14.88 13.66 13.75
Mean 9.46 12.862 11.29 10.17 10.22
the farms, between D and E for example. This is explained by the complexity of the terrain
making weather forecasting more difficult and by the capacity factor (a farm that produces
less will have an artificially reduced error due to normalization by the nominal power of the
farm).
Therefore, only the Gradient Boosting Machine method will be used in the following
experiments. In addition, it is generally known to require little parameter tuning and to be
robust to erroneous data and overfitting.
7.3.1.2 Method integrating interdependencies
The method proposed by [125], and already briefly presented in section 2.5.1, is a work
close to that of this thesis. The authors propose, as we do, to predict the production at the
wind turbine scale. However, the final wind farm forecast is a linear combination of these
forecasts performed by the LASSO algorithm.
This method is a stacking method, i.e. a first prediction is made with a model and a second
model weights the first predictions. Their first model is GBM because it is the model that
worked best in the paper and the stacking method is the LASSO (Least Absolute Shrinkage
and Selection Operator) linear regression algorithm. As the second model trains from the
outputs of the first model, the wind turbine forecasts are obtained for the entire history by
cross-validation.
A linear model for the quantity yt we are attempting to forecast is the weighted sum of





βixi,t + et (7.1)
where the weights β = [β1, ..., βp]> are unknown parameters to be estimated by the LASSO
algorithm.
The paper compares two weighting methods based on linear models: WS (Weighted Sum)
and CWS (Conditional Weighted Sum). The particularity of the CWS method is that it takes





ωi(θ)xi,t + et (7.2)
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where ωi(θ) are the weights that are dependent on θ.
Instead of simply summing the forecasts of each wind turbine to obtain the farm forecast,
the CWS method makes a weighted sum that depends on the predicted wind direction. In
the paper, the CWS method gives better results than the WS method, therefore we chose to
adopt it as weighting method.
7.3.2 Forecast errors
The results obtained are shown in table 7.5 and are divided into NMAE (Normalized
Mean Absolute Error) and NRMSE (Normalized Root Mean Square Error). As a reminder, the
PC method is based on theoretical power curves of wind turbines, the GBM method predicts
production directly to the entire wind farm by gradient boosting machine, the CWS method
predicts separately the production of wind turbines and aggregates them by a weighted sum,
and finally the AMAW-T method corresponds to the forecasts obtained by operating the
AMAWind-Turbine system. These results are obtained by cross-validation, i.e. the model
learns and predicts on two disjoint subsets from the data history and the operation is repeated
until forecasts are obtained on the entire data history. NMAE and NRMSE are calculated
directly on the entire history and the lowest errors for each farm are shown in bold.
Table 7.5 — Results in terms of NMAE and NRMSE for the five farms.
Method
Farm
A B C D E Mean
NMAE (%)
PC 10.32 11.71 10.54 11.33 16.92 12.16
GBM 9.09 7.92 8.11 7.81 12.02 8.99
CWS 8.93 7.86 8.06 7.76 11.08 8.74
AMAW-T 8.86 7.87 8.08 7.65 10.92 8.68
NRMSE (%)
PC 15.88 17.08 16.28 18.17 24.41 18.37
GBM 13.90 11.82 12.29 13.24 16.82 13.62
CWS 13.52 11.76 12.25 13.13 15.77 13.29
AMAW-T 13.48 11.78 12.3 12.87 15.47 13.18
The PC method obtains results that are 3 and 5% higher in terms of NMAE and NRMSE
than other methods. This is not surprising because this forecast does not involve the learning
of a model from data.
For the other three methods, it can be seen that both the CWS and AMAW-T methods,
using production data at turbine level, obtain significantly lower errors than GBM (on average
0.28% of NMAE and 0.39% of NRMSE). By linking these results to the characteristics of the
wind farms in table 6.1, a relationship can be observed between the improvement and the
number of wind turbines in the farms. Indeed, the greatest improvements are obtained for
wind farms E, A and D, which are composed of 12, 15 and 10 wind turbines respectively.
These results reflect a real contribution of data at the wind turbine scale to the wind power
forecasting at farm level.
Concerning the two methods CWS and AMAW-T, on average the AMAW-T method
obtains the lowest errors, closely followed by the CWS method (the difference is 0.06% of
NMAE and 0.11% of NRMSE). Concerning the results at the farm level, we observe that
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AMAW-T obtains the lowest errors for farms A, D and E while CWS has the best results for B
and C by a very small percentage (on average 0.015% of NMAE and 0.035% of NRMSE).
We can conclude that methods that integrate interdependencies between wind turbines
reduce the forecasting error. In addition, AMAW-T reduces the error compared to CWS on
average, but this improvement is small.
7.3.3 Detailed results
We have studied above, with table 7.5, the error computed on the whole history. As
the forecasts are made by 10-fold cross-validation, it is also interesting to study the results
obtained for each of the subsets. Tables 7.6 and 7.7 show the NMAE and NRMSE performed
on the 10 subsets for each wind farm. The interest of these detailed results is to make it
possible to determine whether the improvement obtained on average is homogeneously
distributed or corresponds to a significant improvement in specific cases. This allows, for
example, to use a model only for certain situations where it is more efficient.
For better readability, only the results of the GBM, CWS and AMAW-T methods are
displayed, the PC method obtaining much higher errors for each subset. As the farm data
do not cover exactly the same dates, the subset does not necessarily correspond to the same
periods between each farm. Thus, the five main rows of the table must be interpreted
independently. Note that for NMAE, the “Mean” column is equivalent to the farm error in
table 7.5 because the error calculation is linear (i.e the average of the errors obtained on the
10 subsets is equal to the average of the errors on the whole set). However, for NRMSE, the
means are different due to the non-linearity of the quadratic error.




1 2 3 4 5 6 7 8 9 10 Mean
A
GBM 9.46 7.21 7.92 11.32 11.29 10.96 6.06 10.21 7.9 8.52 9.09
CWS 9.2 7.37 7.81 11.16 11.09 10.82 5.92 9.92 7.63 8.35 8.93
AMAW-T 9.17 7.19 7.78 11.17 11.05 10.77 5.79 9.76 7.63 8.34 8.86
B
GBM 8.74 6.29 8.15 7.71 7.6 10.1 8.3 8.68 6.09 7.56 7.92
CWS 8.69 6.15 8.13 7.58 7.47 10.09 8.31 8.57 6.06 7.54 7.86
AMAW-T 8.74 6.11 8.28 7.6 7.48 10.16 8.31 8.56 6.02 7.46 7.87
C
GBM 8.84 7.43 9.54 6.16 7.5 11.32 8.56 7.21 7.94 6.64 8.11
CWS 8.77 7.42 9.41 6.14 7.49 11.26 8.5 7.17 7.83 6.61 8.06
AMAW-T 8.75 7.3 9.49 6.26 7.43 11.24 8.66 7.14 7.88 6.6 8.08
D
GBM 10.04 6.31 7.74 6.12 6.88 9.28 9.66 7.73 7.23 7.1 7.81
CWS 10.0 6.31 7.58 6.06 6.88 9.24 9.66 7.63 7.15 7.12 7.76
AMAW-T 9.85 6.28 7.58 5.94 6.76 9.15 9.44 7.5 7.06 6.93 7.65
E
GBM 14.95 13.86 13.7 9.71 11.44 13.39 12.56 10.19 10.36 10.08 12.02
CWS 14.0 12.05 13.31 8.65 10.48 12.53 11.74 9.33 9.51 9.19 11.08
AMAW-T 13.39 12.11 13.26 9.05 10.48 12.1 11.53 9.15 9.14 9.01 10.92
Concerning NMAE, in table 7.6, it can be seen that for farms A and D, where the AMAW-T
method achieves better results on average, the majority of subsets obtain lower or almost
equal errors. This is also true for farm E where there is however a subset where the CWS
method is more accurate. For farms B and C, where the CWS and AMAW-T methods obtain
similar average errors, the two methods obtain the best results in about half of the subsets
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each.




1 2 3 4 5 6 7 8 9 10 Mean
A
GBM 14.4 11.41 12.79 15.78 16.57 16.12 9.57 15.54 12.01 13.03 13.72
CWS 13.69 11.66 12.07 15.8 16.2 15.58 9.3 14.79 11.52 12.89 13.35
AMAW-T 13.72 11.45 12.11 15.81 16.19 15.6 9.12 14.63 11.54 12.86 13.3
B
GBM 12.98 9.33 12.23 11.18 11.39 14.31 12.64 12.87 9.0 11.23 11.72
CWS 12.88 9.16 12.3 10.98 11.21 14.31 12.64 12.77 8.97 11.28 11.65
AMAW-T 12.93 9.14 12.48 11.02 11.24 14.35 12.65 12.73 8.94 11.21 11.67
C
GBM 13.68 11.52 14.13 9.65 11.28 15.88 12.5 11.08 11.87 9.97 12.16
CWS 13.62 11.52 14.01 9.6 11.3 15.88 12.38 11.1 11.78 10.0 12.12
AMAW-T 13.6 11.34 14.12 9.83 11.28 15.86 12.65 11.06 11.9 10.04 12.17
D
GBM 16.26 11.39 12.09 10.17 12.5 14.63 15.88 13.69 12.17 12.33 13.11
CWS 16.16 11.38 11.86 10.06 12.42 14.51 15.78 13.53 11.97 12.33 13.0
AMAW-T 15.78 11.19 11.76 9.81 12.1 14.25 15.42 13.25 11.81 12.02 12.74
E
GBM 20.68 18.75 18.79 13.62 16.0 17.96 17.16 14.42 15.15 14.19 16.67
CWS 19.13 16.89 18.29 12.27 14.76 17.04 16.48 13.75 14.4 13.2 15.62
AMAW-T 18.12 17.08 17.89 12.77 14.66 16.32 16.36 13.51 13.83 12.94 15.35
In terms of NRMSE, in table 7.7, the results follow the same trend but are less marked.
For farms D and E, the AMAW-T method confirms that it achieves the best results on almost
all subsets. For farms B and C, the three methods are very similar and even the GBM method,
which predicts directly production to the farms, gets errors slightly less than or equal to
the others. This observation is also visible for farm A where the differences with the GBM
method are however higher.
Therefore, our study leads us to conclude that the improvement obtained by the AMAW-T
method on farms A, D and E is fairly homogeneous because the majority of the subsets of the
10-fold cross-validation have lower errors than the other methods. However, it also confirms
that the AMAW-T method leads to results equivalent to the reference methods for smaller
farms.
7.4 General synthesis
In chapter 4, we designed AMAWind-Turbine which is an Adaptive Multi-Agent System
(AMAS) designed to forecast the production of a wind farm by taking into account the short-
scale interdependencies between wind turbines. In this system, the wind turbine forecasts are
all built at the same time and depend on each other. In this chapter, we conducted experiments
to verify the proper functioning of the system, to study various proposed hypotheses and to
evaluate the forecast error. The experiments were conducted on real historical data provided
by Boralex, a customer and partner of *SWIFT. The wind farms were chosen to represent
several possible situations in terms of environmental conditions as well as the number, layout
or type of wind turbines.
In section 7.2, we first assessed the impact of different initial forecasts and concluded
that the best choice was an initial forecast called “consistent” which is a value predicted by
a machine learning algorithm. The interest is to converge more quickly towards the final
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solution. We then measured AMAWind-Turbine computation times and concluded that the
system generates forecasts in an acceptable time and can therefore be used in an industrial
context. The study of the evolution of criticality then showed that the overall criticality of
the system decreases. This confirms that the cooperative behavior of the selected agents
leads to a proper functioning of the system. We have also shown that a decrease in criticality
leads to a decrease in error. This allows to validate the choice of the criticality function based
on probabilistic forecasts. Finally, we studied the number of cycles required to converge
agents towards a final forecast. We concluded that in most cases, few cycles were enough to
converge and that the system always converges according to our criteria.
Section 7.3 presented different forecasting methods and compared the results with
those obtained by AMAWind-Turbine in terms of NMAE and NRMSE. The integration
of interdependencies between wind turbine production, whether via CWS or AMAW-T
methods, showed an improvement in results. This confirms that we can use this type of data
for wind farm forecasting and that it can improve forecast accuracy. The study also showed
that the improvement seems to be correlated with the number of wind turbines. This link
seems logical because the more wind turbines there are, the more interdependencies there
are between them (the extreme case being a farm with only one wind turbine where there is
therefore no interdependence).
However, the study of forecast errors showed some weaknesses in AMAWind-Turbine.
Indeed, as mentioned above, for small wind farms such as B and C, the accuracy of forecasts
is very little improved compared to a method, such as GBM, that directly forecasts production
for the entire wind farm. In addition, when the AMAW-T method obtains the lowest error
among the methods tested, for example for farms A, D and E, the results are very similar to
those of the CWS method.
A question to be asked, especially in an industrial context, is whether the slight
improvement obtained thanks to AMAWind-Turbine justifies the means implemented. From
our point of view, AMAWind-Turbine remains an original forecasting method that has shown
satisfactory results in terms of error. Moreover, it is a fairly simple system to set up, without
any special knowledge required in wind power forecasting.
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8 AMAWind-Farm Experiments
This chapter presents the experiments carried out on AMAWind-Farm and discusses
the results obtained. It follows the model of chapter 7, therefore the common points are
not explained again in detail and only the differences are given. First, the experimental
conditions are described and then the evaluation of the system is divided into two parts:
validation of its functioning, and analysis of the results obtained. A general synthesis finally
points out the properties and limitations of AMAWind-Farm.
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8.1 Description
As indicated in section 6.2.1, data are available for five wind farms. However, as the farms
are heterogeneous, a first study is carried out in section 8.2.1 in order to select the farms on
which we will carry out the experiments. A set of farms forms a “region”.
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As mentioned in section 5.3, all the farms are neighboring each other. The system is only
started once and predicts production for all farms simultaneously. Each farm is connected to
a single central grid point.
The impacts of the different normalization possibilities, presented in section 5.4.1, are
analyzed in section 8.2.2. To obtain the probability forecasts used to calculate the neighboring
criticality (corresponding to two neighboring farms), the Gradient Boosting Machine models
are trained with the weather forecasts of the two neighboring farms.
The Nrate value, described in section 5.4.2, defines the rate of the nominal power that
corresponds to the increment. We decide to set it at 2000, i.e. it will require a minimum of
2000 cycles to decrease or increase the initial forecast of the nominal power of the farm. This
choice is large enough to obtain a precise forecast while avoiding excessive computation time.
To avoid stopping the system before it converges, the maximum number of iterations is set at
3000.
An example of a forecast calculation for the region at a given date and time (on 02/04/2015
at 05:00) is shown in figure 8.1. The graph plots the forecast and criticality of each Farm Hour
agent according to the cycle number. Each agent modifies its forecast at each cycle, and this
makes its criticality change. In this example, an agent may increase or decrease its forecast by
Pnom
Nrate
(e.g., for farm A, this corresponds to a value of 15kW), making the forecast vary little;
however, we can see that the criticalities of the five agents decrease until they converge to a
value between 3 and 5%.
Figure 8.1 — Criticality and forecast evolution as a function of the cycles on five Farm
Hour agents.
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8.2 System validation
AMAWind-Farm is a system that has also been designed from the bottom up, first by
defining the entities, their behaviors and then how they can interact with each other. The
system validation consists in studying the overall behavior of the system in order to verify its
consistency with its objectives.
This section presents criteria specific to AMAWind-Farm: the wind farm selection as
well as the study of the different cases of normalization of the criticality function. Then, it
follows the same path as section 7.2 by studying the impact of an initial forecast change, the
computation times, the evolution of criticality, the relationship of criticality with the forecast
error and the convergence of the system.
8.2.1 Wind farm selection
In the AMAWind-Turbine system, all wind turbines have highly correlated productions
because they are located very closely and controlled in the same way. In AMAWind-Farm,
this is not the case and we have seen in figure 3.7 that the correlation coefficients are very
different between the farms. Since our system is based on the cooperative behavior of the
agents representing the farms, we have the intuition that the resolution will not work (or not
so well) for farms that are too different.
By testing the AMAWind-Farm system on all five farms together, we obtained an increase
in error (compared to the initial value) of 0.23%. This means that our system, by trying to
solve the constraints of production difference between the farms, has degraded the quality of
the forecast.
We therefore decided to choose the farms A, B and C, which are the three most correlated
of the five farms. On this set of farms, AMAWind-Farm almost does not reduce the error
but does not degrade it (a decrease of 0.01% of NMAE). However, this study was conducted
without the normalization described in section 5.4.1. The different normalization scenarios
are tested in the next section.
8.2.2 Impact of the normalization
In order to deal with the strong heterogeneity in size of the farms, we have decided
to modify the criticality function of the agents. In this section we test four scenarios of
normalization:
3 L-N (standard Local – standard Neighboring): no normalization.
3 NL-N (Normalized Local – standard Neighboring): normalization only on local
subcriticality.
3 L-NN (standard Local – Normalized Neighboring): normalization only on neighboring
subcriticality.
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3 NL-NN (Normalized Local – Normalized Neighboring): normalization on both local
and neighboring subcriticalities.
Figure 8.2 summarizes these four possible cases of normalization by presenting the
different factors ϕ used for each farm based on the equation 5.1 seen in section 5.4.1. Farms
A, B and C have a nominal power of 30750 kW, 9200 kW and 8000 kW respectively. Their
factors ϕ will therefore be 0.26, 0.96 and 1.
Figure 8.2 — The four scenarios tested and the factors ϕ applied to subcriticalities.
Table 8.1 summarizes the different criteria already studied (computation times,
convergence rate, criticality decrease and error decrease) for the four different scenarios.
Table 8.1 — Validation indicators according to the normalization applied.
Case L-N NL-N L-NN NL-NN
Computation times (HH:MM) 00:43 01:05 00:40 00:40
Convergence rate 100% 100% 100% 100%
Average first cycle 25.21% 25.08% 19.61% 19.02%
Average final cycle 11.08% 9.47% 9.8% 8.34%
Difference first/final 14.13% 15.62% 9.81% 10.67%
Error decrease -0.01% -0.19% -0.08% -0.01%
In terms of performance, the NL-N normalization is slower (one hour instead of about 40
minutes) than the others. All experiments achieved a convergence rate of 100%, regardless of
the normalization scenario.
The average initial criticality is lower when the neighborhood subcriticality is normalized
(cases L-NN and NL-NN). This implies that it is often the neighborhood subcriticality that
increases the total criticality in the first place. This behavior is consistent because the initial
forecast is chosen to satisfy local criticality first (consistency with weather forecasts at farm
location) and not neighborhood criticality.
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The NL-N scenario has the best results in terms of error. The decrease in error is almost
negligible for the L-N and NL-NN normalizations. It can be noted that in terms of error, the
L-N and NL-NN normalizations (no normalization or both subcriticalities are normalized)
obtain the same result. By normalizing the two subcriticalities, the agents behavior leads
to the same final choices. Between the two scenarios, only the order of decisions will be
different. Indeed, in NL-NN, the FH agents linked to the farm C will a priori be the most
critical and will therefore be the first ones to see their criticality decrease.
Therefore, in the rest of the chapter, all experiments will be conducted with NL-N
normalization.
8.2.3 Impact of the initial forecast
As in section 7.2.1 of the previous chapter, we discuss the choice of the initial forecast. We
have similarly chosen the three following possible choices for the initial forecast of an agent:
3 The average production of the entire available history of the wind farm.
3 A random value within the possible production interval [0, Pnom] of the wind farm
(which is equal to the nominal power of each wind turbine in the farm times the number
of wind turbines).
3 A “consistent” value predicted by a machine learning algorithm, which corresponds to
the median P50 of the probabilistic forecasts. Unlike the first two choices, this forecast is
already the result of a model that has learned from historical data and therefore achieves
good forecast accuracy.
Table 8.2 summarizes the computation times obtained with each possible initial forecast.
Compared to a “consistent” value, we can see that the performance is degraded when a
random or an average value are chosen for this initial forecast. Therefore, a “consistent”
value will be used in the following experiments.
Table 8.2 — Comparison of computation times on AMAWind-Farm according to the initial
forecast used (HH:MM).
N records N farms Random Average Consistent
9046 3 02:17 01:51 01:05
8.2.4 Computation times
In this section we detail the calculation times already partially presented previously. We
can see in table 8.2 that the forecast was performed on 9046 records representing a total
of 3 years of history spaced by periods without data. Indeed less data were accessible for
AMAWind-Turbine because data from all the three farms had to be available at the same time.
On these data, the system takes 1 hour and 5 minutes to run. The evaluation is carried out on
the three wind farms selected, therefore each forecast takes 143 ms per farm for a given date
and time. This time is short by putting it back into an operational context where only a few
dozen records are needed each day.
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8.2.5 Criticality evolution
The evolution of the average criticality for the three farms is plotted in figure 8.3 by box
plots of 50-cycle steps. A single graph is plotted because our evaluation is carried out over a
single region made up of several farms. There is a significant decrease in criticality over the
cycles.
Figure 8.3 — Criticality evolution during the operation of the AMAWind-Farm system.
Table 8.3 summarizes the average criticality in the first and last cycles. We observe that the
overall criticality is decreasing. Compared to the results obtained with AMAWind-Turbine,
the shape of the curves are similar and the final criticalities are equivalent with an average
value of about 10%. However, here the criticality at the beginning is lower (25% against an
average of 41% previously). This is because the differences in production between wind
farms are more diffuse and less pronounced than the differences between the production
of wind turbines. This has the impact of making probabilistic predictions “wider” with
larger distances between quantiles. The consequence is that neighborhood criticalities are
less constraining (i.e. the criticality function is more extensive and does not form a peak).
Table 8.3 — Average first and last cycle criticality on AMAWind-Farm.
Average criticality
First cycle Final cycle Difference
25.08% 9.47% -15.62%
8.2.6 Relationship between criticality and forecast error
The error improvement as a function of the criticality improvement is plotted in figure
8.4 with errors averaged per 5% criticality improvement intervals. The relationship between
error and criticality improvements is globally increasing. A slight error deterioration can be
observed around 55% criticality improvement. This decrease is offset by error improvements
in other cases. Therefore, in AMAWind-Farm, there is also a correlation between criticality
and error improvement.
132 Adaptive Multi-Agent Systems for Wind Power Forecasting
AMAWind-Farm Experiments
Figure 8.4 — Relation between error improvement and criticality improvement on
AMAWind-Farm (average over 5% intervals).
8.2.7 Number of cycles and convergence
The system is considered convergent if all agents have converged on a forecast and no
longer modify it for 5 cycles. If this is not the case, the system has not converged and is
stopped at 3000 cycles. We calculated the total number of cycles required for each forecast
performed and then plotted the distribution histogram in figure 8.5.
Figure 8.5 — Distribution histograms of number of cycles required on AMAWind-Farm.
The shape of the distribution is similar to those obtained with AMAWind-Turbine shown
in figure 7.5. The system requires a small number of cycles to reach the end of the resolution,
the most frequent number of cycles required is about 30. The system converges in all cases
because the maximum number of cycles reached is 408, while the maximum we have allowed
is 3000.
8.3 Evaluation of forecast accuracy
The previous section showed that the agents behavior led to a decrease in criticality and a
decrease in error. In this section, the error is compared to those obtained by other standard
methods. The different results obtained in terms of forecast accuracy are presented here.
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8.3.1 Reference forecasting methods
The Power Curve (PC) method corresponds to the forecast obtained using the theoretical
power curve function (linking production to wind speed) provided by the wind turbine
manufacturer. We use the sum of the power curves of all the wind turbines in the farm and
take as input the wind forecast at 100m from a central grid point at the wind farm.
We have shown in section 7.3.1.1 that Gradient Boosting Machine (GBM) is the most
suitable machine learning method for our problem. We also use it as a reference method
in this section. We are building two models: GBM-F (GBM-Farm) which is trained for each
wind farm with data from a central grid point and GBM-R (GBM-Region) which is trained
directly for the region with data from the grid points of each farm.
Finally the AMAW-F method refers to the results obtained by operating the AMAWind-
Farm system.
8.3.2 Forecast errors
The results obtained are summarized in table 8.4 and are divided into NMAE (Normalized
Mean Absolute Error) and NRMSE (Normalized Root Mean Square Error). For each farm,
the lowest error is in bold. The errors of the region do not correspond to the average of the
errors because it is the sum of the forecasts compared to the total production. Thus, errors
may compensate each other: e.g., if farm A produces less than expected and farm B produces
more than expected, the total error may be zero when the model has been wrong twice. The
GBM-R method provides production forecasts directly at the regional level, therefore there is
no result corresponding at farms level in the table.
Table 8.4 — Results summary on AMAWind-Farm.
Method
Farm
A B C Region
NMAE (%)
PC 11.02 11.88 10.41 8.15
GBM-R – – – 7.16
GBM-F 9.66 8.23 8.08 6.94
AMAW-F 9.51 8.11 8.27 6.85
NRMSE (%)
PC 16.61 17.34 16.00 11.70
GBM-R – – – 10.28
GBM-F 14.42 12.24 12.25 10.07
AMAW-F 14.10 11.98 12.42 9.92
As for the experiments conducted for AMAWind-Turbine, the PC method based on the
theoretical power curve obtains significantly higher errors than the other methods, both at
the farm and regional level.
In addition, both the GBM-F and AMAW-F methods obtain significantly lower errors
than GBM-R (on average 0.27% of NMAE and 0.29% of NRMSE). As these two methods use
production data at farm level, these results reflect a real contribution of data at the wind farm
scale to the regional wind power forecast.
Concerning the two methods GBM-F and AMAW-F, on average the AMAW-F method
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obtains the lowest errors, closely followed by the GBM-F method (the difference is 0.09% of
NMAE and 0.15% of NRMSE). On average, these two methods can be considered equivalent
in terms of forecast accuracy. However, concerning the results at the farms level, we observe
that AMAW-F obtains the lowest errors for farms A and B while GBM-F has the best results
for C. For the three farms, the differences in error between the two models are significant (on
average 0.15% of NMAE and 0.25% of NRMSE).
Although the AMAW-F method does not always obtain the best results, the fact that both
methods are significantly better on particular farms is still interesting. Indeed, if it is possible
to distinguish situations where one method is better than another, it is sufficient to create
a meta-model selecting the right method at the right time (such as the stacking methods
presented in section 2.4.2.4). In our example, this corresponds to the use of AMAW-F to
predict the production of farms A and B, and GBM-F for farm C. We have tested this meta-
model, it obtained a regional error of 6.81% of NMAE and 9.85% of NRMSE (respectively a
decrease of 0.04% and 0.07%) and therefore allowed the error to be reduced slightly further.
8.3.3 Detailed results
Similar to the previous chapter, we also detail errors for each subset of the 10-fold cross-
validation. Tables 8.5 and 8.6 present the errors in terms of NMAE and NRMSE respectively.
For better readability, only the results of the GBM-R, GBM-F and AMAW-F methods are
displayed, the PC method obtaining much higher errors for each subset. Since the GBM-R
method predicts production directly at the regional level, errors can only be computed for
the region.
Concerning NMAE, in table 8.5, the detailed results confirm that the AMAW-F method
obtains lower errors for farms A and B than GBM-F on a majority of subsets. The opposite is
also true for farm C. At the regional level, the AMAW-F method also achieves the best results
on a majority of subsets.




1 2 3 4 5 6 7 8 9 10 Mean
A
GBM-F 9.54 7.81 9.23 11.46 12.64 11.2 6.02 11.75 8.42 9.45 9.75
AMAW-F 9.48 7.7 9.03 11.14 11.78 11.32 5.86 10.96 8.5 9.34 9.51
B
GBM-F 7.66 7.24 8.01 10.15 10.12 8.97 6.73 9.65 6.7 7.12 8.24
AMAW-F 7.47 7.12 7.96 9.96 9.95 8.87 6.76 9.34 6.64 7.04 8.11
C
GBM-F 8.08 5.9 7.19 10.97 11.59 7.6 5.45 10.77 7.47 5.8 8.08
AMAW-F 8.18 5.92 7.41 11.5 11.88 7.7 5.45 10.94 7.59 6.13 8.27
Region
GBM-R 7.07 5.85 6.87 8.5 9.02 8.1 4.73 8.52 6.25 6.66 7.16
GBM-F 6.72 5.59 6.71 8.18 9.07 8.0 4.55 8.0 6.11 6.5 6.94
AMAW-F 6.7 5.51 6.6 7.98 8.59 8.05 4.45 7.92 6.14 6.52 6.85
In terms of NRMSE, in table 8.6, the results follow the same trend. For farms A and B, the
AMAW-F method confirms that it achieves the best results on almost all subsets. For farm C,
it is the same, but for the GBM-F method. For the region, the AMAW-F method achieves the
best results on a majority of subsets.
Therefore, our study leads us to conclude that the improvement obtained by the AMAW-F
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1 2 3 4 5 6 7 8 9 10 Mean
A
GBM-F 13.81 12.14 14.2 15.72 17.65 15.81 9.19 16.71 12.71 14.29 14.22
AMAW-F 13.87 11.89 13.86 15.15 16.87 15.8 8.92 16.17 12.51 14.17 13.92
B
GBM-F 11.33 10.73 12.09 13.97 14.84 13.02 10.03 14.43 9.93 10.77 12.11
AMAW-F 11.09 10.51 11.88 13.7 14.17 12.88 10.21 13.92 9.75 10.63 11.87
C
GBM-F 11.69 9.32 11.04 15.24 16.67 11.42 8.62 15.12 11.28 9.21 11.96
AMAW-F 11.94 9.3 11.23 15.53 16.85 11.41 8.58 15.21 11.48 9.78 12.13
Region
GBM-R 10.32 8.64 10.23 11.27 12.36 11.08 7.06 12.04 8.85 9.71 10.16
GBM-F 9.68 8.51 10.16 10.93 12.53 10.95 6.73 12.23 8.6 9.7 10.0
AMAW-F 9.73 8.39 9.92 10.72 11.98 11.01 6.59 11.35 8.71 9.59 9.8
method on farms A and B is fairly homogeneous because the majority of the subsets of the
10-fold cross-validation have lower errors than the GBM-F method. It is also true that the
GBM-F method has lower errors on the majority of subsets for farm C.
8.4 General synthesis
In chapter 5, we designed AMAWind-Farm which is an Adaptive Multi-Agent System
(AMAS) designed to forecast the production of a region (i.e. several wind farms) by taking
into account the large-scale interdependencies between wind farms. In this system, the wind
farm forecasts are all built at the same time and depend on each other. In this chapter, we
conducted experiments to verify the proper functioning of the system, to study various
proposed hypotheses and to evaluate the forecast error.
In section 8.2, some experiments were carried out only on AMAWind-Farm. Firstly, we
tested the system on the five farms and on the three most correlated farms, this led to a
deterioration and a slight improvement in the error rate respectively. Therefore, we continued
the evaluations with only the three most correlated farms so that farms with independent
productions would not degrade the predictions of the others. Then, we evaluated the impact
of a change in the criticality function of agents with several normalization scenarios with a
factor ϕ depending on the nominal powers of the farms. The study concluded that the best
results were obtained for the NL-N scenario, where only the local subcriticality is normalized.
To avoid measuring correlations and automatically choosing the best farms to be included in
a forecast, one possible automatic solution would be for the system alone to ignore a farm
that degrades the overall forecast.
Then, as in the previous chapter, we assessed the impact of different initial forecasts, we
measured AMAWind-Farm computation times, we studied the evolution of criticality and the
relationship between criticality and forecast error, and we finally assessed the convergence
of the system. These experiments led to the same conclusions as for the AMAWind-Turbine
system, which is the proper functioning of the system.
In section 8.3, we presented different forecasting methods and compared the results
with those obtained by AMAWind-Farm in terms of NMAE and NRMSE. The integration of
interdependencies between wind farm production, whether via GBM-F or AMAW-F methods,
showed an improvement in results. This confirms that we can use this type of data for
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regional forecasting and that it can improve forecast accuracy. However by detailing the
errors obtained per wind farm, it became clear that the result was uneven. Indeed, although
the AMAW-F method achieves the best results for farms A and B, it is the GBM-F method
that reduces the error the most for farm C. Since the results differ significantly from one farm
to another, this counter-performance can be compensated by a meta-model that chooses the
method to be used according to the situation.
In conclusion, we can raise the same question as in section 7.4 for AMAWind-Turbine
concerning the justification of such a system for the relatively small improvement achieved.
The improvements obtained being of the same order of magnitude, we can also answer that
this method is first successful in reducing the error, even slightly, and then, that its originality
opens the way for forecasting methods based on a decentralized approach.
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Conclusion and Perspectives
This thesis was devoted to the study of wind power forecasting methods. With the strong
growth of renewable energies, this challenge, which was a minor problem, has come to
the forefront. In this last chapter, we summarize the different points discussed throughout
this thesis. We then detail the contributions to wind power forecasting and to AMAS. We
conclude by offering some interesting work perspectives.
General Conclusion
The study on the energy sector showed a heavy dependence on fossil fuels available in
limited quantities and a threat of a major climate change. These two points are leading to
an increase in renewable energy, particularly wind energy, which has the disadvantage of
being intermittent and variable. As supply is not controllable, changes in demand can lead
to an energy surplus or shortage. In the absence of sufficiently mature, cost-effective and
available technologies to store energy, improving wind power forecasting models seems to
be a necessity to support the integration of renewable energy.
Chapter 2 provided a theoretical study on wind, the functioning of wind turbines
and the specificity of the wind power forecasting problem. It described the two main
prediction approaches: physical models, based mainly on fluid dynamics and statistical
models based on historical data without necessarily understanding meteorological models.
Then, it highlighted the strong spatial dependencies between the production of wind turbines
from the same wind farm or between the production of wind farms from the same region.
An analysis of the forecasting models commonly used by companies was conducted using
multiple criteria including the ability to handle dynamics, forecast accuracy or the integration
of spatial interdependencies. This study showed that, on the one hand, statistical approaches
meet many criteria but rarely take spatial interdependencies into account in forecasts. On
the other hand, interdependencies are taken into account by physical approaches, which
nevertheless tend to be less precise and are gradually being neglected.
The distributed, open and dynamic nature of our problem has led us to become interested
in Multi-Agent Systems (MAS). More specifically, in chapter 3, we studied Adaptive Multi-
Agent Systems (AMAS) which are a specific type of MAS that enables a system to perform
complex behavior by emergence from the local cooperative behavior of agents with simple
logic. The need for consistency between forecasts, the natural distribution of the problem
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and the need to adapt the model to inaccurate and heterogeneous data made us identify
AMAS as a potential approach for a wind power forecasting method taking into account the
interdependencies between wind turbines and wind farms.
In chapter 4, we presented AMAWind-Turbine which is an AMAS dedicated to predicting
the production of a wind farm by taking into account the interdependencies between wind
turbines. In this system, wind turbines are agents that act cooperatively with their neighbors,
i.e. the nearest wind turbines, to provide consistent forecasts between them. One of the
particularities of this system is that the criticality, the value that guides agents actions towards
their own objectives, is built from probabilistic production forecasts. The criticality of each
agent is divided into local and neighboring subcriticalities which respectively allow to take
into account in the forecast the wind turbine own production history as well as the history of
production differences with neighboring wind turbines.
Chapter 5 described AMAWind-Farm, a similar system to AMAWind-Turbine applied
to predicting the production of a region, i.e. a set of wind farms, based on farm data. The
main difference is a change of scale because the agents are, in this case, wind farms that
cooperate to predict the production of a region. In addition, wind farms are different in terms
of location, size and operation, unlike wind turbines in the same farm. This heterogeneity of
agents has led to a change in criticality that requires normalization depending on the size of
the farms.
In chapter 6, production and weather forecast data have been described in detail. In
order not to disturb the results with parameters that are outside the scope of this thesis,
erroneous records or records corresponding to maintenance or failure cases have been filtered.
The evaluation methodology has been described by the presentation of the 10-fold cross-
validation as well as by the description of the different criteria. These latter concerned
both the proper functioning of the systems and the accuracy of the forecasts obtained in
comparison with other methods. As this thesis is co-supervised by *SWIFT, this last point is
very important because our research addresses a very practical need.
For the AMAWind-Turbine system, the experiments conducted in chapter 7 first discussed
the choice of the initial forecast. Then, they showed that computation times were acceptable
in an industrial context, that the cooperative behavior of the agents led to a decrease in
overall criticality and that this decrease was correlated with a decrease in forecast error.
All these elements have validated the proper functioning of the system. In the error study,
it was observed that methods that take into account the interdependencies between wind
turbines obtained better results and even more so for farms with a high number of wind
turbines. Compared to CWS, another method that also takes interdependencies into account,
AMAWind-Turbine obtains slightly lower errors on the largest farms and almost similar
results for the smallest farms.
In chapter 8, we carried out experiments on the AMAWind-Farm system and the same
conclusions were made regarding the validation of the proper functioning of the system. The
study to test AMAWind-Farm on all wind farms showed that the system was not robust to
farms with low correlation with other wind farms. Therefore, the evaluations focused on the
three farms with the most correlated production. Then, the different ways of changing the
criticality computation to compensate for the heterogeneity of the farms, and then the agents,
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was studied and this led to the choice of a normalization on only the local subcriticality. In
terms of error, we observed an improvement in the results for methods that take into account
the interdependencies between farms. Compared to GBM-F, another method that also takes
into account interdependencies, AMAWind-Farm obtained significantly lower errors for
two farms. For the last farm, it was the opposite. Since the results differ significantly from
one farm to another, we have shown that this counter-performance of AMAWind-Farm can
nevertheless be compensated by a meta-model that chooses the method to be used according
to the situation.
Contribution
Contribution to Wind Power Forecasting
This thesis contributed to wind power forecasting, the field of application, by proposing
a new method for predicting wind production. The originality of this method is that it takes
into account in the large-scale production forecast (a farm or a region) the interdependencies
between finer-scale production (respectively a turbine or a farm). These interdependencies
are induced by the strong spatial correlation of the data and provide new information to
the forecast model. This method has been applied in two systems: AMAWind-Turbine and
AMAWind-Farm dedicated respectively to forecasting a wind farm using wind turbine data
and forecasting a region using wind farm data.
Following the experiments conducted at both scales, the methods integrating the
interdependencies of wind turbines or wind farms obtained errors significantly lower than
the standard methods. The use of finer-scale data has therefore improved the forecast
accuracy. However, these data are not widely used in forecasting models because they are
not always provided by aggregators or producers, as they sometimes require more complex
infrastructure or additional resources. This work shows, that this additional information can
improve forecast accuracy. This thesis therefore contributes to justify a democratization of
these data for wind power forecasting.
In addition, on the largest wind farms and on average, AMAWind-Turbine obtained
slightly better results in terms of error than CWS, a method that also takes into account
the interdependencies between wind turbines. For its part, AMAWind-Farm obtained
significantly better results than GBM-F for two of the three farms evaluated. Therefore,
with methods using equivalent data, the results are either slightly improved or significantly
improved or degraded depending on the farm. Although these results do not revolutionize
the field of forecasting, they are encouraging. The results can be put into perspective because,
in practice, the methods used as references in this thesis already obtain lower errors on many
forecasters on benchmarks organized by aggregators and producers.
Contribution to AMAS
This thesis provides another validation of the AMAS approach in a new domain and
confirms its ability to manage complexity. The overall principle of the work presented is
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to use data at finer scales and to take into account the interdependencies between them in
order to make forecasts on a larger scale. In this thesis we apply this concept to wind power
forecasting, at two different levels, but it is general enough to apply it to other situations and
scope. In fact, the principle of our systems is sufficiently generic to apply to any hierarchical
time series forecasting problem in which time series collections must be added together in a
consistent manner.
Although learning and forecasting issues have already been processed by AMAS, in
this thesis, we have to use mostly false data. Indeed, the quality of medium-term weather
forecasts is highly variable, particularly for wind, due to the chaotic nature of the weather.
This lock has been highlighted during a preliminary study on the use of AMAS for wind
power forecasting [165]. This issue was solved by delegating part of the learning to a statistical
model adapted to this type of highly noisy data.
Another point studied in this thesis is the behavior that agents must have when the
agents of a system are heterogeneous. A similar problem has been addressed in a thesis
[187] where the author has to deal with an AMAS representing a system of system. Since the
systems are not designed by the same people, criticalities are not always comparable between
them. The proposed solution is that an agent can normalize its perception of a criticality
of a neighbor (by applying a multiplicative factor) if the neighbor does not have the same
criticality standards. In AMAWind-Farm, a similar problem of heterogeneity between farms
was solved by normalizing the criticality function by a factor depending on the size (more
precisely the nominal power) of the wind farms. Since the two methods are similar and have
improved the results, our work confirms the idea that criticality normalization is effective in
addressing agent heterogeneity issues and this enriches the AMAS theory.
Perspectives
Even though AMAWind-Turbine and AMAWind-Farm are ready to use and have shown
conclusive results during the experiments, several improvements have appeared to us during
this research work.
Concerning the heterogeneity of agents, a problem raised during this thesis is the
integration of farms with different productions in AMAWind-Farm. Indeed, during the
evaluation with five farms, we noticed that some farms tended to disrupt the cooperative
resolution and eventually led to a higher error. More formally, a first perspective of research
would be to detect disruptive agents locally and, then, managing these non cooperation
situations in order to come back to a global cooperative behavior.
Another possible follow-up to this thesis work would be to merge the two systems
AMAWind-Turbine and AMAWind-Farm in order to obtain a single system that adapts to the
data received. Communication between the wind farms and the wind turbines, each with
their own objectives, represents a challenge in the continuity of the problem of heterogeneity
between the Farm Hour agents of the AMAWind-Farm system.
The two systems have been evaluated on five wind farms and this has led to a decrease
in forecasting error. However, this improvement should be put into perspective because
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it remains low compared to the means used in this thesis. In addition, we experimentally
observed that AMAWind-Turbine obtained better results for the wind farms with the highest
number of wind turbines. The largest wind farm evaluated in this thesis consists of 15
wind turbines while there are many wind farms with several hundred wind turbines. We
therefore hypothesize that repeating the experiment on larger farms would lead to greater
improvements. Indeed, taking into account the interdependencies between wind turbines
makes more sense for large wind farms, with strong wake effects, than for a small wind farm
with four wind turbines. This research track would raise the question of the choice of the
agents neighborhoods (when the layout of the farm is not just a line).
Finally, the systems could be extended to take into account temporal interdependencies.
The initial design of the systems has already been thought in this direction by the
decomposition of the Wind Turbine Hour and Farm Hour agents into 24 hours. By following
the current method, the principle is to add in the neighborhood of an agent, the agents
forecasting the production of the same wind turbine at the previous and following hours.
The agents behavior should be adapted to this new neighborhood.
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AMAW-F – refers to AMAWind-Farm
AMAW-T – refers to AMAWind-Turbine
AMAWind-Farm – Adaptive Multi-Agent system for Wind power forecasting at Farm-level
AMAWind-Turbine – Adaptive Multi-Agent system for Wind power forecasting at Turbine-level
CWS – Conditional Weighted Sum
DSO – Distribution System Operator
F – Farm entity
FH – Farm Hour agent
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