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Abstract
We evaluate the distribution of waiting times between electrons emitted by a driven mesoscopic capacitor. Based on a
wave packet approach we obtain analytic expressions for the electronic waiting time distribution and the joint distribution
of subsequent waiting times. These semi-classical results are compared to a full quantum treatment based on Floquet
scattering theory and good agreement is found in the appropriate parameter ranges. Our results provide an intuitive
picture of the electronic emissions from the driven mesoscopic capacitor and may be tested in future experiments.
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1. Introduction
The scientific career of Markus Bu¨ttiker was devoted
to mesoscopic physics. Over several decades he made pro-
found contributions to the field. He worked on the scatter-
ing theory of electronic conductors [1, 2], dephasing [3, 4],
edge channel transport [5, 6], dynamic conductors [7, 8],
shot noise [9, 10, 11] and full counting statistics [12, 13],
electronic entanglement [14, 15], fluctuation relations [16,
17], quantum heat engines [18, 19], Majorana fermions [20,
21], as well as many other topics. Early in his career he be-
came interested in the traversal time for tunneling through
a potential barrier [22, 23]. He returned to questions con-
cerning time in quantum mechanics in some of his last
papers, where he investigated the waiting times between
electronic transfers in mesoscopic conductors [24, 25, 26].
During a sabbatical at University of Basel, he initiated
his research on the mesoscopic capacitor [27, 28, 29, 30].
The aim was to develop a quantum analogue of an RC-
circuit. Classically, a capacitor in series with a resistor
discharges on a characteristic time scale given by the RC-
time, τRC = RC. The quantum analogue proposed by
Markus Bu¨ttiker and his co-workers consists of a small
cavity connected to an electron reservoir via a quantum
point contact (QPC). One might expect this capacitor to
discharge over the RC-time given by the geometric capaci-
tance C of the cavity and the QPC resistance RQ/T , where
RQ = h/e
2 is the resistance quantum and T the transmis-
sion. Nevertheless, due to phase coherence throughout the
system, the situation turns out to be different.
At low frequencies the setup still behaves like an RC-
circuit. However, for small voltage excitations, the charge
relaxation resistance is universal and independent of the
QPC transmission. In particular, for a single-channel QPC
the charge relaxation resistance is simply half the value of
the resistance quantum
RB =
h
2e2
. (1)
This prediction has been verified experimentally [31]. Fol-
lowing a suggestion at the 27th International Conference
on Low Temperature Physics, we refer to this charge re-
laxation resistance as the Bu¨ttiker resistance [32]. The re-
sistance quantization is robust against interactions in the
cavity [33]. By contrast, the capacitance, and thus the
charge relaxation time, depend on the QPC transmission.
The physics changes if a large gate voltage is applied [34].
For a square pulse excitation, the charge relaxation resis-
tance approaches the QPC resistance and the capacitance
becomes independent of the transmission [35]. In addition,
the capacitor can be operated as an on-demand source of
coherent electrons. By lifting a filled level of the capac-
itor above the Fermi energy of the external reservoir, a
single electron can be emitted from the capacitor. As the
level is lowered, the capacitor is refilled with an electron.
By doing so periodically, a quantized AC current can be
generated [36, 34, 37]. This has paved the way for quan-
tum optics experiments with electrons [38]. In particular,
Hanbury-Brown-Twiss [39] and Hong-Ou-Mandel [37] in-
terferometry with electrons has been realized.
In this article we characterize the mesoscopic capacitor
operated as a coherent single-electron emitter by calculat-
ing the distribution of electron waiting times [24, 25, 26,
40, 41, 42, 43, 44, 45, 46, 47, 48, 49]. As such, our work
combines two of Markus Bu¨ttiker’s interests: the meso-
scopic capacitor and electron waiting times. The electronic
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Figure 1: (color online). The driven mesoscopic capacitor. A small
cavity is tunnel coupled to an edge state (in red) via a quantum
point contact with transmission probability T . By applying a time-
dependent voltage V (t) to the top gate of the capacitor (in grey) the
levels of the capacitor are shifted up and down. If a filled level is
moved above the Fermi energy of the external reservoir, the capacitor
can emit an electron into the edge state. The empty level is then
refilled by an electron as the level is moved below the Fermi energy.
This leads to exponential current pulses (in blue) with alternating
signs in the outgoing edge state.
waiting time distribution (WTD) has previously been eval-
uated for the driven mesoscopic capacitor using a rate
equation description [24]. Here we address the problem
using two complementary methods. We use a wave packet
approach to evaluate the WTD analytically together with
a method based on Floquet scattering theory for numer-
ically exact calculations. In the appropriate parameter
ranges, we recover the results obtained from the rate equa-
tion description. In addition, the Floquet calculations al-
low us to consider parameter regimes which so far have not
been accessible. The results presented here may be tested
in future experiments on the mesoscopic capacitor.
The remainder of the article is organized as follows.
In Sec. 2, we discuss the mesoscopic capacitor and its de-
scription based on Floquet scattering theory. Section 3 is
devoted to the theory of electronic WTDs. In Sec. 4 we
use a wave packet description to analytically evaluate the
WTD and the joint distribution of waiting times. In Sec. 5
we perform full Floquet scattering theory calculations of
the WTD. Finally, in Sec. 6 we present our conclusions.
2. The mesoscopic capacitor
In this section we describe the mesoscopic capacitor us-
ing non-interacting scattering theory [50]. This approach
can account for many experimental observations.
The capacitor is shown schematically in Fig. 1. Elec-
trons propagate along chiral edge states that form when a
two-dimensional electron gas is subject to a strong mag-
netic field. A small loop is tunnel coupled to an edge state
via a QPC. The loop constitutes one plate of the capac-
itor. The other plate is a top-gate with potential V (t).
An electron traveling along the edge state can either be
reflected on the capacitor and continue its motion along
the edge, or it can be transmitted into the capacitor and
make several turns inside the loop before eventually es-
caping. Since there is only a single incoming and outgoing
channel, the scattering matrix of the capacitor is just a
complex number of unit length which can be obtained by
summing up the quantum mechanical amplitudes for all
possible scattering paths.
We first consider the capacitor with a constant top-gate
potential V (t) = V0. The reflection amplitude is then
S() = r − T
∞∑
n=1
rn−1ein(−eV0)τ0/h¯
=
r − ei(−eV0)τ0/h¯
1− rei(−eV0)τ0/h¯ , (2)
where r is the reflection amplitude of the QPC (here chosen
to be real), T = 1− r2, and τ0 = `/vF is the time it takes
an electron with Fermi velocity vF to complete one turn in
the loop of circumference `. In this case, no (additional)
current is generated in the outgoing edge state.
To generate an AC current, the top-gate potential must
be time-dependent. To see this, it is instructive to consider
the density of states of the capacitor without driving
ρ() =
1
2pii
S∗()dS()
d
=
1
pi
∞∑
j=−∞
1
2γ
(− eV0 − j∆)2 +
(
1
2γ
)2 . (3)
The density of states consists of a series of Lorentzian
peaks with spacing ∆ = h/τ0 and widths
γ = −∆
pi
ln
(√
1− T
)
' ∆T
2pi
, T  1. (4)
A time-dependent potential V (t) will shift the positions
of the levels. If a filled level is moved above the Fermi
energy, an electron can escape the capacitor and when an
empty level is moved below the Fermi energy, an electron
can be absorbed, or equivalently, a hole be emitted from
the capacitor. Moving an energy level periodically above
and below the Fermi energy will thus result in the periodic
emission of a single electron followed by a single hole. If
this is done adiabatically, the Lorentzian width of the level
determines the wave-function of the emitted particles and
the current consists of a series of Lorentzian pulses with al-
ternating signs [51]. Experimentally, a square-shaped po-
tential has been applied to a capacitor with period T and
peak-to-peak amplitude equal to the level spacing ∆ [36].
Within one period, the potential has the form
eV (t) =
{
∆/2 0 < t ≤ T /2
−∆/2 T /2 < t ≤ T . (5)
The current pulses then have the shape of decaying expo-
nentials with alternating signs. We focus throughout this
work on this square-shaped potential.
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To describe a periodic potential we use Floquet scatter-
ing theory [50]. We start by noting that an electron that
completes n turns in the capacitor picks up the phase [35]
φn(t) =
e
h¯
∫ t
t−nτ0
V (τ)dτ, (6)
upon leaving the capacitor at time t. By substituting this
expression for the static phase (e/h¯)V0nτ0 in the first line
of Eq. (2), we obtain the mixed energy-time representation
of the scattering amplitude S(t, ) for electrons that enter
the capacitor with energy  to leave it at time t [34]. Since
the potential is periodic, V (t) = V (t+ T ), we can expand
the scattering phase in a Fourier series as
e−i
e
h¯
∫ t
0
V (τ)dτ =
∞∑
m=−∞
cme
−imΩt, (7)
where Ω = 2pi/T is the frequency of the driving. In addi-
tion, by Fourier transforming S(t, ) as
SF (n, ) = 1T
∫ T
0
einΩtS(t, )dt, (8)
we obtain the Floquet scattering matrix
SF (n, ) =
∞∑
m=−∞
cm+nc
∗
mS(−m), (9)
where we have defined the energies
n = + nh¯Ω. (10)
The Floquet scattering matrix contains the quantum me-
chanical amplitudes for an electron with energy n to change
its energy to  as a result of the scattering process. Due
to the periodicity of the potential, an electron can only
absorb or emit energy in units of the energy quantum h¯Ω.
Equation (9) is valid for an arbitrary periodic top-gate
potential V (t) expressed in terms of its Fourier compo-
nents cm. The Floquet scattering matrix relates the an-
nihilation operators bˆ() of the outgoing electrons to the
annihilation operators aˆ() of the incoming electrons as
bˆ(n) =
∞∑
n=−∞
SF (n, )aˆ(). (11)
With this expression one may calculate the time-dependent
current or the finite-frequency noise of the capacitor [50].
The mesoscopic capacitor works best as a single-electron
source if the density of states is symmetric around the
Fermi energy. In this case, an analytic expression for the
Floquet scattering matrix has been derived [52]. In addi-
tion, the charge relaxation resistance
Rq =
h
e2
(
1
T
− 1
2
)
' h
e2T
, T  1 (12)
equals the resistance of the QPC for small transmissions [35].
By contrast, the capacitance becomes independent of the
transmission
Cq =
e2
∆
. (13)
The dwell (or relaxation) time of the capacitor reads
τD = RqCq ' h
T∆
=
τ0
T
. (14)
The capacitor is expected to operate as a nearly perfect
single-electron emitter if the dwell time is (much) shorter
than the period, τD  T . In this case, a single electron
and a single hole should be emitted in almost every cycle.
However, even under these optimal conditions, there can
be noise at finite frequencies associated with the uncer-
tainty of the emission time within a period and the shape
of the wave packets. This type of noise has been investi-
gated theoretically and experimentally in Refs. [53, 54, 35].
If the QPC transmission is too low, the dwell time
can become comparable to the period. In this case, cycle-
missing events may occur, where the capacitor fails to emit
an electron within a period or an empty level is not refilled.
An electron and a hole will then be missing from the oth-
erwise periodic stream of particles. Several methods have
been employed to assess the accuracy of the mesoscopic
capacitor as a single-electron source. These include an-
alyzing the finite-frequency noise [34, 35, 55] or the full
counting statistics of emitted charge [54]. In a complemen-
tary approach, one considers the distribution of electron
waiting times [24]. This will be our focus in this paper.
3. Electron waiting times
The electron waiting time τ is the time that passes
between two subsequent electrons being emitted by the
capacitor. This is a fluctuating quantity which can be de-
scribed by a probability distributionW(τ). As we will see,
the distribution of waiting times provides us with a useful
characterization of the mesoscopic capacitor operating as
a single-particle emitter. In earlier work, a rate equation
description was used to evaluate the WTD [24]. Here we
address the problem using two complementary approaches.
First, we calculate the WTD analytically based on the
wave packets emitted by the capacitor. These results are
then compared with full Floquet scattering calculations,
employing the methods developed in Refs. [26, 49]. The
theoretical framework for calculating WTDs using scatter-
ing theory is described in detail in Refs. [25, 46, 26, 49],
and in this section we only provide a brief summary.
To evaluate the WTD, we relate it to the idle time
probability (ITP). This is the probability that no electrons
are emitted during a given time interval [ts, te]. For time-
dependent problems the ITP, Π(ts, te), depends both on ts
and te. However, for a periodic process, the ITP depends
only on the length of the interval τ = te−ts, if the starting
3
point ts is chosen randomly, and it can be written as
Π(τ) =
1
T
∫ T
0
Π(ts, ts + τ)dts. (15)
The WTD can then be expressed as [25, 26]
W(τ) = 〈τ〉∂2τΠ(τ), (16)
where 〈τ〉 is the mean waiting time. Similar relations hold
for the level spacing statistics of random matrices [56].
The ITP can be evaluated by introducing the operator
Q̂ =
∫ vF te
vF ts
bˆ†(x)bˆ(x)dx, (17)
where bˆ(x) annihilates electrons at position x. The ITP
can then be written as
Π(ts, te) =
〈
: e−Q̂ :
〉
, (18)
where : · · · : denotes normal-ordering of operators with re-
spect to the Fermi sea as we are only interested in electrons
emitted above the Fermi level [26]. Here we have made use
of the linear dispersion relation close to the Fermi level,
implying that the probability of finding no emitted elec-
trons in the spatial interval [vF t
s, vF t
e] after the capacitor
is equal to the probability that the capacitor has not emit-
ted any electrons in the temporal interval [ts, te]. To ease
the notation, we now set vF = 1.
The derivatives in Eq. (16) have a physical meaning.
To see this, we differentiate the ITP in Eq. (18) with re-
spect to the end time te and define
F(ts, te) = −∂teΠ(ts, te)
=
〈
bˆ†(te) : e−Q̂ : bˆ(te)
〉
.
(19)
Comparing this expression with Eq. (18), we see that the
expectation value of the normal-ordered exponential is now
taken with respect to the many-body state with an elec-
tron removed at te. This is the probability distribution
for an electron to be emitted at time te, given that no
electrons were emitted in the interval [ts, te). Such a dis-
tribution is also known as a first passage time distribution.
The derivative with respect to te corresponds to the emis-
sion of an electron from the capacitor at time te. Again,
for a periodic process where the starting point is chosen
randomly, we can define a first passage time distribution
F(τ) = 1T
∫ T
0
F(ts, ts + τ)dts
= −∂τΠ(τ)
(20)
that depends only on the interval length τ = te − ts.
Following a similar line of arguments, we can express
the WTD as
I(ts)W(ts, te) =− ∂te∂tsΠ(ts, te)
=
〈
bˆ†(te)bˆ†(ts) : e−Q̂ : bˆ(ts)bˆ(te)
〉
,
(21)
where I(ts) is the average electronic current emitted by the
capacitor at time ts. The expectation value yields the joint
probability density for the emission of an electron both
at ts and at te with no electrons being emitted in between.
Dividing this quantity by I(ts), we recover the conditional
probability density for the first emission of an electron to
occur at time te following an emission at time ts. The
WTD corresponding to Eq. (16) can then be expressed as
W(τ) = 〈τ〉T
∫ T
0
I(ts)W(ts, ts + τ)dts. (22)
Building on this principle, we can also evaluate the
joint distribution of successive waiting times following our
recent work described in Ref. [49]. To this end, we intro-
duce a generalized ITP
Π(ts1, t
e
1; t
s
2, t
e
2) =
〈
: e−Q̂1−Q̂2 :
〉
, (23)
which yields the probability that the capacitor does not
emit any electrons in the two time intervals [ts1, t
e
1] and [t
s
2, t
e
2]
(which may overlap) with corresponding projection oper-
ators
Q̂1 =
∫ te1
ts1
bˆ†(x)bˆ(x)dx, (24)
and
Q̂2 =
∫ te2
ts2
bˆ†(x)bˆ(x)dx. (25)
For the joint waiting time distribution, we can then write
I(ts)W(ts, tm, te) = ∂ts∂te∂te2 Π(ts, te; ts2, te2)|ts2=te2=tm
=
〈
bˆ†(ts)bˆ†(tm)bˆ†(te) : e−Q̂ : bˆ(te)bˆ(tm)bˆ(ts)
〉
(26)
with the projector Q̂ defined in Eq. (17). For a periodi-
cally driven conductor, we obtain the joint distribution of
subsequent waiting times just as in Eq. (22),
W(τ1, τ2) = 〈τ〉T
∫ T
0
I(ts)W(ts, ts + τ1, ts + τ1 + τ2)dts.
The expressions presented in this section form the basis
for our calculations of the distribution of electron waiting
times using Floquet scattering theory. However, as we will
now see they can also be used to evaluate the WTD for
the mesoscopic capacitor using a wave packet description.
4. Wave packet description
In this section we calculate the WTD for the meso-
scopic capacitor based on the emitted wave packets. We
consider the waiting time between emitted electrons, not-
ing that the emitted holes in principle can also be in-
cluded [24]. We first discuss the WTD for the capacitor
when operated under ideal conditions before including un-
wanted effects like cycle-missing events.
4
4.1. Ideal operating conditions
When operated under ideal conditions, the mesoscopic
capacitor emits exactly one electron per cycle with a squared
wave packet of the form
|ψ(t)|2 = e
−t/τD
τD
Θ(t)Θ
(T
2 − t
)
1− e− T2τD
. (27)
The step functions reflect that the capacitor can only emit
an electron in the time interval [0, T /2], when the energy
level of the capacitor is above the Fermi level of the edge
state. The dwell time τD is defined in Eq. (14) and we
have ignored any possible fine structures on the time scale
of τ0 [34, 51, 57]. In addition, the normalization factor 1−
e
− T2τD ensures that the squared wave function integrates to
unity. The ITP is now the product of the probabilities of
not emitting any of the electrons in the time interval [ts, te]
ΠI(t
s, te) =
∞∏
n=−∞
1− te∫
ts
|ψ(t− nT )|2dt
 . (28)
The subscript I is meant to remind us that this expression
holds under ideal operating conditions.
Using the ITP we can evaluate the first passage time
distribution and the WTD. Without loss of generality we
set ts ∈ [0, T ] and te ≥ ts. From Eq. (19), we then obtain
FI(ts, te) =

|ψ(te)|2 te ∈ [0, T /2],
|ψ(te − T )|2
ts∫
0
|ψ(t)|2dt te ∈ [T , 3T /2],
0 otherwise,
This expression has a simple interpretation. If te < T , the
time te lies within the same period as ts and the probabil-
ity for the first detection to occur at te equals the squared
wave function |ψ(te)|2 for the electron emitted in this pe-
riod. No electrons can be detected in the interval (T /2, T ).
The first detection after ts can only happen in the second
period if the electron emitted in the first period was ob-
served before ts. This gives rives to the integral in the
second line above. Finally, the first passage time distribu-
tion is zero for intervals longer than 3T /2, since at least
one electron is emitted in each period.
For the WTD we find from Eq. (21)
II(t
s)WI(ts, te) = |ψ(ts)|2|ψ(te − T )|2, (29)
with II(t
s) = |ψ(ts)|2. This is the joint probability of
detecting an electron at ts followed by the next detection
at te (note that |ψ(te − T )|2 = 0 for te > 3T /2). Since
the wave functions are non-overlapping, the expressions
for the distributions above become very simple.
Finally, we integrate over ts following Eqs. (15), (20)
and (22). The expressions for the ITP and the first passage
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Figure 2: (color online). Analytic results for the ITP, the first pas-
sage time distribution, and the WTD for the mesoscopic capacitor.
The capacitor is operated under optimal conditions, where no cycle
missing events occur. Note that the WTD is scaled down by a factor
of two. The dwell time is τD = 0.2T .
time distribution are somewhat cumbersome and can be
found in Appendix A. For the WTD, we obtain
WI(τ) = e
− T2τD
τD
sinh
( T
2 −|τ−T |
τD
)
(
1− e− T2τD
)2 for τ ∈ [T2 , 3T2
]
,
(30)
and zero otherwise. Here we have used that the mean
waiting time is equal to the period of the drive
〈τ〉I = T . (31)
In Fig. 2 we show the ITP, the first passage time dis-
tribution, and the WTD. The WTD gives a particularly
clear picture of the emission of electrons from the capaci-
tor. The distribution is peaked around one period of the
driving with the width governed by the uncertainty in the
exact time of emission within each period. The symmetry
around τ = T reflects that every electron is emitted with
the same wave function. According to Eqs. (22) and (29),
the WTD is determined by the convolution of |ψ(t)|2 with
|ψ(t+ τ − T )|2. The convolution depends only on |τ −T |,
leading to the observed symmetry.
We can also evaluate the joint WTD. The joint WTD
follows from the generalized ITP which reads
ΠI(t
s, te; ts2, t
e
2) =
∞∏
n 6=1
1− te∫
ts
|ψ(t− nT )|2dt

×
(
1−
te∫
ts
|ψ(t− T )|2dt−
te2∫
ts2
|ψ(t− T )|2dt
)
, (32)
where we have chosen the interval [ts2, t
e
2] to lie within both
intervals [ts, te] and [T , 2T ]. From Eq. (26), we find the
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Figure 3: (color online). Analytic results for the joint distribution of waiting times. The mirror symmetry along τ1 + τ2 = 2T occurs since
all emitted wave packets are identical. Since the emitted wave packets have no inversion symmetry, there is no τ1 ↔ τ2 symmetry. The side
panels show the joint WTD along the cuts in the main panel. The dotted lines show the distributions if there were no correlations between
subsequent waiting times. The dwell time is τD = 0.2T in (a) and τD = 0.7T in (b).
joint WTD
II(t
s)WI(ts, tm, te) = |ψ(ts)|2|ψ(tm − T )|2|ψ(te − 2T )|2,
which generalizes Eq. (29) in a straightforward manner.
Interestingly, this expression can be factorized as
II(t
s)WI(ts, tm, te) = II(ts)WI(ts, tm)WI(tm, te),
indicating that subsequent waiting times are uncorrelated
if we can keep track of the driving of the capacitor. Again,
by integrating over ts, we obtain
WI(τ1, τ2) =
w(τ1, τ2) τ1 + τ2 ∈
[
3T
2 , 2T
]
,
w(2T − τ2, 2T − τ1) τ1 + τ2 ∈
[
2T , 5T2
]
,
0 otherwise,
(33)
having defined
w(τ1, τ2) =
e
− 3T4τD
3τ2D
eθ12/τD − e−θ21/τD(
1− e− T2τD
)3 , (34)
and
θij = τi − T
4
− |T − τj | [1 + Θ(T − τj)] . (35)
Figure 3 shows the joint WTD for two different dwell
times. The individual waiting times are still restricted
to the interval [T /2, 3T /2]. The mirror symmetry along
τ1 + τ2 = 2T is analogous to the symmetry around τ = T
for the WTD in Fig. 2. In contrast to single-electron ex-
citations created by Lorentzian voltage pulses, the joint
WTD of the mesoscopic capacitor does not exhibit the
symmetry τ1 ↔ τ2. As discussed in Ref. [49], this symme-
try is guaranteed only if the emitted wave packets have an
inversion symmetry which is not the case here. Looking at
the side panels we see that the joint WTD does not factor-
ize into a product of the individual WTDs, WI(τ1, τ2) 6=
WI(τ1)WI(τ2). This shows us that subsequent electron
waiting times are correlated if we have no knowledge about
the external driving of the capacitor. These classical cor-
relations are due to the regular emission of electrons.
4.2. Non-ideal operating conditions
Next, we turn to the electron waiting times for a meso-
copic capacitor which is operated under non-ideal condi-
tions. In this case, cycle-missing events may occur where
the capacitor fails to emit an electron (or a hole) within a
period. The probability that the mesoscopic capacitor (if
filled) emits an electron within the first period is given by
the normalization factor in Eq. (27)
σ = 1− e− T2τD . (36)
For τD  T , the probability approaches unity as one
would expect. The probability that the capacitor is re-
filled within a period is also σ. To find the ITP, we intro-
duce the probability P1 for the capacitor to be filled at the
6
beginning of a period. This probability fulfills
P1(t = 0) =[1− P1(t = −T )]σ + P1(t = −T )
(
σ2 + 1− σ)
=P1(t = 0) (σ − 1)2 + σ,
(37)
having used P1(t = 0) = P1(t = −T ). The first line is the
sum of the probabilities that the initially empty capaci-
tor is refilled with probability σ or the initially occupied
capacitor is emptied and refilled (factor of σ2) or is never
emptied (factor of 1− σ). We then find
P1(0) =
1
2− σ =
1
1 + e
− T2τD
. (38)
We will also need the probability for the capacitor to be
empty at time ts (again taken within the first period)
P0(t
s) = P0(0) + P1(0)σ
ts∫
0
|ψ(t)|2 dt, (39)
which includes the probability that the capacitor is emp-
tied during the interval [0, ts].
In terms of these probabilities, the ITP can be written
as
Π(ts, te) =e
−n T2τD [P0(ts) + P1(0)αn(te)]
+ nσe
−(n−1) T2τD αn(te)P0(ts),
(40)
for te ∈ [nT , (n+ 1)T ], having introduced the probability
αn(t
e) = 1− σ
te∫
nT
|ψ(t− nT )|2dt, (41)
that the occupied capacitor at t = nT remains occupied
until te. Only the second line of Eq. (40) is a product of
terms depending on ts and te which thus will contribute to
the WTD. For the first passage time distribution we find
using Eq. (19)
F(ts, te) =
∞∑
n=0
σ|ψ(te − nT )|2
[
e
−n T2τD P1(0)
+ nσe
−(n−1) T2τD P0(ts)
]
.
(42)
Differentiating this expression with respect to ts [cf. Eq. (21)]
the WTD becomes
I(ts)W(ts, te) = P1(0)σ3
×
∞∑
n=0
(n+ 1)e
−n T2τD II(ts)WI(ts, te − nT ).
(43)
This is a sum of the WTD in Eq. (29) for ideal operating
conditions, shifted by multiples of the period and rescaled
by a factor that accounts for cycle missing events. By
integrating over one period of the driving, we find
W(τ) = σ2
∞∑
n=0
(n+ 1)e
−n T2τDWI(τ − nT ) (44)
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Figure 4: (color online). Analytic results for the WTD of the meso-
scopic capacitor. The capacitor is operated under non-ideal condi-
tions, where cycle missing events may occur. We show results for
different dwell times τD. For a given dwell time, each peak in the
WTD has the same shape but is rescaled by a factor that reflects the
quality of the capacitor as a single-electron emitter.
with the mean waiting time
〈τ〉 = T
σP1(0)
=
1 + e
− T2τD
1− e− T2τD
T . (45)
Finally, upon inserting Eq. (30) into Eq. (44) and per-
forming the summation, we arrive at the WTD
W(τ) = n(τ)
τD
e
−n(τ) T2τD sinh
( T
2τD
− |τ − n(τ)T |
τD
)
,
(46)
where
n(τ) =
⌊
τ + T /2
T
⌋
, (47)
with b·c denoting the floor function. This result has previ-
ously been derived in Ref. [24] using a rate equation for the
occupation probability of the mesoscopic capacitor (cor-
recting here for a misprint [58]). It is not surprising that
the two approaches yield the same result. The wave packet
approach only uses the particle densities, not the wave
functions, and we could thus expect that we would recover
the result from a classical rate equation description.
In Fig. 4 we show WTDs for the mesoscopic capacitor
with different dwell times. For τD  T , the capacitor
emits one electron and one hole in nearly every cycle and
the WTD is strongly peaked around the period of the driv-
ing. As the dwell time is increased, the capacitor may fail
to emit within a period. These cycle-missing events are
clearly visible as peaks in the WTD at multiples of the
period. As the dwell time is increased beyond the period
of the driving, the synchronization between the external
drive and the emission of particles is eventually lost.
Next, we evaluate the joint distribution of waiting times.
To this end, we first consider the probability of only hav-
ing a single detection at time tm within the interval [ts, te].
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Figure 5: (color online). Analytic result for the joint distribution of
waiting times. The capacitor is operated under non-ideal conditions,
where cycle missing events may occur. The joint WTD is made up
of non-overlapping peaks which are rescaled by a certain factor due
to cycle missing event. The dwell time is τD = 0.4T .
Ignoring terms which do not depend on both ts and te, we
find
− ∂te2 Π(ts, te; ts2, te2)|ts2=te2=tm =
〈
bˆ†(tm) : e−Q̂ : bˆ(tm)
〉
= e
T
2τD σ2
n1n2
n1 + n2
|ψ(tm − n1T )|2 Π(ts, te),
(48)
if tm ∈ [n1T , (n1 + 1)T ] and te ∈ [(n1 + n2)T , (n1 + n2 +
1)T ]. Here σ is given by Eq. (36) and Π(ts, te) by Eq. (40).
Differentiating this expression with respect to ts and te
according to Eq. (26) and integrating over ts according to
Eq. (27) we then find the joint WTD
W(τ1, τ2) = σ4
∞∑
n1,n2=0
(n1 + 1)(n2 + 1)
×e−(n1+n2) T2τDWI(τ1 − n1T , τ2 − n2T ).
(49)
As an important check, we recover Eq. (44) by integrating
over the second waiting time, W(τ) = ∫∞
0
W(τ, τ ′)dτ ′.
The joint WTD is shown in Fig. 5 for non-ideal operating
conditions where cycle-missing events may occur.
5. Floquet scattering theory
Having evaluated the WTD analytically for the meso-
scopic capacitor within the wave packet approach, we now
proceed with a full Floquet scattering matrix calculation.
This approach captures all aspects of the non-interacting
many-body problem, including the fermionic statistics and
the possible overlap of single-particle wave-functions. We
calculate the WTD using the method developed in Ref. [26].
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Figure 6: (color online). Floquet calculations of the WTD. Results
are shown for different values of the dwell time τD. The QPC trans-
mission is T = 0.2. The results agree very well with those obtained
from the wave packet approach in Fig. 4.
The ITP can be written as the Fredholm determinant
Π(ts, te) = det(1−Qts,te), (50)
where the matrix Qts,te , corresponding to the operator in
Eq. (17), has the elements
[Qts,te ],′ =
∞∑ ∞∑
m=−b/h¯Ωc
n=−b′/h¯Ωc
S∗F (, m)SF (′, ′n)
×Kts,te(m, ′n)Θ(−)Θ(−′), (51)
and the kernel reads
Kts,te(, 
′) =
1
pi
sin[(te − ts)(− ′)/2]
− ′ e
i(ts+te)(−′)/2.
The scattering matrix is given by Eq. (9) with the coeffi-
cients cn for the potential in Eq. (5) obtained from Eq. (7).
The numerical calculations are demanding. We dis-
cretize the kernel in the energy windows [−nh¯Ω,−(n +
1)h¯Ω] with n ∈ N using a five-point Gauss-Legendre quad-
rature rule following a recently developed method to eval-
uate Fredholm determinants [59]. To calculate the matrix
Qts,te , we have to sum over all Floquet scattering ampli-
tudes. We find that we can cut off the summation with
about nmax ≈ 2∆/(h¯Ω) amplitudes. This is the maximum
number of energy quanta that a scattered particle can ab-
sorb or emit. The determinant is then taken over all the
energies in the nmax compartments. Finally, we integrate
numerically the ITP over one period of the driving and
evaluate the WTD according to Eq. (16).
Figure 6 shows WTDs for the mesoscopic capacitor ob-
tained using Floquet scattering theory. The agreement
between the Floquet calculations and the wave packet ap-
proach is remarkable. For τD  T , the central peak at
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Figure 7: (color online). Floquet calculations of the WTD for differ-
ent QPC transmission. The dwell time is τD = 0.4T . The different
curves have been shifted vertically for the sake of better visibility.
These results cannot be captured by the wave packet approach.
the period of the driving is clearly reproduced with small
but visible satellite peaks at multiples of the period. As
the dwell time is increased by lowering the level spacing ∆,
the peaks become smoother and less sharp compared to the
wave packet approach. This happens as the broadened en-
ergy levels start to overlap. This effect is not included in
the wave packet approach, where the WTD depends only
on the ratio of the dwell time over the period. The dwell
time is given by the product of the level spacing and the
QPC transmission according to Eq. (14). By contrast, in
the full scattering problem the level spacing and the trans-
mission are independent parameters which thus provide an
additional time scale in the problem. Indeed, a calculation
of the finite-frequency noise of the driven capacitor [35] has
shown that the noise vanishes at measurement frequencies
that are higher than the level spacing, unlike what is found
based on the rate equation description.
With this in mind, we show in Fig. 7 distributions
of waiting times for a fixed dwell time, but with differ-
ent transmissions of the QPC. As the transmission is in-
creased, the energy levels of the capacitor are broadened
and the peaks in the WTD get smeared out. In addition,
the peaks at multiples of the period are reduced, as it is
increasingly likely that the capacitor will emit an electron
in each period. Even with a large transmission, the meso-
scopic capacitor seems to function well as a single-electron
emitter. In the extreme case of full transmission, the ca-
pacitor consists merely of an elongation of the edge state
and the level quantization is completely lost. It may then
happen that more than one electron is lifted above the
Fermi level within one period, giving rise to the satellite
peak at τ ≈ T /4, similarly to what has been found for
Lorentzian-shaped voltage pulses [26, 44].
6. Conclusions
We have investigated the distribution of waiting times
between the emissions of single electrons from a driven
mesoscopic capacitor. Using a wave packet description
we have calculated analytically both the electronic wait-
ing time distribution and the joint distribution of subse-
quent electron waiting times. In the appropriate parame-
ter ranges, these results compare well with full numerical
calculations based on Floquet scattering theory. The Flo-
quet method allows us also to calculate waiting time dis-
tributions as the transmission between the capacitor and
the external reservoirs approaches unity. The agreement
between the wave packet approach and the Floquet scat-
tering theory at low transmissions may indicate that the
dynamics in this regime essentially is determined by the
charge occupation of the capacitor. As such, an indirect
measurement of the WTD might be possible by monitoring
the charge on the capacitor using for instance an additional
quantum point contact.
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Appendix A.
The ITP and first passage time distribution mentioned
in Section 4.1 read
ΠI(τ) =
(
1− τT
)
Θ(T − τ) + Θ
(
τ − T2
)
Θ
(
3T
2 − τ
)
T
(
1− e− T2τD
)2
× e− T2τD
[
τD sinh
( T
2 − |τ − T |
τD
)
+ |τ − T | − T
2
]
and
FI(τ) = 1T Θ(T − τ) +
Θ
(
τ − T2
)
Θ
(
3T
2 − τ
)
T
(
1− e− T2τD
)2
× sign(T − τ)e− T2τD
[
1− cosh
( T
2 − |τ − T |
τD
)]
.
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