Abstract. In this paper we give a characterization of the optimal cost of a stopping time problem as the maximum solution of a variational inequality without coercivity. Some properties of continuity for the optimal cost are also given.
approach in order to solve the optimal stopping time problem in the case of nondegenerate diffusions. A. Friedman [8] treated the same case, M. Robin 1-18] the optimal stopping time problem for Feller processes, and J. M. Bismut [4] the same problem for a class of more general processes. C. Bardos[1] studied partial differential equations of first order, M. I. Freidlin [7] degenerate elliptic equations, and N. V. Krylov [9] nonlinear degenerate elliptic equations.
In [14] and [17] the variational inequality associated with the deterministic optimal stopping time problem is considered, and in [11 the degenerate nonlinear variational equalities are also studied.
In this paper, the case of degenerate variational inequality associated with the optimal stopping time problem for diffusion processes is developed combining analytic and probabilistic methods.
Let (f, , P) be a probability space and {t}t_0 be a nondecreasing rightcontinuous family of completed sub-g-fields of -. Now let y(t) yx(t, co), =>0, co f be the diffusion on R N with Lipschitz continuous coefficients g(. and r(. ), starting at x.
Suppose that is an open subset of R, and that z zx (co) is the first exit time of process y (t) from ft.
Next, let f(. We have also the following regularity result. THEOREM 0.2. Let the assumptions be as in Theorem O. 1. Suppose that (0. 9) Fo is a closed set. Then if the functionsland 4' are upper semicontinuous (or continuous) the optimal cost is also upper semicontinuous (or continuous). Now in order to use the variational inequality approach, we assume that the open set is bounded, with smooth boundary F verifying F= {x r/lr(x)n(x)l>O}U{x r/2g(x)n(x)<-tr [rcr*(x)]}, where n (x) denotes the inner normal. We remark that (0.10) implies Fo F (cf. D. W.
Stroock and S. R. S. Varadhan [19] 
Proof. We set Proof. It is necessary to prove only (1.27).
Introducing the barrier functions k > 0, : e F, x e 6,
we have from (1.26) Aov(x, :) _-< -2/3 < 0, ifx : and k is sufficiently large independent of :. Hence, by continuity, we have for some 6 We call an admissible control u a scalar measurable adapted process such that O<-v(t;w)<=l,t>-O.
Let f(x), (x) be functions such that
and let a be a positive constant. We define the functional J, s > 0,
and we wish to characterize the optimal penalized cost, (2.3) u (x) inf {J (u)/u any admissible control}. Next, the following problem is considered" To find a function u (x) such that (2.5) 
So using the equality f-Au,--el (u" 4')+ (e 1-, -(u,l) 4 Then the problem (3.2), (3.3), (3.4) admits a maximum solution u which is given by the decreasing limit (3.7) u
where u is the solution of problem (2.5), (2.6). Proof. Using Theorem 2.7 we can define a function u(x) by the limit (3.7).
First we are going to prove that u, given by (3.7), is a solution or problem (3.2), (3.3), (3.4) . Indeed, assertion (3.2) is trival from (2.5) and Remark 2.1. Condition (3.3) is obtained taking the limit in the martingale expression of (2.6), and (3.4) follows from the estimate (2.38).
Next, in order to show that u is the maximum solution, it is only necessary to prove that each solution v of problem (3.2), (3.3), (3.4) Proof. First we remark that if u denotes the optimal cost (0.2) corresponding to fi, for 1, 2, we immediately obtain the estimate, (3.25) Ilal-a N Llf-fl + -Next, notice that in Theorem 3.1 the assumption (3.6) was used only in order to prove (3.4) . Also, the same arguments as in Theorem 3.2 show that provided (3.25) and (3.24) hold, we can deduce (3.12). So, using the fact that defined by (0.2) satisfies (3.4), we just need to prove the convergence (3.24). Then, approximating by a sequence of smooth functions and using the estimates (3.25) and (2.15) the convergence (3.24) is established. So, if we let k oe, the function t satisfies (3.4). Moreover, from monotonicity, t is the maximum solution of (3.2), (3.3), (3.4) . II(a'-)/11--< -IIf-ll / Ile,-II, Remark 4.7. An application to the optimal stopping time problem with partial information is given in [16] .
Remark 4.8. In the particular case, where the operator A=AI(Xl)+A2(x2), x (x 1, x2) with A coercive and A 2 of first order, a weak formulation (4.41) is obtained using only analytic methods (cf. M. Langlais [10] ).
Final Remark. In a separate article in this issue [15] , a degenerate quasi-variational inequality corresponding to the impulse control problem is studied (cf. [13] ).
