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Abstract
In this thesis, we present the new results found in exploring the asymptotic tail probability of the
phase-type scale mixture distributions, and apply a subclass of the phase-type scale mixtures,
the class of Erlangized scale mixture distributions, to the approximation of the probability of
ruin.
We consider the class of phase-type scale mixture distributions, which can be written as Mellin–
Stieltjes convolution Π ? G of a phase-type distribution G and a nonnegative but otherwise ar-
bitrary distribution Π. Such a class can also be seen as the class of distributions of the product
of two independent random variables: a phase-type random variable Y ∼ G and a nonnegative
random variable S ∼ Π. We call S the scaling random variable and its corresponding distri-
bution Π the scaling distribution. We investigate conditions for such a class of distributions
to be either light- or heavy-tailed, we explore subexponentiality and determine their maximum
domains of attraction.
In this thesis, particular focus is on phase-type scale mixture distributions where the scaling
distribution has discrete support — such a class has been recently used in risk applications to
approximate heavy-tailed distributions. We extend an existing scheme for numerically calcu-
lating the probability of ruin of a classical Crame´r–Lundberg reserve process having absolutely
continuous but otherwise general claim size distributions. We employ a subclass of the phase-
type scale mixtures, which is also a dense class of distributions that we denominate Erlangized
scale mixtures (ESM). Such a class corresponds to nonnegative and absolutely continuous distri-
butions which can be written as a Mellin–Stieltjes convolution Π?Gm of a discrete nonnegative
distribution Π with an Erlang distribution Gm. A distinctive feature of such a class is that
it contains heavy-tailed distributions when the scaling distributions have unbounded support,
and it provides sharp approximations to heavy-tailed distributions.
We suggest a simple methodology for constructing a sequence of distributions having the form
Π ? Gm with the purpose of approximating the integrated tail distribution of the claim sizes.
Then we adapt a recent result which delivers an explicit expression for the probability of ruin in
the case that the claim size distribution is modelled as an Erlangized scale mixture. We provide
simplified expressions for the approximation of the probability of ruin and construct explicit
bounds for the error of approximation. We complement our results with a classical example
where the claim sizes are heavy-tailed.
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Chapter 1
Introduction
A wide variety of random phenomena in the real world occur with low yet significant probabili-
ties. As a consequence, heavy-tailed distributions are of key importance in stochastic modelling,
because they can be used to model phenomena exhibiting extreme behavior. Examples of this
type of phenomena abound in areas such as natural catastrophe, financial crisis and system
breakdowns. Hence, it is crucial to count with the appropriate framework for the analysis of
this kind of phenomena, and a large amount of theoretical results and specialized techniques
are required.
Heavy-tailed distributions are probability distributions characterized by having tail probabilities
decaying more slowly than an exponential rate. Mathematically speaking, we say a nonnegative
distribution H is heavy-tailed (cf. Foss et al., 2011) if
lim sup
s→∞
H(s)eθs =∞, ∀θ > 0,
where H := 1 − H is the tail probability of H. In the entire thesis, nonnegative distributions
are the distributions having nonnegative support. For a better understanding of the class of
heavy-tailed distributions, especially two of its in practise commonly used subclasses: the class
of subexponential distributions and the class of regularly varying distributions, we will discuss
more details including definitions, examples and properties in Section 2.2.
Heavy-tailed distributions play an important role in the real world, however, the families of
heavy-tailed distributions commonly used are rather restricted in dealing with real world phe-
nomena. Their complexity is such that many quantities of interests cannot be approximated
precisely. For instance, the Laplace–Stieltjes transform (cf. Haight, 1981; Widder, 1946), which
is often used in the area of applied probability, of a heavy-tailed distribution does not have a
closed form.
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For better approximations of heavy-tailed distributions, we are interested in a class of distri-
butions F , which are defined as the Mellin–Stieltjes convolutions (cf. Zolotarev, 1957) of Π ?G
with S ∼ Π and Y ∼ G:
F (x) =
∫ ∞
0
G(x/s)dΠ(s), x > 0,
where Π is an arbitrary nonnegative distribution called scaling distribution and G is a light-
tailed distribution. Such a class can contain both light- and heavy-tailed distributions. F
can also be seen as the distribution of X where X := S · Y . In particular, we focus on a
class of light-tailed distributions called phase-type distributions (Neuts, 1975), which arise as
absorption times of Markov jump processes with finitely many transient states and only one
absorbing state. And we call the corresponding distributions F the phase-type scale mixture
distributions.
In this thesis, we focus on the study of the tail behavior of phase-type scale mixture distri-
butions, and apply its proper subclass to approximate ruin probabilities of classical Crame´r–
Lundberg risk model (cf. Asmussen and Albrecher, 2010). We collect conditions from Su and
Chen (2006); Tang (2008) to determine the tail heaviness of phase-type scale mixtures and
we provide a simple proof. That is, a phase-type scale mixture distribution is heavy-tailed if
and only if the scaling distribution Π has unbounded support. Given that a phase-type scale
mixture distribution is heavy-tailed, we further clarify its maximum domain of attraction and
subexponentiality and provide conditions that are feasible to check.
Phase-type distributions form a dense class among all the nonnegative distributions (cf. As-
mussen, 2003), which means that, for any given nonnegative distribution, one can always find a
sequence of phase-type distributions that converges in distribution to the target one. Thus, the-
oretically one could use phase-type distributions to approximate any nonnegative distribution.
This class is very attractive as its flexibility allows us to calculate exactly, or even explicitly
many quantities of interests in various branches of applied probabilities such as ruin probabil-
ity (Asmussen and Albrecher, 2010) and queueing theory (Asmussen, 2003). For readers who
are not familiar with such a class, we refer to Section 2.1, where the definition, examples and
properties of the phase-type distributions can be found. Such a class also has many closure
properties such as it is closed under finite mixtures and convolutions (Neuts, 1975). However,
the phase-type distributions are inherently light-tailed, they cannot capture the heavy-tailed
behaviors precisely (cf. Vatamidou et al., 2014).
As an alternative, some literatures have considered to approximate heavy-tailed distributions
through mixtures. Feldmann and Whitt (1998) scale the parameter of exponential distribu-
tions with logarithm and used a finite mixture of such scaled exponential distributions to fit
3long-tailed distributions (a subclass of heavy-tailed distributions) in analysing network perfor-
mance models. Greiner et al. (1999) propose an infinite mixture of exponential distributions to
approximate power-tailed distributions (eg. Pareto distributions) and applied it in a particular
queue model.
Most recently, Bladt et al. (2015) consider the class formed by the above mentioned Mellin–
Stieltjes convolution where Π is a discrete nonnegative distribution supported over all the natu-
ral numbers and G is a phase-type distribution. They called this class the infinite-dimensional
phase-type distributions as it can be seen as the distribution of absorption time of a Markov
jump process with infinite transient states and one absorbing state. As an application, they
considered the classical Crame´r–Lundberg risk model:
Rt = u+ t−
Nt∑
k=1
Xk.
Here t represents the time and u is the initial reserve of an insurance company. Premiums flow
in with rate 1 per unit of time. Xk are i.i.d. claim sizes with common distribution F and mean
µF . {Nt}t>0 is a Poisson process with rate γ denoting the arrival of claims. The ruin occurs
if Rt ever drops below zero. The well-known Pollaczek–Khinchine formula (cf. Asmussen and
Albrecher, 2010) implies that the ruin probabilities can be expressed in terms of convolutions:
ψ(u) = (1− %)
∞∑
n=1
%nF̂ ∗n(u), (1.1)
where % = γµF < 1 is the average claim amount per unit of time, F
∗n denotes the nth-fold
convolution of F and F̂ is the integrated tail distribution:
F̂ (u) =
1
µF
∫ u
0
F (t)dt.
Bladt et al. (2015) adapt the class of infinite dimensional phase-type distributions in calculating
ruin probabilities (1.1), and provided explicit formulas in terms of matrix exponential.
Although the idea of approximating heavy-tailed distributions through phase-type scale mix-
tures exists in previous literatures, the tail probability of such a class was not studied there and
it remains an open question. Our contributions include solving this open question. We clarify
the subexponentiality and regularly variation of a phase-type scale mixture distribution, with
the use of maximum domain of attraction in extreme value theory. As there are existing results
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in extreme value theory relating the subexponentiality and regularly variation of a distribution
to its maximum domain of attraction, we have collected the relative results in Section 2.3.
For application purposes, particular focus is on the class of phase-type scale mixtures having
discrete scaling distributions. We provide a simple methodology which allows us to approximate
their tail probabilities using phase-type scale mixtures with continuous scaling distributions.
Such a methodology also provides a guideline to construct discrete scaling distributions for
approximating the tail probability of some arbitrary target distributions.
For instance, we construct a phase-type scale mixture distribution with its scaling distribution
to be discretized from a Pareto distribution. Instead of taking a lattice support, we let such
a discrete scaling distribution supported over a geometric progression {ei/K} for any i integer,
K > 0. We show that such a discrete scaling distribution is no longer regularly varying, but
its tail oscillates between two regularly varying tails and it provides a sharp approximation to
regularly varying tails.
We then apply a subclass of phase-type scale mixture distributions to the approximation of ruin
probabilities, where the phase-type distribution G is chosen to follow an Erlang distribution, a
subclass of the phase-type distributions and Π a nonnegative discrete scaling distribution; we
call it Erlangized scale mixture distributions. The formula of ruin probabilities using infinite
dimensional phase-type distributions is given in Bladt et al. (2015). However, their formula is
computationally intensive and can be infeasible in some cases. We have improved this issue.
The class we proposed inherits the denseness property of the infinite dimensional phase-type
distributions and saves computational expenses compared with the infinite dimensional phase-
type distributions used in Bladt et al. (2015). We propose two approaches to calculate the ruin
probabilities (1.1); first we use Erlangized scale mixtures to approximate the integrated tail
of the claim sizes and we call it approximation A, while in the other method approximation
B, we use Erlangized scale mixture to approximate the claim sizes. For both approaches, we
provide explicit formulas for the ruin probabilities, approximation methods, error bounds and
numerical examples where claim sizes are regularly varying.
Similar attempts to approximate the probability of ruin for the Crame´r–Lundberg model have
been made before (see Santana et al., 2017; Vatamidou et al., 2013). However, our contribution
is that we propose to directly approximate the integrated tail distribution in approximation A
instead of the claim size distribution. We show empirically that our approximation A will yield
far more accurate approximations of the probability of ruin. And we provide tight error bounds
for our approximation methods.
5The rest of the thesis is organized as follows. Chapter 2 provides preliminary knowledge for
the development of this thesis. We have collected the relevant definitions, theorems and proofs
from existing literatures in the area of phase-type distributions (in Section 2.1), heavy- and
light-tailed distributions (in Section 2.2), as well as extreme value theory (in Section 2.3). Our
contributions are mainly contained in Chapter 3 and Chapter 4. In Chapter 3, we study the
asymptotic tail behavior of the phase-type scale mixture distributions. The asymptotic tail
behavior of the product of two random variables can be found in Section 3.3, including condi-
tions to clarify the maximum domains of attraction and subexponentiality of phase-type scale
mixtures. Section 3.4 deals with the phase-type scale mixture distributions with discrete scaling
distributions, where methodology has been proposed to approximate the tail probability of such
distributions with phase-type scale mixtures having continuous scaling distributions. Results
in this section are of great importance for application purposes, such as the approximation
of ruin probabilities we have done in this thesis. In Chapter 4, we work on an application
of phase-type scale mixtures with discrete scaling distributions to the approximation of ruin
probabilities of the Crame´r–Lundberg risk model. We propose two approximation methods
as mentioned before. In Section 4.3, we provide formulas for ruin probabilities (1.1) of both
approximation methods. Section 4.4 and Section 4.5 include the detailed bounds for the errors
caused by our approximation methods and numerical truncations. A numerical example where
the claim sizes are Pareto distributed can be found in Section 4.6. Lastly in the appendix, we
include the work in progress and direct some future research related to this thesis.
Chapter 2
Preliminary
2.1 Phase-type distributions
Phase-type distribution is a fundamental concept in this thesis. Thus, this section is served as
a review of such a class of distributions, including the background, definition, examples, basic
properties and several common generalizations. For readers who are familiar with phase-type
distributions, it is safe to skip Section 2.1.
2.1.1 Classical phase-type distributions
We start with a class of distributions playing an important role in many areas of applied
probability such as risk theory (cf. Asmussen, 1989; Asmussen et al., 2002) and queue theory
(cf. Asmussen and Bladt, 1996; Neuts, 1981); it is called phase-type (PH) distributions. We
denote this class as classical to distinguish from its extension classes. Classical phase-type
distributions (Neuts, 1975) are generated by the Markov jump process with continuous time
and a finite number of states.
Consider a Markov jump process {Xt}t>0 (cf. Asmussen, 2003; Feller, 1971) with a finite tran-
sient state space E = {1, 2, . . . , p} and one absorbing state {0}, and the intensity matrix of the
form
Q =
(
0 0
λ Λ
)
. (2.1)
Here Λ is a p × p sub-intensity matrix. Since rows in an intensity matrix sum to 0, we have
that
λ = −Λe,
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where e is the p-dimensional column vector of 1’s. The vector λ is called the exit rate vector
as it contains the rates of which the process jumps into the absorbing state and exit the space
of transient states. An initial distribution for the process is also needed to be specified. Let
β = (β1, . . . , βp) be the initial distribution of {Xt}t>0 defined on the p transient states only.
We assume that βe = 1. Therefore, there is no atom at 0, otherwise βe < 1 and the process
can start at the absorbing state. Let
Y = inf{t > 0|Xt = 0}
be the time until absorption. The distribution of Y only depends on the initial distribution
β and sub-intensity matrix Λ, since λ is given in terms of Λ. Figure 2.1 (Bladt and Nielsen,
2017) interprets a Markov jump process. The time Y until absorption follows a phase-type
distribution. The arrow on the red line indicates that the process will remain in this absorbing
state forever. The filled and empty circles indicates that the process is right continuous.
Figure 2.1: A Markov jump process with p transient states (blue) and one absorbing state (red).
Definition and examples
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Definition 2.1 (Phase-type distributions). The distribution of Y is said to have a phase-type
distribution with initial distribution β and sub-intensity matrix Λ. We denote
Y ∼ PH(β,Λ).
The cumulative distribution function (cdf) and probability density function (pdf) of a PH
distribution have explicit form in terms of matrix exponential and are given in the following
(cf. Breuer and Baum, 2005; He, 2014). Let Y ∼PH(β,Λ). Then the cdf of Y is given by
G(y) := P[Y 6 y] = 1− βeΛye, for all y > 0,
and the pdf is
g(y) = βeΛyλ, for all y > 0.
Here, eΛy = exp(Λy) :=
∞∑
n=0
yn
n!
Λn denotes a matrix exponential function, given that Λ is a
square matrix.
Next, we list some typical examples of the PH distributions.
Example 2.2 (Exponential distributions). The exponential distributions have the simplest form
in the PH class with only one transient state and exit rate λ. It has the cdf
G(x) = 1− e−λy, y > 0.
Figure 2.2 interprets an exponential distribution in terms of Markov jump process.
start 1
λ
abs
Figure 2.2: Markov jump process of the exponential distributions
The exponential distribution with parameter λ has a PH representation:
β = (1), Λ = (−λ) and λ = (λ).
Example 2.3 (Erlang distributions). Another well-known distribution in the PH class is called
Erlang distribution, which is an important distribution used in Chapter 4. An Erlang distribu-
tion with p degrees of freedom and parameter λ, can be seen as the distribution of the sum of p
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exponential random variables with parameter λ. It has the cdf
G(y) = 1−
p−1∑
n=0
1
n!
e−λy(λy)n, y > 0.
Its interpretation of Markov jump process can be illustrated graphically as in Figure 2.3.
start 1
λ
2
λ λ p abs
Figure 2.3: Markov jump process of the Erlang distributions
The Erlang distributions have a PH representation
β = (1, 0, . . . , 0), Λ =

−λ λ
. . . . . .
−λ λ
−λ
 and λ = (0, . . . , 0, λ)T ,
with all non-specified entries in Λ being zero.
Example 2.4 (Generalised Erlang distributions). A generalization of the Erlang distributions
is to admit the exponential stages having different parameters, which will then be called the
generalised Erlang distributions, or the hypo-exponential distributions. The representation as
a PH distribution results in Figure 2.4
start 1
λ1 2
λ2 λp−1 p abs
Figure 2.4: Markov jump process of the generalized Erlang distributions
and leads to
β = (1, 0, . . . , 0), Λ =

−λ1 λ1
. . . . . .
−λp−1 λp−1
−λp
 and λ = (0, . . . , 0, λp)T ,
with all non-specified entries in Λ being zero.
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Example 2.5 (Hyper-exponential distributions). A hyper-exponential distribution is a finite
mixture of p ∈ N exponential distributions with different parameter λn (n = 1, . . . , p). Its pdf is
given as
g(y) =
p∑
n=1
pinλne
−λny, y > 0
with proportions pin > 0 satisfying
∑p
n=1 pin = 1. Figure 2.5 represents a hyper-exponential
distribution graphically.
abs
1
2
p
start
pi1
pi2
pip
λ1
λ2
λp
Figure 2.5: Markov junp process of the hyper-exponential distributions
This leads to a PH representation by
β = (pi1, pi2, . . . , pip), Λ =

−λ1
. . .
−λp
 and λ = (λ1, λ2, . . . , λp)T ,
with all non-specified entries in Λ being zero.
The above mentioned examples are just parts of the most typical examples in the phase-type
families that have been used in this thesis. For more examples and details that are not consid-
ered by this thesis, we refer the reader to Chapter 9 in Breuer and Baum (2005).
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Properties PH distributions have many attractive properties such as their cdf and pdf both
have explicit forms in terms of matrix exponential, as well as their Laplace-Stieltjes transform
and all moments have explicit forms (cf. He, 2014; Latouche and Ramaswami, 1999; Neuts,
1975). Another advantage of the PH distributions is the fact that certain operations on PH
distributions result in PH distributions again. This is the closure properties of PH distributions.
Let Y1 and Y2 be PH random variables, then Y1 + Y2 (convolution), piY1 + (1 − pi)Y2 for pi ∈
(0, 1)(mixture) and min(Y1, Y2) again follow a PH distribution (Neuts, 1975). The proofs can
be found in Chapter 9 in Breuer and Baum (2005) and these facts can be easily generated to
finite convolution and mixtures.
A fundamental property of the PH distributions is denseness, which makes this class of distribu-
tions so powerful in applications. That is, any nonnegative distribution H can be approximated
arbitrarily close by a PH distribution G:
Proposition 2.6. For any given nonnegative distribution H, there exists a sequence of PH
distribution {Gn} such that Gn D−→ H as n→∞.
Such a property has been studied in a number of references, for instance, Breuer and Baum
(2005) and Asmussen and Albrecher (2010).
As in this thesis, we are particularly interested in examining the tail of a distribution, we shall
consider the tail probability G of a PH distribution:
G (y) := 1−G(y) = βeΛye, for all y > 0.
Proposition 2.7. Let G(y) ∼PH(β,Λ). We have that
G (y) = γyη−1e−λy + o(yη−1e−λy), as y →∞
for some γ > 0, where −λ is the largest real eigenvalue of Λ and η is its multiplicity.
The result is well-known (cf. Asimit and Jones, 2007; Asmussen, 2003; Latouche and Ra-
maswami, 1999), but here we provide a proof using Jordan canonical form in detail to verify
this result.
Theorem 2.8. Let G ∼ PH(β, Λ). The tail probability of G can be written as
G (y) =
m∑
j=1
ηj−1∑
k=0
yke<(−λj)y
[
c
(1)
jk sin(=(−λj)y) + c(2)jk cos(=(−λj)y)
]
. (2.2)
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Here m is the number of Jordan blocks of the matrix Λ, {−λj : j = 1, . . . ,m} are the corre-
sponding eigenvalues and {ηj : j = 1, . . . ,m} the dimensions of the Jordan blocks. The values
c
(1)
jk , c
(2)
jk are constants depending on the initial distribution β, the dimension of the j-th Jordan
block ηj and the generalized eigenvectors of Λ.
Proof. It is known that we can often find a matrix J similar to Λ (Valiaho, 1986), that is
Λ = UJU−1 and J is in Jordan canonical form, where
J = diag (J1,J2, . . . ,Jm).
Here {Jj : j = 1, . . . ,m} are Jordan blocks with {−λj : j = 1, . . . ,m} are the corresponding
eigenvalues and {ηj : j = 1, . . . ,m} the dimensions of the Jordan blocks.
If −λj is real, then the corresponding Jordan block has the following form:
Jj =

−λj 1 · · · 0
0 −λj . . . 0
...
...
. . .
...
0 0 · · · −λj

and its exponential matrix is
eJjy =

e−λjy ye−λjy · · · 1
(ηj − 1)!y
ηj−1e−λjy
0 e−λjy
. . .
1
(ηj − 2)!y
ηj−2e−λjy
...
...
. . .
...
0 0 · · · e−λjy

.
If −λj is complex, then the Jordan block becomes:
Jj =

Dj I · · · 0
0 Dj
. . . 0
...
...
. . .
...
0 0 · · · Dj

with
Dj =
(
<(−λj) −=(−λj)
=(−λj) <(−λj)
)
, I =
(
1 0
0 1
)
, 0 =
(
0 0
0 0
)
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(Bronson, 1991).
The corresponding exponential matrix is:
eJjy =

e<(−λj)yR ye<(−λj)yR · · · 1
(ηj − 1)!y
ηj−1e<(−λj)yR
0 e<(−λj)yR
. . .
1
(ηj − 2)!y
ηj−2e<(−λj)yR
...
...
. . .
...
0 0 · · · e<(−λj)yR

with
R =
(
cos(=(−λj)y) − sin(=(−λj)y)
sin(=(−λjy)) cos(=(−λj)y)
)
.
Now
G (y) = βeΛye = βeUJU
−1ye = (βU )eJy(U−1e)
= (βU )diag (eJ1y, eJ2y, . . . , eJmy)(U−1e)
=
m∑
j=1
ηj−1∑
k=0
yke<(−λj)y
[
c
(1)
jk sin(=(−λj)y) + c(2)jk cos(=(−λj)y)
]
,
where c
(1)
jk and c
(2)
jk are constants depending on the initial distribution β, the dimension of j-th
Jordan block ηj and the generalized eigenvectors of Λ. 2
Notice that for PH distributions whose sub-intensity matrix Λ only have real eigenvalues, i.e.
=(−λ) = 0, (2.2) reduces to
G (y) =
m∑
j=1
ηj−1∑
k=0
cjky
ke−λjy.
Since the largest eigenvalue of Λ is always real, then we can easily derive the asymptotic
behavior of the tail probability of the PH distribution:
G (y) ∼ γyη−1e−λy, y →∞,
where γ, −λ and η are defined as in Proposition 2.7.
From the Perron–Frobenius theorem (cf. Chapter 8 Meyer, 2000), we know that under a
mild condition that Λ is irreducible, the largest eigenvalue −λ is real and simple. That is its
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multiplicity is 1, thus, η−1 = 0. The asymptotic tail behavior of such a class of PH distributions
decays exponentially (also refer to Asmussen and Albrecher (2010)):
G (y) ∼ γe−λy, y →∞.
2.1.2 Some generalizations
As introduced previously, the classical PH distributions arise from a continuous time Markov
jump process with a finite state space, and are the distributions of univariate nonnegative
random variables. In this subsection, we will relax some of these conditions and discuss some
classes of distributions which are the generalizations of the class of classical PH distributions,
as some of these generalizations are related to the future research directions pointed out in
Section A.2.
Infinite dimensional phase-type distributions We will first relax the condition that the
Markov jump process has a finite number of transient states. This will lead us to the class
called the infinite dimensional phase-type (IDPH) distributions.
Consider a continuous time Markov jump process with state space E = {0, 1, 2, . . .}, where {0}
is the absorbing state and the rest are transient states. Let
Q =
(
0 0
t T
)
be its intensity matrix which satisfies the bounded condition 0 < sup
i
|Tii| = c <∞ (Shi et al.,
1996). Let α be the initial distribution. Here T and α are both of infinite dimension, so we
further require that
∞∑
n=0
(T y)n/n! converges for the infinite matrix T , and the exponential form
exp(T y) is valid.
Definition 2.9 (Infinite dimensional phase-type distributions). Let X be the absorption time
into state {0} of the Markov jump process above. We say that X has an infinite dimensional
phase-type distribution, and we write X ∼ IDPH(α,T ).
Similarly as a PH distribution, the cdf and pdf of an IDPH distribution has the following
expression given that T is invertible (Shi et al., 1996):
F (x) = 1−αeTxe∞, x > 0,
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f(x) = αeTxt, x > 0,
where e∞ is an infinite dimensional column vector of 1’s and t is the infinite dimensional exit
rate vector.
A particular example of the IDPH distributions that is considered in this thesis is derived from
a countable mixture of the classical PH distributions. Let Y ∼ PH(β,Λ) and pi = (pi1, pi2, . . .)
satisfying pie∞ = 1 be a vector of probabilities on N. Define
F (x) =
∞∑
n=1
pinP[Y 6 x/n], x > 0.
It is easy to see that F (x) is an IDPH distribution with PH representation of the form
T = diag (Λ1,Λ2, . . .) =

Λ1 0 0 0 · · ·
0 Λ2 0 0 · · ·
0 0 Λ3 0 · · ·
0 0 0 Λ4 · · ·
...
...
...
...
. . .

,
where Λn = Λ/n. The exit rate vector t = (λ/1,λ/2, . . .) and the initial distribution α =
(pi ⊗ β), where ⊗ denotes Kronecker product. Its distribution function F can also be written
as
F (x) = 1− (pi ⊗ β)eTxe∞, x > 0.
Such an example plays an important role in Bladt et al. (2015) for the approximation of the
ruin probabilities and it is also a fundamental distribution in Chapter 4.
The IDPH distributions share similar closure properties with the PH distributions, and the
class of IDPH distributions is also dense among all the nonnegative distributions. For more
properties of this class, such as the expression of Laplace-Stieltjes transform, closure properties
under countable mixtures and finite convolutions, we refer the reader to Shi et al. (1996) and
Shi et al. (2005).
Multivariate phase-type distributions The class of multivariate PH distributions have
been defined by Assaf et al. (1984) and later by Kulkarni (1989). As shown in Kulkarni (1989),
the multivariate phase-type (MPH) class is defined as a strict superset of the one in Assaf et al.
(1984), thus we will adopt Kulkarni (1989)’s definition.
16 Chapter 2. Preliminary
Let {Xt}t>0 be a Markov jump process with a finite state space E = {0, 1, . . . , p}, Λ be the
sub-intensity matrix and β the initial distribution. Define Y = inf{t > 0|Xt = 0}. For
i = 1, 2, . . . , k, let ri = (ri(1), ri(2), . . . , ri(p)) be k nonnegative reward vectors, denoting the
reward rate at each transient state. Further define a k × p reward matrix for future use:
R = (r1, r2, . . . , rk)
T .
Now we introduce the definition of a MPH random variable.
Definition 2.10 (Multivariate phase-type distributions). Let
Zi =
∫ Y
0
ri(Xt)dt, 1 6 i 6 k.
The random vector (Z1, Z2, . . . , Zk) is said to have a multivariate phase-type distribution. The
MPH distribution has the representation (β,Λ;R).
Just like the PH distributions, the class of MPH distributions is again closed under finite
convolutions and mixtures (Kulkarni, 1989). Each component Zi in the MPH random vector is
a PH distributed random variable (Kulkarni, 1989). The distribution of the MPH random vector
with k dimension is dense among all the distributions supported on [0,∞]k (Assaf et al., 1984).
As this generalization of the PH distributions is only related to future research directions and
is not the focus of this thesis, we remark that more details and properties of MPH distributions
can be found in Asimit and Jones (2007); Assaf et al. (1984); Berdel and Hipp (2011); Cai and
Li (2005a); Kulkarni (1989).
Bilateral phase-type distributions The classical phase-type distributions have also been
extended into the real line, defining a class of bilateral phase-type (BPH) distributions. It
is achieved by considering a Markov reward process (cf. Li, 2010) defined on an absorbing
continuous time Markov chain (Horva´th and Telek, 2007).
Let {Xt}t>0 be a Markov jump process with state space E = {0, 1, 2, . . . , p}, where state {0}
is the only absorbing state, and the intensity matrix on the form as in (2.1). Now we assume
that E is partitioned as E = E1
⋃
E2
⋃
E0, where E0 = {0} . The set of transient states is
Et = E1
⋃
E2. We partition Λ and λ according to the set E1 and E2, and write
Λ =
(
Q11 Q12
Q21 Q22
)
, λ =
(
λ1
λ2
)
.
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Here {Qij : i, j = 1, 2} denotes the sub-matrix of Q formed by the (r, s)th element with r ∈ Ei
and s ∈ Ej, and {λi : i = 1, 2} denotes the rate exiting from set Ei.
Now define a Markov reward process {Rt}t>0 with R(0) = 0, such that during each sojourn in
state j ∈ E1, the total accumulated net reward R(·) increases at rate rj > 0, and during each
sojourn in state k ∈ E2, the total accumulated net reward decreases at rate rk > 0. Further
assume that once absorbed, no further changes occur to the reward level. Define Ci, i = 1, 2
and C∗ such that
C1 = diag (rj, j ∈ E1), C2 = diag (rk, k ∈ E2), and C∗ = diag (C1,−C2).
Now we can define a bilateral phase-type random variable:
Definition 2.11 (Bilateral phase-type random variables). Denote the absorption time of the
above mentioned Markov jump process by Y . Let X denote the total accumulated reward
until absorption, that is, X = R(Y ). X is called a bilateral phase-type random variable with
representation (β,Λ,C∗), and we denote
X ∼ BPH(β,Λ,C∗).
The BPH distributions also share some closure properties with PH distributions such as the
closure property under finite convolution and mixtures (Horva´th and Telek, 2007; Soohan and
Ramaswami, 2005). Furthermore, BPH distributions are dense among all the distributions
supported over R (Soohan and Ramaswami, 2005).
Note that Shanthikumar (1983) also defined a BPH random variable as the one whose positive
and negative parts can be represented as the sums of i.i.d. exponentially distributed random
variables. This above considered BPH distributions form a subclass of the one defined by
Shanthikumar (1983). However, the later generalization lost the nature of Markov jump process
thus not admitted in this thesis.
Matrix exponential distributions Lastly, we will introduce one more generalization of
the PH distributions, which is called the matrix exponential (ME) distributions, that is the
distributions have rational Laplace transform (cf. Bladt and Nielsen, 2017).
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Definition 2.12 (Matrix exponential distributions). A nonnegative distribution is called matrix-
exponential if its density function f can be written on the form
f(x) = αeSxs, x > 0
for some row vector α, matrix S and column vector s.
As shown in Asmussen and Bladt (1996), it is always possible to choose s = −Se, so we denote
the matrix exponential random variable X ∼ ME(α,S). Also known in Asmussen and Bladt
(1996), α and S can always be chosen to have only real elements. Let X ∼ ME(α,S), its cdf
can be give as:
F (x) = 1−αeSxe.
The ME class also shares many attractive properties with the PH class, such as some closure
properties and denseness (cf. Asmussen and O’cinneide, 2006). Since such a class is not the
focus of this thesis, we refer the reader to Bladt and Neuts (2003), Bladt and Nielsen (2017),
Bean et al. (2008) and Asmussen and Bladt (1996) for more details.
2.2 Heavy-tailed distributions
In this section, we will consider right-tail properties of distributions. That is, the properties
of a distribution which only depend on the restriction of the distribution to (s,∞) for any
s > 0. For practical purposes, we only consider distributions defined on R+. Heavy-tailed
distributions, that is the distributions all of whose positive exponential moments are infinite,
play an important role in the analysis of many stochastic system such as risk processes and
queueing theory(cf. Abate et al., 1994; Borovkov and Borovkov, 2008; Denisov et al., 2004;
Embrechts and Veraverbeke, 1982). Particular interest is given to this class in this thesis.
Heavy-tailed and light-tailed distributions We first start with the definition of heavy-
tailed distributions (Foss et al., 2011).
Definition 2.13 (Heavy-tailed distributions). We define a nonnegative distribution H to be
heavy-tailed if and only if
lim sup
s→∞
H(s)eθs =∞, for all θ > 0.
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Contrarily, if the above limit is bounded, i.e. lim sup
s→∞
H(s)eθs <∞ for some θ > 0, we call H a
light-tailed distribution (Foss et al., 2011). So H is a light-tailed distribution if and only if it
fails to be heavy-tailed.
We can see the tail probability of heavy-tailed distributions decays slower than an exponential
rate, while for light-tailed distributions it decays at a similar or faster rate than an exponential
rate (Bryson, 1974). And an exponential distribution itself is a light-tailed distribution since:
lim sup
s→∞
H(s)eθs = lim sup
s→∞
e(θ−λ)s <∞, for all 0 < θ 6 λ,
where H(s) is the cdf of an exponential distribution with parameter λ > 0. Besides, the PH
distributions we have discussed in the previous subsection are also light-tailed.
Example 2.14 (Phase-type distributions). Let G ∼PH(β,Λ) be a PH distribution as defined
in Definition 2.1. Then from Proposition 2.7, we have asymptotically the tail probability of G
is
G (y) ∼ γyη−1e−λy, as y →∞
for some γ > 0, where −λ is the largest real eigenvalue of Λ and η is its multiplicity. Then
lim sup
y→∞
G (y)eθy = lim sup
y→∞
γyη−1e(θ−λ)y <∞ for all 0 < θ < λ.
Thus, the PH distributions are light-tailed.
Some typical examples of heavy-tailed distributions include the Pareto distributions, the Burr
distributions, the Cauchy distributions and the lognormal distributions. Among these, we will
discuss more details about the Pareto distributions later, as they play an important role in the
application of approximating the ruin probabilities in Chapter 4.
Subexponential distributions A subclass of heavy-tailed distributions for use in practi-
cal applications is the class of subexponential distributions (cf. Goldie, 1978; Pitman, 1980;
Teugels, 1975). Such a class contains practically all the heavy-tailed distributions commonly
used in various branches of applied probability, for instance, see Adler et al. (1998); Asmussen
and Klu¨ppelberg (1996); Asmussen et al. (1999); Embrechts and Veraverbeke (1982); Klu¨ppel-
berg (1988). The above mentioned examples of heavy-tailed distributions all belong to the
subexponential class.
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Definition 2.15 (Subexponential distributions). Let H be a nonnegative distribution. We say
that H is a subexponential distribution if
lim sup
s→∞
H
∗n
(s)
H(s)
= n,
where H
n
is the tail probability of the n-fold convolution of H. We denote H ∈ S.
There are some closure properties of the class of subexponential distributions. For example,
if H1 and H2 are both subexponential distributions, then min(H1, H2) is again subexponential
(Geluk, 2009), the mixture piH1 + (1 − pi)H2 for pi ∈ (0, 1) also belongs to S (Embrechts and
Goldie, 1980) and the convolution of H1 and H2 is subexponential (Cline and Samorodnisky,
1993; Cline, 1987). Furthermore, by adding conditions to subexponential distributions, we can
further determine their maximum domains of attraction, see Section 2.3.
The lognormal distributions, the loggamma distributions and the Weibull distributions with
shape parameters 0 < k < 1 are all examples of the subexponential distributions. Besides, in
the following, we will discuss an important subclass of the subexponential distributions.
Regularly varying distributions A basic concept that appears in a natural way in dif-
ferent areas of applied probability theory is called regular variation. Distributions exhibiting
regular variation behavior at the tails are called regularly varying distributions. Such a class
of distributions form a subclass of the subexponential distributions and find natural applica-
tions in many fields such as financial time series analysis (cf. Basrak et al., 2002; Mikosch,
2003; Rachev, 2003), large telecommunications network (cf. Heath et al., 1998; Mikosch et al.,
2002),queueing theory (cf. Cohen, 1973; Frenk, 1982; Kim et al., 2010; Olvera-Cravioto et al.,
2010) and approximation of the ruin probabilities (cf. Bladt et al., 2015; Gaier and Grandits,
2002; Klu¨ppelberg and Stadtmu¨ller, 1998). An encyclopaedic treatment of regular variation
can be found in Bingham et al. (1987).
Definition 2.16 (Regularly varying distributions). Let H be a nonnegative distribution. We
say H is a regularly varying (at infinity) distribution with index α > 0 if
lim
s→∞
H(st)
H(s)
= t−α, t > 0,
and denote H ∈ R−α.
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If the above limit is 0 for all t > 1, then we say H is a rapidly varying distribution (cf. de Haan,
1970; Djurcˇic´ et al., 2007) and denote H ∈ R−∞. If lim
s→∞
L(st)
L(s)
= 1, t > 0 for any positive
measurable function L, we call L a slowly varying function (at infinity) (cf. Seneta, 1976) .
It is possible to show that every regularly varying distribution with index α has representation
H(s) =
L(s)
sα
,
where L(s) is a proper slowly varying function (Bingham et al., 1987).
Example 2.17 (Pareto distributions). A typical example of the regularly varying distributions
is the Pareto distribution. There are several types of Pareto distributions, here we discuss the
one that has been considered in Chapter 4:
H(s) = 1−
(
1 +
s+ µ
σ
)−α
, s > µ,
where µ ∈ R and σ > 0 are two parameters and α > 0 is the tail index.
As in this thesis, we only focus on nonnegative distributions, thus we choose parameter µ = 0
and the cdf of the Pareto distribution is simplified to:
H(s) = 1−
(
1 +
s
σ
)−α
, s > 0,
and we denote H ∼Pareto(α, σ). The expected value of the Pareto random variable S ∼ H is
E[S] =
σ
α− 1 if α > 1.
In the example above, we conclude the mean of the Pareto distribution exists if index α > 1.
This is because of the following property of the regularly varying distributions (cf Bingham
et al., 1987; Mikosch, 1999).
Proposition 2.18 (Moments of the regularly varying distributions). Suppose S is a nonnegative
regularly varying random variable with index α > 0. Then
E[Sβ] <∞ if β < α,
E[Sβ] =∞ if β > α.
That is, the regularly varying distributions with index α will have up to (not included) α-th
finite moments.
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In this thesis, we are particularly interested in the product of two independent random variables.
The following product property of a regularly varying random variable, which is the well-known
Breiman’s lemma (Breiman, 1965), will help us in determining the regular variation of the tail
probability of the product of two independent random variables.
Theorem 2.19 (Breiman’s lemma). Let S1 and S2 be two nonnegative independent random
variables and assume S1 is regularly varying with index α > 0. If there exists an ε > 0 such
that E[Sα+ε2 ] < ∞, then the product of S1S2 is again of regular variation and the following
relation holds:
P[S1S2 > s] ∼ E[Sα2 ]P[S1 > s].
We remark that the converse of Breiman’s lemma is not true in general, it only holds under
some conditions (cf. Damek et al., 2014; Jacobsen et al., 2009). We will explain more details in
Section A.1.
Lastly, we use the following figure to illustrate the relations among the classes of distributions
we discussed previously.
Figure 2.6: Relations among distribution classes discussed in Chapter 2.
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2.3 Extreme value theory
In this thesis, we focus on exploring the tail properties of a class of distributions we call
the phase-type scale mixture distributions. We advocate at determining the characteristics
of tail heaviness, and further determine if the target distribution falls in the subexponential
class given that it is a heavy-tailed distribution. However, determining whether a heavy-tailed
distribution is a subexponential distribution can be very difficult in some cases, as the n-fold
convolution of a distribution is needed in the definition of the subexponential distributions, but
such convolutions do not always have computable forms. Thus, we will turn to some results in
extreme value theory to address this issue, as there are many results relating subexponential
property and maximum domains of attraction.
Extreme value distributions To begin with, we consider a sequence of independent and
identically distributed nondegenerate (whose limiting distribution is not concentrated on a
single point) random variables S1, S2, . . ., with common distribution H. In this section, we will
be concerned with the asymptotic behavior of the sample maximum:
max(S1, . . . , Sn), n > 2.
For further use, we denote
sH = sup{s ∈ R : H(s) < 1}
the right endpoint of H (cf. Embrechts et al., 1997). The famous Fisher–Tippett–Gnedenko
theorem (Fisher and Tippett, 1928; Gnedenko, 1943) provides us the limiting forms of the
sample maximum, and is also the origin of extreme value theory. Such a theorem states that
the sample maximum, when properly normalized and centered, will converge to one single
random variable and such a random variable will follow one and only one type of distribution.
Theorem 2.20 (Fisher–Tippett–Gnedenko theorem, limit laws for maxima). Let {Sn} be a se-
quence of i.i.d. random variables with common distribution H. If there exist norming constants
cn > 0 and dn ∈ R, and some nondegenerate distribution M , such that
max(S1, . . . , Sn)− dn
cn
d−→ S, S ∼M, (2.3)
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then M belongs to the type of one of the following three distributions:
Fre´chet : Φα(s) =
0 for s 6 0,exp{−s−α} for s > 0, α > 0.
Weibull : Ψα(s) =
exp{−{−s}α} for s 6 0,1 for s > 0, α > 0.
Gumbel : Λ(s) = exp{− exp{−s}} for s ∈ R.
The distributions Φα, Ψα and Λ are called standard extreme value distributions, and their
densities are plotted in the following figure with α = 1 for Fre´chet and Weibull distributions.
Figure 2.7: Densities of the standard extreme value distributions.
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Now we will consider the concept of maximum domain of attraction (cf. de Haan and Ferreira,
2006; Smith, 1990).
Definition 2.21 (Maximum domain of attraction). We say that the distribution H belongs to
the maximum domain of attraction of the extreme value distribution M if there exists constants
cn > 0, dn ∈ R such that (2.3) holds. We denote H ∈MDA(M).
We remark that the maximum domain of attraction covers wide-ranging continuous distribu-
tions, it does not contain the discrete distributions (cf. Anderson, 1970; Shimura, 2012).
As stated at the beginning of Subsection 2.2, we only focus on the absolutely continuous distri-
butions defined on R+ with right tails, and from figure 2.7, we see that the limit distributions
determining Weibull domain of attraction are defined on negative axis, so the distributions in
the Weibull domain of attraction do not possess right tails. Thus, in the following we will only
speak about the Fre´chet and Gumbel domain of attraction.
Fre´chet domain of attraction We now characterise the Fre´chet domain of attraction Φα,
for α > 0.
Theorem 2.22 (Fre´chet domain of attraction). The distribution H belongs to the Fre´chet
domain of attraction of Φα, α > 0, if and only if H is a regularly varying distribution with
index α. We denote H ∈MDA(Φα). That is
H ∈ R−α ⇐⇒ H ∈ MDA(Φα).
So regular variation is the only characterisation of Fre´chet domain of attraction.
Distributions belonging to the Fre´chet domain of attraction have infinite right endpoint (cf.
Embrechts et al., 1997) and are subexponential automatically.
For H ∈MDA(Φα), the norming constants dn can be chosen as 0, which means the centering is
not necessary. Norming constants cn can be chosen in terms of the quantile function:
cn = H
← (1− 1/n) = inf{s ∈ R : H(s) > 1− 1/n}
= inf{s ∈ R : 1
H
(s) > n}
=
(
1
H
)←
(n).
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Here the generalised inverse of H
H← (t) = inf{s ∈ R : H(s) > t}, 0 < t < 1,
is called the quantile function of H (cf. Embrechts and Hofert, 2013; McNeil et al., 2015).
Theorem 2.22 is a basic theorem to characterise the Fre´chet domain of attraction. It allows us
to determine whether H belongs to the Fre´chet domain of attraction with the help of regularly
varying distributions.
Gumbel domain of attraction As we have seen before, it is not difficult to characterise
the Fre´chet domain of attraction by using the concept of regular variation. However, the class
of Gumbel domain of attraction is more involved and not so easily characterized. Such a class
covers distributions with different tail behaviors, ranging from heavy-tailed distributions such
as the lognormal distributions, to light-tailed distributions such as the normal distributions
and the Weibull distributions with very large shape parameters k. Also, both cases of the
right endpoint sH > ∞ and sH = ∞ are possible. We will discuss conditions which allow us
to determine whether a distribution belongs to the Gumbel domain of attraction. We restrict
ourselves with absolutely continuous distributions H and consider the following von Mises
function (de Haan, 1970).
Definition 2.23 (von Mises function). Let H be a distribution function with right endpoint
sH 6∞. Suppose there exists some z < sH such that H has representation
H(s) = c exp{−
∫ s
z
1
a(t)
dt}, z < s < sH ,
where c is some positive constant, a(·) is a positive and continuous function with density a′(·)
and lim
s→sH
a′(s) = 0. Then H is called a von Mises function and the function a(·) the auxiliary
function of H.
It is not always straightforward to examine whether a distribution H can be written as the
representation in terms of auxiliary function. So the next proposition provides a condition that
is easy to check on H such that it is a von Mises function.
Proposition 2.24 (Differentiability at the right endpoint). Let H be a nonnegative distribution
with right endpoint sH 6 ∞. Assume that there exists some z < sH such that H is twice
differentiable on (z, sH) with H
′ > 0 and H ′′ < 0 for z < s < sH . Then H is a von Mises
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function with auxiliary function a = H/H ′ if and only if
lim
s→sH
H(s)H ′′(s)
(H ′(s))2
= −1. (2.4)
Moreover, von Mises functions are functions of rapid variation (cf. Bingham et al., 1987).
Embrechts et al. (1997) shows that von Mises functions belong to the Gumbel domain of
attraction and the norming constants can be chosen as in the following theorem.
Theorem 2.25 (Gumbel domain of attraction). Let H be a von Mises function. Then H ∈MDA(Λ).
A possible choice of norming constants is
dn = H
←(1− n−1) and cn = a(dn),
where a(·) is the auxiliary function of H.
We remark that von Mises functions do not completely characterise the Gumbel domain of
attraction. A slight modification of the definition of von Mises functions can yield a complete
characterisation. Since the above mentioned knowledge is enough for the development of this
thesis, details of such modification are omitted here. Readers who are interested can refer to
de Haan (1970); Embrechts et al. (1997); Resnick (1987).
We discuss here the concept of maximum domain of attraction, aiming to use the results in the
extreme value theory to determine the subexponentiality of a given heavy-tailed distribution.
Following is the theorem that has been used in this thesis to tell a distribution is subexponential
given that it belongs to the Gumbel domain of attraction. Other important results that will
not be used here relating the subexponential distributions and Gumbel domains of attraction
can be found in Goldie and Resnick (1988).
Theorem 2.26 (Goldie and Resnick (1988)). Let H ∈MDA(Λ) be an absolutely continuous
function with density h, then H is subexponential if
lim inf
s→∞
H(ts)
h(ts)
h(s)
H(s)
> 1, ∀t > 1. (2.5)
Lastly, we use the following Table 2.1 to briefly summarize and compare the two maximum
domains of attraction Φα and Λ that we have focused on in this subsection, including the
norming constants, regularly varying condition Rα and typical examples.
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Fre´chet Φα(s) Gumbel Λ(s) Gumbel Λ(s)
sH =∞ sH <∞
Norming constants dn = 0 dn = H
←
(
1− 1
n
)
dn = H
←
(
1− 1
n
)
cn =
(
1
H
)←
(n) cn = a(dn) cn = a(dn)
Rα condition H ∈ R−α H ∈ R−∞ H
(
sH − 1s
) ∈ R−∞
Examples Pareto Phase-type Truncated
Cauchy Lognormal exponential
Table 2.1: Summary of Fre´chet and Gumbel domain of attraction.
Chapter 3
Asymptotic tail behavior of phase-type
scale mixtures
3.1 Introduction
In this chapter, we consider the class of nonnegative distributions defined by the Mellin–Stieltjes
convolution (Bingham et al., 1987) of two nonnegative distributions G and H, given by
F (x) =
∫ ∞
0
G(x/s)dH(s), x > 0. (3.1)
A distribution of the form (3.1) will be called a phase-type scale mixture if G is a (classical)
phase-type (PH) distribution (cf. Latouche and Ramaswami, 1999) and H is a proper non-
negative distribution that we shall call the scaling distribution. A phase-type scale mixture
distribution can be seen as the distribution of a random variable X := S · Y , where S follows a
phase-type distribution H and Y follows a nonnegative distribution H. Accordingly, S is called
the scaling random variable. This terminology is also explained using conditional arguments:
observe that (X|S = s) ∼ Gs, where Gs(x) := G(x/s) corresponds to the distribution of the
(scaled) random variable s · Y which is itself a PH distribution, so the distribution F can be
thought of as a mixture of the scaled PH distributions in {Gs : s > 0} with respect to the
scaling distribution H.
Our motivation for studying the tail behavior of phase-type scale mixtures is their use for ap-
proximating heavy-tailed distributions in risk applications (Bladt et al., 2015). To introduce
such an approach, we shall first recall that the family of (classical) phase-type (PH) distribu-
tions, which corresponds to distributions of absorption times of Markov jump processes with one
absorbing state and a finite number of transient states. The PH class is particularly attractive
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since it is tractable and possesses many desirable properties (densities, cumulative distributions,
moments and integral transforms have closed-form expressions in terms of matrix exponentials;
it is a closed class under scaling, finite mixtures and finite convolutions (cf. Assaf and Levikson
(1982); Maier and O’Cinneide (1992)). The PH class is popular for modelling purposes because
it is dense in the nonnegative distributions (cf. Asmussen, 2003), so one could in principle ap-
proximate any nonnegative distribution with an arbitrary precision. This classical approach has
been widely studied and reliable methodologies for approximating nonnegative distributions are
already available (cf. Asmussen et al., 1996).
However, distributions in the PH class are light-tailed and belong to the Gumbel domain of
attraction exclusively (Kang and Serfozo, 1999). Therefore, the PH class cannot correctly
capture the characteristic behavior of a heavy-tailed distribution in spite of its denseness. In
fact, this approach may deliver unreliable approximations for important quantities of interest,
such as the ruin probability of a Crame´r–Lundberg risk process with heavy-tailed claim size
distributions (Vatamidou et al., 2014). As an alternative, the PH class has been extended to
distributions of absorption times having a countable number of transient states (this approach
is attributed to Neuts, 1981). The later class, which goes under the name of infinite dimensional
phase-type distributions (IDPH), is known to contain heavy-tailed distributions. Nevertheless,
the IDPH class is no longer mathematically tractable and it is not fully documented yet (to the
best of my knowledge, one of the few published references available outlining its mathematical
properties is Shi et al. (1996); another reference of interest is Greiner et al. (1999), who consider
infinite mixtures of exponential distributions to approximate power-tailed distributions).
To address this issue, Bladt et al. (2015) propose the use of phase-type scale mixtures having
discrete scaling distributions to approximate heavy-tailed distributions. Such a class forms a
structured subfamily of the IDPH class that contains the PH class, so it is trivially dense in the
nonnegative distributions. Two important advantages over the more general IDPH class are
that the class of phase-type scale mixture distributions is mathematically tractable and that it
contains a rich variety of heavy-tailed distributions.
The class of phase-type scale mixture distributions has great potential in applications in engi-
neering, finance and specifically in insurance. As an example of the later, Bladt et al. (2015)
provide renewal results that can be applied to obtain exact expressions for the ruin probabil-
ity of a classical Crame´r–Lundberg risk process having claim sizes distributed according to a
phase-type scale mixture distribution with discrete scaling. This approach is further explored in
Peralta et al. (2018), where a systematic methodology for approximating arbitrary heavy-tailed
distributions via phase-type scale mixtures is provided; such a formulation provides simplified
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formulas for approximating ruin probabilities with arbitrary claim size distributions. Further-
more, Bladt and Rojas-Nandayapa (2017) provide statistical inference procedures based on the
EM algorithm to adjust phase-type scale mixtures to heavy-tailed data/distributions. Other
references of interest that apply similar ideas to risk models include Hashorva et al. (2010) and
Vatamidou et al. (2013).
In spite of the denseness and the mathematical tractability of the class of phase-type scale
mixtures, the tail properties of the proposed class are not fully understood yet; this chapter
concentrates on this issue. In particular, a key aspect in the successful approximation of heavy-
tailed distributions via phase-type scale mixtures is the appropriate selection of the scaling
distribution. This chapter focuses on the theoretical foundations justifying the selections made
in some of the applications mentioned above, as well as on providing general guidelines for
selecting appropriate scaling distributions. We collect and adapt some known results which
are available in different contexts, and we prove new results that will allow us to provide a
characterization of the tail behavior of phase-type scale mixtures, as well as a classification of
their maximum domains of attraction. We expect our results to be useful for modelling purposes
by providing a better understanding of the advantages and limitations of such an approach,
as well as providing criteria for selecting appropriate scaling distributions for approximating
general heavy-tailed distributions. Our results are summarized below.
Firstly, we concentrate on classifying light- and heavy-tailed distributions. A phase-type scale
mixture is heavy-tailed if and only if its scaling distribution has unbounded support. An
interesting heuristic interpretation of this result is as follows: a PH random variable multiplied
with a random variable S is heavy-tailed iff S has unbounded support. We provide a simple
proof of this fact but we remark that a proof (unknown to us until recently) was already
provided in a different context (cf. Su and Chen, 2006; Tang, 2008).
Secondly, we focus on the maximum domains of attraction and subexponential properties of
the class of phase-type scale mixtures. A classical result for the Fre´chet case is Breiman’s
lemma (Breiman, 1965), which implies that a phase-type scale mixture with a regularly varying
scaling distribution remains regularly varying with the same index (hence subexponential). An
analogous closure property exists for the class of Weibullian distributions (Arendarczyk and
De¸bicki, 2011). In addition, we investigate analogous results for scaling distributions in the
Gumbel domain of attraction. We show that if a certain higher order derivative of the Laplace–
Stieltjes transform of the reciprocal of the scaling random variable L1/S(θ) is a von Mises
function, then F ∈ MDA(Λ); in addition, we provide a verifiable condition for subexponentiality.
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We then specialize in phase-type scale mixture distributions having discrete support. Such a
class of distributions is of critical importance in applications due to its mathematical tractabil-
ity, as these correspond to distributions of the absorption time of a Markov jump process
having an infinite number of transient states. We outline a simple methodology which allows
us to determine their asymptotic behavior by constructing a phase-type scale mixture distribu-
tion with continuous scaling and having an asymptotically proportional tail probability. This
methodology can be reverse-engineered so we can construct discrete scaling distributions for
approximating the tail probability of some arbitrary target distributions.
The rest of the chapter is organized as follows. In Section 3.2, we set up notations and summarize
some of the standard facts on heavy-tailed, phase-type and related distributions. Then we
introduce the class of phase-type scale mixtures and examine some of its asymptotic properties.
Our main results are presented in Section 3.3 and 3.4. Section 3.3 is devoted to the general
case, while Section 3.4 is specialized in discrete scaling distributions. In Section 3.5, we present
our conclusions.
3.2 Preliminaries
In this section we provide a summary of some of the concepts needed for this chapter. For more
details of the classical phase-type distributions and the heavy-tailed distributions, we refer the
reader to Subsection 2.1 and Subsection 2.2.
In this chapter, we are particularly interested in distributions of scaled phase-type random
variables s · Y , where Y ∼ PH(β,Λ) and s > 0. From the expression above, it follows eas-
ily that s · Y ∼ PH(β,Λ/s), so the class of phase-type distributions is closed under scaling
transformations. The following is a well known result describing the tail behavior of phase-type
distributions (cf. Asmussen, 2003):
Proposition 3.1. Let Gs ∼ PH(β, Λ/s). The tail probability of Gs can be written as
G s(x) =
m∑
j=1
ηj−1∑
k=0
(x
s
)k
e<(−λj)x/s
[
c
(1)
jk sin(=(−λj)x/s) + c(2)jk cos(=(−λj)x/s)
]
.
Here m is the number of Jordan blocks of the matrix Λ, {−λj : j = 1, . . . ,m} are the corre-
sponding eigenvalues and {ηj : j = 1, . . . ,m} the dimensions of the Jordan blocks. The values
c
(1)
jk , c
(2)
jk are constants depending on the initial distribution β, the dimension of the j-th Jordan
block ηj and the generalized eigenvectors of Λ.
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All eigenvalues of a sub-intensity matrix Λ have negative real parts and the one with the
largest absolute value is always real. Therefore, the asymptotic behavior of a scaled phase-
type distribution is determined by the largest eigenvalue and the largest dimension among the
Jordan blocks associated to the largest eigenvalue (see also Asimit and Jones, 2007; Asmussen,
2003).
It is also well known that if the sub-intensity matrix Λ is irreducible, then the tail probabilities of
phase-type distributions decay exponentially (cf. Proposition IX.1.8 Asmussen and Albrecher,
2010).
The assumption that the matrix Λ is not irreducible can be further relaxed if all eigenvalues
are real.
Also notice that if all the eigenvalues of Λ are real (=(−λj) = 0), then
G s(x) =
m∑
j=1
ηj−1∑
k=0
cjk
(x
s
)k
e−λjx/s. (3.2)
Next, we consider heavy-tailed distributions. The definition of light/heavy-tailed distributions
is often considered too general for most practical purposes and it is more common to work
instead with certain families of distributions. For instance, the so-called Embrechts–Goldie
class of distributions (Embrechts and Goldie, 1980), denoted L(λ), consists of nonnegative
distributions H having the property
lim
s→∞
H(s− t)
H(s)
= eλt, λ > 0,∀t.
Distributions in the class L(0) are heavy-tailed and these are known as long-tailed distributions.
In contrast, if λ > 0 then a distribution in the class L(λ) is light-tailed. From Proposition 3.1, it
is clear that a PH distribution is in L(λ), where −λ is the largest eigenvalue of the sub-intensity
matrix Λ.
3.2.1 Phase-type scale mixtures
Next we introduce the class of phase-type scale mixture distributions which is central for this
chapter.
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We say a distribution F (x) is a phase-type scale mixture with scaling distribution H and phase-
type distribution G ∼ PH(β,Λ), if the distribution F can be written as the Mellin–Stieltjes
convolution of H and G (see equation (3.1) for a definition).
For this definition to be valid, it is implicit that H must be nonnegative without an atom at 0.
Particularly, when the scaling distribution H is discrete and supported over a countable set of
nonnegative numbers {si : i ∈ N}, then the Mellin–Stieltjes convolution in (3.1) reduces to the
following infinite series:
F (x) =
∞∑
i=1
p(i)G(x/si),
where p(i) := H(si) − H(si−1) is the probability mass function of H with s0 = 0. It is not
difficult to see that a phase-type scale mixture distribution is absolutely continuous
and its density function can be written as
f(x) =
∫ ∞
0
g(x/s)
s
dH(s),
where g is the density of the phase-type distribution.
The tail probability of a phase-type scale mixture F := 1−F can also be written as a Mellin–
Stiltjes convolution of H and G:
F (x) = 1−
∫ ∞
0
G(x/s)dH(s) =
∫ ∞
0
(1−G(x/s))dH(s) =
∫ ∞
0
G (x/s)dH(s).
Therefore, using proposition 3.1 it is straightforward to see that there exist constants c′jk and
c′k, such that
F (x) 6
m∑
j=1
ηj−1∑
k=0
c′jk
∫ ∞
0
(x
s
)k
e<(−λj)x/sdH(s) 6
η−1∑
k=0
c′k
∫ ∞
0
(x
s
)k
e−λx/sdH(s).
Hence, only the largest real eigenvalue determines the asymptotic behavior of a phase-type scale
mixture distribution.
In this chapter, we are particularly interested in providing sufficient conditions for a phase-
type scale mixture to be subexponential. However, the task of determining whether a given
heavy-tailed distributions is subexponential or not can be very challenging. We will resort to
extreme value theory to address this issue, since there exist a variety of results relating the
subexponential property with maximum domains of attraction.
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The Weibull domain of attraction is composed of distributions with support bounded above, so
a phase-type scale mixture cannot belong to such domain. The Fre´chet domain of attraction is
characterized by regular variation (de Haan, 1970):
H ∈ R−α ⇐⇒ H ∈ MDA(Φα).
This characterisation is relevant to us because regularly varying distributions are subexponen-
tial. The Gumbel domain of attraction is more involved. It contains both light- and heavy-tailed
distributions. A number of results existing for determining the Gumbel domain of attraction
and subexponentiality of a certain distribution have been included in Chapter 2.
3.3 Tail behavior of scaled random variables
This section is devoted to characterising the tail properties of the class of phase-type scale mix-
ture distributions. Firstly, we collect some relevant results about the asymptotic tail behavior
of products of random variables, which provide sufficient conditions on the scaling random vari-
able S for its associated phase-type scale mixture distribution to be either light- or heavy-tailed.
In addition, we extend this result to provide a criteria for more general distributions; we also
provide a simplified proof (Theorem 3.2).
Secondly, in Subsection 3.3.2 we focus on determining the maximum domain of attraction of a
phase-type scale mixture distribution according to its scaling distribution. In the Fre´chet case,
Breiman’s lemma implies that a phase-type scale mixture distribution remains in the Fre´chet
domain of attraction (hence regularly varying) if the scaling distribution is in the same domain.
The converse of Breiman’s lemma does not hold true in general, and finding sufficient conditions
and counterexamples is considered challenging (cf. Damek et al., 2014; Denisov and Zwart, 2007;
Jacobsen et al., 2009; Jessen and Mikosch, 2006). For the Gumbel case, we provide conditions
on the Laplace transform of reciprocal of the scaling random variable 1/S so the associated
phase-type scale mixture distribution belongs to the Gumbel domain of attraction, as well as to
further determine if it is subexponential. We illustrate with examples that such conditions are
verifiable in some important cases. In addition, we also analyse the important class of Weibullian
distributions (for a definition see Remark 3.12 below) which posseses a closure property under
multiplication (Arendarczyk and De¸bicki, 2011). The result in that paper allows to determine
the exact tail behavior of a phase-type scale mixture having a Weibullian scaling distribution.
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3.3.1 Asymptotic tail behavior
The tail behavior of the distribution of a product of nonnegative random variables has attracted
a considerable amount of research interest. For instance, Su and Chen (2006) show that if two
random variables S1 and S2 are such that the distribution of S1 is in L(λ) with λ > 0 and
S2 has unbounded support, then the distribution of S1 · S2 is in L(0) (long-tailed), and thus
heavy-tailed (see also Tang, 2008). If one further assumes that S2 is Weibullian with parameter
0 < p 6 1, then Liu and Tang (2010) show that the product S1 · S2 is subexponential. A result
which extends beyond the class L(γ) is in Arendarczyk and De¸bicki (2011), where it is shown
that the product of two Weibullian random variables with parameters p1 and p2 is Weibullian
with parameter p1p2/(p1 + p2) and thus proving that the product of Weibullians can be either
light- or heavy-tailed.
These results imply that a phase-type scale mixture distribution is heavy-tailed if and only if
the scaling distribution has unbounded support. This conclusion can also be obtained from
our Theorem 3.2 below, where we provide sufficient conditions under which a product of two
general random variables can be classified either as light- or heavy-tailed. The simplified proof
provided here is elementary.
Theorem 3.2. Consider S1 and S2 two nonnegative independent random variables with un-
bounded support, where S1 ∼ H1 and S2 ∼ H2. Let H be the distribution of the product S1 · S2.
1. If there exist θ > 0 and ξ(x) a nonnegative function such that
lim sup
x→∞
eθx
(
H1(x/ξ(x)) +H2(ξ(x))
)
= 0, (3.3)
then H is a light-tailed distribution.
2. If there exists ξ(x) a nonnegative function such that for all θ > 0 it holds that
lim sup
x→∞
eθxH1(x/ξ(x)) ·H2(ξ(x)) =∞, (3.4)
then H is a heavy-tailed distribution.
Proof. For the first part consider
lim sup
x→∞
H(x)eθx = lim sup
x→∞
eθx
∫ ∞
0
H1(x/s)dH2(s)
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= lim sup
x→∞
[
eθx
∫ ξ(x)
0
H1(x/s)dH2(s) + e
θx
∫ ∞
ξ(x)
H1(x/s)dH2(s)
]
6 lim sup
x→∞
[
eθxH1(x/ξ(x)) + e
θxH2(ξ(x))
]
= 0.
The last equality holds by the hypothesis (3.3). Hence H is light-tailed. For the second part
consider
lim sup
x→∞
H(x)eθx = lim sup
x→∞
[
eθx
∫ ξ(x)
0
H1(x/s)dH2(s) + e
θx
∫ ∞
ξ(x)
H1(x/s)dH2(s)
]
> lim sup
x→∞
[
eθxH1(x/ξ(x))H2(ξ(x))
]
=∞.
The last equality holds by hypothesis (3.4). Hence H is heavy-tailed. 2
The conditions in Theorem 3.2 can be easily verified and enables us to provide a classification of
the asymptotic tail behavior of products of random variables with more general distributions.
Notice that the distributions considered in Su and Chen (2006) correspond to distributions with
log-tail probabilities decaying at a linear rate, i.e. − lnH1(s) = O(s), while the distributions
in Arendarczyk and De¸bicki (2011) have log-tail probabilities decaying at a power rate, i.e.
− lnHi(s) = O(spi), i = 1, 2. The following example considers distributions with log-tail
probabilities decaying at an exponential rate, i.e. − lnHi(s) = O(es).
Example 3.3 (Gumbellian products). Let Hi(x) = 1 − exp{−ex + 1}, x > 0. We choose
ξ(x) = xγ, with 0 < γ < 1. Then
lim
x→∞
H(x)eθx = lim
x→∞
eθx+1
(
exp{−ex1−γ}+ exp{−exγ}
)
= 0, ∀θ > 0.
Then the product of two random variables with Gumbellian-type distributions is always light-
tailed. The same holds true if we replace H2 with a Weibullian distribution with shape parameter
p > 1. Choose ξ(x) = xγ, with 1
p
6 γ < 1 and observe that
lim
x→∞
H(x)eθx = lim
x→∞
eθx
(
exp{−ex1−γ + 1}+ xδe−xγp
)
= 0, for θ ∈ (0, 1).
3.3.2 Maximum domains of attraction and subexponentiality
The scenario in the Fre´chet domain of attraction is well understood. Breiman’s lemma (Breiman,
1965) implies that a phase-type scale mixture distribution is in the Fre´chet domain of attraction
if its scaling distribution is in the same domain:
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Lemma 3.4 (Breiman (1965)). If H ∈ R−α and MG(α+ε) <∞ for some ε > 0, then F ∈ R−α
and
F (x) = MG(α)H(x)(1 + o(1)), x→∞, (3.5)
where MG(α) is the α-moment of G.
Phase-type distributions are light-tailed so all their moments are finite. Therefore, a phase-
type scale mixture distribution with a scaling distribution in the Fre´chet domain of attraction
remains in the same domain.
Furthermore, the norming constants for a phase-type scale mixture distribution F can be chosen
as the norming constants of H divided by the α-moment of the phase-type distribution G, that
is
dn = 0, cn =
1
MG(α)
(
1
H
)←
(n).
Moreover, when the conditions of Breiman’s lemma are satisfied, then the scaling and the phase-
type scale mixture distributions are regularly varying with the same index of regular variation,
thus implying that the tail probabilities of both distributions are asymptotically proportional
(with the reciprocal of the α-moment of the phase-type distribution being the proportionality
constant). This implies that the class of phase-type scale mixture distributions can provide
exact asymptotic approximations of the tail probabilities of regularly varying distributions.
It is interesting to note that the converse of Breiman’s lemma does not hold true in general.
Such a problem is considered to be challenging and has attracted considerable research interest,
thus resulting in a rich variety of results proving sufficient conditions and counterexamples; for
instance, Jessen and Mikosch (2006) provide a comprehensive list of earlier references; the most
general results are given in Jacobsen et al. (2009) and Denisov and Zwart (2007) (see also
Damek et al. (2014) for a multivariate version).
It is not difficult to verify that some subclasses (for instance, exponential, Erlang and hyper-
exponential) of PH distributions satisfy the sufficient conditions for the converse of Breiman’s
lemma provided in Jacobsen et al. (2009). We also conjecture that in general PH distributions
satisfy the above conditions but a proof remains unknown to us.
The situation is less understood in the Gumbel domain of attraction. We start by noting that
in the Gumbel case, a phase-type scale mixture F and its scaling distribution H will have very
different tail behaviors (this is contrast to the Fre´chet case, where Breiman’s lemma implies
that these have asymptotically proportional tail behavior). In particular, the tail probability
of a scaling distribution in the Gumbel domain of attraction is tail equivalent to a von Mises
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functions, hence rapidly varying. In such a case the tail distribution of the phase-type scale
mixture will be much heavier than its scaling distribution:
Proposition 3.5. If H ∈ R−∞, then
lim sup
x→∞
H(x)
F (x)
= 0. (3.6)
Proof. To show this we take t > 1 and observe that there exists a constant C such that
F (x) = P[SY > x] > P[SY > x, Y > t] >P[S > x/t]P[Y > t] = H(x/t)C,
Then
lim sup
x→∞
H(x)
F (x)
6 1
C
lim sup
x→∞
H(x)
H(x/t)
= 0, t > 1.
2
The lognormal and Weibullian distributions are rapidly varying.
Remark 3.6. This result fleshes out a limitation of the aforementioned approach for approximat-
ing distributions in the Gumbel domain of attraction. The tail probability of a phase-type scale
mixture distribution will be much heavier than its target distribution, if the scaling distribution
is chosen within the same family of target distributions and with similar parameters. We show
later that in some cases we are able to construct phase-type scale mixture distributions with
the same asymptotic behavior as their target distributions if we vary the value of parameters.
Such is the case of Weibullian distributions.
Next we look for sufficient conditions of the scaling distribution so its corresponding phase-
type scale mixture will belong to the Gumbel domain of attraction and be subexponential.
We restrict our focus to phase-type distributions with sub-intensity matrices having only real
eigenvalues.
A main result in extreme value theory indicates that a distribution H belongs to the Gumbel
domain of attraction iff H is tail-equivalent to a von Mises function. Recall Proposition 2.24
and Theorem 2.26 in Section 2.3, since a phase-type scale mixture distribution is not only
absolutely continuous but twice differentiable and its second derivative is negative, then we can
verify if it belongs to the Gumbel domain of attraction by just checking the condition (2.4).
Subexponentiality can be checked via condition (2.5).
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Theorem 3.7. Let V (x) = (−1)η−1L(η−1)1/S (x), where η is the largest dimension among the
Jordan blocks associated to the largest eigenvalue of the sub-intensity matrix. If V (·) is a von
Mises function, then F ∈ MDA(Λ). Moreover, F is subexponential if
lim inf
x→∞
V (tx)V ′(x)
V ′(tx)V (x)
> 1, ∀t > 1.
Proof. We can write that
F (x) =
m∑
j=1
ηj−1∑
k=0
∫ ∞
0
cjk
(x
s
)k
e−λjx/sdH(s) =
m∑
j=1
ηj−1∑
k=0
cjk
(−1)kxk
λkj
L(k)1/S(λjx).
Since V (x) = (−1)η−1L(η−1)1/S (x) is a von Mises function, then V (x) is of rapid variation (Bingham
et al., 1987). This implies that
F (x) ∼ cx
η−1
λη−1
V (λx), (3.7)
Then it is not difficult to see that
lim
x→∞
F (x)F ′′(x)
(F ′(x))2
= lim
x→∞
V (λx)(−V ′′(λx))(− V ′(λx))2 = −1.
This holds true because by hypothesis V (x) = (−1)η−1L(η−1)1/S (x) is a von Mises function. Hence
F ∈ MDA(Λ) and the first part result follows. For the second part, we observe that the auxiliary
function a(x) = F (x)/F ′(x) obeys the following asymptotic equivalence
a(x) =
F (x)
F ′(x)
∼ V (λx)−λV ′(λx) .
The distribution F is subexponential if
lim inf
x→∞
a(tx)
a(x)
= lim inf
x→∞
V (λtx)V ′(λx)
V ′(λtx)V (λx)
> 1, ∀t > 1,
hence subexponentiality of F follows.
2
Theorem 3.7 can be applied to the lognormal case:
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Example 3.8 (Lognormal scaling). Assume H ∼ LN(µ, σ2). Then F is a subexponential
distribution in the Gumbel domain of attraction.
Proof. W.l.o.g. we can assume µ = 0 since eµ is a scaling constant. In such a case the symmetry
of the normal distribution implies that the Laplace–Stieltjes transform of 1/S is the same as
that of S, i.e.
L1/S(x) = LS(x).
An asymptotic approximation of the k-th derivative of the Laplace–Stieltjes transform of the
lognormal distribution is given in Asmussen et al. (2016):
L(k)S (x) = (−1)kLS(x) exp{−kω0(x) +
1
2
σ0(x)
2k2}(1 + o(1)),
where
ωk(x) =W(xσ2ekσ2), σk(x)2 = σ
2
1 + ωk(x)
,
and W(·) is the Lambert W function. Hence we verify that
lim
x→∞
V (x)(−V ′′(x))
(−V ′(x))2 = limx→∞
e−(η−1)ω0(x)+
1
2
σ0(x)2(η−1)2 ·
(
−e−(η+1)ω0(x)+ 12σ0(x)2(η+1)2
)
e−2ηω0(x)+σ0(x)2η2
= − lim
x→∞
exp{σ0(x)2} = − lim
x→∞
exp
{
σ2
1 + ω0(x)
}
.
As ωk(x) is asymptotically of order ln(x) as x → ∞, then σ2(1 + ω0(x))−1 → 0 as x → ∞.
Then the last limit is equal to −1, so we have shown that F (x) ∈ MDA(Λ). Furthermore,
lim
x→∞
a(tx)
a(x)
= lim
x→∞
(−1)η−1L(η−1)1/S (tx) · (−1)η−1L(η)1/S(x)
(−1)η−1L(η)1/S(tx) · (−1)η−1L(η−1)1/S (x)
= lim
x→∞
e−(η−1)ω0(xt)+
1
2
σ0(xt)2(η−1)2 · e−ηω0(x)+ 12σ0(x)2η2
e−ηω0(xt)+
1
2
σ0(xt)2η2 · e−(η−1)ω0(x)+ 12σ0(x)2(η−1)2
= lim
x→∞
exp
{
−ω0(x) + ω0(xt) + 1
2
σ0(xt)
2(2η − 1) + 1
2
σ0(x)
2(1− 2η)
}
= lim
x→∞
exp
{−ω0(x) + ω0(x) + ω0(t) + O(ω0(x)−1)} = t > 1.
Thus F is a subexponential distribution. 2
Example 3.9 (Exponential scaling). Let H ∼ exp(β). Then F is a subexponential distribution
in the Gumbel domain of attraction.
42 Chapter 3. Asymptotic tail behavior of phase-type scale mixtures
Proof. Observe that 1/S has an inverse gamma distribution with a Laplace–Stieltjes transform
given in terms of a modified Bessel function of the second kind (Ragab, 1965):
L1/S(x) =
∫ ∞
0
e−x/sβe−βsds = 2
√
βxBesselK(1, 2
√
βx).
Furthermore, its n-th derivative can be calculated explicitly also in terms of a modified Bessel
function of the second kind:
L(n)1/S(x) =
∫ ∞
0
(
−1
s
)n
e−x/sβe−βsds = (−1)n · 2 β n+12 x−n−12 BesselK(n− 1, 2
√
βx).
Asymptotically it holds true that
L(n)1/S(x) ∼ (−1)n
√
piβ
2n+1
4 x−
2n−1
4 e−2
√
βx, x→∞.
Hence, it follows that
lim
x→∞
V (x)(−V ′′(x))
(−V ′(x))2 = −1.
Therefore, V (x) is a von Mises function and F ∈ MDA(Λ). Moreover, if t > 1 then
lim
x→∞
a(tx)
a(x)
= lim
x→∞
V (tx)V ′(x)
V ′(tx)V (x)
=
√
t > 1.
Thus F is a subexponential distribution.
2
Remark 3.10. Notice that it is possible to generalize the result of the previous example for a
gamma scaling distribution, because an expression for the Laplace–Stieltjes transform of an
inverse gamma distribution is known and given in terms of a modified Bessel function of the
second kind. However, it involves a number of tedious calculations and therefore omitted. Note
as well that in such a case it is possible to test directly if F is a von Mises function, but the
calculations become cumbersome. Finally, we remark that the results of Liu and Tang (2010)
imply the subexponentiality of the exponential case.
Remark 3.11. If H is a discrete scaling distribution, then we can obtain an analogous result to
that of Theorem 3.7. Define
DL1/S(x) =
∞∑
i=1
e−x/ip(i)
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as the Laplace–Stieltjes transform of discrete scaling random variable S with probability mass
function p(i). Then the tail probability of the phase-type scale mixture is:
F (x) =
m∑
j=1
ηj−1∑
k=0
∞∑
i=1
cjk
(x
i
)k
e−λjx/ip(i) =
m∑
j=1
ηj−1∑
k=0
cjk
(−1)kxk
λkj
DL(k)1/S(λjx).
If V (x) = (−1)η−1DL(η−1)1/S (x) is a von Mises function, then F ∈ MDA(Λ).
We close this section with an important remark regarding Weibullian scalings.
Remark 3.12 (Weibullian scaling). A nonnegative distribution H is said to be Weibullian with
shape parameter p > 0 (Arendarczyk and De¸bicki, 2011) if
H(s) = Csδ exp(−λsp)(1 + o(1)), λ, C > 0, δ ∈ R.
A Weibullian distribution with parameter p is heavy-tailed if 0 < p < 1, while it is light-tailed
if p > 1. Notice that a phase-type distribution is Weibullian with shape parameter equal to
1. Therefore, Lemma 2.1 of Arendarczyk and De¸bicki (2011) implies that a phase-type scale
mixture having a Weibullian scaling distribution with scale parameter p will be Weibullian with
shape parameter p(1+p)−1 < 1, thus heavy-tailed. Furthermore, Lemma 2.1 in Arendarczyk and
De¸bicki (2011) provides exact expressions for each of the parameters C, δ and λ, so in principle
one can use this result to replicate exactly the tail behavior of a Weibullian distribution via a
phase-type scale mixture distribution.
3.4 Discrete scaling distributions
Next, we focus on the case of phase-type scale mixture distributions having scaling distributions
supported over countable sets of strictly positive numbers. These distributions are particularly
tractable since these correspond to distributions of absorption times of Markov jump processes
with an infinite number of transient states. This class of distributions is of great importance
for applications involving heavy-tailed phenomena, since a variety of quantities of interest can
be calculated exactly. Such is the case of ruin probabilities in the Cra´mer-Lundberg process
having claims sizes distributed according to a phase-type scale mixture (cf. Bladt et al., 2015;
Peralta et al., 2018). Notice for instance, that such exact results are not available for the case
of continuous scaling distributions.
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We remark however, that some of the methodologies for determining domains of attraction and
subexponentiality described in the previous section are not always implementable in a straight-
forward way for discrete scaling distributions. One of the main difficulties is the calculation of
asymptotic equivalent expressions for the infinite series defining the tail probabilities. Below
we describe a simple methodology which can be used to extend results for continuous scaling
distributions to their discrete scaling distributions counterparts; such a methodology provides
mild conditions under which the asymptotical behavior of an infinite series is asymptotically
equivalent to that of a certain function defined via a definite integral.
Proposition 3.13. Let Iu : Z
+ → R+ be collection of functions indexed by u ∈ (0,∞). Suppose
that for each u > 0 there exists a measurable and bounded function I ′u : R+ → R such that
I(u; k) = I ′(u; k) for all k ∈ Z+ and
∫ ∞
0
I ′(u; y)dy −M(u) 6
∞∑
k=0
I(u; k) 6
∫ ∞
0
I ′(u; y)dy +M(u),
where M(u) > max{I ′(u; y) : y > 0} is some upper bound for the function I ′(u; y). If
lim
u→∞
M(u)∫∞
0
I ′(u; y)dy
= 0,
then the following asymptotic relationship holds
lim
u→∞
∑∞
k=0 I(u; k)∫∞
0
I ′(u; y)dy
= 1.
The method provides a verifiable condition under which the infinite series can be replaced by
an asymptotic integral. The next example is taken from Bladt et al. (2015).
Example 3.14 (Zeta scaling). Let α > 2 and assume H ∼ Zeta(α). Such a distribution is
determined by p(i) = i−α/ζ(α), i ∈ N and ζ(·) is the Riemann zeta function. Then F is in the
Fre´chet domain of attraction.
We remark that Breiman’s lemma could have been used instead to determine the exact asymp-
totic behavior because the tail probability H(i), i = 1, 2, . . . forms a regularly varying sequence,
so H ∈ R−α (Bingham et al., 1987). Nevertheless, this example is included here to illustrate
the simplicity of the method proposed.
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Proof. H is supported over all the natural numbers, so the tail probability of corresponding
phase-type scale mixture can be written as
F (x) =
∞∑
i=1
p(i)G (x/i).
Recall that the expression of G (·) has been given in (3.2), then we have
F (x) =
∞∑
i=1
m∑
j=1
ηj−1∑
k=0
cjk
(x
i
)k
e−λjx/i
i−α
ζ(α)
=
m∑
j=1
ηj−1∑
k=0
∞∑
i=1
cjkx
k
ζ(α)
i−(α+k)e−λjx/i.
Consider the functions I ′jk(x; y) = x
ky−(α+k)e−λjx/y and note that each of these functions attains
their single local maximum at ŷ = λjx(α + k)
−1 > 0, for all x > 0. Therefore,
∫ ∞
0
I ′jk(x; y)dy −Mjk(x; ŷ) 6
∞∑
i=1
xki−(α+k)e−λjx/i 6
∫ ∞
0
I ′jk(x; y)dy +Mjk(x; ŷ).
Observe that
Mjk(x; ŷ) = x
ke−(α+k)
(
λj
α + k
)−(α+k)
x−(α+k) = cx−α,
and
I ′jk(x) := x
k
∫ ∞
0
y−(α+k)e−λjx/ydy =
Γ(α + k − 1)
λα+k−1
x−α+1,
so Mjk(x; ŷ) is of negligible order with respect to I
′
jk(x). Then it follows that
F (x) ∼
m∑
j=1
ηj−1∑
k=0
cjk
ζ(α)
I ′jk(x) =
m∑
j=1
ηj−1∑
k=0
cjkΓ(α + k − 1)
ζ(α)λα+k−1
x−α+1, x→∞.
Thus F (x) ∈MDA(Φα−1). Let C =
m∑
j=1
ηj−1∑
k=0
cjkΓ(α + k − 1)
ζ(α)λα+k−1
, then the norming constants can
be chosen as
dn = 0, cn =
(
1
F
)←
(n) =
(
C
n
) 1
α−1
.
2
Example 3.15 (Geometric scaling). Let H ∼ Geo(p) and G be PH distribution whose sub-
intensity matrix has only real eigenvalues. Then F is a subexponential distribution in the
Gumbel domain of attraction.
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Proof. Let p(i) = pqi, where q = 1−p. Since the geometric distribution has unbounded support,
then the associated phase-type scale mixture is heavy-tailed. We next verify that it belongs to
the Gumbel domain of attraction.
F (x) =
∞∑
i=1
G (x/i) pqi.
Let I ′(x; y) = G (x/y)p exp{−| ln q|y} satisfies the conditions in Proposition 3.13. Since the
sine and cosine functions are bounded, then it is not difficult to use Proposition 3.1 to show
that there exists a constant c1 such that
M(x) := I(x; ŷ) 6 x k2 e−2
√
xλ| ln q|(c1 + o(1)), x→∞,
where λ is the largest eigenvalue in absolute value and k is its largest multiplicity. If the sub-
intensity matrix has real eigenvalues then by using Lemma 2.1 in (Arendarczyk and De¸bicki,
2011) we obtain that∫ ∞
0
I ′(x; y)dy = p
∫ ∞
0
G (x/y)e−y| ln q|dy = xk/2+1/4e−2
√
xλ| ln q|(C1 + o(1)), x→∞.
So, the value of M(x) is asymptotically negligible with respect to the value of the integral and
we conclude that
F (x) ∼ p
∫ ∞
0
G (x/y)e−y| ln q|dy =
p
| ln q|
∫ ∞
0
G (x/y)dH(y),
where H ∼ exp(| ln q|). Hence, by tail equivalence, the distribution F inherits all the asymp-
totic properties of its continuous counterpart, namely, a phase-type scale distribution with
exponential scaling distribution with parameter | ln q|. 2
Remark 3.16. We shall recall that the geometric version can be seen as the discrete counterpart
of the exponential distribution obtained as a discretization. More precisely, the geometric
distribution can be seen as a distribution supported over Z+ and defined by
H(k) = H(k), k = 0, 1, 2, . . . ,
where H ∼ exp(| ln q|). The probability mass function of H is given by h(k) = H(k)−H(k−1).
This idea can be extended in order to select scaling distributions for approximating heavy-
tailed distributions in the Gumbel domain of attraction. Suppose we want to approximate
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the tail probability of an absolutely continuous distribution H supported over (0,∞) via a
discrete phase-type scale mixture distribution. One way to proceed is to construct a discrete
distribution supported over N defined by h(k) = H(k)−H(k− 1); we refer to this construction
as a discretization of H. Moreover, the density of H can be used to construct a function
I ′(u; k). In such a case the tail behavior of a phase-type scale mixture having a discretized
scaling distribution inherits the asymptotic properties of its continuous counterpart.
This idea is better illustrated with the following example, which suggests a methodology for
approximating the tail probability of a lognormal distribution.
Example 3.17 (Lognormal discretization). Let H be a discrete lognormal distribution with
parameters µ, σ and supported over {0, 1, 2, . . .}. Assume µ = 0. The tail probability F is
given by
F (x) =
∞∑
i=1
G (x/i) [H(i)−H(i− 1)] =
∞∑
i=1
G (x/i)
∫ i
i−1
h(y)dy,
where h(·) is the density of lognormal distribution. Since G (x/y) is increasing in y, then we
can easily find a lower bound:
F (x) =
∞∑
i=1
∫ i
i−1
G (x/i)h(y)dy >
∫ ∞
0
G (x/y)h(y)dy.
For the upper bound, we have
F (x) 6
∞∑
i=1
∫ i
i−1
G (x/(y + 1))h(y)dy =
∞∑
i=1
∫ i
i−1
G (x/(y + 1))[h(y)− h(y + 1) + h(y + 1)]dy
6
∫ ∞
0
G (x/y)h(y)dy +
∫ ∞
0
G (x/(y + 1))[h(y)− h(y + 1)]dy.
For the second integral in the above, we have∫ ∞
0
G (x/(y + 1))[h(y)− h(y + 1)]dy
=
∫ 1
0
G (x/(y + 1))[h(y)− h(y + 1)]dy +
∫ ∞
1
G (x/(y + 1))[h(y)− h(y + 1)]dy
6c1G (x/2) + c2
∫ ∞
1
G (x/(y + 1))
h(y + 1)
(y + 1)β
dy,
where c1, c2 > 0 are some constants and 0 < β < 1.
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It is not difficult to obtain this upper bound: firstly, it is easy to prove for y > 1, ln(y + 1) −
ln(y) 6 1/y, consequently, ln2(y + 1)− ln2(y) 6 2 ln(y + 1)/y; then we have
h(y)
h(y + 1)
− 1 = y + 1
y
exp
{
ln2(y + 1)− ln2(y)
2σ2
}
− 1
6 exp
{
1
y
+
ln(y + 1)
σ2y
}
− 1
6 c
(
1
y
+
ln(y + 1)
σ2y
)
,where c > 0 is some constant,
6 c2
(y + 1)β
.
Define
I ′jk(x) := x
k
∫ ∞
0
y−ke−λjx/yh(y)dy.
From Example 3.8, we know that
∫ ∞
0
G (x/y)h(y)dy =
m∑
j=1
ηj−1∑
k=0
cjk
∫ ∞
0
(x/y)ke−λjx/yh(y)dy =
m∑
j=1
ηj−1∑
k=0
cjk
(−1)kxk
λkj
L(k)Y (λjx)
=
m∑
j=1
ηj−1∑
k=0
cjk
xk
λkj
LY exp{−kω0(λjx) + 1
2
σ0(λjx)
2k2}.
So
I ′jk(x) =
(
x
λj
)k
LY exp{−kω0(λjx) + 1
2
σ0(λjx)
2k2}.
It is obvious that c1G (x/2) vanishes faster than I
′
jk(x), so we can define
Mjk(x) := x
k
∫ ∞
0
y−k−βe−λjx/yh(y)dy,
since
c2
∫ ∞
1
G (x/(y + 1))
h(y + 1)
(y + 1)β
dy = c2
∫ ∞
2
G (x/y)
h(y)
yβ
dy
6
m∑
j=1
ηj−1∑
k=0
cjk
∫ ∞
0
(x/y)ky−βe−λjx/yh(y)dy.
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By a similar approximation as in Example 3.8, we can see
Mjk(x) = (−1)k+β x
k
λk+βj
L(k+β)Y (λjx)
=
xk
λk+βj
LY exp{−(k + β)ω0(λjx) + 1
2
σ0(λjx)
2(k + β)2}.
So Mjk(x) is negligible compared to integral I
′
jk(x). Thus, the phase-type scale mixture distri-
bution with discrete lognormal scaling has the same asymptotic behavior as the phase-type scale
mixture distribution with lognormal scaling.
3.4.1 Non-lattice supports
The examples in the previous subsection may suggest that a phase-type scale mixture having
a discretized scaling distribution will inherit the asymptotic properties of its continuous coun-
terpart. However, such a discretization cannot be made arbitrarily. The following example
illustrates this fact.
Example 3.18. Let H ∈ R−α be a continuous distribution and S be a discrete random variable
supported over {s1, s2, . . .} satisfying
P(S = si) = H(si)−H(si−1), i = 1, 2, . . . .
Suppose there exists ε > 0 and i0 ∈ N such that ∀i > i0, it holds that si+1 > si(1 + ε). Then
lim sup
x→∞
P[S > (1 + ε)x]
P[S > x]
= lim sup
i→∞
P[S > (1 + ε)si]
P[S > si]
= lim sup
i→∞
P[S > si]
P[S > si]
= 1.
Then S does not have a regularly varying distribution. Suppose that Y ∼ Erlang(λ, k). Ac-
cording to Example 4.4 in Jacobsen et al. (2009), the distribution of phase-type scale mixture
random variable S · Y is not regularly varying.
Nevertheless, such a discretization will provide a reasonable approximation to a regularly vary-
ing distribution. The following is a continuation of our previous example and it shows that
such a distribution satisfies an analogue of Breiman’s lemma.
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Example 3.19. Let K > 0 and define HK a discrete distribution supported over {si : i ∈ Z+},
where si = exp(i/K), and determined by
HK(si) = 1− s−αi , ∀i ∈ Z+.
The distribution HK can be seen as a discretization over a geometric progression of a Pareto
distribution having tail probability H(x) = x−α supported over [1,∞). The following argument
shows that HK is no longer a regularly varying distribution. Notice that for all t > 1 there exist
n ∈ Z+ such that sn < t 6 sn+1, hence
lim inf
x→∞
HK(xt)
HK(x)
= s−αn+1, lim sup
x→∞
HK(xt)
HK(x)
=
s−αn t < sn+1s−αn+1 t = sn+1.
Thus, according to Example 4.4 in Jacobsen et al. (2009), the Mellin–Stieltjes convolution of
an Erlang distribution G with the distribution H given above is no longer of regular variation
(the conditions described in Proposition 3.13 are not satisfied for this example either). In spite
of this, we can still analyse certain aspects of the asymptotic behavior of such a Mellin–Stieltjes
convolution. For that purpose, note that the following inequalities hold for all w > 1
e−α/KH(w) < HK(w) 6 H(w),
hence we obtain that
e−α/K
∫ ∞
0
H(x/s)dG(s) <
∫ ∞
0
HK(x/s)dG(s) 6
∫ ∞
0
H(x/s)dG(s).
Using Breiman’s lemma we find that
e−α/K < lim inf
F (x)
MG(α)H(x)
6 lim sup F (x)
MG(α)H(x)
6 1.
A heuristic interpretation of the inequalities above is that aysmptotically the tail probability F
oscillates between two regularly varying tails, so this example illustrates a behavior similar to
that described by Breiman’s lemma. Notice that the range of oscillation collapses as K → ∞,
which is consistent with the fact that HK → H weakly. A better asymptotic approximation in
the following argument is particularly sharp for numerical purposes. Consider
F (x) =
∫ ∞
0
G (x/s) dHK(s) = (1− e−α/K)
∞∑
i=0
G (xe−i/K)e−αi/K .
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Let I(x; i) = G (xe−i/K)e−αi/K. The infinite series can be approximated via the integral∫ ∞
0
I(x; y)dy =
∫ ∞
0
G
(
xe−y/K
)
e−αy/Kdy = K
∫ ∞
1
G
( x
w
)
w−(α+1)dw =
K
α
∫ ∞
1
G
( x
w
)
dH(w).
Since G is such that MG(α + ε) <∞ for all ε > 0, then Breiman’s lemma implies that
F (x) ≈ 1− e
−α/K
α/K
MG(α)H(x).
This approximation is consistent with the bounds found above, since for all w > 0 it holds that
e−w 6 1− e
−w
w
6 1.
Hence, the asymptotic approximation suggested is contained in between the asymptotic bounds
previously found.
The previous example demonstrates that the tail behavior of a phase-type scale mixture dis-
tribution having a discretized scaling distribution is clearly affected by the selection of the
support. Naturally, better approximations will be obtained by taking a finer partition of the
support.
The natural choice is to use a discretization of the target distribution over some lattice. However,
this approach is not always suitable for numerical purposes, because in practice there is only a
finite number of terms of the infinite series that can be computed, so these series are typically
truncated. By selecting a discretization over a geometric progression, we will obtain infinite
series that converge at faster rates, so these can be truncated earlier. More importantly, such
geometric progressions still provide reasonable approximations of the tail probability as shown
above. This approach has been tested successfully in Peralta et al. (2018), where they considered
discretizing a Pareto distribution over a geometric progression and used the corresponding
phase-type scale mixture distribution to approximate Pareto claim size distributions in ruin
probability calculations. This selection of the scaling distribution is of critical importance in
Bladt and Rojas-Nandayapa (2017) for estimating the parameters of a phase-type scale mixture
distribution via the EM algorithm. Such an estimation procedure is iterative, so in each step
it is necessary to compute a number of sufficient statistics involving these infinite series. The
selection of a geometric support allows us to compute the estimators within a reasonable time.
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3.5 Conclusion
We considered the class of phase-type scale mixtures. Such distributions arise from the product
of two random variables S · Y , where S ∼ H is a nonnegative random variable and Y ∼ G
is a phase-type random variable. Such a class is mathematically tractable and can be used to
approximate heavy-tailed distributions.
We provided a collection of results which can be used to determine the asymptotic behavior
of a distribution in such a class. For instance, if the scaling distribution H has unbounded
support, then the associated phase-type scale mixture distribution is heavy-tailed. We also
provided verifiable conditions which can be employed to classify the maximum domains of
attraction and determine subexponentiality. In particular, we were able to find phase-type scale
mixture distributions with equivalent asymptotic behavior for regularly varying and Weibullian
distributions. It is not the case for the lognormal for which it is more difficult to suggest an
appropriate scaling distribution.
We considered the case of phase-type scale mixture distributions having discrete scaling distribu-
tions since these are of critical importance in applications. We described a simple methodology
which allows to establish the asymptotic proportionality of these distributions with respect
to their continuous counterparts. We exhibited important advantages and limitations of this
approach to approximate heavy-tailed distributions and analysed several important examples.
We remark that most of the results obtained here can be extended to an analogous class of
matrix exponential scale mixture distributions without too much effort. We note that some
of our results were proven under the assumption that the phase-type distribution has a sub-
intensity matrix having only real eigenvalues. Nevertheless, we conjecture that such results
holds for general phase-type and matrix-exponential distributions. We also conjecture that a
phase-type distribution is α-regularly varying determining but this remains an open problem.
Chapter 4
Approximation of ruin probability
4.1 Introduction
In this chapter, we propose a new numerical scheme for the approximation of ruin probabilities
in the classical compound Poisson risk model — also known as Crame´r–Lundberg risk model
(cf. Asmussen and Albrecher, 2010). In such a risk model, the surplus process is modelled as
a compound Poisson process with negative linear drift and a nonnegative jump distribution
F , the later corresponding to the claim size distribution. The ruin probability within infinite
horizon and initial capital u, denoted ψ(u), is the probability that the supremum of the surplus
process is larger than u. The Pollaczek–Khinchine formula (see Equation (1.1)) provides the
exact value of ψ(u), though it can be explicitly computed in very few cases. Such a formula is a
functional of F̂ , the integrated tail distribution of F ; from here on, we will use ψF̂ (u) instead of
ψ(u) to denote this dependence. A useful fact is that the Pollaczek–Khinchine formula can be
naturally extended in order to define ψG(u) even if G does not correspond to an integrated tail
distribution; in this case, ψG(·) corresponds to the survival probability of a certain terminating
renewal process.
The approach advocated in this chapter is to approximate the integrated claim size distribution
F̂ by using the family of phase-type scale mixture distributions introduced in Bladt et al. (2015),
but we also consider the more common approach of approximating the claim size distribution
F . The family of phase-type scale mixture distributions is dense within the class of nonnega-
tive distributions, and it is formed by distributions which can be expressed as a Mellin–Stieltjes
convolution, denoted Π ? G, of an arbitrary nonnegative distribution Π and a phase-type dis-
tribution G (cf. Bingham et al., 1987). The Mellin–Stieltjes convolution corresponds to the
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distribution of the product between two independent random variables having distributions Π
and G, respectively.
In particular, if Π is a nonnegative discrete distribution and Π ? G is itself the integrated
tail of a phase-type scale mixture distribution, then an explicit computable formula for the
ruin probability ψΠ?G(u) of the Crame´r–Lundberg process with claims having integrated tail
distribution Π ? G is given in Bladt et al. (2015). Hence, it is plausible that if Π ? G is close
enough to the integrated tail distribution F̂ of the claim sizes, then we can use ψΠ?G(u) as an
approximation for ψF̂ (u), the ruin probability of a Crame´r–Lundberg process having claim size
distribution F . One of the key features of the class of phase-type scale mixtures is that if Π
has unbounded support, then Π ? G is a heavy-tailed distribution (Rojas-Nandayapa and Xie,
2017; Su and Chen, 2006; Tang, 2008), confirming the hypothesis that the class of phase-type
scale mixtures is more appropriate for approximating tail-dependent quantities involving heavy-
tailed distributions. In contrast, the class of classical phase-type distributions is light-tailed and
approximations derived from this approach may be inaccurate in the tails (see also Vatamidou
et al., 2014, for an extended discussion).
Our contribution is to propose a systematic methodology to approximate any integrated tail
distribution F̂ (absolutely continuous ) using a particular subclass of phase-type scale mixtures
called Erlangized scale mixtures (ESM). The proposed approximation is particularly precise in
the tails and the number of parameters remains controlled. Our construction requires a sequence
{Πm : m ∈ N} of nonnegative discrete distributions having the property Πm → F̂ (often taken
as a discretization of the target distribution over some countable subset of the support of
F̂ ), and a sequence of Erlang distributions with equal shape and rate parameters, denoted
Gm ∼ Erlang(ξ(m), ξ(m)). If the sequence ξ(m) ∈ N is unbounded, then Πm ? Gm → F̂ . We
adapt the results in Bladt et al. (2015) to compute ψΠm?Gm(u), and use this as an approximation
of the ruin probability of interest.
To assess the quality of ψΠm?Gm(u) as an approximation of ψF̂ (u), we identify two sources of
theoretical error. The first source of error comes from approximating F̂ via Πm, so we refer
to this as the discretization error. The second source of error is due to the Mellin-Stieltjes
convolution with Gm, so this will be called the Erlangization error. The two errors are closely
intertwined so it is difficult to make a precise assessment of the effect of each of them in the
general approximation. Instead, we use the triangle inequality to separate these as follows
∣∣ψF̂ (u)− ψΠm?Gm(u)∣∣︸ ︷︷ ︸
Approximation error
6
∣∣ψF̂ (u)− ψF̂ ?Gm(u)∣∣︸ ︷︷ ︸
Erlangization error
+
∣∣ψF̂ ?Gm(u)− ψΠm?Gm(u)∣∣︸ ︷︷ ︸
Discretization error
.
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Therefore, the error of approximating ψF̂ (u) with ψΠm?Gm(u) can be bounded from above with
the aggregation of the Erlangization error and the discretization error. In our developments
below, we construct explicit tight bounds for each source of error.
We remark that the general formula for ψΠ?G(u) in Bladt et al. (2015) is computationally in-
tensive and can be difficult or even infeasible to implement since it is given as an infinite series
with terms involving products of finite dimensional matrices. We show that for our particular
model, ψΠ?Gm(u) can be simplified down to a manageable formula involving the probability
density function (pdf) and cumulative distribution function (cdf) of the negative binomial dis-
tribution instead of computationally expensive matrix operations. In practice, the infinite series
can be computed only up to a finite number of terms, but as we will show, this numerical error
can be controlled by selecting an appropriate distribution Π. This truncated approximation of
ψΠ?G(u) will be denoted ψ˜Π?G(u). We provide explicit bounds for the numerical error induced
by truncating the infinite series.
All things considered, we contribute to the existing literature for computing ruin probabili-
ties for the classical Crame´r–Lundberg model by proposing a new practical numerical scheme.
Our method, coupled with the bounds for the error of approximation, provides an attractive
alternative for computing ruin probabilities based on a simple, yet effective idea.
The approach described above is a further extension to the use of phase-type distributions for
approximating general claim size distributions (cf. Asmussen, 2003; Latouche and Ramaswami,
1999; Neuts, 1975). Several attempts to approximate the probability of ruin for Crame´r–
Lundberg model have been made before (see Vatamidou et al. (2013) and references therein).
A recent and similar approach can be found in Santana et al. (2017), who uses discretization
and Erlangizations argument as its backbone. We emphasize here that we address the prob-
lem of finding the probability of ruin differently. Firstly, we propose to directly approximate
the integrated tail distribution instead of the claim size distribution. This will yield far more
accurate approximations of the probability of ruin. Secondly, since we investigate the Erlan-
gization and the discretization errors separately, we are able to provide tight error bounds for
our approximation method. This will prove to be helpful in challenging examples such as the
one presented here: the heavy-traffic Crame´r–Lundberg model with Pareto distributed claims.
Lastly, each approximation of ours is based on a mixture of Erlang distributions of fixed order,
while the approach in Santana et al. (2017) is based on a mixture of Erlang distributions of
increasing order. By keeping the order of the Erlang distribution in the mixture fixed, we can
allocate more computational resources in the discretization part, yielding an overall better ap-
proximation. More importantly, we find the use of ESM more natural because increasing the
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order of the Erlang distributions in the mixture translates in having different levels of accuracy
of Erlangization at different points. The choice of having sharper Erlangization in the tail of
the distribution than in the body seems arbitrary and is actually not useful tail-wise because
the tail behavior of Π ∗Gm is the same for each ξ(m) > 1.
The rest of the chapter is organized as follows. Section 4.2 provides an overview of the main
concepts and methods. In Section 4.3, we present the methodology for constructing a sequence
of distributions of the form Πm ? Gm approximating a nonnegative continuous distribution.
Based on the results of Bladt et al. (2015), we introduce two simplified infinite series represen-
tations of the ruin probability. In Section 4.4, we construct the bounds for the error of each
approximation. In Section 4.5, we provide a bound for the numerical errors of approximation
induced by truncating the infinite series representation. A numerical example illustrating the
sharpness of our results is given in Subsection 4.6.2. Some conclusions are drawn in Section
4.7.
4.2 Preliminaries
In this section, we provide a summary of basic concepts needed for this chapter. In Subsection
4.2.1, we discuss the class of phase-type scale mixture distributions and infinite dimensional
phase-type (IDPH) distributions. In Subsection 4.2.2, we introduce a systematic method for
approximating nonnegative distributions within the class of phase-type scale mixtures; such
a method will be called approximation via Erlangized scale mixtures (ESM). The resulting
approximating distribution will be considerably tractable due to the special structure of the
Erlang distribution.
4.2.1 Phase-type scale mixtures: integrated tails
A particular example of PH distribution which is of interest in our later developments is that
of an Erlang distribution. It is simple to deduce that the Erlang distribution with parameters
(λ,m) has a PH-representation given by the the m-dimensional vector β = (1, 0, . . . , 0) and the
m×m dimensional matrix
Λ =

−λ λ
. . . . . .
−λ λ
−λ
 .
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We employ the notation Erlang(λ,m). In this chapter, we will be particularly interested in
the sequence of Gm ∼ Erlang(ξ(m), ξ(m)) distributions with ξ(m) → ∞ as m → ∞. These
sequences are associated to a methodology often known as Erlangization (approximation of a
constant via Erlang random variables). Using Chebyshev inequality, it is simple to prove that
Gm → I[1,∞) weakly, where IA denotes the indicator function over the set A.
Next, we turn our attention to the class of phase-type scale mixture distributions (Bladt et al.,
2015). In this chapter, we introduce such a class via Mellin–Stieltjes convolution with the
following notation
Π ? G(u) :=
∫ ∞
0
G(u/s)dΠ(s) =
∫ ∞
0
Π(u/s)dG(s), (4.1)
where G ∼ PH(β,Λ) and Π is a proper nonnegative distribution.
The integrated tail of Π ? G is given in the following proposition. Throughout the current
manuscript, µH will denote the first moment of any given distribution function H.
Proposition 4.1. Let Π and G be independent and nonnegative distributions with finite first
moments. Then, the integrated tail of Π ? G is given by
Π̂ ? G = HΠ ? Ĝ,
where dHΠ(s) = sdΠ(s)/µΠ is called the moment distribution of Π and Ĝ is the integrated tail
of G.
Proof. Since the Mellin–Stieltjes convolution of Π and G can be seen as the distribution of the
product of two independent random variables having distribution Π and G, then µΠ?G = µΠ ·µG.
Observe that
Π̂ ? G(u) =
1
µΠ · µG
∫ u
0
(1− Π ? G(t)) dt
=
1
µΠ
∫ u
0
∫ ∞
0
1−G(t/s)
µG
dΠ(s)dt
=
∫ ∞
0
Ĝ(u/s)
sdΠ(s)
µΠ
=
∫ ∞
0
Ĝ(u/s)dHΠ(s) = HΠ ? Ĝ(u).
2
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Remark 4.2. If G is a PH distribution G ∼ PH(β,Λ), then Ĝ ∼ PH(−βΛ−1/µG,Λ) is also a
PH distribution (cf. Asmussen and Albrecher, 2010, Corollary 2.3.(b), Chapter IX).
The following can be seen as a particular case of Proposition 4.1 when G corresponds to the
Dirac measure with point mass at one δ1 (notice that if G = δ1 , then Π ? G = Π and Ĝ = U).
However, a self-contained proof is provided in the proposition below.
Proposition 4.3. Let F be a nonnegative distribution with finite mean µF , dHF (s) := sdF (s)/µF
be the moment distribution of F , and U the uniform distribution U(0, 1). Then the integrated
tail distribution of F satisfies
F̂ = HF ? U.
Proof.
F̂ (u) =
1
µF
∫ u
0
(1− F (t)) dt = 1
µF
∫ u
0
∫ ∞
0
I(t,∞)(s)dF (s)dt
=
1
µF
∫ ∞
0
{∫ u
0
I[0,s)(t)dt
}
dF (s)
=
1
µF
∫ ∞
0
{u ∧ s} dF (s)
=
∫ ∞
0
{(u/s) ∧ 1} sdF (s)
µF
= HF ? U(u),
where the second equality follows from Tonelli’s theorem and from the fact that for s, t > 0,
I(t,∞)(s) = I[0,s)(t). 2
In this chapter, we are particularly interested in the case where Π is a discrete distribution
having support {si : i ∈ N} with 0 < s1 < s2 < · · · and vector of probabilities pi = (pi1, pi2, . . .)
such that pie∞ = 1, where e∞ is an infinite dimensional column vector with all elements equal
to 1. In such a case, the distribution of Π ? G can be written as
(Π ? G)(u) =
∞∑
i=1
G(u/si)pii, u > 0.
Since the scaled phase-type distributions G(u/si) ∼ PH(β,Λ/si) are PH distributions again,
we choose to call Π ? G a phase-type scale mixture distribution. The class of phase-type scale
mixtures was first introduced in Bladt et al. (2015), though they restricted themselves to dis-
tributions Π supported over the natural numbers. One of the main features of the class of
phase-type scale mixtures having a nonnegative discrete scaling distribution Π is that it forms
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a subclass of the so called infinite dimensional phase-type (IDPH) distributions (see Shi et al.
(1996)). Indeed, in such a case Π ? G can be interpreted as the distribution of absorption time
of a Markov jump process with one absorbing state and an infinite number of transient states,
having representation (α, T ), where α =(pi ⊗ β), the Kronecker product of pi and β, and
T =

Λ/s1 0 0 · · ·
0 Λ/s2 0 · · ·
0 0 Λ/s3 · · ·
...
...
...
. . .
 .
Finally, if the underlying phase-type distribution G is Erlang and Π is any nonnegative discrete
distribution, then we say that the distribution Π ? G is an Erlangized scale mixture. We will
discuss more properties of this distribution in later sections.
All the classes of distributions defined above are particularly attractive for modelling purposes,
in part because they are dense in the nonnegative distributions (both the class of infinite
dimensional phase-type distributions and the class of phase-type scale mixtures trivially inherit
the dense property from classical phase-type distributions, while the proof that the class of
Erlangized scale mixtures being dense is simple and given in the next subsection).
The class of IDPH distributions contains heavy-tailed distributions, but its infinite-dimensionality
makes it computationally intractable. Both phase-type scale mixtures and Erlangized scale mix-
tures remain dense, contain both light and heavy-tailed distributions and are more tractable
than general IDPH distributions, from both theoretical and computational perspectives.
Here, we concentrate on a particular subclass of the phase-type scale mixtures defined in Bladt
et al. (2015) by narrowing such a class to Erlangized scale mixtures having scaling distribution
Π with general discrete support.
4.2.2 Approximations via Erlangized scale mixtures
Next, we present a methodology for approximating an arbitrary nonnegative distribution Π
within the class of Erlangized scale mixtures. The construction is simple and based on the
following straightforward result.
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Proposition 4.4. Let Πm be a sequence of nonnegative discrete distributions such that Πm → Π
and Gm ∼ Erlang(ξ(m), ξ(m)), where ξ : N→ N is such that ξ(m)→∞ as m→∞. Then
Πm ? Gm−→Π.
Proof. Since Πm converges weakly to Π and Gm converges weakly to the distribution I[1,∞) (the
distribution of a constant), then the result follows directly from an application of Slutsky’s
theorem (cf. Theorem 7.7.1 Ash and Dole´ans-Dade, 2000). 2
For convenience, we refer to this method of approximation as approximation via Erlangized
scale mixtures. The sequence of discrete distributions Πm can be seen as rough approximations
of the nonnegative distribution Π. Since Gm is an absolutely continuous distribution with
respect to the Lebesgue measure, then the Mellin–Stieltjes convolution has a smoothing effect
over the rough approximating distributions Πm. Indeed, Πm ? Gm is an absolutely continuous
distribution with respect to the Lebesgue measure. Notice that the function ξ enables us to
adjust the speed of convergence on the Erlangization component independently of the one of the
discretization, if needed. The example below illustrates the approximation method described
above.
Example 4.5. As target distribution function, we consider the following cdf
Π(x) = 1−
(
1 +
x
φ− 1
)−φ
, x > 0. (4.2)
The distribution in (4.2) corresponds to a scaling transformation of a classical Pareto distribu-
tion having a single parameter φ > 1 and supported over the positive real axis. This distribution
will be denoted as Pareto(φ) from here on. We remark that the scaling is chosen so the mean of
Π is 1. This parametrization is often selected for practical purposes but other parametrizations
of the Pareto distribution are common as well.
For this example, we take ξ(m) = m, so that Gm ∼ Erlang(m,m) and we consider the following
sequence Πm of approximating distributions of Π
Πm(x) =
∞∑
k=1
Π
(
s
(m)
k
)
I
[s
(m)
k ,s
(m)
k+1)
(x). (4.3)
The function Πm corresponds to the discrete cumulative distribution function that matches the
target distribution function Π on the set Sm := {s(m)k : k ∈ Z+}. For this particular example,
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we select Sm corresponding to a geometric sequence; that is, s(m)k := s(m)1 ek/m with s(m)1 > 0.
Moreover, if s
(m)
1 → 0 as m→∞, then Πm(x)→ Π(x) pointwise for all x ∈ R, so that Πm → Π
weakly. The selection of the sets Sm as a geometric sequence obeys a practical purpose: note
that the approximating distributions in (4.3) is given as an infinite series and in practice this
can only be computed up numerically to a finite number of terms. By selecting a geometric
sequence, we can obtain better numerical approximations of Π in the tail region.
In the Figures below, we plot the approximations of a Pareto(2) distribution for various different
values of m (we choose s
(m)
1 = e
−6). We remark that the proposed approximating distribution
provides accurate approximations of the target distribution Π for rather small values of m.
Moreover, the selection of Sm as a geometric sequence provides a sharp approximation in the
tail regions. Figure 4.1 - 4.4 show the comparison between a target distribution Π ∼ Pareto(2)
and its Erlangized scale mixture approximations Πm ? Gm, where Πm is given in (4.3) and
Gm ∼ Erlang(m,m).
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Figure 4.1: Target cdf and its approximations.
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4.3 Ruin probabilities
In this section, we introduce two methods for approximating the ruin probability in the Crame´r–
Lundberg risk model using Erlangized scale mixtures. Both methods are similar in the sense
that the results of Bladt et al. (2015) are adapted to obtain computable expressions for the
ruin probability in terms of infinite series involving operations with finite dimensional arrays.
The simple structure of the Erlang distribution is exploited to obtain formulas which are free
of matrix operations. The two methods differ in the way the integrated claim size distribution
F̂ is approximated.
The first method consists in approximating the integrated claim size distribution F̂ via Erlan-
gized scale mixtures. This method is the one that we advocate in this chapter and we shall call
it approximation A. This straightforward approach delivers explicit formulas which are simple
to write and implement. Moreover, we will verify empirically that the approximation obtained
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tends to be more accurate than the one delivered by the second method described below. We
remark that this approach has two minor disadvantages. The first disadvantage is that the
approximation obtained lacks a direct interpretation in terms of a probability of ruin. Indeed,
in general, it is not possible to identify an Erlangized scale mixture as the integrated tail of a
phase-type scale mixture, so that an approximating distribution for the claim sizes is not avail-
able. The second disadvantage is that an explicit expression of the integrated tail distribution
F̂ is required. In cases where the integrated claim size distribution F̂ is not available explicitly,
this can be easily approximated numerically; nevertheless, this numerical approximation will
introduce a new source of error so the alternative method described below may be preferred.
The second method, labeled approximation B, consists in approximating the claim size distri-
bution F via Erlangized scale mixtures. This approximation is indirect because it is equivalent
to approximating the integrated tail distribution F̂ with the integrated tail of an Erlangized
scale mixture distribution. Such an integrated tail distribution is in the class of phase-type
distributions, so similar explicit formulas for the ruin probability are obtained. This approach
is considered more natural and is the most commonly used; see for instance Bladt et al. (2015)
and Santana et al. (2017). Moreover, an explicit expression for the integrated tail distribution F̂
is not necessary for its implementation. However, this method delivers approximations having
more complex expressions, and its error of approximation tends to be larger and more difficult
to assess due to the amplifying effect of integrating the tail probability of the approximating
distribution. Also, its implementation is more involved and the computational times are much
slower when compared to the results delivered using approximation A.
The remaining content of this section is organized as follows: in Subsection 4.3.1, we introduce
some basic concepts of ruin probabilities in the classical Crame´r–Lundberg risk model. The two
approximations of the ruin probability via Erlangized scale mixtures are presented in Subsection
4.3.2.
4.3.1 Ruin probability in the Crame´r–Lundberg risk model
We consider the classical compound Poisson risk model (cf. Asmussen and Albrecher, 2010) as
discussed in Chapter 1.
The calculation of the ruin probability is conveniently approached via renewal theory. The ruin
probability ψF̂ (u) of the classical Crame´r–Lundberg process can be written as the probability
that a terminating renewal process reaches level u. In such a model, the distribution of the
renewals is defective, and given by %F̂ (u).
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In particular, if the renewals follow a defective phase-type scale mixture distribution %Π ? G
with 0 < % < 1, then Bladt et al. (2015) derive that the probability that the lifetime of the
renewal is larger than u is given by
ψΠ?G(u) = %αe
(T+%tα)ue∞, (4.4)
where α = (pi ⊗ β), T = diag(s)−1 ⊗ Λ, t = −Te∞, and ⊗ denotes the Kronecker product
between matrices/vectors. Here s = (s1, s2, . . . ), and diag(s) is an infinite dimensional diagonal
matrix with diagonal elements equal to (s1, s2, . . . ). Formula (4.4) is not of practical use because
the vectors α, t and the matrix T have infinite dimensions. However, using the special structure
of T , they further refined the formula above and expressed ψΠ?G as an infinite series involving
matrices and vectors of finite dimensions which characterize the underlying distributions Π and
G.
In what follows, we obtain an explicit formula for ψΠ?G(u) in terms of the parameters char-
acterising the renewal distribution Π ? G (the integrated tail distribution). This is a slight
generalization of the results given in Bladt et al. (2015), who implicitly assume that Π ? G is
the integrated tail of a phase-type scale mixture distribution, so their results are given instead
in terms of the parameters characterising the underlying claim size distribution. For simplic-
ity, we will write Gm ∼ Erlang(ξ, ξ) instead of Erlang(ξ(m), ξ(m)) for the rest of the chapter.
Also, I will denote an identity matrix of appropiate dimension and I∞ its infinite dimensional
analogue. To simplify our notation, we suppress the index m from the distribution Πm; this
convention will be adopted for the rest of the paper.
Proposition 4.6. Let 0 < % < 1. Then,
ψΠ?Gm(u) =
∞∑
n=0
κn
(θu/s1)
ne−θu/s1
n!
, (4.5)
where θ is the largest diagonal element of −Λ, and
κn =

%, n = 0,
%
[
s1
θ
(
n−1∑
i=0
κn−1−i
∞∑
j=1
pij
sj
Bij
)
+
∞∑
j=1
pijCnj
]
, n > 0,
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where
Bij := β(I + (sjθ/s1)
−1Λ)iλ, Cnj := β(I + (sjθ/s1)−1Λ)ne.
Proof. Since θ is the largest diagonal element of −Λ and {si} is an increasing sequence, then
θ/s1 is the largest diagonal element of −T . From Theorem 3.1 in Bladt et al. (2015), we have
that
ψΠ?Gm(u) =
∞∑
n=0
κn
(θu/s1)
ne−θu/s1
n!
,
where κ0 = %(pi ⊗ β)e∞ = %
∞∑
i=0
pii = %, and
κn = %
[
n−1∑
i=0
s1
θ
(pi ⊗ β)
(
I∞ +
s1
θ
T
)i
tκn−1−i + (pi ⊗ β)
(
I∞ +
s1
θ
T
)n
e∞
]
.
It is not difficult to see that
(pi ⊗ β)
(
I∞ +
s1
θ
T
)i
t =
∞∑
j=1
pijβ
(
I +
s1
sjθ
Λ
)i(
−Λe
sj
)
=
∞∑
j=1
pij
sj
Bij
and
(pi ⊗ β)
(
I∞ +
s1
θ
T
)n
e∞ =
∞∑
j=1
pijβ
(
I +
s1
sjθ
Λ
)n
e =
∞∑
j=1
pijCnj,
where Bij and Cnj are defined as above. 2
Proposition 4.6 is to be interpreted as the probability that the lifetime of a defective renewal
process exceeds level u. An interpretation in terms of the risk process is not always possible
since we may not be able to identify a claim size distribution having integrated tail Π?Gm. The
result above can be seen as a (slight) generalization of Theorem 3.1 of Bladt et al. (2015). This
can be seen from Proposition 4.1, which shows that if the claim sizes are distributed according
to an Erlangized scale mixture Π ? Gm,
Using the results of Proposition 4.1 and Remark 4.2, we recover the formulas found at the
beginning of p. 12 in Bladt et al. (2015).
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Proposition 4.7 (Bladt et al. (2015)).
ψHΠ?Ĝ(u) =
∞∑
n=0
κn
(θu/s1)
ne−θu/s1
n!
, (4.6)
where θ is the largest diagonal element of −Λ and
κn =

%, n = 0,
%
µΠ · µG
[
s1
θ
(
n−1∑
i=0
κn−1−i
∞∑
j=1
pijCij
)
+
∞∑
j=1
pijsjDnj
]
, n > 0,
where
Cij := β(I + (sjθ/s1)
−1Λ)ie, Dnj := β(−Λ)−1(I + (sjθ/s1)−1Λ)ne.
A drawback of the formulas given above is that the calculation of the quantities Bij, Cij and Dij
is computationally expensive since it involves costly matrix operations. However, these expres-
sions can be simplified in our case because the subintensity matrix Λ of an Erlang distribution
can be written as a bidiagonal matrix, while the vectors denoting the initial distribution β and
the absorption rates λ are proportional to canonical vectors. Hence, the resulting expressions
for the terms Bij, Cij and Dij in Proposition 4.6 and Proposition 4.7 will take relatively simple
forms. These are given in the following lemma.
Lemma 4.8. Suppose that Gm ∼ Erlang(ξ, ξ), then
Bij =

0, i < ξ − 1,
ξ
(
i
ξ − 1
)(
1− s1
sj
)i−ξ+1(
s1
sj
)ξ−1
, i > ξ − 1,
Cij =

1, i 6 ξ − 1,
ξ−1∑
k=0
(
i
k
)(
1− s1
sj
)i−k (
s1
sj
)k
, i > ξ − 1,
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Dij =

1− i
ξ
s1
sj
, i 6 ξ,
ξ−1∑
k=0
ξ − k
ξ
(
i
k
)(
1− s1
sj
)i−k (
s1
sj
)k
, i > ξ.
Proof. Let (β,Λ) be the canonical parameters of the phase-type representation of an Erlang(ξ, ξ)
distribution (see Subsection 2.1), so that θ = ξ. Recall that
Bij := β(I + (sjξ/s1)
−1Λ)iλ,
Cij := β(I + (sjξ/s1)
−1Λ)ie,
Dij := β(−Λ)−1(I + (sjξ/s1)−1Λ)ie.
Observe that the matrix (I + (sjξ/s1)
−1Λ) is bidiagonal with all the elements in the diagonal
being equal to 1− s1/sj. In particular, the (k, `)-th entry of the i-th power of such a matrix is
given by
(I + (sjξ/s1)
−1Λ)ik` =

(
i
`− k
)(
1− s1
sj
)i−`+k (
s1
sj
)`−k
1 6 k 6 ` 6 i+ 1
0 otherwise.
Therefore, Bij corresponds to the (1, ξ)-entry of the matrix (I + (sjξ/s1)
−1Λ) multiplied by ξ.
Cij corresponds to the sum of the elements of the first row of (I + (sjξ/s1)
−1Λ). For the last
case, observe that Λ−1 = −λ−1U where U is an upper triangular matrix of ones. Thus, Dij
corresponds to the sum of the elements of (I + (sjξ/s1)
−1Λ) and divided by ξ. Dij is written
as the sum of all the elements in the upper diagonals divided by ξ. 2
4.3.2 Ruin probability for Erlangized scale mixtures
In this subsection, we specialize in approximating the ruin probability ψF̂ (u) using Erlangized
scale mixtures. We assume that the target Crame´r–Lundberg risk process has Poisson intensity
γ and claim size distribution F , so that the average claim amount per unit of time is % = γµF .
The first method consists in approximating the integrated tail F̂ with an Erlangized scale
mixture Π ?Gm where Π is an approximating discrete distribution of F̂ . Hence, approximation
A of the ruin probability ψF̂ is obtained by using ψΠ?Gm . We remark that under this approach,
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we sacrifice the interpretation of the approximation ψΠ?Gm as the ruin probability of some
Crame´r–Lundberg reserve process since it might not be possible to identify a distribution whose
integrated tail corresponds to the Erlangized scale mixture distribution Π ? Gm. Moreover,
we also lose the interpretation of the value % as the average claim amount per unit of time
(in the original risk process, the value of % is selected as the product of the expected value
of an individual claim multiplied by the intensity of the Poisson process), but for practical
computations this is easily fixed by simply letting % = γµF where µF is the mean value of the
original claim size distribution. An explicit expression for the approximation ψΠ?Gm(u) is given
next.
Theorem 4.9 (Approximation A). Let Π be a nonnegative discrete distribution supported over
{si : i ∈ N}, Gm ∼ Erlang(ξ, ξ) and % = γµF < 1. The lifetime of a terminating renewal
process with %(Π ? Gm)-distributed renewal intervals is given by
ψΠ?Gm(u) =
∞∑
n=0
κAn
(ξu/s1)
ne−ξu/s1
n!
, (4.7)
where
κAn =

γµF , 0 6 n 6 ξ − 1,
γµF
[
n−1∑
i=ξ−1
κAn−1−iBi + Cn
]
, ξ 6 n,
and
Bi =
∞∑
j=1
pijs1
sj(1− s1/sj)nbin(ξ − 1; i− ξ + 2, s1/sj),
Cn =
∞∑
j=1
pij
1− s1/sjNBin(ξ − 1, n− ξ + 2, s1/sj).
NBin(·; r, p) and nbin(·; r, p) denote the cdf and pdf, respectively, of a negative binomial distri-
bution with parameters r and p.
Proof. The result follows by letting % = γµF , θ = ξ, λ = ξ, applying Proposition 4.6 and
Lemma 4.8. 2
Next, we look at approximation B, which consists in approximating the claim size distribution
F via Erlangized scale mixture distributions Π ? Gm, that is, Π is now a direct discrete ap-
proximation of F rather than of F̂ . Approximation B corresponds to the ruin probability of an
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alternative reserve process having claim sizes Π ? Gm, with Poisson process’ intensity selected
in such a way that the average claim amount per unit of time matches the value % = γµF of the
original reserve process. Since this is equivalent to approximating the integrated tail distribution
F̂ with the distribution HΠ ? Ĝm (see Proposition 4.1), then Approximation B will be denoted
by ψHΠ?Ĝm(u). The following theorem provides an explicit expression for approximation B:
Theorem 4.10 (Approximation B). Let Π be a nonnegative discrete distribution supported over
{si : i ∈ N} and Gm ∼ Erlang(ξ, ξ). The probability of ruin in the Crame´r–Lundberg model
having intensity γµF/µΠ and claim size distribution Π ? Gm is given by
ψHΠ?Ĝm(u) =
∞∑
n=0
κBn
(ξu/s1)
ne−ξu/s1
n!
, (4.8)
where
κBn =

γµF , n = 0,
(γµF − 1)
(
1 +
γµF s1
µΠξ
)n
+ 1, 1 6 n 6 ξ,
γµF s1
µΠξ
n−1∑
i=0
κBn−1−iCi +
γµF
µΠ
Dn, ξ < n,
and
Ci =
∞∑
j=1
pij
1− s1/sjNBin(ξ − 1; i− ξ + 2, s1/sj),
Dn =
∞∑
j=1
pijsj
1− s1/sj
ξ−1∑
k=0
ξ − k
ξ
nbin(k;n− k + 1, s1/sj).
Proof. Let θ = ξ and λ = ξ. If 1 6 n 6 ξ, then from Proposition 4.7 and Lemma 4.8, we have
that
κBn =
γµF s1
µΠξ
n−1∑
i=0
κBn−1−i +
γµF
µΠ
∞∑
j=1
pijsj
(
1− n
ξ
s1
sj
)
,
=
γµF s1
µΠξ
n−1∑
i=0
κBn−1−i + γµF −
γµF
µΠξ
∞∑
j=1
sjpijn
s1
sj
=
γµF s1
µΠξ
(
n−1∑
i=0
κBi − n
)
+ γµF .
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By induction, we can get for 1 6 n 6 ξ,
κBn = (γµF − 1)
(
1 +
γµF s1
µΠξ
)n
+ 1.
The cases n = 0 and ξ < n follow directly from applying Proposition 4.7 and Lemma 4.8. 2
An attractive feature of the two approximations presented above is that because of the simple
structure of the phase-type representation of the Erlang distribution Gm, it is possible to rewrite
each approximation in simple terms free of matrix operations. In particular, the simplified
expressions for the values of κAn and κ
B
n are given in terms of the negative binomial distribution
which are particularly convenient for computational purposes. Approximation A has a simpler
expression which tends to be more accurate, easier to implement and faster to compute. On the
other hand, approximation B can be computed even when the integrated claim size distribution
is not available.
4.4 Error bounds for the ruin probability
In this section, we will assess the accuracy of the two proposed approximations for the ruin
probability. We will do so by providing upper bounds for the errors of approximation. For each
approximation, we identify two sources of error. The first source is due to the Mellin–Stieltjes
convolution with the Erlang distribution; we will call this the Erlangization error. The second
source of error is due to the approximation of the integrated tail F̂ (via Π in the first case,
and via HΠ in the second case); we will refer to this as the discretization error. For the case of
approximation A in Theorem 4.9, we can use the triangle inequality to bound the overall error
with the aggregation of the two types of errors, that is
∣∣ψF̂ (u)− ψΠ?Gm(u)∣∣ 6 ∣∣ψF̂ (u)− ψF̂ ?Gm(u)∣∣︸ ︷︷ ︸
Erlangization error A
+
∣∣ψF̂ ?Gm(u)− ψΠ?Gm(u)∣∣︸ ︷︷ ︸
Discretization error A
. (4.9)
For approximation B in Theorem 4.10, we obtain an analogous bound∣∣∣ψF̂ (u)− ψHΠ?Ĝm(u)∣∣∣ 6 ∣∣∣ψHF ?U(u)− ψHF ?Ĝm(u)∣∣∣︸ ︷︷ ︸
Erlangization error B
+
∣∣∣ψHF ?Ĝm(u)− ψHΠ?Ĝm(u)∣∣∣︸ ︷︷ ︸
Discretization error B
. (4.10)
In the last inequality, we used Proposition 4.3, which states that F̂ = HF ? U .
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We will rely on the Pollaczek–Khinchine formula (1.1) for the construction of the error bounds.
Recall that the Pollaczek–Khinchine formula for ψF̂ (u) can be interpreted as the probability
that a terminating renewal process having defective renewal probability %F̂ (·) will ever reach
level u before terminating. In our two approximations of ψF̂ , we selected the value of % = γµF
so we can write the errors of approximation in terms of the differences between the convolutions
of the integrated tails exclusively. For instance, the error of Erlangization in approximation A
is given by
∣∣ψF̂ (u)− ψF̂ ?Gm(u)∣∣ =
∣∣∣∣∣
∞∑
n=1
(1− %)%n
(
F̂ ∗n(u)−
(
F̂ ? Gm
)∗n
(u)
)∣∣∣∣∣ . (4.11)
For our approximation B, it is noted that setting the parameter % = γµF is equivalent to
calculating the ruin probability for a risk process having integrated claim sizes distributed
according to HΠ ? Ĝm while the intensity of the Poisson process is changed to γµF/µΠ. With
such an adjustment, it is possible to write both the Erlangization and discretization errors in
terms of differences of higher order convolutions as the ones given in (4.11).
We divide the current section in three parts. In Subsection 4.4.1, we refine an existing upper
bound introduced in Vatamidou et al. (2014) for the distance between two ruin probabilities
|ψF̂1(u)−ψF̂2(u)|. This refinement will be used in Subsections 4.4.2 and 4.4.3, where we provide
upper bounds for each individual error in equations (4.9) and (4.10).
4.4.1 General bounds for the error of approximation
The following theorem provides a refinement for the upper bound provided in Vatamidou et al.
(2014). As mentioned before, this result will be used later in the construction of upper bounds
for each individual error.
Theorem 4.11. Let F̂1 and F̂2 be two nonnegative distributions. For any fixed u > 0 it holds
that
|ψF̂1(u)− ψF̂2(u)| 6 sup
s<u
{|F̂1(s)− F̂2(s)|} (1− %)%
(1− %F̂1(u))(1− %F̂2(u))
. (4.12)
Proof. We claim that for any n > 1,
sup
s<u
{|F̂1
∗n
(s)− F̂2
∗n
(s)|} 6 sup
s<u
{|F̂1(s)− F̂2(s)|}
n−1∑
i=0
F̂1
i
(u)F̂2
n−1−i
(u). (4.13)
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Let us prove it by induction. It is clearly valid for n = 1. Let us assume that it is valid for
some n > 1. Then
sup
s<u
{|F̂1
∗n+1
(s)− F̂2
∗n+1
(s)|}
= sup
s<u
{|F̂1
∗n+1
(s)− F̂1
∗n ∗ F̂2(s) + F̂1
∗n ∗ F̂2(s)− F̂2
∗n+1
(s)|}
6 sup
s<u
{|F̂1
∗n+1
(s)− F̂1
∗n ∗ F̂2(s)|}+ sup
s<u
{|F̂1
∗n ∗ F̂2(s)− F̂2
∗n+1
(s)|}.
Clearly,
sup
s<u
{|F̂1
∗n+1
(s)− F̂1
∗n ∗ F̂2(s)|} 6 sup
s<u
{∫ s
0
|F̂1(r)− F̂2(r)|dF̂1
∗n
(r)
}
6 sup
s<u
{∫ s
0
sup
l<u
{|F̂1(l)− F̂2(l)|}dF̂1
∗n
(r)
}
= sup
l<u
{|F̂1(l)− F̂2(l)|} sup
s<u
{∫ s
0
dF̂1
∗n
(r)
}
= sup
l<u
{|F̂1(l)− F̂2(l)|}F̂1
∗n
(u)
6 sup
l<u
{|F̂1(l)− F̂2(l)|}F̂1
n
(u). (4.14)
In the last step, we used that F̂ ∗n(u) corresponds to the probability of an event where the
sum of n i.i.d. random variables is smaller or equal than u, while F̂ n(u) corresponds to the
probability of the maximum of i.i.d. random variables is smaller or equal than u: if the random
variables are nonnegative then the probability of the sum is clearly smaller than the probability
of the maximum. Using the hypothesis induction, we have that
sup
s<u
{|F̂1
∗n ∗ F̂2(s)− F̂2
∗n+1
(s)|} 6 sup
s<u
{∫ s
0
|F̂1
∗n
(r)− F̂2
∗n
(r)|dF̂2(r)
}
6 sup
s<u
{∫ s
0
sup
l<u
{|F̂1
∗n
(l)− F̂2
∗n
(l)|}dF̂2(r)
}
= sup
l<u
{|F̂1
∗n
(l)− F̂2
∗n
(l)|} sup
s<u
{∫ s
0
dF̂2(r)
}
6
(
sup
s<u
{|F̂1(s)− F̂2(s)|}
n−1∑
i=0
F̂1
i
(u)F̂2
n−1−i
(u)
)
F̂2(u)
= sup
s<u
{|F̂1(s)− F̂2(s)|}
n−1∑
i=0
F̂1
i
(u)F̂2
n−i
(u). (4.15)
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Summing (4.14) and (4.15), we get that
sup
s<u
{|F̂1
∗n+1
(s)− F̂2
∗n+1
(s)|} 6 sup
s<u
{|F̂1(s)− F̂2(s)|}
n∑
i=0
F̂1
i
(u)F̂2
n−i
(u),
so that formula (4.13) is valid for all n > 1. Finally,
|ψF̂1(u)− ψF̂2(u)| 6
∞∑
n=1
(1− %)%n|F̂1
∗n
(u)− F̂2
∗n
(u)|
6 sup
s<u
{|F̂1(s)− F̂2(s)|}(1− %)
∞∑
n=1
%n
n−1∑
i=0
F̂1
i
(u)F̂2
n−1−i
(u)
= sup
s<u
{|F̂1(s)− F̂2(s)|}(1− %)
∞∑
i=0
∞∑
n=i+1
%nF̂1
i
(u)F̂2
n−1−i
(u)
= sup
s<u
{|F̂1(s)− F̂2(s)|}(1− %)
∞∑
i=0
∞∑
n=0
%n+i+1F̂1
i
(u)F̂2
n
(u)
= sup
s<u
{|F̂1(s)− F̂2(s)|}(1− %)%
∞∑
i=0
%iF̂1
i
(u)
∞∑
n=0
%nF̂2
n
(u)
= sup
s<u
{|F̂1(s)− F̂2(s)|}(1− %)% 1
1− %F̂1(u)
· 1
1− %F̂2(u)
= sup
s<u
{|F̂1(s)− F̂2(s)|} (1− %)%
(1− %F̂1(u))(1− %F̂2(u))
.
2
The construction of our bound differs from the one proposed by Vatamidou et al. (2014) on the
inequality (4.15) which is given by
sup
s<u
{|F̂1
∗n ∗ F̂2(s)− F̂2
∗n+1
(s)|} 6 sup
s<u
{|F̂1(s)− F̂2(s)|}
n−1∑
i=0
F̂1
i
(u)F̂2
n−i
(u).
Each term in the summation on the right hand side takes values in (0, 1). In contrast, the terms
in the analogue summation used in Vatamidou et al. (2014) to bound the expression in the left
hand side are nF̂ (u), which go to infinity as n→∞. We remark however, that the final bound
for the error term proposed there remains bounded. A comparison of the two bounds reveals
that the one suggested above improves Vatamidou et al. (2014)’s bound by a factor of
(1− %)2
(1− %F̂1(u))(1− %F̂2(u))
6 1.
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Remark 4.12. The bound given in (4.12) is formed by the product of two terms. The computa-
tion of the second term is the simplest one since its expression is given explicitly. However, the
first term is a functional of the distance between the integrated tail distributions, so in general,
this quantity can be very difficult to compute with precision. In our developments below, we
will need to construct computable upper bounds for this term in each case considered.
4.4.2 Error bounds for approximation A
Next, we concentrate on the construction of upper bounds for the error of approximation A
proposed in Theorem 4.9. As indicated in (4.9), an upper bound for the theoretical error of
approximation A will be constructed as the aggregation of an upper bound for the Erlangization
error (see Subsection 4.4.2.1) plus an upper bound for the discretization error (see Subsection
4.4.2.2).
4.4.2.1 Bounds for the Erlangization error of approximation A
For the construction on an upper bound for the Erlangization error A, we will employ Theorem
4.11 above; this result requires the quantity sup`6u
∣∣F̂ (`) − F̂ ? Gm(`)∣∣. Lemma 4.13 below
provides a computable upper bound for such a quantity. The resulting upper bound for the
Erlangization error of approximation A is given in Theorem 4.14.
Lemma 4.13. Let {Ak : k ∈ N} be an decreasing collection of closed intervals in R+, so
Ak = [ak, bk] and Ak+1 ⊂ Ak. If A0 = [0,∞] and Ak ↘ {1} then
sup
`6u
∣∣∣F̂ (`)− F̂ ? Gm(`)∣∣∣ 6 ∞∑
k=0
sup
`<u
(F̂bk(`)− F̂ak(`))(Gm(Ak)−Gm(Ak+1)),
where Gm(Ak) := Gm(bk)−Gm(ak).
Proof.
sup
`6u
∣∣∣F̂ (`)− F̂ ? Gm(`)∣∣∣ 6 sup
`<u
∣∣∣∣∣∣∣
∞∑
k=0
F̂ (`) ∫
Ak/Ak+1
dGm(s)−
∫
Ak/Ak+1
F̂ (`/s)dGm(s)

∣∣∣∣∣∣∣
=
∞∑
k=0
sup
`<u
∣∣∣∣∣∣∣
∫
Ak/Ak+1
[F̂ (`)− F̂ (`/s)]dGm(s)
∣∣∣∣∣∣∣
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6
∞∑
k=0
sup
`<u
(F̂ (`/bk)− F̂ (`/ak))(Gm(Ak)−Gm(Ak+1))
6
∞∑
k=0
sup
`<u
(F̂bk(`)− F̂ak(`))(Gm(Ak)−Gm(Ak+1)).
2
Applying Theorem 4.11 and Lemma 4.13, we obtain the upper bound (4.16) for the Erlangiza-
tion error.
Theorem 4.14. Let {Ak : k ∈ N} be a sequence as defined in Lemma 4.13. Then
∣∣ψF̂ (u)− ψF̂ ?Gm(u)∣∣ 6 %(1− %F̂ (u))
∞∑
k=0
sup
`<u
(F̂bk(`)− F̂ak(`))(Gm(Ak)−Gm(Ak+1)). (4.16)
Moreover, if F̂ is absolutely continuous with bounded density then ψF̂ → ψF̂ ?Gm uniformly as
ξ(m)→∞.
Proof. All that is left to prove is uniform convergence. Notice that (4.16) can be further
bounded above by
∣∣ψF̂ (u)− ψF̂ ?Gm(u)∣∣ 6 %1− %
∞∑
k=0
sup
`>0
(F̂bk(`)− F̂ak(`)) (Gm(Ak)−Gm(Ak+1)). (4.17)
Notice that if F̂ is an absolutely continuous distribution with a bounded density, then for any
sequence of nonempty sets such that Ak ↘ {1}, it holds that for every ε > 0, we can find
k0 ∈ N such that sup`>0(F̂bk(`) − F̂ak(`)) < ε(1 − %)/2% for all k > k0. Similarly, we can find
ξ(m0) ∈ N large enough such that 1−Gm(Ak+1) 6 ε(1− %)/2%. Putting together this results,
we obtain that for all k > k0 and m > m0
∣∣ψF̂ (u)− ψF̂ ?Gm(u)∣∣ 6 %1− %
[
sup
`>0
(F̂bk(`)− F̂ak(`)) + (1−Gm(Ak+1))
]
= ε.
Hence, uniform convergence follows. 2
In our numerical experiments, we found that in order to obtain a sharp numerical upper bound,
it is enough to take a small number of summands in (4.16), say up to the K-th term. This is
equivalent to take Ak = {1} for all k > K.
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4.4.2.2 Bounds for the discretization error of approximation A
Next, we address the construction of a bound for the discretization error
∣∣ψF̂ ?Gm(u)− ψΠ?Gm(u)∣∣.
The following theorem makes use of (4.12) for the construction of an upper bound for the dis-
cretization error.
Theorem 4.15. Let
ηA := sup
06s6u
{|F̂ ? Gm(s)− Π ? Gm(s)|}.
Then for all 0 < δ <∞ it holds that
∣∣ψF̂ ?Gm(u)− ψΠ?Gm(u)∣∣ 6 ηA(1− %)%(
1− %(F̂ (u/δ) +Gm(δ))
)
(1− %(Π(u/δ) +Gm(δ)))
. (4.18)
Proof. Apply the bound (4.12) provided in Theorem 4.11, so that
∣∣ψF̂ ?Gm(u)− ψΠ?Gm(u)∣∣ 6 ηA(1− %)%(1− %F̂ ? Gm(u))(1− %Π ? Gm(u)) .
The result follows from observing that
F̂ ? Gm(u) =
∫ δ
0
F̂ (u/s)dGm(s) +
∫ ∞
δ
F̂ (u/s)dGm(s) 6 Gm(δ) + F̂ (u/δ).
An upper bound for Π ? Gm(u) can be found in an analogous way. 2
The last step in the construction of an upper bound for the discretization error is finding an
upper bound for ηA. We suggest the bound in Proposition 4.16 below.
Proposition 4.16. For 0 < δ <∞, we have that ηA 6 ηA(δ) where
ηA(δ) = sup
u/δ6s<∞
∣∣∣F̂ (s)− Π(s)∣∣∣Gm(δ) + sup
0<s6u/δ
∣∣∣F̂ (s)− Π(s)∣∣∣Gm(δ). (4.19)
Proof.
∣∣∣F̂ ? Gm(u)− Π ? Gm(u)∣∣∣ = ∣∣∣∣∫ ∞
0
F̂ (u/s)dGm(s)−
∫ ∞
0
Π(u/s)dGm(s)
∣∣∣∣
6
∫ ∞
0
∣∣∣F̂ (u/s)− Π(u/s)∣∣∣ dGm(s)
6
∫ δ
0
∣∣∣F̂ (u/s)− Π(u/s)∣∣∣ dGm(s) + ∫ ∞
δ
∣∣∣F̂ (u/s)− Π(u/s)∣∣∣ dGm(s)
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6 sup
u/δ6s<∞
∣∣∣F̂ (s)− Π(s)∣∣∣Gm(δ) + sup
0<s6u/δ
∣∣∣F̂ (s)− Π(s)∣∣∣Gm(δ).
2
The bound ηA(δ) given in Equation (4.19) is easily computed for most cases of practical interest.
In particular, if Π is a discretization of F̂ , then it is only necessary to search for the supremum
in the support of the distribution Π.
Note as well that the upper bound (4.18) in Theorem 4.15 decreases as Π gets closer to F̂ which
is reflected in the value of ηA(δ). In addition, the bound (4.18) will become smaller as long as
the terms F̂ (u/δ) + Gm(δ) and Π(u/δ) + Gm(δ) in the denominator become bigger while the
value of ηA(δ) becomes smaller. However, there is a trade-off since the quantities involved in
these terms are inversely related to each other. In fact, the value of δ minimizing this overall
bound can be easily found numerically with most pre-built optimization algorithms in standard
packages.
Notice as well that if the tail probability of F̂ is well approximated by Π, then the error bound
will in general decrease. This suggests that Π should provide a good approximation of F̂
particularly in the tail in order to reduce effectively the error of approximation.
4.4.3 Error bounds for approximation B
Next, we turn our attention to approximation B of the ruin probability when the claim size
distribution F is approximated via Erlangized scale mixtures. As with approximation A, an
upper bound for the theoretical error of approximation B is found as the aggregation of the
Erlangization error B (see Subsection 4.4.3.1) plus the discretization error B (see Subsection
4.4.3.2). We remark that the bounds presented in this section are simple and sufficient to show
uniform convergence. However, these bounds can be too rough when the value of % is close
to 1. An alternative bound is given in Subsection 4.8.1 in Section 4.8 (condensed in Theorem
4.29); the construction of this alternative bound is more complicated and it delivers a significant
improvement only for small values of %.
4.4.3.1 Bounds for the Erlangization error of approximation B
The construction of a tight bound for the Erlangization error for approximation B turns out
to be more involved. Theorem 4.17 below provides a first bound for the Erlangization error
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of approximation B. We remark that in comparable cases, the bound proposed here is tighter
than the equivalent bound found in Santana et al. (2017).
Theorem 4.17.
∣∣∣ψHF ?U(u)− ψHF ?Ĝm(u)∣∣∣ 6 %(1− Ĝm(1))1− %Ĝm(1) 6 %1− %
√
1
2piξ
where ξ := ξ(m) is the parameter of the Erlang distribution Gm. Moreover ψHF ?U converges
uniformly to ψHF ?Ĝm as m→∞.
Proof. Since Gm(s)→ I[1,∞)(s) for all s 6= 1 so
ĝm(s) :=
d
ds
Ĝm(s) = 1−Gm(s)→ I[0,1)(s), ∀s 6= 1.
Let {X ′n} be a sequence of independent and identically HF distributed random variables. Then,
by Propositions 4.1 and 4.3,∣∣∣F̂ ∗n(u)− F̂ ? G∗n(u)∣∣∣ = ∣∣∣(HF ? U)∗n(u)− (HF ? Ĝm)∗n(u)∣∣∣
=
∣∣∣∣∣∣
∫
· · ·
∫
Rn
P(s1X ′1 + · · ·+ snX ′n 6 u)U(ds1) . . . U(dsn)
−
∫
· · ·
∫
Rn
P(s1X ′1 + · · ·+ snX ′n 6 u)Ĝm(ds1) . . . Ĝm(dsn)
∣∣∣∣∣∣
6
∣∣∣∣∣∣
∫
· · ·
∫
Rn
P(s1X ′1 + · · ·+ snX ′n 6 u)
(
n∏
i=1
I[0,1)(si)−
n∏
i=1
ĝm(si)
)
ds1 . . . dsn
∣∣∣∣∣∣
=
∣∣∣∣∣∣∣
∫
· · ·
∫
[0,1]n
P(s1X ′1 + · · ·+ snX ′n 6 u)
(
n∏
i=1
I[0,1)(si)−
n∏
i=1
ĝm(si)
)
ds1 . . . dsn
−
∫
· · ·
∫
Rn\[0,1]n
P(s1X ′1 + · · ·+ snX ′n 6 u)
(
n∏
i=1
ĝm(si)
)
ds1 . . . dsn
∣∣∣∣∣∣∣
6 sup

∫
· · ·
∫
[0,1]n
(
n∏
i=1
I[0,1)(si)−
n∏
i=1
ĝm(si)
)
ds1 . . . dsn ,
∫
· · ·
∫
Rn\[0,1]n
n∏
i=1
ĝm(si)ds1 . . . dsn

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That the last is equal to 1− Ĝnm(1) follows from Lemma 4.27 in Section 4.8. Therefore, we have
that
∣∣∣ψHF ?U(u)− ψHF ?Ĝm(u)∣∣∣ 6 ∞∑
n=1
(1− %)%n
∣∣∣F̂ ∗n(u)− (F̂ ? Gm)∗n(u)∣∣∣
6
∞∑
n=1
(1− %)%n
(
1− Ĝnm(1)
)
= %
(
1− (1− %)Ĝm(1)
1− %Ĝm(1)
)
=
%(1− Ĝm(1))
1− %Ĝm(1)
6 %
1− %
√
1
2piξ
.
The last inequality follows from Lemma 4.18 below, which provides an explicit expression as
well as an upper bound for 1 − Ĝm(1). Uniform convergence follows by noting that the last
bound converges to 0 as ξ →∞. 2
Notice that the bound proposed depends on the parameter of the Erlang distribution ξ and
the average claim amount per unit of time % only. It does not depend on the initial reserve
u, nor the underlying claim size distribution F . However, this bound is too rough for values
of % which are close to 1, and in such cases it is of little practical use. We attempted to
construct various alternative bounds with the aim of obtaining a tighter bound. One of these
bounds can be found in Theorem 4.29 in Section 4.8. Such an alternative bound can provide
significant improvements for values of % close to 0, but it remains rough for values of % close
to 1. This notorious difficulty in implementing an upper bound for the Erlangization error of
approximation B further underlines the superiority of approximation A.
We close this subsection with the following technical result, used in the proof of Theorem 4.17,
which provides an explicit expression of the integrated distance between the survival function
1−Gm(1) and the density of a U(0, 1) distribution.
Lemma 4.18. Let Gm ∼ Erlang(ξ, ξ). Then
1− Ĝm(1) =
∫ ∞
1
(1−Gm(s)) ds =
∫ 1
0
Gm(s)ds = e
−ξ ξ
ξ−1
(ξ − 1)! 6 (2piξ)
− 1
2 .
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Proof. Firstly observe that µGm = 1, it follows that 1−Gm is the density of the integrated tail
distribution Ĝm. Hence,
1− Ĝm(1) =
∫ ∞
1
(1−Gm(s)) ds = 1−
∫ 1
0
(1−Gm(s)) ds =
∫ 1
0
Gm(s)ds,
and the second equality follows. For the third equality, we have that
∫ 1
0
Gm(s)ds =
∫ 1
0
(
1−
ξ−1∑
n=0
1
n!
e−ξs(ξs)n
)
ds
= 1−
ξ−1∑
n=0
1
n!
∫ 1
0
e−ξs(ξs)nds
= 1−
ξ−1∑
n=0
1
n!
(
n!ξ−1 − e−ξ
n∑
k=0
n!ξk−1
k!
)
= e−ξ
ξ−1∑
n=0
n∑
k=0
ξk−1
k!
= e−ξ
ξ−1∑
k=0
(ξ − k)ξ
k−1
k!
= e−ξ
(
ξ−1∑
k=0
ξk
k!
−
ξ−1∑
k=0
k
ξk−1
k!
)
= e−ξ
(
ξ−1∑
k=0
ξk
k!
−
ξ−1∑
k=1
ξk−1
(k − 1)!
)
= e−ξ
(
ξ−1∑
k=0
ξk
k!
−
ξ−2∑
k=0
ξk
k!
)
= e−ξ
ξξ−1
(ξ − 1)! .
Finally, an application of Stirling’s formula ξ! >
√
2piξξ+
1
2 e−ξ yields 1− Ĝm(1) < (2piξ)− 12 . 2
4.4.3.2 Bounds for the discretization error of approximation B
Finally, we address the construction of a bound for the discretization error of approximation
B. The next two results are analogous to the ones in Subsection 4.4.2.2 and presented without
proof.
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Theorem 4.19. Let
ηB := sup
06s6u
{|HF ? Ĝm(s)−HΠ ? Ĝm(s)|}
then ∣∣∣ψHF ?Ĝm(u)− ψHΠ?Ĝm(u)∣∣∣ 6 ηB · (1− %)%(1− %HF (u/δ)(1− Ĝm(δ)))(1− %HΠ(u/δ)(1− Ĝm(δ))) .
An upper bound for ηB is suggested in the next Proposition.
Proposition 4.20. For δ > 1, we have that ηB 6 ηB(δ) where
ηB(δ) := sup
u/δ6s<∞
∣∣HΠ(s)−HF (s)∣∣ Ĝm(δ) + sup
0<s6u/δ
|HF (s)−HΠ(s)|
(
1− Ĝm(δ)
)
.
The calculation of the bound ηB(δ) requires the supremum of the distances between the moment
distributions |HF −HΠ| in a certain compact set, but an explicit expression for the later might
not always be available. For this case, we suggest a bound for such a quantity in Lemma 4.32
in Section 4.8 which can be implemented for a specific type of approximating distributions
Π described in there. This bound depends on the cdf of the distribution HF , the restricted
expected value of the claim size distribution F and its approximation Π.
4.5 Bounds for the numerical error of approximation
The approximations of the probability of ruin given in Theorems 4.9 and 4.10 are not com-
putable in exact form since the expressions are given in terms of various infinite series. In
practice, we can compute enough terms and then truncate the series at a level where the error
of truncation is smaller than some desired precision. Since all terms involved are positive, such
an approximation will provide an underestimate of the real ruin probability. In this section,
we provide upper bounds for the errors incurred by truncating the infinite series, for both
approximations A and B.
A close inspection of Theorems 4.9 and 4.10 reveals that there exist two sources of error due
to truncation. The first source of error comes from truncating at some level N1 in both the
series from Equation (4.7) in the case of approximation A, and the series from Equation (4.8)
in the case of approximation B. We call N1 the Poisson level of truncation. Recall that both
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approximations can be seen as the expected value of κN where N ∼ Poisson(ξu/s1), so the
associated error of truncation is E[κN : N > N1]. Since the values of κn are bounded from
above by 1, then it is possible to bound this error with P(N > N1) and use Chernoff’s bound (cf.
Theorem 9.3 Billingsley, 2012) to obtain an explicit expression. Specifically, if N ∼ Poisson(λ)
and N1 > λ, then Chernoff’s bound is given by
1− ζ(N1;λ) = P(N > N1) 6 e
−λ(e · λ)N1+1
(N1 + 1)N1+1
, (4.20)
where ζ(N1;λ) denotes the cdf of a Poisson distribution with parameter λ evaluated at N1. The
upper bound for the numerical error associated to the Poisson level of truncation is the same
for both approximations A and B.
The second source of numerical error comes from truncating the infinite series induced by the
scaling distribution Π. This implies that we need to truncate the infinite series defining the
terms Bi, Ci and Di at some level N2 that we call the scaling level of truncation. The following
lemma shows that the truncated series for Bi, Ci and Di can be bounded above by quantities
depending on the tail probability 1− Π(sN2).
Lemma 4.21. Let ε1 = 1− Π(sN2) and ε2 =
∫
[sN2+1,∞)
s dΠ(s). Then
Bi − B˜i 6 ε1, 0 6 i ,
Cn − C˜n 6 ε1, ξ 6 n ,
Dn − D˜n 6 ε2, ξ 6 n ,
where B˜i, C˜n and D˜n denote to the truncated series at the level N2.
Proof. If 0 6 i < ξ − 1 then Bi = B˜i = 0, otherwise if ξ − 1 6 i 6 N2 then
Bi − B˜i = ξ
i+ 1
∞∑
j=N2+1
pij
1− s1/sj nbin(ξ; i− ξ + 2, s1/sj)
=
ξ
i+ 1
∞∑
j=N2+1
pijbin(ξ; i+ 1, s1/sj)
6
∞∑
j=N2+1
pij = ε1.
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Similarly, if n > ξ then
Cn − C˜n =
∞∑
j=N2+1
pij
1− s1/sjNBin(ξ − 1;n− ξ + 2, s1/sj)
=
∞∑
j=N2+1
pijBin(ξ − 1;n, s1/sj)
6
∞∑
j=N2+1
pij = ε1,
while
Dn − D˜n =
∞∑
j=N2+1
pijsj
1− s1/sj
ξ−1∑
k=0
ξ − k
ξ
nbin(k;n− k + 1, s1/sj)
=
∞∑
j=N2+1
pijsj
ξ−1∑
k=0
ξ − k
ξ
bin(k;n, s1/sj)
6
∞∑
j=N2+1
pijsj = ε2.
Here bin(·;n, p) and Bin(·;n, p) denote the pdf and cdf respectively of a binomial distribution
with parameter n and p. 2
4.5.1 Truncation error bounds for approximation A
We start by writing the expression for the ruin probability in Theorem 4.9 (approximation A)
as
ψ˜Π?Gm(u) = e
−ξu/s1
N1∑
n=0
κ˜An
(ξu)n
sn1n!
,
where
κ˜An =

γµF , 0 6 n 6 ξ − 1,
γµF
(
n−1∑
i=ξ−1
κ˜An−1−iB˜i + C˜n
)
, ξ 6 n 6 N1,
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with
B˜i = ξ
i+ 1
N2∑
j=1
pij
1− s1/sj nbin(ξ; i− ξ + 2, s1/sj),
C˜n =
N2∑
j=1
pij
1− s1/sjNBin(ξ − 1;n− ξ + 2, s1/sj).
Theorem 4.22. Let ε1 = 1− Π(sN2). Then
ψΠ?Gm(u)− ψ˜Π?Gm(u) 6 ε1
[
γµF
1− γµF
(
ξu
s1
)
+
2
(1− γµF )2 e
− (1−γµF )ξu
s1
]
+ (1− ζ(N1; ξu/s1)) ,
where ζ(N1; ξu/s1) denotes the cdf of a Poisson with parameter ξu/s1 and evaluated at N1.
Proof. Observe that
ψΠ?Gm(u)− ψ˜Π?Gm(u) = e−ξu/s1
N1∑
n=0
(κAn − κ˜An )
(ξu)n
sn1n!
+ e−ξu/s1
∞∑
n=N1+1
κAn
(ξu)n
sn1n!
. (4.21)
Firstly, we consider the second term in the right hand side of (4.21). Using that κAn 6 1, we
obtain that if N1 > ξu/s1 − 1, then
e−ξu/s1
∞∑
n=N1+1
κAn
(ξu)n
sn1n!
6
∞∑
n=N1+1
e−ξu/s1
(ξu)n
sn1n!
= (1− ζ(N1; ξu/s1)) .
Next, we look into the first term of Equation (4.21) and observe that
κAn − κ˜An =

0, 0 6 n 6 ξ − 1,
γµF
[
n−1∑
i=ξ−1
(
κAn−1−iBi − κ˜An−1−iB˜i
)
+ Cn − C˜n
]
, ξ 6 n 6 N1.
Notice that if n > ξ, we can rewrite
n−1∑
i=ξ−1
(
κAn−1−iBi − κ˜An−1−iB˜i
)
=
n−1∑
i=ξ−1
(
(κAn−1−i − κ˜An−1−i)Bi + κ˜An−1−i(Bi − B˜i)
)
.
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Since 0 < κ˜Ai 6 κAi 6 1 for 0 6 i then we can use the first part of Lemma 4.21 to obtain the
following bound of the expression above
n−1∑
i=ξ−1
(κAi − κ˜Ai )Bi + (n− ξ + 1)ε1. (4.22)
Putting (4.22) and the second part of Lemma 4.21 together, we arrive at
κAn − κ˜An 6 γµF
[
n−1∑
i=ξ−1
(κAi − κ˜Ai )Bi + (n− ξ + 1)ε1 + ε1
]
6 γµF
[
sup
ξ−16i<n−1
(κAi − κ˜Ai )
∞∑
i=ξ−1
Bi + (n− ξ + 2)ε1
]
6 γµF
[
sup
ξ−16i<n−1
(κAi−1 − κ˜Ai−1) + (n− ξ + 2)ε1
]
.
Note that
∑∞
i=ξ−1 Bi = 1 follows from relating the formula of Bi to the probability mass function
of a negative binomial distribution nbin(i−ξ+1; ξ, 1−s1/sj). Using the hypothesis that γµF < 1
and induction, we can prove that
κAn − κ˜An 6 ε1
n−ξ+2∑
i=2
i(γµF )
n−ξ+3−i 6 ε1
[
γµF
1− γµF n+
2
(1− γµF )2 (γµF )
n
]
. (4.23)
The first inequality in (4.23) is proved by induction while the second inequality is obtained in
a straightforward way using geometric progressions. Details of the induction are given next.
We establish the base of induction with n = ξ; in such a case κAξ − κ˜Aξ = ε1γµF and it is
straightforward to check that the inequality is satisfied. Next, we assume that the inequality
holds for all ξ < n < N1, that is
κAn − κ˜An 6 ε1
n−ξ+2∑
i=2
i(γµF )
n−ξ+3−i.
It remains to prove that the inequality also holds for n+ 1:
κAn+1 − κ˜An+1 6 γµF
[
sup
ξ−16i<j
(κAi−1 − κ˜Ai−1) + (j + 1− ξ + 2)ε1
]
6 γµF
[
ε1
j−ξ+2∑
i=2
i(γµF )
j−ξ+3−i + (j − ξ + 3)ε1
]
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= ε1
j−ξ+3∑
i=2
i(γµF )
j−ξ+4−i.
Thus, the first inequality holds for all ξ 6 n 6 N1 by induction.
Inserting (4.23) into the first term of Equation (4.21) and assuming that ξu/s1 > 1, we arrive
at
e−ξu/s1
N1∑
n=0
(κn − κ˜n)(ξu)
n
sn1n!
6 ε1
[
γµF
1− γµF
(
ξu
s1
)
+
2
(1− γµF )2 e
− (1−γµF )ξu
s1
]
.
2
Remark 4.23. The term (1− ζ(N1; ξu/s1)) in Theorem 4.22 can be bounded using Chernoff’s
bound
1− ζ(N1; ξu/s1) 6 e
−ξu/s1(e1 · ξ · u/s1)N1+1
(N1 + 1)N1+1
.
4.5.2 Truncation error bounds for approximation B
We proceed in an analogous way as in the previous section. We write the ruin probability in
Theorem 4.10 (approximation B) as a truncated series:
ψ˜HΠ?Ĝm(u) =
N1∑
n=0
κ˜Bn
(ξu/s1)
ne−ξu/s1
n!
,
where
κ˜Bn =

γµF , n = 0,
(γµF − 1)
(
1 +
γµF s1
µΠξ
)n
+ 1, 1 6 n 6 ξ,
γµF s1
µΠξ
n−1∑
i=0
κ˜Bn−1−iC˜i +
γµF
µΠ
D˜n, ξ < n.
with
C˜i =
N2∑
j=1
pij
1− s1/sjNBin(ξ − 1; i− ξ + 2, s1/sj),
D˜n =
N2∑
j=1
pijsj
1− s1/sj
ξ−1∑
k=0
ξ − k
ξ
nbin(k;n− k + 1, s1/sj).
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The following theorem provides an uppper bound for the truncation error of approximation B.
Theorem 4.24. Let ε2 =
∫
[sN2+1,∞)
s dΠ(s) and N2 such that sN2+1 > 1. Then
ψHΠ?Ĝm(u)−ψ˜HΠ?Ĝm(u) 6
ε2
µΠ
[
γµF
1− γµF
(
ξu
s1
)
+
(γµF )
2−ξ
(1− γµF )2 e
−(1−γµF )ξu/s1
]
+(1−ζ(N1; ξu/s1)).
Proof. Observe that
κBn − κ˜Bn =

0, 0 6 n 6 ξ,
γµF
µΠ
[
s1
ξ
n−1∑
i=ξ+1
(
κBn−1−iCi − κ˜Bn−1−iC˜i
)
+Dn − D˜n
]
, ξ < n 6 N1.
(4.24)
The summation in (4.24) can be rewritten as
n−1∑
i=ξ+1
(
κBn−1−iCi − κ˜Bn−1−iC˜i
)
=
n−1∑
i=ξ+1
[(
κBn−1−i − κ˜Bn−1−i
) Ci + κ˜Bn−1−i(Ci − C˜i)] .
Since 0 < κ˜Bi 6 κBi 6 1 for 0 6 i then we can use the second part of Lemma 4.21 to obtain the
following bound of the expression above
sup
ξ+16i6n−1
(
κBi − κ˜Bi
) ∞∑
i=ξ+1
Ci+(n− ξ−1)ε2 6 sup
ξ+16i6n−1
(
κBi − κ˜Bi
) ξµΠ
s1
+(n− ξ−1)ε2. (4.25)
Note that ε1 6 ε2 (because the hypothesis sN2+1 > 1), while
∑∞
i=ξ+1 Ci 6
ξµΠ
s1
follows from
relating the formula of Ci to the cdf of a negative binomial distribution NBin(i − k; k + 1, 1 −
s1/sj):
∞∑
i=ξ+1
Ci =
∞∑
j=1
pij
ξ−1∑
k=0
∞∑
i=ξ+1
(
i
k
)(
1− s1
sj
)i−k (
s1
sj
)k
6
∞∑
j=1
pijsj
s1
ξ−1∑
k=0
∞∑
i=k
(
i
i− k
)(
1− s1
sj
)i−k (
s1
sj
)k+1
=
∞∑
j=1
pijsj
s1
ξ−1∑
k=0
NBin(i− k; k + 1, 1− s1/sj)
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=
ξ
s1
∞∑
j=1
pijsj =
ξµΠ
s1
.
Putting (4.25) and the third part of Lemma 4.21 together, we arrive at
κBn − κ˜Bn 6
γµF
µΠ
[
s1
ξ
sup
ξ+16i6n−1
(
κBi − κ˜Bi
) ξµΠ
s1
+ (n− ξ)ε2
]
=
γµF
µΠ
[
µΠ sup
ξ+16i6n−1
(
κBi − κ˜Bi
)
+ (n− ξ)ε2
]
.
Next, we proceed by induction. First we establish the base of induction with n = ξ+ 1. In this
case it easily holds that
κBξ+1 − κ˜Bξ+1 <
ε2
µΠ
γµF .
Then we set the hypothesis of induction and assume that the following inequality holds for any
ξ + 1 < n:
κBn − κ˜Bn 6
ε2
µΠ
n−ξ∑
i=1
i(γµF )
n−ξ+1−i.
It remains to prove that the same inequality holds for n+ 1. We see that
κBn+1 − κ˜Bn+1 6
γµF
µΠ
[
µΠ(κ
B
n − κ˜Bn ) + (n+ 1− ξ)ε2
]
6 γµF
µΠ
[
ε2
n−ξ∑
i=1
i(γµF )
n−ξ+1−i + (n+ 1− ξ)ε2
]
=
ε2
µΠ
[
n−ξ∑
i=1
i(γµF )
n−ξ+2−i + (n+ 1− ξ)γµF
]
=
ε2
µΠ
n−ξ+1∑
i=1
i(γµF )
n−ξ+2−i.
Thus, the hypothesis holds for all ξ + 1 6 n by induction. Then we get that
κBn − κ˜Bn <
ε2
µΠ
n−ξ∑
i=1
i(γµF )
n−ξ+1−i 6 ε2
µΠ
[
(γµF )
n+2−ξ
(1− γµF )2 +
γµF
1− γµF n
]
,
concluding that
e−ξu/s1
N1∑
n=0
(κBn − κ˜Bn )
(ξu)n
sn1n!
6 ε2
µΠ
[
γµF
1− γµF
(
ξu
s1
)
+
(γµF )
2−ξ
(1− γµF )2 e
−(1−γµF )ξu/s1
]
.
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2
Note that the bound found for the term
∑∞
i=1 Ci is not as tight as the bound for the term∑∞
i=1 Bi. As a consequence, the bound for the truncation error associated to the scaling of
approximation B given in the previous theorem is not as tight as the bound for the trunca-
tion error of approximation A in Theorem 4.21. This aspect further highlights an additional
advantage of approximation A over approximation B.
4.6 Numerical implementations
Next, we address the implementation issues of the two approximations for the ruin probability
proposed in this chapter. In Subsection 4.6.1, we discuss the approximation of a nonnegative
distributions via Erlangized scale mixtures; in there, we focus on the selection of appropriate
scaling distributions as well as the parameter of the Erlang distribution. In Subsection 4.6.2,
we concentrate on the implementation of approximations A and B by considering a particular
example where the claim sizes follow a Pareto distribution.
4.6.1 General considerations
Suppose we want to approximate a distribution F via Erlangized scale mixtures. For doing
so, we need to select the parameter of the Erlang distribution Gm and the scaling discrete
distribution Π. A critical aspect for approximating efficiently a heavy-tailed distribution is the
selection of a scaling discrete distribution Π approximating either F̂ in the case of approximation
A, or F in the case of approximation B. The selection can be made rather arbitrary, but in this
chapter, we suggest the following general family of discrete distributions:
Definition 4.25. Let W = {wi : i ∈ Z+} and ΩΠ = {si : i ∈ Z+} be sets of strictly increasing
nonnegative values such that w0 = s0 = inf{s : F (s) > 0} and for all k ∈ N it holds that
sk 6 wk 6 sk+1.
Then we define the distribution Π as
Π(s) :=
∞∑
k=0
F (wk)I[sk,sk+1)(s).
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Notice that the distribution Π above corresponds to a discretized version of the target distri-
bution F , which is supported over the set {sk : k ∈ N} and upcrossed by F in every interval
(sk−1, sk) exactly at the value wk. This type of approximation is rather general since we can
select various values of wk ∈ (sk−1, sk) to obtain different types of approximation. For instance,
approximations from below can be obtained by setting wk = sk, while approximations from
above are obtained by setting wk = sk+1; the middle point wk = (sk + sk+1)/2 is another
reasonable possibility.
Figures 4.5-4.8 show the cdf F (s) of the target Pareto(2) distribution together with some
discretized approximating distributions.
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Figure 4.5: A general approximation.
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Figure 4.6: Approximations from above.
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Figure 4.7: Approximations from below.
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Figure 4.8: Approximations by selecting middle point.
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Notice that if we work with distributions on the form of Definition 4.25, then due to trunca-
tion we effectively end up working with improper distributions with a finite support, that is,∑N2
k=1 pik < 1. This represents an issue because selecting a low truncation level of N2 will affect
the quality of the approximation in the tail regions. Increasing the truncation level N2 (com-
puting a larger number of terms) is not often an efficient alternative since the computational
effort increases rapidly and the algorithm becomes unfeasible. Hence, we aim at selecting col-
lections of nonnegative numbers with finite cardinality {sk : k = 1, . . . , N2}, and having small
distances supx |F̂ (x) − Π(x)| with respect to a target distribution F̂ . Also, in order to obtain
a correct description in the tails, it is desirable that the moments of Π should remain close to
the moments of the original distribution. In our numerical experimentations, we found that a
discretized distribution on the form of Definition 4.25 supported over an arithmetic progression
will require a prohibitively large number of terms to obtain a sharp approximation in the tail.
The best results were obtained by using geometric progressions as these can provide better ap-
proximations in the tails with a reduced number of terms. Also, the lost mass of the improper
discretized distribution Π will be smaller if the finite progression is geometric, so for practical
purposes this may be equivalent to work with a proper distribution. In addition, the smallest
value s1 in the support of the distribution Π will also play a role in the precision/speed of the
algorithms. Further details about this particular issue will be highlighted below together with
the selection of the parameters of the Erlang distribution.
The selection of the Erlang distribution Gm boils down to choose an appropriate ξ ∈ N so the
bounds provided in Theorem 4.14 and Theorem 4.17 are smaller than a preselected precision.
The larger the parameter ξ, the closer the distribution Π to the target distribution so we
must expect better approximations of the ruin probability. However, we must recall that for
implementing such approximations, we are limited to a finite computational budget, so it is not
recommended to select a value ξ which is too large because this will result in a much slower
algorithm. The reason for this slowdown is because larger values of ξ will increase the number of
terms of the infinite series in Theorems 4.9 and 4.10 needed to achieve a desired precision. Notice
that such infinite series can be seen as the expected value E[κN ] where N ∼ Poisson(ξu/s1), so
the total number N1 of terms needed to provide an accurate approximation is directly related
to the value ξu/s1 (larger values will require longer computational times). However, if we let N2
to be fixed, then the selection of smaller values of ξ combined with larger values of s1 the lower
bound in the support of Π will result in increased errors of approximation, so there will be a
natural trade-off between speed and precision in the selection of these values. In our numerical
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experiments below, we have selected these values with the help of the error bounds found in
the previous sections.
It is also worth noting that the calculation of κn for n > ξ in both Theorems 4.9 and 4.10
requires the evaluation of the probability mass function of the negative binomial distribution
nbin(·; i, ·) for all i = ξ, . . . , N1. While the computation of such probabilities is relatively simple,
it is not particularly efficient to compute each term separately because the computational times
become very slow as n goes to infinity. Due to the recursive nature of the coefficients κn one may
incur in significant numerical errors if the negative binomial probabilities are not calculated at
a high precision. For more details, see for instance Loader (2000) for recommended strategies
that can be used to increase the speed and accuracy of the negative binomial probabilities.
4.6.2 Numerical study
In this subsection, we illustrate the accuracy of our approximations through the following single
example.
Example 4.26 (Pareto(φ) claim sizes). We considered a Crame´r–Lundberg model with unit
premium rate, and claim sizes distributed according to Pareto(φ) having a cdf of the form
(4.2). Recall the such distribution is parametrized in such a way that the expected value µF =
1. Therefore, the average claim amount per unit of time % = γµF will be simply equal to
the intensity of the arrival process which is Poisson with intensity γ. In our example, the
selection of γ will be made so the net profit % − 1 will be close to 0 (% → 1), as this is one
of the most challenging ruin probabilities for which there are results available for comparison.
The parameters of the risk model selected were % = 0.95, φ = 2, and the initial reserve u ∈
{1, 5, 10, 30, 50, 100, 500, 1000}. The exact values of the ruin probability are given in Ramsay
(2003), and are now considered a classical benchmark for comparison purposes.
The implementation of approximation A requires the integrated tail of the Pareto(φ) distribution,
which is regularly varying with parameter φ− 1:
F̂ (x) =
1
µF
∫ x
0
F (t) dt =
∫ x
0
(
1 +
t
φ− 1
)−φ
dt = 1−
(
1 +
x
φ− 1
)−(φ−1)
.
Note that the distribution above corresponds to a Pareto distribution with parameter φ− 1.
First we analyzed the Erlangization error. We computed the bound given by Theorem 4.11 for
three values of ξ, namely 100, 500, 1000. The results are presented in Table 4.1. The bound
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appears to be tighter for smaller values of the reserve u while it gets loosen as the value of
u increases; the bound appears to have steep increases in ξ but in practice, we did not notice
significant changes in the numerical approximation of the probability of ruin for values of ξ
larger than 100. Nevertheless, since larger values of ξ affect the speed of the algorithm, we
settled with a value of ξ = 100 which already gave good overall results.
u ξ=100 ξ=500 ξ=1000
1 2.5736× 10−4 5.1724× 10−5 2.5856× 10−5
5 1.6324× 10−3 3.2839× 10−4 1.6418× 10−4
10 3.8081× 10−3 7.6641× 10−4 3.8319× 10−4
30 1.0884× 10−2 2.1911× 10−3 1.5128× 10−3
50 1.5028× 10−2 3.0257× 10−3 2.6455× 10−3
100 2.0055× 10−2 4.0379× 10−3 2.0190× 10−3
500 2.6279× 10−2 5.2911× 10−3 2.6455× 10−3
1000 2.7265× 10−2 5.4896× 10−3 2.7448× 10−3
Table 4.1: Erlagization error bounds for approximation A. ξ = 100, 500, 1000, % = 0.95, φ = 2 and
initial reserve u.
We analyzed the bounds for the Erlangization error for approximation B given in Theorem 4.17.
However, for values % → 1, these bounds turned out to be not tight enough. For comparison
purposes we employed the same set of parameters as for approximation A, and this time we
found that the upper bound %(1 − Ĝm(1))/(1 − %Ĝm(1)) = 0.43096. We attempted to use the
alternative bound for the Erlangization error given by Theorem 4.29, but the gain was minimal
since the value of % is too close to 1. This shows empirically that we can have better control when
implementing approximation A; the results are presented in the second column in Table 4.3.
Next, we discuss the approximating distribution Π constructed as a discretized Pareto distri-
bution on the form of Definition 4.25. We choose a distribution supported over the geometric
progression
s1, s1e
1/M , s1e
2/M , s1e
3/M , . . .
where M ∈ R+ will be called the ratio of the geometric progression. We will take wk = sk, so
that we are considering a distribution approximated from below.
It is rather clear that a large value of M →∞ combined with a small value of s1 → 0 will deliver
a finer partition of the interval [0,∞), which in turn will result in a better approximation of the
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target distribution. However, small values of s1 will affect severely the speed of the algorithm
(see the discussion in the previous subsection) while in practice not much precision is gained by
taking it too close to 0. A similar trade-off in speed and precision occurs by letting M → ∞.
Using the error bounds for the discretization error, we settled with s1 = e
−3 and M = 270
for all the examples. The discretization error bounds for approximation A are presented in the
third column in Table 4.2, while for approximation B these are contained in the third column
in Table 4.3.
The theoretical error bounds, defined as the aggregation of the Erlangization error bound plus
the discretization error bound, are provided in the last column of those Tables 4.2 and 4.3.
u Erlangization error
bounds
Discretization error
bounds
Theoretical error
bounds
1 2.5736× 10−4 6.2002× 10−4 8.7738× 10−4
5 1.6324× 10−3 6.3678× 10−5 1.6960× 10−3
10 3.8081× 10−3 3.1590× 10−5 3.8397× 10−3
30 1.0884× 10−2 1.0617× 10−5 1.0895× 10−2
50 1.5028× 10−2 6.4216× 10−6 1.5034× 10−2
100 2.0055× 10−2 3.2491× 10−6 2.0058× 10−2
500 2.6279× 10−2 6.6918× 10−7 2.6280× 10−2
1000 2.7265× 10−2 3.3891× 10−7 2.7265× 10−2
Table 4.2: Erlangization error bounds, discretization error bounds, and theoretical error bounds for
approximation A. The theoretical error bound is the sum of Erlangization error bound and
discretization error bound. ξ = 100, % = 0.95, φ = 2 and initial reserve u.
Finally, we selected the truncation levels. In the case of the Poisson level of truncation we were
able to select a natural number large enough N1 such that the truncation error was smaller than
the floating point precision (the smallest positive representable number in Matlab with a 64-
bit operating system), without increasing significantly the computational times. This selection
implies that the third term in each of the bounds for the truncation error given in Theorem 4.22
and Theorem 4.24 are eliminated for practical purposes, thus eliminating the Poisson truncation
error. Similarly, the scaling level of truncation level N2 was chosen as the smallest integer N2
such that ε1 < 9.5701×10−14. The first and second terms in each bound given in Theorem 4.22
are straightforward to obtain. However, calculating the value of ε2 in the truncation error bound
given in Theorem 4.24 requires some computational effort. Instead, we find an upper bound of
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u Erlangization error
bounds
Discretization error
bounds
Theoretical error
bounds
1 4.3096× 10−1 6.4429× 10−6 4.3097× 10−1
5 4.3096× 10−1 3.0087× 10−6 4.3097× 10−1
10 4.3096× 10−1 2.5791× 10−6 4.3097× 10−1
30 4.3096× 10−1 2.2920× 10−6 4.3097× 10−1
50 4.3096× 10−1 2.2347× 10−6 4.3097× 10−1
100 4.3096× 10−1 2.1917× 10−6 4.3097× 10−1
500 4.3096× 10−1 2.1573× 10−6 4.3097× 10−1
1000 4.3096× 10−1 2.1530× 10−6 4.3097× 10−1
Table 4.3: Erlangization error bounds, discretization error bounds, and theoretical error bounds for
approximation B. Theoretical error bound is the sum of Erlangization error bound and discretization
error bound. ξ = 100, % = 0.95, φ = 2 and initial reserve u.
ε2 as follows
ε2 =
∞∑
j=N2+1
pij sj =
∞∑
j=N2+1
[(1 + sj−1)−2 − (1 + sj)−2]sj
=
s1e
N2/M
(1 + s1e(N2−1)/M)2
+ (e1/M − 1)
∞∑
j=N2
s1e
j/M
(1 + s1ej/M)2
<
e1/M
s1e(N2−1)/M
+ (e1/M − 1)
∞∑
j=N2
1
s1ej/M
=
e1/M + 1
s1e(N2−1)/M
.
The truncation error bounds for approximation A are presented in the second column of Ta-
ble 4.4. The total error, which is the aggregation of the theoretical error (Erlangization and
discretization errors) plus the truncation error, is presented in the third column of the same
table. In the case of the truncation error bound for approximation B, this is negligible so the
total error bound is equal to the theoretical error.
The numerical results for the probabilities of ruin are now summarized in Table 4.5. The
results show that the approximated ruin probabilities are remarkably close to the Ramsay value
calculated using equation (20) of Ramsay (2003).
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u Theoretical Error
Bounds
Truncation Error
Bounds
Total Error Bounds
1 8.7738× 10−4 3.6522× 10−9 8.7738× 10−4
5 1.6960× 10−3 1.8261× 10−8 1.6960× 10−3
10 3.8397× 10−3 3.6522× 10−8 3.8397× 10−3
30 1.0895× 10−2 1.0957× 10−7 1.0895× 10−2
50 1.5034× 10−2 1.8261× 10−7 1.5035× 10−2
100 2.0058× 10−2 3.6522× 10−7 2.0059× 10−2
500 2.6280× 10−2 1.8261× 10−6 2.6281× 10−2
1000 2.7265× 10−2 3.6522× 10−6 2.7269× 10−2
Table 4.4: Theoretical error bounds, truncation error bounds, and total error bounds for
approximation A. Total error bound is the sum of theoretical error bound and truncation error
bound. ξ = 100, % = 0.95, φ = 2 and initial reserve u.
u Approximation
A
Approximation
B
Ramsay
1 0.915506746 0.915513511 0.915525781
5 0.837217038 0.837576604 0.837251342
10 0.770595774 0.771230756 0.770605760
30 0.599128897 0.600357750 0.599042454
50 0.489803156 0.491286606 0.489654166
100 0.325521064 0.327119739 0.325305086
500 0.059229343 0.059800534 0.059131409
1000 0.024594577 0.024819606 0.024544601
Table 4.5: Approximations of ruin probabilities when claim sizes are Pareto(φ) distributed, ξ = 100,
% = 0.95, φ = 2 and initial reserve u.
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Table 4.6 shows the distances between approximations A and B with respect to the Ramsay
values. We remark that these distances are much smaller than the total error bound previ-
ously obtained. There is no clear pattern in these distances so we also calculated the relative
differences, which are defined as
Relative difference =
Approximated ruin probabilities - Ramsay
Ramsay
.
u Approximation
A
Approximation
B
1 −1.9035× 10−5 −1.2270× 10−5
5 −3.4304× 10−5 3.2526× 10−4
10 −9.9860× 10−6 6.2500× 10−4
30 8.6443× 10−5 1.3153× 10−3
50 1.4899× 10−4 1.6324× 10−3
100 2.1598× 10−4 1.8147× 10−3
500 9.7940× 10−5 6.6913× 10−4
1000 4.9976× 10−5 2.7501× 10−4
Table 4.6: Differences of the approximated ruin probabilities with respect to the Ramsay
approximation for Pareto(φ) distributed claim sizes, ξ = 100, % = 0.95, φ = 2 and initial reserve u.
The relative differences are presented in Figure 4.9. Both approximations deliver small relative
differences which are increasing with initial reserve u. Nevertheless, the relative differences
grow much slower for approximation A which provides empirical evidence that approximation
A will remain precise as u increases.
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Figure 4.9: Relative differences of the approximated ruin probabilities with respect to the Ramsay
approximation for Pareto(φ) distributed claim sizes, % = 0.95, φ = 2, and initial reserve u.
Notice that the proposed approximations can be sharpened by increasing the value of M (making
the partition finer) and to a lesser extent by reducing the value of s1 (improving the approxima-
tion of the target distribution in a vicinity of 0). The improvement obtained by increasing the
value of ξ is very modest and it will slow down the algorithms considerably.
It is worth noticing that the approximation B appears to be more precise than approximation A
for small values of the initial reserve. At first sight, this might appear quite surprising since we
expected approximation A to be more precise. This could be explained by the cancelling effects of
the separate errors (Erlangization, discretization, truncation). For instance, the discretized dis-
tribution Π is an approximation from below of the target distribution F , so F ≺ Π in stochastic
order. With this selection it follows that ψΠ?Gm(u) overestimates ψF̂ ?Gm(u) so the discretization
error will be negative for both approximations A and B. The truncation error will be always
negative since all the truncated terms have positive sign. From the analysis above, it is not
possible to determine the sign of the Erlangization error.
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4.7 Conclusion
Bladt et al. (2015) remark that the family of phase-type scale mixtures could be used to pro-
vide sharp approximations of heavy-tailed claim size distributions. In our work, we addressed
such a remark and provided a simple systematic methodology to approximate any nonnega-
tive continuous distribution within such a family of distributions. We employed the results of
Bladt et al. (2015) and provided simplified expressions for the probability of ruin in the clas-
sical Crame´r–Lundberg risk model. In particular, we opted to approximate the integrated tail
distribution F̂ rather than the claim sizes as suggested in Bladt et al. (2015); we showed that
such an alternative approach results in a more accurate and simplified approximation for the
associated ruin probability. We further provided bounds for the error of approximation induced
by approximating the integrated tail distribution as well as the error induced by the truncation
of the infinite series. Finally, we illustrated the accuracy of our proposed method by computing
the ruin probability of a Crame´r-Lundberg reserve process where the claim sizes are heavy-
tailed. Such an example is classical but often considered challenging due to the heavy-tailed
nature of the claim size distributions and the value of the net profit condition.
4.8 Supporting proofs: Bounds for errors of approxima-
tion
In the first subsection of this Section, we provide an alternative bound for the Erlangization
error of the approximations B proposed in Subsection 4.4.3.1. In the second subsection of this
Section, we provide an auxiliary result that will be useful for computing numerical bounds for
the distance between the moment distributions used in Theorem 4.19.
4.8.1 Refinements for the Erlangization error of approximatinon A
Theorem 4.29 below provides an alternative bound for the Erlangization error of approximation
B proposed in Theorem 4.17. This alternative bound is slightly tighter than the bound proposed
in Theorem 4.17. However, this bound is more difficult to construct and implement. Remark
4.30 at the end of this subsection provides an argument that shows that Theorem 4.17 can be
seen as a particular case of Theorem 4.29. Lemma 4.27 and 4.28 below are technical but needed
in the proof of Theorem 4.29.
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Lemma 4.27. Let 0 6 δ 6 1 and 1 6 β 6∞. Define
Aδ = [δ, 1]
n, Aδ,β = [δ, β]n \ [δ, 1]n.
Then ∫
· · ·
∫
Aδ
(
n∏
i=1
I[0,1)(si)−
n∏
i=1
ĝm(si)
)
ds1 . . . dsn
= (1− δ)n −
(
Ĝm(1)− Ĝm(δ)
)n
−
∫
· · ·
∫
Aδ,β
(
n∏
i=1
I[0,1)(si)−
n∏
i=1
ĝm(si)
)
ds1 . . . dsn
=
(
Ĝm(β)− Ĝm(δ)
)n
−
(
Ĝm(1)− Ĝm(δ)
)n
.
Proof. For the first inequality observe that if (s1, . . . , sn) ∈ Aδ, then
∏n
i=1 I[0,1)(si) = 1. Since
ĝm(·) < 1 then
∫
· · ·
∫
Aδ
(
n∏
i=1
I[0,1)(si)−
n∏
i=1
ĝm(si)
)
ds1 . . . dsn =
∫
· · ·
∫
Aδ
1−
n∏
i=1
ĝm(si)ds1 . . . dsn
= (1− δ)n −
(∫ 1
δ
ĝm(s)ds
)n
= (1− δ)n −
(
Ĝm(1)− Ĝm(δ)
)n
.
For the second equality, notice that if (s1, . . . , sn) ∈ Aδ,β, then
∏n
i=1 I[0,1)(si) = 0, so
−
∫
· · ·
∫
Aδ,β
(
n∏
i=1
I[0,1)(si)−
n∏
i=1
ĝm(si)
)
ds1 . . . dsn =
∫
· · ·
∫
[δ,β]n\[δ,1]n
n∏
i=1
ĝm(si)ds1 . . . dsn
=
(
Ĝm(β)− Ĝm(δ)
)n
−
(
Ĝm(1)− Ĝm(δ)
)n
.
2
Lemma 4.28. For each δ ∈ [0, 1], there exists β ∈ [1,∞) such that for all n ∈ N it holds that
δ − Ĝm(δ) = 1− Ĝm(β). (4.26)
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Furthermore, for such a pair (δ, β), we have that for all n > 1,
∫
· · ·
∫
Aδ
(
n∏
i=1
I[0,1)(si)−
n∏
i=1
ĝm(si)
)
ds1 . . . dsn
= −
∫
· · ·
∫
Aδ,β
(
n∏
i=1
I[0,1)(si)−
n∏
i=1
ĝm(si)
)
ds1 . . . dsn, (4.27)
where Aδ = (δ, 1)
n and Aδ,β = (δ, β)n \ (δ, 1)n.
Proof. Fix β ∈ [1,∞). Notice that 1− Ĝm(β) ∈ (0, 1− Ĝm(1)] and non-increasing. Also notice
that δ− Ĝm(δ) is non-decreasing and continuous with image [0, 1− Ĝm(1)]. Then clearly there
exists β = β(δ) ∈ [0, 1] such that (4.26) holds. The second part follows from Lemma 4.27 by
noticing that
∫
· · ·
∫
Aδ
(
n∏
i=1
I[0,1)(si)−
n∏
i=1
ĝm(si)
)
ds1 . . . dsn +
∫
· · ·
∫
Aδ,β
(
n∏
i=1
I[0,1)(si)−
n∏
i=1
ĝm(si)
)
ds1 . . . dsn
= (1− δ)n −
(
Ĝm(β)− Ĝm(δ)
)n
,
so that (4.27) holds if (4.26) does. 2
Theorem 4.29. Let 1 = β0 6 β1 < β2 < . . . 6 βK =∞ and let 1 = δ0 > δ1 > δ2 > . . . > δK =
0 be such that each individual pair (δk, βk) satisfies Lemma 4.28. Then,∣∣∣ψHF ?U(u)− ψHF ?Ĝm(u)∣∣∣
6 (1− %)
K−1∑
k=0
[T1 (u/βk+1; q1,k+1)− T2 (u/βk+1; q2,k+1)− T2 (u/βk+1; q1,k) + T1 (u/βk+1; q2,k)]
with
T`(s, q) :=

(1− q)e−`sκ(s,q) + qHF (s)
(1− q)(1− qHF (s)) , s > 0, q > 0
q
1− q s = 0, q > 0
0 q = 0,
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where q1,k = %(1− δk), q2,k = %
(
Ĝm(1)− Ĝm(δk)
)
and κ(s, q) is the solution κ of the Lundberg
equation ∫ s
0
eκxHF (dx) =
HF (s)
q
.
Proof. Set Ak := [δk, βk], Bk = [δk+1, 1]n\ [δk, 1]n and Ck = ([δk+1, βk+1]n\ [δk+1, 1]n)\([δk, βk]n\
[δk, 1]
n). Let {X ′n} be a sequence of i.i.d. random variables with common distribution HF .
Notice that∣∣∣∣∣∣∣
∫
· · ·
∫
Ank+1\Ank
P(s1X ′1 + · · ·+ snX ′n 6 u)
(
n∏
i=1
I[0,1)(si)−
n∏
i=1
ĝm(si)
)
ds1 . . . dsn
∣∣∣∣∣∣∣
=
∣∣∣∣∣∣
∫
· · ·
∫
Bk
P(s1X ′1 + · · ·+ snX ′n 6 u)
(
n∏
i=1
I[0,1)(si)−
n∏
i=1
ĝm(si)
)
ds1 . . . dsn
+
∫
· · ·
∫
Ck
P(s1X ′1 + · · ·+ snX ′n 6 u)
(
n∏
i=1
I[0,1)(si)−
n∏
i=1
ĝm(si)
)
ds1 . . . dsn
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∫
· · ·
∫
Bk
P(s1X ′1 + · · ·+ snX ′n 6 u)
(
n∏
i=1
I[0,1)(si)−
n∏
i=1
ĝm(si)
)
ds1 . . . dsn
−
∫
· · ·
∫
Ck
P(s1X ′1 + · · ·+ snX ′n 6 u)
(
n∏
i=1
ĝm(si)
)
ds1 . . . dsn
∣∣∣∣∣∣ . (4.28)
We proceed to analyze the expression inside the absolute value. Observe that for any (r1, . . . , rn) ∈
Bn, we have that
H∗nF (u) 6 P(r1X ′1 + · · ·+ rnX ′n 6 u) 6 H∗nF (u/δk+1)
while for (s1, . . . , sn) ∈ Cn, it holds that
H∗nF (u) > P(s1X ′1 + · · ·+ snX ′n 6 u) > H∗nF (u/βk+1).
Let us take the negative value of the expression inside the absolute value in (4.28). This
expression is bounded by
H∗nF (u)
 ∫ · · · ∫
Ck
(
n∏
i=1
ĝm(si)
)
ds1 . . . dsn −
∫
· · ·
∫
Bk
(
n∏
i=1
I[0,1)(si)−
n∏
i=1
ĝm(si)
)
ds1 . . . dsn

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Because of Lemma 4.27 the last is equal to 0, which implies that the expression inside the
absolute value in (4.28) should be taken positive and thus bounded by
H∗nF (u/δk+1)
∫
· · ·
∫
Bk
(
n∏
i=1
I[0,1)(si)−
n∏
i=1
ĝm(si)
)
ds1 . . . dsn
−H∗nF (u/βk+1)
∫
· · ·
∫
Ck
(
n∏
i=1
ĝm(si)
)
ds1 . . . dsn.
This is equal to
(H∗nF (u/δk+1)−H∗nF (u/βk+1))
∫
· · ·
∫
Bk
(
n∏
i=1
I[0,1)(si)−
n∏
i=1
ĝm(si)
)
ds1 . . . dsn
6 H∗nF (u/βk+1)
[
(1− δk+1)n −
(
Ĝm(1)− Ĝm(δk+1)
)n
− (1− δk)n +
(
Ĝm(1)− Ĝm(δk)
)n]
.
If u/βk+1 = 0, then H(u/βk+1) = 1 and the expression above is equal to a linear combination of
powers. Summing over n yields a convergent geometric series. If u/βk+1 > 0, then we proceed
as follows. According to Cai and Garrido (1999), if q ∈ (0, 1) and 0 < s <∞ then
(1− q)e−2sκ(s,q) + qHF (s)
(1− q)(1− qHF (s)) 6
∞∑
n=1
qnH
∗n
F (s) 6
(1− q)e−sκ(s,q) + qHF (s)
(1− q)(1− qHF (s)) , (4.29)
where κ(s, q) is referred to as the adjustment coefficient and defined as the solution κ of the
Lundberg equation given by ∫ s
0
eκxHF (dx) =
HF (s)
q
.
Applying this result to our bound, we obtain that∣∣∣∣∣∣∣
∞∑
n=1
(1− %)%n
∫
· · ·
∫
Ank+1\Ank
P(s1X ′1 + · · ·+ snX ′n 6 u)
n∏
i=1
I[0,1)(si)−
n∏
i=1
ĝm(si)ds1 . . . dsn
∣∣∣∣∣∣∣
6
∞∑
n=1
(1− %)%nH∗nF (u/βk+1)
[
(1− δk+1)n −
(
Ĝm(1)− Ĝm(δk+1)
)n
−(1− δk)n +
(
Ĝm(1)− Ĝm(δk)
)n]
6 (1− %) [T1 (u/βk+1; q1,k+1)− T2 (u/βk+1; q2,k+1)− T2 (u/βk+1; q1,k) + T1 (u/βk+1; q2,k)] .
The result follows after summing all the terms corresponding to the sets Ak+1 \ Ak. 2
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Remark 4.30. Notice that when δ1 = 0 and β1 = ∞, then the bound in the previous theorem
reduces to the bound obtained in Theorem 4.17.
The construction of this particular bound requires the selection of pairs (δk, βk) satisfying
Equation (4.26) in Corollary 4.28. In most cases these values can be determined numerically
by using a standard root-finding algorithm. Also, an explicit expression for the term Ĝm(δ)
can be found in Lemma 4.31 below.
Lemma 4.31. For any δ > 0,
Ĝm(δ) = 1−
ξ−1∑
k=0
e−ξδ(ξδ)k
k!
+ δ
ξ−2∑
k=0
e−ξδ(ξδ)k
k!
.
Proof. Recall that
Gm(s) = 1−
ξ−1∑
n=0
e−ξs(ξs)n
n!
,
so that
Ĝm(δ) =
∫ δ
0
ξ−1∑
n=0
e−ξs(ξs)n
n!
ds
=
ξ−1∑
n=0
∫ δ
0
e−ξs(ξs)n
n!
ds
=
1
ξ
ξ−1∑
n=0
(
1−
n∑
k=0
e−ξδ(ξδ)k
k!
)
= 1− 1
ξ
ξ−1∑
k=0
(ξ − k)e
−ξδ(ξδ)k
k!
= 1−
ξ−1∑
k=0
e−ξδ(ξδ)k
k!
+ δ
ξ−2∑
k=0
e−ξδ(ξδ)k
k!
.
2
4.8.2 Error bound for the distance between moment distributions
As stated in Subsection 4.4.3.2, the result of Theorem 4.19 depends on the availability of the
distance between moment distributions |HF −HΠ|. In the following, we state a bound for such
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a quantity in the case where an explicit expression for |HF −HΠ| is not available or too difficult
to compute.
Lemma 4.32. Fix u > 0 and let Π and ΩΠ = {si : i ∈ Z+} be as in Definition 4.25. Suppose
that there exists K ∈ N such that sK = u. Let S ∼ Π and ∆kHF := HF (sk)−HF (sk−1). Then
sup
u6s<∞
∣∣HF (s)−HΠ(s)∣∣ 6 sup
K6k<∞
∆kHF +
|µΠ − µF | · E[S;S > u]
µΠ · µF +
|E[X;X > sK ]− E[S;S > sK ]|
µF
,
sup
0<s6u
|HF (s)−HΠ(s)| 6 sup
06k6K
∆kHF +
|µΠ − µF | · E[S;S 6 u]
µΠ · µF +
|E[S;S 6 u]− E[X;X 6 u]|
µF
,
where X ∼ F , S ∼ Π and µF = E[X] and µΠ = E[S]. Moreover, if µF = µΠ, then
sup
u6s<∞
∣∣HF (s)−HΠ(s)∣∣ 6 sup
K6k<∞
∆kHF +
|E[X;X > sK ]− E[S;S > sK ]|
µF
,
sup
0<s6u
|HF (s)−HΠ(s)| 6 sup
06k6K
∆kHF +
|E[S;S 6 u]− E[X;X 6 u]|
µF
.
Proof. We have that
∣∣∣HF ? Ĝm(u)−HΠ ? Ĝm(u)∣∣∣ = ∣∣∣∣∫ ∞
0
HF (u/s)dĜ(s)−
∫ ∞
0
HΠ(u/s)dĜ(s)
∣∣∣∣
6
∫ ∞
0
|HF (u/s)−HΠ(u/s)| dĜ(s)
6 sup
u6s<∞
|HF (s)−HΠ(s)|
∫ 1
0
dĜ(s)
+ sup
0<s6u
|HF (s)−HΠ(s)|
∫ ∞
1
dĜ(s)
= sup
u6s<∞
∣∣HΠ(s)−HF (s)∣∣ ∫ 1
0
dĜ(s) (4.30)
+ sup
0<s6u
|HF (s)−HΠ(s)|
∫ ∞
1
dĜ(s). (4.31)
Observe that for all 0 < s <∞ there exists k > 1 such that tk 6 s < tk+1, so that
∣∣HΠ(s)−HF (s)∣∣ 6 max{∣∣HF (sk)−HΠ(sk)∣∣ , ∣∣HF (sk+1)−HΠ(sk)∣∣} .
Using the previous identity, we construct a bound for (4.30):
∣∣HΠ(sk)−HF (sk)∣∣ 6 ∣∣HΠ(sk)−HF (sk+1)∣∣+ ∣∣HF (sk)−HF (sk+1)∣∣
6
∣∣HΠ(sk)−HF (sk+1)∣∣+ ∆kHF ,
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where ∆kHF := HF (sk+1)−HF (sk). In consequence,
sup
u6s<∞
{∣∣HΠ(s)−HF (s)∣∣} 6 sup
K6k<∞
{∣∣HΠ(sk)−HF (sk+1)∣∣}+ sup
K6k<∞
{∆kHF} .
Next, observe that
sup
K6k<∞
{∣∣HΠ(sk)−HF (sk+1)∣∣} = sup
K6k<∞
{∣∣∣∣∣
∞∑
i=k+1
sipii
µΠ
−
∫ ∞
sk+1
tdF (t)
µF
∣∣∣∣∣
}
= sup
K6k<∞
{∣∣∣∣∣
∞∑
i=k+1
∫ si+1
si
(
si
µΠ
− t
µF
)
dF (t)
∣∣∣∣∣
}
6 1
µΠ · µF
∞∑
i=K+1
∫ si+1
si
|siµF − tµΠ|dF (t)
6 1
µΠ · µF
∞∑
i=K+1
∫ si+1
si
(|siµF − siµΠ|+ |siµΠ − tµΠ|) dF (t)
6 |µF − µΠ|
µΠ · µF
∞∑
i=K+1
si
∫ si+1
si
dF (t) +
1
µF
∞∑
i=K+1
∫ si+1
si
|si − t|dF (t)
6 |µΠ − µF |E[S;S > sK ]
µΠ · µF +
|E[X;X > sK ]− E[S;S > sK ]|
µF
.
Therefore,
sup
u6s<∞
{∣∣HΠ(s)−HF (s)∣∣}
6 sup
K6k<∞
{∆kHF}+ |µΠ − µF | · E[S;S > u]
µΠ · µF +
|E[X;X > sK ]− E[S;S > sK ]|
µF
.
Our construction for a bound for (4.31) is analogous. Note that
|HF (sk+1)−HΠ(sk)| 6 |HF (sk+1)−HF (sk)|+ |HF (sk)−HΠ(sk)|
6 ∆kHF + |HF (sk)−HΠ(sk)|,
so
sup
0<s6u
{|HF (s)−HΠ(s)|} 6 sup
06k6K
{∆kHF}+ sup
06k6K
{|HF (sk)−HΠ(sk)|} ,
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where s0 = inf{s : F (s) > 0}. Next, observe that
sup
06k6K
{|HF (sk)−HΠ(sk)|} = sup
06k6K
{∣∣∣∣∣
∫ sk
0
tdF (t)
µF
−
k∑
i=1
sipii
µΠ
∣∣∣∣∣
}
= sup
06k6K
{∣∣∣∣∣
k∑
i=1
∫ si
si−1
(
t
µF
− si
µΠ
)
dF (t)
∣∣∣∣∣
}
6 1
µΠ · µF
K∑
i=1
∫ si
si−1
|tµΠ − siµF |dF (t)
6 1
µΠ · µF
K∑
i=1
∫ si
si−1
|tµΠ − siµΠ|+ (|siµΠ − siµF |) dF (t)
6 1
µF
K∑
i=1
∫ si
si−1
|si − t|dF (t) + |µΠ − µF |
µΠ · µF
K∑
i=1
si
∫ si
si−1
dF (t)
6 |E[S;S 6 sK ]− E[X;X 6 sK ]|
µF
+
|µΠ − µF | · E[S;S 6 sK ]
µΠ · µF .
Therefore,
sup
06s6u/δ
{|HF (s)−HΠ(s)|}
6 sup
06k6K
{∆kHF}+ |E[S;S 6 u]− E[X;X 6 u]|
µF
+
|µΠ − µF | · E[S;S 6 u]
µΠ · µF .
2
Notice that the particular selection of Π implies that it is possible to select partitions for which
µΠ = µF . Also, recall that when ξ(m)→∞, then 1−Gm(1)→ 0, so for ξ(m) sufficiently large,
the bound decreases as |E[X;X > sK ]− E[S;S > sK ]| becomes smaller. The last is achieved if
the tail probability of HΠ gets closer to the tail probability of HF . Finally, the value of K such
that sK = u can be chosen so it minimizes the bound above; this optimization can be carried
numerically.
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Appendix A
Appendix
In this appendix, we proposed some possible future research directions related to this thesis,
including both difficulties that appeared during the research progress and extensions of the
results obtained in Chapter 3 and Chaper 4.
A.1 The inverse problem of Breiman’s lemma
We study the regular variation of the product X = S · Y of a phase-type random variable Y
and a nonnegative random S in Subsection 3.3.2. The famous Breiman’s lemma (see Lemma
3.4) stated that if S is a regularly varying random variable, then X is also of regular variation
with same index as S. As mentioned there, the converse of Breman’s lemma is not true in
general. It is indeed a challenging problem. We have verified that if Y follows some subclasses
of phase-type distributions, then the converse of Breman’s lemma is true, by using the idea
of α-regular variation determining defined in Jacobsen et al. (2009). However, for a general
phase-type random variable, such a problem still remains open. We will list all the attempts
we have tried for future research.
Definition A.1 (α-regular variation determining (Jacobsen et al., 2009)). Let α > 0 and Y
a positive random variable satisfying E[Y α+ε] < ∞ for some ε > 0. We will call Y and its
distribution α-regular variation determining if the α-regular variation of X = S · Y for any
random variable S which is independent of Y , implies that S itself is of regular variation with
index α.
The following lemma lists some elementary closed properties of α-regular variation determining
random variables.
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Lemma A.2 (Jacobsen et al. (2009)). • If Y is α-regular variation determining and β >
0, then Y β is α/β-regular variation determining.
• If Y1 and Y2 are independent α-regular variation determining random variables, then so
is Y1 · Y2.
Necessary and sufficient conditions for α-regular variation determination of a random variable
is also given in Jacobsen et al. (2009) as the following theorem.
Theorem A.3 (Jacobsen et al. (2009)). A positive random variable Y with E[Y α+ε] < ∞ for
some ε > 0 is α-regular variation determining if and only if
E[Y α+iθ] 6= 0, ∀θ ∈ R. (A.1)
We further collect one more result from Jacobsen et al. (2009) to verify the α-regular variation
determining.
Corollary A.4 (Jacobsen et al. (2009)). If lnY is infinitely divisible, then Y is α-regular
variation determining.
With these results on hand, we attempted to prove that a phase-type random variable is α-
regular variation determining.
1. Taylor expansion.
We use Taylor expansion to decompose the matrix exponential contained in the pdf of
the phase-type distributions and then calculate the expected valued in Theorem A.3.
E[Y α+iθ] =
∫ ∞
0
yα+iθ
∞∑
k=0
ck
yk
k!
dy
=
∫ ∞
0
∞∑
k=0
ck
k!
yα+1+iθ,
where ck are some constants. The difficulty of this attempt is that apart from ck can be
both positive and negative, we have an expression of an infinite sum that we could not
change the sum and integral arbitrarily.
2. Jordan canonical decomposition.
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We use Jordan canonical blocks to decompose matrix exponential and calculate the ex-
pected value in Theorem A.3. All the parameters used are as defined in Theorem 2.8.
E[Y α+iθ] =
∫ ∞
0
m∑
j=0
ηj−1∑
k=0
yα+iθcjky
ke−λjydy
=
m∑
j=0
ηj−1∑
k=0
cjk
∫ ∞
0
yα+k+iθe−λjydy
=
m∑
j=0
ηj−1∑
k=0
cjk
λα+k+1+iθj
Γ(α + k + 1 + iθ).
The gamma function will never vanish. However, cjk are some constants not necessarily
to be positive. We could not tell directly whether the above expression is zero or not.
3. Functional calculus.
Let Y ∼PH(β,Λ). Let ω be a function with Laplace transform
Lω(s) =
∫ ∞
0
e−syω(y)dy
that exists for all s > 0. Then from Bladt et al. (2015),
E[ω(Y )] = βLω(−Λ)λ.
To calculate E[Y α+iθ], we let ω(y) = yα+iθ, its Laplace transform is
Lω(s) =
∫ ∞
0
e−syyα+iθdy = Γ(iθ + α + 1)s−iθ−α−1.
Then
E[Y α+iθ] = E[ω(Y )] = βLω(−Λ)λ
= Γ(iθ + α + 1)β(−Λ)−iθ−αλ.
For this stage, we could not tell whether it is zero or not.
4. Infinite divisibility.
Let Y ∼PH(β,Λ) and X = lnY , X ∈ R. Then the characteristic function of X is
E[eiθX ] = E[eiθ lnY ] = E[Y iθ] = Γ(iθ + 1)β(−Λ)−iθe.
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If one could verify that (Γ(iθ + 1)β(−Λ)−iθe)1/n is a valid characteristic function of
another random variable, then we can say lnY is infinite divisible and further tell that Y
is α-regular variation determining.
5. Complex analysis.
E[Y α+iθ] =
∫ ∞
0
yαg(y)(cos(θ ln y) + i sin(θ ln y))dy, (A.2)
where g(y) is the density function of a phase-type distribution. Let t = ln y, then (A.2)
is equivalent to ∫ ∞
−∞
e(α+1)tg(et)(cos(θt) + i sin(θt))dt.
Now assume the above quantity is zero and let h(t) = e(α+1)tg(et), we want to find θ ∈ R
such that ∫ ∞
−∞
h(t) cos(θt)dt = 0
and ∫ ∞
−∞
h(t) sin(θt)dt = 0
holds at the same time.
By using integration by part, it is equivalent to find θ ∈ R such that∫ ∞
−∞
h(n)(t) cos(θt)dt = 0
and ∫ ∞
−∞
h(n)(t) sin(θt)dt = 0,
where n is any positive integer.
Also by the properties of trigonometric functions, it is equivalent to find θ ∈ R such that∫ ∞
−∞
h(t− s) cos(θt)dt = 0
and ∫ ∞
−∞
h(t− s) sin(θt)dt = 0
for any s ∈ R. We conjecture that such a θ ∈ R does not exist, thus (A.2) could not be
zero, which implies Y is α-regular varying determining. However, rigorous proof is needed
to be explored.
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Finally, we will give some examples of phase-type distributions, where the α-regular variation
determining can be checked. It is easy to see that the exponential distributions, the Erlang dis-
tributions and the hyper-exponential distributions are α-regular variation determining. Besides,
we provide examples of more complicated cases.
Example A.5 (Mixture of Erlang distributions). Let Y be the mixture of Y1, . . . , Ym, where
Yj ∼Erlang(p, λj), j = 1, . . .m, with the probability vector pi = (pi1, . . . , pim). The density
function of Y is given by
g(y) =
m∑
j=1
pijλ
p
j
(p− 1)!y
p−1e−λjy.
E[Y α+iθ] =
∫ ∞
0
yα+iθ
m∑
j=1
pijλ
p
j
(p− 1)!y
p−1e−λjydy
=
m∑
j=1
pijλ
p
j
Γ(p)
∫ ∞
0
yα+iθ+p−1e−λjydy
=
Γ(α + p+ iθ)
Γ(p)
m∑
j=1
pij
λα+iθj
6= 0,
as pij and λj are positive and gamma functions never vanish. Thus, finite mixtures of Erlang
distributions are α-regular variation determining.
Example A.6 (Generalised Erlang distribution). Let Y follows a generalised Erlang distri-
bution as defined in Example 2.4 with parameter λ1, . . . , λp. First we assume that λk 6= λj if
k 6= j, 1 6 k, j 6 p. Then the density function is given as
g(y) =
p∑
j=1
Ajλje
−λjy,
where Aj =
p∏
k=1,k 6=j
λk
λk − λj . Then
E[Y α+iθ] =
∫ ∞
0
yα+iθ
p∑
j=1
Ajλje
−λjydy
=
p∑
j=1
Ajλj
∫ ∞
0
yα+iθe−λjydy
= Γ(α + 1 + iθ)
p∑
j=1
Aj
λα+iθj
.
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Although for a general p, we are still not able to tell
p∑
j=1
Aj
λα+iθj
6= 0, for a particular case where
p = 2, we can see
E[Y α+iθ] = Γ(α + 1 + iθ)
(
λ2
λ2 − λ1
1
λα+iθ1
+
λ1
λ1 − λ2
1
λα+iθ2
)
=
λ1λ2Γ(α + 1 + iθ)
λ2 − λ1
(
1
λα+iθ+11
− 1
λα+iθ+12
)
.
Since λ1 6= λ2, then E[Y α+iθ] 6= 0.
A.2 Future research directions
There are several possible extensions of the results obtained in this thesis, as the class of phase-
type distributions has some generalised classes as discussed in Subsection 2.1.2. For instance,
results derived in Subsection 3.3 including the conditions to clarify tail heaviness and maximum
domains of attraction, may be generalized to the class of bilateral phase-type scale mixtures,
multivariate phase-type scale mixtures and matrix exponential scale mixtures. The difficulties
for such generalizations may include:
• How to properly define the above mentioned classes of scaled mixture distributions?
• We assumed there is no atom at 0 for phase-type scale mixtures, then for bilateral phase-
type scale mixtures, what will happen around 0? Will the class of bilateral phase-type
scale mixtures still shares the denseness property with phase-type scale mixtures?
• For multivariate case, copula and multivariate extreme value theory (cf. Galambos, 1987)
may be needed. Each component of the multivariate phase-type distributions could be
dependent on the others, how will these dependency change after taking infinite scaled
mixtures?
• The extension to matrix exponential distributions may involve more calculations. And
since phase-type scale mixtures are already have enough good properties for practical
uses, what will be the advantages of the matrix exponential scale mixtures?
Lastly, if the above mentioned results could be successfully extend to multivariate phase-type
scale mixtures, how could we use it to efficiently and accurately approximate multivariate ruin
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probabilities (cf. Badescu et al., 2009; Cai and Li, 2005b)? Could we extend what we have in
Chapter 4 to such a class? We will leave these questions for further research.
