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Abstract 
The permeability is an important parameter for the evaluation of transport properties in many scientific and 
engineering fields. However, it is quite difficult to predict the unknown permeability information only by some sparse 
data in the process of interpolation. Any numerical modeling should incorporate all relevant information from 
different scale data including coarse scale support data (block data) and fine scale support data (point data) to 
improve interpolation accuracy. Block sequential simulation (BSSIM) is built on a combination of kriging using both 
point and block data with direct sequential simulation. Under the rather severe restriction, block data are linear 
averages of their constituent point values. This method allows reproducing both block and point data at their 
locations. The experimental results demonstrate that this method is practical. 
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1. Introduction 
In petroleum and other earth science applications, one often needs to account for a large variety of 
permeability data with different support volumes carrying information at different scales. Since the 
microstructures of real porous media are usually disordered and extremely complicated, this makes it very 
difficult to analytically predict the permeability of porous media [1]. 
Information interpolation for unknown regions is quite important and significant to the study of 
permeability. Although a number of interpolation methods were introduced, the accurate reconstruction of 
information is still difficult to be realized [2, 3]. 
Our paper mainly discusses the permeability simulation using BSSIM (block sequential simulation). 
BSSIM can be applied for the integration of any type of coarse and fine scale data [4, 5]. The method 
hereafter used is built on a combination of kriging using both point and block data with direct sequential 
simulation [6, 7]. Under the rather severe restriction that block data are linear averages of their constituent 
point values, this method allows reproducing both block and point data at their locations. It can 
incorporate prior information, such as mean and a covariance spatial continuity measure. Alternative 
realizations can be generated to visualize uncertainty. Focus has been given to make the implementation 
algorithms fast, suitable for large 3D applications. Experimental results show that the method is 
appropriate and practical. 
2. Ideas and Methods 
2.1. A Recall of DSSIM 
Consider the joint distribution of N stochastic variables Zi(i = 1,2,…,N) in sequential simulation. The 
corresponding ccdf (conditional cumulative distribution function) of n data for these N stochastic 
variables is: 
{1 2 ( ) ( )( , , , ) Pr ob , 1,2,..., | }N n n i iF Z Z Z Z z i N= < =L n                            (1) 
where zi is the i-th attribute value and FN(·) is the ccdf. 
The aim of sequential simulation is to reproduce desirable multivariate properties through the 
sequential use of conditional distributions. Suppose the continuous variable Z(x) has a global cdf 
(cumulative distribution function) Fz(z) = prob{Z(x) < z} and stationary variogram ( )hγ .We should 
reproduce the histogram of original variable in the regions to be reconstructed. 
The sequential simulation algorithm of a variable follows the classical procedure [4, 7]: 
1)Define a random path visiting all nodes to be simulated. Every node will be computed only once and 
the number of its conditional data will be limited to a specified range. The conditional data include the 
original data and simulated data. 
2)At every node u, determine the local cumulative distribution function at each node to be simulated. 
3)Draw a value from the cumulative distribution function and add it to the simulated data set. 
4)Return to step 1 and compute the next node until all the unknown nodes in the random path are 
simulated. 
The direct sequential simulation can be summarized as follows: 
If the local cdfs are centered at the simple kriging estimate: 
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where z(u)* is the estimate value in the region A to be simulated, with u  being the coordinate 
vector. z(uα) (α = 1,2, …, N) is the α-th sample datum located at the position uα. α is the total number of 
A∈
3597Yi DU and Ting ZHANG / Procedia Engineering 15 (2011) 3595 – 3599 Yi Du et al / Procedia Engineering 00 (2011) 000–000 3 
sample data in the region A. The weight λα is given by a system of kriging equation. The relation between 
uα and u is that: 
 uα = u + h                                       (3) 
where h is a vector describing the distance between uα and the node u that is to be estimated. We can 
choose any probability distribution, and the spatial covariance model or variograms are reproduced in the 
final simulated results. The problem is that the direct sequential simulation approach can not reproduce 
the histograms well. The main reason is that the local mean and variance cannot characterize the local cdf 
only by themselves. 
A new idea proposed by Soares [4] is to use the estimated local mean and variance, not to define the 
local cdf but to sample from the global cdf. In this algorithm the global histogram remains with the same 
number of classes in any sequential step; locally the conditioning data determine which classes will be 
sampled to generate a new simulated value. Suppose in a simulation step the conditional data of the node 
to be simulated belong to two classes of a ten-class histogram, then the node should be drawn from the 
above two classes. 
In the sequential process of the algorithm, the cumulative distribution function Fz(z) is the same. 
Intervals of z should be chosen from Fz(z) to define a new cumulative distribution function z
' ( )F z  so that 
the simulated values can be drawn from the new cumulative distribution function z
' ( )F z . The intervals 
not only are “centered” at the simple kriging estimate, but also are dependent on the simple kriging 
estimation variance. 
There are some ways for us to select the intervals. One way is to select a subset of z(xi) values of the 
histogram that is we hope to reproduce, so the mean and variance of the selected n values z(xi) is equal to 
the local simple kriging z(u)* and the simple kriging variance : 2 ( )uσ
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Then we can draw the simulated value from the selected n values z(xi). 
2.2. Kriging with block and point data 
In order to integrate data of different scales, both block-support and point-support data must be 
considered simultaneously in the kriging system. For simplicity, the kriging theory with block and point 
data is introduced here with simple kriging (SK). The block data is defined as the spatial linear average of 
point values within the block volume.  
Before starting the process of estimation or simulation, for each simulation node, all block data are 
sorted based on decreasing block-to-node covariance value. Blocks with a zero block-to-node covariance 
are excluded from the neighborhood of this node. This sorting and selection are feasible because all the 
block-to-point covariances are pre-calculated and stored in the memory. This block sorting is performed 
only once and the results are stored to be used for all simulated realizations. The maximum number N of 
conditioning blocks to be retained is specified by the user.  
Four types of covariances are involved in this method: the point-to-point covariances, the point-to-
block average covariances, the block-to-point average covariances and the block-to-block average 
covariances. We use an SGeMS code library developed by Stanford University [4] to compute all four 
types of covariances. Specifically, the point covariance is obtained through a precomputed point 
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covariance look-up table; the block average covariances are computed through either a traditional 
integration method or an FFT-integration method. 
2.3. BSSIM 
BSSIM is an algorithm for simulating point values conditioned to block and point data. The algorithm 
utilizes block kriging and direct sequential simulation. 
Step 1: Generate and store the point-to-point covariance look-up table. If the hybrid FFT-integration 
method is used, compute and store the block-to-point covariance maps. 
Step 2: Define either a fully random or a block-first simulation path visiting each node u of the grid. 
Step 3: for Each location u along the path 
Search the conditioning data consisting of closest original point data, previously simulated values and 
block data. Compute or retrieve the needed local block-to-block, block-to-point, point-to-block and point-
to-point covariance. Build and solve the mixed-scale kriging system, which provides the local kriging 
mean and variance. Define an appropriate local ccdf with its mean and variance given by the kriging 
estimate and variance. Draw a value from that ccdf and add the simulated value to the data set. 
end for. 
Step 4: Check block reproduction if needed. 
Step 5: Repeat the previous steps to generate another simulated realization. 
3. Experimental Results and Analyses 
The original 2D data are permeability values in the Ely area, Nevada. The Ely permeability set is a 
point set grid with 10,000 points, constituting a reference data set to evaluate the simulation results of 
BSSIM. Conditioning data are shown in Fig. 1. The background is set as black. The different color in 
toolbar shows the different values of known data in this region. It is seen that only very few values of 
nodes are known. And the unit of the toolbar is 10-3μm2. 
  
Fig.1. Sample data 
The conditioning data are actually extracted from the original permeability data, as shown is Fig. 2, so 
we can evaluate our method by comparing the similarity between the simulated results and the original 
data. The higher the similarity is, the better BSSIM is. 
  
Fig.2. Original data 
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Three simulated results using our method are shown in Fig.3 (a)-(c). It is seen that the simulated 
results have the similar structural characteristics with the original data in Fig. 2. 
    
Fig.3. The simulated results using BSSIM. (a) result 1; (b) result 2; (c) result 3. 
4. Conclusion 
A permeability simulation method using BSSIM is proposed. Major patterns and heterogeneities of the 
reference model are well captured in the resulting fine scale numerical representations. Both point and 
block data are honored. The spatial correlation is well reproduced. The experimental results show that the 
simulated results are similar to the original permeability data, proving that our method is practical. 
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