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Abstract. We solve the two-dimensional problem of acoustic scattering by a semi-infinite pe-
riodic array of identical isotropic point scatterers, i.e., objects whose size is negligible compared to
the incident wavelength and which are assumed to scatter incident waves uniformly in all directions.
This model is appropriate for scatterers on which Dirichlet boundary conditions are applied in the
limit as the ratio of wavelength to body size tends to infinity. The problem is also relevant to the
scattering of an E-polarized electromagnetic wave by an array of highly conducting wires. The actual
geometry of each scatterer is characterized by a single parameter in the equations, related to the
single-body scattering problem and determined from a harmonic boundary-value problem. Using a
mixture of analytical and numerical techniques, we confirm that a number of phenomena reported for
specific geometries are in fact present in the general case (such as the presence of shadow boundaries
in the far field and the vanishing of the circular wave scattered by the end of the array in certain
specific directions). We show that the semi-infinite array problem is equivalent to that of inverting
an infinite Toeplitz matrix, which in turn can be formulated as a discrete Wiener–Hopf problem.
Numerical results are presented which compare the amplitude of the wave diffracted by the end of
the array for scatterers having different shapes.
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1. Introduction. Many methods exist for studying wave interactions with finite
arrays of scatterers. For some simple geometries, methods based on separation of
variables can be used. For example, the scattering of a plane wave by an arbitrary
finite array of circular cylinders can be reduced to the solution of a rapidly convergent
infinite system of linear equations.
For more complicated geometries a different method is needed. One possibility is
to express the solution to the multiple scattering problem in terms of the individual
scattering characteristics of the elements that make up the array. This leads to the
so-called T -matrix approach, which has been used extensively in acoustics and in
other fields. Another technique is to formulate the problem as an integral equation
by, for example, representing the solution as a distribution of dipoles over all the
scatterers. This leads to an integral equation of the second kind for the unknown
dipole strength. Discretization of the integral equations typically leads to large, full
systems of algebraic equations.
As the size of an array increases, solutions to scattering problems rapidly become
computationally expensive. In contrast, the case of an infinite periodic array excited
by a plane wave is usually a much simpler proposition. This is because the periodicity
allows us to formulate the problem on a single “cell” of the array, with periodic
boundary conditions. In terms of integral equations this necessitates the use of a
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more complicated Green’s function, the efficient computation of which may be an
issue; see [16].
Methods by which solutions to infinite array scattering problems can be applied
to shed light on associated large finite array problems have been applied previously in
the design of large phased array antennas, early examples using a Fourier windowing
approach [13, 24], in which some fairly crude assumptions are made about the field
near each scatterer. Recently, methods based on integral equations have been devised
in which the basic idea is to formulate an integral equation for the difference between
the infinite array and finite array solutions; see [26, 21], for example. For large
finite one-dimensional arrays this leads to problems formulated on semi-infinite arrays.
Associated with these so-called fringe integral equation methods is the analysis of
Green’s functions for semi-infinite arrays; see [5, 6, 17].
Scattering by a semi-infinite array is thus a problem of considerable interest from
both a practical and a theoretical point of view, and very few results are available.
Perhaps the only attempt at a general theory is that of Millar [18, 19] based on the
analysis of a nonlinear integral equation. Some results have been derived previously
for the case of small, widely spaced circular cylinders [12, 11] and for the strip grating
at low frequencies [22, 23]. In this paper we consider the general case of a semi-
infinite array of identical scatterers which are each small with respect to the incident
wavelength and under the assumption of Dirichlet boundary conditions on the scat-
terers. This problem was considered in [20], where a number of asymptotic results
were derived. Our approach is based on Foldy’s method [8], which since 1945 has
found wide application in multiple scattering problems; for a recent application, see
[2], for example. We show that the problems considered in [12, 11] and [22, 23] are
special cases, and we construct a general system of equations in which the geometry
of the scatterer is characterized by a single parameter. The system of equations can
be inverted numerically or, since it is of Toeplitz type, it can be solved explicitly via
the discrete Wiener–Hopf technique.
The semi-infinite array problem is closely related to the fully infinite array (i.e.,
diffraction grating) problem and, following a description of Foldy’s method in section
2, we next solve this for the same class of scatterers in section 3. The semi-infinite
grating problem is formulated in section 4, including a detailed description of the form
of the far field and of the behavior at resonance frequencies. Finally, in section 5 we
show how the integral equation approach used in [22, 23] reduces to exactly the same
equations as those found in section 4. Many of the technical details are relegated to
the appendices.
2. Foldy’s method. The classic work on acoustic scattering by semi-infinite
gratings is that of Hills and Karp [12, 11], who consider small sound-soft circular
cylinders. Their formulation is based on a technique due to Foldy [8]. Foldy considers
isotropic point scatterers, meaning that “in the neighborhood of the jth scatterer,”
the scattered field “will behave like” AjG(r− rj), where the jth scatterer is centered
at rj , Aj is an unknown amplitude, and G is the free-space Green’s function; in two
dimensions G(r) = H0(kr), where r = |r| and H0 ≡ H(1)0 is a Hankel function. Foldy
represents the total field as
u(r) = uinc(r) +
∑
j
AjG(r− rj),(2.1)
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where the sum is over all the scatterers. The so-called external field is
un(r) ≡ u(r)−AnG(r− rn) = uinc(r) +
∑
j
j =n
AjG(r− rj),(2.2)
which can be regarded as the “incident field” for the nth scatterer.
Now, characterize the scattering properties of the scatterers by
An = fnun(rn),(2.3)
where fn is “the scattering coefficient for the nth scatterer.” Thus, the scattered
field is determined by the value of the external field at the center of the scatterer, rn,
together with the quantity fn (which we will come back to later). Then, (2.2) gives
un(r) = uinc(r) +
∑
j
j =n
fjuj(rj)G(r− rj).
Evaluating this equation at rn gives, after using (2.3),
f−1n An = uinc(rn) +
∑
j
j =n
AjG(rn − rj),(2.4)
which is a linear system of algebraic equations for the amplitudes Aj . The total field
is then given by (2.1). When the scatterers are identical fn = f0, say. This quantity
depends on the geometry of the scatterers and is discussed next.
The parameter f0. The problem of scattering by a small sound-soft cylinder is
a problem of low-frequency asymptotics. Using the general theory of Kleinman and
Vainberg [14], we find that
usc(r) ≈ f0uinc(0)H0(kr),(2.5)
where the origin is inside the cylinder’s cross section S and
− 1
f0
=
2i
π
(ln k− δ).(2.6)
The complex constant δ occurs in the asymptotic approximation
H0(w) =
2i
π
(lnw − δ) +O(w2 logw) as w → 0;
thus, δ = ln 2 − C + iπ/2, where C ≈ 0.5772 is Euler’s constant. The length  in
(2.6) depends on the geometry of S. It is determined by solving the following two-
dimensional exterior Dirichlet problem for Laplace’s equation: ∇2v = 0 outside S,
v = 0 on S, and
v = ln (r/) + o(1) as r →∞.
Thus, for an ellipse with semimajor axis a and semiminor axis b, we obtain
 =
1
2
(a+ b).
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In particular, for circles of radius a, we have  = a, and then (2.6) is consistent with
−f−10 = H0(ka), which is the approximation used by Hills and Karp [12]. Note that
our formula for f0, (2.6), does not depend on the orientation of S.
Let us make a few remarks. First, the approximation (2.5) is a rigorous, asymp-
totic approximation, valid for small sound-soft cylinders of any cross section. It is not
merely a far-field result, but is valid in the near field too. It states that soft cylinders
scatter isotropically—the scattered field does not depend on the direction of observa-
tion. None of these results is true for sound-hard cylinders (Neumann problem) or for
penetrable cylinders (transmission problem), and thus Foldy’s original method should
be modified for nonsoft cylinders.
3. Infinite grating. We begin with the grating problem and consider the scat-
tering of a plane wave
uinc = e
i(βx+αy),(3.1)
where α = k sinψ and β = k cosψ, by an infinite row of identical scatterers, located
at (x, y) = (ms, 0), m = 0,±1,±2, . . . , where s is the spacing. We will use polar
coordinates (rm, θm) centered on the mth scatterer and defined by
x−ms = rm cos θm, y = rm sin θm,
and we will write (r, θ) for (r0, θ0). In terms of (rm, θm) the incident wave is
uinc = Ime
ikrm cos(θm−ψ),(3.2)
where
Im = e
iβms.
For future convenience we define the scattering angles ψm, m = 0,±1,±2, . . . ,
by
ψm = arccos
(
βm
k
)
, βm = β +
2mπ
s
.
If |βm| < k, i.e., if
−1 < cosψ + 2mπ
ks
< 1,
we say that m ∈ M and then 0 < ψm < π. These correspond to the angles at which
plane waves are scattered from an infinite grating; see (3.9) below. If |βm| > k, then
ψm is no longer real and the appropriate branch of the arccos function is given by
arccos t =
{
i arccosh t, t > 1,
π − i arccosh(−t), t < −1,(3.3)
with arccosh t = ln(t+
√
t2 − 1) for t > 1.
Let us apply Foldy’s method to the problem of the scattering of a plane wave by
an infinite row of identical (small) sound-soft scatterers. The system (2.4) becomes
(with Bn as the unknowns)
f−10 Bn = uinc(ns, 0) +
∞∑
m=−∞
m=n
BmH0(ks|m− n|), n = 0,±1,±2, . . . .(3.4)
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We have uinc(ms, 0) = e
iβsm = Im, and quasi-periodicity (see (3.2)) gives Bm = ImB0,
and then (3.4) gives
−f−10 B0 +B0
∞∑
m=−∞
m=n
H0(ks|m− n|)Im−n = −1, n = 0,±1,±2, . . . .(3.5)
Hence, B0 = (f
−1
0 − σ(ψ))−1, where
σ(ψ) =
∞∑
m=−∞
m=n
H0(ks|m− n|)Im−n =
∞∑
j=1
(Ij + I−j)H0(kjs).(3.6)
It will be convenient to define a quantity K by
K = −1/B0 = σ(ψ)− f−10 ,(3.7)
so that Bn = −In/K.
The far field. From (2.1)
u = uinc − 1K
∞∑
m=−∞
ImH0(krm).
If we insert the integral representation (A.1), we get
u = uinc − 1K
∞∑
m=−∞
eiβms
∫ ∞
−∞
e−kγ(t)|y|
γ(t)
eik(x−ms)t dt.
Now use the Poisson summation formula (B.1) to get
u = uinc − 2
∞∑
m=−∞
eikr cos(θ−sgn(y)ψm)
ksK sinψm ,(3.8)
where we have used γ(βm/k) = −i sinψm. Note that −iψm is real and positive if
|βm/k| > 1, and so the terms in the sum for these values of m decay as |y| → ∞. The
far field involves only those m for which m ∈M and thus, as y → ±∞,
u ∼ uinc − 2
∑
m∈M
eikr cos(θ∓ψm)
ksK sinψm .(3.9)
The scattered field, which is symmetric about the x-axis, thus consists of a number
of plane waves, that number increasing as ks increases. In y > 0, these waves make
angles ψm with the positive x-axis. For sufficiently small ks there is just one plane
wave corresponding to m = 0.
Resonance. For large j we have
(Ij + I−j)H0(kjs) ∼ (eijβs + e−ijβs)
√
2
πjks
ei(kjs−
1
4π),
and so the sum in (3.6) fails to converge if (k ± β)s = 2nπ for some integer n. This
condition corresponds to βn = ±k for some integer n, which implies that ψn = 0 or
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ψn = π. An alternative expression for σ(ψ) is given in (C.1), which shows that as ψn
approaches 0 or π,
K ∼ σ(ψ) ∼ 2(ks sinψn)−1.
Such a situation is termed resonance, and all the coefficients Bm tend to zero in this
limit. The field is not zero, though. Indeed, from (3.8) we have
u = uinc − eikx cosψn
in this limit, so that the scattered field reduces to a wave propagating along the
grating, either towards x =∞ (ψn = 0) or towards x = −∞ (ψn = π). For simplicity,
we will exclude the possibility that ks is an integer multiple of π so that we cannot
satisfy cosψn = −1 and cosψm = 1 simultaneously.
4. Semi-infinite grating. Suppose now that we have a semi-infinite grating of
scatterers located along the positive x-axis at (x, y) = (ms, 0), m = 0, 1, 2, . . . . Again,
as the scatterers are identical, we have fm ≡ f0. Then, the scattered field is given
from (2.1) by
usc =
∞∑
n=0
AnH0(krn),(4.1)
where the coefficients An are found to satisfy
An − f0
∞∑
m=0
m=n
AmH0(ks|m− n|) = f0In, n = 0, 1, 2, . . . ,(4.2)
which is equivalent to [12, (3.1-1)] (apart from a missing An) and [20, (41)]. If we
write An = InB0+Cn, where B0 = −K−1 is the solution to the corresponding infinite
grating problem, then we find that, for n = 0, 1, 2, . . . ,
Cn − f0
∞∑
m=0
m=n
CmH0(ks|m− n|) = f0K
∞∑
j=n+1
In−jH0(kjs).(4.3)
Both (4.2) and (4.3) can be written in terms of Toeplitz matrices, which can be
inverted either directly using numerical truncation or via the discrete Wiener–Hopf
technique as described in Appendix E. Note that in order to compute the slowly
convergent sum on the right-hand side of (4.3) we use (C.2).
For large n, the sum over j on the right-hand side of (4.3) satisfies
∞∑
j=n+1
In−jH0(kjs) ∼ −
√
2
πkns
e−
1
4 iπeiksn
[1− (−1)qe−i(k−β)s/2] ,
where we have used the asymptotic form for the Hankel function with large argument
and (D.1), and q is such that 2qπ < (k − β)s < 2(q + 1)π (i.e., βq < k < βq+1).
One might expect, therefore, that Cn = O(n
−1/2) as n → ∞. In fact, calculations
show that Cn = O(n
−3/2) as n → ∞. The same decay rate is observed in [22]
and is consistent with behavior in the equivalent half-plane problem. The reason for
this faster-than-expected decay is the presence of the phase exp(iksn) in the large n
behavior of the right-hand side; see (E.8), (E.10), and (E.12).
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The far field. The approximation Cm = 0 leads to what is known as the Kirch-
hoff solution. In this case, (4.1) becomes, after the substitution of the integral repre-
sentation for the Hankel function given by (A.1) and use of (B.2),
uKsc =
i
πK
∫ ∞
−∞


e−kγ(t)|y|
γ(t)
eikxt
1− eis(β−kt) dt.
The total field is given by
usc = u
K
sc −
i
π
∫ ∞
−∞
e−kγ(t)|y|
γ(t)
eikxt
∞∑
n=0
Cne
−iknst dt.
From (F.1), for −π < θ < π,
uKsc(r, θ) ∼
ei(kr−
1
4π)
K(eiks(cosψ−cos θ) − 1)
√
2
πkr
−
∑
m∈M
ψm>|θ|
2eikr cos(|θ|−ψm)
ksK sinψm as kr →∞,
(4.4)
with the addition of the correction term I˜ given by (F.2) when |θ| is close to ψp, and
usc ∼ uKsc +
√
2
πkr
ei(kr−
1
4π)
∞∑
n=0
Cne
−ikns cos θ.(4.5)
Just as in the infinite grating problem, the scattered field is symmetric about the
x-axis. To simplify the discussion of the far field we will assume that y > 0 (i.e.,
0 < θ < π). If we define
H˜(kr) =
√
2
πkr
ei(kr−
1
4π)
and
g(θ, ψ) =
1
K(eiks(cosψ−cos θ) − 1) +
∞∑
n=0
Cne
−ikns cos θ,(4.6)
then we have
usc ∼ g(θ, ψ)H˜(kr)−
∑
m∈M
ψm>θ
2eikr cos(θ−ψm)
ksK sinψm .(4.7)
The far field thus consists of a circular wave of “amplitude” g(θ, ψ) and a set of plane
waves. These plane waves propagate in the same directions as for the infinite grating
but do not exist everywhere. The plane wave making an angle ψm with the positive
x-axis is found only in the sector θ < ψm. It is apparent that the coefficients Cn
affect only the circular wave, but that the plane wave field is determined solely by the
Kirchhoff solution. In the numerical results presented below we will thus focus only
on the circular wave.
The lines θ = ψm are known as shadow boundaries, and the circular wave becomes
infinite as the shadow boundaries are approached. In fact near these lines we should
add a term to g(θ, ψ) given from (F.2) by
g˜(r, θ, ψ) =
i(1 + 2iζpe
−iζ2pF (ζp))
2ksK sin 12 (θ − ψp) sinψp
,
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Fig. 4.1. The amplitude of the circular wave, |g(θ, ψ) + g˜(r, θ, ψ)|, for three different scatterers
when ka = 0.05, ks = 2, kr = 20, and ψ = π/4. The solid line corresponds to an array of circles of
radius a, the dashed line corresponds to ellipses with a/b = 2, and the dash-dot line corresponds to
plates of length 2a.
where ζp =
√
2kr sin 12 |θ − ψp| and F is the Fresnel integral defined in (F.3). The
combination g+ g˜ is bounded as θ → ψp for any r, but the limit is different from each
side. Since F (0) = 12
√
π exp(iπ/4), the discontinuity in g + g˜ as θ passes through ψp
exactly cancels the extra residue contribution that appears in the sum in (4.7) as the
shadow boundary is crossed.
Hills and Karp [12] introduced the characteristic angles ψm(0). These are the real
scattering angles when the incident wave angle is zero, i.e.,
ψm(0) = arccos
(
1 +
2mπ
ks
)
, m = −[ks/π], . . . ,−1, 0.
It follows from (4.6) and (E.13) that in the full solution the circular wave vanishes in
these directions, i.e., g(ψm(0), ψ) = 0. Hills and Karp state this result only for large
ks, but it is true for any value of ks, provided that the Wiener–Hopf factorization
described in Appendix E exists. Calculations in [22] suggest that this result is true
for moderate values of ks (about 3.5) but perhaps not for small ks (about 0.7). Our
calculations based on (4.3) indicate that g(0, ψ) = 0 for all ks. (For ks < π there is
only one characteristic angle, namely, θ = 0.)
In Figures 4.1–4.3 we show as polar plots the amplitude of the circular wave,
|g(θ, ψ) + g˜(r, θ, ψ)|, for three different scatterers when ka = 0.05, ψ = π/4, and
kr = 20. In Figure 4.1, ks = 2 and the scatterers are fairly close together, whereas
in Figure 4.3, ks = 10 and the scatterers are well separated. Figure 4.2 represents an
intermediate case with ks = 5. In each case the three different (discontinuous) curves
correspond to an array of circles of radius a (solid lines), ellipses with semimajor axis
a and semiminor axis 12a (dashed lines), and plates of length 2a (dash-dot lines). The
quantity f0 is calculated from (2.6) in each case with  = a,
3
4a, and
1
2a, respectively.
It can be seen that the general form of each of the curves is the same but that cir-
cles produce the diffracted wave with the largest amplitude, while the plates produce
the smallest effect. The scales on the three figures are not the same, and it is clear
that the amplitude of the diffracted wave generally diminishes as ks increases (though
not necessarily for a given observation angle). The numerical results were obtained by
direct truncation of (4.3) and checked against (E.10). In order to represent the zeros
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Fig. 4.2. The amplitude of the circular wave, |g(θ, ψ) + g˜(r, θ, ψ)|, for three different scatterers
when ka = 0.05, ks = 5, kr = 20, and ψ = π/4. The solid line corresponds to an array of circles of
radius a, the dashed line corresponds to ellipses with a/b = 2, and the dash-dot line corresponds to
plates of length 2a.
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Fig. 4.3. The amplitude of the circular wave, |g(θ, ψ) + g˜(r, θ, ψ)|, for three different scatterers
when ka = 0.05, ks = 10, kr = 20, and ψ = π/4. The solid line corresponds to an array of circles
of radius a, the dashed line corresponds to ellipses with a/b = 2, and the dash-dot line corresponds
to plates of length 2a.
in the directions ψm(0) with reasonable accuracy, a 200×200 system of equations was
used, though the main features of the solution are accurately represented if a much
smaller truncation is used.
In Figure 4.1 there is just one predominant scattering direction corresponding to
the direction of the incident wave, and the amplitude of the wave is zero for θ =
ψ0(0) = 0. In Figure 4.2 there are two predominant scattering directions correspond-
ing to ψ0 = π/4 and ψ−1 = arccos(1/
√
2−2π/5) ≈ 0.685π. The amplitude of the wave
is zero in the directions ψ0(0) = 0 and ψ−1(0) = arccos(1 − 2π/5) ≈ 0.583π. In Fig-
ure 4.3 there are three predominant scattering directions corresponding to ψ0 = π/4,
ψ−1 = arccos(1/
√
2− π/5) ≈ 0.475π, and ψ−2 = arccos(1/
√
2− 2π/5) ≈ 0.685π. The
amplitude of the wave is zero in the directions ψ0(0) = 0, ψ−1(0) = arccos(1−π/5) ≈
0.379π, ψ−2(0) = arccos(1−2π/5) ≈ 0.583π, and ψ−3(0) = arccos(1−3π/5) ≈ 0.846π.
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Inward and outward resonance. For fixed n the sum on the right-hand side
of (4.3) converges unless (k − β)s = 2mπ for some integer m (in other words, unless
ψm = 0 for some integer m). Following Hills and Karp [12], we call this inward
resonance. We also use the term outward resonance for the case when ψm = π for
some integer m. In either situation 1/K = 0. Provided we do not have inward
resonance, Cn → 0 as n→∞.
For outward resonance, we get simply Cn = 0 and
usc = u
K
sc = −
1
K
∞∑
m=0
ImH0(krm) =
i
πK
∫ ∞
−∞


e−kγ(t)|y|
γ(t)
eikxt
1− eis(β−kt) dt.
As ψn → π we have K ∼ 2/(ks sinψn), and in order to find the singular behavior
of the integral in this limit (which corresponds to one of the poles of the integrand
coinciding with the branch point of γ at t = −1; the branch cut extending to −i∞)
we deform the contour so that it passes above the pole at βn/k and thus pick up
a contribution 2πie−ikx/(ks sinψn), the remaining integral being finite. Thus, for
outward resonance, we obtain
usc = −e−ikx
in agreement with [12, (3.6-1)].
In the inward resonance case ψn → 0, the same arguments show that the Kirchhoff
solution uKsc approaches −eikx, but the region of existence shrinks to the line θ = 0,
and this no longer represents the total scattered field; see [11]. We have not considered
the case where inward and outward resonance occur together (which can only happen
if ks is an integer multiple of π). Some results for this case can be found in [20].
5. Semi-infinite strip grating. Here we will demonstrate that the analysis
given in [22, 23] for a semi-infinite strip grating can be reduced to the general form
given in section 4. Consider first an infinite set of strips Sn = (ns − a, ns + a),
n = 0,±1,±2, . . . (s > 2a), on which we have u = 0 and write S = ⋃∞n=−∞ Sn. We
wish to solve the Helmholtz equation in y > 0 with
∂usc
∂y
= 0 on y = 0, x 	∈ S,
usc = −eiβx on y = 0, x ∈ S.
Define vsc(x) ≡ ∂usc/∂y|y=0. Then we have the integral equation∫
S
vsc(ξ)G(x− ξ, 0) dξ = −eiβx, x ∈ S,
where G(X,Y ) = − 12 iH0(k
√
X2 + Y 2) is the free-space Green’s function. Equiva-
lently, since vsc(ξ +ms) = Imvsc(ξ),
∞∑
m=−∞
Im
∫ a
−a
vsc(ξ)G(x− ξ −ms, 0) dξ = −eiβx, |x| < a,
which can be written∫ a
−a
vsc(ξ)Gβ(x− ξ, 0) dξ = −eiβx, |x| < a,(5.1)
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where we have defined
Gβ(X,Y ) =
∞∑
m=−∞
ImG(X −ms, Y ) = − i
ks
∞∑
m=−∞
eik|Y | sinψmeiβmX
sinψm
using (B.1). The scattered field is then represented by
usc(x, y) =
∫
S
vsc(ξ)G(x− ξ, y) dξ =
∫ a
−a
vsc(ξ)Gβ(x− ξ, y) dξ.
Now consider a semi-infinite set of strips Sn = (ns − a, ns + a), n = 0, 1, 2, . . .
(s > 2a), and write S+ =
⋃∞
n=−∞ Sn. We have∫
S+
v+sc(ξ)G(x− ξ, 0) dξ = −eiβx, x ∈ S+,
and
u+sc(x, y) =
∫
S+
v+sc(ξ)G(x− ξ, y) dξ.(5.2)
Write u+sc = φ+ usc and ν(x) ≡ ∂φ/∂y|y=0. Then the integral equation becomes
∞∑
m=0
∫ a
−a
ν(ξ +ms)G(x− ξ −ms, 0) dξ +
∫ a
−a
vsc(ξ)G
+
β (x− ξ, 0) dξ = −eiβx, x ∈ S+,
(5.3)
where we have defined
G+β (X,Y ) =
∞∑
m=0
ImG(X −ms, Y ) = − 1
2π
∫ ∞
−∞


e−kγ(t)|Y |
γ(t)
eikXt
1− eis(β−kt) dt,(5.4)
using (B.2). Equation (5.3) is the starting point for the numerical calculations given
in [22, 23]. Alternatively, using (5.1),
∞∑
m=0
∫ a
−a
ν(ξ +ms)G(x− ξ −ms, 0) dξ =
∫ a
−a
vsc(ξ)G
−
β (x− ξ, 0) dξ, x ∈ S+,
(5.5)
where G−β = Gβ −G+β .
Under the assumption that ka
 1, we make the approximations (as in [22, 23])
vsc(x) =
2iB
π
√
a2 − x2 , ν(x+ms) =
2iCm
π
√
a2 − x2 , m = 0, 1, 2, . . . ,
with |x| < a in all cases. To determine B we average (5.1) so that
2iB
π
∫ a
−a
∫ a
−a
Gβ(x− ξ, 0)√
a2 − ξ2 dξ dx = −
∫ a
−a
eiβx dx = − 2
β
sinβa ≈ −2a
or
B = −
( ∞∑
m=−∞
ImGm
)−1
,(5.6)
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where we have defined
Gn = i
πa
∫ a
−a
∫ a
−a
G(x− ξ − ns, 0)√
a2 − ξ2 dξ dx,(5.7)
for which approximate values, valid for ka
 1, can be derived; see (G.1) and (G.2).
To determine Cm we average (5.5) so that for each n = 0, 1, 2, . . .
∞∑
m=0
Cm
∫ ns+a
ns−a
∫ a
−a
G(x− ξ −ms, 0)√
a2 − ξ2 dξ dx = B
∫ ns+a
ns−a
∫ a
−a
G−β (x− ξ, 0)√
a2 − ξ2 dξ dx
or
∞∑
m=0
CmGm−n = B
−1∑
m=−∞
ImGm−n,
which, once B is determined from (5.6), is an infinite system of algebraic equations
for the unknowns.
If we substitute the approximate values for Gn (n > 0) from (G.2), we get B =
−1/(G0 + σ(ψ)), and then
Cn +
1
G0
∞∑
m=0=n
CmH0(k|n−m|s) = − 1/G0G0 + σ(ψ)
∞∑
j=n+1
In−jH0(kjs),(5.8)
which is of exactly the same form as (4.3), since G0 = −1/f0 (compare (G.1) and (2.6)
with  = a/2).
The field is then given, from (5.2), by
u+sc(x, y) =
∫
S+
(ν(ξ) + vsc(ξ))G(x− ξ, y) dξ
=
2i
π
∞∑
m=0
Cm
∫ a
−a
G(x− ξ −ms, y)√
a2 − ξ2 dξ +
2iB
π
∫ a
−a
G+β (x− ξ, y)√
a2 − ξ2 dξ.
The last integral is, using (5.4),
− 1
2π
∫ ∞
−∞


∫ a
−a
e−ikξt dξ√
a2 − ξ2
eikxt−kγ(t)|y|
γ(t)(1− eis(β−kt)) dt = −
1
2
∫ ∞
−∞


J0(kat)e
ikxt−kγ(t)|y|
γ(t)(1− eis(β−kt)) dt
and similarly for the first integral so that
u+sc(x, y) = −
i
π
∞∑
m=0
Cm
∫ ∞
−∞
e−kγ(t)|y|
γ(t)
J0(kat)e
ik(x−ms)t dt
− iB
π
∫ ∞
−∞


e−kγ(t)|y|
γ(t)
J0(kat)e
ikxt
1− eis(β−kt) dt,
which, via the results in Appendix F and utilizing the fact that ka 
 1, leads to
precisely the same far-field asymptotics as that given in (4.5).
Note that exactly the same far-field is generated for a semi-infinite array of angled
plates, since f0 is independent of the plate orientation. Indeed, the plates in the array
may all be oriented in different directions.
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6. Conclusion. Using a mixture of analysis (discrete Wiener–Hopf) and compu-
tation, we have studied the problem of acoustic scattering by a semi-infinite periodic
array of identical isotropic point scatterers, i.e., scatterers which are small compared
to the incident wavelength and on which Dirichlet boundary conditions are applied.
The actual geometry is characterized by a single parameter in the equations, related
to the single-body scattering problem. Numerical results have been presented which
show the effect of the shape of the scatterer on the form of the circular wave diffracted
by the end of the array.
Computations for semi-infinite arrays under less restrictive assumptions than that
of isotropic point scatterers do not appear to be available in the literature, and we
are currently extending the techniques developed in this paper to study problems in
which the size of the individual scatterers is not necessarily small, and to include
boundary conditions other than those of Dirichlet type.
Appendix A. Integral representations for Hankel functions. We start
from the integral representation, valid for 0 < θ < π (i.e., y > 0),
H0(kr) = − i
π
∫ ∞+iπ
−∞
eikx coshαeky sinhα dα.
This integral can be converted into a single integral along the real axis. We first split
the integral into three parts, namely (−∞, 0), (0, iπ), and (iπ,∞+ iπ), and make the
substitutions α = − arccosh t, α = i arccos t, and α = iπ + arccosh(−t), respectively.
This leads, noting that H0(kr) is symmetric in y, to
H0(kr) = − i
π
∫ ∞
−∞
e−kγ(t)|y|
γ(t)
eikxt dt,(A.1)
valid for all y, where
γ(t) =
{
−i
√
1− t2, |t| ≤ 1,√
t2 − 1, |t| > 1.(A.2)
Appendix B. Summation formulas. We can define two generalized functions
by
∞∑
m=1
cosmu = −1
2
+ π
∞∑
m=−∞
δ(u− 2mπ),
∞∑
m=1
sinmu =
1
2
cot
1
2
u
(see [9, section 2.4] for more details), from which we can construct the generalized
functions
∞∑
m=−∞
e±imu = 2π
∞∑
m=−∞
δ(u− 2mπ)
and
∞∑
m=0
e±imu =
1
1− e±iu + π
∞∑
m=−∞
δ(u− 2mπ).
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Hence
∞∑
m=−∞
∫ ∞
−∞
f(u)e−imu du = 2π
∞∑
m=−∞
f(2mπ),(B.1)
which is the Poisson summation formula, and
∞∑
m=0
∫ ∞
−∞
f(u)e−imu du =
∫ ∞
−∞
− f(u)
1− e−iu du+ π
∞∑
m=−∞
f(2mπ) =
∫ ∞
−∞


f(u)
1− e−iu du,
(B.2)
where the notation means that the contour passes below the poles of the integrand.
Appendix C. Schlo¨milch series. The quantity σ(ψ) is defined by (3.6). An
alternative representation is
σ(ψ) = −1− 2i
π
(
C + ln
ks
4π
)
+
2
ks sinψ0
+
∞∑
m=−∞
m=0
(
2
ks sinψm
+
i
π|m|
)
,(C.1)
where C ≈ 0·5772 is Euler’s constant. The efficient computation of this series is
discussed in [16].
Another important series is
S =
∞∑
m=1
e−imβsH0(kms).
To derive an alternative representation more convenient for computation we write
2S − σ =
∞∑
m=1
(e−imβs − eimβs)H0(kms)
=
∞∑
m=−∞
(e−i|m|βs − e−imβs)H0(k|m|s) =
∞∑
m=−∞
f(2mπ),
where
f(u) = (e−i|u|βs/2π − e−iuβs/2π)H0(k|u|s/2π).
The Poisson summation formula (B.1) then gives
2S − σ = 1
2π
∞∑
m=−∞
∫ ∞
−∞
(e−i|u|βs/2π − e−iuβs/2π)H0(k|u|s/2π)e−imu du
=
1
s
∞∑
m=−∞
∫ ∞
−∞
(e−i|v|β − e−ivβ)H0(k|v|)e−im2πv/s dv
(C.2)
=
1
s
∞∑
m=−∞
∫ ∞
0
(e−ivβ−m − eivβm)H0(kv) dv
=
4
πks
(
1
2π − ψ
sinψ
+
∞∑
m=1
[ 1
2π − ψm
sinψm
+
1
2π − ψ−m
sinψ−m
])
,
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where we have used [10, equations 6.671(7), (11)]. Note that
1
2π − ψm
sinψm
+
1
2π − ψ−m
sinψ−m
∼ βks
2
4m2π2
(
πi− 2− 2 ln
(
4mπ
ks
))
+O(m−3) as m→∞.
As ψp → 0 for some integer p,
S ∼ 2(ks sinψp)−1,(C.3)
but as ψp → π, S is bounded since the singularity in the sum in (C.2) exactly cancels
that in σ.
Appendix D. Asymptotics of a sum. Consider the sum
Sp =
∞∑
j=p+1
eijθ
j1/2
.
Denote by Γp the contour which runs from i(p+
1
2 )−∞ to i(p+ 12 )+∞ and is closed
in the upper half-plane. Then, provided 0 < θ < 2π,
Sp =
1
2πi
{
−2πi 12
∫
Γp
eθt dt
t
1
2 (1− e2πt)
}
= − 1
i
1
2
∫ i(p+ 12 )+∞
i(p+ 12 )−∞
eθt dt
t
1
2 (1− e2πt)
= −e
iθ(p+ 12 )
i
1
2
∫ ∞
−∞
eθu du
[u+ i(p+ 12 )]
1
2 (1 + e2πu)
∼ ie
iθ(p+ 12 )
p
1
2
∫ ∞
−∞
eθu du
1 + e2πu
=
ieiθ(p+
1
2 )
2p
1
2 sin 12θ
=
−p− 12 eiθp
1− e− iθ2 as p→∞.
If 2mπ < θ < 2(m+ 1)π,
∞∑
j=p+1
eijθ
j
1
2
=
∞∑
j=p+1
eij(θ−2mπ)
j
1
2
∼ −p
− 12 eiθp
1− (−1)me− iθ2 as p→∞.(D.1)
Appendix E. Inversion of symmetric Toeplitz matrices. Each of (4.2),
(4.3), and (5.8) is of the form
∞∑
m=0
TnmXm = Rn, n = 0, 1, 2, . . . ,(E.1)
i.e., TX = R, where T is a Toeplitz matrix whose elements are given by Tnm =
Tmn = tn−m with
tm =
{
1, m = 0,
−f0H0(k|m|s), otherwise.
The matrix T can be inverted using the discrete Wiener–Hopf technique; the sym-
metry of T is not required for this approach but it simplifies the analysis. Here we
follow the method as described in [27]. No fully rigorous theory appears to exist which
includes the particular matrix T that occurs in our problem. If the elements of the
matrix satisfied
∑ |tm| <∞, or the function ∑ tm exp(imθ) <∞ for all θ ∈ (−π, π),
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then we could appeal to the general theory given in [4], [15, section 13]. It is assumed
throughout this appendix that we are dealing with a nonresonant case.
First we rewrite (E.1) as
∞∑
m=−∞
tn−mX+m = R
+
n +R
−
n , n = 0,±1,±2, . . . ,
where X+n and R
+
n are equal to Xn and Rn, respectively, when n ≥ 0, and are zero
if n < 0 and R−n = 0 for n ≥ 0, but are otherwise unknown. If we multiply the nth
equation by zn and then sum over n, we get, after writing n = m+ν on the left-hand
side,
∞∑
ν=−∞
∞∑
m=−∞
tνX
+
mz
m+ν =
∞∑
n=−∞
R+n z
n +
∞∑
n=−∞
R−n z
n,
which can be written
K(z)X+(z) = R+(z) +R−(z),(E.2)
where X+(z) =
∑∞
n=−∞X
+
n z
n =
∑∞
n=0Xnz
n, R+(z) =
∑∞
n=0Rnz
n, R−(z) =∑−1
n=−∞R
−
n z
n, and
K(z) =
∞∑
ν=−∞
tνz
ν = 1− f0
∞∑
ν=−∞
ν =0
H0(ks|ν|)zν .
Note that
K(e±iks cos θ) = 1− f0σ(θ),(E.3)
where σ(θ) is given by either (3.6) or (C.1), and, in particular, K(e±iβs) = −f0K,
where K is defined by (3.7). Here X+(z) is analytic in some disk centered on the
origin, and it is reasonable to assume that the radius of convergence is greater than or
equal to one. Similar remarks pertain to R+(z). On the other hand, we can assume
that R−(z) is analytic in the region exterior to the unit disk. One device that can be
used in scattering problems is to let the wavenumber k have a small positive imaginary
part, which is equivalent to allowing for a small amount of dissipation in the acoustic
medium. This will ensure that the plus functions are analytic for |z| < ρ2 and the
minus functions are analytic for |z| > ρ1, with ρ1 < 1 < ρ2. The solution is then
obtained by letting the imaginary part of k tend to zero at the end of the calculation.
This also takes care of the fact that in our case K(z) actually has singularities on the
unit circle, namely inverse square-root branch points at z = exp(±iks).
The solution method is based on a factorization K(z) = K+(z)K−(z), where
K+(z) (resp., K−(z)) is analytic and nonzero inside (resp., outside) and on |z| = 1.
Given such a factorization we have lnK(z) = lnK+(z) + lnK−(z) = q+(z) + q−(z),
say, where q+(z) (resp., q−(z)) is analytic inside (resp., outside) and on |z| = 1. From
Cauchy’s integral formula, writing q = q+ + q−,
q−(z) = q−(∞)− 1
2πi
∮
|ζ|=1
q(ζ)
ζ − z dζ, |z| > 1.
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Here we must assume that it is possible to choose a single-valued branch of lnK(z) in
some neighborhood of the unit circle. Note that K(z) = K(1/z), so we can normalize
the factorization by requiring that K+(z) = K−(1/z), in which case q+(z) = q−(1/z).
It follows that
q+(z) = q+(0)− 1
2πi
∮
|ζ|=1
zq(ζ)
zζ − 1 dζ, |z| < 1.
The required factorization of K(z) (which is unique) is thus given by
K+(z) =
1
λ0
exp
(
1
2πi
∮
|ζ|=1
z lnK(ζ)
1− zζ dζ
)
, |z| < 1,
(E.4)
K−(z) =
1
λ0
exp
(
1
2πi
∮
|ζ|=1
lnK(ζ)
z − ζ dζ
)
, |z| > 1,
where λ0 = e
−q+(0). However, from Cauchy’s integral formula
q+(0) =
1
2πi
∮
|z|=1
q+(z)
z
dz =
1
4πi
∮
|z|=1
q+(z) + q−(z)
z
dz,
and thus we have
λ0 = exp
(
− 1
4πi
∮
|z|=1
lnK(z)
z
dz
)
.
With this factorization we can rearrange (E.2) as follows:
K+X+ −
(
R+
K−
)
+
=
(
R+
K−
)
−
+
R−
K−
,(E.5)
in which we have further separated the function R+(z)/K−(z) into the sum of a
function analytic inside |z| = 1 and one analytic outside this circle. Liouville’s theorem
then implies that both sides must equal a constant. The sum-split of R+/K− is
performed so that (R+/K−)− tends to zero as z → ∞. We also have R−/K− → 0
since K−(z) tends to a nonzero constant in this limit, and so both sides of (E.5) must
in fact be zero.
We have thus established that X+ = (R+/K−)+/K+ and hence that
X+m =
1
2πi
∮
|z|=1
(R+/K−)+(z)
K+(z)
z−m−1 dz.
Now (R+/K−)+(z) =
∑∞
n=0Rn(z
n/K−)+(z) and(
zn
K−
)
+
(z) =
∞∑
j=0
a
(n)
j z
j with a
(n)
j =
1
2πi
∮
|z|=1
zn−j−1
K−(z)
dz,
the final integral being zero if j > n, since then the integrand is regular and nonzero
for |z| > 1 and decays at infinity faster than 1/z. Thus we have
X+m =
1
2πi
∞∑
n=0
Rn
∮
|z|=1
n∑
j=0
a
(n)
j
zj−m−1
K+(z)
dz.(E.6)
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Now if we define λµ = a
(n)
n−µ (with λµ = 0 if µ < 0), then
λµ =
1
2πi
∮
|z|=1
zµ−1
K−(z)
dz,
and so λµ, µ = 0, 1, 2, . . . , are the coefficients in the Laurent series for 1/K−(z), i.e.,
[K−(z)]−1 =
∑∞
µ=0 λµz
−µ, from which
1
K+(z)
=
1
K−(1/z)
=
∞∑
µ=0
λµz
µ.(E.7)
Note that λ0 = 1/K+(0), in agreement with (E.4). The coefficients λµ can be calcu-
lated without knowledge of the functions K± since
λµ =
1
µ!
dµ
dzµ
[
1
K+(z)
]
z=0
,
and the right-hand side can be evaluated from (E.4) in terms of the weakly singular
integrals ∫ π
−π
e−imθ ln[K(eiθ)] dθ, m = 0, 1, . . . .
In order to compute K on the unit circle we use (E.3) and (C.1).
The presence of square-root singularities in K(z) at z = exp(±iks) implies, after
letting the imaginary part of k tend to zero, a singularity in K+(z) at z = exp(−iks),
i.e.,
[K+(e
−iks)]−1 =
∞∑
µ=0
λµe
−iµks = 0.(E.8)
The function [K+(z)]
−1 is smooth everywhere on the unit circle except at the point
z = exp(−iks), where its derivative has a square-root singularity. We thus expect (see
[25, p. 441]) that
λµ = O(µ
−3/2) as µ→∞.
If (E.7) is substituted into (E.6), we get
X+m =
1
2πi
∞∑
n=0
Rn
∮
|z|=1
n∑
j=0
λn−jzj−m−1
∞∑
µ=0
λµz
µ dz =
∞∑
n=0
Rn
min(n,m)∑
j=0
λn−jλm−j .
(E.9)
We have thus shown that the elements of the (symmetric) inverse matrix T−1 (written
T−1mn, m ≥ 0, n ≥ 0) are given by
T−1mn =
min(m,n)∑
j=0
λn−jλm−j .
The final expression in (E.9) can be rearranged to give
Xm =
∞∑
p=0
m∑
q=0
λpλqRm+p−q.(E.10)
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The method of Hills and Karp [12]. For the particular case of (4.2), we have
Rn = f0In and so
R+(z) =
∞∑
n=0
Rnz
n =
f0
1− zeiβs .
This is the analytic continuation of the series into the entire complex plane except the
point z = exp(−iβs). Note that, assuming k to have a positive imaginary part, the
singularity at z = exp(−iβs) is exterior to the unit circle. With A+(z) =
∑∞
n=0Anz
n
we then have
K(z)A+(z) =
f0
1− zeiβs +R−(z).(E.11)
Equation (E.11) is [12, (3.1-3)]. It is a single equation for two unknown functions,
namely A+(z) and R−(z).
The split into plus and minus functions can now be carried out more simply than
in the general case. We have
K+(z)A+(z)− f0
K−(e−iβs)(1− zeiβs) =
f0
(1− zeiβs)
(
1
K−(z)
− 1
K−(e−iβs)
)
+
R−(z)
K−(z)
,
and Liouville’s theorem shows that both sides are zero so that
A+(z) =
f0
K+(z)K−(e−iβs)(1− zeiβs) .
It follows that
Am =
f0Im
K−(e−iβs)
m∑
q=0
λqI−q = f0Im
∞∑
p=0
λpIp
m∑
q=0
λqI−q
in agreement with (E.10).
Now, since An = InB0 + Cn and B0 = −1/K = f0/K(exp(±iβs)),
∞∑
n=0
Cnz
n ≡ C+(z) = f0
K−(e−iβs)(1− zeiβs)
(
1
K+(z)
− 1
K+(e−iβs)
)
.
The coefficients Cn decay at the same rate as λn, i.e.,
Cn = O(n
− 32 ) as n→∞,(E.12)
and for exactly the same reasons. This decay rate for the edge effects was noted in
[20, equation 76]. From (E.8), we have
C+(e
−iks) = − f0
K(e−iβs)(1− ei(β−k)s) ,
or equivalently,
∞∑
n=0
Cne
−inks =
1
K(1− eiks(cosψ−1)) .(E.13)
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C11
−1
t = cos θ
C2
Fig. F.1. Contours C1 and C2. The dashed lines are branch cuts for the function γ(t), and
the solid circles are zeros of 1− eis(β−kt) (i.e., t = βm/k).
Appendix F. Asymptotics of an integral. Consider the integral
I(kr) =
∫ ∞
−∞


e−kγ(t)yeikxtf(t)
γ(t)(1− eis(β−kt)) dt =
∫
C1
f(t)ekrg(t)
γ(t)(1− eis(β−kt)) dt,
where y = r sin θ > 0,
g(t) = −γ(t) sin θ + it cos θ,
and C1 is the contour shown in Figure F.1. Here the branch of γ(t) (defined for real
t by (A.2)) is indicated by the branch cuts shown in the figure, and f is assumed
regular throughout the complex t-plane. We will assume that |βm/k| 	= 1 holds for
all m so that none of the poles of the integrand coincide with the branch points of γ.
The function g has one simple saddle point in the complex t-plane at t = cos θ and
g(cos θ) = i, g′′(cos θ) = −i/ sin2 θ.
In order to derive the asymptotics of I for large kr we need to deform the contour
C1 into the path of steepest descent. This is the curve on which Imag g = 1, which
passes through the saddle point, making an angle −π/4 with the positive real t-axis.
This curve crosses the real axis again at t = 1/ cos θ. In deforming the contour, we
pick up contributions from the poles on the real axis over which we pass. Only those
poles between −1 and 1 give any contribution in the limit as kr → ∞, the others
leading to exponentially small terms. Hence we can deform the contour back down
to the real axis to produce C2 without affecting the asymptotics.
Hence, as kr →∞,
I(kr) ∼
∫
C2
f(t)ekrg(t)
γ(t)(1− eis(β−kt)) dt+ 2πi
∑
m∈M
βm<k cos θ
f(βm/k)e
ikr cos(θ−ψm)
ks sinψm
∼ f(cos θ)e
krg(cos θ)− 14πi
−i sin θ(1− eis(β−k cos θ))
√
2π
kr|g′′(cos θ)|
(F.1)
+ 2πi
∑
m∈M
cosψm<cos θ
f(βm/k)e
ikr cos(θ−ψm)
ks sinψm
=
if(cos θ)ei(kr−
1
4π)
1− eiks(cosψ−cos θ)
√
2π
kr
+ 2πi
∑
m∈M
ψm>θ
f(βm/k)e
ikr cos(θ−ψm)
ks sinψm
,
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where we have used γ(cos θ) = −i sin θ and the asymptotics of the integral along the
steepest descent contour are given, for example, by [7, equation 4.2.1b]. To obtain
the asymptotics valid for y < 0 we simply replace θ by −θ in (F.1). It is implicit
in the above that the saddle point of g does not coincide with any of the zeros of
1− eis(β−kt). In other words, we have assumed that |θ| 	= ψm for any integer m.
Uniform asymptotics valid as ψp → |θ| can be obtained; see [7, section 4.4], for
example. A lengthy calculation shows that we must add a term
I˜ =
√
πei(kr−
1
4π)
ksζp sinψp
sgn(|θ| − ψp)f(βp/k)
(
1 + 2iζpe
−iζ2pF (ζp)
)
(F.2)
to the right-hand side of (F.1). Here ζp =
√
2kr sin( 12 ||θ| − ψp|), and
F (v) =
∫ ∞
v
eiu
2
du
(
0 < arg u <
1
2
π as u→∞
)
(F.3)
is a Fresnel integral. Since (see [3, p. 67])
F (v) ∼ i
2v
eiv
2
(
1 +
∞∑
n=1
(2n− 1)!!
(2iv2)n
)
as v →∞, −1
2
π < arg v < π,
we have
I˜ ∼ −
√
πei(kr−
1
4π)
2iksζ3p sinψp
sgn(|θ| − ψp)f(βp/k) as ζp →∞.
Appendix G. The quantities Gn. From (5.7), we have
Gn = 1
2πa
∫ a
−a
∫ a
−a
H0(k|x− ξ − ns|)√
a2 − ξ2 dξ dx.
For n = 0, with ka
 1, we can approximate this by
G0 ≈ 1
2π2a
∫ a
−a
∫ a
−a
π + 2i(C + ln 12k|x− ξ|)√
a2 − ξ2 dξ dx
(G.1)
= 1 +
2iC
π
+
i
π2a
∫ a
−a
∫ a
−a
ln 12k|x− ξ|√
a2 − ξ2 dξ dx = 1 +
2i
π
(
C + ln
1
4
ka
)
.
In [22] the O((ka)2) terms in G0 are also evaluated, but this seems to be inconsistent
with the level of approximation being used. For n 	= 0 we use Neumann’s addition
theorem [1, equation 9.1.75], which shows that
H0(k|n|s± k(x− ξ)) =
∞∑
m=−∞
H±m(k|n|s)Jm(k(x− ξ)) ≈ H0(k|n|s)
since ka
 1. Hence
Gn ≈ H0(k|n|s).(G.2)
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