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Abstract
The semi-stable ChowHa of a quiver with stability is defined as an analog of the Cohomological
Hall algebra of Kontsevich and Soibelman via convolution in equivariant Chow groups of semi-
stable loci in representation varieties of quivers. We prove several structural results on the semi-
stable ChowHa, namely isomorphism of the cycle map, a tensor product decomposition, and a
tautological presentation. For symmetric quivers, this leads to an identification of their quantized
Donaldson–Thomas invariants with the Chow–Betti numbers of moduli spaces.
1 Introduction
The Cohomological Hall algebra, or CoHa for short, of a quiver is defined in [12] as an analog of
the Hall algebra construction of [18] in equivariant cohomology of representation varieties. In [12]
the CoHa serves as a tool for the study of quantized Donaldson–Thomas invariants of quivers, and
in particular their integrality properties, since it admits a purely algebraic description as a shuffle
algebra “with kernel” on spaces of symmetric polynomials. In [4], the CoHa of a symmetric quiver is
shown to be a free super-commutative algebra, proving the positivity of quantized Donaldson–Thomas
invariants in this case.
In another direction, the CoHa is used in [6, 8] to determine the ring structure on the cohomology
of non-commutative Hilbert schemes and more general framed moduli spaces of quiver representations,
as defined in [5].
Already in [8] it turns out that a “local” version of the CoHa (the semi-stable CoHa), constructed
via convolution on semistable loci of representation varieties with respect to a stability, is particularly
useful, and that it is also convenient to replace equivariant cohomology by equivariant Chow groups.
In the present paper, we study this local version, called the semi-stable ChowHa, more system-
atically and demonstrate their utility both for understanding the structure of the CoHa and for the
study of quantized Donaldson–Thomas invariants.
We prove the following structural properties of the semi-stable ChowHa:
The equivariant cycle map between the semi-stable ChowHa and the semi-stable CoHa is an
isomorphism (Corollary 5.6), which can be viewed as a generalization of a result of [10] on the cycle
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map for fine moduli spaces of quivers. We exhibit a tensor product decomposition (Theorem 6.1)
of the CoHa into all semi-stable CoHa’s for various slopes of the stability, categorifying the Harder–
Narasimhan, or wall-crossing, formula of [14]. We give a “tautological” presentation of the semi-stable
ChowHa (Theorem 8.1), in the spirit of [7], which generalizes the algebraic description of [12] of
the CoHa. Quite surprisingly, such a tautological presentation remains valid for the equivariant
Chow groups of stable loci in representation varieties (Theorem 9.1). From this, we conclude that the
quantized Donaldson–Thomas invariants of a symmetric quiver are given by the Poincaré polynomials
of the Chow groups of moduli spaces of stable quiver representations (Theorem 9.2). This shows
that quantized Donaldson–Thomas invariants are of algebro-geometric origin; compare [13] where
quantized Donaldson–Thomas invariants are interpreted via intersection cohomology of moduli spaces
of semi-stable quiver representations.
The proofs of these structural results basically only use the Harder–Narasimhan stratification of
representation varieties of [14], properties of equivariant Chow groups, and the result of Efimov [4].
All structural results are illustrated by examples in Section 10: we first give a complete description of
the Hall algebra of a two-cycle quiver, which is the only symmetric quiver with known representation
theory apart from the trivial and the one-loop quiver whose CoHa’s are already described in [12].
Then we consider the only non-trivial (i.e. not isomorphic to the CoHa of a trivial quiver) semi-stable
ChowHa for the Kronecker quiver — we observe that it is not super-commutative, but still has the
same Poincaré–Hilbert series as a free super-commutative algebra; for this, the representation theory
of the Kronecker quiver is used essentially. Then we illustrate the calculation of Chow–Betti numbers
of moduli spaces of stable representations in the context of classical invariant theory, and finally hint
at an algebraic derivation of the explicit formula of [15] for quantized Donaldson–Thomas invariants
of multiple loop quivers.
The paper is organized as follows:
After reviewing basic facts on quiver representations (Section 2) and the definition of quantized
Donaldson–Thomas invariants (Section 3), we define the semi-stable ChowHa in Section 4. In Section
5 we study the cycle map from ChowHa to CoHa, and prove it to be an isomorphism via induction
over Harder–Narasimhan strata and framing techniques. The Harder–Narasimhan stratification is
also used in Section 6 to derive the tensor product decomposition of the ChowHa. We recall the
algebraic description of the CoHa of [12] and Efimov’s theorem in Section 7. Again using the Harder–
Narasimhan stratifiction, we obtain the algebraic description of the semi-stable ChowHa in Section 8.
In Section 9, the previous results are combined to identify quantized Donaldson–Thomas invariants
and Chow–Betti numbers. Finally, the examples mentioned above are developed in Section 10.
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2 A Reminder on Quiver Representations
Let Q be a quiver — i.e. a finite oriented graph — whose set of vertices resp. arrows we denote by
Q0 resp. Q1. We will often suppress the dependency on Q in the notation. The bilinear form χ = χQ
on ZQ0 defined by
χ(d, e) =
∑
i∈Q0
diee −
∑
α:i→j
diej =
∑
i,j
(δi,j − ai,j)diej
is called the Euler form of Q. Here, ai,j is the number of arrows from i to j in Q. We denote the
anti-symmetrization χ(d, e) − χ(e, d) of the Euler form by 〈d, e〉. Let Γ = ZQ0≥0 be the monoid of
dimension vectors of Q.
Let k be a field. A representation M of Q over k is a collection of finite-dimensional vector spaces
Mi with i ∈ Q0 together with linear maps Mα : Mi → Mj for every arrow α : i → j. See [1] for
more details. The tuple dimM = (dimMi | i ∈ Q0) ∈ Γ is called the dimension vector of M . For a
dimension vector d ∈ Γ, we define Rd(k) to be the vector space
Rd(k) =
⊕
α:i→j
Hom(kdi , kdj )
on which we have an action of the group Gd(k) =
∏
i∈Q0
Gldi(k) via base change. An element of
Rd(k) is a representation of Q on the vector spaces (k
di)i. Being an affine space, Rd(k) admits a
Z-model, i.e. there exists a scheme Rd whose set of k-valued points is Rd(k). Likewise, there is a
group scheme Gd which is a Z-model for Gd(k).
We introduce a stability condition θ of Q, that is, a linear form ZQ0 → Z. For a non-zero dimension
vector d, the rational number
θ(d)∑
i di
is called the θ-slope of d. For a rational number µ, let Γθ,µ be the submonoid of all d ∈ Γ with d = 0
or whose θ-slope is µ. If M is a non-zero representation of M of Q over k, the θ-slope of M is defined
as the slope of its dimension vector. A representation M of Q over k is called θ-semi-stable if no
non-zero subrepresentation ofM has larger θ-slope thanM . It is called θ-stable if the θ-slope of every
non-zero subrepresentation M ′ is strictly less than the slope of M , unless M ′ agrees with M . There is
a Zariski-open subset Rθ−sstd of the scheme Rd whose set of k-valued points is the set of θ-semi-stable
representations of Q. There is also an open subset Rθ−std of R
θ−sst
d parametrizing absolutely θ-stable
representations, that means Rθ−std (k) consists of those M ∈ Rd(k) such that M ⊗k K is θ-stable for
every finite extension K | k.
3 Quantum Donaldson–Thomas Invariants
Fix a prime power q and let F = Fq be the finite field with q elements. Then Rd(F) and Gd(F) are
finite sets, and we consider the set of orbits Rd(F)/Gd(F). We define the completed Hall algebra
of Q as the vector space
Hq = Hq((Q)) = {f | f :
⊔
d∈Γ
Rd(F)/Gd(F)→ Q}
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equipped with the following convolution-type multiplication: For two functions f and g, we define
(f ∗ g)(X) =
∑
U⊆X
f(U)g(X/U),
the sum ranging over all subrepresentations of X. Note that this sum is finite. This multiplication
turns Hq into an associative algebra. We define yet another algebra. Set Tq := Q(q
1/2)[[ti | i ∈ Q0]]
and let the multiplication be given by
td ◦ te = (−q1/2)〈d,e〉td+e.
It is shown in [14] that the so-called integration map
∫
: Hq → Tq defined by∫
f =
∑
[X]
(−q1/2)χ(dimX,dimX)
♯Aut(X)
· f(X) · tdimX
is a homomorphism of algebras. Define 1 ∈ Hq to be the function with 1(X) = 1 for all [X]. An easy
computation shows that A(q, t) :=
∫
1 equals
A(q, t) =
∑
d
(−q1/2)−χ(d,d)
∏
i
di∏
ν=1
(1− q−ν)−1td.
For a stability condition θ of Q and a rational number µ, we define 1θ,µ ∈ Hq as the sum of
the characteristic functions on Rθ−sstd (F)/Gd(F) over all d ∈ Γ
θ,µ. Set Aθ,µ(q, t) =
∫
1
θ,µ. Using a
Harder–Narasimhan type recursion, it is shown in [14] that
Theorem 3.1 ([14]). In Hq, we have 1 =
←∏
µ∈Q1
θ,µ.
This implies that the the series A and Aθ,µ relate in the same way in the twisted power series ring
Tq.
Let R be the power series ring Q(q1/2)[[ti | i ∈ Q0]] with the usual multiplication. Let R+ be the
set of power series without constant coefficient. There exists a unique bijection Exp : R+ → 1 + R+
such that Exp(f + g) = Exp(f) Exp(g) and
Exp(qk/2td) =
1
1− qk/2td
for every k ∈ Z and d ∈ Γ. This function is called the plethystic exponential. We call the stability
condition θ generic for the slope µ ∈ Q (or µ-generic) if 〈d, e〉 = 0 for all d, e ∈ Γθ,µ. Assuming that
θ is µ-generic, the series Aθ,µ can be displayed as a plethystic exponential:
Theorem 3.2 ([11]). For a µ-generic stability condition θ, there are polynomials Ω˜θd(q) =
∑
k Ω˜
θ
d,2kq
k
in Z[q] for every non-zero dimension vector d of slope µ such that
Aθ,µ(q−1, t) = Exp
(
1
1− q
∑
d
(−q1/2)χ(d,d)Ω˜θd(q)t
d
)
.
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Definition. If θ is a µ-generic stability condition and d is a non-zero dimension vector of slope µ
then the coefficients of
Ωθd(q) =
∑
k∈Z
Ωθd,kq
k/2 := q
χ(d,d)
2 Ω˜θd(q) ∈ Z[q
±1/2]
are called the quantum Donaldson–Thomas invariants of Q with respect to θ.
When the quiver Q is symmetric, that means the Euler form of Q is a symmetric bilinear form,
then every stability condition is µ-generic for every value µ ∈ Q. For example, the trivial stability
condition is 0-generic and we can define the Donaldson–Thomas invariants Ω0d,k for every d 6= 0. Note
that Theorem 3.1 implies Ω0d,k = Ω
θ
d,k for every θ. We may therefore write Ωd,k in this case.
4 The Semi-Stable ChowHa
Fix an algebraically closed field k. Abusing the notation from the first section, we will use the symbols
Rd, R
θ−sst
d , R
θ−st
d , and Gd for the base extensions of the respective Z-models to Speck.
Let d be a dimension vector for Q. We define A θ−sstd to be the Gd-equivariant Chow ring with
rational coefficients of the semi-stable locus
A
θ−sst
d (Q) = A
∗
Gd
(Rθ−sstd )Q.
For the definition of equivariant Chow groups/rings, see Edidin–Graham’s article [3]. As we will
always work with rational coefficients, we will often omit it in the notation. We define A θ−sst,µ as
the graded vector space
A
θ−sst,µ(Q) =
⊕
d∈Γθ,µ
A
θ−sst
d
We mimic Kontsevich–Soibelman’s construction of the Cohomological Hall algebra (CoHa) of a quiver
with stability and trivial potential from [12].
For two dimension vectors d and e of the same slope µ, we set Zd,e as the subspace of Rd+e of
representations M which have a block upper triangular structure as indicated, i.e. for every arrow
α : i→ j, the linear map Mα sends the first di coordinate vectors of k
di+ei into the subspace of kdj+ej
spanned by the first dj coordinate vectors. We consider
Rd ×Re ← Zd,e → Rd+e,
the left hand map sending a representation M =
(
M ′ ∗
M ′′
)
to the pair (M ′,M ′′), and the right hand
map being the inclusion. These maps are called Hecke correspondences. For a short exact sequence
0→M ′ →M →M ′′ → 0 of representations of the same slope, M is θ-semi-stable if and only if both
M ′ and M ′′ are. We thus obtain cartesian squares
Rd ×Re Zd,e Rd+e
⊆ ⊆ ⊆
Rsstd ×R
sst
e Zd,e ∩R
sst
d+e R
sst
d+e.
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The action of G = Gd+e on Rd+e restricts to an action of the parabolic P =
(
Gd ∗
Ge
)
on Zd,e, and
the map Zd,e → Rd × Re is compatible with the action of its Levi L = Gd × Ge on Rd × Re. With
respect to these actions, the respective semi-stable loci are invariant. This gives rise to morphisms
(Rsstd ×R
sst
e )×
L G← Zsstd,e ×
L G→ Zsstd,e ×
P G→ Rsstd+e ×
P G→ Rd+e.
We see that
• (Rsstd ×R
sst
e )×
L G← Zsstd,e ×
L G is a G-equivariant (trivial) vector bundle,
• Zsstd,e ×
L G→ Zsstd,e ×
P G is a fibration whose fiber P/L is an affine space (as L is the Levi of P
in G) and thus induces an isomorphism in G-equivariant intersection theory,
• Zsstd,e ×
P G → Rsstd+e ×
P G is the zero section of a G-equivariant vector bundle whose rank is
s1 =
∑
α:i→j diej , and
• Rsstd+e ×
P G→ Rd+e is proper as G/P is complete, and the dimension of G/P is s0 =
∑
i diei.
The above morphisms give rise to maps in equivariant intersection theory
AnL(R
sst
d ×R
sst
e )
∼=
−→ AnL
(
Zsstd,e
) ∼=
←− AnP
(
Zsstd,e
)
→ An+s1P (R
sst
d+e)→ A
n+s1−s0
G (R
sst
d+e).
Note that s1 − s0 precisely equals −χ(d, e), the negative of the Euler form of d and e. Composing
with the equivariant exterior product map A∗Gd(R
sst
d ) ⊗ A
∗
Ge
(Rsste ) → A
∗
L(R
sst
d × R
sst
e ), we obtain a
linear map
A
sst
d ⊗A
sst
e → A
sst
d+e.
The proof of [12, Thm. 1] also shows that we thus obtain an associative Γθ,µ-graded algebra. In
analogy to Kontsevich–Soibelman’s terminology, we define:
Definition. The algebra A θ−sst,µ(Q) is called the θ-semi-stable Chow–Hall algebra (ChowHa) of
slope µ of Q.
For the special case that θ is zero (i.e. Rsstd = Rd) and µ = 0, we write A instead of A
0−sst,0 and
call it the ChowHa of Q.
5 ChowHa vs. CoHa
We discuss the relation between the semi-stable ChowHa and Kontsevich–Soibelman’s semi-stable
CoHa. Let k be the field of complex numbers. There is an equivariant analog (see [3, 2.8]) of the
cycle map from [9, Chap. 19]. Concretely, there is a homomorphism of rings which doubles degrees
A∗Gd(R
θ−sst
d )→ H
∗
Gd
(Rθ−sstd )
for every stability condition θ and every dimension vector d.
Theorem 5.1. The equivariant cycle map A∗Gd(R
θ−sst
d ) → H
∗
Gd
(Rθ−sstd ) is an isomorphism. In par-
ticular, Rθ−sstd has no odd-dimensional Gd-equivariant cohomology.
5 ChowHa vs. CoHa
This theorem generalizes a result due to King–Walter (cf. [10, Thm. 3 (c)]). They show the above
assertion for an acyclic quiver, an indivisible dimension vector and a stability condition for which
stability and semi-stability coincide. In this case, there exists a geometric PGd-quotient R
θ−(s)st
d →
Mθd , and the Gd-equivariant Chow/cohomology groups agree with the tensor product of the ordinary
Chow/cohomology groups of the quotient with a polynomial ring Q[z] ∼= A∗Gm(pt)
∼= H∗Gm(pt).
We need a general lemma in order to prove Theorem 5.1. Let X be a complex algebraic scheme
embedded into a non-singular variety X of complex dimension N ; for the rest of this section, a scheme
will be a complex algebraic scheme (cf. [9, B.1.1]) which admits such an embedding. The Borel–Moore
homology Hk(X) is isomorphic to the singular cohomology H
2N−k(X,X−X). We consider the cycle
map cl : Ak(X)→ H2k(X).
Lemma 5.2. Let X be a scheme, Y a closed subscheme of X and U the open complement.
1. If both Y and U have no odd-dimensional homology then X does not have odd-dimensional
homology.
2. If Ak(Y )→ H2k(Y ) and Ak(U)→ H2k(U) are isomorphisms and H2k+1(U) = 0 then Ak(X)→
H2k(X) is an isomorphism.
3. Suppose that Ak(Y ) → H2k(Y ) and Ak(X) → H2k(X) are isomorphisms and H2k−1(Y ) = 0.
Then Ak(U)→ H2k(U) is also an isomorphism.
Proof. The first assertion is clear by the long exact sequence in homology. To prove the second
statement, we consider the diagram
Ak(Y ) Ak(X) Ak(U) 0
. . . H2k+1(U) H2k(Y ) H2k(X) H2k(U) H2k−1(Y ) . . .
The left and right vertical maps being isomorphisms and the leftmost term in the lower row being zero
by assumption, the claim follows by applying the snake lemma. The third claim follows by diagram
chase in the same diagram. We give the proof for completeness. Let u ∈ H2k(U). There exists
x ∈ H2k(X) with j
∗x = u where j : U → X is the open embedding. We find a unique ξ ∈ Ak(X)
with clX ξ = x, so u = j
∗ clX ξ = clU j
∗ξ which proves the surjectivity of clU . To show that clU is
injective, let υ ∈ Ak(U) with clU υ = 0. For an inverse image ξ ∈ Ak(X) of υ under j
∗, we obtain
j∗ clX ξ = 0, whence there exists y ∈ H2k(Y ) such that i∗y = clX ξ. Here i : Y → X denotes the
closed immersion. Let η ∈ Ak(Y ) be the unique cycle with clY η = y. We get clX i∗η = i∗y = clX ξ
and thus i∗η = ξ by injectivity of clX . This implies υ = j
∗i∗η = 0.
An immediate consequence of the above lemma is the following
Lemma 5.3. Suppose that a scheme X has a filtration X = XN ⊇ . . . ⊇ X1 ⊇ X0 = ∅ by closed
subschemes such that the cycle map for the successive complements Sn = Xn−Xn−1 is an isomorphism
for all n. Then clX is an isomorphism and, moreover, we have
A∗(X) ∼=
N⊕
i=0
A∗(Si) and A
∗(X) ∼=
N⊕
i=0
A∗−codimXSi(Si).
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We now turn to an equivariant setup. Let G be a reductive linear algebraic group acting on a
scheme X of complex dimension n. For an index i, we choose a representation V of G and an open
subset E ⊆ V such that a principal bundle quotient E/G exists and such that codimV (V −E) > n−i.
Then, the group
AGk (X) = Ai+dimV−dimG(X ×
G E)
is independent of the choice of E and V . In the same vein, for an index j with 2 codimV (V − E) >
2n−j, we can define equivariant Borel–Moore homology via ordinary Borel–Moore homology, namely
HGj (X) = Hj+2dimV−2 dimG(X ×
G E)
(see [3]). If X is smooth then HGj (X) is dual to H
2n−j(X×GE) which is isomorphic to H2n−j(X ×G
EG) = H2n−jG (X) (where EG is the classifying space for G).
We consider the equivariant cycle map cl : AGk (X)→ H
G
2k(X) which is defined as the ordinary cycle
map cl : Ai+dimV−dimG(X ×
G E)→ H2k+2dimV−2 dimG(X ×
G E) (again independent of E ⊆ V ). For
complementary open/closed subschemes U and Y of X which are G-invariant, we choose E ⊆ V such
that the principal bundle quotient E/G exists and codimV (V −E) > n−i (note that all the equivariant
versions of the groups appearing in the diagram in the proof of Lemma 5.2 can be defined using E)
and apply Lemma 5.2 to the complementary open/closed subschemes U ×G E and Y ×G E. We thus
obtain
Corollary 5.4. In the above equivariant situation, Lemmas 5.2 and 5.3 hold for equivariant Chow/
Borel–Moore homology groups.
Proof of Theorem 5.1. We prove Theorem 5.1 in two steps:
1. Prove that the odd-dimensional equivariant cohomology of the θ-semi-stable locus vanishes by
reducing the arbitrary case to a situation where stability and semi-stability agree. There, the
statement is known thanks to [14].
2. Prove that the equivariant cycle map AGdk (R
θ−sst
d )→ H
Gd
2k (R
θ−sst
d ) is an isomorphism by induc-
tion over the Harder–Narasimhan strata.
Step 1: First, assume that d is a θ-coprime dimension vector. This means that there is no sub-
dimension vector 0 6= d′ ≤ d with the same slope as d apart from d itself. In this case, θ-semi-stability
and θ-stability on Rd agree and there exists a smooth geometric PGd-quotient R
θ−(s)st
d →M
θ
d . Here,
PGd = Gd/C
×. In [14, Thm. 6.7] it is shown that the odd-dimensional cohomology of Mθd vanishes.
But as by the existence of a geometric quotient
H∗Gd(R
θ−sst
d )
∼= H∗(Mθd )⊗H
∗
C×(pt),
it follows that Rθ−sstd has no odd-dimensional cohomology.
Now, let d be arbitrary. We show that for a fixed — not necessarily positive — integer k, there
exist an acyclic quiver Q̂, a stability condition θ̂, a θ̂-coprime dimension vector d̂, and an integer s ≥ 0
(all depending on k) for which
HGdk (R
θ−sst
d )
∼= H
PG
d̂
k+2s(R
θ̂−(s)st
d̂
(Q̂)). (1)
8
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For a dimension vector n of Q, we consider R̂d,n = Rd × Fn where Fn =
⊕
iHom(C
ni ,Cdi). The
space R̂d,n is the space of representations of the framed quiver Q̂ of dimension vector d̂ which arise
as follows (cf. [5, Def. 3.1]): we add an extra vertex ∞ to the vertexes of Q, i.e. Q̂0 = Q0 ⊔ {∞} and,
in addition to the arrows of Q, we have ni arrows from ∞ heading to i for all i ∈ Q0. The dimension
vector d̂ is defined by d̂i = di for i ∈ Q0 and d̂∞ = 1 and is indivisible. The structure group Gd̂ is
C××Gd, whence we can identify PGd̂ with Gd. We define θ̂ in the same way as in [5, Def. 3.1]. The
following are equivalent for a framed representation (M,f) ∈ R̂d,n (cf. [5, Prop. 3.3]):
• (M,f) is θ̂-semi-stable,
• (M,f) is θ̂-stable,
• M is θ-semi-stable and the (θ-)slope of every proper subrepresentation M ′ of M which contains
the image of f is strictly less than the slope of M .
We denote the set of θ̂-(semi-)stable points of R̂d,n with R̂
θ
d,n. It is, by the above characterization, an
open subset of Rθ−sstd ×Fn. Let R̂
x
d,n denote the complement of R̂
θ
d,n inside R
θ−sst
d ×Fn. As R
θ−sst
d ×Fn
is a Gd-equivariant vector bundle over R
θ−sst
d , we obtain
HGdk (R
θ−sst
d )
∼= H
Gd
k+2d·n(R
θ−sst
d × Fn)
where d · n :=
∑
i dini = dimC Fn. We thus obtain a long exact sequence
. . .→ HGdk+2d·n(R̂
x
d,n)→ H
Gd
k (R
θ−sst
d )→ H
Gd
k+2d·n(R̂
θ
d,n)→ H
Gd
k−1+2d·n(R̂
x
d,n)→ . . .
in equivariant Borel–Moore homology. The equivariant BM homology groups HGdl (R̂
x
d,n) vanish if l
exceeds 2 dim R̂xd,n. So in order to show that (1) is an isomorphism, it suffices to find a framing datum
n such that the (complex) dimension of R̂xd,n is smaller than (k − 1)/2 + d · n. As shown in the proof
of [8, Thm. 3.2], R̂xd,n is the union of Harder–Narasimhan strata
R̂xd,n =
⊔
R̂HN(p̂,q),n
over all proper sub-dimension vectors p of d which have the same slope (and q = d − p). The set
R̂HN(p̂,q),n is defined as follows: let L(M,f) be minimal among those representations of the same slope
as M which contain im f . We set R̂HN(p̂,q),n as the set of all (M,f) ∈ R
θ−sst
d ×Fn with dimL(M,f) = p.
As
R̂HN(p̂,q),n
∼=
((Rsstp ∗
Rsstq
)
×
(
Fp
0
))
×Pp,q Gd,
the dimension of this stratum — if non-empty — equals∑
α:i→j
(didj − piqj) +
∑
i
pini −
∑
i
(d2i − piqi) +
∑
i
d2i = dim(Rd) + d · n+ χ(p, q)− q · n.
Choosing n large enough such that
q · n > dim(Rd)−
k − 1
2
+ χ(d− q, q)
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for all sub-dimension vectors 0 6= q ≤ d of the same slope as d (which is possible as these are finitely
many non-zero dimension vectors q), we find that the dimension of R̂xd,n is smaller than (k−1)/2+d·n,
as desired.
Similar arguments were also used by Davison–Meinhardt in [2, Le. 4.1].
Step 2: Let Q, θ and d be arbitrary. We consider the open/closed complementary subsets Rsstd
and Runstd . As R
sst
d is smooth (of dimension n =
∑
α:i→j didj), we have A
Gd
i (R
sst
d )
∼= An−iGd (R
sst
d ) and
HGdj (R
sst
d )
∼= H
2n−j
Gd
(Rsstd ). By Corollary 5.4 (concretely, the equivariant analog of part (3) of Lemma
5.2), it suffices to show that
cl : AGd∗ (R
unst
d )→ H
Gd
2∗ (R
unst
d )
is an isomorphism. If Runstd = ∅, then the assertion is clear. So let us assume that R
unst
d is non-empty.
The unstable locus admits a stratification into locally closed (irreducible) subsets RHNd∗ , the Harder–
Narasimhan strata, by [14, Prop. 3.4]. By [14, Prop. 3.7], they can be ordered in such a way that the
union of the first n strata is closed for all n, thus yielding a filtration by Gd-invariant closed subsets
like in Lemma 5.3. Thus it suffices to prove that
AGd∗ (R
HN
d∗ )→ H
Gd
∗ (R
HN
d∗ )
is an isomorphism for all HN types d∗ = (d1, . . . , dl) of d; this includes showing that all HN strata
have even cohomology. But by the proof of [14, Prop. 3.4], we have
RHNd∗
∼= Zd∗ ×
Pd∗ Gd,
where Zd∗ is a (trivial) vector bundle over R
sst
d1 × . . . × R
sst
dl
, and Pd∗ is a parabolic subgroup of Gd
with Levi Gd1 × . . .×Gdl .
In particular, RHNd∗ is smooth, therefore we can again identify Borel–Moore homology with coho-
mology. Moreover, AiGd(R
HN
d∗ )
∼= AiG
d1×...×Gdl
(Rsstd1 × . . .×R
sst
dl
), and similarly for equivariant coho-
mology. This shows in particular that the equivariant odd-dimensional cohomology of RHNd∗ vanishes
by the first step of the proof. Now we argue by induction on the dimension vector d, where the set
of dimension vectors is partially ordered by d ≤ e if di ≤ ei for all i; with respect to this order, all
dν ’s are strictly smaller than d. We thus assume that the equivariant cycle map for each Rsstdν is an
isomorphism. Then, [19, Le. 6.2], which can be generalized to equivariant Chow groups, implies that
the equivariant exterior product map
A∗G
d1
(Rsstd1 )⊗ . . . ⊗A
∗
G
dl
(Rsstdl )→ A
∗
G
d1×...×Gdl
(Rsstd1 × . . .×R
sst
dl )
is an isomorphism (even with integral coefficients). As the Rsstdν ’s have even cohomology, the Künneth
map is an isomorphism. We are thus reduced to proving the assertion for minimal dimension vectors
d, i.e. d = 0. But there the statement is obviously true.
Remark 5.5. Theorem 5.1 is valid for integer coefficients.
Corollary 5.6. The cycle map induces an isomorphism A sst,µ → H sst,µ of algebras.
Proof. The multiplication both in the semi-stable ChowHa and in the semi-stable CoHa H sst,µ are
constructed by means of the same Hecke correspondences. Moreover, the cycle map is compatible
with push-forward and pull-back.
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We apply Corollary 5.4 to the Harder–Narasimhan filtration, like in the proof of Theorem 5.1. We
obtain that AGd∗ (Rd) ∼=
⊕
d∗ A
Gd
∗ (R
HN
d∗ ), where the sum ranges over all Harder–Narasimhan types
which sum to d. Under the above isomorphism, the natural surjection AGd∗ (Rd) → A
Gd
∗ (R
sst
d ) is the
projection to the summand AGd∗ (R
HN
(d) ) = A
Gd
∗ (R
sst
d ) and the push-forward of the closed embedding
of the unstable locus corresponds to the embedding of the direct summand
⊕
d∗ 6=(d)A
Gd
∗ (R
HN
d∗ ). In
particular, both maps are split epi-/monomorphisms. Using the cohomological grading of the Chow
groups, we get
A∗Gd(Rd)
∼=
⊕
d∗
A
∗−codimRd (R
HN
d∗
)
Gd
(RHNd∗ ).
The codimension of RHNd∗ in Rd can easily be computed as χ(d
∗) :=
∑
r<s χ(d
r, ds). With the argu-
ments from the proof of Theorem 5.1, we obtain an isomorphism
A∗Gd(R
HN
d∗ )
∼= A∗G
d1
(Rsstd1 )⊗ . . . ⊗A
∗
G
dl
(Rsstdl ).
From the sections of the pull-backs of the open embeddings of the individual semi-stable loci, we
obtain a section of the natural surjection
A∗G
d1
(Rd1)⊗ . . . ⊗A
∗
G
dl
(Rdl)։ A
∗
G
d1
(Rsstd1 )⊗ . . .⊗A
∗
G
dl
(Rsstdl )
and this section gives rise to a commutative diagram
A∗G
d1
(Rsstd1 )⊗ . . .⊗A
∗
G
dl
(Rsst
dl
) A∗Gd(R
HN
d )
A∗G
d1
(Rd1)⊗ . . .⊗A
∗
G
dl
(Rdl) A
∗+χ(d∗)
Gd
(Rd)
∼=
in which the lower horizontal map is the ChowHa multiplication, the left vertical map is the section,
and the right vertical map is the inclusion as a direct summand. We define the descending tensor
product
⊗←
µ∈Q A
sst,µ as the Γ-graded vector space⊕
d
⊕
d∗
A∗G
d1
(Rsstd1 )⊗ . . .⊗A
∗
G
dl
(Rsstdl )
where the inner sum ranges over all Harder–Narasimhan types d∗ summing to d (i.e. tuples d∗ =
(d1, . . . , dl) of dimension vectors of slopes µ1 > . . . > µl such that d1 + . . . + dl = d). The above
considerations then prove
Theorem 6.1. The ChowHa-multiplication induces an isomorphism
←⊗
µ∈Q
A
θ−sst,µ ∼=−→ A
of Γ-graded vector spaces between the descending tensor product of the θ-semi-stable ChowHa’s over
all possible slopes and the ChowHa.
Remark 6.2. The theorem is valid with integral coefficients, for an arbitrary quiver, and does not
require the stability condition to be generic. Theorem 6.1 has been proved with different methods by
Rimányi in [17] for the CoHa of a Dynkin quiver which is not an orientation of E8.
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The CoHa/ChowHa of a quiver is described explicitly in [12]. Since we will make use of this descrip-
tion, we recall it here: The equivariant Chow ring A∗Gd(Rd)
∼= A∗Gd(pt) is isomorphic to
Q[xi,r | i ∈ Q0, 1 ≤ r ≤ di]
Wd ,
where Wd =
∏
i Sdi is the Weyl group of a maximal torus of Gd. We may regard the variables xi,r
(located in degree 1) as a basis for the character group of this torus or as the Chern roots of the
Gd-linear vector bundle Rd × k
di → Rd with Gd acting on k
di by its ith factor.
Theorem 7.1 ([12, Thm. 2]). For f ∈ Ad and g ∈ Ae, the product f ∗ g equals the function
∑
f(xi,σi(r) | i, 1 ≤ r ≤ di) · g(xi,σi(di+s) | i, 1 ≤ s ≤ ei) ·
∏
i,j∈Q0
di∏
r=1
ej∏
s=1
(xj,σj(dj+s) − xi,σi(r))
ai,j−δi,j .
The sum ranges over all (d, e)-shuffles σ = (σi | i) ∈ Wd+e, that means each σi is a (di, ei)-shuffle
permutation.
We assume that the stability condition θ is µ-generic. In this case, we can equip the semi-stable
ChowHa of slope µ with a refined grading: setting
A
sst
(d,n) =
{
A
1
2
(n−χ(d,d))
Gd
(Rsstd ), n ≡ χ(d, d) (mod 2)
0, n 6≡ χ(d, d) (mod 2),
it is easy to see that the multiplication map becomes bigraded, thus A sst(d,n) ⊗A
sst
(e,m) → A
sst
(d+e,n+m).
Like in Section 3, we consider again the case of a symmetric quiver and the trivial stability
condition. In this situation, it is immediate from the formula in the above theorem that f ∗ g =
(−1)χ(d,e)g ∗ f for f ∈ Ad and g ∈ Ae. One can show (cf. [12, Sect. 2.6]) that there exists a bilinear
form ψ on the Z/2Z-vector space (Z/2Z)Q0 such that f ⋆ g = (−1)ψ(d,e)f ∗ g is a super-commutative
multiplication, when defining the parity of an element of bidegree (d, n) to be the parity of n. We see
that the generating series P (q, t) =
∑
d
∑
k(−1)
k dimA(d,k)q
k/2td is
∑
d
(−q1/2)χ(d,d)
∏
i
di∏
ν=1
(1− qν)−1td.
So, P (q, t) = A(q−1, t). By Theorem 3.2, the generating series has a product expansion
P (q, t) =
∏
d
∏
k
∏
n≥0
(1− qn+k/2td)(−1)
k−1Ωd,k .
As a free super-commutative algebra with a generator in bidegree (d, k) has the generating series
(1− qk/2td)(−1)
k−1
= Exp((−1)kqk/2td), Kontsevich–Soibelman made a conjecture in [12] which was
eventually proved by Efimov.
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Theorem 7.2 ([4, Thm. 1.1]). For a symmetric quiver Q, the algebra A (Q), equipped with the super-
commutative multiplication ⋆, is isomorphic to a free super-commutative algebra over a (Γ×Z)-graded
vector space V = V prim ⊗ Q[z], where z lives in bidegree (0, 2), and
⊕
k V
prim
d,k is finite-dimensional
for every d.
This result implies that the DT invariants Ωd,k must agree with the dimension of V
prim
(d,k) and must
therefore be non-negative. We will give another characterization of the primitive part of the CoHa in
Theorem 9.2.
8 Tautological Presentation of the Semi-Stable ChowHa
We investigate the relation between the semi-stable ChowHa A θ−sst,µ and the ChowHa A of a quiver
Q. For a dimension vector d of slope µ, we consider the open embedding
Rsstd → Rd
which gives rise to a surjective map A∗Gd(Rd)→ A
∗
Gd
(Rsstd ). As the Hecke correspondences for the semi-
stable ChowHa are given by restricting the Hecke correspondences of A to the semi-stable loci, these
open pull-backs are compatible with the multiplication, i.e. they induce a surjective homomorphism
of Γ-graded algebras
A → A θ−sst,µ.
Here, we regard A θ−sst,µ as a Γ-graded algebra by extending it trivially to every dimension vector
whose slope is not s. We can describe the kernel explicitly:
Theorem 8.1. The kernel of the natural map Ad → A
θ−sst
d equals the sum∑
Ap ∗Aq
over all pairs (p, q) of dimension vectors of Q which sum to d and such that µ(p) > µ(q).
The key ingredient of the proof of this result is a purely intersection-theoretic lemma. Following
[9, B.1.1], we call a k-scheme algebraic if it is separated and of finite type over Speck. Thus, a variety
is an algebraic scheme which is integral.
Lemma 8.2. Let f : X → Y be a surjective, proper morphism of algebraic k-schemes. Then the
push-forward f∗ : A∗(X)Q → A∗(Y )Q is surjective.
Proof. It is obviously sufficient to prove that, for every dominant morphism f : X → Y of an algebraic
scheme X to a variety Y , there exists a subvariety W of X of dimension dimW = dimY which
dominates Y . This is a local statement, so we may assume X and Y to be affine, say X = SpecB
and Y = SpecA. The morphism f corresponds to an extension A →֒ B of rings. We therefore need
to show that there exists a prime ideal q of B with q ∩A = (0) such that the induced extension
Q(B/q) | Q(A)
13
8 Tautological Presentation of the Semi-Stable ChowHa
is finite. Let K = Q(A) and R = B ⊗A K. By Noether Normalization, there exist b1, . . . , bn ∈ R,
algebraically independent over K, such that K[b1, . . . , bn] ⊆ R is a finite (and hence integral) ring-
extension. Without loss of generality, we may assume b1, . . . , bn ∈ B. Choose a set of generators
c1, . . . , cs ofR as aK[b1, . . . , bn]-algebra and polynomials pi(T ) ∈ K[b1, . . . , bn][T ] such that pi(ci) = 0.
We find an element s ∈ A − {0} such that the coefficients of all the pi’s lie in As[b1, . . . , bn] and
pi(ci) = 0 holds in Bs. This implies that Bs is an integral As[b1, . . . , bn]-algebra which yields the
surjectivity of the map SpecBs → SpecAs[b1, . . . , bn]. We consider the prime ideal p
′ = (b1, . . . , bn)
of As[b1, . . . , bn] and find a prime ideal q
′ of Bs which lies above it. Then Bs/q
′ is an integral extension
of As[b1, . . . , bn]/p
′ = As and therefore, setting q = q
′ ∩B, the extension
Q(B/q) = Q(Bs/q
′) | Q(As) = Q(A)
is finite.
Proof of Theorem 8.1. Let Runstd be the complement of R
sst
d in Rd. Then, we have an exact sequence
AGm(R
unst
d )→ A
G
m(Rd)→ A
G
m(R
sst
d )→ 0,
where G = Gd. For a decomposition d = p+q, let Rp,q be the closed subset of Rd of all representations
which possess a subrepresentation of dimension vector p. It is the G-saturation of Zp,q. The G-action
gives a surjective, proper morphism
Zp,q ×
Pp,q G→ Rp,q,
where Pp,q is the parabolic
(Gp ∗
Gq
)
. The unstable locus Runstd equals the union
⋃
Rp,q over all
decompositions d = p + q where the slope of p is larger than the slope of q. Let us call these
decompositions θ-forbidden. We obtain, using Lemma 8.2 and [9, Ex. 1.3.1 (c)], that the sequence⊕
AGm
(
Zp,q ×
Pp,q G
)
→ AGm(Rd)→ A
G
m(R
sst
d )→ 0
is exact when passing to rational coefficients — the direct sum being taken over all forbidden decom-
positions d = p+ q. Setting n = dimRd −m, we identify
AGm
(
Zp,q ×
Pp,q G
)
∼= A
n+χ(p,q)
Pp,q
(Zp,q) ∼= A
n+χ(p,q)
Gp×Gq
(Rp ×Rq)
like in Section 4. As the equivariant product map A∗Gp(Rp) ⊗ A
∗
Gq
(Rq) → A
∗
Gp×Gq
(Rp × Rq) is an
isomorphism (which is clear from the explicit description given above), we have shown that⊕
p+q=d
forbidden
⊕
k+l=n+χ(p,q)
AkGp(Rp)Q ⊗A
l
Gq (Rq)Q → A
n
Gd
(Rd)Q → A
n
Gd
(Rsstd )Q → 0
is an exact sequence. The first map in this sequence is precisely the ChowHa-multiplication. This
proves the theorem.
14
9 The Primitive Part of the Semi-Stable ChowHa
9 The Primitive Part of the Semi-Stable ChowHa
As a next step, we analyze the kernel of the pull-back A∗G(R
sst
d ) → A
∗
G(R
st
d ) induced by the open
embedding of the stable locus into the semi-stable locus. A semi-stable representation M ∈ Rd is not
stable if and only if there exists a proper subrepresentation of the same slope. For a decomposition
d = p+q into sub-dimension vectors of the same slope, we define Rsstp,q as the subset of those M ∈ R
sst
d
which admit a subrepresentation of dimension vector p. Therefore, the set of properly semi-stable
representations is the union
Rsstd −R
st
d =
⋃
Rsstp,q
over all decompositions d = p+ q such that p and q have the same slope and are both non-zero. We
have, yet again, a surjective, proper morphism(Rsstp ∗
Rsstq
)
→ Rsstp,q.
A result of Totaro (see [19, Le. 6.1]), which can easily be transferred to equivariant Chow rings, shows
that the exterior product A∗Gp(R
sst
p )⊗A
∗
Gq
(Rsstq )→ A
∗
Gp×Gq
(Rsstp ×R
sst
q ) is an isomorphism. Following
the arguments of the proof of Theorem 8.1, we obtain:
Theorem 9.1. The kernel of the surjection A θ−sstd → A
θ−st
d is the sum∑
A
θ−sst
p ∗A
θ−sst
q
over all decompositions d = p+ q into non-zero sub-dimension vectors of the same θ-slope.
In other words, the graded vector space A θ−st,µ =
⊕
d∈Γθ,µ A
θ−st
d equipped with the trivial
multiplication (by which we mean that the product of two homogeneous elements of positive degree is
set to be zero) is isomorphic to the quotient A θ−sst,µ/(A θ−sst,µ+ ∗A
θ−sst,µ
+ ) of the semi-stable ChowHa
modulo the square of its augmentation ideal A θ−sst+ .
Again, we consider the case of a symmetric quiver Q. We have deduced from Theorem 8.1 that
A θ−sst,µ is free super-commutative over V θ,µ =
⊕
d∈Γθ,µ Vd. The quotient of the augmentation ideal
of a free super-commutative algebra by its square is isomorphic to the primitive part of the algebra,
i.e. in our case
Vd ∼= A
θ−st
d = A
∗
Gd
(Rθ−std )
∼= A∗PGd(R
θ−st
d )⊗A
∗
Gm
(pt)
for every d 6= 0. As Vd = V
prim
d ⊗Q[z], we deduce that
V primd,k =
{
A
1
2
(k−χ(d,d))
PGd
(Rstd ), k ≡ χ(d, d) (mod 2)
0, k 6≡ χ(d, d) (mod 2).
Assuming that Rθ−std is non-empty and denoting by M
θ−st
d the geometric quotient R
θ−st
d /PGd (which
we call the stable moduli space), we get
AjPGd(R
θ−st
d ) = A
PGd
dimRd−j
(Rθ−std ) = AdimRd−dimPGd−j(M
θ−st
d )
and dimMθ−std = dimRd−dimPGd = 1−χ(d, d). This yields that the Donaldson–Thomas invariants
of Q are given by the Chow–Betti numbers of the stable moduli spaces, more precisely:
15
10 Examples
Theorem 9.2. For a symmetric quiver Q, a stability condition θ and a dimension vector d 6= 0, the
Donaldson–Thomas invariant Ωd,k equals
Ωd,k =
{
dimA1− 1
2
(k+χ(d,d))(M
st
d ), if k ≡ χ(d, d) (mod 2) and M
st
d 6= ∅ and
0, otherwise.
In particular, Ωd,k can only be non-zero if χ(d, d) ≤ k ≤ 2− χ(d, d).
Remark 9.3. The range for the non-vanishing of the DT invariants from the above theorem yields
that the number Nd(Q) in [4, Cor. 4.1] can be chosen as 1− χ(d, d), i.e. the dimension of M
θ−st
d .
10 Examples
10.1 The Two-Cycle Quiver
We start by illustrating the tensor product decomposition Corollary 6.1. There are exactly three
connected symmetric quivers which are not wild, that is, for which a classification of their finite-
dimensional representations up to isomorphism is known. Namely, these are
• the quiver L0 of Dynkin type A1 with a single vertex and no arrows,
• the quiver L1 of extended Dynkin type A˜0 consisting of a single vertex and a single loop,
• and the quiver Q of extended Dynkin type A˜1 with two vertices i and j and single arrows i→ j
resp. j → i.
For the quivers L0 and L1, the structure of the CoHa is determined in [12]. Namely, we have
A (L0) ∼= S
∗(Q(1, 1)[z]) and A (L1) ∼= S
∗(Q(1, 0)[z]),
where S∗ denotes the free super-commutative algebra, Q(d, i) denotes a one-dimensional Q-space
placed in bidegree (d, i), and z denotes the element in bidegree (0, 2) whose existence is guaranteed
by Theorem 7.2.
The structure of the CoHa of Q is described in [8, Cor. 2.5]; here we give a simplified derivation
of this result using the present methods. We consider the stability θ given by θ(di, dj) = di (note
that any non-trivial stability is equivalent to θ or −θ in the sense that the class of (semi-)stable
representation is the same). Let a representation M of Q of dimension vector d be given by vector
spaces Vi and Vj and linear maps f : Vi → Vj , g : Vj → Vi. We claim that this representation is
θ-semi-stable if and only if Vi = 0, or Vj = 0, or dimVi = dimVj and f is an isomorphism; moreover,
it is θ-stable if it is θ-semi-stable and dimVi, dimVj ≤ 1.
The case (dimVi) · (dimVj) = 0 being trivial, we assume dimVi, dimVj ≥ 1. Suppose M is
θ-semi-stable. If f is not injective, we choose a vector 0 6= v ∈ Vi in the kernel of f , yielding a subrep-
resentation U of dimension vector (1, 0). Then we find 1 = µ(U) ≤ µ(M) = dimVi/(dimVi+dimVj),
thus dimVj = 0, a contradiction. Thus f is injective, and (Vi, f(Vi)) defines a subrepresentation U
′
of dimension vector (dimVi,dimVi) of M . Then we find 1/2 = µ(U
′) ≤ µ(M), thus dimVj ≤ dimVi,
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which already implies dimVi = dimVj and shows that f is an isomorphism. In this case, M is θ-
semi-stable since the subrepresentations are of the form (U, f(U)), and thus of the same slope as M ,
for U ⊂ Vi a gf -stable subspace. Since such subspaces always exist, we also see that stability forces
dimVi = 1 = dimVj .
This analysis provides identifications
A∗Gd(R
θ−sst
d )
∼= A∗Gln(k)(pt) for d = (n, 0) or d = (0, n),
A∗Gd(R
θ−sst
d )
∼= A∗Gln(k)(Mn×n(k)) for d = (n, n),
which we recognize as the homogeneous parts of the CoHa of L0 and L1, respectively. These identifi-
cations obviously being compatible with the respective Hecke correspondences defining the multipli-
cations, we see that
A
θ−sst,1(Q) ∼= A (L0) ∼= A
θ−sst,0(Q) and
A
θ−sst,1/2(Q) ∼= A (L1).
By Corollary 6.1, we thus arrive at
A (Q) ∼= S∗
(
(Q((1, 0), 1) ⊕Q((0, 1), 1) ⊕Q((1, 1), 0))[z]
)
.
10.2 The Kronecker Quiver
Now we consider the Kronecker quiver K2 with two vertices i and j and two arrows from i to j. As
we will use results from Section 5, we work over the field of complex numbers. Again we consider
the stability θ(di, dj) = di. This is again a case where the representation theory of the quiver is
known: up to isomorphism, there exist unique (θ-stable) indecomposable representations Pn resp. In
for each of the dimension vectors (n, n+1) resp. (n+ 1, n) for n ≥ 0, and there exist one-parametric
families Rn(λ) of (θ-semi-stable) indecomposables for each of the dimension vectors (n, n) for n ≥ 0
and λ ∈ P1(C). Arguing as in the first example, we can conclude that
A
θ−sst,µ(d)(K2) ∼= S
∗(Q(d, 1)[z]) for d = (n, n+ 1) or d = (n+ 1, n),
and
A
θ−sst,µ(K2) = 0 if µ 6∈
{
0,
1
3
,
2
5
,
3
7
, . . . ,
1
2
, . . .
4
7
,
3
5
,
2
3
, 1
}
.
It remains to consider A θ−sst,1/2(K2).
We construct a stratification of the θ-semi-stable locus in R(n,n)(K2) ∼= Mn×n(C)×Mn×n(C), on
which G = Gln(C)×Gln(C) acts via (g, h) · (A,B) = (hAg
−1, hBg−1). For 0 ≤ r ≤ n, we define Sr
as the G-saturation of the set of pairs of matrices((
Er 0
0 N
)
,
(
A 0
0 En−r
))
,
where Ei denotes an i × i-identity matrix, A denotes an arbitrary r × r-matrix, and N denotes a
nilpotent (n − r) × (n − r)-matrix. We claim that every Sr is locally closed, their union equals the
θ-semi-stable locus, and the closure of Sr equals the union of the Sr′ for r
′ ≤ r.
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The representation Rn(λ) is given explicitly by the matrices (En, λEn + Jn) for λ 6= ∞, and by
(Jn, En) for λ = ∞, where Jn is the nilpotent n × n-Jordan block. As noted above, a θ-semi-stable
representation of M of dimension vector (n, n) is of the form
M = Rn1(λ1)⊕ . . .⊕Rnk(λk)
for n = n1 + . . .+ nk and λ1, . . . , λk ∈ P
1(C), uniquely defined up to reordering. Now we reorder the
direct sum and assume that λ1, . . . , λj 6=∞ and λj+1 = . . . = λk =∞. Using the above explicit form
of the representations Rn(λ), we see that M is represented by a pair of block matrices of the form((
Er 0
0 N
)
,
(
A 0
0 En−r
))
with N nilpotent and A arbitrary. All claimed properties of the stratification follow.
Now we claim that
Sr ∼= (Gln(C)×Gln(C))×
Glr(C)×Gln−r(C) (Mr(C)×Nn−r(C)),
where the group Glr(C) × Gln−r(C) is considered as a subgroup of Gln(C) × Gln(C) by mapping a
pair (g1, h4) to
(( g1 0
0 h4
)
,
( g1 0
0 h4
))
. We consider the stabilizer of the set of matrices in the above block
form. So we take g, h ∈ Gln(C), written as block matrices
g =
(
g1 g2
g3 g4
)
, h =
(
h1 h2
h3 h4
)
,
and assume we are given matrices A,A′ ∈ Mr×r(C) and N,N
′ ∈ Nn−r(C), the nilpotent cone of
(n− r)× (n− r)-matrices, such that(
h1 h2
h3 h4
)(
Er 0
0 N
)
=
(
Er 0
0 N ′
)(
g1 g2
g3 g4
)
,
(
h1 h2
h3 h4
)(
A 0
0 En−r
)
=
(
A′ 0
0 En−r
)(
g1 g2
g3 g4
)
.
From these equations we first conclude h1 = g1 and h4 = g4, thus h2 = A
′g2 and g2 = h2N , which
yields h2 = A
′h2N . By induction, this implies h2 = (A
′)kh2N
k for all k ≥ 1. But N is nilpotent,
thus h2 = 0, thus g2 = 0. Similarly, we can conclude h3 = 0 and g3 = 0. But then g1 and g4 are
invertible, and A′ = g1Ag
−1
1 as well as N
′ = g4Ng
−1
4 . This proves the claim.
To obtain information on the Chow groups from this stratification using Lemma 5.3, we first have
to analyze the Chow groups of nilpotent cones.
The nilpotent cone Nd(C) is irreducible of dimension d
2 − d, and the Gld(C)-orbits Oλ in Nd are
parametrized by partitions λ in Pd, the set of partitions of d (we denote by P the union of all Pd’s).
The stabilizer Gλ of a point in Oλ has dimension 〈λ, λ〉 =
∑
i,jmin(mi,mj)mimj, and its reductive
part is isomorphic to
∏
iGlmi(C), where mi = mi(λ) denotes the multiplicity of i as a part of λ, for
i ≥ 1. We can thus apply Lemma 5.3 and reduce the structure group — note that in characteristic
zero, an orbit is isomorphic to the quotient of the group by the stabilizer of a point — to get
A∗Gld(C)(Nd(C))
∼=
⊕
λ∈Pd
A
∗+d−〈λ,λ〉
Gλ
(pt),
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and the equivariant cycle map for Nd(C) is an isomorphism.
This enables us to again apply Lemma 5.3, this time to the stratification (Sr)r. We compute
(using codimSr = n− r):
A∗Gln(C)×Gln(C)(R
θ−sst
(n,n) (K2))
∼=
n⊕
r=0
A∗−n+rGln(C)×Gln(C)(Sr)
∼=
n⊕
r=0
A∗−n+rGlr(C)×Gln−r(C)(Mr(C)×Nn−r(C))
∼=
n⊕
r=0
A∗Glr(C)(Mr(C))⊗A
∗−n+r
Gln−r(C)
(Nn−r(C))
∼=
n⊕
r=0
A∗Glr(C)(pt)⊗
⊕
λ∈Pn−r
A
∗−〈λ,λ〉
Gλ
(pt)
Summing over all n, we obtain
A
θ−sst,1/2
(∗,2∗) (K2)
∼=
⊕
n≥0
A∗Gln(C)×Gln(C)(R
θ−sst
(n,n) (K2))
∼=
(⊕
r≥0
A∗Glr(C)(pt)
)
⊗
(⊕
λ∈P
A
∗−〈λ,λ〉
Gλ
(pt)
)
.
The generating function of the bigraded space A θ−sst,1/2(K2) therefore equals(∑
n≥0
tn
(1− q) . . . (1− qn)
)
·
(∑
λ
q−〈λ,λ〉t|λ|∏
i≥1((1 − q) . . . (1− q
mi))
)
=
∏
i≥0
1
1− qit
·
∏
i≥1
1
1− qit
by standard identities. We thus arrive at an isomorphism of bigraded Q-spaces
A
θ−sst,1/2(K2) ∼= S
∗((Q((1, 1), 0) ⊕Q((1, 1), 2))[z]).
However, this is not an isomorphism of algebras, since we will now exhibit an example showing
that the algebra A θ−sst,1/2(K2) is not super-commutative.
We use the algebraic description of the CoHa of Section 7 together with Theorem 8.1. We have
A(m,n)(K2) ∼= Q[x1, . . . , xm, y1, . . . , yn]
Sm×Sn
with multiplication given as in Section 7. By Theorem 8.1, A
θ−sst,1/2
(1,1) (K2) is the factor of A(1,1)(K2)
∼=
Q[x1, y1] by the image of the multiplication map A(1,0)(K2)⊗A(0,1)(K2)→ A(1,1)(K2), thus
A
θ−sst,1/2
(1,1) (K2)
∼= Q[x, y]/(x − y)2.
Again by Theorem 8.1, A
θ−sst,1/2
(2,2) (K2) is the factor of A(2,2)(K2) by the image of the multiplication
map
A(2,1)(K2)⊗A(0,1)(K2)⊕A(1,0)(K2)⊗A(1,2)(K2)→ A(1,1)(K2).
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The degree of an element in this image is at least −χ((2, 1), (0, 1)) = −χ((1, 0), (1, 2)) = 3. A direct
calculation shows that for the elements 1, x, y ∈ A
θ−sst,1/2
(1,1) (K2), we have in A
θ−sst,1/2
(2,2) (K2):
1 ∗ 1 = 2,
1 ∗ x = y1 + y2,
x ∗ 1 = 2(x1 + x2)− (y1 + y2),
1 ∗ y = −(x1 + x2) + 2(y1 + y2), and
y ∗ 1 = x1 + x2.
In particular, the (anti-)commutator of 1 and x does not vanish.
In light of the previous description of A θ−sst,1/2(K2), it can be expected that there exists a natural
filtration on A θ−sst,1/2(K2) such that the associated graded algebra is isomorphic, as a bigraded
algebra, to S∗
(
(Q((1, 1), 0) ⊕Q((1, 1), 2))[z]
)
.
10.3 DT Invariants as Chow–Betti Numbers
Next, we illustrate Theorem 9.2. We consider the symmetric quiver Q with two vertices i and j and
n ≥ 1 arrows from i to j and from j to i, and the dimension vector d = (1, r) for r ≤ n. To determine
the quantized Donaldson–Thomas invariant Ωd,k, we use the stability θ = (r,−1), for which d is
coprime. Therefore, Ωd,k = Ω
θ
d,k equals the (suitably shifted) Poincaré polynomial of the cohomology
of the moduli space Rθ−sstd (Q)/PGd, which is isomorphic to a vector bundle over the Grassmannian
Grr(k
n) [16, Sect. 6.1]. By Theorem 9.2, we can also compute Ωd,k as the (suitably shifted) Poincaré
polynomial of the Chow ring of the moduli space R0−std (Q)/PGd. Again by [16], this moduli space is
isomorphic to the space X of n × n-matrices of rank r. Mapping such a matrix to its image defines
a Gln(k)-equivariant fibration X → Grr(k
n), whose fibre is isomorphic to the space of r×n-matrices
of highest rank. The latter being open in an affine space, its Chow ring reduces to Q, thus the Chow
ring of X is isomorphic to the Chow ring of Grr(k
n) as expected.
10.4 Multiple Loop Quivers
Finally, we consider the quiver Lm with a single vertex and m ≥ 2 loops. The quantized Donaldson–
Thomas invariants are computed explicitly in [15].
All stability conditions are equivalent for this quiver. Let M simpd be the moduli space of simple
(which is the same as stable) representations of Lm of dimension d. It is obtained as the geometric
quotient Rsimpd /PGld. The Chow ring A
∗(M simpd )Q = A
∗
PGld
(Rsimpd )Q (we will always work with
rational coefficients in this subsection and therefore neglect it in the notation) is a quotient of the
equivariant Chow ring A∗PGld(Rd) = A
∗
PGld
(pt). The group of characters of a maximal torus of Gld
identifies with the free abelian group in letters x1, . . . , xd, the natural action of the Weyl group
W = Sd being the permutation action. A maximal torus of PGld is given by the quotient of the
chosen maximal torus of Gld by the diagonally embedded multiplicative group. The corresponding
Weyl group is also Sd and the character group is then the submodule
Xd = Sp(d−1,1) = {a1x1 + . . .+ adxd | a1 + . . .+ ad = 0}.
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The symmetric algebra Sym(Xd) over Xd is the subalgebra of Q[x1, . . . , xd] generated by xj − xi
(with i < j) and the equivariant Chow ring A∗PGld(Rd) is therefore Sym(Xd)
Sd which identifies with
a subalgebra of A∗Gd(pt) = Q[x1, . . . , xd]
Sd . As in the proofs of Theorems 8.1 and 9.1, the kernel of
A∗PGld(Rd)→ A
∗
PGld
(Rsimpd ) is then given by the image of⊕
p+q=d
p,q>0
A∗PGld(Zp,q ×
Pp,q PGld)→ A
∗
PGld
(Rd),
where Pp,q is the obvious parabolic subgroup of PGld — this, by the way, can be done for an arbitrary
quiver and for the kernels A∗PGd(Rd) → A
∗
PGd
(Rθ−sstd ) and A
∗
PGd
(Rθ−sstd ) → A
∗
PGd
(Rθ−std ). The ring
A∗PGld(Zp,q) is isomorphic to Sym(Xd)
Sp×Sq and the push-forward map
mp,q : A
∗
PGld
(Zp,q ×
Pp,q PGld)→ A
∗
PGld
(Rd)
can be described algebraically and looks just like the explicit formula from [12, Thm. 2], i.e. given by
a shuffle product with kernel
∏p
i=1
∏q
j=1(xp+j − xi)
m−1 . The relations in A∗PGld(Rd) which present
A∗(M simpd ) thus have at least degree (m− 1)(d− 1). In other words, for every 0 ≤ i < (m− 1)(d− 1),
we get
Ai(M simpd )
∼= AiPGld(Rd) = Sym
i(Xd)
Sd .
The generating series of Sym(Xd)
Sd is
1
(1− q2) . . . (1− qd)
=
∑
i≥0
♯{(k2, . . . , kd) | 2k2 + . . .+ dkd}q
i
and using Theorem 9.2, we obtain a description of the first few Donaldson–Thomas invariants:
Proposition 10.4.1. For them-loop quiver, the Donaldson–Thomas invariant Ωd,k for a non-negative
integer d and an integer k of the same parity as (1−m)d2 satisfying
(1−m)d2 ≤ k < (1−m)(d2 − 2d+ 2)
computes as
Ωd,k = ♯
{
(k2, . . . , kd) | 2k2 + . . .+ dkd =
1
2
((m− 1)d2 + k)
}
.
We conclude the subsection with a computation of the numbers Ω2,k. The ring Sym(X2)
S2 is the
subalgebra of Q[x1, x2]
S2 which is generated by (x2−x1)
2. Abbreviate ∆ = x2−x1. As a Sym(X2)
S2-
module, Sym(X2) is generated by 1 and ∆. The push-forward map m1,1 : Sym(X2) → Sym(X2)
S2
sends f(x1, x2) to (
f(x1, x2) + (−1)
m−1f(x2, x1)
)
∆m−1
and therefore, the image of m1,1 is the ideal of Sym(X2)
S2 = Q[∆2] which is generated by ∆2⌊m/2⌋
(i.e. ∆m if m is even and ∆m−1 if m is odd). We have shown that
Ω2,k =
{
1, if k ≡ 0 (mod 4) and 4(1−m)− 2 ≤ k ≤ 4(⌊m/2⌋ −m), and
0, otherwise.
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