Abstract. We review the problem of spectral estimation from velocity data sampled irregularly in time by a laser Doppler anemometer (LDA) from very early estimators based on slot correlation to more refined estimators, which build upon a signal reconstruction and an equidistant re-sampling in time. The discussion is restricted to single realization anemometry, i.e. excluding multiple particle signals. We classify the techniques and make an initial assessment before describing currently used methods in more detail. An intimately related subject, the simulation of LDA data, is then briefly reviewed, since this provides a means of evaluating various estimators. Using the expectation and variance as figures of merit, the advantages and disadvantages of several estimators for varying types of turbulent velocity spectral distributions are discussed. A set of recommendations is put forward as a conclusion.
Introduction and historical perspective
The laser Doppler anemometer (LDA) provides flow velocity data with comparatively high spatial and temporal resolution and, for a broad class of complex turbulent flows, remains the preferred measuring technique. Nevertheless, the processing of LDA data to obtain moments or spectra of turbulent velocity fluctuations harbours dangers relating to the fact that the flow velocity is sampled in time by random passages of tracer particles through the measurement volume. This leads to two important characteristics of LDA data. The first is that the velocity samples are irregularly spaced in time and the second is that the short term mean sampling rate is usually strongly correlated to the velocity. The latter property is the cause of biased moment estimators, as reviewed in Edwards (1987) and numerous other publications since the first recognition of the problem (McLaughlin and Tiedermann 1973) . Although the second moment, being the area under the power spectral density (PSD), is also susceptible to bias through the particle rate-velocity correlation, the bias effect on moment estimators will not be discussed in detail in the present paper.
The irregular time sampling of LDA data was initially perceived as a simple inconvenience and analogue filters on output velocity signals from processors were used to 'fill in the gaps' between arrivals of particles before connecting averaging voltmeters or true RMS voltmeters or using equidistant time re-sampling (Durst et al 1976) . The influences of such measures on the spectral content of the signal were generally not examined. One exception was the analysis of Scott (1974) , who derived the expectation of the spectrum on the basis of a slot correlation. The slot correlation was introduced by Mayo et al (1974) and Mayo (1978) as a means of estimating the autocorrelation function (ACF) of the flow velocity fluctuations. The Fourier transform of this symmetrical function yields the power spectral density (PSD).
The slot correlation remains even today one of the most viable means for PSD and ACF estimations and consists of discretizing the ACF lag time into bins (which are not necessarily equally spaced), as pictured in figure 1. The velocity product of all sample pairs with time separations falling within a given bin width is added to the bin's sum as another estimation of the ACF for that time lag. After processing all sample pairs, each bin sum is divided by the number of accumulated products. Formally, this can be written aŝ 
with the velocity samples u i = u(t i ) and u j = u(t j ). Note that the first ACF coefficient (τ = 0) contains also selfproducts. The estimate is usually considered valid for a time lag in the middle of each bin. Since this first estimator of the ACF, numerous variations and improvements have been introduced, as described in more detail in the following section. At this point it is worthwhile to briefly discuss the randomness of the arrivals of tracer particles in the LDA measurement volume, since this governs the irregular sampling. The assumption of a homogeneous and random spatial distribution of tracer particles in a volume of fluid leads to an exponential distribution of the distances between particles (Feller 1966) . At a constant convective velocity this then results in an exponential distribution of arrival times at any given point in space. If the velocity is fluctuating, the arrival time distribution will be distorted, under-representing the mean arrival time intervals. For low velocities the distribution is flat and wide, but for high velocities it is high and narrow. The superposition of all these distributions for various velocities favours the very short and the very long intervals. Such an arrival time distribution for these two cases is pictured in figure 2 , from which the distortion is seen to be marginal even for highly turbulent flows. Therefore, a good model of the arrival time probability density distribution is p( t ij ) =ṅ e −ṅ(tj −ti ) (2) whereṅ is the mean particle rate.
The very striking feature of the probability density function (PDF) pictured in figure 2 and given by equation (2) is that the most probable time between two particles is zero. This is a well-known property of random (Markovian) processes and leads directly to some hardware difficulties in LDA signal processors. Owing to the rejection of multiple particle signals and inherent dead times of processors, not all particles will be detected, since quite often particles will appear in quick succession. The influence of this processor dead time on spectral estimation has been investigated by Coghe and Cossali (1998) .
On the other hand, the fact that velocity information is often available over very short time spans suggests that principally information about very high frequency fluctuations is contained in the data. This is in strong contrast to data sampled at equal time intervals, for which the sampling theorem applies and for which no information above the Nyquist frequency (f c = 1/(2 t), where t is the sampling interval) is available. This, incidently, was the motivation for a series of papers investigating the possibility of a direct Fourier transform of the LDA data to obtain a PSD estimate, i.e. a transform without exploiting the FFT (Gaster and Roberts 1975 , 1977 , Roberts et al 1980 .
However, the prospect of alias-free PSD estimators at frequencies beyond the mean Nyquist frequency (f c =ṅ/2) through use of a direct transform did not meet expectations. Basically the variability of the estimator increased too quickly with frequency so that, although an estimation could formally be performed at high frequencies, the answer was extremely unreliable. This estimator has not been subsequently pursued and it is only presented occasionally as a comparison.
A large family of estimators arose from the concept of signal reconstruction and re-sampling at equal time intervals. To illustrate this, the most common reconstruction, the zeroth-order interpolation or sample and hold (S+H) method, is pictured in figure 3 . In fact the S + H method dates back in LDA literature to the digital sampling of the analogue output of tracker processors. In the meantime, the S + H reconstruction has been well analysed in terms of spectral content (Adrian and Yao 1987) and in terms of moments (Edwards and Jensen 1983) .
Unquestionably the work of Adrian and Yao (1987) was a major step forward in understanding the fundamental content of a S + H reconstructed signal and subsequently of all reconstructions. They derived, through the ACF, an expression for the expectation of the PSD:
where E{Ŝ(ω)} is the expectation of the spectral estimate and S(ω) is the true spectrum (σ 2 u is the velocity variance and T λ is the Taylor microscale). The second term, in parentheses, was termed step noise and corresponds to the spectral contribution necessary to account for the step-like jumps in a S + H signal. This contribution vanishes witḣ n −3 . The factor in front of the parentheses, operating both on the true spectrum and on the step noise, is a first-order low-pass filter with cut-off frequencyṅ/(2π). This was subsequently named the particle-rate filter and at higher frequencies clearly dominates the spectrum. One result from Adrian and Yao (1987) is reproduced here because of the clarity it brings to how all reconstruction methods effect spectral estimators. Simulated LDA data from a white noise process are submitted to a S + H reconstruction, resampling and conventional FFT PSD estimation. The result is shown in figure 4 . The effects both of the additive step noise and of the low-pass filter are clearly evident at low particle rates, indeed the completely falsified spectrum for the lowest data rate begins to uncannily resemble that of turbulence! The conclusion of Adrian and Yao was that such spectra are reliable only up to a frequency ofṅ/(2π), a substitute for the Nyquist frequency rule concerning regularly sampled data. Their assumption that the ACF of turbulent velocity fluctuations is exponential was not instrumental to this conclusion. In fact, even the nature of the interpolation curve in the reconstruction did not alter the basic limitation of the particle-rate filter. This was demonstrated by Müller et al (1994) , who applied numerous reconstruction schemes to simulated and measured LDA data. These included higher order polynomials, projection onto convex sets (POCS) (Lee and Sung 1992) , fractal reconstruction (Chao and Leu 1992) and the so-called Shannon reconstruction (Veynante and Candel 1988, Clark et al 1985) . Although the reconstructed signal in many cases was visually more appealing than a S+H signal, the spectral content was altered surprisingly little.
The next major development in estimation routines came from the recognition that the characteristics of the particle-rate filter are known and thus can be corrected for or minimized. Høst-Madsen (1994) proposed a single exponential interpolation as that function resulting in a minimal distortion, whereas Nobach et al (1996 Nobach et al ( , 1998a proceeded one step further and introduced a complete correction for the S + H case in the form of an FIR filter. This technique is discussed further in the following section and has been called reconstruction with refinement.
All of the above-mentioned techniques can be classed as non-parametric estimators, i.e. the computational algorithm is independent of the input data. Parametric or modelbased estimation has also been investigated as a means of estimating turbulent velocity spectra from LDA data. Modelbased spectral estimation attempts to improve the situation by assuming that the velocity fluctuations adhere to a prescribed pattern in some given domain, namely time, frequency or correlation. For instance van Maanen and Tulleken (1994) and Benedict and Gould (1995) have made assumptions in the domain of the velocity derivatives, i.e. accelerations. The work of Müller et al (1995 Müller et al ( , 1998 has been primarily in the domain of the autocorrelation. The basic principle of modelbased estimation is that the information content of flow velocity fluctuations can be reduced to a few, selected model parameters. The most important pre-requisite is therefore that the chosen model be a good representation of the physical process being studied. This presupposes that one has a priori information about the process.
A final topic, which is intimately related to modelbased estimation, is the estimation of noise present in the LDA data. Noise arising from the triply stochastic processes of scattering and detection of light and electronic amplification is unavoidable in laser Doppler systems (Mayo 1975) . Additionally, unwanted sources of noise such as reflections and multiple particle scattering increase the base noise level, however, they do not generally alter the white spectral distribution of the noise. Thus, while noise in any individual velocity sample is indistinguishable from turbulent flow fluctuations, as a collective the contribution of noise to frequency fluctuations is very distinct from typical turbulent spectra. A model-based parameter estimation is therefore a viable method for removing noise contributions from estimated spectra. Model-based methods will also be presented in the following section.
Considering the developments of the past 25 years, the various methods of spectral estimation can be organized as shown in figure 5 , taken from the recent report on benchmark tests for estimation of PSD functions from LDA signals (Benedict et al 1998) .
It is timely to review spectral estimation procedures for LDA data for two reasons. One underlying problem in evaluating algorithms has been and remains the fact that the correctness of an estimator is very difficult to assess when actual LDA data are used, since there is seldom a reference information that can be used as the standard for comparison. Simulation of LDA data is therefore an attractive alternative, however, there are also many pitfalls in correctly simulating particle arrival statistics in a complex, three-dimensional, turbulent flow field. These techniques have been refined in recent years and now offer a reliable source of LDA data with known statistics. This was also a major motivation for the recent benchmark tests.
A second motivation for a review article at this time is the increasing need of the fluid dynamics community for accurate PSD estimates. The PSD function allows integral length scales to be determined, the rate of dissipation of mechanical energy to be estimated and generally the small scales of turbulence to be studied. These are all characteristics of turbulent flows for which experimental corroborations of numerical simulations are increasingly in demand.
The remainder of the paper is organized as follows. In the following section the techniques currently considered the most reliable are explained in detail. Section 3 begins with a brief description of the data simulation procedure and then presents results of estimator comparisons, after first introducing appropriate figures of merit. The final section provides a recipe-like approach to achieving optimal results for a given situation.
Spectral estimation techniques
A general classification will be introduced, as has already been represented schematically in figure 5, before giving further details regarding the algorithms. Most techniques can be classified into one of the following groups:
• a direct transform; • a slotting technique and a cosine transform; and • reconstruction with equidistant re-sampling and FFT.
In each of the algorithmic routes, additional steps (shown as dashed boxes) can be found, representing various enhancements of these basic algorithms. In the following, the three major algorithmic procedures are introduced, highlighting the variations.
Furthermore, we introduce the model-based noise suppression and the model parameter estimation, which are more general postprocessing algorithms.
Direct transform methods
Direct transform methods of the PSD estimation are based on the adaption of the periodogram approach for equispaced data to the case of random sampling. The standard estimator is that of Gaster and Roberts (1977) given bŷ
with the imaginary number i and a data window d j = d(t j ; u j ). Tummers and Passchier (1996a) have shown that its variability, even with block averaging, is no better than that of the slotting algorithm. Benedict and Gould (1995) have also shown that uncorrelated noise results in a negative bias in the PSD estimates obtained using this method. Scargle (1982) modified the periodogram to make it equivalent to a least squares fitting of sine curves to a data set. His scheme has been applied by Rajpal (1995) and Saarenrinne et al (1997) to simulated data and turbulent flows. Another modification to the periodogram is described by Marquardt and Acuff (1983) . In this approach, a data spacing factor is incorporated into the periodogram. For Poisson sampling, the factor becomes the inverse of the sampling rate squared.
The slotting technique
The slotting technique, generally credited to Mayo et al (1974) , consists of using the algorithm given by equation (1) for estimating the discrete ACF. A one-sided PSD estimator is formed for the slotting technique by taking its discrete cosine transform
where K is the index of the maximum time lag of the ACF and is chosen by the user. Normally, the first slot (k = 0) consists of both self-products and cross products of the measured velocity samples. Because of the noise that is unavoidable as a result of the limited accuracy of the particle velocity estimation and the photon noise, self-products lead to an estimate of the velocity variance that is too large and a biased PSD estimate. Using only cross products leads to a spectral estimate with a noise-independent expectation. Only the estimation variance increases in the case of noise. However, because of processor delays, this slot is under-represented, with a distribution that is correlated to the time lag. This leads to a biased estimate.
A severe limitation of the standard slotting technique is its high variance (which is roughly constant at high frequency), which leads to poor estimates of turbulence spectra. In order to reduce the variance of the slotting technique, van Maanen and Tummers (1996) employ an ACF normalized by a variance estimate particular to each slot, called the local normalization. This results in an estimate of the correlation coefficient
and is used as the basis for the cosine transform. The corresponding one-sided PSD estimator iŝ
whereσ 2 u is the estimate of the velocity variance. While equation (6) has been shown to have significantly lower variance for small lag times than does equation (1) normalized byR 0 , the variance at large lag times is unchanged. Tummers and Passchier (1996b) indicate, however, that combining a variable lag window (see section 4.5), whose lag width decreases with increasing frequency, with the local normalization does produce a much improved PSD.
Instead of attacking the variance problem with creative windowing schemes, van Maanen and Oldenziel (1998) recommend curve fitting the locally normalized ACF in order to remove variability in the PSD. Here the starting point is also the slotting technique with local normalization. To this end, they have developed an eight-parameter autocorrelation model which is extremely flexible and can be analytically Fourier transformed.
Another method for reducing variance in the slotting technique has been dubbed the fuzzy slotting technique by Nobach et al (1998b) . In this case, a lag product weighting scheme which is defined as
is used instead of the top-hat function in the original algorithm (equation (1)). This scheme allows lag products to contribute to two slots simultaneously and weights lag products that lie close to the slot centres more heavily, as depicted in figure 6.
Reconstruction with FFT
Reconstruction approaches create equidistant spaced time series by re-sampling according to various interpolation schemes, thereby allowing a FFT to be used in making PSD estimates. The most common scheme by far is the sampleand-hold (zeroth-order, S + H) reconstruction. This is the simplest of the polynomial class of reconstruction algorithms. Adrian and Yao (1987) were the first to call attention to the filter characteristics of reconstruction algorithms. Since then it has been well documented by van Maanen and Tulleken (1994) , among others, that the filter effect becomes significant at frequencies even belowṅ/(2π). Nobach et al (1998a) recently developed a refinement that cancels out the filter effect associated with S + H reconstruction. The approach is to derive an expression for the re-sampled ACF in terms of the true ACF. The relation is then inverted to improve the ACF estimation usinĝ
whereR is the refined ACF estimate based on the ACFR of the reconstructed and re-sampled time signal. The PSD follows from a cosine transform. In principle, a refinement can be derived for any reconstruction algorithm, but for the S + H the refinement filter becomes very simple and the algorithm is sufficiently effective that the advantages of other reconstruction schemes become negligible. If noise is present, additional filtering (see figure 5 ) can be implemented prior to calculating the autocorrelation function. The application of Kalman filtering, for instance, has been investigated by van Maanen and Tulleken (1994) and Benedict and Gould (1995) , but has not yet been applied to the benchmarking data.
Post-processing algorithms
Two additional processing steps have been used after obtaining the PSD. The first is a noise-suppression algorithm of Nobach et al (1998a) that is used in combination with the refined S + H reconstruction. The other is a parametric PSD estimation by Müller et al (1998) that is based on the PSD estimate either of the fuzzy slotting technique or of the refined S + H reconstruction. 
Benchmark tests
In 1997 many researchers were invited to participate in a benchmark test, the results of which were presented in a conference paper (Benedict et al 1998) . Some selected results are presented below.
Benchmark data sets
The test of data processing algorithms for LDA data analysis requires data sets with known statistical characteristics. Except for some trivial cases, it is seldom possible to obtain them via experiments and thus simulation routines can be particularly valuable for evaluating systematic errors (biases). However, the correct simulation of LDA data is not trivial due to many subtle physical effects relating both to the optical sampling of the flow velocity and to the particular type of signal processing. The techniques used for simulation (figure 7) are well established and tested and are based on a conveyor belt model described in detail by Fuchs et al (1992 Fuchs et al ( , 1994 . With this method, a primary time series of evenly spaced samples with an extremely high sampling rate f p is first generated. The desired spectral content and the velocity variance are obtained by applying a moving average filter of order q,
to a Gaussianly distributed random noise sequence e p and adding a mean velocity µ u . Particles are numerically seeded randomly in space and convected through the LDA measurement volume with the prescribed velocity series to yield a data set consisting of arrival times and one-component velocities (figure 8). If the velocity bias is not included in the simulation, the particle arrival times can be found directly through a summation of exponentially distributed interarrival times (the lower line in figure 8 ). If the velocity bias is included in the simulation, the spatial distance along the line convecting through the measurement volume between the arrivals of two particles distributed exponentially. It has to be integrated until the next particle arrives (the upper line in figure 8) .
In any case, the arrival times of the particles will not coincide with the sampling times of the primary velocity series. To obtain the velocity at the particle arrival times a zeroth-order interpolation of the primary series is used. This interpretation has essentially no effect on the overall simulation simply because of the extremely high sampling rate chosen. Nevertheless, a theoretical spectrum of the interpolated signal can be derived to check whether the influence on the statistics is negligible and to obtain the best possible spectral estimate. In a final step, white noise with a Gaussian distribution and a power of σ 2 n is added to the velocity values.
A generator program was used to ensure that all participants of the benchmark testing programme had the same data sets without sending the very large data files. The simulated data sets are divided into groups (of which there are three) and cases (34 in all). For each case, there are ten data sets. Each data set comprises the arrival time and the velocity value of each sample. Participants were asked to provide PSD estimates for each of the ten data sets. The PSDs for each case were used to calculate the statistical expectation and variance of the participant's spectral estimators.
Three different spectral distributions are simulated, as illustrated in figure 9 . A summary of the simulation parameters of the various spectral types is given in table 1.
(i) Band-limited random noise with Gaussian amplitude distribution and a very steep roll-off at 2 kHz. This flat spectrum makes filtering effects immediately obvious since the particle data rate was only 1 kHz. (ii) A Pao-like spectrum, which decreases exponentially (in log coordinates) with increasing frequency,
with α = 0.1 and three different settings for f d . There are six basic cases for this group with three different integral time scales T u at two different data densities N D =ṅT u . Further cases were then created by adding Gaussian noise (cases 7-12), one-dimensional velocity bias (cases 13-18) or both (cases 19-24). By maintaining a constant velocity variance but changing the integral time scale, the signal-to-noise ratio (SNR) is effectively varied. This tests an estimators ability to resolve multiple decades in the presence of noise. (iii) A spectrum with a distinct peak at 100 Hz,
and f 1 = 10 Hz and f 2 = f 3 = 100 Hz. Nine cases of different data rates and different noise levels were generated to indicate whether an estimator is able to discover a peak in the spectrum in the presence of noise.
Results
In total seven participants submitted results for the benchmark test (Benedict et al 1998) . Table 2 gives a summary of the participants and the methods used. The algorithms employed often show advantages for a single step of LDA data processing. Therefore, the various techniques cannot be compared directly. To obtain a detailed evaluation of advantages, disadvantages and limitations of the spectral estimators, a more general discussion is necessary. Generally speaking, the direct methods did not perform well for these tests due to the high variance of estimation and noise sensitivity. The Lomb-Scargle method of Rajpal (figure 10) has a significant bias, even for a data simulation without noise, without velocity-data rate correlation and at a high data rate. It looks similar to the bias found and corrected by Gaster and Roberts (1997) . It is postulated that an adequate bias correction could improve the estimation significantly.
Much better results could be obtained using the direct quadratic spectrum estimation (DQSE) method (Ihalainen IV, figure 11 ). This method at least is bias-free. However, a comparison of the estimation variance shows that the slotting techniques have a clear advantage in terms of accuracy of estimation ( figure 11(b) ). This is a common problem with the direct estimation procedures. The estimation variance does not decrease if one enlarges the data records and the only way to reduce the variance is to use blocksplitting and averaging (Gaster and Roberts 1977) . With an increase in number of data blocks the estimation variance decreases. For a given total number of data samples, this can be achieved by using shorter data blocks. A given limit for this technique is the correlation interval (integral time scale) of the flow field. The block size must be chosen large enough that the blocks are statistically independent. This requires information about the flow statistics beforehand and should be done very carefully to prevent misinterpretation. Furthermore, the direct methods seem to have generally a higher estimation variance than do the reconstruction and the slotting techniques.
One major disadvantage of all reconstruction-based spectral estimators is the dependence on the particle rate. While the estimates at least of the S + H reconstruction are reliable for high rates even for the data rate-velocity correlation (figure 12), they exhibit a significant deviation for lower rates ( figure 13(b) ). One may notice that these reconstruction techniques not only filter above a cut-off frequency but also indicate an aliasing bias. This effect is independent of the reconstruction scheme; only the filter character differs. That is why the result of the linear reconstruction often looks more turbulence-like than does that of the S+H method with its first-order low-pass character. Furthermore, the linear reconstruction in some cases seems to have a slightly lower aliasing bias than does the S + H method, but this is a result of the negative bias of the variance estimation obtained using the linear reconstruction. The second effect reduces the first only in special cases.
More reliable results can be obtained by using the refinement method of Nobach et al (1998a) . This estimator is also based on the S+H reconstruction, but an inverse particlerate filter is used to improve that pre-estimate. The results are shown in figure 13 in comparison with those for the other reconstruction-based estimators. A distinct advantage can be seen. Nevertheless, this estimator can correct the effect of the particle-rate filter only. For lower data rates the velocity-data rate correlation causes a bias. The bias itself and its dependence on the data rate are similar to the arrival time weighting (Barnet and Bentley 1974, Fuchs et al 1994) . Furthermore, noise that is included in the data causes a positive offset of the PSD estimate. Nobach et al (1998a) describe a noise-suppression algorithm that is based directly on the PSD. It must be mentioned, however, that this noise-suppression scheme is not fully convincing. Better results can be obtained by model-based extrapolation of the ACF estimate at lag time zero, i.e. the Gauss interpolation of van Maanen and Tummers (1996) , or more convenient and turbulence-like models such as those employed by van Maanen and Oldenziel (1998) and by Müller et al (1998) .
As was expected, the standard slotting technique exhibited a high variance and an inability to cope with noise or bias. Noise problems could be circumvented by using the lag products only in the first slot, excluding the selfproducts; however, this would rarely be a useful solution under real measurement conditions, when processor dead time or the probe transit time limits the minimum inter-arrival time which can be obtained. Even in this case, the modelbased extrapolation of the ACF estimate at lag time zero can improve the results, because it is applied to the refined reconstruction technique to suppress the noise.
Further improvements of the slotting techniques are the local normalization developed by van Maanen and Tummers (1996) and the fuzzy slotting technique of Nobach et al (1998b) . Both methods are able to reduce the estimator's variability. While the local normalization works most effectively for parts of the ACF with high correlation, the fuzzy slotting technique decreases the estimation's variance for all time lags. Because the methods are independent, they could conceivably be combined to give a more powerful estimator, as was introduced by van Maanen et al (1999) subsequent to the benchmark tests. Figure 14 shows the effects of these techniques on the variance of the ACF and the PSD estimation. The local normalization significantly reduces the variance for a high correlation (small time lags in the ACF), whereas the fuzzy slotting technique reduces the variance by a constant value for all time lags. The combination of these two techniques results in an almost linear superposition of the individual effects on the estimation variance of the ACF. In the spectrum the roles are exchanged. Here the fuzzy slotting technique reduces the estimation variance especially for high frequencies whereas the local normalization affects the complete spectrum. The combination of these two techniques leads to a linear superposition of the individual advantages. These results clearly refute the thesis that especially the range of small time lags in the ACF would influence the spectrum at higher frequencies. In these studies no such direct influence was found. Each particular value of the spectrum depends on every value of the ACF and vice versa. Indeed, this can be expected because they are the Fourier transform pairs.
In this comparison of estimator variance (figure 14), the refined reconstruction technique has a significantly better result than do the slotting techniques. In practice this advantage might not be so distinct since the accuracy is also very dependent on the data rate. For smaller data rates the variances become quite similar or the results of the slotting techniques may even be better than those of the refined reconstruction. General guidelines recommending which technique should be preferred for given conditions could not yet be found. In fact, because the two techniques differ widely in their fundamental algorithms, the data and sampling properties often have different effects on the results. At present both approaches can be recommended.
Both basic techniques, the slotting technique and the reconstruction-based technique, with all their improvements, yield estimates of the ACF. Normally, this is transformed to the spectrum using the FFT. Tummers and Passchier (1996a, b) additionally applied the variable windowing technique of Gaster and Roberts (1975) to the slotting technique with the local normalization, which reduced the estimation variance, especially at high frequencies using a frequency-dependent Tukey-Hanning window. The results are excellent, even though it leads to significant frequency broadening of spectral peaks, but this was deemed to be a tolerable result. Because this technique is independent of how the ACF was obtained, the variable windowing technique can be applied more generally to all other ACF estimators as well. Figure 15 shows clearly the advantage of the variable windowing technique. The estimation variance can be reduced significantly. However, the range of very high frequencies, in which the FFT exhibits noise, should still be interpreted carefully. In this range the mean spectrum exhibits a slight oscillation. This could be an indicator that the signal processor has delivered values which are not directly related to the flow velocity, similarly to the problems of the reconstruction techniques without refinement at low data rates.
An obvious result of the comparisons thus far has been the impressive performance of the parametric approaches of Müller et al (1998) and van Maanen and Tummers (1996) . Their PSD estimates are excellent even for low data rates. Both algorithms are based on parameter-free ACF estimates, independently of the preferred ACF estimation technique.
Besides the ACF and the PSD functions, often the correlation coefficients are also required. The original local normalization approach taken by van Maanen and Tummers (1996) directly derives correlation coefficients but in the presence of noise this estimator yields a bias for all time lags τ = 0. Only the application of the model-based extrapolation of the estimate at the time lag zero and rescaling of the function so that ρ(0) = 1 will yield a bias-free estimate.
One main use of correlation coefficients near τ = 0 is to estimate the Taylor microscale λ u , defined by
which graphically corresponds to the τ -axis intersection of a parabolic curve fit to the correlation function at τ = 0. Given the presence of noise and processor dead time, a direct curve fitting can lead to erroneous results. Better results can be obtained using the model-based extrapolation of the ACF at time lag zero and deriving the necessary derivative from the model. 
A recommended estimation procedure
Summarizing the results of the benchmark programme, two recommendable main algorithms for ACF and PSD estimations have been found, namely the fuzzy slotting technique in combination with the local normalization (van Maanen et al 1999) and the refined S + H reconstruction (Nobach et al 1998a) . Both techniques have remarkable capabilities even at low data rates. The fact that their results are nearly the same is quite astonishing, because the fundamental bases of the two methods are completely different. This only indicates that these techniques are sophisticated and applicable to several cases of LDA measurements in fluid dynamics. However, neither of these techniques per se leads to the best possible results and additional signal processing steps are required. Therefore, a recipe-like description of a global concept of ACF and PSD estimation from LDA data is given below. The entire processing algorithm, from the LDA data set to the ACF and PSD estimates, is shown in figure 16 . The central processing step is the ACF estimation, which can be realized by using either the slotting technique or the refined reconstruction. The slotting technique directly leads to an ACF estimate, whereas the reconstruction technique is often used with the FFT transform, yielding a spectrum which can be inverse transformed to the ACF. Since the inverse particlerate filter uses this first ACF estimate to obtain a refined estimate, an additional FFT transform to the refined spectrum is necessary. Both alternatives of the processing step called 'ACF estimation' are described in detail together with some newer developments. As indicated before, the algorithms need some further processing steps, which are introduced as well, i.e. the model-based variance estimation, which realizes the extrapolation of the ACF estimate at time lag zero to prevent systematic errors in the case of noise or processor delay times. Two additional steps which were not discussed during the benchmark test programme are included, namely the data pre-filtering and the block splitting/averaging.
The pre-filtering technique was found to be helpful in the case of a large-scale periodic signal with a high amplitude, which dominates the interesting turbulenceinduced correlation or spectrum. The pre-filtering removes the mean velocity and these large-scale fluctuations from the data. That decreases the overall variance of the data, which leads to a decrease in estimation variance and hence to a more accurate correlation or spectral estimate.
The block splitting and averaging technique originally was used to reduce the variability of the direct spectral estimators (Gaster and Roberts 1977) . However, also the reconstruction techniques require block splitting before they are processed by the FFT. Only the slotting technique does not need the block splitting for the ACF and PSD estimation of a given data set. However, in contrast to the direct transform, the slotting technique and, using some adaption, even the reconstruction technique yield the same results for the entire and the split data sets. Therefore, the block length can be chosen in a wide range and the block splitting technique can be used to generate more manageable data segments and to obtain the variability of the ACF and the PSD estimators at the same time.
All processing steps are described in detail in the following.
Pre-filtering
Sree et al (1994) used a filtering technique to reduce the variability of PSD estimation. The same technique can be used to remove a mean velocity or large-scale periodicities from LDA data sets. Nobach (1999a) investigated several filtering techniques and derived the possibility of systematic error correction. Nevertheless, the correction processing is very costly in time and the basic problem of large-scale uncertainty in the ACF was found. Therefore, the parameters of the filtering technique are chosen in such a way that the mean velocity and large-scale periodicities are removed from the data set with negligible influence on the ACF and on the PSD. The correction procedures are not necessary in that case.
The original LDA velocity samples u i are averaged to a local mean µ i ,
with a fixed number of samples M on either side and weighting factors w i to reduce the influence of the velocity bias by appropriate weighting techniques. Example weighting factors w i are the transit time weighting of Hösel and Rodi (1977) w
under the pre-supposition of high accuracy measurements of the transit time τ i and the arrival time weighting of Barnet and Bentley (1974) 
with the arrival time t i of the velocity sample u i which is independent of the particle distribution (Fuchs et al 1994) . Both of these weighting functions are found to yield unbiased results for sufficiently high data densities. The pre-filtered velocity sample u i is found from
leading to an LDA data series with the same sampling scheme as that of the original data set, but with the mean and the large-time-scale components removed.
To optimize the removal of the mean velocity and of the large-scale periodicities with a minimum of systematic errors in the ACF and the PSD, the parameter M is chosen as
corresponding to the mean data rateṅ and the chosen maximum time lag K τ of the ACF.
In the following only these filtered data are used. Therefore, the notation u i is used instead of u i even for the pre-filtered data in order to reduce the notational overhead.
Block splitting
Originally, the block splitting and averaging technique was convenient for the direct spectral estimation (Gaster and Roberts 1977) because it allowed one to reduce the variability of the estimation. Later, with the reconstruction and resampling technique, the block splitting was used to obtain data records that could be processed by the FFT. Additionally, the block length gives directly the maximum time lag of the ACF and the resolution of the PSD. Increasing the number of blocks N B for a given LDA data set reduces the variances σ 2 R and σ 2 S of the averaged ACF and PSD estimates respectively:
On the other hand, the FFT algorithm implicitly assumes that one has a periodically continuous signal, which leads to systematic errors, especially for correlation intervals (integral time scales) that are greater than the maximum time lag. The slotting technique (Mayo et al 1974) was able to define the maximum time lag and the frequency resolution independently of any block length using only a given number of slots K defining the maximum time lag. The variances of the averaged ACF and PSD estimates become
with the block duration T B and the duration T of the entire data set. This approach can be used for the reconstruction technique too. For a given (large) block duration T B the reconstruction technique leads to a re-sampled data block with N R samples corresponding to the time resolution τ . The corresponding PSD and the ACF have N R samples. Even these estimates comply with equations (22) and (23) 
The variability of the ACF estimation is independent of the maximum time lag. Only the PSD estimation depends on the maximum time lag. Reducing the maximum time lag by cutting the ACF at K τ < T B and recalculating the PSD by using the Fourier transform decreases the variability of the PSD estimation without use of any smoothing filter. By the way, this is the reason for the low estimation variance of the variable windowing technique of Tummers and Passchier (1996) , especially for high frequencies.
For a given K the variability of the ACF estimate depends only on the length of the entire data set (see equations (22) and (23)). Therefore, one can dispense with the block splitting and the entire data set can be processed together. However, an estimation of the estimation's variance (section 4.6) requires at least ten blocks. Furthermore, the splitting technique can be helpful in collecting blocks that can be processed by the FFT in connection with the reconstruction and re-sampling technique. The block length should be large relative to the correlation interval (integral time scale) and at least 2K τ to reduce edge effects. A smaller block length could be preferred for on-line measurements to obtain a general idea of the flow statistics and larger blocks could be used for final measurements to maximize the measurement accuracy.
ACF estimation
The slotting technique and the reconstruction algorithm have different advantages. While the slotting technique has the smaller variability, the blockwise processing of reconstructed and re-sampled data is faster, especially for high data densities. Furthermore, the procedure can be extended by the refinement filter (Nobach et al 1998a) very easily. Both algorithms are described in detail in the following sections.
4.3.1. Reconstruction. The widely used reconstruction method for ACF and PSD estimation consists of (i) the reconstruction of the continuous velocity signal from the LDA samples, (ii) the equidistant re-sampling, (iii) the PSD estimation using the Fourier transform and (iv) the ACF estimation using the inverse Fourier transform.
To obtain improved results the procedure was extended (figure 17) by application of (i) the limitation to a block-length-independent maximum time lag and (ii) the refinement filter.
The advantage of this technique is the small influence of the velocity bias, because the reconstruction values with large interarrival times are re-sampled more often than are values with smaller interarrival times. This principle is similar to the arrival time weighting (Barnet and Bentley 1974) used in moment estimation.
To obtain the continuous velocity signal from the LDA samples the S + H reconstruction u (t) = u i for t i t < t i+1 and i = 1, . . . , N (24) is widely used, where N is the total number of samples in a given block. The reconstruction can be done either with the entire data set or with single data blocks.
The equidistant re-sampling with time steps of τ performed by
leads to a data set that can be processed by the FFT if the number of re-sampling within one block N R is a power of the base 2. The FFT
leads to the full block PSD
and, through the inverse FFT
To reduce the variance of the final PSD estimate, only K + 2 < N R values of the ACF are used for further calculations.
In the case of the S + H reconstruction the refinement filter becomes a simple FIR filter (Nobach et al 1998a) as given by equation (9) with the filter parameter c depending only on the mean particle rateṅ. Other reconstruction techniques, such as single exponential reconstruction (Høst-Madsen 1994) , other proportional one-point reconstructions (Nobach et al 1996) and even the linear reconstruction, and their refinement filters have been investigated. The results are similar. Therefore, the S + H reconstruction is sufficient and, furthermore, the refinement filter becomes very simple only for this reconstruction scheme.
For the following processing steps with the refined ACF, R is always used.
Slot correlation.
To reduce the variability of the original slotting algorithm developed by Mayo et al (1974) , the local normalization (van Maanen and Tummers 1996) and the fuzzy slotting technique (Nobach et al 1998b) were combined to give a more powerful algorithm (van Maanen et al 1999) . Additionally, the algorithm was extended by weighting algorithms (Nobach 1999b) known from the estimation of statistical values such as the mean velocity and the variance (Fuchs et al 1994) . The advantage of this algorithm is the very low variability of the estimate and the possibility of reducing the influence of the velocity bias by using several, different, weighting techniques.
Every combination of two samples u i and u j within a block taken at the times t i and t j is processed for each time lag k τ (k = 0, . . . , K) usinĝ
with the fuzzy mask function defined by equation (8), with the weighting factors w i and the estimate of the velocity variancê
To obtain the weighting factors the same procedures as those for the local mean in the pre-filtering in section 4.1 can be used, but in the case of an arrival time weighting the forward-backward weighting (Nobach 1999b) 
should be taken, because of the correlation between the time lag and the arrival time distribution.
Model-based noise-removal/variance estimation
The valueR 0 of the ACF at time lag zero is obscured by various effects. Because of the unused self-products, the slotting technique (section 4.3.2) is independent of noise in the LDA data. However, the processor delay distorts the results. The reconstruction algorithm (section 4.3.1) is sensitive to the noise in the LDA data and the processor delay. To remove the noise and the effect of the processor delay from the ACF estimate, a model-based estimation ofR 0 can be used. Principally speaking, a convenient model like that of van Maanen and Oldenziel (1998) or Müller et al (1998) can be used. Nevertheless, the parameter optimization is difficult and costly. The use of a weighting function with strong coefficients close to the time lag zero allows simpler models to be used. van Maanen and Tummers (1996) used a Gaussian function as a model of the ACF, corresponding to the Taylor microscale estimation (with parabolic behaviour of R near τ = 0). Good results were obtained using the more flexible model
which is equivalent to the Gaussian function for c = 2 and to the exponential function for c = 1. Nevertheless, even this model is not able to describe periodic components, so that the weighting function should strongly decrease with the time lag τ , i.e. 1/τ or a similar function. The figure of merit
gives the weighted deviation of the model ACF R k relative to the estimated ACFR k . Note that the valueR 0 is not used because of the distorting effects. Minimizing the distance value d leads to an optimal parameter set [a; b; c], which is used to obtain a new ACF estimate at time lag zeroR 0 = a.
Transformation
From the ACF estimation (section 4.3) a set of K + 1 values (k = 0, . . . , K) which can be transformed to the PSD using the discrete cosine transform (equation (5)), is obtained. Alternatively, Tummers and Passchier (1996b) recommend a frequency-dependent variable windowing of the ACF for the transform to the PSD:
with the windowing coefficients d k (f ), which vary with the frequency f . Good experience was obtained using the Tukey-Hanning window with This technique reduces the estimation variance especially for higher frequencies, although a leakage effect arises because of the windowing. However, now the spectrum can be calculated at any frequency. This could reduce the number of spectral lines required in the case of a logarithmic axis scaling, which is often used to present turbulence spectra. This is important because the the FFT cannot be used for this transform and every spectral value has to be calculated independently.
Block averaging
Each block of LDA data yields an independent ACF and PSD estimate. For N B blocks the mean ACF estimate R and the mean PSD estimate S and the corresponding variancesσ 
The mean and variance estimates (equations (38)- (41)) can be calculated recursively through
for each new block n from the preceding estimates.
Conclusion
Benchmark tests for estimation of the power spectral density from LDA signals have indicated strengths and weaknesses of the estimation algorithms. The results and the possibility of combining the various methods to give more powerful estimators were discussed in detail. Significant advantages over the traditional direct, slotting and reconstruction estimators are offered by the local normalization, the fuzzy slotting technique and the refined reconstruction algorithm. In any case, the model-based extrapolation of the ACF estimate at time lag zero improves the results in the case of noise or processor delay times. Further improvements can be obtained using a variable window for the transform to the PSD or model-based, parametric estimators. As a direct result of the benchmark tests a new, more powerful estimator combining the local normalization and the fuzzy slotting technique was developed. Furthermore, the generator program is still available, so that other algorithms can be investigated in the future. The results of the benchmark tests also revealed some weaknesses of the data sets. Therefore, an additional generator with several new features such as various effects of the velocity bias, processor delay, arrival time uncertainty and periodic components was developed. This program is a powerful tool for testing the reliability and the accuracy of any spectral estimator for LDA data sets.
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