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Classification has become an important task for automatically classifying the 
documents to their respective categories. For text classification, feature selection 
techniques are normally used to identify important features and to remove irrelevant, 
and noisy features for minimizing the dimensionality of feature space. These 
techniques are expected particularly to improve efficiency, accuracy, and 
comprehensibility of the classification models in text labeling problems. Most of the 
feature selection techniques utilize document and term frequencies to rank a term. 
Existing feature selection techniques (e.g. RDC, NRDC) consider frequently 
occurring terms and ignore rarely occurring terms count in a class. However, this 
study proposes the Improved Relative Discriminative Criterion (IRDC) technique 
which considers rarely occurring terms count. It is argued that rarely occurring terms 
count are also meaningful and important as frequently occurring terms in a class. The 
proposed IRDC is compared to the most recent feature selection techniques RDC and 
NRDC. The results reveal significant improvement by the proposed IRDC technique 
for feature selection in terms of precision 27%, recall 30%, macro-average 35% and 
micro- average 30%. Additionally, this study also proposes a hybrid algorithm named: 
Ringed Seal Search-Support Vector Machine (RSS-SVM) to improve the 
generalization and learning capability of the SVM. The proposed RSS-SVM 
optimizes kernel and penalty parameter with the help of RSS algorithm. The 
proposed RSS-SVM is compared to the most recent techniques GA-SVM and CS-
SVM. The results show significant improvement by the proposed RSS-SVM for 
classification in terms of accuracy 18.8%, recall 15.68%, precision 15.62% and 
specificity 13.69%. In conclusion, the proposed IRDC has shown better performance 
as compare to existing techniques because its capability in considering rare and 
informative terms. Additionally, the proposed RSS- SVM has shown better 
performance as compare to existing techniques because it has capability to improve 














Pengkelasan merupakan suatu tugas penting untuk mengkelaskan dokumen kepada 
kategori tertentu. Untuk pengkelasan teks yang tepat, teknik pemilihan ciri biasanya 
diguna untuk mengenalpasti ciri penting dan menyingkirkan ciri yang tidak 
dikehendaki dan hingar. Teknik tersebut bertujuan meningkatkan kecekapan, 
ketepatan dan kebolehfahaman model pengkelasan dalam pelabelan teks. 
Kebanyakan teknik pemilihan ciri menggunakan kekerapan dokumen dan kekerapan 
istilah untuk menentukan kedudukan suatu istilah. Berbeza daripada kekerapan 
dokumen, kekerapan istilah menyokong nilai sebenar suatu istilah. Teknik pemilihan 
ciri sedia ada seperti Relative Discriminant Criterion (RDC) mengambil kira istilah 
kerap berlaku dan tidak mengendahkan istilah jarang berlaku dalam suatu kelas. 
Oleh yang demikian, berlaku pnurunan nilai-F apabila bilangan ciri bertambah. 
Penyelidikan ini mencadangkan teknik Improved Relative Discriminative Criterion 
(IRDC) yang mengambil kira istilah jarang berlaku kerana istilah jarang berlaku juga 
tidak kurang pentingnya berbanding kekerapan istilah berlaku dalam suatu kelas. 
IRDC dibanding kan dengan teknik RDC dan Normalized RDC (NRDC). 
Eksperimen dengan data Reuter21578, 20newsgroup dan TDT2, menunjukkan IRDC 
mencapai keputusan 27% ketepatan, 30% pemulihan, 35% purata-makro dan 30% 
purata-mikro. Tambahan pula, teknik Ringed Seal Search-Support Vector Machine 
(RSS-SVM) yang dicadang turut meningkatkan keupayaan membuat generalisasi dan 
pembelajaran dengan mengoptimumkan parameter kernel dan penalti. RSS-SVM 
dibandingkan dengan Genetic Algorihm-Support Vector Machine (GA-SVM) dan 
Cuckoo Search (CS-SVM). Eksperimen dengan set data Reuter21578, 20newsgroup 
dan TDT2, menunjukkan RSS-SVM mampu mencapai ketepatan 18.8%, pemulihan 
15.68%, ketepatan 15.62% dan kekhususan 13.69%. Kesimpulannya, teknik IRDC 
yang dicadng kan telah menunjukkan prestasi lebih baik berbanding RDC dan NRDC 












SVM menunjukkkan prestasi lebih baik berbanding GA-SVM dan
 CS-SVM apabila mampu menyeimbangkan antara penerokaan dan 
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CHAPTER 1    
 INTRODUCTION 
1.1. Research Background 
A lot of digital information is associated with the World Wide Web and Internet, which 
is in both structured and unstructured form. In the early sixties of the 20th century, 
generation of excessive data was observed. Many organizations produced a huge 
amount of digital data on daily basis and additionally, people also post multiple 
documents online. This information belongs to digital libraries, blog repositories, 
online forums, news articles, and biological databases shown in Figure 1.1. Accurate 
classification of such data is not an easy task as it requires a lot of effort. However, 
machine learning helps to automatically analyses the data by identifying the patterns 
for making classification with minimal human intervention. 
In machine learning, to extract useful information that is relevant to the 
interest from constantly increasing documents becomes a vital task. Documents can 
be in various formats such as word, phrase, term, pattern, concept, sentence, 
paragraph and text (Wang, Wang, & Wei, 2018; Wang & Zhang, 2013). This 
excessive information requires some proficient classification algorithms which can 
be used to assign documents into one or more classes (labels) (Elarnaoty & Farghaly, 
2018; Sokolova, 2018). The classification algorithms are applied on different text 
applications such as sentiment analysis (Sharif et al., 2016; Zheng, Wang, & Gao, 
2018), text clustering (Jiang et al., 2012; Sharif et al., 2017; Su et al., 2018; Uddin et 
al., 2016), spam filtering (Midigo, Mwangi, & Okeyo, 2017), website classification 
(Tyagi & Gupta, 2018; Devi, 2008), disease report finding (Conway et al., 


































Figure1.1: Data mining for feature selection and classification 
 
Text classification has become an active research area over the last decade. 
Past studies (Adeleke et al., 2018; Silva, Almeida, & Yamakami, 2017; Vijayan, 
Bindu, & Parameswaran, 2017) indicated that information retrieval plays an 
important role to improve accuracy in text classification. Textual data are highly 
dimensional that it must be pre-processed before applying classification algorithms 
(Fragoudis, Meretakis, & Likothanassis, 2005). Therefore, it takes much time to 
discover the knowledge of interest from textual data (Herawan, Yanto, & Deris, 
2009; Yang et al., 2012). The advent of high dimensional data has carried 
unprecedented challenges to machine learning researchers, making the learning task 
 
• Data exploration problem 













more complex and computationally demanding. The term high dimensionality is 
applied to a database containing a huge number of features. On text dataset, there are 
two main tasks which affect the accuracy: feature selection and classification (Karaca 
& Bayir, 2017). Feature selection algorithm means how to select informative 
features from dataset. Feature selection algorithms select relevant features which 
produce significant result (Chen et al., 2009; Venkataraman & Selvaraj, 2018). In 
classification process, feature selection is a task that minimizes the classification 
errors and improve the results (García et al., 2016). However, feature selection is 
critical to solve the problem of handling high dimensional data (Parlak & Uysal, 
2018; Pinheiro et al., 2012). 
Most text classification algorithms use vector space model and bag-of-words 
representation to model textual documents. In the vector space model, every word or 
group of words (depending on whether working with a single word or a phrase) is 
called a term, which represents one dimension of the feature space. A positive 
number, reflecting the relevancy and significance, is assigned to each term. This 
number becomes the frequency of the term in the document (Makrehchi, 2007). If 
words are selected as terms, dimensionality consists of the number of distinct words 
in vocabulary (Liu & Fu, 2012). In moderate text dataset, the number of words 
(terms) can be simply grown in tens of thousands which has irrelevant terms. 
Irrelevant and unwanted terms in text dataset produce noise that diminishes the 
performance of classification algorithms. To avoid these irrelevant and unwanted 
data, feature selection algorithms are used. The feature selection algorithms get 
useful terms that can improve the accuracy of the text classification algorithms 
(Karaca & Bayir, 2017; Li et al., 2017; Yun et al., 2017). Feature selection 
algorithms have the capability to keep discriminative features and reduced 
dimensionality (Zheng et al., 2017; Liu et al., 2018; Ludwig et al., 2017). There are 
many types of feature selection algorithms as shown in Figure 1.2. 
Feature selection methods are split up into feature subset selection and 
feature ranking. This division is based on how the features are combined for 
classification evaluation (Gnana, Appavu, & Leavline, 2016; Venkataraman & 
Selvaraj, 2018). In filter based methods, such as Information Gain (Lee & Lee, 
2006), Chi-square (Manning, Raghavan, & Schütze, 2008), and Distinguishing 
Feature Selector (DFS) (Uysal & Gunal, 2012), individual features are used which 












less computation, reduces over fitting and increases generalization (Meenakshi, 
2013). 
 
Figure1.2: Feature Selection (Khalid, Khalil, & Nasreen, 2014) 
 
A few past studies (e.g., Rehman et al., 2015; Wang et al., 2015) have been 
carried to overcome the deficiency of the prior feature selection techniques (i.e., 
Distinguishing Feature Selector (DFS). DFS use the terms which occur frequently in 
one class. Baccianella et al. (2013) described that existing feature selection did not 
consider term frequencies (term counts) to rank a term. For considering the term 
frequencies, documents were logically break down into several micro-documents 
where each micro-document consists of only one word. They found that using 
micro- document improves classification accuracy of the textual data. Rehman et al. 
(2015) proposed Relative Discriminative Criterion (RDC) that splits the document 
frequency of a term into document frequencies for each term count and rank the final 












term counts of a term in the positive and negative classes. Subsequently, Wang et al. 
(2015) modified the RDC by normalizing the financial dataset because some 
financial documents are very long and some are very small. The long documents 
caused biased results in classification. 
Feature selection techniques play an important role in enhancing the accuracy 
and reliability of the text classification algorithms (Rehman et al., 2015). In text 
classification, Li and Chen (2012) illustrated that the higher dimensionality of 
feature space impose weighty overhead to build document classifier. There are 
features that can be unwanted or irrelevant which misguide the classification result 
and even make some classification algorithms such as Support Vector Machine 
(SVM) inapplicable (Chen et al., 2009; Tang et al., 2016). In terms of accuracy, 
computational time, and stability of parameter setting, SVM is much better (Kim et 
al., 2002) as compared to other non-parametric classification techniques such as 
neural network, k-nearest neighbor (k-NN). However, carefully selected relevant 
features may lead to enhance the performance of the classification methods. 
There are two major types of classification methods (Herawan et al., 2009): 
supervised classification and unsupervised classification. In unsupervised 
classification, the system has no pre-defined classes and no external mechanism used 
while in supervised learning, class label and external mechanism (human feedback), 
are used for classification. In supervised classification, there are many classifiers 
such as naive bayes, decision tree, KNN, Neural Network and SVM that can be 
applied to text data (Biran & Cotton, 2017). Comparatively, SVM has greater 
implementation requirements to fulfill the theory, but it has been used to produce 
better results in many fields (Li & Kong, 2014). SVM is a large margin classifier that 
found a decision boundary between classes. In other words, it is a discriminative 
classifier defined by a separating hyperplane (Khan et al., 2010). 
A major challenge to SVM adoption for studying real-world problems is the 
selection of parameter. There are many parameters of SVM that can be tuned to 
improve the performance of classification (Song et al., 2011). The generalization 
ability of SVM is dependent on selecting and optimizing of parameters which are 
challenging tasks to improve the classification accuracy. A different number of 
parameters are required to be optimized contingent on the usage of linear or non-
linear SVM. In the case of linear SVM, only one parameter needs to be optimized 












in case of non-linear SVM, both γ and C parameter need to be optimized for better 
accuracy achievement (Sun et al., 2018). These parameters are tuned with 
metaheuristic search technique. 
Metaheuristic techniques perform a significant role in various optimization 
problems. Metaheuristic techniques copy natural phenomena that evolved over 
millions of years (Kuo et al., 2018). The major advantage of metaheuristic technique 
is that it maintains good performance with dynamic changes. The metaheuristic 
techniques have been used in many fields to solve global optimization problems 
(Peng et al., 2014). There are many metaheuristic techniques of optimization such as 
Genetic Algorithm (GA), Particle Swarm Optimization (PSO) algorithm, Cuckoo 
Search (CS) and Ringed Seal Search Algorithm (RSS). They are global optimization 
algorithms used to find the best hyper-plane to classify documents accurately. GA 
algorithm uses operators inspired by genetic variation and natural selection (İlhan & 
Tezel, 2013). Whereas PSO was inspired by the fish and bird swarm intelligence 
(Aghdam & Heidari, 2015). It is subsidized with a flexible and well-proportioned 
mechanism to improve global exploration capability (Abido, 2002). On the other 
hand, CS was inspired by the brood intelligent behavior of some cuckoo species and 
based on levy flight. The CS strategy consists of laying eggs in other cuckoos‟ nests 
(Kanagarajan & Arumugam, 2018) while RSS is inspired by the natural behavior of 
the seal pup for choosing the best lair to escape predators. In contrary to GA, PSO, 
and CS, RSS is faster in finding the global optima over its homologs and in keeping 
balance between exploitation and exploration (Saadi et al., 2016). These 
optimization algorithms have the capability to optimize the parameter of SVM (Phan 
et al., 2017; Sayed et al., 2018), resulting in increased classification accuracy 
compare to conventional SVM (Manurung et al., 2017). 
Based on the above discussion, it is cleared that the feature selection 
technique and optimizing the parameter of SVM play critical role in accurate text 
classification. Multiple SVMs with different parameters have to be computed in 
order to find SVM that produces better classification performance in text 
classification. Text classification is an important field for researchers to optimize the 
parameters of SVM with search algorithms for improving classification accuracy 
(Chen et al., 2013; İlhan & Tezel, 2013). However, this study focuses on improving 
the existing feature ranking algorithm (i.e. RDC) and optimizing the parameters of 












1.2. Research Motivation 
A great amount of textual data in digital form is generated every day due to the 
development of computers/Internet and WWW. Textual data is highly dimensional 
data, it has irrelevant and unwanted features which are difficult to manage and 
maintain. There is a need for feature selection techniques to remove these irrelevant 
features. Feature ranking is important in the feature selection phase because it can 
increase the accuracy of the classifier. Most existing techniques focus on frequently 
occurring features in feature ranking techniques but rare and informative features 
are ignored. Due to feature ranking, machine learning algorithms become more 
scalable, reliable and accurate. On the other hand, in text classification, the 
parameter setting is also important for SVM classifier to improve accuracy. 
Metaheuristic techniques are used to optimize the SVM parameters. These 
optimization algorithms provide faster and cost-effective results to classify the data 
accurately (Gaspar, Carbonell, & Oliveira, 2012). 
1.3. Research Questions 
The research questions of this study are as follows: 
 
i.     How Relative Discriminative Criterion feature ranking technique can be 
improved for feature selection purpose? 
ii. How the parameter of SVM can be tuned for text classification problems? 
iii. How to evaluate the performance of the proposed IRDC and RSS-SVM in 
text classification problems? 
1.4. Research Problem 
Existing literature explored two key issues that affect the overall efficacy of 
classification; first is the lack of consideration of rare and informative terms in 
feature selection whereas the second issue is the effective searching and selection in 
parameter setting. It is observed that existing systems did not consider term 
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