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ABSTRACT 
The overarching aim of this research is to evaluate the network performance of the latest 
approved IEEE WLAN standard “802.11ac” under various security protocols in 
Windows environment using TCP and UDP traffic for both IP versions (IPv4 & IPv6). 
The research was launched in a real test-bed setup, with a Client/Server network 
structure. The research involved an experiment that consisted of two PCs with Windows 
10, Windows Server 2012 operating systems and one AP (Access Point). The 
performance was evaluated through the application of four different test cases. In the first 
test scenario, the standard network was configured with no security protocol enabled, 
which is known as open system. The other three test cases consisted of standard networks 
with security protocols enabled in each stage as WEP, WPA, and WPA2 respectively. 
The metrics that were used to measure network performance included throughput, round 
trip time (RTT), and CPU utilization.  
The results from the testing showed that the data throughput values in the open system 
were higher comparable to secured systems. However, the results demonstrated that the 
performance of throughput degraded while security protocols were enabled. Similarly, 
RTT values were also increased after enabling the security protocols. However, the WPA 
protocol showed different behaviour towards RTT with best performance and less round 
trip time. In the case of CPU utilization, the experimental results showed that IPv6 out-
performed IPv4 for CPU utilization with throughput and RTT.  
The research results showed that among the three security protocols tested; WEP, WPA, 
and WPA2, the WPA protocol has the best results for network performance except for 
data throughput. In the case of IP protocols, IPv6 has better performance compared to 
IPv4 in 802.11ac, whereas UDP and TCP protocol does not have significant influences 
over network performance for 802.11ac. Based on these results, it is concluded that the 
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WPA with the UDP protocol under IPv6 is the best possible configuration to have the 
best performance of 802.11ac under security protocols enabled. 
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1 INTRODUCTION 
Wireless communications are significantly gaining ground in the real life environment 
because of their versatility and mobility in nature. Wireless communication is based 
on electromagnetic waves having several spectral frequencies that have enabled 
contactless communication; Wi-Fi is an example of such type of communications. The 
usage of Wi-Fi has shown exceptional growth as compared to traditional wired networks. 
According to [69], the number of Wi-Fi enabled equipment shipments is expected to 
reach nearly 5 billion units worldwide by 2017. Most of individuals, organizations, 
enterprises, and universities are using Wi-Fi networks for better network administration. 
Currently, nearly 50% of NZ people prioritized Wi-Fi as an indispensible part in 
everyday life [70]. Wireless communications have become one of necessities nowadays.  
The Wi-Fi systems operate on the 2.4GHz and 5GHz frequency bands. Despite being 
shorter in range and having high absorption, the 5 GHz band has much less interferences 
compared to 2.4 GHz. It permits the transfer rate 11 (802.11b), 54 (802.11 a, g), and 600 
Mbps (802.11n). Wi-Fi has both Ad-hoc and infrastructure modes. An access point (AP) 
is used to maintain communication between wireless devices and Wired LAN via 
switches or routers, thus, a Wireless LAN is created using an AP. Likewise, the wireless 
personal area network (WPAN) allows us to communicate with personal devices. This 
uses indoor and outdoor point–to-point and point-to-multi-point setups. Directional and 
Multidirectional antennas are used to establish communication. The IEEE 802.11a, 
802.11b, 802.11g, 802.11n, and 802.11ac [18, 19] are specifications for Wireless Local 
Area Networks (WLAN).  
Security is an important criterion in WLAN communications networks. To secure a 
wireless network from personal level to the enterprise level, it is essential to have a 
secure communication. Confidentiality and integrity of information must be maintained. 
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In wireless networks, as we know, data gets transmitted through the air using 
electromagnetic signals, which can be very easily intercepted.  Initially, wired equivalent 
privacy (WEP) was used as an encryption protocol. WEP is based on cyclic redundancy 
check 32 (CRC32) checksum. This encryption protocol does not provide adequate 
protection. Despite of its known weaknesses, many systems still support WEP and it is 
widely used in Wi-Fi networks.  WEP uses the shared key for data encryption and 
decryption of radio signals. This key is being shared among the communicating devices. 
To overcome the security drawbacks of WEP, another security protocol known as Wi-Fi 
Protected access (WPA) and Wi-Fi protected access II (WPA2) were developed. WPA 
implements most of the IEEE 802.11i standard. WPA uses message integrity check 
(MIC) instead of CRC used by WEP.  WPA implemented only subset of IEEE 802.11i. 
The encryption of WPA2 is using Advanced Encryption Standard (AES).  The 
authentication mode of WAP2 works in personal and enterprise mode. Both TKIP and 
AES cipher types are usable and use a group key update time interval. 
There is some research conducted on wireless communication; see Chapter 3, wave 
propagation [20, 21], WLAN’s implementation [22], performance analysis of the 
effective transfer rate for 802.11b point-to-point links [23], performance of 802.11b in 
crowded indoor environments [24], and new advancement and analysis of latest IEEE 
standards and their performance [29]. Most of the research work emphasizes the need to 
implement security constraints on wireless networks. For that, there has not been much 
research conducted on the effects of security protocols on the performance of wireless 
networks.  Performance has been a fundamental criterion to provide reliable and efficient 
communication. Thus, the research aims to analyze the performance of these security 
protocols over wireless standard IEEE 802.11ac through throughput, RTT, and CPU 
utilization. 
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1.1 Research Scope  
In 2008, 802.11ac group launched the project to standardise Wi-Fi communication 
protocol and in the late of 2013 the IEEE announced that 802.11ac standard was 
standardised and finalised. IEEE 802.11ac introduces so-called a Very-High-Throughput 
(VHT) that can produce 1 Giga-bit-per-second. However, based on a literature review, it 
can be concluded that there is not enough research available that can validate the 
throughput of 802.11ac in a real environment. This research will focus on overall 
802.11ac WLAN performance on Windows 10 and analyse the impact of enabling and 
disabling the WLAN security protocols in a real environment. 
1.2 Research Challenges 
The research has depended upon a test-bed experiment in order to reflect a real 
environment. However, there are several issues that may affect the measurement during 
experiments. For instance, the traffic size or the payload should be standardised. To 
overcome this challenge, the research needed to use a traffic generator in order to create a 
sized data stream that can be used consistently through all experiments. Another 
challenge was the obstacles that can affect the throughput. For example, signal 
interference can influence the performance of WLANs. The IEEE 802.11ac operates on 
5GHz band as well as the 802.11n. So, it is vital that tuning the 802.11n on 2.4 GHz –if 
any- in the test-bed environment to get the best results of 802.11ac performance. The 
various values of repeating the experiment will lead to different results, therefore, 
calculating average and standard deviation measures of experimental results can provide 
a better understanding of results. 
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1.3 Research Objective 
The key objective of the research is to find out the impact of enabling security protocols 
on the WLAN performance in a real test bed environment. The research has measured the 
802.11ac WLAN performance with WLAN security protocols enabled and disabled. 
Moreover, this research has used the IPv4 as well as IPv6, with TCP/UDP packet types. 
The collected data has been analysed in order to answer the research questions in chapter 
four. 
1.4 Research Contribution 
An extensive research has taken place to evaluate the performance of WLAN 802.1x [1-
15] and [31-62]. The majority of research used simulated experiments and very few have 
used test-bed experiments. Previous studies have used several criterions such as operating 
systems, WLAN 802.11 standard, packet types and sizes. However, few studies have 
evaluated the impact of security protocols on the latest IEEE 802.11ac standard, 
especially after the IEEE approved the standard. In other words, the research that is 
available had studied the draft 802.11ac, not the approved standard. Moreover, most of 
the previous studies were on the older IEEE standards as well as older versions of 
Windows operating system. So, it is vital to fill the knowledge gap by evaluating the 
WLAN security protocols over the 802.11ac on Windows 10 and Windows Server 2012 
R2. 
 
This research makes the following contributions to knowledge: 
▪ It provides an evaluation of the WLAN security protocols performance over 
802.11ac standard in Windows environment. 
▪ It analyses 802.11ac WLAN performance when enabling and disabling security 
protocols on Windows 10. 
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▪ It offers information for future researchers on the IEEE 802.11ac performance in 
Windows environment. 
▪ It helps users to make decisions concerning overall WLAN performance in the 
context of IEEE 802.11 standards technology, network infrastructure, operating 
system used, IP version, packet type, and security protocol enabling.  
1.5 Thesis Structure 
The research is organized as follows: 
● Chapter 1 contains an introduction that mentioned briefly wireless communication 
growth and importance, IEEE 802.11 standards, and WLAN security protocols. It, 
also, highlighted research scope, challenges, objective, and contributions. 
● Chapter 2 includes background about IEEE 802.11 standards and an overview of 
11ac WLAN features and capabilities. It also, highlights the WLAN performance 
metrics and WLANs encryption protocols. 
● Chapter 3 browses the literature review and previous studies about IEEE 802.11 
standards performance. 
● Chapter 4 covers research questions, hypotheses, methodology, and method. 
● Chapter 5 provides details on the evaluation environment design & setup, 
hardware, software, tools, and data collection. 
● Chapter 6 covers all experimental scenarios results. 
● Chapter 7 discusses the research outcome in details. 
● Chapter 8 covers the research recommendation, conclusion, and future work. 
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2 BACKGROUND 
Wireless Local Area Networks (WLANs) is one of the very common networks that are 
used on large-scale nowadays. The popularity of WLANs is referred to the benefits and 
mobility that wireless provided. WLAN is a form of wireless communication that uses a 
series of IEEE 802.11 standards. IEEE 802.11 family involves 802.11a, b, g, n, and ac. 
WLAN uses some security protocols that assist in protecting the transmitted data over the 
medium. Security protocols consume generally a considerable part of the data rate. 
WPA2 is considered as the strongest security protocols for WLANs. There were previous 
security protocols such as Wired Equivalent Privacy (WEP) and Wi-Fi Protected Access 
(WPA).  
2.1 IEEE 802.11 WLAN Standards 
There are many network protocols that are used for WLANs implementation. In 1997, 
IEEE released the first protocol that operated on 2.4GHz ISM band, and used for medium 
access method CSMA/CA. The coverage area was 20 meters for the indoor and 
approximate 100 meters for the outdoor usage. The data rate was only 1 to 2 Mbps.  
Two years later, IEEE released 802.11b that provided higher data rate (11Mbps). It also, 
covered larger area. It covered nearly 38 meters for the indoor and about 140 meters 
outdoor. The channel bandwidth was 20 MHz and the method of modulation was only 
DSSS. In 2003, IEEE published 802.11g. The throughput was much higher than 802.11b 
throughput. It involved Orthogonal Frequency Division Multiplexing (OFDM) as a 
modulation scheme. In 2009, the IEEE published officially IEEE 802.11n. The 802.11n 
standard introduced Multiple Input and Multiple Output MIMO as well as 40 MHz 
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channel bandwidth. It operated on 2.4 GHz band as well as 5 GHz. It has been able to 
provide 600 Mbps data rate theoretically by using the spatial stream.  
 
Figure 2.1: Features comparsion of IEEE 802.11ac [30] 
In late 2013, the IEEE released 802.11ac. The 802.11ac introduces several advanced 
features that led to VHT as a solution for WLANs. To illustrate, 802.11ac includes Multi-
User MIMO (MU-MIMO) that can handle several users at the same time. Additionally, 
IEEE 802.11ac has the capability of beamforming, meaning directing the signals towards 
a particular device. Furthermore, it operates only on 5GHz channel band and provides 
wider channel bandwidth 40, 80, and 160 MHz. The 802.11ac coding and modulation 
uses 256-Quadrature Amplitude Modulation (256-QAM). Figure 2.1 summarizes the 
respective features of these available IEEE standards.  
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2.2 Overview of 802.11ac 
IEEE is an abbreviation of Institute of Electrical and Electronics Engineers that can be 
pronounced as “Eye-triple-E” [16]. IEEE 802.11 is a group of standards that are designed 
generally for computer networks. Some of those family members are designed 
specifically for wireless local area networks or WLANs. According to [17], the IEEE 
802.11 standard is defined as: 
“IEEE 802.11 refers to the set of standards that define communication for wireless LANs 
(wireless local area networks, or WLANs). The technology behind 802.11 is branded to 
consumers as Wi-Fi”. 
Table 1: Standard Values of 802.11ac 
IEEE 802.11 has evolved through many generations, the first generation standards were 
appeared in 1997. From 1999 to 2001, IEEE released the second generation of 802.11 
standards (802.11b). The third generation, 802.11g/a, peaked during the period of 2002-
2008 and the fourth generation, (802.11n), from 2009-2011. Nowadays, IEEE 802.11ac is 
the latest approved WLAN standard. 
Parameters Features/Values 
Operating frequency 5 GHz 
Channel bandwidth 20,40,80 MHz 
160 and 80+80 MHz (Optional) 
Maximum simultaneous 
streams 
4/8 
Maximum receiving nodes 4 
Aggregation techniques A-MPDU and A-MPDU of A-MSDU 
Modulation Schemes BPSK,QPSK,16-QAM,64-QAM 
256-QAM (Optional) 
Forward error correction Binary Convolution Coding 
Low Density Parity Check (Optional) 
Antenna technology MIMO, MU-MIMO 
Transmission technique OFDM (Orthogonal Frequency Division Multiplexing) 
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IEEE 802.11ac standard project was started in 2008 and approved in the late 2013. IEEE 
802.11ac has emerged with new technologies that assisted in breaking the WLAN 1 
Gigabit barrier. It provides nearly 1.3 Gbps data rate that attracts users as well as 
organizations. This performance improvement in 802.11ac compared to 802.11n, has 
been resulted due to number of technological advancements such as; introducing physical 
layer, media access control layer, better modulation techniques, MU-MIMO (Multi-User 
Multiple Input Multiple Output), and channelization.  Summary of IEEE 802.11ac 
standards is depicted in Table 1. 
2.2.1 Characteristics of IEEE 802.11ac 
IEEE 802.11ac is different from other 802.11 standards. It involves several features and 
techniques that made 802.11ac unique and attractive. The major characteristics of 
80211ac are discussed in following subsections. 
2.2.1.1 Wider Channel Bandwidth 
Compared to other standards, IEEE 802.11ac operates in 5-Ghz operating frequency band 
that avoid the problem of interferences from devices and home appliances, which often 
operates in 2.4 GHz frequency band. However, more non-overlapping channels are 
available at 5 GHz that can be combined together to obtain wider channel bandwidths.  
Basically IEEE 802.11ac provides 160 and 80 + 80 MHz optional channels in 
specification. Figure 2.2 represents the channelization for IEEE802.11ac.     
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Figure 2.2: 5 GHz Band Channelization [25] 
 
2.2.1.2 Higher Modulation and Coding Techniques 
IEEE 802.11n uses 64-QAM (Quadrature Amplitude Modulation) with 5/6 coding rate 
Modulation and Coding Schemes (MCS), which has been extended to 256-Quadrature 
Amplitude Modulation in 802.11ac standard [65]. Using 256-QAM each symbol can 
carry 8-bits, which increases the number of bits transmitted per Hz. However, to avoid 
low bit error probability at receiving end a higher SNR is needed at receiving end [26].   
Low-density parity check can be useful to achieve higher SNR in 256-QAM. 
Figure 2.3: 16-, 64-, and 256-QAM Constellation from [65] 
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2.2.1.3 MU-MIMO 
MU-MIMO stands for “Multi-User Multiple Input Multiple Output” [24]. It allows the 
transceiver to handle different streams from or to various transceivers simultaneously. 
This technique allows high utilization of spare transceivers. It contributes directly to 
beamforming technology establishment. In comparison to IEEE 802.11n, 802.11ac 
introduces (1300 Mbps) maximum data rates, which is nearly three times more than 
802.11n data rate. In addition, 802.11n has only SU-MIMO but not MU-MIMO. 
 
Figure 2.4: SU and MU-MIMO Comparison from [27] 
2.2.1.4 Beamforming 
The intelligent powerful beamforming antenna array comes with 802.11ac technology 
[27]. Most base station antennas emit an equal and constant Wi-Fi signal in all directions. 
However, the beamforming antenna array is smarter; it defines where an 802.11ac device 
is on the WLAN. Then, 802.11ac AP steers its signal to that device. That results in 
stronger, clearer, and faster WiFi signals. 
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Figure 2.5: Beamforming illustration in 802.11ac from [28] 
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2.3 WLANs Encryption Protocols 
In the wireless communication, signal travels over the air and must be protected using an 
encryption technology. The main encryption protocols for IEEE802.11 standard are 
WEP, WPA, and WPA2. WEP stands for wired equivalent privacy to protect the 802.11 
wireless LAN signal over the air transmission. The WEP uses RC4 for the stream cipher. 
The key is static and its length is different as the various version of WEP. The original 
WEP uses 64-bit key “WEP 64-bit”. WEP 128- bit has higher level of security than the 
original WEP owing to the fact that the authentication key has been doubled from (64-bit 
to 128-bit). Some vendor, in addition, has produced the (256-bit) WEP key. Figure 2.6 
represents the WEP encryption algorithm. 
There are three key weaknesses of WEP:  
o Optionality of using WEP. 
o WEP has no key management control. 
o The key can be easily hacked and recovered.  
 
Figure 2.6: WEP Algorithm 
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WPA stands for Wi-Fi Protect Access that is a new encryption protocol for IEEE802.11. 
Unlike WEP, WPA provides dynamic key protection. It implements the draft 802.11i 
standard for WLAN security protection. Figure 2.7 represents the WPA encryption. 
Figure 2.7: WPA Algorithm 
Later on, the final version of 802.11i has been approved and certified by Wi-Fi Alliance 
as WPA2. WPA and WPA2 have so-called Pre-Shared Key (PSK) mode that is similar to 
WEP. Further, they also have an Enterprise mode for enterprise level network that 
enables centralized authentication devices such as Remote Authentication Dial In User 
Service Server (RADIUS Server). 
2.4 WLAN Performance Metric 
Performance in WLANs can be measured through the following common metrics: 
▪ Throughput: The average data rate can be measured in bit per second (bps). 
▪ Delay: The transmission time that packet takes from one node to another; it is 
measured in milliseconds (ms). 
▪ CPU Utilization: The usage amount of processing resources in order to handle 
amount of tasks; it is measured in percentage (%). 
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3 LITERATURE REVIEW 
In this chapter, researches are classified according to the IEEE 802.11 standards. The 
literature review focuses only on the studies related to the IEEE 802.11 WLANs 
performances. 
3.1 IEEE 802.11b 
In [32], Cranley and Davis analysed the streaming video performance over 802.11b 
WLAN. They pointed out that apart from state of a network, various encoding parameters 
can influence the performance of streaming video. The authors suggested that MAC layer 
is responsible for this limitation and the quality of service (QoS) in later IEEE 802.11 
standards would assist in enhancing the WLAN performance.  
In 2006, study conducted on [33] focused on the technology of saving energy in IEEE 
802.11 wireless local area networks. Researchers developed a technique, namely, Energy-
efficient Distributed Access (EDA) based on Distributed Coordination Function (DCF). 
In this study, researchers used a simulated environment for testing the performance by 
using NS2 simulator. Results indicated 80% improvement in energy saving while 
enabling EDA in comparison to (enabled) DCF. Researchers pointed out that the 
developed EDA improved energy saving without notably affecting WLAN performance.  
In the same year, Narbutt and Davis [34] published study demonstrating the correlation 
between the utilization of resource in the WLAN and the VoIP calls quality that were 
transmitted over wireless medium. Their test-bed was an IEEE 802.11b WLAN with a 
single AP and sixteen clients. Results showed that the performance of ongoing calls was 
influenced by network load. In other word, heavy network load resulted in poor voice 
quality. Researchers suggested that real-time apps are in need for suitable QoS. 
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In 2007, a study in [58] focused on the highest throughput that multi-hop network could 
reach. Researchers conducted their experiments in both environments; simulation and 
test-bed by choosing the wireless protocol IEEE 802.11b. The platform they have used 
for the simulation environment was NS-2. Researchers suggested that greedy sources 
must be controlled; otherwise, unstable throughput and high packet loss rate would occur. 
Researchers, moreover, pointed out that the single-flow performance was affected by the 
hidden-node. 
Also, in 2007, [59] focused on the impact of buffering on WLAN IEEE 802.11b. The 
research has been done on a simulated network that ran on NS. Researchers suggested a 
prediction model that can predict WLAN throughput and delay within various buffering 
sizes. Results showed that buffering was helpful in increasing the WLAN performance in 
case of shared bandwidth between several devices. On the other side, it led to severe 
increase in delay. Researchers suggested that QoS should be necessarily enabled for later 
protocols of IEEE 802.11.  
Paper [35] studied the mechanisms of QoS in IEEE 802.11 WLANs. Researchers 
suggested and analysed connection admission control algorithm and mechanisms of 
service differentiation in order to improve the quality of service QoS in the MAC layer. 
The suggested algorithm CAC was targeting the leaky-bucket constrained streams, 
whereas, the service differentiation mechanism was indicated to DM-SCFQ. The selected 
platform simulation was OPNET in order to test the proposed algorithm’s performance, 
as well as comparing the performance results with WFQ that is a well-known scheduling 
algorithm. Results showed an acceptable performance of the suggested CAC and much 
improved performance than benchmarked WFQ algorithm.  
In 2011, [37] analysed the performance issues of VoIP in IEEE 802.11b mesh wireless 
network and their possible solutions. Researchers noted that issues that VoIP faced over 
WLAN such as packet loss in case of interference, low capacity, MAC protocol, and low 
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performance while coexisting traffic, didn’t meet the VoIP QoS requirement. Researchers 
proposed and tested several solutions on the WLAN. The results showed that using 
multiple interfaces, such as path diversity, aggregation, rate control, and call admission 
were sufficient to address the problems. In the case of indoor, the simulator could be a 
suitable solution in order to validate algorithms of routing with no consideration for other 
parameters of low layer. 
In [41], multi-player game performance over IEEE 802.11 WLAN has been studied. 
Researchers theoretically predicted the network performance. IEEE 802.11b and 802.11e 
were the WLAN standards and Quake 4 was the real-time multi-player game. 
Researchers predicted that IEEE 802.11b capacity is capable of involving ten players, 
whereas, IEEE 802.11e can support approximately 15 players if there is a proper setting 
of QoS. Results indicated that WLAN performance dropped swiftly if the number of 
players is increased from the WLAN’s capacity.  
In 2011, study in [45] was published that focused on the performance of various VoIP 
codes in WLAN. Researchers performed their experiment in several WLANs 
environments including mesh network. Standards they have used were IEEE 802.11a and 
IEEE 802.11b. In addition, researchers used D-ITG for generating background traffic. 
Results showed packet loss and higher jitter led to enormous distortions that finally 
resulted in very low voice quality. 
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3.2 IEEE 802.11g 
Researchers in [36] compared IEEE 802.11 (a) and (g) protocols in 2003. Study showed 
that IEEE 802.11g and IEEE 802.11a have similar coverage area in case of deploying 
network in non-wide environments. IEEE 802.11a, in small environment, performed 
better than IEEE 802.11g in terms of data throughput. The performance of IEEE 802.11a 
WLAN, however, dropped in environments that have partitions within. Study reported 
that the difference in performance was owing to the fact that IEEE’s two protocols 
operate on different frequencies.    
Paper [60] studied and analysed the video performance over wireless network using IEEE 
802.11g. The performance metrics were delay, jitter, packet loss, and Peak Signal-to-
Noise Ratio (PSNR). The paper considered various obstacles, distances as well as 
running traffic and motion. The reported results concluded that the increase of distance 
and obstacles slightly decrease the WLAN performance. The crowded background 
resulted in vast increase in delay. Finally, authors suggested that serious packet loss, 
jitter, and PSNR could be due to fast motion. 
Papers [54] and [61] analysed the performance of IEEE 802.11g WLAN standard. The 
papers considered the encryption protocols, WEP-64, WEP-128, and WPA, and analysed 
the WLAN performance on different Windows operating systems namely Windows 
Server 2003, Windows XP, and Windows Vista. The analysis pointed out that encryption 
method impact on the WLAN performance. Results showed that WPA scored the lowest 
impact on WLAN performance with regards to TCP throughput. Whereas, WEP-64 
dropped the performance by nearly 6% and WEP-128 decreased the performance 
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between 9% and 16%. In [54], Windows Vista did not provide any better performance 
with regards to bandwidth and RTT. 
Two years later, [62] studied the results collected from real IEEE 802.11g indoor and 
outdoor test-bed environment and three different network simulators. The results were 
compared in order to provide a comparative study between experimental and simulated 
results. Study advised that the selection of physical layer characteristics was very crucial 
for simulators. Also, the proper configurations led the simulated results closed to the 
experimental outputs, in some cases. 
In 2011, Kofler, Kuschnig, and Hellwagner in [44] focused on the high definition HD 
video streaming over IEEE 802.11g WLANs. They specified their study on in-network 
and H.264/SVC coded video. They noted that their approach was capable to customize 
the video bit rate accordingly with link throughput on router platforms. Also, the result 
showed that approach assisted in reducing or preventing packet loss in WLANs. 
In [47], study focusing on IEEE 802.11 performance and the influence of interference on 
2.4GHz ISM band was conducted using WLANs 802.11b/g and 802.11n. Results 
indicated that interference could be tolerated in IEEE 802.11n. However, significant 
reduction of throughput could occur if interference with sufficient power was performed. 
The study noted that IEEE 802.11n WLAN outperforms earlier technologies. 
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3.3 IEEE 802.11n  
In 2009, [2] published study that focused on the impact of IEEE 802.11n encryption 
methods on WLAN performance that runs on Windows Server 2008 and Windows Vista 
operating systems. The study examined WEP-64, WEP-128, WPA, and WPA2 on a test-
bed environment containing one wireless access point (AP) and three physical computers 
having wireless network adapters attached. The study stated that the operating systems 
perform differently. In the case of WPA2, Windows Vista outperforms the Windows 
Server 2008. In [3], researchers involved other operating systems, Windows XP and 
Ubuntu. The study pointed out that the performance of WPA2 is suitable for IEEE 
802.11n WLAN. 
In paper [8], the impact of the security method WPA2 on IEEE 802.11n WLAN 
performance was analysed. The test-bed was server to client architecture. Windows 
Server 2008 was the server and Windows XP and Windows Vista were the clients. The 
study used both wireless and wired connections. Researchers measured the throughput 
via TCP in both IPv4 and IPv6. The final results showed that the performance on IPv4 
was better than IPv6. Furthermore, the study demonstrated that using of WPA2 decreased 
the throughput. 
In [31], the study focused on the UDP throughput on IEEE 802.11n WLAN. The study 
compared IPv4 and IPv6 performance while the WPA2 is enabled. The server was 
Windows Server 2008 and clients were Windows XP and Windows Vista. Researchers 
used various packet sizes and measured the UDP. The study concluded that different 
packet sizes resulted in different UDP throughput between 20 Mbps to nearly 180 Mbps. 
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This research concluded that pack size has a positive correlation with the UDP 
throughput. 
Study in [4] analysed the influence of WPA2 on the UDP performance in IEEE 802.11n 
WLAN. The test-bed was client-server network setup. The server was Windows Server 
2008, whereas the Windows 7 was the client. Researchers concluded that throughput was 
affected when the WPA2 is enabled. The experiment pointed out that the UDP 
throughput recorded the highest score in the case of open system. The experiments also 
reported 175 Mbps as the highest bandwidth. 
In [11], study carried out to measure the enabled WPA2 on bandwidth and round trip 
time (RTT) over IEEE 802.11n WLAN. The test-bed network set up was peer-to-peer. 
Researchers used Windows 7 and Fedora 12 operating systems linked wirelessly. 
Researchers evaluated the WLAN performance for IPv4 and IPv6. The throughput over 
the IPv4 was better than IPv6. In comparison to open system, researchers found that in 
Windows systems, TCP throughput decreased nearly 3 Mbps and the RTT increased by 
0.2 ms while the WPA2 was enabled. Regarding the bandwidth in the study, 48 Mbps 
was the maximum achieved bandwidth. 
Paper [5] focused on IPv6 evaluation in IEEE 802.11n WLAN. The study, in addition, 
measured the throughput, RTT and CPU utilization. The operating systems used in these 
experiments were, Windows 7, Windows XP, and Fedora 12. The WPA2 encryption was 
used during the experiment. The results, in the case of IPv4, showed that higher WLAN 
throughput and lower RTT, as well as, required much more CPU usage. Windows XP 
gained the better TCP bandwidth in regard to both IP protocols. The overall results 
implied that Fedora 12 outperforms Windows XP while using IPv6. The researcher 
rationalised such behavior (slowness of IPv6 performance) due to large overhead in IPv6 
packets. 
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In [9], study focused on IEEE 802.11n WLAN performance using WPA2 and open 
system. Research was conducted on Windows XP and Windows 7 as peer –to-peer 
network setup. Researchers measured the impact of IPv4 and IPv6 as well as the security 
bandwidth trade-off. The throughput results showed that Windows 7 outperformed 
Windows XP in both WPA2 enabled and open systems. In terms of bandwidth, IPv6 
resulted lower bandwidth than IPv4. The bandwidth security trade-off was there when the 
WPA2 was enabled on both operating systems. Overall, enabling WPA2 resulted in 
nearly 4.4 Mbps less TCP throughput than open system in both IPv4 and IPv6 on 
Windows XP, whereas, in Windows7 just up to 2.8 Mbps.  
In [56], IPv6 and IPv4 TCP throughput over IEEE 802.11n wireless client-server LAN 
has been evaluated. The test-bed environment involved Windows Vista, Windows XP, 
and Windows Server 2008. Open system and WPA2 security protocol were considered in 
the research. In addition, various packet sizes were used in the evaluation. Overall result 
showed that IPv4 TCP throughput scored the highest performance, which was 120 Mbps 
on Windows Vista & on open system, and 110 Mbps with WPA2 enabled.  
In [42], researchers studied IEEE 802.11 WLAN outdoor-deployed and evaluated the 
impact of the propagation delay on IEEE 802.11 WLANs. Researched setup long-
distance WiFi network and used simulation tool to measure the performance. Simulated 
experimental results indicated that the delay of propagation didn’t affect the WLAN 
performance when the propagation delay was shorter than slot time. Serious degradation 
of performance, however, resulted in case of slot time increase. 
In [48], researchers analysed how on-line game performance can be improved on IEEE 
802.11n WLANs by using NS2 simulator. Results indicated TXOP could assist in 
addressing the issue of network fairness in real-time on-line games over wireless LANs. 
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In [47], Fiehe, Riihjarvi, and Mahonen analysed the performance and the interference of 
the 2.4 GHz channel band on IEEE802.11n. Results indicated that 802.11n outperform 
other IEEE 802.11 members. However, they stated that the actual results don’t reflect the 
theoretical maximum value. The real results are significantly lower than maximum 
theoretical values. Researchers, moreover, claimed that network failure didn’t happen 
even in the presence of interference, however, performance was reduced. Authors 
recommended the 5 GHz ISM band to overcome the suffering of interference issues. 
In 2009, [49] studied the enhancement of MAC and network performance in IEEE 
802.11n. The study was on a simulation environment NS-2 platform. Researchers stated 
that VoIP application performance improved remarkably on IEEE 802.11n enhanced 
MAC mechanisms. In [50], study to analyse the link adaptation of IEEE 802.11n 
WLANs. Researchers proposed algorithm for a cross-layer link adaptation as well as an 
analytical model for evaluation. Results showed that nearly 20% increasing in the 
network performance, meaning, suggested algorithm outperformed SNR. 
3.4 IEEE 802.11ac 
Jin, Jung, Hwang, and Sung [53] compared the SU-MIMO and MU-MIMO schemes in 
the WLANs uplink. They measured the performance via analysing the average 
throughput, probability of collision, and delay in PHY and MAC layers. The average 
throughput and delay rely on the number of stations, SNR, and payload size. The results 
showed that the throughput performance of SU-MIMO scheme was better in small 
number of stations and with high SNR value. The MU-MIMO showed better delay 
performance at the MAC layer. Also, authors concluded that both schemas can gain 
better performance by increasing the number of receiver AP antennas. 
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Liao, Bellalta, Barcelo, Valls, and Oliver, in [52], evaluated the IEEE 802.11ac 
performance of saturated wireless backhaul networks in terms of PHY and MAC layers 
features, and one of these features is the MU-RTS/CTS. The proposed wireless mesh 
backhaul consisted of six mesh nodes one of them was connected to the Internet, which 
supported 802.11ac/n. The results showed that MU-RTS/CTS outperformed the MU-
Basic, especially, when the number of nodes and A-MPDU size were increased. 
Moreover, authors highlighted that system throughput increased when there was an 
increase in number of antennas. 
In [55], researchers presented a new technique based on the handshake of RTS/CTS to 
the selected stations in order to evaluate the performance of IEEE 802.11ac packet 
aggregation in non-saturation network. Also, they highlighted the buffer size influence on 
the maximum throughput can be achieved. Researchers assumed the estimation and 
reporting of the channel state information CSI for each transmission, as well as the only 
transmitter is the AP, and the active users as only receivers. Results indicated that packet 
aggregation notably helped the increase of performance; particularly, when the number of 
antenna is slightly lower than number of STAs, and the existence of large buffer that can 
interact with the destination’s packet. Under those cases, the proposed technique is ideal 
for performance, as well as, it has the ability to maximize the number of packets and 
spatial streams in an A-MPDU frame. Finally, researchers suggested that increases in 
number of packets for scheduling in each transmission would result in higher delay. 
Paper [12], evaluated the wireless video transmission by using algorithms of lossless 
video compression and 8x8 MIMO-OFDM wireless transceiver over simulated 
IEEE802.11ac WLAN. The proposed system that they used it to evaluate the 
transmission consists of three main parts; image compression, error correction, and 
wireless transceiver part. Results indicated that wireless video sequences can be 
transferred over 22db SNR wireless channel with pixel restoration rate of 99.99%. 
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Researchers confirmed that transmitting HD video, in case of SNR 22db or more can be 
performed without quality loss. 
In [57], measurement-based study conducted in an office building presented the IEEE 
802.11ac performance. The study pointed out that distance play a major role in the 
performance improvement. Researchers stated that significant performance 
improvements are sensitively subjected to channel conditions. The research showed that 
the achieved data rates swiftly decreasing according to the increasing of distance 
transmitter and receiver. Researchers, on the other hand, analysed the properties of IEEE 
802.11ac co-existence. They suggested that the mechanism of MAC in IEEE 802.11ac is 
able to share the channel excellently with other devices.  
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3.5 Other Research on IEEE 802.11 WLANs 
In [38], researchers developed Anti-jamming Reinforcement System ARES in order to 
solve the jamming issue in IEEE 802.11 WLANs. After ARES implementation, 
researchers tested the effectiveness of the proposed system in three various environments. 
Results showed that ARES has the ability to maintain the WLAN performance in case of 
jamming actions.  
There were several researches on various tools that can be used in case of measuring or 
evaluating. In [39], for instance, researchers proposed WiMed tool to study IEEE 802.11 
WLANs performance. They tested the introduced tool in 802.11 WLAN. However, 
results indicated that the tool has the ability to detect non-802.11 interface source, as well 
as, providing information in order to assist users understanding performances of 802.11 
WLANs. 
In 2011, [40] analysed the “uplink traffic control in home 802.11 wireless network”. 
Researchers were aiming to introduce techniques that control the up-link flows without 
side effects on the WLAN performance. Their evaluation was on NS-3 simulation 
environment. Researchers proposed four solutions, dropped packets, ACKs delay, CTS 
misusing, and added back-off information in ACK packets NAV-ACK. Results showed 
that dropping packet, NAV-ACK, and misusing of CTS were practical. However, 
collisions can be emerged in the case of dropped packets, thus, researchers didn’t 
recommend dropping packets. Researchers noted that an accurate control can be achieved 
by NAV-ACK, and misusing of CTS can provide a high-level of security. 
Research work [43] studied a cross-layer optimization issue in multi-cell wireless LANs 
inter-AP interference issue. Study stated that association control only was insufficient to 
address the issue. So, researchers suggested a cross-layer association control in order to 
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overcome the issue addressing. Then, they tested their algorithm performance on a 
simulation environment NS2. Results indicated the feasibility of their algorithm in 
network performance optimization. 
In [46], Olteanu and Xiao studied the high-speed IEEE 802.11 WLANs security 
overhead. They comparatively focused on computing throughput, fragment size, and 
optimal frame in case of enabling AES and open system.  Results indicated that the 
throughput notably dropped when AES was enabled. 
In [51], Galloway focused on co-existence problem of IEEE 802.11g/n WLAN that 
operate on 2.4 GHz ISM band. Results indicated that CSMA/CA, in mixed WLAN 
standards, reduced or limited the WLAN throughput. In the case of 40 MHz channel is 
enabled, great decrease of performance has been resulted owing to the fact that various 
standards are mixed for wide channels. 
3.6 Summary 
Regarding our research, we can summarize the related works that are directly 
contributing to our research in the Table 2. So, this research carried out on a real 
environment test-bed that involved the approved IEEE 802.11ac on Windows 10, as a 
client and Windows Server 2012 as a server. The research focuses mainly on the security 
protocols behavior on the WLAN performance. The metrics that were considered are the 
CPU utilization, round trip time, and throughput. 
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Research 802.11 Security 
The Impact of Wireless LAN Security on Performance of Different Windows 
Operating Systems. 
SamadS.Kolahi,ShaneelNarayan,DuD.T.Nguyen,YonathanSunarto,PaulMani 
g 
WEP64 
WEP128 
WPA 
The Performance of IPv4 and IPv6 using UDP on IEEE 802.11n WLANs with 
WPA2 Security. 
Samad S. Kolahi, Zhang Qu, Burjiz K. Soorty, and Navneet Chand  
n WPA2 
The Impact of Security on the Performance of IPv4 and IPv6 Using 802.11n 
Wireless LAN. 
Samad Salehi Kolahi, Zhang Qu, Burjiz K. Soorty, and Navneet Chand  
n WPA2 
Improving Network Performance: An Evaluation of TCP/UDP on Networks.  
A Doctor of Computing Thesis by: Dr. Shaneel Narayan  
ac 
WEP 
WPA 
WPA2 
Table 2: Literature Review related works summary 
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4 RESEARCH METHODOLOGY 
4.1 Research Questions 
A considerable number of researches have been conducted to evaluate the WLAN 802.1x 
performance. These researches have used both simulations and test-bed to carry out their 
experiments. The majority of their research questions are generally based on evaluating 
the data-rate under different platforms, IP protocols, packet types, and packet sizes. 
However, there is a shortage of research in evaluating the security WLAN protocols on 
the latest IEEE 802.11ac standard. Moreover, most of the previous studies were on the 
previous IEEE standards while using older versions of Windows operating systems. 
Therefore, it is vital to evaluate the WLAN security protocols over the 802.11ac on the 
latest versions of Windows operating systems. 
This research will investigate following research question:  
  What is the suitable scenario for each performance metric that can lead to best 
results in open system and security enabled systems on 802.11ac WLAN? 
 
There are several sub-questions that arises from above mentioned research question: 
▪ How does the 802.11ac WLAN throughput will behave while the security 
protocol is enabled? 
▪ How does the 802.11ac WLAN throughput will behave while the security 
protocols are NOT enabled? 
▪ What is the suitable IP version that gives best results for each scenario? 
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4.2 Hypotheses 
A hypothesis is one of the key factors that determine the study scope as well as it opens 
new doors for discovering and investigating the research spot. This research carries the 
following hypotheses: 
● Enabling or disabling the encryption protocols will affect the performance. 
● The UDP packets will give better results than TCP on both IPv4 and IPv6 in all 
stages. 
● CPU utilization will score higher percentages on IPv6 protocol in all stages. 
4.3 Research Method 
There are three major categories of research methodologies that master the research 
study: quantitative, qualitative, and mix-method (a combination of both). In this research, 
quantitative method is selected. It depends on gathering numerical data that can be 
processed by implementing mathematical methods in order to interpret phenomena or 
answer research questions [67].  
This research will follow the quantitative research approach. The Network performance 
measurement depends on several numeric parameters so, quantitative research is an 
appropriate option. The research, furthermore, will include an experiment test-bed as a 
part of the methodology to carry out the empirical study to answer research questions. 
In this research, there are three key phases in order to evaluate the security protocols over 
the 802.11 ac WLAN. The first phase is evaluating the 802.11ac WLAN performance 
without enabling any security protocols. The second phase, evaluates the 802.11ac 
WLAN while the security protocols are enabled. The second phase has three main stages, 
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and in each stage there will be only one security protocol enabled, namely, WEP, WPA, 
and WPA2, respectively. The last phase will be a comparison between the first and 
second phase. 
4.4 Evaluation Method 
Security protocols evaluation method is a methodology used to study the WLAN 
performance as well as to determine the best environment that a security protocol can 
perform. There are three main methods: simulation, test-bed, and theoretical-based. 
Theoretical-based and simulation evaluation methods produce less realistic results. On 
the other hand, the test-bed method allows implementing various scenarios in a real 
environment that lead to results realism. The network size that is used in this research is 
small which can be implemented and tested in a real hardware-based network. This study 
will only focus on test-bed environment to obtain performance data.   
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5 NETWORK DESIGN AND ANALYSIS 
5.1 Experimental Design 
In order to collect data for analyzing the performance of 802.11ac, implementation 
design, test scenarios, tools used, security protocols, and hardware & software details are 
covered in this chapter.  The main idea behind the experimental design is to build an 
802.11ac network that involves the test scenarios for testing purposes. Two different 
scenarios are used for the testing purpose. The first test scenario measures specific 
network parameters such as throughput, CPU utilization, and round trip time while 
enabling several security protocols. The second test scenario computes same network 
parameters for open system.  Several tools are used to collect the data for throughput, 
CPU utilization, and round trip time for different IP protocols, IP versions, and packet 
size. There exists several factors such as access points, node distance, data streaming, 
network configuration parameters, hardware & software performance, software error, and 
random error that can affect the results of experiments. Therefore, these errors need to be 
minimized. To minimize this inconsistency, data is collected for several packet sizes and 
mean values are used to compare results and provide conclusions.  
Data streaming has to be generated in order to measure the network performance. This 
network data stream is generated by using a traffic generator tool, then collecting 
throughput, CPU utilization, and RTT values. The network performance of 802.11ac is 
reflected by the analysis of these network parameters. Following are the main steps 
required to obtain our research goals.  
1. Analyze the network data for open system with no security protocols enabled. 
This standard data is used for performance analysis while comparing with other 
data. 
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2. Analyze the network data under several security protocols enabled. The test result 
will show the influence of security protocols in the network performance for 
802.11ac. 
3. Compare the test results of both test cases to have more insight on network 
performance of Wireless LAN 802.11ac. 
Based on our research methodology and experimental design, experiments are consisted 
of following two test cases: 
1. Open System  
2. Under security protocol enabled 
Open test is considered as standard or base test. In this test case data streaming is used 
with the help of tools to gather the data for throughput, RTT, and CPU utilization under 
both IPv4 and IPv6 with TCP/UDP traffic. The operating systems used in the experiment 
are Windows 10 and Windows Server 2012. However, another test case uses similar 
testing environment except the data streaming is done under various security protocols 
such as WEP, WPA, and WPA2 enabled. Implementation design, test scenarios, tools 
used, security protocols, and hardware & software details are provided in the next 
subsections. 
5.1.1 Internet Protocol and Operating System 
The section introduces the Internet protocols, IP version, and operating system used for 
the experimental design. 
5.1.1.1 IP Versions 
Internet Protocol is one of the main components of Internet layer that defines host 
addressing in the network. The first addressing scheme is IPv4 that uses (32-bit) 
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addressing, but with the wide use of Internet, larger addresses are needed. Therefore, 
IPv6 (128 bit) scheme is introduced.  
IPv4 is defined in RFC 791 and uses 32 bit addressing mechanism to allocate addresses 
to the hosts. IP addresses are divided into two parts one for host and another for network. 
With the increasing demand of internet users, certain new concepts are introduced with 
IPv4 like CIDR (Classless Inter Domain Routing) and NAT (Network Address 
Translation). IPv4 packet header has 14 fields, out of which 1 field is optional and has a 
total header size of 20 Bytes.  
Even with sufficient changes in IPv4, it is unable to solve the address space and QoS 
support features.  Therefore, IETF has developed Internet Protocol version 6 (IPv6) RFC 
2460 uses 128 bit for addressing the hosts. With 128 bits IPv6 provides larger address 
space. IPv6 use SLAAC (stateless address auto configuration) to configure automatic 
host addressing in network. Each host can configure itself automatically using SLAAC, 
and if SLAAC is not suited to a host due toany application, then it can be configured 
manually. IPv6 packet header is divided into header and payload. The total size of IPv6 
packet header is 40 Bytes. IPv6 header is flexible so that after 40 Bytes of fixed header 
size any new extension can be added to it. This extensible nature is beneficial for future 
Internet services. IPv6 provides flow level header field for better delivery of packets from 
source to destination. IPv6 provides QoS support even after packet payload is encrypted. 
For reliability, privacy, and authenticity of data, IPv6 provides built-in security features. 
IPv6 has AH (Authentication Header) to provide header integrity and authenticity. Both 
IP versions (IPv4 and IPv6) are used in this research experimental design to have a 
comparative analysis on which IP version provides better results under both test cases for 
better network performance.   
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5.1.1.2 Transport Layer Protocol 
Transport layer protocols are the most essential in the network hierarchy that ensures the 
end-to-end communication between hosts. Transport layer protocol facilitates the 
network by providing it reliability, congestions, and flow control.  A good choice of 
transport layer protocol is very necessary to have the impact on quality requirements of 
network parameters such as throughput, RTT, and packet loss. TCP and UDP are the two 
most available transport layer protocols.  
TCP (Transmission control protocol) is the connection-oriented protocol in transport 
layer of IP protocol suite. TCP is based on connection orientation between host and 
destination, therefore, it is more reliable in sequence delivery of data bytes streaming in 
TCP protocol. Most wired network uses TCP protocol, however, it has been argued that 
for wireless networks it has performance degradation issue.  
UDP (User datagram protocol) is a connectionless protocol in transport layer of IP 
protocol suite. UDP uses datagram packets to send from host to destination in 
connectionless manner. The application having time constraint mostly uses the UDP 
protocol. No transmission channel is setup for the data transmission in UDP protocol. 
Both TCP and UDP protocols are used in our experimental design to analyze the network 
performance of various metrics for wireless 802.11ac. It also gives the insight on which 
transmission protocol has better performance for open system and with security protocol 
enabled.   
5.1.1.3 Operating System 
Based on experimental design, Windows 10 and Windows Server 12 R2 are used on 
client and server side for experiment.  Windows 10 is installed as Client operating system 
that has a hybrid kernel (Windows NT), with x86-64 platform. 
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Windows Server 2012 R2 is the Windows Server operating system, installed in server 
side for experiment.  It was developed and released by Microsoft in 2012. Windows 
Server 2012 R2 has x64 platform with hybrid kernel.  
5.1.1.4 Tools Used 
Several tools are analyzed and selected for the experiments for executing tasks such as 
traffic generation and data measurement (CPU utilization and throughput). Software tool 
Netperf is used for traffic generation in both client and server side [68]. However, 
windows built-in tool Typeperf is used for CPU utilization.  
1. Netperf: Netperf is basically a traffic generator tool developed by Hewlett- 
Packard. Netperf is a benchmark that is used for measuring the network 
performance of various networks. It facilitates tests for both end-to-end latency 
and unidirectional throughput. The environments measured and supported by 
Netperf include: 
● Both TCP and UDP traffic is supported with the help of BSD sockets for both 
IP versions 
● SCTP for both IP versions 
● Unix domain sockets 
After the network setup and parameters configured, appropriate traffic will be generated 
using Netperf. 
2. Typeperf:  Typeperf is a Windows built-in tool used as performance monitoring 
tool, collects CPU processor utilization and network data, which includes both bit 
rate and wireless capacity of destination. Basically Typeperf is the command line 
version of performance monitor. The CPU processor utilization is measured while 
data generator tool sends the data traffic between server and client. The CPU 
utilization was recorded in the Client machine. Another measure, which needs to 
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be concerned, is the synchronization between Typeperf and Netperf during the 
test scenario, while rest of the background software needs to be disabled using 
resource monitor. Bash scripts played a key role in synchronizing Netperf with 
Typeperf.   
5.2 Test-bed  
In order to study the impact of different security protocols on the performance of WLAN 
802.11ac in different network scenarios, an experimental test-bed is developed. The 
experimental setup will consider network type, hardware, and operating system. A client- 
server model has been used as network type and connected via an access point, depicted 
in (Figure 5.1). 
Figure 5.1: Client to Server Network structure  
For the involved hardware, the client PC is equipped with capable 802.11ac wireless 
network card, configured properly depending on the network structure, 80211ac AP and 
CAT5e cable linked the server PC with the AP. The setup will be launched under 
Windows 10 and Windows Server 2012 R2 operating systems environment. The detailed 
description of test-bed design is provided in table 3.  
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Table 3: Test-bed design details 
5.2.1 Experimental Details 
The experiment used a Linksys EA6300 AC1200 Dual-Band Smart Wi-Fi Wireless 
Router access point (AP), with four internal antenna, IEEE 802.11 a/b/n/g/ac, and 
WEP/WPA/WPA2/RADIUS. The client system also has DWA-182 Wireless AC1200 
Dual Band USB Adapter wireless adapter installed, with 802.11 a/b/g/n/ac and integrated 
antennas to enable a point-to-point link to the AP (access point). This USB 11ac wireless 
NIC was installed in the client computer with its default configuration.  Access point was 
activated to 802.11ac mode only with 5 GHz operating frequency. In every network 
experimental design, interference free communication channels must be used. On the 
basis of Unitec suggestion, wireless channel with 40 - 5.200 GHz was used which has 
less interference. The Access Point has the feature of security protocols enabled or 
disabled. Based on experimental test scenarios, initially the AP is configured with 
security protocols disabled. For other test scenarios, security protocols are configured as 
WEP, WPA personal, and WPA2 personal respectively. However, all the firewalls, VPN 
passthrough, and Internet filters are unchecked in the AP for all scenarios. 
 Client Server 
Operating System Windows 10 Windows Server 2012 R2 
Tools Netperf, Typeperf Netperf 
Cable CAT5e 
Wireless Protocol Wireless WLAN 802.11ac 
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A laboratory test bed has been designed and implemented for the measurements as 
illustrated in Figure 5.1. One system worked as a Client with Netperf and other was a 
Server also with Netperf.  All the measurements were made for both TCP and UDP 
connection under both IPv4 and IPv6 using Netperf tool. These measurements were 
measured for both test scenarios with open system and under security protocols enabled. 
For both TCP and UDP connection, Throughput, RTT, and CPU utilization were 
determined for each scenario. TCP packets, UDP datagrams, buffer size, and window size 
were also made for the experimental design. The TCP and UDP socket buffer size was 
taken as 512K and 64K, respectively. The window sizes for TCP were 128, 384, 640, 
896, 1152, and 1408 Bytes; and UDP buffer sizes were taken as 128, 384, 640, 896, 
1152, and 1408 Bytes. The maximum MSS for TCP was 1460 Bytes, and UDP packet 
size was taken as 1500 Bytes for the experiment. For each packet size sent, suitable 
selected duration was 60 seconds and repeated between 6 to 10 times to ensure best 
standard deviation, see Table 5 and Table 6. 
Processor Intel(R) Core™ i7-6700 CPU @ 3.40GHz 3.40 GHz 
RAM 16 GB 
System Type 64-bit Operating System, x64-bades processor 
Table 4: System specifications for both Server and Client computers 
The server and client personal computers were having Intel(R) Core™ i7-6700 CPU @ 
3.40GHz 3.40 GHz processor with 16 GB RAM, and x64 based processor, respectively, 
running Window Server 2012 R2 and Windows 10 operating systems.  Batch scripts were 
used to generate the specific data traffic and obtaining the results for CPU utilization. All 
the results were obtained in batch script mode and written as log files to the client 
computer. 
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5.3 Data Collection 
There are two methods in order to collect data: theoretical and experimental methods. 
Both methods are explained in the following subsections. 
5.3.1 Theoretical Data Collection  
Literature review represents the starting point for increasing knowledge as well as 
obtaining the needed information for this study. Literature review was obtained from 
various academic resources, such as, academic databases, journals, conference papers, 
thesis, and other valuable sources. The work relevant to this research was carefully read, 
reviewed, and analyzed critically. 
5.3.2 Experimental Data Collection 
In order to test the performance, the test-bed carried out. The test-bed forms the core 
element of this research. The network was designed as client-to-server in Windows 
environment. Then, various configurations were applied such as IP version, security 
protocol, packet type, and packet size. In each case, the various parameters were 
configured, implemented, tested, and recorded. 
After the network setup and parameters configured, appropriate traffic was generated. 
The Netperf tool is one of the recommended traffic generator tools that generate packets. 
Also, Netperf is capable to collect data that are needed in this research, which are mainly 
CPU utilization, delay, and throughput. Previous metrics were used to measure and 
evaluate the security protocols over 802.11ac WLAN. 
After the above phase, Excel sheets will be used for recording and analyzing collected 
data. There will be mathematical operations applied on the extracted data in order to get 
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statistical as well as graphical information. For example, average and standard deviation 
will be computed on the collected data. 
Level Parameters 
Network Client/Server 
IP version IPv4 IPv6 
Security protocols Disabled Enabled 
Packet types TCP UDP 
Packet sizes 128, 384, 640, 896, 1152, & 1408 (Bytes) 
Table 5: Experimental parameters 
 
Metrics Tool used to gather Info.  
CPU Utilization MS Resource Monitor 
Delay Netperf 
Throughput Netperf 
Table 6: Evaluation metrics and used tools for information gathering 
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6 EXPERIMENTAL RESULTS 
6.1 Open System (OS) 
6.1.1 TCP and UDP Throughput 
Throughput can be defined as the number of Bytes transferred over a network path during 
a fixed amount of time.  There are several factors, which can affect the throughput of 
TCP connection such as underlying protocol, TCP connections, buffer size, congestion 
window size, and round trip time. The Figure 6.1 represents the throughput results for 
underlying TCP protocol (IPv4 and IPv6).  From the TCP throughput results, it can be 
observed that there is a least difference between IPv4 and IPv6 throughput. It can be 
inferred that with the increase in packet size the throughput of IPv4 and IPv6 also 
increases.  The maximum throughput was achieved on 1408 Bytes and throughput for 
IPv4 outperformed IPv6 for all packet sizes.  
Figure 6.1: TCP throughput for both versions of the Internet protocol in 802.11ac WLAN, (OS) 
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The Figure 6.2 represents the throughput results for underlying UDP protocol (IPv4 and 
IPv6).  From the UDP throughput results it can be observed that there is a significant 
difference between IPv4 and IPv6 throughput. It can be inferred that with the increase in 
packet size the throughput for IPv4 and IPv6 also increases.  The maximum and 
minimum throughput was achieved on 1408 Bytes and 128 Bytes, respectively. 
The maximum difference between the throughput for IPv4 and IPv6 is approximately 
(30%) at packet size 1408 Bytes. It can be concluded that throughput for IPv4 
outperformed IPv6 for all packet size. Throughput values for UDP were comparatively 
higher than TCP throughput values for most packet sizes.  
Figure 6.2: UDP throughput for both versions of the Internet protocol in 802.11ac WLAN, (OS) 
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6.1.2 TCP and UDP RTT 
Round Trip Time (computed in millisecond) is also an important TCP performance 
metric, and defined as the total time required for a packet to travel from source to 
destination and back again. The TCP RTT results are shown in Figure 6.3 for both 
Internet Protocol versions. As shown in the above figure for all packet sizes, RTT of IPv6 
outperformed IPv4. The highest difference between IPv4 and IPv6 is approximately 0.15 
ms between packet size 384 Bytes with open system. The value of TCP RTT is 
approximately similar from packet size 896 to 1408 Bytes.        
Figure 6.3: TCP RTT for both versions of the Internet protocol in 802.11ac WLAN, (OS) 
The results for round trip time of UDP packet are shown in Figure 6.4. The UDP RTT 
patterns are very scarce to that in TCP RTT. From the results of UDP RTT, it can be 
observed that IPv4 has slightly higher delay when compared to IPv6. The maximum 
difference in UDP RTT is approximately 0.22 ms at packet size 128 Bytes. From the 
packet size 384 Bytes, the values for RTT are approximately similar for both IP versions. 
It can be inferred that in UDP RTT, IPv6 has outperformed IPv4 for less delay for all 
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packet sizes. In case of TCP and UDP traffic, the round trip time values for both traffic 
are approximately similar. 
 
Figure 6.4: UDP RTT for both versions of the Internet protocol in 802.11ac WLAN, (OS) 
 
6.1.3 CPU vs TCP and UDP Throughput 
CPU utilization is the primary measure for processor utilization and computed as average 
percentage of busy time observed during network performance measurement with RTT.  
Figure 6.5 presents the CPU utilization for both IPv4 and IPv6 in case of open system. 
CPU utilization is minimum for IPv6 and highest for IPv4. One interesting findings from 
this graph is for the packet size 1408 Bytes, the TCP throughput has the highest value for 
IPv4, but for the same the CPU utilization is minimum and vice versa for the least 
throughput value at packet size 128 Bytes. The CPU utilization for both IPv4 and IPv6 is 
exponentially decreased with the increase of packet size. For the packet size 1408 Bytes 
the value of CPU utilization for both IPv4 and IPv6 is approximately similar. It can be 
observed that for the larger packet size the lowest CPU utilization is accomplished but 
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have higher TCP throughput. Lower CPU utilization infers the availability of more CPU 
resources.  
Figure 6.5: CPU vs TCP throughput for both versions of the Internet protocol in 802.11ac WLAN, (OS) 
 
Figure 6.6: CPU vs UDP throughput for both versions of the Internet protocol in 802.11ac WLAN, (OS) 
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CPU utilization with throughput for both IP versions, in case of open system for UDP 
protocol is depicted in Figure 6.6. The CPU utilization is minimum for IPv6 and highest 
for IPv4. One interesting findings from this graph is for the lower packet size, the UDP 
throughput has the highest value for both IP versions and the CPU utilization is minimum 
for higher packet sizes, which is a vice-versa of TCP CPU utilization for open system. 
The CPU utilization for both IPv4 and IPv6 is exponentially decreasing with the increase 
of packet size. For the packet size 1408 Bytes, the value of CPU utilization for both IPv4 
and IPv6 is approximately similar. It can be observed that for the larger packet size the 
lowest CPU utilization is accomplished.  
6.1.4 CPU vs TCP and UDP RTT 
Result for CPU utilization and TCP RTT for various packet sizes has been shown in 
Figure 6.7. It can be concluded that IPv6 outperformed IPv4. The CPU utilization 
corresponds to TCP RTT for various packet sizes have a triangular sawtooth pattern. For 
the similar value of RTT at packet size 128 Bytes the CPU utilization for both IP versions 
has different values. However, in contrary to TCP throughput the CPU utilization for 
TCP RTT has significantly lower values.  The maximum CPU utilization is achieved for 
IPv4 at packet size 128 Bytes and lowest CPU utilization is achieved for IPv6 at packet 
size (1408 Bytes). 
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Figure 6.7: CPU vs TCP RTT for both versions of the Internet protocol in 802.11ac WLAN, (OS) 
Figure 6.8: CPU vs UDP RTT for both versions of the Internet protocol in 802.11ac WLAN, (OS) 
The Figure 6.8 illustrated the CPU utilization and UDP RTT results for various packet 
sizes with underlying TCP protocol (IPv4 and IPv6).  From the Figure 6.8 it can be 
inferred that for higher packet size the CPU utilization has lower values for IPv6 as 
compared to IPv4. Thus, it can be concluded that for higher packet size IPv6 
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outperformed IPv4.  Highest CPU utilization is achieved for IPv4 at packet size of 640 
Bytes for UDP RTT. 
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6.2 WEP 
6.2.1 TCP and UDP Throughput 
The network throughput (in Mbps) for TCP under WEP security protocol, for various 
packet sizes is shown in Figure 6.9.  One interesting observation in this TCP throughput 
extracted graph is that lower packet size IPv4 is outperforming IPv6, however, on the 
other hand for higher packet size IPv6 is outperforming IPv4. In the context of wireless 
network without encryption (open system), it can be found that the highest throughput is 
achieved in IPv6 1152 Bytes while WEP is enabled.  
 
Figure 6.9: TCP throughput for both versions of the Internet protocol in 802.11ac WLAN, (WEP) 
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Figure 6.10: UDP throughput for both versions of the Internet protocol in 802.11ac WLAN, (WEP) 
Results of throughput with WEP security protocol enabled are shown in Figure 6.10. One 
interesting observation in this UDP throughput extracted graph is for lower packet size 
IPv4 outperformed IPv6 (till packet size reached 640 Bytes). On the other hand, in higher 
packet sizes, values are changing simultaneously. The throughput value is significantly 
decreasing around 68% (for highest throughput values) when WEP security protocol is 
enabled. However, UDP throughput outperforms the TCP throughput for most packet 
sizes.  
6.2.2 TCP and UDP RTT 
Figure 6.11 shows the RTT for IPv4 and IPv6 with WEP enabled. In this scenario as the 
packet size increases from 128 to 1048 Bytes the RTT decreases constantly for both IP 
versions.  For the lower packet size the RTT values are on higher side, with highest 
difference between IPv4 and IPv6 is around 0.29 ms for packet size of 384 Bytes. The 
0	50	
100	150	
200	250	
300	
128	 384	 640	 896	 1152	 1408	
Th
ro
ug
hp
ut
	(M
bp
s)
	
Packet	Size	(Bytes)	
WEP	v4	WEP	v6	
  
52 
values of TCP RTT are approximately similar from packet size 1152 to 1408 Bytes.  On 
the contrary, the values of TCP RTT while WEP is enabled are higher compared to open 
system. However in both cases IPv6 outperformed IPv4.  
Figure 6.11: TCP RTT for both versions of the Internet protocol in 802.11ac WLAN, (WEP) 
 
Figure 6.12: UDP RTT for both versions of the Internet protocol in 802.11ac WLAN, (WEP) 
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The results for round trip time of UDP packet with WEP enabled are shown in Figure 
6.12. In relation to UDP RTT measured with open system, the graph patterns are very 
similar except for the higher RTT values. From the results of UDP RTT with WEP 
enabled it can be observed that IPv6 has higher delay when compared to IPv4 of lower 
packet size. However for higher packet size from 640 Bytes the IPv6 has outperformed 
IPv4.  The maximum difference in UDP RTT is approximately 0.32 ms at packet size 128 
Bytes.  
6.2.3 CPU vs TCP and UDP Throughput 
Results of TCP CPU utilization with WEP enabled are shown in Figure 6.13. On the 
contrary to TCP CPU utilization with open system, the value of CPU utilization with 
TCP throughput for both IPv4 and IPv6 are decreasing. The CPU utilization is maximum 
and minimum (while WEP is enabled) for IPv6 packet sizes of 128 and 1408 Bytes, 
respectively. However, the maximum TCP throughput (with WEP is enabled) is achieved 
for IPv6 with packet size of 1408 Bytes. In compare to open system, there is significant 
downfall in CPU utilization while WEP is enabled for lower packet size. However, it can 
be observed that for larger packet size the values of CPU utilization with TCP throughput 
are somewhat similar for both open system and WEP enabled. 
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Figure 6.13: CPU vs TCP throughput for both versions of the Internet protocol in 802.11ac WLAN, (WEP) 
 
Figure 6.14: CPU vs UDP throughput for both versions of the Internet protocol in 802.11ac WLAN, (WEP) 
Figure 6.14 shows the results of the UDP throughput with CPU utilization in the scenario 
of WEP enabled. On the contrary to UDP CPU utilization with open system, the values of 
CPU utilization with UDP throughput for both IPv4 and IPv6 are decreased. The CPU 
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utilization is maximum (with WEP enabled) is achieved for IPv6 and minimum is 
achieved for IPv4 for  bit size of 128 and 1152 Bytes, respectively. In comparison to open 
system, there is significant downfall in CPU utilization (while WEP is enabled) for lower 
packet size. However, it can be observed that for most packet sizes IPv6 outperforms 
IPv4 under UDP protocol.  
6.2.4 CPU vs TCP and UDP RTT 
The CPU utilization for TCP RTT under WEP security protocol and various packet 
sizes is shown in Figure 6.15. In case of TCP RTT with WEP enabled, the CPU 
utilization for IPv4 has the lowest CPU utilization for packet size of 896 Bytes. 
Lower CPU utilization leads to more computing resources for other processes. For 
lower packet size, the CPU utilization is lowest for IPv6 and for higher packet CPU 
utilization is higher for IPv6.  However, it can be observed that the values of CPU 
utilization for TCP RTT (while WEP is enabled) have similar values to open system 
except for higher packet size (from 1152 Bytes onwards).   
 
Figure 6.15: CPU vs TCP RTT for both versions of the Internet protocol in 802.11ac WLAN, (WEP) 
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Figure 6.16: CPU vs UDP RTT for both versions of the Internet protocol in 802.11ac WLAN, (WEP) 
The CPU utilization for UDP RTT under WEP security protocol and various packet sizes 
is shown in Figure 6.16. The CPU utilization with UDP RTT in the WEP scenario for 
both IPv4 and IPv6 has scarce difference in patterns. The highest CPU utilization 
difference between IPv4 and IPv6 is of 2% at packet size of 640 Bytes. In case of UDP 
RTT, the CPU utilization for IPv4 has comparatively higher values than IPv6. It can be 
concluded that UDP RTT CPU utilization for IPv6 outperformed IPv4 for all packet 
sizes.  Overall for both TCP and UDP traffic, it can be concluded that UDP RTT has 
higher CPU utilization compared to TCP RTT for all packet sizes.  
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6.3 WPA 
6.3.1 TCP and UDP Throughput 
For the system with encryption WPA enabled, Figure 6.17 presents different TCP 
throughput values for IPv4 and IPv6 protocols. It is evident from the Figure that there are 
similarities in their performances.  When WPA security protocol is enabled, both IP 
versions experienced a decrease in the value of TCP throughput compared to the open 
system. The 20.3% decline is noticeable in both IPv4 and IPv6 protocols for most of the 
TCP packet sizes compared to the open system. The difference of throughput for lower 
packet size (WPA enabled) is very high for IPv4 and IPv6 (approximately 60%).  
However, for higher packet size throughput is suddenly decreases for IPv4 and becomes 
approximately similar to IPv6.  
Figure 6.17: TCP throughput for both versions of the Internet protocol in 802.11ac WLAN, (WPA) 
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Figure 6.18: UDP throughput for both versions of the Internet protocol in 802.11ac WLAN, (WPA) 
For the system with the encryption WPA enabled, Figure 6.18 presents different UDP 
throughput values for IPv4 and IPv6 protocols. It is evident from the figure that there are 
scarce differences in their performance graphs.  When WPA security protocol is enabled, 
both IP versions experienced a linear increment in the value of UDP throughput for most 
packet sizes. The maximum difference in maximum and minimum values of UDP 
throughput for both IP versions is around 48%. It is concluded from this experiment that 
UDP throughput outperforms TCP throughput for most packet sizes. 
6.3.2 TCP and UDP RTT 
Figure 6.19 shows the RTT for IPv4 and IPv6 with WPA enabled. In this scenario it is 
demonstrated that as the packet size increases from 128 Bytes to 1048 Bytes, the RTT 
decreases constantly for IPv4 but remains almost constant for IPv6.  When WPA security 
protocol is enabled, both IP versions experienced a decrease in the value of TCP RTT. 
The decline is noticeable in both IPv4 and IPv6 protocols ranging from 2% to 4% for 
most of the TCP packet sizes compared to the open system. The highest difference of 
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TCP RTT is 0.26 ms for packet size of 128 Bytes.  However, in both cases IPv6 
outperformed IPv4.  
Figure 6.19: TCP RTT for both versions of the Internet protocol in 802.11ac WLAN, (WPA) 
 
Figure 6.20: UDP RTT for both versions of the Internet protocol in 802.11ac WLAN, (WPA) 
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The results for round trip time of UDP packet with WPA enabled are shown in Figure 
6.20. In relation to UDP RTT measured with open system, it is evident that there are 
similarities in their performances. From the results of UDP RTT with WPA enabled, it 
can be observed that IPv6 has higher delay while compared to IPv4 for all packet sizes. 
The maximum difference in UDP RTT is approximately 0.14ms at packet size of 384 
Bytes. From the plot, it can be concluded that IPv4 outperformed IPv6 for UDP RTT 
with WPA enabled.  
6.3.3 CPU vs TCP and UDP Throughput 
Results of CPU utilization with TCP throughput while WPA enabled are shown in Figure 
6.21. On the contrary to CPU utilization with open system, the values of CPU utilization 
with TCP throughput for both IPv4 and IPv6 has witnessed significant decline, but have 
similar values while WEP is enabled. The CPU utilization is maximum and minimum for 
IPv4 for packet size of 128 and 896 Bytes, respectively. It can be observed that there is 
around (2%-4%) less CPU utilization for lower packet size in IPv6 compares to IPv4. 
Figure 6.21: CPU vs TCP throughput for both versions of the Internet protocol in 802.11ac WLAN, (WPA) 
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Figure 6.22: CPU vs UDP throughput for both versions of the Internet protocol in 802.11ac WLAN, (WPA) 
Results of CPU utilization with UDP throughput while WPA enabled are shown in Figure 
6.22. On the contrary to CPU utilization with open system, the value for CPU utilization 
with UDP throughput for both IPv4 and IPv6 has witnessed significant decline, however, 
observed similar values while WEP is enabled. The CPU utilization is maximum for IPv4 
and minimum for IPv6 for packet size of 128 and 896 Bytes, respectively. It can be 
observed from graph that for higher packet sizes the CPU utilization is least for both IP 
versions when WPA security protocol is enabled. 
6.3.4 CPU vs TCP and UDP RTT 
For the system with encryption WPA enable, Figure 6.23 presents CPU utilization with 
TCP RTT under various packet sizes for IPv4 and IPv6 protocols. The CPU utilization 
for IPv6 has lowest value (around 1408 Bytes packet size) and for IPv4 has maximum 
value (around 1408 Bytes). It can be observed that the CPU utilization for lower packet 
size is approximately similar and equivalent to open system for both IP versions. 
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However, with increase in packet size the CPU utilization for IPv4 also increases and 
reached to its maximum value for packet size of 1408 Bytes.  
Figure 6.23: CPU vs TCP RTT for both versions of the Internet protocol in 802.11ac WLAN, (WPA) 
 
Figure 6.24: CPU vs UDP RTT for both versions of the Internet protocol in 802.11ac WLAN, (WPA) 
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The CPU utilization for UDP RTT under WPA security protocol and various packet sizes 
is shown in Figure 6.24. The values for both IPv4 and IPv6 have scarce difference in 
patterns. The highest CPU utilization difference between IPv4 and IPv6 is of 3.5% at 
packet size of 384 Bytes. In case of UDP RTT the values of CPU utilization for IPv6 are 
comparatively very high to IPv4 for most packet sizes, therefore, it can be concluded that 
UDP RTT with CPU utilization IPv4 outperformed IPv6.   
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6.4 WPA2 
6.4.1 TCP and UDP Throughput 
For the system with encryption WPA2 enable, Figure 6.25 presents different TCP 
throughput values for IPv4 and IPv6 protocols. It is evident that there are similarities in 
their performance compare to (Open System).  When WPA2 security protocol is enabled, 
IPv4 experience a constant increment in the value of TCP throughput and this trend is 
similar for open system. The decline in IPv6 is noticeable ranging from 2% to 4 % for 
most of the TCP packet sizes compared to the Open System. The difference of 
throughput for higher packet size (WPA2 enabled) is (approx 6%) of both IP versions.  
However, for higher packet sizes throughput is suddenly decreased for IPv6 from packet 
size of 640 Bytes. 
Figure 6.25: TCP throughput for both versions of the Internet protocol in 802.11ac WLAN, (WPA2) 
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Figure 6.26: UDP throughput for both versions of the Internet protocol in 802.11ac WLAN, (WPA2) 
For the system with encryption WPA2 enabled, Figure 6.26 presents different UDP 
throughput values for IPv4 and IPv6 protocols. It is evident that there are similarities in 
their performance when compared to the open system. The values are approximately 
similar in range as of open system when no security protocol is enabled.  When WPA2 
security protocol is enabled, both IP versions experienced a linear increment in the values 
of UDP throughput. However, for the higher packet sizes the decline in IPv4 is very least 
ranging from 1% to 2%. The difference of highest and lowest throughput for both IP 
versions is approx. 51%.  
6.4.2 TCP and UDP RTT 
Figure 6.27 shows the RTT for IPv4 and IPv6 with WPA2 enabled. In this scenario, as 
the packet size increases from 128 to 1048 Bytes, the RTT decreases for both IP versions 
for most of higher packet sizes.  When WPA2 security protocol is enabled, both IP 
versions experienced a decrease in the value of TCP RTT. The decline is noticeable in 
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both Internet Protocol versions, but have similar values for most of the TCP packet sizes 
compared to the open system.  
Figure 6.27: TCP RTT for both versions of the Internet protocol in 802.11ac WLAN, (WPA2) 
 
Figure 6.28: UDP RTT for both versions of the Internet protocol in 802.11ac WLAN, (WPA2) 
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The results for round trip time of UDP packet with WPA2 enabled are shown in Figure 
6.28. In relation to UDP RTT measure with open system, the graph patterns are very 
similar. From the results of UDP RTT with WPA2 enabled it can be observed that IPv6 
has higher delay while compared to IPv4 for most packet size. The maximum difference 
in UDP RTT is approximately 0.22 ms with WPA2 security protocol enabled. 
6.4.3 CPU vs TCP and UDP Throughput 
Figure 6.29 presents the results of CPU utilization with TCP throughput for both IPv4 
and IPv6 (WPA2 enable) for all packet sizes. The CPU utilization for both IPv4 and IPv6 
is exponentially decreasing with the increase of packet size. These results are similar to 
the performance of open system (OS). CPU utilization is maximum for IPv4 at packet 
size of 128 Bytes and minimum for IPv6 for packet size of 1048 Bytes. However, it can 
be observed that there is around 2%-3% less CPU utilization for lower packet size in 
IPv6 compared to IPv4. For most packet sizes, IPv6 outperform IPv4 for CPU utilization 
with TCP throughput in WPA2 security protocol enabled scenario.  
Figure 6.29: CPU vs TCP throughput for both versions of the Internet protocol in 802.11ac WLAN, (WPA2) 
  
68 
Figure 6.30: CPU vs UDP throughput for both versions of the Internet protocol in 802.11ac WLAN, (WPA2) 
The above figure represents the results of CPU utilization with UDP throughput for both 
IPv4 and IPv6 (WPA2 enable) for all packet sizes. The CPU utilization for both IPv4 and 
IPv6 are exponentially decreasing with the increase of packet size and is similar to the 
performance of OS. CPU utilization is maximum for IPv4 at packet size of 128 Bytes and 
minimum for IPv6 for packet size of 1048 Bytes. However, it can be observed that there 
is around 2%-3% less CPU utilization for lower packet size in IPv6 compared to IPv4. 
For packet sizes 128, 384, and 640 bytes, IPv6 outperform IPv4. In compare to CPU 
utilization with TCP throughput (WPA2 enabled), the CPU utilization with UDP 
throughput has lower values.   
6.4.4 CPU vs TCP and UDP RTT 
For the system with encryption WPA2 enable, Figure 6.31 presents CPU utilization with 
TCP RTT under various packet sizes for IPv4 and IPv6 protocols.  TCP RTT with WPA2 
enabled, the CPU utilization is maximum and minimum for IPv6 at 1408 and 128 Bytes, 
respectively. From the figure, it can be concluded that the CPU utilization for lower 
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packet size is approximately similar to OS for both IP versions. However, with increase 
in packet size the CPU utilization for IPv6 is also increase and reached to its maximum 
value for packet size of 1408 Bytes. 
Figure 6.31: CPU vs TCP RTT for both versions of the Internet protocol in 802.11ac WLAN, (WPA2) 
The CPU utilization values for UDP RTT under WPA2 security protocol and various 
packet sizes are shown in Figure 6.32. UDP RTT with CPU utilization for both IPv4 and 
IPv6 in WPA2 scenario has minimum difference in patterns in comparison to OS. IPv4 at 
1408 and 128 Bytes has achieved the maximum and the minimum CPU utilization 
respectively. IPv6 has comparatively very high values to IPv4 for most packet sizes 
except at 1408 Bytes. Therefore, it can be concluded that in WPA2 scenario, IPv4 of 
CPU utilization with UDP RTT outperformed IPv6.   
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Figure 6.32: CPU vs UDP RTT for both versions of the Internet protocol in 802.11ac WLAN, (WPA2) 
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6.5 Throughput in all scenarios 
6.5.1 TCP Throughput 
Figure 6.33 presents the throughput results grouped together by various security protocols 
and IP versions to understand the overall impact of security protocols on TCP throughput. 
In Figure 6.33, TCP throughput values are presented with various packet sizes. 
Evaluating the wireless network with different variant of security protocols and with open 
system, it is evident that wireless network with encryption achieves the highest 
throughput (283 Mbps). It is also noticed that for most of other security protocols the 
throughput values are less than 230 Mbps, which are lower than standard theoretical 
values (1 Gbps).  
Figure 6.33: TCP throughput for both versions of the Internet protocol in all 802.11ac WLAN scenarios 
The compatibility of the latest standard (like WPA2) with wireless network gives the best 
throughput in the network with open system and with security protocol enabled, values 
drop to that comparable to the earlier editions of wireless standards. 
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It is also noticed that the throughput of IPv6 for most of the security protocols is slightly 
lower when compared to IPv4, with significant fluctuation for most packet sizes. One 
possible reason of having low throughput values for IPv6 compared to IPv4 is that 
packets having larger overhead in IPv6.  
6.5.2 UDP Throughput 
The throughput results grouped together by various security protocols and IP versions to 
understand the overall impact of security protocols on UDP throughput are shown in 
Figure 6.34. The UDP throughput values are presented with various packet sizes. 
Evaluating the wireless network with different variant of security protocols and with OS, 
it is evident that wireless network with encryption achieves the highest throughput. The 
highest throughput is achieved and equal to 876.9 Mbps.  
Figure 6.34: UDP throughput for both versions of the Internet protocol in all 802.11ac WLAN scenarios 
It is also noticed that for most of other security protocols, the UDP throughput values are 
higher than the values achieved for TCP throughput values. One possible explanation for 
this is the connectionless nature of UDP protocol when compared to TCP. 
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In this UDP throughput graph with various packet sizes, the WPA2 security protocol has 
highest throughput values for IPv4 under all security protocols.  It is also noticed that the 
throughput for IPv6 for most of the security protocol is slightly lower as compare to IPv4, 
which is similar to TCP throughput. However, compared to TCP throughput, the UDP 
throughput outperforms TCP throughput for most packet sizes.  
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6.6 RTT in all scenarios 
6.6.1 TCP RTT 
The TCP round trip time (RTT) values attained under various security protocols are 
grouped together with different packet sizes is represented in Figure 6.35. The TCP RTT 
values for wireless network with four cases as OS, WEP, WPA, and WPA2 have been 
plotted.  Evaluating the TCP RTT under these scenarios can be concluded as that the 
highest TCP RTT value is achieved under WEP protocol for most packet sizes.  
 Figure 6.35: TCP RTT for both versions of the Internet protocol in all 802.11ac WLAN scenarios 
It can be argued that although having simplest encryption and least overhead in the WEP, 
the round trip time is highest compare to other security protocols for WEP. One possible 
reason for this is the delay that has been created by WEP for sending/receiving the 
encrypted/ decrypted data. Thus, despite weaker and simpler encryption, higher TCP 
RTT is achieved. However, it can be noticed that for higher packet sizes there is slight 
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decrement in the values of RTT for WEP.  The lowest TCP RTT has been achieved in 
WPA for IPv6 in all packet sizes.   
6.6.2 UDP RTT 
The UDP RTT values attained for all test scenarios in the experiments are shown in 
Figure 6.36. It is clear that the graph follows the similar pattern to that of TCP RTT, 
except slightly lower RTT values. Again, it can be observed that the highest UDP RTT 
value is achieved for WEP security protocol for packet size of 128 Bytes. 
 Figure 6.36: UDP RTT for both versions of the Internet protocol in all 802.11ac WLAN scenarios 
In comparison to highest TCP RTT value, these values are only 1%-2% lower than TCP. 
In comparison to TCP and UDP traffic, it can be inferred that the round trip time for TCP 
traffic has higher values than the UDP. The highest RTT value is achieved at the TCP 
128 Bytes (1.92 ms) for WEP with IPv4. And the lowest RTT has been achieved in WPA 
scenario in IPv4 for all packet sizes.  
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6.7 CPU vs Throughput in all scenarios 
6.7.1 CPU vs TCP Throughput 
In Figure 6.37, all values of CPU utilization with TCP throughput for all packet sizes are 
shown and highlighted under various security protocols. From all these values 
highlighted, wireless network with OS with IPv4 has significantly higher CPU utilization 
values than all the other cases for most of the packets. The highest CPU utilization is 
achieved for the open system with IPv4 for packet size of 128 Bytes. However, for 
WPA2 with IPv4 that has highest throughput, more CPU utilization was required. It is 
also proven from the graph that for higher throughput (in case of open system and 
WPA2) the CPU utilization is also on higher side as compared to the rest of the security 
protocols. 
One interesting conclusion drawn from the graph is that as the highest throughput is 
achieved for packet size of 1408 Bytes, but for the same the value of CPU utilization is 
low. However, in contrary for open system at packet size of 128 Bytes the throughput has 
highest value and CPU utilization has also a high value for the same packet size. One 
possible explanation is that once the NIC is saturated, the CPU generates a constant data 
stream to fullfill the available bandwidth. For the lower packet sizes, WPA protocol with 
IPv6 has the least CPU utilization for most packet sizes.  
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 Figure 6.37: CPU vs TCP throughput for both versions of the Internet protocol in all 802.11ac WLAN scenarios 
 
6.7.2 CPU vs UDP Throughput 
Figure 6.38 shows all values for CPU utilization with UDP throughput for all packet sizes 
are shown and highlighted under various security protocols. From all these values 
highlighted, it can be observed that the CPU with TCP throughput is higher compared to 
the CPU utilization with UDP throughput for most packet sizes. The highest CPU 
utilization is achieved for the open system with IPv4 for packet size of 128 Bytes, while 
lowest CPU utilization is achieved in WPA security protocol with IPv6 for packet size of 
1408 Bytes.  
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 Figure 6.38: CPU vs UDP throughput for both versions of the Internet protocol in all 802.11ac WLAN scenarios 
Under security protocols enabled scenarios, the WPA2 with IPv4 has higher throughput 
and CPU utilization values. Thus, it is also proven that for higher throughput (in case of 
OS and WPA2) the CPU utilization is also on higher side as compared to the rest of the 
security protocols. On the contrary for OS, the highest throughput is achieved for packet 
size of 1408 Bytes, but for the same value, CPU utilization is low and for the packet size 
128 Bytes the throughput has lowest value. However, the CPU utilization was the highest 
for same packet size. WPA protocol with IPv6 has the least CPU utilization for most 
packet sizes.   
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6.8 CPU vs RTT in all scenarios 
6.8.1 CPU vs TCP RTT 
CPU utilization with TCP round trip time values attained under various security protocols 
are grouped together with different packet sizes and represented in Figure 6.39. 
 Figure 6.39: CPU vs TCP RTT for both versions of the Internet protocol in all 802.11ac WLAN scenarios 
The CPU utilization values are shown for different packet sizes and have comparatively 
lower values compared to CPU with TCP throughput. The highest CPU utilization is 
achieved for WPA2 for packet size of 1408 Bytes. In comparison to CPU with TCP 
throughput, the CPU utilization for TCP RTT has lower down by 8%, approximately. In 
the case of security protocols enabled scenarios, the least RTT is achieved for WPA with 
IPv6. However, for the OS, IPv6 has the minimum CPU utilization in most packets.    
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6.8.2 CPU vs UDP RTT 
CPU utilization with UDP RTT values attained for all test scenarios in the experiments 
are shown in Figure 6.40. It is observed that the graph plot follows the similar pattern to 
that of CPU with TCP RTT, except slightly higher CPU utilization values. Again it can 
be observed that the highest CPU utilization value is achieved for WEP security protocol 
for most of the packet sizes with IPv4. It can be concluded that for higher values of UDP 
RTT in both IP versions the CPU utilization increases slightly. 
 Figure 6.40: CPU vs UDP RTT for both versions of the Internet protocol in all 802.11ac WLAN scenarios 
In comparison to the highest TCP RTT value, these values are only 1%-2% lower than 
TCP. In comparison to TCP and UDP traffic, it can be inferred that the CPU utilization 
for UDP traffic has higher values than TCP traffic, with highest value is achieved at 640 
Bytes (4.5%) for WEP using IPv4.  And the lowest CPU utilization has been achieved in 
WPA for IPv4 at 384 Bytes. 
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7 DISCUSSION ON RESEARCH 
OUTCOME  
Experimental results were analyzed earlier and in this chapter results are discussed, first 
in the context of various network performance metrics, and then the discussion will lead 
towards identifying key research outcomes.  
Table 7: Best performance scenarios of 802.11ac WLAN various performance metrics 
Best Performance 
Scenarios of System (with 
open system and under 
security protocols enabled) 
Throughput Round 
Trip 
Time 
CPU 
Utilization 
with 
throughput 
CPU 
Utilization 
with round 
trip time 
OS  
(IP Version) 
TCP IPv4 IPv6 IPv6 IPv6 
UDP IPv4 IPv6 IPv6 IPv6 
WEP 
(IP Version) 
TCP IPv4 IPv6 IPv6 IPv6 
UDP IPv4 IPv4 IPv4 IPv6 
WPA 
(IP Version) 
TCP IPv4 IPv6 IPv6 IPv6 
UDP IPv4 IPv4 IPv6 IPv4 
WPA2 
(IP Version) 
TCP IPv4 IPv4 IPv6 IPv4 
UDP IPv4 IPv4 IPv6 IPv4 
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The major aim of the research is to analyze the behavior of various security protocols on 
the WLAN performance. Two operating systems are used in the experiments, namely, 
Windows 10 and Windows Server 12 R2 used as client and server operating system with 
approved IEEE 802.11ac. The metrics that will be considered for performance analysis 
are CPU utilization, round trip time, and throughput. 
Table 8: Worst performance scenarios of 802.11ac WLAN various performance metrics  
Before further discussion, there are two tables that present IP versions, when the 
performance metric reached best or worst performance.  These tables play a significant 
role in further discussion. Table 7 presents the test results of best performance of the IP 
Worst Performance Scenarios 
of System (with open system 
and under security protocols 
enabled) 
Throughput Round 
Trip 
Time 
CPU 
Utilization 
with 
throughput 
CPU 
Utilization 
with round 
trip time 
OS 
(IP Version) 
TCP IPv6 IPv4 IPv4 IPv4 
UDP IPv6 IPv4 IPv4 IPv4 
WEP 
(IP Version) 
TCP IPv6 IPv4 IPv4 IPv4 
UDP IPv6 IPv6 IPv6 IPv4 
WPA 
(IP Version) 
TCP IPv6 IPv4 IPv4 IPv4 
UDP IPv6 IPv6 IPv4 IPv6 
WPA2 
(IP Version) 
TCP IPv6 IPv6 IPv4 IPv6 
UDP IPv6 IPv6 IPv4 IPv6 
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versions for various performance metrics under several security protocols enabled and 
disabled. Standard test results are included in this table, with various performance metrics 
and various security protocols enabled. Table 8 presents the test results of worst 
performance of the IP versions for various security metrics under various security 
protocol enabled and disabled. 
7.1 Network Performance Metrics 
The experimental setup is explained in previous chapter comprises of client and server 
with Wireless 802.11ac WLAN. Performance measures were gathered by running test 
with three different security configurations, which are WEP, WPA, and WPA2. 
Experiments evaluating the performance of TCP were separated from UDP’s under each 
security protocol and without security protocol for both IP versions. To measure network 
performance throughput, CPU utilization, and Round trip time are the common 
parameters. 
7.1.1 Effect of security protocols on Throughput 
Throughput is one of the most significant metric to analyze the network performance. 
The average number of bits that is sent over the network per second is known as the 
throughput. The throughput is computed with four different cases: open system (no 
security), WEP, WPA, and WPA2 for both IP protocols (with IPv4 and IPv6) in IEEE 
802.11ac. The experiment was done with the various test-bed and results were discussed 
in previous chapter. The throughput results are summarized in table 9 for better 
evaluation of its performance under various security protocols.  
Table 9 shows the average throughput values for TCP and UDP for IPv4 and IPv6 under 
all four cases. From table 9, it can be inferred that highest average throughput is achieved 
  
84 
for open system under UDP protocol for IPv4. This outcome seems to be similar to 
theoretical hypothesis that for UDP traffic the throughput values are on higher side 
compare to TCP traffic. However, it can be argued that the theoretical upper bound for 
TCP throughput is slightly lower and equal to 263 Mbps. One important conclusion from 
Table 9 is that with security protocol enabled, the throughput values decrease, thus the 
performance also degrades. In comparison to WPA2, the decrement between highest 
values in the throughput for both TCP and UDP is approximately between 13% and 21% 
for WEP and -0.7% and 20% for WPA. Although WEP and WPA have less complex 
encryption compared to WPA2, but the throughput for WPA2 is higher. Under security 
protocol enabled, WPA2 has the best performance for TCP protocol with IPv4. For both 
TCP and UDP protocols, IPv4 outperforms IPv6 considerably for all four cases with 
security protocol enabled and disabled. Throughput measurement reached approximately 
to the expectation and theoretical hypothesis. The throughput performance under four 
different cases has similar performance variation as for some other versions of Wireless 
LAN suggested by the researchers [1-9].   
Attribute Description OS WEP WPA WPA2 
Average 
Throughput(Mbps) for 
TCP protocol IPv4 263.04 220.5 197.82 261.35 
IPv6 253.06 220.05 84.15 177.97 
Average 
Throughput(Mbps) for 
UDP protocol IPv4 583.64 243.81 228.546 259.63 
IPv6 452.27 240.57 134.73 155 
Table 9: The averages of TCP and UDP throughput in OS, WEP, WPA, and WPA2 scenarios 
A dearth research has been done by the researchers to analyze the impact of security 
protocols on performance of throughput. A lot of research has been done on the 
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performance analysis of wireless network standards (802.11 b/g/n), but less research is 
found on the 802.11ac standard.  
In [1], author has analyzed the performance of throughput under various encryption 
techniques like WEP and WPA on 802.11g wireless network.  The research proved 
throughput performance degradation after applying the security protocols in the network.  
In [2], authors have studied the performance of security protocols in a client-server 
environment over IEEE 802.11n network under security protocols WEP, WPA, and 
WPA2 with different scenarios. The research concluded that the wireless performance is 
dependent on operating system with significant affect of security protocols and 
throughput degradation.   
In [3], author has further enhanced their work by analyzing the performance with more 
Operating Systems in their previous research. The results are similar to the previous 
research with performance degradation of throughput, jitter, and drop rates under security 
protocols; and WPA2 protocol behaved differently compare to other protocols.  
In [4], authors have analyzed the bandwidth under WPA2 security protocol for both IP 
versions with UDP protocol. Research concluded that IPv4 has better performance with 
open system and higher bandwidth is produced for UDP protocol.  
In [5], authors have also compared two different operating systems (windows and 
Fedora), to analyze the best suitable cases for bandwidth over IPv6 under these scenarios. 
Research concluded that Fedora provides the best results for bandwidth and RTT over 
IPv6.  
In [6] authors have analyzed the performance of Open VPN rather than WEP to secure 
802.11g wireless network. Both IP protocols are analyzed under various scenarios of data 
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rate and packet sizes. The research claimed that a performance enhancement of 
throughput, latency under Open VPN compare to WEP.  
In [7] authors have also analyzed performance of throughput and delay under several 
scenarios like open system, WEP, WPA, and WPA2 for multimedia application. The 
research also claimed the similar performance degradation under security protocols 
compare to open system.  
In [8], authors have analyzed the impact of security techniques in IEEE 802.11n wireless 
network on various operating systems and quantified it. The main aim of the research was 
to analyze the impact of WPA2 security protocol on throughput for different operating 
systems. The research concluded that a decrease in throughput for both IP versions under 
WPA2 security protocol. However compared to IPv6, IPv4 protocol has achieved lesser 
throughput performance degradation. 
In [9], authors have performed similar study as in [8] to analyze the performance of IEEE 
802.11n under open system and WPA2 security protocols for two windows operating 
system (Windows XP, Windows 7). The results concluded that there is a significant 
decrement on TCP throughput for both operating systems under WPA2 security protocol, 
compared to open system. However IPv4 produces higher throughput for open system 
and WPA2 security protocols compared to IPv6. 
Compared to the previous researches for other wireless standard, the research undertaken 
in this thesis also has similar outcome of throughput degradation under various security 
protocols for both IP versions in 802.11ac wireless network. The research suggests that 
for the open system the throughput values are higher for IPv4 compared to IPv6 for both 
TCP and UDP protocols, which is similar to the research conducted by researchers for 
other wireless standards [4]. This infers that like other wireless standards, the wireless 
network 802.11ac also have similar characteristics on the performance for IP versions for 
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open system with TCP and UDP protocol. For the open system, the best case is found 
under the UDP protocol for IPv4. The research also concluded that under security 
protocols WEP, WPA, and WPA2 there is a significant decrement in the throughput 
performance, similar to other wireless standard [3-7]. The throughput values for both 
open system and under security protocols have not reached to the expected theoretical 
upper bound values. The possible reason for these differences is due to uncontrollable 
factors such as hardware status, noise, and coexistence of other 802.11 wireless standards 
that influence the network performance. However, for the WPA2, throughput shows 
different behavior compared to other security protocols, similar to the research outcomes 
suggested by the previous researches [3, 13].  In comparison to the highest TCP and UDP 
throughput values in the OS, WPA has a significant effect on TCP and UDP throughput 
degradation with 20.53% and 72.94%, whilst for WEP TCP and UDP throughput 
decreases 19.24% and 68.59%. The WPA2 security protocol encryption has the lowest 
level of influence with 1.44% and 68.83% for TCP and UDP throughput. The best 
scenario under security protocol enabled is WPA2 protocol under IPv4 for TCP traffic. 
These research outcomes have similar behavior compared to other reference researches 
[3-9].   
7.1.2 Effect of security protocols on CPU utilization 
CPU utilization is another important metric that is evident in previous literature for 
analyzing network performance. In [14] author has also proposed that the CPU utilization 
is also an important valid metric for network performance. CPU utilization refers to 
processor activity and computed as average percentage of busy time observed during 
network performance measurement with round trip time. Lower CPU utilization refers to 
more CPU resources are available for other task in the system. Thus, it can be inferred 
that lower CPU utilization is beneficial for further task to improve the performance of the 
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system. CPU usage is also useful for measuring the best performance among operating 
systems under various network operations. 
  
Attribute Description OS WEP WPA WPA2 
CPU Utilization(%) 
with throughput for 
TCP protocol 
IPv4 7.19 2.53 2.39 6.47 
IPv6 6.36 2.45 2.14 5.359 
CPU Utilization(%) 
with throughput for 
UDP protocol 
IPv4 6.45 2.20 2.28 5.65 
IPv6 5.47 2.31 1.92 4.99 
Table 10: The averages of CPU utilization with TCP and UDP throughput in OS, WEP, WPA, and WPA2 
scenarios 
The experiment is performed with the various test bed and results are discussed in 
previous chapter. The CPU utilization with RTT and throughput results are summarized 
in Table 10 and 11 for better evaluation of its performance under various security 
protocols. 
Attribute Description OS WEP WPA WPA2 
CPU Utilization(%) 
with RTT for TCP 
protocol 
IPv4 2.08 2.20 2.14 2.47 
IPv6 1.80 2.16 1.80 2.64 
CPU Utilization(%) 
with RTT for  UDP 
protocol 
IPv4 2.33 3.88 1.84 2.43 
IPv6 1.98 2.58 2.12 2.78 
Table 11: The averages of CPU utilization with TCP and UDP RTT in OS, WEP, WPA, and WPA2 scenarios 
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Table 10 and 11 present the average CPU utilization with throughput and with RTT 
values for TCP and UDP traffic, for IPv4 and IPv6 under all four cases. From Table 10, it 
can be inferred that highest CPU utilization is achieved for open system under TCP 
protocol for IPv4. However, it can also be inferred that CPU utilization with RTT has 
lower values for all four case compare to CPU utilization with throughput. It can be 
stated that the best results for CPU utilization with throughput is achieved by WPA 
protocol for IPv6 under UDP traffic. Whilst the best result for CPU utilization with RTT 
is similarly achieved in open system and WPA for IPv6 under TCP traffic. While 
comparing among all security protocol the CPU utilization is minimum, for WPA 
protocol with IPv6 with respect to throughput and RTT.  
It can be concluded that IPv6 has the best CPU utilization results for both cases that is 
similar to the research hypothesis. Arguably CPU utilization outcomes reached to the 
expectation and theoretical hypothesis. To compare with other results, the impact of 
security protocols for CPU utilization has been analyzed for some other versions of 
Wireless LAN suggested by the researchers.   
In [3] authors have studied a performance evaluation of several operating systems 
(windows vista, Ubuntu) for both IP versions and TCP and UDP protocols. The research 
also concluded that compared to windows operating system Linux based Ubuntu 
operating system has lower CPU utilization.    
In [10] authors have compared CPU utilization among Windows operating system (Vista 
and XP) and concluded that CPU utilization is maximum for Windows vista. Therefore, 
network-intensive based applications, which require least delay, can benefited by 
windows XP with IPv6. However, the TCP protocol based applications shows similar 
behavior and performance for all windows based operating system.  Compared to UDP 
network traffic for higher packet sizes Windows XP provides the best results. However, 
CPU utilization for larger packet sizes also has higher values for Windows XP compare 
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to Windows vista and Windows 7. Therefore, authors concluded that for UDP traffic with 
larger packet sizes higher CPU utilization is achieved in Windows XP compared to other 
two operating systems. Windows vista and windows 7 are best suitable for UDP based 
network applications for smaller packet sizes. 
Compared to the literature available [3, 10, and 13], the outcome of this research has also 
similar tradeoffs. The research suggests that for the open system and WPA protocol the 
best CPU utilization is achieved for IPv6 under TCP traffic. The research also concludes 
that under security protocols WEP, WPA, and WPA2 there is a significant decrement in 
the CPU utilization with RTT compared to throughput, which is similar to other wireless 
standard [10,13]. The best result for CPU utilization is achieved for WPA protocol 
among all 3 protocols for IPv6. Compare to open system the CPU utilization values are 
on lower side for all the three security protocols. Thus, it can be inferred that under 
security protocol enabled, the performance of the system will be improved due to lower 
CPU utilization. For all cases from Table 10 and 11, research can conclude that for IPv6 
best CPU utilization is achieved for both TCP and UDP traffic.  
7.1.3 Effect of security protocols on Round Trip Time 
Round trip time or latency is another metric in the literature that has a significant impact 
on the network performance and widely accepted by the researchers [14]. Round Trip 
Time (computed in millisecond) is defined as the total time required for a packet to travel 
from source to destination and back again. In the experiment, for analyzing the impact of 
security protocols on the network performance with TCP and UDP protocols over both IP 
versions is measured.  All measurements were conducted for six different packet sizes 
from 128 to 1408 Bytes.  The round trip time results are summarized in Table 12 for 
better evaluation of its performance under various security protocols.  
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Table 12 presents the average RTT values for TCP and UDP protocol over IPv4 and IPv6 
with four cases. From Table 12, it can be concluded that under security protocols the 
value of RTT is on higher side compare to open system except WPA protocol. The 
outcome is similar to the hypothesis that encryption technique increase the round trip 
time for various packet sizes. However, among all security protocol for both TCP and 
UDP traffic, the highest average RTT is achieved by WEP protocol for TCP protocol 
with IPv4. This outcome seems to be very scarce as WEP is the weakest encryption 
technique among all three security protocols, although the RTT values are higher. 
Attribute Description OS WEP WPA WPA2 
Average Round 
Trip Time for 
TCP protocol 
(ms) 
IPv4 0.517 0.8310 0.206 0.556 
IPv6 0.539 0.717 0.074 0.555 
Average Round 
Trip Time for 
UDP protocol  
(ms) 
IPv4 0.574 0.743 0.075 0.412 
IPv6 0.523 0.757 0.176 0.505 
Table 12: The averages of TCP and UDP RTT in OS, WEP, WPA, and WPA2 scenarios 
Another important outcome of the research is that WPA protocol has the least round trip 
time for both IP versions with TCP and UDP traffic. The least value is achieved for IPv6 
with TCP traffic. In comparison to TCP and UDP traffic, the maximum difference of 
round trip time is of around 6% for most of its values. The RTT also have similar 
performance under four different cases as for some other versions of Wireless LAN 
suggested by the researchers.   
In [11] author has researched the impact of WPA2 protocol on bandwidth and Round 
Trip Time for 802.11n wireless network. The researcher for the experiment evaluation 
used a P2P network. For the research, both Windows and Linux based Fedora operating 
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systems were used, and network performance was evaluated for both IP versions. The 
research concluded that with WPA2 protocol enabled, the round trip time was increased 
by 0.2 ms.    
In [5], authors have researched performance of 802.11 WLAN over IPv6.  Researchers 
have used the three important metrics throughput, round trip time, and CPU utilization to 
measure network performance. Windows XP, Windows vista, and Linux based Fedora 
operating systems were used for the experiment. Researchers concluded that IPv4 has 
lower RTT compared to IPv6.    
In [15], authors again researched the performance of 802.11n WLAN with three 
operating system windows XP, Windows 7, and Fedora 12 TCP and UDP protocol with 
both IP versions. Authors setup the test-beds, for both TCP and UDP protocols, while 
throughput and RTT network metrics were measured for performance evaluation. 
Research concluded that in case of TCP protocol for all the three operating systems, IPv4 
outperformed IPv6 for all packet sizes. However, for UDP protocol, Fedora 12 has better 
performance compared to windows operating system. 
Compared to the available literature [5, 11, 13, and 15], the outcome of this research also 
has the similar tradeoffs. The research suggests that for the open system with TCP traffic 
IPv4 outperform the IPv6, which shows the similar characteristics as of the previous 
research on 802.11n [15]. The research concluded that with the security protocol enabled, 
the values of RTT increase and have the similar performance like 802.11n WLAN [11]. 
However, the maximum increment in RTT for open system and security protocols is 
achieved by WEP, of the value 0.32 ms. The research also conclude that under security 
protocols WEP, WPA, and WPA2 there is a significant increment in the RTT values for 
security protocols except WPA.  WPA security protocol shows different behavior 
towards RTT compared to open system and other security protocol. WPA protocol 
achieves the least RTT values in all cases for both TCP and UDP traffic. Thus, research 
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concludes that WPA protocol has the best performance for RTT under both TCP and 
UDP traffic compare to other security protocol. Specific to WPA for TCP traffic and 
IPv6 produces the best results for RTT.   
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8 RECOMMENDATIONS, CONCLUSION, 
AND FUTURE WORKS 
8.1 Recommendations & Conclusion 
This chapter contains the recommendations, conclusion and future works. 
Attributes System 
Configuration 
IP version Security 
Protocol 
IP Protocol 
Throughput OS IPv4 No Security UDP 
Security enabled IPv4 WPA2 TCP 
RTT (Round 
Trip Time) 
OS IPV4 No Security  TCP 
Security enabled IPV6 WPA TCP 
CPU Utilization 
with 
Throughput 
OS IPV6 No Security UDP 
 
Security enabled IPV6 WPA UDP 
CPU Utilization 
with RTT 
OS IPv6 No Security TCP 
Security enabled IPv6 WPA TCP 
Table 13: Recommendations of the research 
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This research analyzed the performance of 802.11ac wireless LAN, comprises of 
Windows operating systems with security protocols like WEP, WPA, and WPA2 enabled 
with TCP and UDP protocol under both IP versions. The metrics that are used to measure 
network performance include throughput, round trip time, and CPU utilization.  The data 
analysis and discussion on research outcomes are discussed in previous chapter and final 
finding are arrived and summarized in this chapter. 
The final findings based on the research questions are summarized in the Table 13. It 
includes the results of analyzing the impact of security protocols over 802.11ac WLAN 
network performance. The Table answers all research questions and produces the best 
cases among all four scenarios (open system, WEP, WPA, and WPA2) for each defined 
performance metrics. 
The research questions are as the following: 
§ What is the suitable scenario for each performance metric that can lead to best 
results in open system and security enabled systems on 802.11ac WLAN? 
§ How does the 802.11ac WLAN throughput will behave while the security 
protocol is enabled? 
§ How does the 802.11ac WLAN throughput will behave while the security 
protocols are NOT enabled? 
§ What is the suitable IP version that gives best results for each scenario? 
 
The best results in the phase of the open system are shown in the Table 13. IPv4/UDP 
scenario has achieved the best throughput performance. The round trip time gave best 
results in the scenario of IPv4/TCP. For CPU utilization with both throughput and RTT, 
the best scenarios are achieved under IPv6/UDP and IPv6/TCP respectively. 
 
The best scenarios for the security enabled phase are shown in Table 13. The highest 
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throughput performance is achieved in IPv4/TCP while the WPA2 security protocol is 
enabled. For the round trip time as well as the CPU utilization with RTT, IPv6/TCP 
under WPA security protocol is the best scenario. The CPU utilization with throughput 
has achieved the best results in IPv6/UDP under WPA security protocol scenario. 
Several hypotheses that were made before conducting the research are verified here in:  
● Enabling or disabling the encryption protocols will affect the performance. 
 
Experimental results prove that enabling security protocols have impact on the network 
performance. In case of throughput, results suggest that the performance of throughput 
degrade while security protocols are enabled. However, WPA2, among all the security 
protocols, achieved the best results compared to others. Another aspect is that throughput 
values are unable to achieve the expected theoretical upper bound for both open system 
and under security protocol enabled scenarios. Similarly for RTT, after enabling the 
security protocols, the values are increased. However, WPA protocol showed different 
behavior towards RTT with best performance and less round trip time. Thus, results 
suggest that the null hypothesis is accepted. 
● The UDP packets will give better results than TCP on both IPv4 and IPv6 in all 
stages. 
 
Experimental results indicate that in most cases, UDP packets produced better results 
than TCP packets. However, for throughput and round trip time TCP packets outperforms 
UDP packets in most packet sizes. For these two performance metrics, null hypothesis is 
rejected which contradicts with experimental results. 
  
● CPU utilization will score higher percentages on IPv6 protocol in all stages. 
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CPU utilization is an important metric for network performance. The experimental results 
showed that IPv6 has outperformed IPv4 for CPU utilization with throughput and RTT. 
Thus, the results suggest that the proposed hypothesis is rejected. 
 The final summary of the research findings can be concluded as:  
● In case of open system throughput value is unable to reach the theoretical upper 
bound. However, the throughput values are on higher side compared when 
security protocol is enabled. Security protocols enabled have the adverse effect on 
performance with degraded throughput values. The possible reason for this is 
probably the existence of several factors like noise, coexistence of other wireless 
network standards.   
● Among all security protocols WEP, WPA, and WPA2; WPA protocol has the best 
results for the network performance except throughput. WPA with UDP protocol 
under IPv6 could be the best possible choice to have the improved performance of 
802.11ac under security protocol enabled.  
● IPv6 has better performance compared to IPv4 in 802.11ac. It can be attributed to 
the simplification of the IPv6 header anatomy that designed to minimize the 
overhead processing compared to IPv4 header. One of the features is that the IPv6 
header has no packet fragmentation. It, also, has no checksum computation in 
each router. Finally, the header doesn’t include the "Option" field that consumes 
time in processing. All of theses features led to fast and smooth performance. 
● UDP and TCP protocol does not have a significant influence over network 
performance for 802.11ac.   
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8.2 Future works 
8.2.1 Evaluating 802.11ac under peer-to-peer WLAN structure. 
Owing to the time limitation, we could not cover the evaluation of 802.11ac in peer-to-
peer WLAN structure. Thus, evaluating P2P WLAN is one of the future works. 
8.2.2 Evaluating 802.11ac in Linux environment. 
Various operating systems play major role in WLAN behavior. So, conducting a research 
to evaluate 802.11ac in Linux environment is one of the future works.  
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APPENDENCES 
APPENDIX A Specifications & Configurations 
The following Tables show hardware & software specifications as well as configurations. 
  
Table A- 1: Experiment ideal values 
 
Table A- 2: The AP specifications 
  
Table A- 3: CAT5e Cable specifications 
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Table A- 4: USB WLAN NIC specifications 
 
Table A- 5: The AP Configuration 
 
Table A- 6: Operating Systems, Roles, and Tools used in the experiment 
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APPENDIX B Experimental Results 
The following Tables show the experimental results of the 802.11ac WLAN throughput, 
round trip time, and CPU utilization for both IP versions in OS, WEP, WPA, and WPA2 
scenarios.  
 TCP Throughput in all scenarios (Mbps) 
 128 384 640 896 1152 1408 
OS	v4 243.32 254.19 267.06 264.52 270.13 279.04 
OS	v6 228.43 244.15 257.54 251.47 265.45 271.00 
WEP	v4 216.28 222.56 225.03 223.98 218.11 217.08 
WEP	v6 210.36 218.11 219.69 222.02 225.37 224.82 
WPA	v4 209.83 218.39 217.23 221.76 198.53 121.22 
WPA	v6 72.54 68.54 77.49 78.33 98.01 110.04 
WPA2	v4 237.14 248.21 263.97 261.79 273.84 283.07 
WPA2	v6 126.13 161.26 233.62 226.55 186.16 134.11 
Table A- 7: Results of TCP throughput for both IP versions in all scenarios 
 UDP Throughput in all scenarios (Mbps) 
 128 384 640 896 1152 1408 
OS	v4 364.8 405.2 534.1 620.9 700.3 876.9 
OS	v6 244.4 281.1 438.6 537.1 594.1 618.3 
WEP	v4 218.70 221.94 234.90 238.95 275.40 272.97 
WEP	v6 210.60 212.22 226.80 251.10 267.30 275.40 
WPA	v4 218.70 222.75 224.37 234.90 237.33 233.28 
WPA	v6 121.50 131.22 129.60 136.89 143.37 145.80 
WPA2	v4 241.489 250.22 257.873 265 269.88 273.333 
WPA2	v6 133.67 138.48 147 159 169 183 
Table A- 8: Results of UDP throughput for both IP versions in all scenarios 
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 TCP RTT in all scenarios (ms) 
 128 384 640 896 1152 1408 
OS	v4 0.56 0.59 0.58 0.59 0.58 0.57 
OS	v6 0.58 0.46 0.48 0.59 0.57 0.56 
WEP	v4 1.20 1.05 0.94 0.80 0.53 0.47 
WEP	v6 1.19 0.80 0.73 0.61 0.52 0.45 
WPA	v4 0.34 0.22 0.20 0.18 0.16 0.15 
WPA	v6 0.09 0.08 0.08 0.07 0.07 0.07 
WPA2	v4 0.58 0.58 0.57 0.53 0.54 0.54 
WPA2	v6 0.54 0.58 0.58 0.55 0.54 0.54 
Table A- 9: Results of TCP RTT for both IP versions in all scenarios 
 UDP RTT in all scenarios (ms) 
 128 384 640 896 1152 1408 
OS	v4 0.60 0.53 0.59 0.58 0.57 0.57 
OS	v6 0.37 0.54 0.59 0.56 0.53 0.54 
WEP	v4 0.72 1.02 0.92 0.83 0.51 0.46 
WEP	v6 1.05 1.03 0.92 0.56 0.54 0.46 
WPA	v4 0.09 0.08 0.08 0.07 0.07 0.07 
WPA	v6 0.17 0.22 0.19 0.18 0.16 0.15 
WPA2	v4 0.34 0.38 0.57 0.42 0.46 0.29 
WPA2	v6 0.51 0.48 0.54 0.55 0.49 0.46 
Table A- 10: Results of UDP RTT for both IP versions in all scenarios 
 CPU vs TCP Throughput in all scenarios (%) 
 128 384 640 896 1152 1408 
OS	v4 15.34 8.53 5.56 5.34 4.19 4.24 
OS	v6 14.30 6.65 4.89 4.11 4.06 4.17 
WEP	v4 2.90 2.52 2.66 2.00 2.82 2.30 
WEP	v6 3.01 2.27 2.57 2.15 2.66 2.05 
WPA	v4 2.97 2.48 2.34 1.76 2.31 2.49 
WPA	v6 1.90 2.08 2.08 2.38 2.26 2.20 
WPA2	v4 14.30 7.33 4.86 4.21 4.38 3.76 
WPA2	v6 9.70 5.83 4.50 5.39 3.72 3.02 
Table A- 11: Results of CPU vs TCP throughput for both IP versions in all scenarios 
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 CPU vs UDP Throughput in all scenarios (%) 
 128 384 640 896 1152 1408 
OS	v4 12.4 8.21 5.11 4.8 4.2 4 
OS	v6 10.3 6 4.8 4.05 3.9 3.8 
WEP	v4 2.7 2.4 2.3 2 1.8 2 
WEP	v6 2.8 2.5 2.5 2.2 2 1.9 
WPA	v4 2.71 2.42 2.29 2.11 2.2 2 
WPA	v6 2.2 1.96 1.9 1.89 1.81 1.76 
WPA2	v4 10.7 6.9 4.66 4.14 3.85 3.7 
WPA2	v6 8.7 5.69 4.11 3.94 3.77 3.73 
Table A- 12: Results of CPU vs UDP throughput for both IP versions in all scenarios 
 CPU vs TCP RTT in all scenarios (%) 
 128 384 640 896 1152 1408 
OS	v4 2.49 1.82 2.36 1.58 1.99 2.24 
OS	v6 1.89 1.61 1.77 1.91 2.17 1.48 
WEP	v4 2.95 2.35 2.18 1.88 1.95 1.91 
WEP	v6 2.34 2.21 1.94 2.01 2.43 2.04 
WPA	v4 1.71 2.56 1.55 2.24 2.02 2.81 
WPA	v6 1.96 1.76 1.83 2.12 1.62 1.52 
WPA2	v4 2.85 1.96 2.45 2.78 2.77 2.03 
WPA2	v6 1.90 2.06 2.39 3.07 3.20 3.26 
Table A- 13: Results of CPU vs TCP RTT for both IP versions in all scenarios 
 CPU vs UDP RTT in all scenarios (%) 
 128 384 640 896 1152 1408 
OS	v4 2.34 2.25 2.74 2.26 2.37 2.06 
OS	v6 1.88 2.24 1.99 2.08 1.94 1.76 
WEP	v4 3.59 4.13 4.54 3.99 3.69 3.36 
WEP	v6 2.30 2.58 2.51 2.63 2.79 2.73 
WPA	v4 1.39 1.26 2.14 2.33 2.33 1.61 
WPA	v6 2.00 2.05 2.42 1.69 2.40 2.17 
WPA2	v4 1.63 2.20 2.20 1.90 2.48 4.22 
WPA2	v6 2.54 2.66 3.22 2.74 3.11 2.44 
Table A- 14: Results of CPU vs UDP RTT for both IP versions in all scenarios 
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