We de ne a new subclass of persistent Petri nets called single-path Petri nets. Our intention is to provide a class of Petri nets whose study might yield some insight into the mathematical properties of persistent Petri nets or even general Petri nets. We conjecture that the Karp-Miller coverability tree for a persistent net is small enough to be searched in polynomial space. Although we are unable to prove this conjecture, we do show that single-path Petri nets have this property. We then use this fact to show that the canonical analysis problems (i.e., boundedness, reachability, containment, and equivalence) for single-path Petri nets are PSPACE-complete in the strong sense. Furthermore, we show that the problem of recognizing a singlepath Petri net is also PSPACE-complete.
Introduction
A Petri net is a formalism that has been used extensively to model parallel computations (see, e.g., Peterson, 1981; Reisig, 1985] ). As is typical regarding automata-theoretic models, the decidability and computational complexity of a number of decision problems involving Petri nets have been studied in order to gain a better understanding of the mathematical properties of the model. These problems include boundedness, reachability, containment, and equivalence. These four problems may be considered to be the canonical problems regarding Petri nets because most other Petri net problems have been shown to be polynomialtime many-one equivalent to one of these (see, e.g., Peterson, 1981] ). Lipton 1976] and Racko 1978] have shown exponential space lower and upper bounds, respectively, for the boundedness problem (see also Rosier and Yen, 1986] ), whereas Rabin Baker, 1973] and Hack 1976] have shown the containment and equivalence problems, respectively, to be undecidable (in particular, both problems are 1 -complete). On the other hand, the complexity of the reachability problem has remained open for many years. Lipton's lower bound for the boundedness problem also yields an exponential space lower bound for the reachability problem, and Mayr 1984] has shown the problem to be decidable, though his algorithm is not primitive recursive (see also Kosaraju, 1982; Lambert, 1987] ). No one has yet succeeded in tightening these bounds. Such a large disparity between the known lower and upper bounds for this problem suggests that the fundamental mathematical properties of Petri nets still are not well understood.
Early e orts to show the reachability problem to be decidable included the study of various restricted subclasses of Petri nets Cardoza, Lipton, and Meyer, 1976; Crespi-Reghizzi and Mandrioli, 1975; Ginzburg and Yoeli, 1980; Grabowski, 1980; Hopcroft and Pansiot, 1979; Jones, Landweber, and Lien, 1977; Landweber and Robertson, 1978; Mayr and Meyer, 1981; M uller, 1981; Valk and Vidal-Naquet, 1981] . For many of these subclasses, tight complexity bounds for all four problems listed above have been shown Cardoza, Lipton, and Meyer, 1976; Howell and Rosier, 1988; Howell, Rosier, and Yen, 1987; Huynh, 1985; Jones, Landweber, and Lien, 1977; Mayr and Meyer, 1982] . A notable exception is the class of persistent Petri nets. All four problems regarding persistent Petri nets are PSPACE-hard Jones, Landweber, and Lien, 1977] . As far as known upper bounds are concerned, the boundedness problem can be solved in exponential space Racko , 1978] , and the other three problems are known to be decidable Grabowski, 1980; M uller, 1981] , though none are known to be primitive recursive. Thus, the disparities in the known upper and lower bounds for all four problems regarding persistent Petri nets are even larger than the corresponding disparities for general Petri nets. Furthermore, even the problem of recognizing a persistent Petri net | a problem that is also PSPACE-hard Jones, Landweber, and Lien, 1977] | is not known to be primitive recursive (cf. Grabowski, 1980; M uller, 1981] ).
It is instructive to compare the strategies given by in showing the decidability of the reachability problems for both persistent and general Petri nets. Both algorithms involved the construction of a tree similar to the coverability tree given by Karp and Miller 1969] . Unfortunately, for general Petri nets, the size of this tree is potentially nonprimitive recursive Mayr and Meyer, 1981; M uller, 1985] (see also McAloon, 1984; Clote, 1986; Howell et al., 1986] ). It is not currently known whether a primitive recursive upper bound can be given for the size of the coverability tree for an arbitrary persistent Petri net. If such a bound could be shown, it would be a signi cant step toward giving a primitive recursive upper bound for the reachability problem for persistent Petri nets. On the other hand, if a primitive recursive algorithm could be given for this problem without showing a primitive recursive upper bound on the size of the coverability tree, this could be a signi cant step toward nding a primitive recursive algorithm for the general reachability problem. The understanding of persistent Petri nets therefore seems to be crucial to the understanding of general Petri nets. Our conjecture is that persistent Petri nets have relatively small coverability trees, perhaps no more than exponential depth; however, we have not yet been able to prove this conjecture.
Since the problems surrounding persistent Petri nets seem to be almost as di cult to analyze as for general Petri nets, a logical strategy appears to be to narrow the scope of the investigation still further to subclasses of persistent Petri nets. One subclass of persistent Petri nets that is now well-understood is the class of con ictfree Petri nets Crespi-Reghizzi and Mandrioli, 1975; Howell and Rosier, 1988; Howell, Rosier, and Yen, 1987; Landweber and Robertson, 1978] . However, the study of con ict-free nets does not seem to yield much insight into the properties of persistent Petri nets. The main reason seems to be that persistent Petri nets are de ned solely in terms of their behavior, whereas con ict-free Petri nets may be de ned in terms of their structure (cf. Howell, Rosier, and Yen, 1989] ). For example, the problem of recognizing a con ict-free Petri net may be solved in polynomial time by a straightforward examination of the structure of the net, whereas recognizing a persistent Petri net seems to require a costly reachability analysis (see Grabowski, 1980; M uller, 1981] ). Therefore, we de ne in this paper a new subclass of persistent Petri nets de ned solely in terms of their behavior. We call this new class single-path Petri nets. Persistent Petri nets are characterized by the fact that at any reachable marking, the only way to disable an enabled transition is to re it; thus, con icts are avoided at all reachable markings. In a con ict-free Petri net, con icts are avoided at all markings, whether reachable or not. On the other hand, a single-path Petri net avoids con icts due to the fact that it has only one ring sequence. Single-path Petri nets are therefore a proper subset of persistent Petri nets, but neither contain nor are contained in the class of con ict-free Petri nets. Furthermore, we are able to show that the coverability tree for a single-path Petri net | a tree with exactly one leaf | has at most exponential depth.
In showing our exponential bound on the depth of the coverability tree for single-path Petri nets, we must overcome two hurdles. The rst hurdle concerns paths in the coverability tree that terminate upon iterating a loop (i.e., a ring sequence causing a nonnegative gain in all places). Lipton 1976] has shown that for general Petri nets, the shortest path containing a loop can be doubly exponential in the size of the Petri net. The second hurdle is potentially more serious: there can exist, in general Petri nets, paths with a nonprimitive recursive length that contain no loops Mayr and Meyer, 1981; McAloon, 1984; M uller, 1985; Clote, 1986; Howell et al., 1986] . In order to overcome these hurdles, we show that if the path in a single-path Petri net exceeds a certain exponential length, it must contain a loop-like structure that we call an r-semi-loop. This structure is such that it must be iterated (possibly forever) until the path terminates; furthermore, if this iteration does not continue forever, it continues for at most an exponential length. Combining this result with PSPACE-hardness proof given by Jones, Landweber, and Lien 1977] , we show that the four canonical problems regarding single-path Petri nets and the problem of recognizing a single-path Petri net are all PSPACE-complete in the strong sense. It is hoped that the techniques given here might be generalized to apply to persistent Petri nets.
The remainder of this paper is organized as follows. In Section 2, we give some preliminary de nitions. In Section 3, we derive a bound on the depth of the coverability tree for a single-path Petri net and show the canonical problems to be PSPACE-complete. We then give some concluding remarks in Section 4.
Preliminaries
In this section, we introduce some basic terminology and de ne single-path Petri nets. Let AnB denote the set di erence of sets A and B, and let A B denote their cartesian product. jAj is the cardinality of a set A, and f # A is the restriction of a function f to a domain A. N is the set of nonnegative integers, Z the set of all integers. A (A ! , respectively) denotes the set of nite (in nite, respectively) sequences of elements of A; " is the empty sequence. For u 2 A ; k 2 N; (u) k stands for uu : : :u; u being written k times, and (u) ! stands for the in nite sequence uuu : : : .
A Petri net (PN, for short) is a tuple (P; T; '; 0 ); where P is a nite set of places, T is a nite set of transitions, P \ T = ;; ' is a ow function ' : (P T) (T P) ?! N and 0 is the initial marking; a marking is a function : P ?! N. 0 denotes the zero marking 0 : P ?! f0g. A transition t 2 T is enabled at a marking if (p) We extend these notions to in nite paths and ring sequences in the obvious way. A path or a ring sequence is complete if it can not be extended; all in nite paths and ring sequences will be considered to be complete. By the length of a path we mean the length of the corresponding ring sequence. In describing (a part of) a path, we often write only some \passed through" markings explicitly; e.g. we write 1 u ?! 2 v ?! 3 for u; v 2 T . The e ect of u 2 T (on markings), denoted by (u); is de ned as follows:
: T ?! Z P ; where (") = 0; (t)(p) = '(t; p) ? '(p; t); and
For a PN P = (P; T; '; 0 ); the reachability set of P is the set R(P) = f j 0 u ?! for some u 2 T g: Given a PN P and a marking of P, the reachability problem (RP) is to determine whether 2 R(P): Given a PN P, the boundedness problem (BP) is to determine whether R(P) is nite. Given PNs P 1 ; P 2 , the containment problem (CP) is to determine whether R(P 1 ) R(P 2 ) ; the equivalence problem (EP) is to determine whether R(P 1 ) = R(P 2 ):
For our purposes, it su ces to de ne the size of a PN P = (P; T; '; 0 ) as the maximum of jPj; jTj and log 2 m; where m is the maximum integer in the description of ' and 0 (log 2 m approximates the number of bits needed to write m). De nition 2.1. A single-path Petri net (SPPN) P is a PN with only one complete path (i.e., at most one transition is enabled at every reachable marking). This path is denoted by P :
3 PSPACE-completeness of the canonical problems
In this section, we show the four canonical problems for SPPNs and the problem of recognizing a SPPN to be PSPACE-complete in the strong sense. The di cult part of the proof is showing membership in PSPACE. We will discuss the solution of this problem after we show the lower bound, which follows from results given by Jones, Landweber, and Lien 1977] . b) The problem of recognizing a SPPN is PSPACE-hard in the strong sense.
Proof. Jones, Landweber, and Lien 1977] have given a simulation of a nondeterministic linear bounded automaton (LBA) by a 1-conservative PN. In this simulation, if the LBA is deterministic, the PN is, in fact, a SPPN. Since the LBA acceptance problem is PSPACE-complete even for deterministic LBAs Karp, 1972] , it is a straightforward matter to use this simulation to show each of the ve problems to be PSPACE-hard. Since the construction gives a PN whose size is polynomial in the size of the LBA such that no integer in the description of ' and 0 exceeds 1, the problems are PSPACE-hard in the strong sense. 2
We will spend the remainder of this section showing the four canonical problems to be in PSPACE. Recall the well-known fact that every in nite sequence of nonnegative vectors v 1 ; v 2 ; ::: has an in nite subsequence v i1 v i2 , where i 1 < i 2 < (see, e.g., Karp and Miller, 1969] ), and notice that
Then it is easy to see that the complete ring sequence for a given SPPN is either nite or of the form u(v) ! for the rst (i.e., leftmost) nonempty v such that (v) 0: Furthermore, the coverability tree contains exactly one path; this path corresponds to some pre x of the ring sequence uv 2 (see Karp and Miller, 1969] for a formal de nition of the coverability tree). Roughly said, we will show that the loop v must occur within the rst exponentially many moves ( rings). This result is signi cant because there exist in nitely many general PNs in which every path containing a loop is at least doubly exponential in length Lipton, 1976] . Our strategy will be to rst generalize the problem of nding a loop; i.e., we will show that if the complete path exceeds a certain exponential length, it must contain a more general type of segment, which we will call an rsemi-loop. If the r-semi-loop is, in fact, a nonnegative loop, we will be done; otherwise, we will show that the complete path must be of a \short" nite length. This result is quite strong, because even in general PNs that are bounded, there can exist nite complete paths of nonprimitive recursive length Mayr and Meyer, 1981; McAloon, 1984; M uller, 1985; Clote, 1986; Howell et al., 1986 ]. We will then be able to use techniques from Howell and Rosier, 1988 ] to show the four canonical problems to be in PSPACE. We now de ne an r-semi-loop.
De nition 3.2. For a PN (P; T; '; 0 ); a segment = 0 v ?! 00 ; v 6 = "; of a path is an r-semi-loop (r 2 N) if every p 2 P meets at least one of the following conditions:
(1) 0 (p) 00 (p) (i.e., (v)(p) 0), or (2) throughout , the marking on p is never less than r.
The following lemma shows the role of r-semi-loops in SPPNs.
Lemma 3.3. Let P = (P; T; '; 0 ) be a SPPN where range(') f0; 1; 2; ::;rg: If P is in the form ?!), since P is a SPPN. Hence there is a p 2 P such that 1 (p) < '(p; t 2 ) r; i.e., (v)(p) 0, due to the de nition of an r-semi-loop. Thus we have 2 (p) = 1 (p) + (k + 1)( (v)(p)) 1 (p) < '(p; t 2 ); which is a contradiction with 2 t2 ?!. 2 Thus, the complete ring sequence of the SPPN P in Lemma 3.3 can be constructed by rst ring u, then iterating v until the next transition cannot be red. (Note that this procedure might not terminate.)
In particular, if (v) 6 0, the complete path must be nite.
We now show a simple su cient condition for a segment of a path to be an r-semi-loop. Note that Lemmas 3.4 and 3.7 below apply to general PNs. ?! : : : be xed. A subsequence S = i1 ; i2 ; : : :; im (m 1) of the sequence 0 ; 1 ; 2 ; : : : will be called P 0 -constant, for P 0 P , if i1 # P 0 = i2 # P 0 = : : : = im # P 0 ; S will be called maximal P 0 -constant if S is P 0 -constant and, for every j, 1 j m ? 1; there is no k, i j < k < i j+1 ; such that k # P 0 = ij # P 0 (S can not be extended with an \inner member").
Remark 3.6. It is clear that every P 0 -constant sequence can be extended with \inner members" yielding a maximal P 0 -constant sequence.
Notice that if we have a segment of a path 1 u ?! 2 such that 1 ; 2 is a P-constant sequence, where P is the set of all places in the PN, u is an r-semi-loop for any r ( (u) = 0). In what follows, we will show how to nd, in a \long enough" segment of the complete path of a SPPN, P 0 -constant sequences for successively larger P 0 until either P 0 = P or we have the situation described in Lemma 3.4. In either case, we have an r-semi-loop, where r is the largest integer in the description of the ow function '. We rst need the following lemma.
Lemma 3.7. Let P = (P; T; '; 0 ) be a PN and one of its paths. Let ?! i+1 , where # P 0 = i # P 0 + ( j+1 # P 0 ? j # P 0 ) = i # P 0 . Hence v = " due to the maximality of S. 2
The following lemma is the crucial one.
Lemma 3.8. Let P = (P; T; '; 0 ) be a SPPN, where range(') f0; 1; 2; ::;rg: Let us have P 0 P; where jPnP 0 j = k > 0; and a segment Then one of the following holds:
(1) u 1 = u 2 = : : : = u m?1 ; or (2) there is a subsequence of the sequence S which is P 00 -constant for some P 00 P 0 ; furthermore, this subsequence has at least m=(2kr) members.
Proof. Suppose that (1) does not hold, and let u denote the maximal common pre x of u 1 ; u 2 ; : : :; u m?1 (u may be empty). We can write u i = uu 0 i ; where u 0 i 6 = " (i = 1; 2; : : :; m ? 1) due to Lemma 3.7; thus can be written in the form We can now establish a bound on the length of the segment su cient to guarantee the existence of an r-semi-loop.
Lemma 3.9. Let P = (P; T; '; 0 ) be a SPPN, where jPj n and range(') f0; 1; 2; ::;rg, r 1. Any segment of P of length at least 2(2r) n n! contains an r-semi-loop.
Proof. We can use Lemma 3.8 with Remark 3.6 several times (at most jPj times) until one of the following two cases occurs: ?! m is an r-semi-loop.
(2) contains a P-constant sequence with at least two members. Thus, contains a segment 1 u ?! 2 such that 1 = 2 . Clearly, this segment is an r-semi-loop.
2
Let P = (P; T; '; 0 ) be a SPPN of size n. Then jPj n and range(') f0; 1; 2; :::;2 n g. Suppose P
is of length at least k = 2(2 2 n ) n n! 2 dn 2 for some constant d. Then the initial segment of P of length k has a 2 n -semi-loop. ?! 2 is a 2 n -semi-loop. Suppose (v) 6 0; i.e., there is some place p such that (v)(p) < 0. Since juj k, 1 (p) 0 (p) + k2 n (k + 1)2 n . Thus, v cannot be iterated from 1 more than (k + 1)2 n times. Since jvj k, from Lemma 3.3, P is no longer than k + k(k + 1)2 n 2 cn 2 for some constant c. We therefore have the following theorem.
Theorem 3.10. There is a constant c such that, for any SPPN P of size n, any segment of P of length at least 2 cn 2 contains a nonempty nonnegative loop v; (v) 0: Thus, the coverability tree of P has depth no more than 2 cn 2 +1 .
Remark 3.11. The bound from the theorem can not be improved: it is not di cult, for any n, to construct a SPPN of size 2n which generates all 2 n -adic numbers with at most n digits; in addition, the complete path has length 2 n 2 and does not contain a nonnegative loop. Note also that if range(') f0; 1; :::;ng, the bound given in Theorem 3.10 becomes 2 cn log n . If we modify the SPPN described above to generate all n-adic numbers with at most n digits, we show this bound to be tight as well.
We can now make use of a result from Howell and Rosier, 1988] to show all four of the canonical problems to be PSPACE-complete.
Theorem 3.12. For SPPNs, BP, RP, CP and EP are PSPACE-complete. Proof. BP and RP follow immediately from Theorems 3.1 and 3.10. It is not quite as obvious that CP and EP are in PSPACE. Clearly, if we can decide CP in PSPACE, we can also decide EP in PSPACE.
Therefore, let us consider the problem of deciding whether R(P 1 ) R(P 2 ) for arbitrary SPPNs P 1 and P 2 with size at most n. If P 1 is bounded, then from Theorem 3.10, the problem is in PSPACE. Furthermore, if P 1 is unbounded and P 2 is bounded, the containment cannot hold. Hence, we only need to consider the case in which both P 1 and P 2 are unbounded. Then the complete ring sequence of each P i is of the form u i v i ! , where each marking reached during the process of ring u i v i is bounded in each place by 2 cn 2 for some constant c. Then R(P i ) is a 2 cn 2 -bounded semilinear set in which each linear set either contains exactly one marking or is of the form f +c (v i ) j c 2 Ng. We can clearly determine in PSPACE whether each singleton linear set in R(P i ) is contained in R(P 2 ). Let be the least upper bound of the singleton linear sets from R(P 2 ) Clearly, is bounded by 2 cn 2 in each place, and we can determine in PSPACE whether there is a such that 2 R(P 1 )nR(P 2 ).
Let S 1 be the set obtained by removing the singleton linear sets and all markings not greater than from R(P 1 ). Clearly, S 1 is a 2 cn 2 +1 -bounded semilinear set in which each linear set is of the form f + c (v 1 ) j c 2 Ng. Also, let S 2 be the set obtained by removing all markings not greater than from R(P 2 ). Again, S 2 is a 2 cn 2 +1 -bounded SLS in which each linear set is of the form f +c (v 2 ) j c 2 Ng. Thus, we have reduced our problem to deciding whether S 1 S 2 . In Howell and Rosier, 1988] , it was shown that 1. if (v 1 ) is not an integer multiple of (v 2 ), then S 1 6 S 2 ; and 2. if (v 1 ) is an integer multiple of (v 2 ) and S 1 6 S 2 , then there must be a marking bounded in each place by n(2 cn 2 +1 ) 2n+1 + 2 cn 2 +1 such that 2 S 1 nS 2 .
Thus, CP and EP can be decided in PSPACE, and by Theorem 3.1 are PSPACE-complete. 2
We conclude this section by showing the problem of recognizing a SPPN to be PSPACE-complete.
Theorem 3.13. The problem of recognizing a SPPN is PSPACE-complete.
Proof. From Theorem 3.1, we only need to show the problem to be in PSPACE. Let P = (P; T; '; 0 ) be a PN of size n, and let c be the constant given by Theorem 3.10. We rst try to traverse a path of length 2 cn 2 in P, verifying at each step that at most one transition is enabled. During this traversal,
we only store the current marking, the next marking being constructed, and a counter of the path length; thus, we only need a polynomial amount of space. If we reach a marking at which two or more transitions are enabled, we immediately reject P. If we reach a marking at which no transitions are enabled, we immediately accept P. Otherwise, when we have traversed to a length of 2 cn 2 , we decide in PSPACE whether has a nonempty nonnegative loop; if not, by Theorem 3.10, we reject P. We have shown the boundedness, reachability, containment, equivalence, and recognition problems for singlepath Petri nets to be PSPACE-complete. In so doing, we showed that the depth of the coverability tree for single-path Petri nets is at most exponential in the size of the net. Crucial to our proof was the notion of an r-semi-loop. We believe that Lemma 3.8 can be extended to persistent Petri nets, so that we can be guaranteed to have r-semi-loops given that \long enough" paths (i.e., paths of a certain exponential length) exist in the Petri net. However, it is not clear how useful such an extension would be, since Lemma 3.2 clearly does not hold for persistent Petri nets. Thus, it is apparent that an analysis of the problems for persistent Petri nets must depend upon more than simply nding an r-semi-loop. Still, our conjecture is that the depth of the coverability tree for persistent Petri nets is at most exponential in the size of the Petri net.
