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The cylindrical algebraic decomposition method ecomposes E r into regions over which 
a given polynomial has constant sign by extension ofone complicated decomposition f 
E r -  1. We investigate a method which decomposes E r into sign-invariant mgiorm by 
combining several but simpler decompositions of E r-1 . We can obtain a sign-invariaat 
decomposition f E 2 defined by a bivariate polynomial of total degree n and coefficient 
size d in time O ( n 12 (d + log n) 2 log n). Preliminary experiments suggest that the method 
is useful in practice. 
Introduction 
The cylindrical algebraic decomposition (henceforth CAD) algorithm of Collins [Arnon 
e¢ al., 1984] is a fascinating tool for solving, among other things, first and second 
order  problems in geonaetry with applications in design and robotics. Despite numerous 
improvements which gave drastic performance gains on important classes of problems, 
[Arnon e¢ al., 1984], [Arnon, 1985], [McCallum, 1985], one still feels that some relatively 
simple problem instances take more computing resources than one would expect. The 
asymptot ic worst case bound for CAD is doubly exponential in the number of variables, 
and  there are good reasons to believe that this is the best that can be achieved [Ben-Or 
eTt al., 1986]. It is clearly desirable to have a method which works better on 'simple' 
problem instances. What we mean by a simple problem instance could be inferred from 
what  types of instances arise 'in practice' or we could mean simply instances on which 
our  method works well. A study of the application in motion-planning convinced us that 
a useful notion of simplicity may be regularity. The results presented here are first steps 
that  might lead to a method that is fast when applied to a set of regular polynomials 
and  whose cost increases with the number of and complexity of the singularities in the 
polynomials. Specifically, we show how to obtain a decomposition of E 2, sign-invariant 
w . r . t  a single regular bivariate polynomial. 
1. Definitions and outline 
The  following definitions are standard, see e.g. [Buchberger e~ al., 1982]. We consider 
problems involving sets of polynomials in r (we soon specialize to the case r = 2) 
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variables with coefficients in Q or Z. A decomposition of E ~, Euclidean r-dimensional 
space, sign-iuvariant with respect o S, a set of r-variate polynomials, is a partitioning 
of E r into connected regions such that the sign (+,- or 0) of each polynomial in S is 
constant over each region. Two regions are adjacent if they have a connected union, 
The size of an integer k is logk and the size of a rational number p/q is logp+ logq 
when p and q are relatively prime, k hypersurface is regular iff an open neighborhood 
of each of its points is homeomorphic to the unit ball and it has a well defined and 
continuously varying tangent normal vector everywhere. A polynomial is regular iff 
there is no common real zero of the polynomial and its first order partial derivatives. 
A regular polynomial defines a regular surface but not vice versa. A hypersurface or 
polynomial which is not regular is singular, and the points where the condition for 
regularity is not fulfilled are its singular points. 
We propose a method with the following characteristics, in E r and for a regular 
hypersurface: For each coordinate ~i obtain a set of rational values t~ i) which separate 
the stationary points of the surface w.r.t, xi (probably more points are required than one 
in each interval between stationary points). The intersections of the hypersurface with 
the hyperplanes zi = t~ i) form regular hypersurfaces in E r-1 . Then we recursively obtain 
a decomposition of these intersections (which are problems in Er-1). For every pair of 
adjacent parallel 'hyperslices', and for all pairs of intersecting hyperslices, find a number 
of pairs of regions that correspond to the same region in E r, and form the transitive 
closure of the corresponding relation. The equivalence classes (of E r-1 regions) define 
the regions in E r. The adjacency relation in E r then follows from those in the slices. The 
major problem is to find a set of rational values and pairs such that the computation 
actually gives maximal sign-invariant regions and correct adjacencies, without going 
through all the machinery of the standard CAD algorithm. We have a solution to this 
problem in two variables. The reason why this method is interesting is that the degrees 
of the involved polynomials (in the slices) do not increase, so we can use many slices 
without approaching the cost of the extension phase of CAD. 
Recall [Collins and Loos, 1982], [Davenport, 1985] that, given a bivariate 
polynomial f (z,  y) of total degree n and maximum coefficient size d, f~ and f~ have 
degree n - 1 and coefficient size O(log n -b d). If p is a rational number of size d', f(p, y) 
and f(x, p) are polynomials of degree n and coefficient size nd ~ "b d. Resultants of f ,  fy 
and f~ w.r.t. • and y have degree O(n 2) and coefficient size O(n(g-b log n)). Evaluating 
a univariate polynomial of degree n and coefficient size d at a point of size d ~ takes 
time O(n(d ~ q- d)). Evaluation of its Sturm sequence (using fast arithmetic) takes time 
O(n2(dq-log n-b d')) and its roots can be isolated in time O(n4(log n q- d) 2 log n e), where 
e stands for a number of loglog terms that we will ignore in the following. The total 
size of the separating and bounding rational points for the roots is O(n(logn ÷ d)). As 
a by-product we also obtain the squarefree part of the polynomial. 
2. Two-dlmensional regular curves 
The algorithm for finding a coarsest decomposition of E 2, sign-inv~riant w.r.t, a single 
polynomial defining a regular curve, finding its adjacency relation and solving the point 
location problem will now be described. Assume f(x, y) is the polynomial, of total degree 
n and maximum coefficient size d, defining the regular curve. It is well known that a 
regular curve consists of a set of disjoint (maximal connected) components, each being 
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a closed loop (Jordan curve) or infinite arch extending to infinity in both directions. In 
other words, there are no crossings, cusps or isolated points on a regular curve. 
Let a turning poin~ of a curve be a point where it has horizontal or vertical tangent. 
We will assume that the curve has no vertical or horizontal straight lines, and thus that 
the number of turning points is finite. This can be assumed without loss of generality 
since in case we had such lines we could either factor them out (they correspond to 
univariate factors of the polynomial defining the curve) or tilt the coordinate system 
as is done for obtaining a well-based ecomposition i [Schwartz and Sharir~ 1983]. 
Similarly~ we can assume that no asymptotes to the curve are vertical or horizontal (this 
simplifies the analysis lightly but should probably not be assumed in practice). The first 
step of our algorithm is to place a grid of horizontal and vertical ines in the plane which 
isolates the turning points, i.e., each rectan#le whose boundary is contained in two pairs 
of adjacent lines, one pair vertical and one horizontal, contains at most one turning point 
of the curve. Obviously, at a turning point with vertical tangent, f and ]v are both zero 
and at one with horizontal tangent f and f~ are both zero. Thus, the z-coordinates 
of the turning points are among the zeros of v(z) = resy(f, f~)resv(f, fy) and the y-  
coordinates of the turning points are among the zeros of h(y) = resx(f, h)res~(f,  fv). 
Call the zeros (in increasing order) of v(~) ~i, 0 < i < O(n2), those of h(y) are called 
f/i, 0 < i < O(n2). The multiplicities of these zeros give upper bounds on the number 
of turning points on the corresponding vertical or horizontal line. A common zero of 
rest(f ,  fx) and rest(f,  fv) indicates that there may be a singular point or that a vertical 
turning point has the same y-coordinate as a horizontal one. Since our only requirement 
is to isolate the turning points, it is possible to omit the vertical or horizontM lines 
in cases with no multiple real zeros. We do not describe this improvement since it 
is straightforward and does not change the worst-case behaviour of the method (as 
an example, if the curve has circular components, pairs of turning points can not be 
separated by tilting). 
LEMMA 1. A grid isolating the ¢urning points of ihe curve can be obtained in ~ime 
O(nl°( d+logn) ~ logn). The totalsize of the coordinates of these lines is O(n3( d+logn)). 
PROOF. For the x-coordinates of the vertical ines we can take a sequence of rationM 
numbers (zi)0<i<o(,~) bounding and separating the zeros of v(z). v(z) is of degree 
O(n 2) and has coefficient size O(n(logn + d)). Substituting these asymptotic bounds 
into the root separation cost and size of section I gives the asymptotic bounds of the 
Lemma. The y-coordinates of the horizontal lines are similarly obtained from h(y). In 
the grid so obtained there is obviously not more than one point (~i, f/j) in any rectangle, 
and this point set contains all turning points of the curve. • 
Having obtained the grid lines x = zi and y -- y/, we proceed by intersecting the 
curve and the curves defined by the first-order derivatives f~ and j~ with these lines. 
Specifically, mutually isolate the zeros of / (zt ,  y), f~(zl, y) and fy(zi, y) from each other 
and from the yj, for each i. Similarly, isolate the zeros of f (x,  y~), f~(x, yl) and fy(z, yi) 
from each other and from the xj. This operation gives us, for each intersection of the 
curve with a grid line, the sign of slope ('up' if the product of the first-order derivatives i
negative, 'down' otherwise) and the rectangles whose boundaries are intersected. There 
are only O(n 2) real turning points for a curve of degree n (since each turning point 
contributes one zero to one of the two discrlminants of the polynomial, and these are 
polynomials of degree O(nZ)). The rectangles which contain a turning point are exactly 
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those which have an odd number of 'up' (or 'down') intersections along their boundaries 
(where we do not count intersections unless all neighborhoods of the intersection on th~ 
curve intersect he interior of the rectangle, e.g., a 'down' intersection with the lower 
lefthand corner of a rectangle is not counted). 
For every intersection (except possibly one) with a side of a rectangle containing eL 
turning point we also locate the intersection between an xi and ~ or between an ~ and 
Xi+l (the intersection can also coincide with an zi or an ~i). Similarly for vertical ines. 
LEMMA 2. The labelling and classification of the intersections of the curve with the 
grid can be computed in time O(nl~(d + logn) ~ logn). 
PROOF. Let dl be the size of zl and d~ the size of yj. By Lemma 1 we know that 
~ i  di and ~ j  d~ are both O(n~(d + log n)). The roots of h(y) are already isolated, and 
the isolating and bounding points are the yj. f(xi, y), fz(~i, y) and/v(~,  y) are all of 
degree O(n) and have maximum coefficient sizes O(nd~ + d), O(ndi + d + logn) and 
O(nc~ + d+ log n), respectively. The roots of each of these polynomials can therefore be 
isolated in time O(n4(logn+nd~+d) 2 log n) or O(nl2(log n+d) 2 log n) when summed over 
i. The isolation of zeros between these polynomials, for each i, can be done within the 
same time bound (consider isolation of the zeros of the product of the three polynomials). 
Location of the zeros among the YJ, for each i, requires O(n 2) evaluations at points 
of sizes a~-, o (E  ~ n(a~. + ndi + d)) or, when summed also over i, O(~7(d + log n)). 
Intersections along horizontal lines are treated in the same way. After identification of 
the O(n 2) rectangles with a turning point inside, it remains to locate the intersections 
around the boundary of each such rectangle relative to the coordinates (~:i, ~)j) of its 
turning point. For a vertical side of such a rectangle we have a number of intersections 
with f which are isolated from each other. These correspond to zeros of multiplicity 
one of f(zi, y) (since the grid contains by construction o turning point). We shall now 
also isolate these zeros, except possibly one, from the zero along the side of  h(y), or 
rather its squarefree part which was obtained when we isolated its zeroes. This is done 
by evaluating h(y) at the isolating points for the zeros of f(xl, y). Since h(y) has degree 
O(n 2) and coefficient size O(n(log n + d)), and f(x~, y) has degree n and coefficient size 
O(n(d~ + d) with total size of isolating points O(n2(di + d)), the total evaluation cost is 
O(nT(d + log n)), when summed over i. • 
Now consider the rectangle with corners (xi, yj), (z~, yj+l), (zi+l, y/+l) and (*i+1, Yi), 
containing the potential turning point (ii, Yj). Let the quadrants of the rectangle 
boundary be SW, SE, NE, and NW, where SW is the line segments (x~, yj) to (zl, 9j) 
and (x~, yy) to (~i, Yi), e*c.. We will construct a coarsest sign-invariant decomposition 
of the intersection of the curve with each such open rectangle and then show how these 
decompositions can be merged into one for the whole curve. Any component of the curve 
intersecting the open rectangle will intersect its boundary, otherwise there would be at 
least four turning points in the rectangle. Moreover, the intersection of the curve and 
the closed rectangle consists of a number of arches between two intersections with the 
boundary and no two such arches intersect or touch each other. We can thus describe 
the decomposition with a number of pairs of intersections ofthe rectangle boundary and 
the curve. We now construct the appropriate pairs. Label the intersections of the curve 
and the rectangle boundary as follows: An intersection of the curve with the SW or NE 
quadrant is labelled 'in' if the slope is 'up', otherwise it is labelled 'out'; and vice versa 
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for the SE and NW quadrants. An intersection with the SE or NW corner is labelled 
'in' if it is 'down', otherwise it is not considered; vice versa for intersections with the 
SW and NE corners of the rectangle. Intersections belonging to two quadrants (with 
one coordinate qual to that of the potential turning point) are always labelled 'out'. 
Note that an 'our'-labelled intersection cannot belong to an arch that passes through 
the turning point of the rectangle, so it belongs to an arch that has constant sign of 
slope throughout the rectangle. Note also that at most one intersection on each side of 
the rectangle is still unclassified, since we have not isolated it from the coordinate of the 
turning point. Doing so would lead (at least using our present ools) to a higher cost 
bound for the whole algorithm. However, we will prove that the correct decomposition 
is obtained if we classify these intersections as 'in' (and thus also assign them to a 
specific quadrant). This is because any unclassified intersection is furthest away from 
the corner of its quadrant and does not separate any other intersection from the corner 
of its quadrant. We will refer to these intersections as possibly misclassified and those 
who got the 'wrong' label are referred to as misclassified. 
LEMMA 3, If there is an 'our'-labelled intersection on the boundary, then there is also 
an 'out'labelled intersection I in a quadrant Q that is closest to the corner of Q, i.e., 
there is no other intersection between I and the corner ofQ. I belongs to the same arch 
as "the first intersection, wi~h the same sign of slope as I, encountered when following 
the boundary from ~hat corner, away from I. 
PROOF. Assume wlog that there is an 'our'-labelled intersection I on the horizontal 
part of the SW quadrant, with slope sign 'down'. The other intersection of its arch is 
either in the same quadrant, also labelled 'out', or in the NW quadrant and labelled 'in'. 
In the first case all intersections between the SW corner and I are labelled 'out' and 
the first statement of the Lemma is satisfied. In the other case, if I is separated from 
the SW corner by an 'in'-labelled intersection, then this intersection belongs to an arch 
which also intersects the horizontal side of the NW quadrant, labelled 'out' and closer 
to the NW corner than I is to the SW corner. 
(xi,Yl. l)/ 
]/out 
Q 
(xi,Yj) 
FIcuRE I.
~.n 
NW 
( x i+l ,Y j* l )  
NE 
out• SLU Sr 
i \  (Xi+l ,Y j )  
k 
Matching intersections by Lemma ;3. 
Since there are only finitely many intersections, an 'out'-labeIled intersection is 
~losest, on the horizontal sides of the rectangle, either to the SW corner or to the NW 
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corner. Assume that I was in fact closest o the SW corner, and that intersection J is 
on the other end of the arch of I. The area enclosed by the arch and the part of the 
rectangle boundary with the SW corner contains no turning point, so no arch in this 
area can have negative slope (it would then have to intersect the boundary between the 
SW corner and I). But J has negative slope and is therefore the first intersection with 
negative slope encountered when following the boundary clockwise from the SW corner 
(see Figure 1). " 
Lemma 3 allows us to pair off all 'our'-labelled intersections ( ome of which may be 
paired to an 'in'-labelled one). Clearly, the possibly misclassified intersections will not 
prevent us from correctly matching all 'our'-labelled intersections. We can think of the 
paired intersections a being 'removed'. The obvious algorithm for doing this uses O(n) 
time for each of the matched, at most O(n3), intersections. 
LEMMA 4. If there are no 'out'labelled intersections, then at least one quadrant has 
no 'in'-labelled intersection. The first two intersections found along the boundary from 
~his quadrant, one in each direction, belong ~o the same arch. 
PROOF. An 'irt'-labelled intersection belongs to an arch that either turns and intersects 
an adjacent quadrant or goes to an 'in'-labelled intersection i the opposite quadrant 
(assuming no 'our'-labelled intersections). If there is at least one intersection i  each 
quadrant, hen there are at least two arches, and one of then] does not turn. Suppose 
that the latter intersects he SW and NE quadrants. All other arches that do not turn 
must obviously also intersect the SW and NE quadrants, otherwise arches would cross 
inside the rectangle. The arch that turns can only intersect one of the SE and NW 
quadrants, o one quadrant must be free from intersections. Assume wlog that the 
turning arch intersects SE and SW; then the NW quadrant is empty of intersections and 
the intersections earest to the NW quadrant in both directions have positive slope and 
belong to the same arch because otherwise the two arches would have to cross or one of 
them would have to turn, which it does not, by assumption (Figure 2). • 
( X ,YJ+I) 
/ 
(x i ,Y j )  
f 
f 
J 
( X I+I,Yj+I ) 
FIGURE 2. Matching intersections by Lemma 4. 
Lemma 4 allows us to pair off the remaining intersections by going around the 
boundary from the empty quadrant in both directions. It is clear that labelling 
and pairing of intersections around one rectangle can be done in time proportional 
Xi+l ,Y j )  
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to the number of intersections, O(n3). This is also the time required to find the 
O(n s) rectangles with non-empty intersection with the curve among the, in total, 
O(n 4) rectangles. If some intersection were misclassified ('in' instead of 'out') we still 
get the right pairing, as is easily seen by considering the perturbed problem where 
misclassified intersections have been moved over the quadrant boundary (and get a 
correct classification). This can be done because the misclassified intersections are closest 
to the quadrant boundary. 
Matching intersections around the rectangles without a turning arch, the boundaries 
of the semi-infinite 'strips' (bounded by three grid lines) and the four 'quadrants' ofthe 
plane (bounded by two grid lines) is simpler than for the rectangles with turning points. 
The simplest way to do this is to place the hypothetical turning point on a corner of a 
rectangle or sufficiently far away on an infinite boundary line for a semi-infinite region, 
classify the intersections 'in' or 'out' w.r.l, the hypothetical turning point and apply 
Lemma 3. If this does not match all intersections we place the hypothetical turning 
point at another corner or infinite boundary line until all four corners or two infinite 
boundary lines have been tried. It is easy to see that this will identify every branch which 
has two intersections, and the remaining (unpaired) intersections belong to branches that 
go to infinity in the region. 
It should be clear that the equivalence classes of the reflexive, symmetric and 
transitive closure of the binary relation defined by the pairs are in one-to-one 
correspondence with the maximal connected components of the curve. This is because 
a path on the curve between two points on two arches exists iff for two intersections s 
and e incident o the two arches, there is a sequence s = sl , .  • •, sn = e such that si and 
si+l are incident o a common arch, for 0 < i < n. Each equivalence class consists of 
the intersection of one component of the curve with the grid. 
The maximal connected regions of the curve's complement (in total one more than 
the number of components of the curve, since the latter is regular) can be defined 
by saying, for each component of the curve, whether it lies 'inside' or 'outside' the 
component (for infinite components of the curve we arbitrarily say that the side where 
y goes to -c~ is 'outside'). We can find all non--empty such regions by traversing 
the intersection lists for all vertical ines in the grid, starting from low y-coordinates 
and remembering the parity of the number of intersections with each component along 
each line. This classifies all points on the vertical ines. To classify the points on the 
horizontal lines, follow the horizontal line segments from the grid points to the next 
grid point. Since the adjacency relation between regions is the same as the adjacency 
relation between their intersections with the grid, we now have the adjaceneies between 
regions. To classify a point inside a rectangle (the infinite strips and quadrants are again 
simpler), find the rectangle in which it lies. If the curve does not intersect this rectangle, 
the given point has the same classification as any point on the boundary; o~herwise 
the classification is obtained after counting (using Sturm sequences) the number of 
intersections with the curve along a straight line from the given point to -c~; the line can 
be vertical if the curve has no vertical turning point in the rectangle and vice versa. So 
point location involves locating the point in the grid, evaluating one precomputed Sturm 
sequence, and a lookup in a map from number of alternations ofthe Sturm sequence to 
region. 
Clearly, the step to which Lemma 2 relates is the most expensive one. The Sturm 
sequence computation is the most expensive step in the point location part, so we have: 
THEOREM 1. For a bivariale polynomial with ~otal degree n and coefficieni size d, 
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whose zeros form a regular curve, we can find lhe minimum number of sign-invarianl 
regions in time O(n~(d + logn) 2 logn). Then we can decide in which such region a 
given rational poini of size d' lies in time O(n~(logn + d + d')). 
3. Two examples 
We will examine an example where we use an incremental method:  Often, the 
intersections with the vertical grid lines are adequate for pair ing off intersections 
into branches. Horizontal ines can be added successively when it appears that  we 
must separate two potential turning points with the same z-coordinate.  The curve 
f ( z ,y )  = 4y 4 + 17z2y 2 - 20y ~ + 4z 4 - 20x 2 + 17 is analyzed in [Arnon, 1983]. We 
compute the resultants of f and its partial derivatives f~ and fy, ru -- resu(f, f~) and 
r~ -- resu(f, fg). The zeros of these polynomials are the z-coordinates where the curve 
may have a horizontal or vertical tangent, respectively. Since their gcd is 1, the curve 
must be regular. We isolate the zeros of r~ from those of r~, and f ind a sample point 
on each side of each zero of ry. For each such sample point a we  isolate the zeros 
of f(oq y) from those of rest(f, fy), fy(a, y) and f=(a, y). This gives us the ordering 
of the branches through z = a and the zeros of res=(f, f u), and also the slope (+ or 
-) of each branch. This is all information eeded to pair the intersection points into 
branches. The computing time is 22 seconds, of which .6 are for comput ing resultants, 8 
to isolate the roots of the discriminant, and the rest for isolating zeros along 10 vertical 
lines with rational z-coordinate. We can replace 5 of the latter by 6 vertical ines with 
algebraic z-value, but only computing the norm resx(f, resy(f, fu)) and  isolating its real 
zeros increases the total time by a factor of 5 on our system (we never used the obvious 
symmetries of the curve). 
The ' random polynomi ' = (y  - + + - + - -  - + y 
is analyzed in [McCallum, 1985]. It is not possible to make a CAD of it in reasonable 
time. A Grhbner-basi~ of f,  f~, fy and fz has only a constant, so f is regular. Slicing 
the surface with a plane perpendicular to the z-axis gives us a hyperbola except where 
the coefficient of xy is zero, i.e., at z -- 0, and at saddle points. We find gwo real zeros 
(except 0) of 
res~(resy(]~, f), re%(f~/, f)) --- z(z ~ - z a + z 3 -F z 2 - 1), 
which are saddle points (since the intersection curve is never a closed loop). Since the 
saddle points are on each side of z = 0, the surface has only one max imal  connected 
component and it divides its complement into two regions. At z ----- 0, z -- -¢x~ and 
z -" oo, one of the branches of the hyperbola goes to infinity. We can  decide in which 
region a given point (z t, y', z')l ies by just looking at the sign of f(~:', y', z'). Our total  
computing time for this analysis is 4 seconds as opposed to 700 hours  estimated for a 
full CAD with adjacency computation (which, it should be observed, also gives a lot 
more information about the surface). 
5. Conclusions 
For the two-variable case, the decomposition described above has the same asymptotic 
cost as the CAD algorithm without extension of zero-dimensional regions in E 1, i.e., 
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O(n 12 (d+ log n) 2 log n) as opposed to O(n is (d+ log n) ~ log n) for the full CAD algorithm 
[Davenport, 1985]. It should also be observed that we have not given an efficient way of 
deciding that a polynomial defines a regular curve, or even that a polynomial is regular. 
However, many conditions that imply regularity can be easily decided (and seem useful 
in practice). One such is the absence of real roots of gcd(res(f, h) ,  res(f, fy)), where 
resultants are w.r.t, x or y. Another is the absence of (real or) complex solutions to the 
system {f = 0, f~ = 0, fv = 0}, which is equivalent to the Grhbner basis of {f, f~, f~} 
being a constant. The Grhbner basis algorithm [Buchberger, 1985] is quite fast and 
provably polynomial [Buchberger, 1983] for two variables. The best known bound is 
exponential even for three variables [Winkler, 1984], but we have found it fast for our 
regular examples in three and four variables, at least with suitable term ordering. A 
probabilistic algorithm for deciding regularity of a polynomial is to make a 'random 
tilting' of the coordinate system and check that the polynomials defining the coordinates 
of the horizontal and vertical turning points have no common real roots. 
We have some 3-dimensional nd 4-dimensional pplications where our method can 
be applied and gives very good performance, tIowever, it is not obvious that a better 
worst-case bound than that of CAD is obtainable for higher dimensions. In the cases 
we have considered up to now, the main reason for the more spectacular performance 
improvements over CAD is that a coarsest sign-invariant decomposition has only a few 
regions while a cylindrical decomposition for the same surface may have thousands of 
regions. This may of course be a reflection of the general observation for combinatorial 
problems that unbounded quantifier alternation (for which cylindrical structure of the 
decomposition seems essential) usually makes a problem P-SPACE complete whereas 
the same class without quantifier alternations i (only) NP-complete. 
As a continuation of the work reported here, it would of course be important o 
generalize the method to arbitrary dimension and to obtain a general characterization 
of the effect on problem complexity of singularities of different kinds as well as differeng 
types of intersections among a set of regular surfaces. It seems, however, as if our present 
intuitive geometrical reasoning does not extend easily. 
James Davenport has given essential dvice and made our work possible through is visit at our 
department. In the reported experiments we used REDUCE 3.0 on DEC 2060, with DavenporUs 
Grhbner basis package and Joachim Hollman~s real root isolator. A stimulating discussion of the 
manuscript with Scott McCallum is also acknowledged. The work is supported by the Swedish Board 
for Technical Development. 
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