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FOUR NEW FORMS OF THE TAYLOR–ITO AND TAYLOR–STRATONOVICH
EXPANSIONS AND ITS APPLICATION TO THE HIGH-ORDER STRONG
NUMERICAL METHODS FOR ITO STOCHASTIC DIFFERENTIAL
EQUATIONS
DMITRIY F. KUZNETSOV
Abstract. The problem of the Taylor–Ito and Taylor–Stratonovich expansions of the Ito
stochastic processes in a neighborhood of a fixed moment of time is considered. The classical
forms of the Taylor–Ito and Taylor–Stratonovich expansions are transformed to the four
new representations, which includes the minimal sets of different types of iterated Ito and
Stratonovich stochastic integrals. Therefore, these representations (the so-called unified
Taylor–Ito and Taylor–Stratonovich expansions) are more convenient for constructing of
high-order strong numerical methods for Ito stochastic differential equations. Explicit one-
step strong numerical schemes with the orders of convergence 1.0, 1.5, 2.0, 2.5, and 3.0
based on the unified Taylor–Ito and Taylor–Stratonovich expansions are derived. Effective
mean-square approximations of iterated Ito and Stratonovich stochastic integrals from these
numerical schemes are constructed on the base of the multiple Fourier–Legendre series with
multiplicities 1 to 6.
1. Introduction
Let (Ω, F, P) be a complete probability space, let {Ft, t ∈ [0, T ]} be a nondecreasing right-conti-
nuous family of σ-subfields of F, and let f t be a standard m-dimensional Wiener stochastic process,
which is Ft-measurable for any t ∈ [0, T ]. We assume that the components f (i)t (i = 1, . . . ,m) of this
process are independent. Consider an Ito stochastic differential equation (SDE) in the integral form
(1) xt = x0 +
t∫
0
a(xτ , τ)dτ +
t∫
0
B(xτ , τ)dfτ , x0 = x(0, ω).
Here xt is some n-dimensional stochastic process satisfying to Ito SDE (1). The nonrandom functions
a : Rn× [0, T ]→ Rn, B : Rn× [0, T ]→ Rn×m guarantee the existence and uniqueness up to stochastic
equivalence of a solution of equation (1) [1]. The second integral on the right-hand side of (1) is
interpreted as an Ito stochastic integral. Let x0 be an n-dimensional random variable, which is F0-
measurable and M{|x0|2} < ∞ (M denotes a mathematical expectation). Also we assume that x0
and ft − f0 are independent when t > 0.
It is well known [2]-[5] that Ito SDEs are adequate mathematical models of dynamic systems
of different physical origin that are affected by random perturbations. For example, Ito SDEs are
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used as mathematical models in stochastic mathematical finance, hydrology, seismology, geophysics,
chemical kinetics, population dynamics, electrodynamics, medicine and other fields [2]-[5]. Numerical
integration of Ito SDEs based on the strong convergence criterion of approximations [2] is widely used
for the numerical simulation of sample trajectories of solutions to Ito SDEs (which is required for
constructing new mathematical models on the basis of such equations and for the numerical solution
of different mathematical problems connected with Ito SDEs). Among these problems, we note the
following: filtering of signals under influence of random noises in various statements (linear Kalman–
Bucy filtering, nonlinear optimal filtering, filtering of continuous time Markov chains with a finite
space of states, etc.), optimal stochastic control (including incomplete data control), testing estimation
procedures of parameters of stochastic systems, stochastic stability and bifurcations analysis [2], [3].
Exact solutions of Ito SDEs are known in rather rare cases. It is for this reason that it becomes
necessary to construct numerical procedures for solving these equations.
In this paper, a promising approach [2]-[5] to the numerical integration of Ito SDEs based on the
stochastic analogues of the Taylor formula (Taylor–Ito and Taylor–Stratonovich expansions) [6]-[9] is
used. This approach uses a finite discretization of the time variable and the numerical simulation of
the solution to the Ito SDE at discrete instants of time using the stochastic analogues of the Taylor
formula mentioned above. A number of works (e.g., [2]-[5]) describe numerical schemes with the
strong convergence orders of 1.5, 2.0, 2.5, and 3.0 for the Ito SDEs; however, they do not contain
efficient procedures of the mean-square approximation of the iterated stochastic integrals for the case
of multidimensional nonadditive noise involved in these schemes.
In this paper we consider the unified Taylor–Ito and Taylor–Stratonovich expansions [8], [9] which
makes it possible (in contrast with its classical analogues [6], [7]) to use the minimal sets of iter-
ated Ito and Stratonovich stochastic integrals; this is a simplifying factor for the numerical methods
implementation. We prove the unified Taylor–Ito expansion [8] with using the slightly different ap-
proach (which is taken from [9]) in comparison with the approach from [8]. Moreover we obtain
another (second) version of the unified Taylor–Ito expansion [10], [11]. In addition we construct
two new forms of the Taylor–Stratonovich expansion (the so-called unified Taylor–Stratonovich ex-
pansions [9]). Futhermore in this paper we study methods [12]-[57] of numerical simulation of it-
erated Ito and Stratonovich stochastic integrals of multiplicities 1, 2, 3, 4, 5, 6, . . . used in the strong
numerical methods for Ito SDEs [2]-[5], [46]-[50], [56], [57]. To approximate the iterated Ito and
Stratonovich stochastic integarls appearing in the numerical schemes with the strong convergence
orders of 1.0, 1.5, 2.0, 2.5, 3.0 etc., the method of generalized multiple Fourier series and especially
method of multiple Fourier-Legendre series are studied in [12]-[57]. It is important that the method
of generalized multiple Fourier series [12]-[57] does not lead to the partitioning of the integration
interval of the iterated Ito and Stratonovich stochastic integrals under consideration; this interval is
the integration step of the numerical methods used to solve Ito SDEs; therefore, it is already fairly
small and does not need to be partitioned. Computational experiments [46] show that the applica-
tion of numerical simulation for iterated stochastic integrals (in which the interval of integration is
partitioned) leads to unacceptably high computational cost and accumulation of computation errors.
Also note that the Legendre polynomials have essential advantage over the trigonomentric functions
(see [23], [39]) in the framework of the method of generalized multiple Fourier series [12]-[57] for the
mean-square approximation of iterated Ito and Stratonovich stochastic integrals.
The rest of the article is organized as follows. In the introduction (below) we consider a brief review
of the literature on the problem of construction of the Taylor–Ito and Taylor–Stratonovich expansions
for the solutions of Ito SDEs. Sect. 2 is devoted to the integration order replacement technique for
iterated Ito stochastic integrals. In Sect. 3 we consider the classical Taylor–Ito expansion while Sect.
4 and Sect. 5 are devoted to the first and second forms of the so-called unified Taylor–Ito expansion
correspondingly. The classical Taylor–Stratonovich expansion is considered in Sect. 6. The first and
second forms of the unified Taylor–Stratonovich expansion are derived in Sect. 7 and Sect. 8. In
Sect. 9 we give a comparative analysis of the unified Taylor–Ito and Taylor–Stratonovich expansions
with the classical Taylor–Ito and Taylor–Stratonovich expansions. Application of the first form of the
FOUR NEW FORMS OF THE TAYLOR–ITO AND TAYLOR–STRATONOVICH EXPANSIONS 3
unified Taylor–Ito expansion to the high-order strong numerical methods for Ito SDEs is considered in
Sect. 10. In Sect. 11 we construct the high-order strong numerical methods for Ito SDEs on the base
of the first form of the unified Taylor–Stratonovich expansion. Sect. 12 is devoted to the effective
method of the mean-square approximation of iterated Ito and Stratonovich stochastic Integrals, based
on generalized multiple Fourier series.
Let us consider the following iterated Ito and Stratonovich stochastic integrals:
(2) J [ψ(k)]T,t =
T∫
t
ψk(tk) . . .
t2∫
t
ψ1(t1)dw
(i1)
t1 . . . dw
(ik)
tk
,
(3) J∗[ψ(k)]T,t =
∗T∫
t
ψk(tk) . . .
∗t2∫
t
ψ1(t1)dw
(i1)
t1 . . . dw
(ik)
tk
,
where every ψl(τ) (l = 1, . . . , k) is a continuous nonrandom function at the interval [t, T ], w
(i)
τ = f
(i)
τ
for i = 1, . . . ,m and w
(0)
τ = τ, i1, . . . , ik = 0, 1, . . . ,m,∫
and
∗∫
denote Ito and Stratonovich stochastic integrals, respectively.
It sould be noted that one of the main problems when constructing the high-order strong numerical
methods for Ito SDEs on the base of the Taylor–Ito and Taylor–Stratonovich expansions is the mean-
square approximation of iterated Ito and Stratonovich stochastic integrals. Obviously in the absence
of procedures for the numerical simulation of stochastic integrals, the mentioned numerical methods
are unrealizable in practice. For this reason, in Sect. 12 we give a brief overview to the effective
method of the mean-square approximation of iterated Ito and Stratonovich stochastic integrals (2)
and (3) of arbitrary multiplicity k (k ∈ N), which is proposed and developed by the author of this
article in a number of publications [12]-[57]. This method is based on the generalized multiple Fourier
series converging in the sense of norm in the space L2([t, T ]
k). The extensive practical material on
expansions and mean-square approximations of iterated Ito and Stratonovich stochastic integrals of
multiplicities 1 to 6 from the Taylor–Ito and Taylor–Stratonovich expansions is given in Sect. 12. In
this section, the main focus is on approximations based on multiple Fourier–Legendre series. Such
approximations is more effective in comparison with the trigonometric approximations [23], [39] at
least for the numerical methods with the strong order 1.5 of convergence and higher [23], [39].
Let us give a brief review of the literature on the problem of construction of the Taylor–Ito and
Taylor–Stratonovich expansions for the solutions of Ito SDEs. A few variants of a stochastic analog
of the Taylor formula have been obtained in [2]-[7] for the stochastic processes in the form R(xs, s),
s ∈ [0, T ], where xs is a solution of the Ito SDE (1) and R : Rn × [0, T ] → R1 is a nonrandom
sufficiently smooth function.
The first result in this direction called the Ito–Taylor expansion has been obtained in [6], [7]. This
result gives an expansion of the process R(xs, s), s ∈ [0, T ], into a series such that every term (if
k > 0) contains an iterated Ito stochastic integral
(4)
T∫
t
. . .
t2∫
t
dw
(i1)
t1 . . . dw
(ik)
tk
as a factor, where i1, . . . , ik = 0, 1, . . . ,m. Obviously that iterated Ito stochastic integral (4) is a
particular case of (2) for ψ1(τ), . . . , ψk(τ) ≡ 1.
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In [7], another expansion of the stochastic process R(xs, s), s ∈ [0, T ], in a series has been derived.
Instead of the Ito integrals, the iterated Stratonovich stochastic integrals
(5)
∗T∫
t
. . .
∗t2∫
t
dw
(i1)
t1 . . . dw
(ik)
tk
were used; the corresponding expansion was called the Stratonovich–Taylor expansion. In formula
(5), the indices i1, . . . , ik take values 0, 1, . . . ,m.
In [8] the Ito–Taylor expansion of [6], [7] is reduced to the interesting and unexpected form (called
the unified Taylor–Ito expansion) with the help of special transformations [59] (also see [33], [60],
[61]). Every term of this expansion (if k > 0) contains an iterated Ito stochastic integral of the form
(6)
s∫
t
(s− τk)lk . . .
τ2∫
t
(s− τ1)l1df (i1)τ1 . . . df (ik)τk
where l1, . . . , lk = 0, 1, 2, . . . and i1, . . . , ik = 1, . . . ,m.
It is worth to mention another form of the unified Taylor–Ito expansion [10], [11], [60] (also see
[46]-[50], [54]-[57]). Terms of the latter expansion contain an iterated Ito stochastic integrals of the
form
(7)
s∫
t
(t− τk)lk . . .
τ2∫
t
(t− τ1)l1df (i1)τ1 . . . df (ik)τk ,
where l1, . . . , lk = 0, 1, 2, . . . and i1, . . . , ik = 1, . . . ,m.
In this paper we derive two new forms of the Taylor–Ito expansions (the so-called unified Taylor–
Ito expansions [10], [11], [60] (also see [46]-[50], [54]-[57])) using an approach which is taken from [9].
Obviously that some stochastic Ito integrals of the form (4) or (5) are connected by linear relations,
while this is not the case for integrals of the form (6), (7). In this sense, the total quantity of stochastic
integrals of the form (6) or (7) is minimal. Futhermore in this article we construct two new forms
of the Taylor–Stratonovich expansion (the so-called unified Taylor–Stratonovich expansions [9]) such
that every term (if k > 0) contains as a multiplier an iterated Stratonovich stochastic integral of one
of two types
(8)
∗∫
t
s
(t− τ1)lk . . .
∗∫
t
τk−1
(t− τk)l1df (i1)τk . . . df (ik)τ1 ,
(9)
∗∫
t
s
(s− τ1)lk . . .
∗∫
t
τk−1
(s− τk)l1df (i1)τk . . . df (ik)τ1 ,
where l1, . . . , lk = 0, 1, 2, . . ., i1, . . . , ik = 1, . . . ,m, and k = 1, 2, . . .
Not difficult to see that for the sets of iterated Stratonovich stochastic integrals (8) and (9) the
property of minimality (see above) also holds as for the sets of iterated Ito stochastic integrals (6),
(7).
As we noted above the main problem in implementation of high-order strong numerical methods
for Ito SDEs is the mean-square approximation of iterated stochastic integrals (4)–(9). Obviously
these stochastic integrals are particular cases of the stochastic integrals (2), (3).
Taking into account the results of [12]-[58] and the minimality of the sets of stochastic integrals
of the forms (6)–(9), we conclude that the unified Taylor–Ito and Taylor–Stratonovich expansions
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based on the iterated stochastic integrals (6)–(9) may be useful for constructing of high-order strong
numerical methods with the orders of convergence 1.5, 2.0, 2.5, 3.0, 3.5, 4.0, 4.5, . . . for Ito SDEs.
2. Integration Order Replacement Technique for Iterated Ito Stochastic Integrals
Let ft, t ∈ [0, T ], be a scalar standard Wiener process that is Ft-measurable for every t ∈ [0, T ]. We
introduce a class M2([0, T ]) of random functions ξ(t, ω)
def
= ξt : [0, T ]× Ω→ R1 having the following
properties: these functions are measurable with respect to the pair (t, ω) of variables, Ft-measurable
for every t ∈ [0, T ], and satisfy the conditions
T∫
0
M
{
ξ2t
}
dt <∞
and M
{
ξ2t
}
<∞ for any t ∈ [0, T ].
On the class M2([0, T ]), we introduce the Hilbert norm
‖ξ‖2,T =

 T∫
0
M
{
ξ2t
}
dt


1/2
.
Let
{
τ
(N)
j
}N
j=1
be a partition of the interval [0, T ] such that
(10) 0 = τ
(N)
0 < τ
(N)
1 < . . . < τ
(N)
N = T, ∆N = max
0≤j≤N−1
∣∣∣τ (N)j+1 − τ (N)j ∣∣∣→ 0 as N →∞.
Let ξ
(N)
t be a sequence of step functions from the space M2([0, T ]) defined as follows:
ξ
(N)
t = ξ
(N)
τj w. p. 1 for t ∈
[
τ
(N)
j , τ
(N)
j+1
)
, j = 0, 1, . . . , N − 1,
where here and further w. p. 1 means with probability 1.
It is known [1] that for any function ξt ∈ M2([0, T ]) the sequence ξ(N)t ∈ M2([0, T ]) converges to
the function ξt in the sence of norm ‖ · ‖2,T .
The mean-square limit
(11) l.i.m.
N→∞
N−1∑
j=0
ξ(N)(τ
(N)
j , ω)
(
f(τ
(N)
j+1 , ω)− f(τ (N)j , ω)
)
def
=
T∫
0
ξτdfτ
is called [1] the Ito stochastic integral of a function ξt ∈ M2([0, T ]). Here ξ(N)(t, ω) is an arbitrary
sequence of step functions from the class M2([0, T ]) converging to the function ξ(t, ω) in the sense of
norm ‖ · ‖2,T , i.e.
(12) lim
N→∞
T∫
0
M
{∣∣∣ξ(N)(t, ω)− ξ(t, ω)∣∣∣2} dt = 0.
We introduce the class Qm([0, T ]) of Ito processes ηt, t ∈ [0, T ], of the form
6 D.F. KUZNETSOV
(13) ηt = η0 +
t∫
0
asds+
t∫
0
bsdfs,
where (at)
m, (bt)
m ∈M2([0, T ]) and
M
{|bs − bτ |4} ≤ C|s− τ |γ
for all s, τ ∈ [0, T ] and for some C, γ ∈ (0,∞).
Consider a function F (x, t) : R1 × [0, T ] → R1 from the class C2(−∞,∞) consisting of twice
continuously differentiable in x functions on the interval (−∞,∞) such that the first two derivatives
are bounded.
The mean-square limit
(14) l.i.m
N→∞
N−1∑
j=0
F
(
1
2
(
η
τ
(N)
j
+ η
τ
(N)
j+1
)
, τ
(N)
j
)(
f
τ
(N)
j+1
− f
τ
(N)
j
)
def
=
∗∫
t
T
F (ητ , τ)dfτ
is called [62] the Stratonovich stochastic integral of the process F (ητ , τ), τ ∈ [0, T ]. (We apply in
formula (14) the same notation as in formula (11).)
It is known [62] (also see [2]) that under proper conditions, the following relation holds:
(15)
∗∫
t
T
F (ητ , τ)dfτ =
T∫
t
F (ητ , τ)dfτ +
1
2
T∫
t
∂F
∂x
(ητ , τ)bτdτ w. p. 1.
If the Wiener processes in formulas (13) and (14) are independent, then
(16)
∗∫
t
T
F (ητ , τ)dfτ =
T∫
t
F (ητ , τ)dfτ w. p. 1.
A possible variant of conditions ensuring formulas (15) and (16) consists, for example, of the
following conditions:
ητ ∈ Q4([t, T ]), F (ητ , τ) ∈M2([t, T ]), and F (x, τ) ∈ C2(−∞,∞).
A theorem allowing the change of order of integration in the iterated Ito stochastic integrals has
been proved in [59]-[61] (also see [33]). In what follows, we apply this theorem; let us cite its exact
formulation and the notation.
It is well known that the Ito stochastic integral exists in the mean-square sense (see (11)), if the
stochastic process ξ(τ, ω) ∈M2([0, T ]), that is, perhaps this process does not satisfy the property of
the mean-square continuity on the interval [0, T ]. Let us formulate the theorem on integration order
replacement for the special class of iterated Ito stochastic integrals, at the same time, the condition
of the mean-square continuity of integrand in the innermost stochastic integral will be significant.
Let S2([0, T ]) be the class of functions ξ : [0, T ]× Ω→ R1, which satisfy the conditions:
1. ξτ ∈M2([0, T ]).
2. ξτ is the mean-square continuous stochastic process at the interval [0, T ].
FOUR NEW FORMS OF THE TAYLOR–ITO AND TAYLOR–STRATONOVICH EXPANSIONS 7
Let us introduce the following class of iterated Ito stochastic integrals
J [φ, ψ(k)]T,t =
T∫
t
ψ1(t1) . . .
tk−1∫
t
ψk(tk)
tk∫
t
φτdw
(k+1)
τ dw
(k)
tk
. . . dw
(1)
t1 ,
where φτ ∈ S2([t, T ]), every ψl(τ) (l = 1, . . . , k) is a continuous nonrandom function at the interval
[t, T ], here and further w
(l)
τ = fτ or w
(l)
τ = τ for τ ∈ [t, T ] (l = 1, . . . , k + 1), (ψ1, . . . , ψk) def= ψ(k),
ψ(1)
def
= ψ1.
In [62] Stratonovich introduced the definition of the so-called combined stochastic integral for
the specific class of integrated processes. Taking this definition as a foundation, let us consider the
following construction of stochastic integral
(17) l.i.m.
N→∞
N−1∑
j=0
φτj
(
fτj+1 − fτj
)
θτj+1
def
=
T∫
t
φτdfτθτ ,
where φτ , θτ ∈ S2([t, T ]), {τj}Nj=0 is the partition of the interval [t, T ], which satisfies the condition
(10) (for simplicity we write here and sometimes further τj instead of τ
(N)
j ).
Further we will use the integrals of the type (17) (φτ ∈ S2([t, T ]) and θτ from a little bit nar-
rower class of stochastic processes, than S2([t, T ])) for formulation the theorem on integration order
replacement for iterated Ito stochastic integrals J [φ, ψ(k)]T,t, k ≥ 1.
Note that under the appropriate conditions the following properties of the stochastic integrals,
defined by the formula (17), can be proven
T∫
t
φτdfτg(τ) =
T∫
t
φτg(τ)dfτ w. p. 1,
where g(τ) is a continuous nonrandom function at the interval [t, T ],
T∫
t
(αφτ + βψτ ) dfτθτ = α
T∫
t
φτdfτθτ + β
T∫
t
ψτdfτθτ w. p. 1,
T∫
t
φτdfτ (αθτ + βψτ ) = α
T∫
t
φτdfτθτ + β
T∫
t
φτdfτψτ w. p. 1,
where α, β ∈ R1. At that, we suppose that stochastic processes φτ , θτ , and ψτ are such that all
integrals, included in the mentioned properties, exist.
Let us define the stochastic integrals Iˆ[ψ(k)]T,s, k ≥ 1, of the form
Iˆ[ψ(k)]T,s =
T∫
s
ψk(tk)dw
(k)
tk
T∫
tk
ψk−1(tk−1)dw
(k−1)
tk−1
. . .
T∫
t2
ψ1(t1)dw
(1)
t1
in accordance with the definition (17) by the following recurrence relation
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(18) Iˆ[ψ(k)]T,t
def
= l.i.m.
N→∞
N−1∑
l=0
ψk(τl)
(
w(k)τl+1 − w(k)τl
)
Iˆ[ψ(k−1)]T,τl+1 ,
where k ≥ 1, Iˆ[ψ(0)]T,s def= 1, and [s, T ] ⊆ [t, T ].
Then, we will define the iterated stochastic integral Jˆ [φ, ψ(k)]T,t, k ≥ 1
Jˆ [φ, ψ(k)]T,t =
T∫
t
φsdw
(k+1)
s Iˆ[ψ
(k)]T,s
similarly in accordance with the definition (17)
Jˆ [φ, ψ(k)]T,t
def
= l.i.m.
N→∞
N−1∑
l=0
φτl
(
w(k+1)τl+1 − w(k+1)τl
)
Iˆ[ψ(k)]T,τl+1 .
Let us formulate the theorem on integration order replacement for iterated Ito stochastic integrals.
Theorem 1 [59]-[61] (also see [33]). Suppose that φτ ∈ S2([t, T ]) and every ψl(τ) (l = 1, . . . , k)
is a continuous nonrandom function at the interval [t, T ]. Then, the stochastic integral Jˆ [φ, ψ(k)]T,t
(k ≥ 1) exists and
J [φ, ψ(k)]T,t = Jˆ [φ, ψ
(k)]T,t w. p. 1.
Let us consider some propositions related to Theorem 1.
Proposition 1 [59]-[61] (also see [33]). Let the conditions of Theorem 1 are fulfilled and h(τ) is a
continuous nonrandom function at the interval [t, T ]. Then
(19)
T∫
t
φτdw
(k+1)
τ h(τ)Iˆ [ψ
(k)]T,τ =
T∫
t
φτh(τ)dw
(k+1)
τ Iˆ[ψ
(k)]T,τ w. p. 1,
and the integrals on the left-hand side of (19) as well as on the right-hand side of (19) exist.
Proposition 2 [59]-[61] (also see [33]). In the conditions of Theorem 1 the following equality is
met
T∫
t
h(t1)
t1∫
t
φτdw
(k+2)
τ dw
(k+1)
t1 Iˆ[ψ
(k)]T,t1 =
(20) =
T∫
t
φτdw
(k+2)
τ
T∫
τ
h(t1)dw
(k+1)
t1 Iˆ[ψ
(k)]T,t1 w. p. 1.
Moreover the stochastic integrals in (20) exist.
Using the integration order replacement technique for iterated Ito stochastic integrals (Theorem
1) we can obtain different equalities for iterated Ito stochastic integrals. At that the mentioned
technique is essentially simpler (for the specific class of Ito processes which are the iterated Ito
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stochastic integrals) in application than the Ito formula. Let us consider two examples on application
of integration order replacement technique for iterated Ito stochastic integrals.
Example 1. Using Theorem 1 and Proposition 1 we obtain:
T∫
t
t3∫
t
t2∫
t
dft1dft2dt3 =
T∫
t
dft1
T∫
t1
dft2
T∫
t2
dt3 =
=
T∫
t
dft1
T∫
t1
dft2(T − t2) =
T∫
t
dft1
T∫
t1
(T − t2)dft2 =
=
T∫
t
(T − t2)
t2∫
t
dft1dft2 w. p. 1.
Example 2. Using Theorem 1 and Proposition 1 we obtain
T∫
t
t4∫
t
t3∫
t
t2∫
t
dft1dt2dft3dt4 =
T∫
t
dft1
T∫
t1
dt2
T∫
t2
dft3
T∫
t3
dt4 =
=
T∫
t
dft1
T∫
t1
dt2
T∫
t2
dft3(T − t3) =
T∫
t
dft1
T∫
t1
dt2
T∫
t2
(T − t3)dft3 =
=
T∫
t
(T − t3)
t3∫
t
t2∫
t
dft1dt2dft3 =
T∫
t
(T − t3)

 t3∫
t
t2∫
t
dft1dt2

 dft3 =
=
T∫
t
(T − t3)

 t3∫
t
dft1
t3∫
t1
dt2

 dft3 =
T∫
t
(T − t3)

 t3∫
t
dft1(t3 − t1)

 dft3 =
=
T∫
t
(T − t3)

 t3∫
t
(t3 − t1)dft1

 dft3 =
=
T∫
t
(T − t2)
t2∫
t
(t2 − t1)dft1dft2 w. p. 1.
Let us apply Theorem 1 to deriving of one propetry for Ito stochastic integrals.
Lemma 1 Let h(τ), g(τ), G(τ) : [t, s] → R1 be continuous nonrandom functions at the interval
[t, s] and let G(τ) be a antiderivative of the function g(τ). Furthermore let ξτ ∈ S2([t, s]).
Then
(21)
s∫
t
g(τ)
τ∫
t
h(θ)
θ∫
t
ξudf
(i)
u df
(j)
θ dτ =
s∫
t
(G(s) −G(θ))h(θ)
θ∫
t
ξudf
(i)
u df
(j)
θ
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w. p. 1, where i, j = 1, 2 and f
(1)
τ , f
(2)
τ are independent standard Wiener processes that are Fτ–
measurable for all τ ∈ [t, s].
Proof. Applying Theorem 1 twice and Proposition 1, we get the following relations:
s∫
t
g(τ)
τ∫
t
h(θ)
θ∫
t
ξudf
(i)
u df
(j)
θ dτ =
s∫
t
ξudf
(i)
u
s∫
u
h(θ)df
(j)
θ
s∫
θ
g(τ)dτ =
= G(s)
s∫
t
ξudf
(i)
u
s∫
u
h(θ)df
(j)
θ −
s∫
t
ξudf
(i)
u
s∫
u
G(θ)h(θ)df
(j)
θ =
= G(s)
s∫
t
h(θ)
θ∫
t
ξudf
(i)
u df
(j)
θ −
s∫
t
G(θ)h(θ)
θ∫
t
ξudf
(i)
u df
(j)
θ =
(22) =
s∫
t
(G(s) −G(θ))h(θ)
θ∫
t
ξudf
(i)
u df
(j)
θ w. p. 1.
The proof of Lemma 1 is completed.
Let us consider an analogue of Lemma 1 for Stratonovich stochastic integrals.
Lemma 2 [9]. Let h(τ), g(τ), G(τ) : [t, s]→ R1 be continuous nonrandom functions at the interval
[t, s] and let G(τ) be a antiderivative of the function g(τ). Let ξ
(l)
τ ∈ Q4([t, s]) and
ξ(l)τ =
τ∫
t
audu +
τ∫
t
budf
(l)
u , l = 1, 2.
Then
(23)
s∫
t
g(τ)
∗∫
t
τ
h(θ)
∗∫
t
θ
ξ(l)u df
(i)
u df
(j)
θ dτ =
∗∫
t
s
(G(s)−G(θ))h(θ)
∗∫
t
θ
ξ(l)u df
(i)
u df
(j)
θ
w. p. 1, where i, j, l = 1, 2 and f
(1)
τ , f
(2)
τ are independent standard Wiener processes that are Fτ–
measurable for all τ ∈ [t, s].
Proof. Under the conditions of Lemma 2, we can apply equalities (15) and (16) with F (x, θ) ≡
xh(θ),
ηθ =
∗∫
t
θ
ξ(l)u df
(i)
u ,
since the following obvious inclusions hold: ηθ ∈ Q4([t, s]), xh(θ) ∈ C(−∞,∞), and ηθh(θ) ∈
M2([t, s]). Thus, we have the equalities
(24)
∗∫
t
τ
h(θ)
∗∫
t
θ
ξ(l)u df
(i)
u df
(j)
θ =
τ∫
t
h(θ)
∗∫
t
θ
ξ(l)u df
(i)
u df
(j)
θ +
1
2
1{i=j}
τ∫
t
h(θ)ξ
(l)
θ dθ,
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(25)
∗∫
t
θ
ξ(l)u df
(i)
u =
θ∫
t
ξ(l)u df
(i)
u +
1
2
1{l=i}
θ∫
t
budu
w. p. 1, where 1A is the indicator of a set A. Substituting formulas (24) and (25) into the left-hand
side of equality (23) and applying Theorem 1 twice and Proposition 1, we get the following relations:
s∫
t
g(τ)
∗∫
t
τ
h(θ)
∗∫
t
θ
ξ(l)u df
(i)
u df
(j)
θ dτ =
=
s∫
t
ξ(l)u df
(i)
u
s∫
u
h(θ)df
(j)
θ
s∫
θ
g(τ)dτ+
+
1
2
1{l=i}
s∫
t
budu
s∫
u
h(θ)df
(j)
θ
s∫
θ
g(τ)dτ +
1
2
1{i=j}
s∫
t
h(θ)ξ
(l)
θ dθ
s∫
θ
g(τ)dτ =
= G(s)

 s∫
t
ξ(l)u df
(i)
u
s∫
u
h(θ)df
(j)
θ +
1
2
1{i=j}
s∫
t
h(θ)ξ
(l)
θ dθ+
+
1
2
1{l=i}
s∫
t
budu
s∫
u
h(θ)df
(j)
θ

−
−

 s∫
t
ξ(l)u df
(i)
u
s∫
u
G(θ)h(θ)df
(j)
θ +
1
2
1{i=j}
s∫
t
G(θ)h(θ)ξ
(l)
θ dθ+
+
1
2
1{l=i}
s∫
t
budu
s∫
u
h(θ)G(θ)df
(j)
θ

 =
= G(s)

 s∫
t
h(θ)
θ∫
t
ξ(l)u df
(i)
u df
(j)
θ +
1
2
1{i=j}
s∫
t
h(θ)ξ
(l)
θ dθ+
+
1
2
1{l=i}
s∫
t
h(θ)
θ∫
t
bududf
(j)
θ

−
−

 s∫
t
G(θ)h(θ)
θ∫
t
ξ(l)u df
(i)
u df
(j)
θ +
1
2
1{i=j}
s∫
t
G(θ)h(θ)ξ
(l)
θ dθ+
(26) +
1
2
1{l=i}
s∫
t
h(θ)G(θ)
θ∫
t
bududf
(j)
θ


12 D.F. KUZNETSOV
w. p. 1. Applying successively formulas (24),(25), formula (24) with h(θ) replaced by G(θ)h(θ), and
relation (26), we obtain equality (23). The proof of Lemma 2 is completed.
3. The Taylor–Ito Expansion
In this section, we cite the Taylor-Ito expansion of [7] and introduce some necessary notation. At
that we will use the original notation introduced by the author of this paper.
Let L be the class of functions R(x, t) : Rn × [0, T ] → R1 with the following property: these
functions are twice continuously differentiable in x and have one continuous derivative in t. We
consider the following operators on the space L:
LR(x, t) =
∂R
∂t
(x, t) +
n∑
i=1
a(i)(x, t)
∂R
∂x(i)
(x, t)+
(27) +
1
2
m∑
j=1
n∑
l,i=1
B(lj)(x, t)B(ij)(x, t)
∂2R
∂x(l)∂x(i)
(x, t),
(28) G
(i)
0 R(x, t) =
n∑
j=1
B(ji)(x, t)
∂R
∂x(j)
(x, t), i = 1, . . . ,m.
By the Ito formula, we have the equality
(29) R(xs, s) = R(xt, t) +
s∫
t
LR(xτ , τ)dτ +
m∑
i=1
s∫
t
G
(i)
0 R(xτ , τ)df
(i)
τ
w. p. 1. In formula (29), 0 ≤ t < s ≤ T and it is assumed that the functions a(x, t), B(x, t), and
R(x, t) satisfy the following condition: LR(xτ , τ), G
(i)
0 R(xτ , τ) ∈M2([0, T ]) for i = 1, . . . ,m.
Introduce the following notation:
(30) (k)A =
∥∥∥∥∥A(i1...ik)
∥∥∥∥∥
m1 ... mk
i1=1,...,ik=1
, m1, . . . ,mk ≥ 1,
(k+l)A
l· (l)B(k) =


∥∥∥∥∥ m1∑i1=1 . . .
ml∑
il=1
A(i1...ik+l)B(i1...il)
∥∥∥∥∥
ml+1 ... ml+k
il+1=1,...,il+k=1
for k ≥ 1
m1∑
i1=1
. . .
ml∑
il=1
A(i1...il)B(i1...il) for k = 0
,
(31)
∥∥∥∥∥Ak+1D(ik)k Ak . . . A2D(i1)1 A1R(x, t)
∥∥∥∥∥
m1 ... mk
i1=1,...,ik=1
= (k)Ak+1DkAk . . . A2D1A1R(x, t),
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where Ap and D
(iq)
q are operators defined on the space L for p = 1, . . . , k + 1, q = 1, . . . , k, and
iq = 1, . . . ,mq. It is assumed that the left-hand side of (31) exists. The symbol
0· is treated as the
usual multiplication. If ml = 0 in (30) for some l ∈ {1, . . . , k}, then the right-hand side of (30) is
treated as ∥∥∥∥∥A(i1...il−1il+1...ik)
∥∥∥∥∥
m1 ... ml−1 ml+1 ... mk
i1=1,...,il−1=1,il+1=1,...,ik=1
,
(shortly, (k−1)A).
We also introduce the following notation:∥∥∥∥∥Q(il)λl . . . Q(i1)λ1 R(x, t)
∥∥∥∥∥
mλ1 ... mλl
i1=λ1,...,il=λl
def
= (pl)Qλl . . .Qλ1R(x, t),
(pk)J(λk...λ1)s,t =
∥∥∥∥∥J (ik...i1)(λk...λ1)s,t
∥∥∥∥∥
mλ1 ... mλk
i1=λ1,...,ik=λk
,
Mk =
{
(λk, . . . , λ1) : λl = 1 or λl = 0; l = 1, . . . , k
}
, k ≥ 1,
J
(ik...i1)
(λk...λ1)s,t
=
s∫
t
. . .
τ2∫
t
dw(ik)τ1 . . . dw
(i1)
τk
, k ≥ 1,
where λl = 1 or λl = 0, Q
(il)
λl
= L and il = 0 for λl = 0, Q
(il)
λl
= G
(il)
0 and il = 1, . . . ,m for λl = 1,
pl =
l∑
j=1
λj for l = 1, . . . , r + 1, r ∈ N,
w
(i)
τ (i = 1, . . . ,m) are Fτ -measurable independent standard Wiener processes for all τ ∈ [0, T ], and
w
(0)
τ = τ.
Applying formula (29) to the process R(xs, s) repeatedly, we obtain the following Taylor–Ito ex-
pansion [7]:
(32) R(xs, s) = R(xt, t) +
r∑
k=1
∑
(λk,...,λ1)∈Mk
(pk)Qλk . . . Qλ1R(xt, t)
pk· (pk)J(λk...λ1)s,t + (Dr+1)s,t ,
w. p. 1, where
(33)
(Dr+1)s,t =
∑
(λr+1,...,λ1)∈Mr+1
s∫
t
. . .

 τ2∫
t
(pr+1)Qλr+1 . . . Qλ1R(xτ1 , τ1)
λr+1· dwτ1

 . . . λ1· dwτr+1 .
It is assumed that the right-hand sides of (32), (33) exist.
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A possible variant of the conditions under which the right-hand sides of (32), (33) exist is as
follows:
(i) Q
(il)
λl
. . . Q
(i1)
λ1
R(x, t) ∈ L for all (λl, . . . , λ1) ∈
r⋃
g=1
Mg;
(ii) Q
(il)
λl
. . . Q
(i1)
λ1
R(xτ , τ) ∈M2([0, T ]) for all (λl, . . . , λ1) ∈
r+1⋃
g=1
Mg.
Let us rewrite the expansion (32) in the another form
R(xs, s) = R(xt, t) +
r∑
k=1
∑
(λk,...,λ1)∈Mk
mλ1∑
i1=λ1
. . .
mλk∑
ik=λk
Q
(ik)
λk
. . .Q
(i1)
λ1
R(xt, t) J
(ik...i1)
(λk...λ1)s,t
+
+(Dr+1)s,t w. p. 1.
Denote
Grk =
{
(λk, . . . , λ1) : r + 1 ≤ 2k − λ1 − . . .− λk ≤ 2r
}
,
Eqk =
{
(λk, . . . , λ1) : 2k − λ1 − . . .− λk = q
}
,
where λl = 1 or λl = 0 (l = 1, . . . , k).
The Taylor–Ito expansion ordered according to the order of smallness (in the mean-square sense
when s ↓ t) of its terms has the form
R(xs, s) = R(xt, t) +
r∑
q,k=1
∑
(λk,...,λ1)∈Eqk
mλ1∑
i1=λ1
. . .
mλk∑
ik=λk
Q
(ik)
λk
. . . Q
(i1)
λ1
R(xt, t) J
(ik...i1)
(λk...λ1)s,t
+
(34) + (Hr+1)s,t w. p. 1,
where
(Hr+1)s,t =
r∑
k=1
∑
(λk,...,λ1)∈Grk
mλ1∑
i1=λ1
. . .
mλk∑
ik=λk
Q
(ik)
λk
. . .Q
(i1)
λ1
R(xt, t) J
(ik...i1)
(λk...λ1)s,t
+
+(Dr+1)s,t .
4. The First Form of the Unified Taylor–Ito Expansion
In this section, we transform the right-hand side of (32) with the help of Theorem 1 and Lemma
1 to a representation including the iterated Ito stochastic integrals of the form (7).
Denote
(35) I
(i1...ik)
l1...lks,t
=
s∫
t
(t− τ1)lk . . .
τk−1∫
t
(t− τk)l1df (i1)τk . . . df (ik)τ1 for k ≥ 1
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and
I
(i1...ik)
l1...lks,t
= 1 for k = 0,
where i1, . . . , ik = 1, . . . ,m. Moreover, let
(k)Il1...lks,t =
∥∥∥∥∥I(i1...ik)l1...lks,t
∥∥∥∥∥
m
i1,...,ik=1
,
(36) G(i)p
def
=
1
p
(
G
(i)
p−1L− LG(i)p−1
)
, p = 1, 2, . . . , i = 1, . . . ,m,
where L and G
(i)
0 , i = 1, . . . ,m, are determined by equalities (27), (28). Denote
Aq
def
=
{
(k, j, l1, . . . , lk) : k + j +
k∑
p=1
lp = q; k, j, l1, . . . , lk = 0, 1, . . .
}
,
∥∥∥∥∥G(i1)l1 . . . G(ik)lk LjR(x, t)
∥∥∥∥∥
m
i1,...,ik=1
def
= (k)Gl1 . . . GlkL
jR(x, t),
LjR(x, t)
def
=


L . . . L︸ ︷︷ ︸
j
R(x, t) for j ≥ 1
R(x, t) for j = 0
.
Theorem 2. Let conditions (i), (ii) be satisfied. Then for any s, t ∈ [0, T ] such that s > t and for
any positive integer r, the following expansion takes place w. p. 1:
R(xs, s) = R(xt, t) +
r∑
q=1
∑
(k,j,l1,...,lk)∈Aq
(s− t)j
j!
m∑
i1,...,ik=1
G
(i1)
l1
. . . G
(ik)
lk
LjR(xt, t) I
(i1...ik)
l1...lks,t
+
(37) + (Dr+1)s,t ,
where (Dr+1)s,t has the form (33).
Proof. We claim that
∑
(λq,...,λ1)∈Mq
(pq)Qλq . . .Qλ1R(xt, t)
pq· (pq)J(λq ...λ1)s,t =
(38) =
∑
(k,j,l1,...,lk)∈Aq
(s− t)j
j!
m∑
i1,...,ik=1
G
(i1)
l1
. . .G
(ik)
lk
LjR(xt, t) I
(i1...ik)
l1...lks,t
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w. p. 1. Equality (38) is valid for q = 1. Assume that (38) is valid for some q > 1. In this case, using
the induction hypothesis, we obtain
∑
(λq+1,...,λ1)∈Mq+1
(pq+1)Qλ1 . . .Qλq+1R(xt, t)
pq+1· (pq+1)J(λ1...λq+1)s,t =
=
∑
λq+1∈{1, 0}
s∫
t
∑
(λq,...,λ1)∈Mq
(
(pq+1)Qλ1 . . .Qλq+1R(xt, t)
pq· (pq)J(λ1...λq)θ,t
)
λq+1· dwθ =
=
∑
λq+1∈{1, 0}
s∫
t
∑
(k,j,l1,...,lk)∈Aq
(θ − t)j
j!
×
×
(
(k+λq+1)Gl1 . . . GlkL
jQλq+1R(xt, t)
k· (k)Il1...lks,t
)
λq+1· dwθ =
=
∑
(k,j,l1,...,lk)∈Aq

(k)Gl1 . . .GlkLj+1R(xt, t) k·
s∫
t
(θ − t)j
j!
(k)Il1...lkθ,tdθ+
(39) +

(k+1)Gl1 . . . GlkLjG0R(xt, t) k·
s∫
t
(θ − t)j
j!
(k)Il1...lkθ,t

 1· dfθ


w. p. 1.
Using Lemma 1 we obtain
s∫
t
(θ − t)j
j!
(k)Il1...lkθ,tdθ =
(40) =
1
(j + 1)!


(s− t)j+1 for k = 0
(s− t)j+1 · (k)Il1...lks,t − (−1)j+1 · (k)Il1...lk−1 lk+j+1s,t for k > 0
w. p. 1. In addition (see (35)) we get
(41)
s∫
t
(θ − t)j
j!
I
(i1...ik)
l1...lkθ,t
df
(ik+1)
θ =
(−1)j
j!
I
(i1...ikik+1)
l1...lkjs,t
in the notation just introduced. Substitute relations (40) and (41) into formula (39). Grouping
summands of the obtained expression with equal lower indices at iterated Ito stochastic integrals and
using (36) and the equality
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(42) G(i)p R(x, t) =
1
p!
p∑
q=0
(−1)qCqpLqG(i)0 Lp−qR(x, t), where Cqp =
p!
q!(p− q)! ,
(this equality follows from (36)), we note that the obtained expression is equal to
∑
(k,j,l1,...,lk)∈Aq+1
(s− t)j
j!
(k)Gl1 . . . GlkL
j{ηt} k· (k)Il1...lks,t
w. p. 1. Summing equalities (38) for q = 1, 2, . . . , r and applying formula (32), we obtain expression
(37). The proof is completed.
Let us order terms of expansion (37) according to their smallness orders as s ↓ t in the mean-square
sense:
R(xs, s) = R(xt, t) +
r∑
q=1
∑
(k,j,l1,...,lk)∈Dq
(s− t)j
j!
m∑
i1,...,ik=1
G
(i1)
l1
. . . G
(ik)
lk
LjR(xt, t) I
(i1...ik)
l1...lks,t
+
(43) + (Hr+1)s,t w. p. 1,
where
(Hr+1)s,t =
∑
(k,j,l1,...,lk)∈Ur
(s− t)j
j!
m∑
i1,...,ik=1
G
(i1)
l1
. . . G
(ik)
lk
LjR(xt, t) I
(i1...ik)
l1...lks,t
+ (Dr+1)s,t ,
(44) Dq =
{
(k, j, l1, . . . , lk) : k + 2
(
j +
k∑
p=1
lp
)
= q; k, j, l1, . . . , lk = 0, 1, . . .
}
,
(45)
Ur =
{
(k, j, l1, . . . , lk) : k + j +
k∑
p=1
lp ≤ r, k + 2
(
j +
k∑
p=1
lp
)
≥ r + 1; k, j, l1, . . . , lk = 0, 1, . . .
}
,
and (Dr+1)s,t has the form (33). Note that the remainder term (Hr+1)s,t in (43) has a higher order
of smallness in the mean-square sense as s ↓ t than the terms of the main part of expansion (43).
5. The Second Form of the Unified Taylor–Ito Expansion
Consider iterated Ito stochastic integrals of the form
J
(i1...ik)
l1...lks,t
=
s∫
t
(s− τ1)lk . . .
τk−1∫
t
(s− τk)l1df (i1)τk . . . df (ik)τ1 for k ≥ 1
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and
J
(i1...ik)
l1...lks,t
= 1 for k = 0,
where i1, . . . , ik = 1, . . . ,m.
The property of additivity of stochastic integrals and the Newton binomial formula imply the
following equality:
(46) I
(i1...ik)
l1...lks,t
=
l1∑
j1=0
. . .
lk∑
jk=0
k∏
g=1
C
jg
lg
(t− s)l1+...+lk−j1−...−jk J (i1...ik)j1...jks,t w. p. 1,
where
Ckl =
l!
k!(l − k)!
is the binomial coefficient. Thus, the Taylor–Ito expansion of the process ηs = R(xs, s), s ∈ [0, T ],
can be constructed either using the iterated stochastic integrals I
(i1...ik)
l1...lks,t
similarly to the previous
section or using the iterated stochastic integrals J
(i1...ik)
l1...lks,t
. This is the main subject of this section.
Denote ∥∥∥∥∥J (i1...ik)l1...lks,t
∥∥∥∥∥
m
i1,...,ik=1
def
= (k)Jl1...lks,t ,
∥∥∥∥∥LjG(i1)l1 . . . G(ik)lk R(x, t)
∥∥∥∥∥
m
i1,...,ik=1
def
= (k)LjGl1 . . .GlkR(x, t).
Theorem 3. Let conditions (i), (ii) be satisfied. Then for any s, t ∈ [0, T ] such that s > t and for
any positive integer r, the following expansion is valid w. p. 1:
R(xs, s) = R(xt, t) +
r∑
q=1
∑
(k,j,l1,...,lk)∈Aq
(s− t)j
j!
m∑
i1,...,ik=1
LjG
(i1)
l1
. . . G
(ik)
lk
R(xt, t) J
(i1...ik)
l1...lks,t
+
(47) + (Dr+1)s,t ,
where (Dr+1)s,t has the form (33).
Proof. To prove the theorem, we check the equalities
∑
(k,j,l1,...,lk)∈Aq
(s− t)j
j!
m∑
i1,...,ik=1
LjG
(i1)
l1
. . . G
(ik)
lk
R(xt, t) J
(i1...ik)
l1...lks,t
=
(48)
∑
(k,j,l1,...,lk)∈Aq
(s− t)j
j!
m∑
i1,...,ik=1
G
(i1)
l1
. . . G
(ik)
lk
LjR(xt, t) I
(i1...ik)
l1...lks,t
w. p. 1
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for q = 1, 2, . . . , r. To check (48), substitute expression (46) into the right-hand side of (48) and then
use formulas (36), (42).
Let us rank terms of expansion (47) according to their orders of smallness in the mean-square sense
as s ↓ t :
R(xs, s) = R(xt, t) +
r∑
q=1
∑
(k,j,l1,...,lk)∈Dq
(s− t)j
j!
m∑
i1,...,ik=1
LjG
(i1)
l1
. . .G
(ik)
lk
R(xt, t) J
(i1...ik)
l1...lks,t
+
+(Hr+1)s,t w. p. 1,
where
(Hr+1)s,t =
∑
(k,j,l1,...,lk)∈Ur
(s− t)j
j!
m∑
i1,...,ik=1
LjG
(i1)
l1
. . .G
(ik)
lk
R(xt, t) J
(i1...ik)
l1...lks,t
+ (Dr+1)s,t .
The term (Dr+1)s,t has the form (33); the terms Dq and Ur have the forms (44) and (45), re-
spectively. Finally, we note that the convergence w. p. 1 of the truncated Taylor–Ito expansion (32)
(without the remainder term (Dr+1)s,t) to the process R(xs, s) as r → ∞ for all s, t ∈ [0, T ] such
that s > t and T < ∞ has been proved in [2] (Proposition 5.9.2). Since expansions (37) and (47)
are obtained from the Taylor–Ito expansion (32) without any additional conditions, the truncated
expansions (37) and (47) (without the reminder term (Dr+1)s,t) under the conditions of [2] (Propo-
sition 5.9.2) converge to the process R(xs, s) w. p. 1 as r →∞ for all s, t ∈ [0, T ] such that s > t and
T <∞.
6. The Taylor–Stratonovich Expansion
In this section, we cite the Taylor–Stratonovich expansion of [7] and introduce some necessary
notation. At that we will use the original notation introduced by the author of this paper.
Assume that LR(xτ , τ), G
(i)
0 (xτ , τ) ∈M2([0, T ]) for i = 1, . . . ,m, and consider the Ito formula in
the form (29).
In addition, we assume that G
(i)
0 R(x, t) ∈ C2(−∞,∞) for i = 1, . . . ,m and R(xτ , τ) ∈ Q4([0, T ]).
In this case, relations (15) and (16) imply that
(49)
s∫
t
G
(i)
0 R(xτ , τ)df
(i)
τ =
∗∫
t
s
G
(i)
0 R(xτ , τ)df
(i)
τ −
1
2
s∫
t
G
(i)
0 G
(i)
0 R(xτ , τ)dτ
w. p. 1 for i = 1, . . . ,m.
Using relation (49), let us write formula (29) in the following form:
(50) R(xs, s) = R(xt, t) +
s∫
t
L¯R(xτ , τ)dτ +
m∑
i=1
∗∫
t
s
G
(i)
0 R(xτ , τ)df
(i)
τ w. p. 1,
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where
(51) L¯R(x, t) = LR(x, t)− 1
2
m∑
i=1
G
(i)
0 G
(i)
0 R(x, t).
Introduce the following notation:
∥∥∥∥∥D(il)λl . . . D(i1)λ1 R(x, t)
∥∥∥∥∥
mλ1 ... mλl
i1=λ1,...,il=λl
def
= (pl)Dλl . . . Dλ1R(x, t),
(pk)J∗(λk...λ1)s,t =
∥∥∥∥∥J∗(ik...i1)(λk...λ1)s,t
∥∥∥∥∥
mλ1 ... mλk
i1=λ1,...,ik=λk
,
Mk =
{
(λk, . . . , λ1) : λl = 1 or λl = 0; l = 1, . . . , k
}
, k ≥ 1,
J
∗(ik...i1)
(λk...λ1)s,t
=
∗∫
t
s
. . .
∗∫
t
τ2
dw(ik)τ1 . . . dw
(i1)
τk , k ≥ 1,
where λl = 1 or λl = 0, D
(il)
λl
= L¯ and il = 0 for λl = 0, D
(il)
λl
= G
(il)
0 and il = 1, . . . ,m for λl = 1,
pl =
l∑
j=1
λj for l = 1, . . . , r + 1, r ∈ N,
w
(i)
τ (i = 1, . . . ,m) are Fτ -measurable independent standard Wiener processes for all τ ∈ [0, T ], and
w
(0)
τ = τ.
Applying formula (50) to the process R(xs, s) repeatedly, we obtain the following Taylor–Strato-
novich expansion [7]:
(52) R(xs, s) = R(xt, t) +
r∑
k=1
∑
(λk,...,λ1)∈Mk
(pk)Dλk . . . Dλ1R(xt, t)
pk· (pk)J∗(λk...λ1)s,t + (Dr+1)s,t ,
w. p. 1, where
(53)
(Dr+1)s,t =
∑
(λr+1,...,λ1)∈Mr+1
∗∫
t
s
. . .
( ∗∫
t
τ2
(pr+1)Dλr+1 . . . Dλ1R(xτ1 , τ1)
λr+1· dwτ1
)
. . .
λ1· dwτr+1 .
It is assumed that the right-hand sides of (52), (53) exist.
A possible variant of the conditions under which the right-hand sides of (52), (53) exist is as
follows:
(i∗) Q
(il)
λl
. . . Q
(i1)
λ1
R(x, t) ∈ L for all (λl, . . . , λ1) ∈
r⋃
g=1
Mg;
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(ii∗)
(54)
∣∣∣Q(il)λl . . .Q(i1)λ1 R(x, t)−Q(il)λl . . . Q(i1)λ1 R(y, t)∣∣∣ ≤ K|x− y|,
(55)
∣∣∣Q(il)λl . . . Q(i1)λ1 R(x, t)∣∣∣ ≤ K(1 + |x|),
and ∣∣∣Q(il)λl . . .Q(i1)λ1 R(x, t)−Q(il)λl . . . Q(i1)λ1 R(x, s)∣∣∣ ≤ K|t− s|ν(1 + |x|),
for all x,y ∈ Rn, t, s ∈ [0, T ], (λl, . . . , λ1) ∈
r+1⋃
g=1
Mg, and for some ν > 0, where K <∞ is a constant,
Q
(il)
λl
= L and il = 0 for λl = 0, Q
(il)
λl
= G
(il)
0 and il = 1, . . . ,m for λl = 1;
(iii∗) the functions a(x, t) and B(x, t) are measurable with respect to all of the variables and satisfy
conditions (54) and (55);
(iv∗) x0 is F0-measurable and M
{|x0|8} <∞.
Let us rewrite the expansion (52) in the another form
R(xs, s) = R(xt, t) +
r∑
k=1
∑
(λk,...,λ1)∈Mk
mλ1∑
i1=λ1
. . .
mλk∑
ik=λk
D
(ik)
λk
. . .D
(i1)
λ1
R(xt, t) J
∗(ik...i1)
(λk...λ1)s,t
+
+(Dr+1)s,t w. p. 1.
Denote
Grk =
{
(λk, . . . , λ1) : r + 1 ≤ 2k − λ1 − . . .− λk ≤ 2r
}
,
Eqk =
{
(λk, . . . , λ1) : 2k − λ1 − . . .− λk = q
}
,
where λl = 1 or λl = 0 (l = 1, . . . , k).
The Taylor–Stratonovich expansion ordered according to the order of smallness (in the mean-square
sense when s ↓ t) of its terms has the form
R(xs, s) = R(xt, t) +
r∑
q,k=1
∑
(λk,...,λ1)∈Eqk
mλ1∑
i1=λ1
. . .
mλk∑
ik=λk
D
(ik)
λk
. . . D
(i1)
λ1
R(xt, t) J
∗(ik...i1)
(λk...λ1)s,t
+
(56) + (Hr+1)s,t w. p. 1,
where
(Hr+1)s,t =
r∑
k=1
∑
(λk,...,λ1)∈Grk
mλ1∑
i1=λ1
. . .
mλk∑
ik=λk
D
(ik)
λk
. . .D
(i1)
λ1
R(xt, t) J
∗(ik...i1)
(λk...λ1)s,t
+
+(Dr+1)s,t .
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7. The First Form of the Unified Taylor–Stratonovich Expansion
In this section, we transform the right-hand side of (52) with the help of Theorem 1 and Lemma
2 to a representation including the iterated Stratonovich stochastic integrals of the form (8).
Denote
(57) I
∗(i1...ik)
l1...lks,t
=
∗∫
t
s
(t− τ1)lk . . .
∗∫
t
τk−1
(t− τk)l1df (i1)τk . . . df (ik)τ1 for k ≥ 1
and
I
∗(i1...ik)
l1...lks,t
= 1 for k = 0,
where i1, . . . , ik = 1, . . . ,m. Moreover, let
(k)I∗l1...lks,t =
∥∥∥∥∥I∗(i1...ik)l1...lks,t
∥∥∥∥∥
m
i1,...,ik=1
,
(58) G¯(i)p
def
=
1
p
(
G¯
(i)
p−1L¯− L¯G¯(i)p−1
)
, p = 1, 2, . . . , i = 1, . . . ,m,
where G¯
(i)
0
def
= G
(i)
0 , i = 1, . . . ,m. The operators L¯ and G
(i)
0 , i = 1, . . . ,m, are determined by equalities
(27), (28), and (51). Denote
Aq
def
=
{
(k, j, l1, . . . , lk) : k + j +
k∑
p=1
lp = q; k, j, l1, . . . , lk = 0, 1, . . .
}
,
∥∥∥∥∥G¯(i1)l1 . . . G¯(ik)lk L¯jR(x, t)
∥∥∥∥∥
m
i1,...,ik=1
def
= (k)G¯l1 . . . G¯lk L¯
jR(x, t),
L¯jR(x, t)
def
=


L¯ . . . L¯︸ ︷︷ ︸
j
R(x, t) for j ≥ 1
R(x, t) for j = 0
.
Theorem 4. Let conditions (i∗)-(iv∗) be satisfied. Then for any s, t ∈ [0, T ] such that s > t and
for any positive integer r, the following expansion takes place w. p. 1:
R(xs, s) = R(xt, t) +
r∑
q=1
∑
(k,j,l1,...,lk)∈Aq
(s− t)j
j!
m∑
i1,...,ik=1
G¯
(i1)
l1
. . . G¯
(ik)
lk
L¯jR(xt, t) I
∗(i1...ik)
l1...lks,t
+
(59) + (Dr+1)s,t ,
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where (Dr+1)s,t has the form (53).
Proof. We claim that
∑
(λq,...,λ1)∈Mq
(pq)Dλq . . .Dλ1R(xt, t)
pq· (pq)J∗(λq ...λ1)s,t =
(60) =
∑
(k,j,l1,...,lk)∈Aq
(s− t)j
j!
m∑
i1,...,ik=1
G¯
(i1)
l1
. . . G¯
(ik)
lk
L¯jR(xt, t) I
∗(i1...ik)
l1...lks,t
w. p. 1. Equality (60) is valid for q = 1. Assume that (60) is valid for some q > 1. In this case, using
the induction hypothesis, we obtain
∑
(λq+1,...,λ1)∈Mq+1
(pq+1)Dλ1 . . .Dλq+1R(xt, t)
pq+1· (pq+1)J∗(λ1...λq+1)s,t =
=
∑
λq+1∈{1, 0}
∗∫
t
s ∑
(λq ,...,λ1)∈Mq
(
(pq+1)Dλ1 . . . Dλq+1R(xt, t)
pq· (pq)J∗(λ1...λq)θ,t
)
λq+1· dwθ =
=
∑
λq+1∈{1, 0}
∗∫
t
s ∑
(k,j,l1,...,lk)∈Aq
(θ − t)j
j!
×
×
(
(k+λq+1)G¯l1 . . . G¯lk L¯
jDλq+1R(xt, t)
k· (k)I∗l1...lks,t
)
λq+1· dwθ =
=
∑
(k,j,l1,...,lk)∈Aq

(k)G¯l1 . . . G¯lk L¯j+1R(xt, t) k·
s∫
t
(θ − t)j
j!
(k)I∗l1...lkθ,tdθ+
(61) +

(k+1)G¯l1 . . . G¯lk L¯jG¯0R(xt, t) k·
∗∫
t
s
(θ − t)j
j!
(k)I∗l1...lkθ,t

 1· dfθ


w. p. 1.
Using Lemma 1 we obtain
s∫
t
(θ − t)j
j!
(k)I∗l1...lkθ,tdθ =
(62) =
1
(j + 1)!


(s− t)j+1 for k = 0
(s− t)j+1 · (k)I∗l1...lks,t − (−1)j+1 · (k)I∗l1...lk−1 lk+j+1s,t for k > 0
w. p. 1. In addition (see (57)) we get
24 D.F. KUZNETSOV
(63)
∗∫
t
s
(θ − t)j
j!
I
∗(i1...ik)
l1...lkθ,t
df
(ik+1)
θ =
(−1)j
j!
I
∗(i1...ikik+1)
l1...lkjs,t
in the notation just introduced. Substitute relations (62) and (63) into formula (61). Grouping
summands of the obtained expression with equal lower indices at iterated Stratonovich stochastic
integrals and using (58) and the equality
(64) G¯(i)p R(x, t) =
1
p!
p∑
q=0
(−1)qCqp L¯qG¯(i)0 L¯p−qR(x, t), where Cqp =
p!
q!(p− q)! ,
(this equality follows from (58)), we note that the obtained expression is equal to
∑
(k,j,l1,...,lk)∈Aq+1
(s− t)j
j!
(k)G¯l1 . . . G¯lk L¯
j{ηt} k· (k)I∗l1...lks,t
w. p. 1. Summing equalities (60) for q = 1, 2, . . . , r and applying formula (52), we obtain expression
(59). The proof is completed.
Let us order terms of expansion (59) according to their smallness orders as s ↓ t in the mean-square
sense:
R(xs, s) = R(xt, t) +
r∑
q=1
∑
(k,j,l1,...,lk)∈Dq
(s− t)j
j!
m∑
i1,...,ik=1
G¯
(i1)
l1
. . . G¯
(ik)
lk
L¯jR(xt, t) I
∗(i1...ik)
l1...lks,t
+
(65) + (Hr+1)s,t w. p. 1,
where
(Hr+1)s,t =
∑
(k,j,l1,...,lk)∈Ur
(s− t)j
j!
m∑
i1,...,ik=1
G¯
(i1)
l1
. . . G¯
(ik)
lk
L¯jR(xt, t) I
∗(i1...ik)
l1...lks,t
+ (Dr+1)s,t ,
(66) Dq =
{
(k, j, l1, . . . , lk) : k + 2
(
j +
k∑
p=1
lp
)
= q; k, j, l1, . . . , lk = 0, 1, . . .
}
,
(67)
Ur =
{
(k, j, l1, . . . , lk) : k + j +
k∑
p=1
lp ≤ r, k + 2
(
j +
k∑
p=1
lp
)
≥ r + 1; k, j, l1, . . . , lk = 0, 1, . . .
}
,
and (Dr+1)s,t has the form (53). Note that the remainder term (Hr+1)s,t in (65) has a higher order
of smallness in the mean-square sense as s ↓ t than the terms of the main part of expansion (65).
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8. The Second Form of the Unified Taylor–Stratonovich Expansion
Consider iterated Stratonovich stochastic integrals of the form
J
∗(i1...ik)
l1...lks,t
=
∗∫
t
s
(s− τ1)lk . . .
∗∫
t
τk−1
(s− τk)l1df (i1)τk . . . df (ik)τ1 for k ≥ 1
and
J
∗(i1...ik)
l1...lks,t
= 1 for k = 0,
where i1, . . . , ik = 1, . . . ,m.
The property of additivity of stochastic integrals and the Newton binomial formula imply the
following equality:
(68) I
∗(i1...ik)
l1...lks,t
=
l1∑
j1=0
. . .
lk∑
jk=0
k∏
g=1
C
jg
lg
(t− s)l1+...+lk−j1−...−jk J∗(i1...ik)j1...jks,t w. p. 1,
where
Ckl =
l!
k!(l − k)!
is the binomial coefficient. Thus, the Taylor–Stratonovich expansion of the process ηs = R(xs, s),
s ∈ [0, T ], can be constructed either using the iterated stochastic integrals I∗(i1...ik)l1...lks,t similarly to the
previous section or using the iterated stochastic integrals J
∗(i1...ik)
l1...lks,t
. This is the main subject of this
section.
Denote ∥∥∥∥∥J∗(i1...ik)l1...lks,t
∥∥∥∥∥
m
i1,...,ik=1
def
= (k)J∗l1...lks,t ,
∥∥∥∥∥L¯jG¯(i1)l1 . . . G¯(ik)lk R(x, t)
∥∥∥∥∥
m
i1,...,ik=1
def
= (k)L¯jG¯l1 . . . G¯lkR(x, t).
Theorem 5. Let conditions (i∗)-(iv∗) be satisfied. Then for any s, t ∈ [0, T ] such that s > t and
for any positive integer r, the following expansion is valid w. p. 1:
R(xs, s) = R(xt, t) +
r∑
q=1
∑
(k,j,l1,...,lk)∈Aq
(s− t)j
j!
m∑
i1,...,ik=1
L¯jG¯
(i1)
l1
. . . G¯
(ik)
lk
R(xt, t) J
∗(i1...ik)
l1...lks,t
+
(69) + (Dr+1)s,t ,
where (Dr+1)s,t has the form (53).
Proof. To prove the theorem, we check the equalities
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∑
(k,j,l1,...,lk)∈Aq
(s− t)j
j!
m∑
i1,...,ik=1
L¯jG¯
(i1)
l1
. . . G¯
(ik)
lk
R(xt, t) J
∗(i1...ik)
l1...lks,t
=
(70)
∑
(k,j,l1,...,lk)∈Aq
(s− t)j
j!
m∑
i1,...,ik=1
G¯
(i1)
l1
. . . G¯
(ik)
lk
L¯jR(xt, t) I
∗(i1...ik)
l1...lks,t
w. p. 1
for q = 1, 2, . . . , r. To check (70), substitute expression (68) into the right-hand side of (70) and then
use formulas (58), (64).
Let us rank terms of expansion (69) according to their orders of smallness in the mean-square sense
as s ↓ t :
R(xs, s) = R(xt, t) +
r∑
q=1
∑
(k,j,l1,...,lk)∈Dq
(s− t)j
j!
m∑
i1,...,ik=1
L¯jG¯
(i1)
l1
. . . G¯
(ik)
lk
R(xt, t) J
∗(i1...ik)
l1...lks,t
+
+(Hr+1)s,t w. p. 1,
where
(Hr+1)s,t =
∑
(k,j,l1,...,lk)∈Ur
(s− t)j
j!
m∑
i1,...,ik=1
L¯jG¯
(i1)
l1
. . . G¯
(ik)
lk
R(xt, t) J
∗(i1...ik)
l1...lks,t
+ (Dr+1)s,t .
The term (Dr+1)s,t has the form (53); the terms Dq and Ur have the forms (66) and (67), respec-
tively. Finally, we note that the convergence w. p. 1 of the truncated Taylor–Stratonovich expansion
(52) (without the remainder term (Dr+1)s,t) to the process R(xs, s) as r → ∞ for all s, t ∈ [0, T ]
such that s > t and T < ∞ has been proved in [2] (Proposition 5.10.2). Since expansions (59) and
(69) are obtained from the Taylor–Stratonovich expansion (52) without any additional conditions,
the truncated expansions (59) and (69) (without the reminder term (Dr+1)s,t) under the conditions
of [2] (Proposition 5.10.2) converge to the process R(xs, s) w. p. 1 as r →∞ for all s, t ∈ [0, T ] such
that s > t and T <∞.
9. Comparison of the Unified Taylor–Ito and Taylor–Stratonovich Expansions With
the Classical Taylor–Ito and Taylor–Stratonovich Expansions
Note that the truncated unified Taylor–Ito and Taylor–Stratonovich expansions contain the less
number of various iterated Ito and Stratonovich stochastic integrals (moreover, their major part will
have less multiplicity) in comparison with the classical Taylor–Ito and Taylor–Stratonovich expansions
[7].
It is easy to note that the stochastic integrals from the families (4), (5) are connected by the linear
relations. However, the stochastic integrals from the families (6), (7) can not be connected by linear
relations. This holds for the stochastic integrals from the families (8), (9). Therefore we will call the
families (6)–(9) as the stochastic basises.
Let us call the numbers rankA(r) and rankD(r) of various iterated Ito and Stratonovich stochastic
integrals which are included in the families (6)–(9) as the ranks of stochastic bases, when summation
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in the stochastic expansions is performed using the sets Aq (q = 1, . . . , r) and Dq (q = 1, . . . , r)
correspondently. Here r is a fixed natural number.
At the beginning, let us analyze several examples related to the Taylor–Ito expansions (obviously,
the same conclusions will hold for the Taylor–Stratonovich expansions).
Assume, that summation in the unified Taylor–Ito expansions is performed using the sets Dq
(q = 1, . . . , r). It is easy to see that the truncated unified Taylor–Ito expansion (43), where summation
is performed using the sets Dq when r = 3 includes 4 (rankD(3) = 4) various iterated Ito stochastic
integrals:
I
(i1)
0s,t
, I
(i1i2)
00s,t
, I
(i1)
1s,t
, I
(i1i2i3)
000s,t
.
The same truncated classical Taylor–Ito expansion (34) [2] contains 5 various iterated Ito stochastic
integrals:
J
(i1)
(1)s,t, J
(i1i2)
(11)s,t, J
(i10)
(10)s,t, J
(0i1)
(01)s,t, J
(i1i2i3)
(111)s,t.
For r = 4 we have 7 (rankD(4) = 7) integrals:
I
(i1)
0s,t
, I
(i1i2)
00s,t
, I
(i1)
1s,t
, I
(i1i2i3)
000s,t
, I
(i1i2)
01s,t
, I
(i1i2)
10s,t
, I
(i1i2i3i4)
0000s,t
against 9 stochastic integrals:
J
(i1)
(1)s,t, J
(i1i2)
(11)s,t, J
(i10)
(10)s,t, J
(0i1)
(01)s,t, J
(i1i2i3)
(111)s,t, J
(i10i3)
(101)s,t, J
(i1i20)
(110)s,t, J
(0i1i2)
(011)s,t, J
(i1i2i3i4)
(1111)s,t .
For r = 5 (rankD(5) = 12) we get 12 integrals against 17 integrals and for r = 6 and r = 7 we
have 20 against 29 and 33 against 50 correspondently.
We will obtain the same results when compare the unified Taylor–Stratonovich expansions [9],
[46]-[50], [54]-[57] with their classical analogues [2], [7] (see previous sections).
Note that summation according to the sets Dq is usually used while constructing strong numerical
methods (built according to the mean-square criterion of convergence) for Ito SDEs [2], [4], [46]-
[50], [56], [57]. Summation according to the sets Aq is usually used when building weak numerical
methods (built in accordance with the weak criterion of convergence) for Ito SDEs [2], [4]. For
example, rankA(4) = 15, while the total number of various iterated Ito stochastic integrals (included
in the classical Taylor–Ito expansion [2] when r = 4) equals to 26.
Let us show that [48]-[50], [56], [57]
rankA(r) = 2
r − 1.
Let (l1, . . . , lk) be an ordered set such that l1, . . . , lk = 0, 1, . . . and k = 1, 2, . . . Consider S(k)
def
=
l1 + . . . + lk = p (p is a fixed natural number or zero). Let N(k, p) be a number of all ordered
combinations (l1, . . . , lk) such that l1, . . . , lk = 0, 1, . . . , k = 1, 2, . . . , and S(k) = p. First let us show
that
N(k, p) = Ck−1p+k−1,
where
Cmn =
n!
m!(n−m)!
is a binomial coefficient.
Not difficult to see that
N(1, p) = 1 = C1−1p+1−1,
N(2, p) = p+ 1 = C2−1p+2−1,
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N(3, p) =
(p+ 1)(p+ 2)
2
= C3−1p+3−1.
Moreover
N(k + 1, p) =
p∑
l=0
N(k, l) =
p∑
l=0
Ck−1l+k−1 = C
k
p+k,
where we used the induction assumption and the well known property of binomial coefficients.
Then
rankA(r) =
= N(1, 0) + (N(1, 1) +N(2, 0)) + (N(1, 2) +N(2, 1) +N(3, 0)) + . . .
. . .+ (N(1, r − 1) +N(2, r − 2) + . . .+N(r, 0)) =
= C00 + (C
0
1 + C
1
1 ) + (C
0
2 + C
1
2 + C
2
2 ) + . . .
. . .+ (C0r−1 + C
1
r−1 + C
2
r−1 + . . .+ C
r−1
r−1 ) =
= 20 + 21 + 22 + . . .+ 2r−1 = 2r − 1.
Let nM(r) be the total number of various iterated stochastic integrals included in the classical
Taylor–Ito expansion (32) [2], where summation is performed according the set
r⋃
k=1
Mk.
If we exclude from the consideration the integrals which are equal to (s− t)j/j!, then
nM (r) =
= (21 − 1) + (22 − 1) + (23 − 1) + . . .+ (2r − 1) =
= 2(1 + 2 + 22 + . . .+ 2r−1)− r = 2(2r − 1)− r.
It means that
lim
r→∞
nM (r)
rankA(r)
= 2.
In Table 1 we can see the numbers
rankA(r), nM(r), f(r) = nM(r)/rankA(r)
for various values r.
Let us show that [48]-[50], [56], [57]
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Table 1. Numbers rankA(r), nM(r), f(r) = nM(r)/rankA(r)
r 1 2 3 4 5 6 7 8 9 10
rankA(r) 1 3 7 15 31 63 127 255 511 1023
nM(r) 1 4 11 26 57 120 247 502 1013 2036
f(r) 1 1.3333 1.5714 1.7333 1.8387 1.9048 1.9449 1.9686 1.9824 1.9902
(71) rankD(r) =


r−1∑
s=0
(r−1)/2+[s/2]∑
l=s
Csl for r = 1, 3, 5, . . .
r−1∑
s=0
r/2−1+[(s+1)/2]∑
l=s
Csl for r = 2, 4, 6, . . .
,
where [x] is an integer part of a number x, and Cmn is a binomial coefficient.
For proving (71) we rewrite the condition
k + 2(j + S(k)) ≤ r,
where S(k)
def
= l1 + . . .+ lk (k, j, l1, . . . , lk = 0, 1, . . .) in the form j + S(k) ≤ (r − k)/2, and perform
the consideration of all possible combinations with respect to k = 1, . . . , r and take into account the
above reasoning.
Let us calculate the number nE(r) of all different iterated Ito stochastic integrals from the classical
Taylor–Ito expansion (34) [2] if the summation in this expansion is performed in according with the
set
r⋃
q,k=1
Eqk.
The summation condition can be rewritten in this case in the form: 0 ≤ p + 2q ≤ r, where
q is a total number of integrations with respect to time while p is a total number of integrations
with respect to the Wiener processes in the selected iterated stochastic integral from the Taylor–Ito
expansion (34) [2]. At that the multiplicity of the mentioned stochastic integral equals to p+ q and it
not more than r. Let us rewrite the above condition (0 ≤ p+ 2q ≤ r) in the form: 0 ≤ q ≤ (r − p)/2
⇔ 0 ≤ q ≤ [(r − p)/2], where [x] means an integer part of a real number x. Then, perform the
consideration of all possible combinations with respect to p = 1, . . . , r and using the combinatorial
reasoning we come to the formula
(72) nE(r) =
r∑
s=1
[(r−s)/2]∑
l=0
Cs[(r−s)/2]+s−l,
where [x] means an integer part of a real number x.
In Table 2 we can see the numbers
rankD(r), nE(r), g(r) = nE(r)/rankD(r)
for various values r.
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Table 2. Numbers rankD(r), nE(r), g(r) = nE(r)/rankD(r)
r 1 2 3 4 5 6 7 8 9 10
rankD(r) 1 2 4 7 12 20 33 54 88 143
nE(r) 1 2 5 9 17 29 50 83 138 261
g(r) 1 1 1.2500 1.2857 1.4167 1.4500 1.5152 1.5370 1.5682 1.8252
10. Application of First Form of the Unified Taylor–Ito Expansion to the
High-Order Strong Numerical Methods for Ito SDEs
Let us rewrite (43) for all s, t ∈ [0, T ] such that s > t in the following form
R(xs, s) = R(xt, t) +
r∑
q=1
∑
(k,j,l1,...,lk)∈Dq
(s− t)j
j!
m∑
i1,...,ik=1
G
(i1)
l1
. . . G
(ik)
lk
LjR(xt, t) I
(i1...ik)
l1...lks,t
+
(73) + 1{r=2d+1,d∈N}
(s− t)(r+1)/2
((r + 1)/2)!
L(r+1)/2R(xt, t) +
(
H¯r+1
)
s,t
w. p. 1,
where (
H¯r+1
)
s,t
= (Hr+1)s,t − 1{r=2d+1,d∈N}
(s− t)(r+1)/2
((r + 1)/2)!
L(r+1)/2R(xt, t).
Consider the partition {τp}Np=0 of the interval [0, T ] such that
0 = τ0 < τ1 < . . . < τN = T, ∆N = max
0≤j≤N−1
|τj+1 − τj | .
From (73) for s = τp+1, t = τp we obtain the following representation of explicit one-step strong
numerical scheme for Ito SDE (1) which is based on the first form of the unified Taylor–Ito expansion:
yp+1 = yp +
r∑
q=1
∑
(k,j,l1,...,lk)∈Dq
(τp+1 − τp)j
j!
m∑
i1,...,ik=1
G
(i1)
l1
. . . G
(ik)
lk
Lj yp Iˆ
(i1...ik)
l1...lkτp+1,τp
+
(74) + 1{r=2d+1,d∈N}
(τp+1 − τp)(r+1)/2
((r + 1)/2)!
L(r+1)/2yp,
where Iˆ
(i1...ik)
l1...lkτp+1,τp
is an approximation of iterated Ito stochastic integral I
(i1...ik)
l1...lkτp+1,τp
of the form
I
(i1...ik)
l1...lks,t
=
s∫
t
(t− τk)lk . . .
τ2∫
t
(t− τ1)l1df (i1)τ1 . . . df (ik)τk .
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Note that we understand the equality (74) componentwise with respect to the components y
(i)
p of
the column yp. Also for simplicity we put τp = p∆, ∆ = T/N, T = τN , p = 0, 1, . . . , N.
It is known [2] that under the appropriate conditions the numerical scheme (74) has strong order
of convergence r/2 (r ∈ N).
Let Bj(x, t) is the j-th column of the matrix function B(x, t).
Below we consider particular cases of the numerical scheme (74) for r = 2, 3, 4, 5, and 6, i.e. explicit
one-step strong numerical schemes for Ito SDE (1) with orders 1.0, 1.5, 2.0, 2.5, and 3.0 of convergence.
At that for simplicity we will write a, La, Bi, G
(i)
0 Bj etc. instead of a(yp, τp), La(yp, τp), Bi(yp, τp),
G
(i)
0 Bj(yp, τp) etc. correspondingly. Moreover the operators L and G
(i)
0 , i = 1, . . . ,m, are determined
by equalities (27), (28) as before.
Scheme with strong order 1.0:
(75) yp+1 = yp +
m∑
i1=1
Bi1 Iˆ
(i1)
0τp+1,τp
+∆a+
m∑
i1,i2=1
G
(i2)
0 Bi1 Iˆ
(i2i1)
00τp+1,τp
.
Scheme with strong order 1.5:
yp+1 = yp +
m∑
i1=1
Bi1 Iˆ
(i1)
0τp+1,τp
+∆a+
m∑
i1,i2=1
G
(i2)
0 Bi1 Iˆ
(i2i1)
00τp+1,τp
+
+
m∑
i1=1
[
G
(i1)
0 a
(
∆Iˆ
(i1)
0τp+1,τp
+ Iˆ
(i1)
1τp+1,τp
)
− LBi1 Iˆ(i1)1τp+1,τp
]
+
+
m∑
i1,i2,i3=1
G
(i3)
0 G
(i2)
0 Bi1 Iˆ
(i3i2i1)
000τp+1,τp
+
(76) +
∆2
2
La.
Scheme with strong order 2.0:
yp+1 = yp +
m∑
i1=1
Bi1 Iˆ
(i1)
0τp+1,τp
+∆a+
m∑
i1,i2=1
G
(i2)
0 Bi1 Iˆ
(i2i1)
00τp+1,τp
+
+
m∑
i1=1
[
G
(i1)
0 a
(
∆Iˆ
(i1)
0τp+1,τp
+ Iˆ
(i1)
1τp+1,τp
)
− LBi1 Iˆ(i1)1τp+1,τp
]
+
+
m∑
i1,i2,i3=1
G
(i3)
0 G
(i2)
0 Bi1 Iˆ
(i3i2i1)
000τp+1,τp
+
∆2
2
La+
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+
m∑
i1,i2=1
[
G
(i2)
0 LBi1
(
Iˆ
(i2i1)
10τp+1,τp
− Iˆ(i2i1)01τp+1,τp
)
− LG(i2)0 Bi1 Iˆ(i2i1)10τp+1,τp+
+G
(i2)
0 G
(i1)
0 a
(
Iˆ
(i2i1)
01τp+1,τp
+∆Iˆ
(i2i1)
00τp+1,τp
)]
+
(77) +
m∑
i1,i2,i3,i4=1
G
(i4)
0 G
(i3)
0 G
(i2)
0 Bi1 Iˆ
(i4i3i2i1)
0000τp+1,τp
.
Scheme with strong order 2.5:
yp+1 = yp +
m∑
i1=1
Bi1 Iˆ
(i1)
0τp+1,τp
+∆a+
m∑
i1,i2=1
G
(i2)
0 Bi1 Iˆ
(i2i1)
00τp+1,τp
+
+
m∑
i1=1
[
G
(i1)
0 a
(
∆Iˆ
(i1)
0τp+1,τp
+ Iˆ
(i1)
1τp+1,τp
)
− LBi1 Iˆ(i1)1τp+1,τp
]
+
+
m∑
i1,i2,i3=1
G
(i3)
0 G
(i2)
0 Bi1 Iˆ
(i3i2i1)
000τp+1,τp
+
∆2
2
La+
+
m∑
i1,i2=1
[
G
(i2)
0 LBi1
(
Iˆ
(i2i1)
10τp+1,τp
− Iˆ(i2i1)01τp+1,τp
)
− LG(i2)0 Bi1 Iˆ(i2i1)10τp+1,τp+
+G
(i2)
0 G
(i1)
0 a
(
Iˆ
(i2i1)
01τp+1,τp
+∆Iˆ
(i2i1)
00τp+1,τp
)]
+
+
m∑
i1,i2,i3,i4=1
G
(i4)
0 G
(i3)
0 G
(i2)
0 Bi1 Iˆ
(i4i3i2i1)
0000τp+1,τp
+
+
m∑
i1=1
[
G
(i1)
0 La
(
1
2
Iˆ
(i1)
2τp+1,τp
+∆Iˆ
(i1)
1τp+1,τp
+
∆2
2
Iˆ
(i1)
0τp+1,τp
)
+
+
1
2
LLBi1 Iˆ
(i1)
2τp+1,τp
− LG(i1)0 a
(
Iˆ
(i1)
2τp+1,τp
+∆Iˆ
(i1)
1τp+1,τp
)]
+
+
m∑
i1,i2,i3=1
[
G
(i3)
0 LG
(i2)
0 Bi1
(
Iˆ
(i3i2i1)
100τp+1,τp
− Iˆ(i3i2i1)010τp+1,τp
)
+
+G
(i3)
0 G
(i2)
0 LBi1
(
Iˆ
(i3i2i1)
010τp+1,τp
− Iˆ(i3i2i1)001τp+1,τp
)
+
+G
(i3)
0 G
(i2)
0 G
(i1)
0 a
(
∆Iˆ
(i3i2i1)
000τp+1,τp
+ Iˆ
(i3i2i1)
001τp+1,τp
)
−
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−LG(i3)0 G(i2)0 Bi1 Iˆ(i3i2i1)100τp+1,τp
]
+
+
m∑
i1,i2,i3,i4,i5=1
G
(i5)
0 G
(i4)
0 G
(i3)
0 G
(i2)
0 Bi1 Iˆ
(i5i4i3i2i1)
00000τp+1,τp
+
(78) +
∆3
6
LLa.
Scheme with strong order 3.0:
yp+1 = yp +
m∑
i1=1
Bi1 Iˆ
∗(i1)
0τp+1,τp
+∆a+
m∑
i1,i2=1
G
(i2)
0 Bi1 Iˆ
(i2i1)
00τp+1,τp
+
+
m∑
i1=1
[
G
(i1)
0 a
(
∆Iˆ
(i1)
0τp+1,τp
+ Iˆ
(i1)
1τp+1,τp
)
− LBi1 Iˆ(i1)1τp+1,τp
]
+
+
m∑
i1,i2,i3=1
G
(i3)
0 G
(i2)
0 Bi1 Iˆ
(i3i2i1)
000τp+1,τp
+
∆2
2
La+
+
m∑
i1,i2=1
[
G
(i2)
0 LBi1
(
Iˆ
(i2i1)
10τp+1,τp
− Iˆ(i2i1)01τp+1,τp
)
− LG(i2)0 Bi1 Iˆ∗(i2i1)10τp+1,τp+
+G
(i2)
0 G
(i1)
0 a
(
Iˆ
(i2i1)
01τp+1,τp
+∆Iˆ
(i2i1)
00τp+1,τp
)]
+
(79) +
m∑
i1,i2,i3,i4=1
G
(i4)
0 G
(i3)
0 G
(i2)
0 Bi1 Iˆ
(i4i3i2i1)
0000τp+1,τp
+ qp+1,p + rp+1,p,
where
qp+1,p =
m∑
i1=1
[
G
(i1)
0 La
(
1
2
Iˆ
(i1)
2τp+1,τp
+∆Iˆ
(i1)
1τp+1,τp
+
∆2
2
Iˆ
(i1)
0τp+1,τp
)
+
+
1
2
LLBi1 Iˆ
(i1)
2τp+1,τp
− LG(i1)0 a
(
Iˆ
(i1)
2τp+1,τp
+∆Iˆ
(i1)
1τp+1,τp
)]
+
+
m∑
i1,i2,i3=1
[
G
(i3)
0 LG
(i2)
0 Bi1
(
Iˆ
(i3i2i1)
100τp+1,τp
− Iˆ(i3i2i1)010τp+1,τp
)
+
+G
(i3)
0 G
(i2)
0 LBi1
(
Iˆ
(i3i2i1)
010τp+1,τp
− Iˆ(i3i2i1)001τp+1,τp
)
+
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+G
(i3)
0 G
(i2)
0 G
(i1)
0 a
(
∆Iˆ
(i3i2i1)
000τp+1,τp
+ Iˆ
(i3i2i1)
001τp+1,τp
)
−
−LG(i3)0 G(i2)0 Bi1 Iˆ(i3i2i1)100τp+1,τp
]
+
+
m∑
i1,i2,i3,i4,i5=1
G
(i5)
0 G
(i4)
0 G
(i3)
0 G
(i2)
0 Bi1 Iˆ
(i5i4i3i2i1)
00000τp+1,τp
+
+
∆3
6
LLa,
and
rp+1,p =
m∑
i1,i2=1
[
G
(i2)
0 G
(i1)
0 La
(
1
2
Iˆ
(i2i1)
02τp+1,τp
+∆Iˆ
(i2i1)
01τp+1,τp
+
∆2
2
Iˆ
(i2i1)
00τp+1,τp
)
+
+
1
2
LLG
(i2)
0 Bi1 Iˆ
(i2i1)
20τp+1,τp
+G
(i2)
0 LG
(i1)
0 a
(
Iˆ
(i2i1)
11τp+1,τp
− Iˆ(i2i1)02τp+1,τp +∆
(
Iˆ
(i2i1)
10τp+1,τp
− Iˆ(i2i1)01τp+1,τp
))
+
+LG
(i2)
0 LBi1
(
Iˆ
(i2i1)
11τp+1,τp
− Iˆ(i2i1)20τp+1,τp
)
+
+G
(i2)
0 LLBi1
(
1
2
Iˆ
(i2i1)
02τp+1,τp
+
1
2
Iˆ
(i2i1)
20τp+1,τp
− Iˆ(i2i1)11τp+1,τp
)
−
−LG(i2)0 G(i1)0 a
(
∆Iˆ
(i2i1)
10τp+1,τp
+ Iˆ
(i2i1)
11τp+1,τp
)]
+
+
m∑
i1,i2,i3,i4=1
[
G
(i4)
0 G
(i3)
0 G
(i2)
0 G
(i1)
0 a
(
∆Iˆ
(i4i3i2i1)
0000τp+1,τp
+ Iˆ
(i4i3i2i1)
0001τp+1,τp
)
+
+G
(i4)
0 G
(i3)
0 LG
(i2)
0 Bi1
(
Iˆ
(i4i3i2i1)
0100τp+1,τp
− Iˆ(i4i3i2i1)0010τp+1,τp
)
−
−LG(i4)0 G(i3)0 G(i2)0 Bi1 Iˆ(i4i3i2i1)1000τp+1,τp+
+G
(i4)
0 LG
(i3)
0 G
(i2)
0 Bi1
(
Iˆ
(i4i3i2i1)
1000τp+1,τp
− Iˆ(i4i3i2i1)0100τp+1,τp
)
+
+G
(i4)
0 G
(i3)
0 G
(i2)
0 LBi1
(
Iˆ
(i4i3i2i1)
0010τp+1,τp
− Iˆ(i4i3i2i1)0001τp+1,τp
)]
+
+
m∑
i1,i2,i3,i4,i5,i6=1
G
(i6)
0 G
(i5)
0 G
(i4)
0 G
(i3)
0 G
(i2)
0 Bi1 Iˆ
(i6i5i4i3i2i1)
000000τp+1,τp
.
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It is well known [2] that under the standard conditions the numerical schemes (75)–(79) has the
strong orders of convergence 1.0, 1.5, 2.0, 2.5, and 3.0 correspondingly. Among these conditions we
consider only the condition for approximations of iterated Ito stochastic integrals from the numerical
schemes (75)–(79) [2], [57]
M
{(
I
(i1...ik)
l1...lkτp+1,τp
− Iˆ(i1...ik)l1...lkτp+1,τp
)2}
≤ C∆r+1,
where r/2 is the orders of strong convergence for the numerical schemes (75)–(79), i.e. r/2 = 1.0, 1.5,
2.0, 2.5, and 3.0. Moreover constant C does not depends on ∆.
As we mentioned above, the numerical schemes (75)–(79) are unrealizable in practice without
procedures for the numerical simulation of iterated Ito stochastic integrals from (73). In Sect. 12 we
give a brief overview to the effective method of the mean-square approximation of iterated Ito and
Stratonovich stochastic integrals of arbitrary multiplicity k (k ∈ N).
11. Application of First Form of the Unified Taylor–Stratonovich Expansion to the
High-Order Strong Numerical Methods for Ito SDEs
Let us rewrite (65) for all s, t ∈ [0, T ] such that s > t in the following from
R(xs, s) = R(xt, t) +
r∑
q=1
∑
(k,j,l1,...,lk)∈Dq
(s− t)j
j!
m∑
i1,...,ik=1
G¯
(i1)
l1
. . . G¯
(ik)
lk
L¯jR(xt, t) I
∗(i1...ik)
l1...lks,t
+
(80) + 1{r=2d+1,d∈N}
(s− t)(r+1)/2
((r + 1)/2)!
L(r+1)/2R(xt, t) +
(
H¯r+1
)
s,t
w. p. 1,
where (
H¯r+1
)
s,t
= (Hr+1)s,t − 1{r=2d+1,d∈N}
(s− t)(r+1)/2
((r + 1)/2)!
L(r+1)/2R(xt, t).
Consider the partition {τp}Np=0 of the interval [0, T ] such that
0 = τ0 < τ1 < . . . < τN = T, ∆N = max
0≤j≤N−1
|τj+1 − τj | .
From (80) for s = τp+1, t = τp we obtain the following representation of explicit one-step strong
numerical scheme for Ito SDE (1) which is based on the first form of the unified Taylor–Stratonovich
expansion:
yp+1 = yp +
r∑
q=1
∑
(k,j,l1,...,lk)∈Dq
(τp+1 − τp)j
j!
m∑
i1,...,ik=1
G¯
(i1)
l1
. . . G¯
(ik)
lk
L¯j yp Iˆ
∗(i1...ik)
l1...lkτp+1,τp
+
(81) + 1{r=2d+1,d∈N}
(τp+1 − τp)(r+1)/2
((r + 1)/2)!
L(r+1)/2yp,
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where Iˆ
∗(i1...ik)
l1...lkτp+1,τp
is an approximation of iterated Stratonovich stochastic integral I
∗(i1...ik)
l1...lkτp+1,τp
of the
form
I
∗(i1...ik)
l1...lks,t
=
∗∫
t
s
(t− τk)lk . . .
∗∫
t
τ2
(t− τ1)l1df (i1)τ1 . . . df (ik)τk .
Note that we understand the equality (81) componentwise with respect to the components y
(i)
p of
the column yp. Also for simplicity we put τp = p∆, ∆ = T/N, T = τN , p = 0, 1, . . . , N.
It is known [2] that under the appropriate conditions the numerical scheme (81) has strong order
of convergence r/2 (r ∈ N).
Denote
a¯(x, t) = a(x, t) − 1
2
m∑
j=1
G
(j)
0 Bj(x, t),
where Bj(x, t) is the j-th column of the matrix function B(x, t).
Below we consider particular cases of the numerical scheme (81) for r = 2, 3, 4, 5, and 6, i.e.
explicit one-step strong numerical schemes for Ito SDE (1) with orders 1.0, 1.5, 2.0, 2.5, and 3.0 of
convergence. At that for simplicity we will write a¯, L¯a¯, La, Bi, G
(i)
0 Bj etc. instead of a¯(yp, τp),
L¯a¯(yp, τp), La(yp, τp), Bi(yp, τp), G
(i)
0 Bj(yp, τp) etc. correspondingly. Moreover the operators L¯ and
G
(i)
0 , i = 1, . . . ,m, are determined by equalities (27), (28), and (51) as before.
Scheme with strong order 1.0:
(82) yp+1 = yp +
m∑
i1=1
Bi1 Iˆ
∗(i1)
0τp+1,τp
+∆a¯+
m∑
i1,i2=1
G
(i2)
0 Bi1 Iˆ
∗(i2i1)
00τp+1,τp
.
Scheme with strong order 1.5:
yp+1 = yp +
m∑
i1=1
Bi1 Iˆ
∗(i1)
0τp+1,τp
+∆a¯+
m∑
i1,i2=1
G
(i2)
0 Bi1 Iˆ
∗(i2i1)
00τp+1,τp
+
+
m∑
i1=1
[
G
(i1)
0 a¯
(
∆Iˆ
∗(i1)
0τp+1,τp
+ Iˆ
∗(i1)
1τp+1,τp
)
− L¯Bi1 Iˆ∗(i1)1τp+1,τp
]
+
(83) +
m∑
i1,i2,i3=1
G
(i3)
0 G
(i2)
0 Bi1 Iˆ
∗(i3i2i1)
000τp+1,τp
+
∆2
2
La.
Scheme with strong order 2.0:
yp+1 = yp +
m∑
i1=1
Bi1 Iˆ
∗(i1)
0τp+1,τp
+∆a¯+
m∑
i1,i2=1
G
(i2)
0 Bi1 Iˆ
∗(i2i1)
00τp+1,τp
+
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+
m∑
i1=1
[
G
(i1)
0 a¯
(
∆Iˆ
∗(i1)
0τp+1,τp
+ Iˆ
∗(i1)
1τp+1,τp
)
− L¯Bi1 Iˆ∗(i1)1τp+1,τp
]
+
+
m∑
i1,i2,i3=1
G
(i3)
0 G
(i2)
0 Bi1 Iˆ
∗(i3i2i1)
000τp+1,τp
+
∆2
2
L¯a¯+
+
m∑
i1,i2=1
[
G
(i2)
0 L¯Bi1
(
Iˆ
∗(i2i1)
10τp+1,τp
− Iˆ∗(i2i1)01τp+1,τp
)
− L¯G(i2)0 Bi1 Iˆ∗(i2i1)10τp+1,τp+
+G
(i2)
0 G
(i1)
0 a¯
(
Iˆ
∗(i2i1)
01τp+1,τp
+∆Iˆ
∗(i2i1)
00τp+1,τp
)]
+
(84) +
m∑
i1,i2,i3,i4=1
G
(i4)
0 G
(i3)
0 G
(i2)
0 Bi1 Iˆ
∗(i4i3i2i1)
0000τp+1,τp
.
Scheme with strong order 2.5:
yp+1 = yp +
m∑
i1=1
Bi1 Iˆ
∗(i1)
0τp+1,τp
+∆a¯+
m∑
i1,i2=1
G
(i2)
0 Bi1 Iˆ
∗(i2i1)
00τp+1,τp
+
+
m∑
i1=1
[
G
(i1)
0 a¯
(
∆Iˆ
∗(i1)
0τp+1,τp
+ Iˆ
∗(i1)
1τp+1,τp
)
− L¯Bi1 Iˆ∗(i1)1τp+1,τp
]
+
+
m∑
i1,i2,i3=1
G
(i3)
0 G
(i2)
0 Bi1 Iˆ
∗(i3i2i1)
000τp+1,τp
+
∆2
2
L¯a¯+
+
m∑
i1,i2=1
[
G
(i2)
0 L¯Bi1
(
Iˆ
∗(i2i1)
10τp+1,τp
− Iˆ∗(i2i1)01τp+1,τp
)
− L¯G(i2)0 Bi1 Iˆ∗(i2i1)10τp+1,τp+
+G
(i2)
0 G
(i1)
0 a¯
(
Iˆ
∗(i2i1)
01τp+1,τp
+∆Iˆ
∗(i2i1)
00τp+1,τp
)]
+
+
m∑
i1,i2,i3,i4=1
G
(i4)
0 G
(i3)
0 G
(i2)
0 Bi1 Iˆ
∗(i4i3i2i1)
0000τp+1,τp
+
+
m∑
i1=1
[
G
(i1)
0 L¯a¯
(
1
2
Iˆ
∗(i1)
2τp+1,τp
+∆Iˆ
∗(i1)
1τp+1,τp
+
∆2
2
Iˆ
∗(i1)
0τp+1,τp
)
+
+
1
2
L¯L¯Bi1 Iˆ
∗(i1)
2τp+1,τp
− L¯G(i1)0 a¯
(
Iˆ
∗(i1)
2τp+1,τp
+∆Iˆ
∗(i1)
1τp+1,τp
)]
+
+
m∑
i1,i2,i3=1
[
G
(i3)
0 L¯G
(i2)
0 Bi1
(
Iˆ
∗(i3i2i1)
100τp+1,τp
− Iˆ∗(i3i2i1)010τp+1,τp
)
+
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+G
(i3)
0 G
(i2)
0 L¯Bi1
(
Iˆ
∗(i3i2i1)
010τp+1,τp
− Iˆ∗(i3i2i1)001τp+1,τp
)
+
+G
(i3)
0 G
(i2)
0 G
(i1)
0 a¯
(
∆Iˆ
∗(i3i2i1)
000τp+1,τp
+ Iˆ
∗(i3i2i1)
001τp+1,τp
)
−
−L¯G(i3)0 G(i2)0 Bi1 Iˆ∗(i3i2i1)100τp+1,τp
]
+
+
m∑
i1,i2,i3,i4,i5=1
G
(i5)
0 G
(i4)
0 G
(i3)
0 G
(i2)
0 Bi1 Iˆ
∗(i5i4i3i2i1)
00000τp+1,τp
+
(85) +
∆3
6
LLa.
Scheme with strong order 3.0:
yp+1 = yp +
m∑
i1=1
Bi1 Iˆ
∗(i1)
0τp+1,τp
+∆a¯+
m∑
i1,i2=1
G
(i2)
0 Bi1 Iˆ
∗(i2i1)
00τp+1,τp
+
+
m∑
i1=1
[
G
(i1)
0 a¯
(
∆Iˆ
∗(i1)
0τp+1,τp
+ Iˆ
∗(i1)
1τp+1,τp
)
− L¯Bi1 Iˆ∗(i1)1τp+1,τp
]
+
+
m∑
i1,i2,i3=1
G
(i3)
0 G
(i2)
0 Bi1 Iˆ
∗(i3i2i1)
000τp+1,τp
+
∆2
2
L¯a¯+
+
m∑
i1,i2=1
[
G
(i2)
0 L¯Bi1
(
Iˆ
∗(i2i1)
10τp+1,τp
− Iˆ∗(i2i1)01τp+1,τp
)
− L¯G(i2)0 Bi1 Iˆ∗(i2i1)10τp+1,τp+
+G
(i2)
0 G
(i1)
0 a¯
(
Iˆ
∗(i2i1)
01τp+1,τp
+∆Iˆ
∗(i2i1)
00τp+1,τp
)]
+
(86) +
m∑
i1,i2,i3,i4=1
G
(i4)
0 G
(i3)
0 G
(i2)
0 Bi1 Iˆ
∗(i4i3i2i1)
0000τp+1,τp
+ qp+1,p + rp+1,p,
where
qp+1,p =
m∑
i1=1
[
G
(i1)
0 L¯a¯
(
1
2
Iˆ
∗(i1)
2τp+1,τp
+∆Iˆ
∗(i1)
1τp+1,τp
+
∆2
2
Iˆ
∗(i1)
0τp+1,τp
)
+
+
1
2
L¯L¯Bi1 Iˆ
∗(i1)
2τp+1,τp
− L¯G(i1)0 a¯
(
Iˆ
∗(i1)
2τp+1,τp
+∆Iˆ
∗(i1)
1τp+1,τp
)]
+
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+
m∑
i1,i2,i3=1
[
G
(i3)
0 L¯G
(i2)
0 Bi1
(
Iˆ
∗(i3i2i1)
100τp+1,τp
− Iˆ∗(i3i2i1)010τp+1,τp
)
+
+G
(i3)
0 G
(i2)
0 L¯Bi1
(
Iˆ
∗(i3i2i1)
010τp+1,τp
− Iˆ∗(i3i2i1)001τp+1,τp
)
+
+G
(i3)
0 G
(i2)
0 G
(i1)
0 a¯
(
∆Iˆ
∗(i3i2i1)
000τp+1,τp
+ Iˆ
∗(i3i2i1)
001τp+1,τp
)
−
−L¯G(i3)0 G(i2)0 Bi1 Iˆ∗(i3i2i1)100τp+1,τp
]
+
+
m∑
i1,i2,i3,i4,i5=1
G
(i5)
0 G
(i4)
0 G
(i3)
0 G
(i2)
0 Bi1 Iˆ
∗(i5i4i3i2i1)
00000τp+1,τp
+
+
∆3
6
L¯L¯a¯,
and
rp+1,p =
m∑
i1,i2=1
[
G
(i2)
0 G
(i1)
0 L¯a¯
(
1
2
Iˆ
∗(i2i1)
02τp+1,τp
+∆Iˆ
∗(i2i1)
01τp+1,τp
+
∆2
2
Iˆ
∗(i2i1)
00τp+1,τp
)
+
+
1
2
L¯L¯G
(i2)
0 Bi1 Iˆ
∗(i2i1)
20τp+1,τp
+G
(i2)
0 L¯G
(i1)
0 a¯
(
Iˆ
∗(i2i1)
11τp+1,τp
− Iˆ∗(i2i1)02τp+1,τp +∆
(
Iˆ
∗(i2i1)
10τp+1,τp
− Iˆ∗(i2i1)01τp+1,τp
))
+
+L¯G
(i2)
0 L¯Bi1
(
Iˆ
∗(i2i1)
11τp+1,τp
− Iˆ∗(i2i1)20τp+1,τp
)
+
+G
(i2)
0 L¯L¯Bi1
(
1
2
Iˆ
∗(i2i1)
02τp+1,τp
+
1
2
Iˆ
∗(i2i1)
20τp+1,τp
− Iˆ∗(i2i1)11τp+1,τp
)
−
−L¯G(i2)0 G(i1)0 a¯
(
∆Iˆ
∗(i2i1)
10τp+1,τp
+ Iˆ
∗(i2i1)
11τp+1,τp
)]
+
+
m∑
i1,i2,i3,i4=1
[
G
(i4)
0 G
(i3)
0 G
(i2)
0 G
(i1)
0 a¯
(
∆Iˆ
∗(i4i3i2i1)
0000τp+1,τp
+ Iˆ
∗(i4i3i2i1)
0001τp+1,τp
)
+
+G
(i4)
0 G
(i3)
0 L¯G
(i2)
0 Bi1
(
Iˆ
∗(i4i3i2i1)
0100τp+1,τp
− Iˆ∗(i4i3i2i1)0010τp+1,τp
)
−
−L¯G(i4)0 G(i3)0 G(i2)0 Bi1 Iˆ∗(i4i3i2i1)1000τp+1,τp+
+G
(i4)
0 L¯G
(i3)
0 G
(i2)
0 Bi1
(
Iˆ
∗(i4i3i2i1)
1000τp+1,τp
− Iˆ∗(i4i3i2i1)0100τp+1,τp
)
+
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+G
(i4)
0 G
(i3)
0 G
(i2)
0 L¯Bi1
(
Iˆ
∗(i4i3i2i1)
0010τp+1,τp
− Iˆ∗(i4i3i2i1)0001τp+1,τp
)]
+
+
m∑
i1,i2,i3,i4,i5,i6=1
G
(i6)
0 G
(i5)
0 G
(i4)
0 G
(i3)
0 G
(i2)
0 Bi1 Iˆ
∗(i6i5i4i3i2i1)
000000τp+1,τp
.
It is well known [2] that under the standard conditions the numerical schemes (82)–(86) has the
strong orders of convergence 1.0, 1.5, 2.0, 2.5, and 3.0 correspondingly. Among these conditions we
consider only the condition for approximations of iterated Stratonovich stochastic integrals from the
numerical schemes (82)–(86) [2], [57]
M
{(
I
∗(i1...ik)
l1...lkτp+1,τp
− Iˆ∗(i1...ik)l1...lkτp+1,τp
)2}
≤ C∆r+1,
where r/2 is the orders of strong convergence for the numerical schemes (82)–(86), i.e. r/2 = 1.0, 1.5,
2.0, 2.5, and 3.0. Moreover constant C does not depends on ∆.
As we mentioned above, the numerical schemes (82)–(86) are unrealizable in practice without
procedures for the numerical simulation of iterated Stratonovich stochastic integrals from (80). In
the next section we give a brief overview to the effective method of the mean-square approximation
of iterated Ito and Stratonovich stochastic integrals of arbitrary multiplicity k (k ∈ N).
12. Method of the Mean-Square Approximation of Iterated Ito and Stratonovich
Stochastic Integrals, Based on Generalized Multiple Fourier Series
It sould be noted that there is an approach to the mean-square approximation of iterated stochastic
integrals based on multiple integral sums (see, for example, [4]). This method implies the partitioning
of the integration interval of the iterated stochastic integral under consideration; this interval is the
integration step of the numerical methods used to solve Ito SDEs; therefore, it is already fairly small
and does not need to be partitioned. Computational experiments [46] show that the application of the
method [4] to stochastic integrals with multiplicities k ≥ 2 leads to unacceptably high computational
cost and accumulation of computation errors. Another well-known method proposed in [4] has no
the mentioned drawback (also see [2], [3]) but leads to the iterated application of operation of the
limit transition, so this method may not converge in the mean-square sense to appropriate iterated
stochastic integrals for some methods of series summation. The second of the mentioned methods [4]
is based on the Karhunen–Loeve expansion of the Brownian bridge process.
The difficulties noted above can be overcome with a different and more effective method proposed
and developed by the author in [46] (also see [12]-[43], [47]-[57]). The idea of this method is as follows:
the iterated Ito stochastic integral J [ψ(k)]T,t of form (2) with multiplicity k is represented as a multiple
stochastic integral from the nonrandom discontinuous function K(t1, . . . , tk) of k variables (see (87)
below), defined on the hypercube [t, T ]k, where [t, T ] is an interval of integration of the iterated
Ito stochastic integral. Then, the function K(t1, . . . , tk) is expanded in the hypercube [t, T ]
k into
the generalized multiple Fourier series converging in the mean-square sense in the space L2([t, T ]
k).
After a number of nontrivial transformations we come (see Theorem 6 below) to the mean-square
convergening expansion of the iterated Ito stochastic integral into the multiple series of products of
standard Gaussian random variables. The coefficients of this series are the coefficients of generalized
multiple Fourier series for the function K(t1, . . . , tk), which can be calculated using the explicit
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formula regardless of multiplicity k of the iterated Ito stochastic integral. Hereinafter, this method
referred to as the method of generalized multiple Fourier series.
Suppose that {φj(x)}∞j=0 is a complete orthonormal system of functions in the space L2([t, T ]).
Define the following function on a hypercube [t, T ]k
(87) K(t1, . . . , tk) =


ψ1(t1) . . . ψk(tk), t1 < . . . < tk
0, otherwise
=
k∏
l=1
ψl(tl)
k−1∏
l=1
1{tl<tl+1},
where t1, . . . , tk ∈ [t, T ] (k ≥ 2), and K(t1) ≡ ψ1(t1) for t1 ∈ [t, T ]. Here 1A denotes the indicator of
the set A.
The function K(t1, . . . , tk) of form (87) is piecewise continuous in the hypercube [t, T ]
k. At this
situation it is well known that the generalized multiple Fourier series of K(t1, . . . , tk) ∈ L2([t, T ]k) is
converging to K(t1, . . . , tk) in the hypercube [t, T ]
k in the mean-square sense, i.e.
(88) lim
p1,...,pk→∞
∥∥∥∥∥K(t1, . . . , tk)−
p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
k∏
l=1
φjl(tl)
∥∥∥∥∥
L2([t,T ]k)
= 0,
where
(89) Cjk...j1 =
∫
[t,T ]k
K(t1, . . . , tk)
k∏
l=1
φjl(tl)dt1 . . . dtk
is the Fourier coefficient, and
‖f‖L2([t,T ]k) =

 ∫
[t,T ]k
f2(t1, . . . , tk)dt1 . . . dtk


1/2
.
Consider the partition {τj}Nj=0 of [t, T ] such that
(90) t = τ0 < . . . < τN = T, ∆N = max
0≤j≤N−1
∆τj → 0 if N →∞, ∆τj = τj+1 − τj .
Theorem 6 [46] (2006) (also see [12]-[43], [47]-[57]). Suppose that every ψl(τ) (l = 1, . . . , k)
is a continuous nonrandom function on [t, T ] and {φj(x)}∞j=0 is a complete orthonormal system of
continuous functions in the space L2([t, T ]). Then
J [ψ(k)]T,t = l.i.m.
p1,...,pk→∞
p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
(
k∏
l=1
ζ
(il)
jl
−
(91) − l.i.m.
N→∞
∑
(l1,...,lk)∈Gk
φj1(τl1)∆w
(i1)
τl1
. . . φjk(τlk)∆w
(ik)
τlk
)
,
where
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Gk = Hk\Lk, Hk =
{
(l1, . . . , lk) : l1, . . . , lk = 0, 1, . . . , N − 1
}
,
Lk =
{
(l1, . . . , lk) : l1, . . . , lk = 0, 1, . . . , N − 1; lg 6= lr (g 6= r); g, r = 1, . . . , k
}
,
l.i.m. is a limit in the mean-square sense, i1, . . . , ik = 0, 1, . . . ,m,
(92) ζ
(i)
j =
T∫
t
φj(s)dw
(i)
s
are independent standard Gaussian random variables for various i or j (if i 6= 0), Cjk...j1 is the
Fourier coefficient (89), ∆w
(i)
τj = w
(i)
τj+1−w(i)τj (i = 0, 1, . . . ,m), {τj}Nj=0 is a partition of [t, T ], which
satisfies the condition (90).
In order to evaluate the significance of Theorem 6 for practice we will demonstrate its transformed
particular cases for k = 1, . . . , 6 [46] (2006) (also see [12]-[43], [47]-[57])
(93) J [ψ(1)]T,t = l.i.m.
p1→∞
p1∑
j1=0
Cj1ζ
(i1)
j1
,
(94) J [ψ(2)]T,t = l.i.m.
p1,p2→∞
p1∑
j1=0
p2∑
j2=0
Cj2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
− 1{i1=i2 6=0}1{j1=j2}
)
,
J [ψ(3)]T,t = l.i.m.
p1,...,p3→∞
p1∑
j1=0
p2∑
j2=0
p3∑
j3=0
Cj3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
−
(95) − 1{i1=i2 6=0}1{j1=j2}ζ(i3)j3 − 1{i2=i3 6=0}1{j2=j3}ζ
(i1)
j1
− 1{i1=i3 6=0}1{j1=j3}ζ(i2)j2
)
,
J [ψ(4)]T,t = l.i.m.
p1,...,p4→∞
p1∑
j1=0
. . .
p4∑
j4=0
Cj4...j1
(
4∏
l=1
ζ
(il)
jl
−
−1{i1=i2 6=0}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
− 1{i1=i3 6=0}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
−
−1{i1=i4 6=0}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
− 1{i2=i3 6=0}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
−
−1{i2=i4 6=0}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
− 1{i3=i4 6=0}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
+
+1{i1=i2 6=0}1{j1=j2}1{i3=i4 6=0}1{j3=j4}+
+1{i1=i3 6=0}1{j1=j3}1{i2=i4 6=0}1{j2=j4}+
(96) + 1{i1=i4 6=0}1{j1=j4}1{i2=i3 6=0}1{j2=j3}
)
,
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J [ψ(5)]T,t = l.i.m.
p1,...,p5→∞
p1∑
j1=0
. . .
p5∑
j5=0
Cj5...j1
(
5∏
l=1
ζ
(il)
jl
−
−1{i1=i2 6=0}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
ζ
(i5)
j5
− 1{i1=i3 6=0}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
ζ
(i5)
j5
−
−1{i1=i4 6=0}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
ζ
(i5)
j5
− 1{i1=i5 6=0}1{j1=j5}ζ(i2)j2 ζ
(i3)
j3
ζ
(i4)
j4
−
−1{i2=i3 6=0}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
ζ
(i5)
j5
− 1{i2=i4 6=0}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
ζ
(i5)
j5
−
−1{i2=i5 6=0}1{j2=j5}ζ(i1)j1 ζ
(i3)
j3
ζ
(i4)
j4
− 1{i3=i4 6=0}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
ζ
(i5)
j5
−
−1{i3=i5 6=0}1{j3=j5}ζ(i1)j1 ζ
(i2)
j2
ζ
(i4)
j4
− 1{i4=i5 6=0}1{j4=j5}ζ(i1)j1 ζ
(i2)
j2
ζ
(i3)
j3
+
+1{i1=i2 6=0}1{j1=j2}1{i3=i4 6=0}1{j3=j4}ζ
(i5)
j5
+ 1{i1=i2 6=0}1{j1=j2}1{i3=i5 6=0}1{j3=j5}ζ
(i4)
j4
+
+1{i1=i2 6=0}1{j1=j2}1{i4=i5 6=0}1{j4=j5}ζ
(i3)
j3
+ 1{i1=i3 6=0}1{j1=j3}1{i2=i4 6=0}1{j2=j4}ζ
(i5)
j5
+
+1{i1=i3 6=0}1{j1=j3}1{i2=i5 6=0}1{j2=j5}ζ
(i4)
j4
+ 1{i1=i3 6=0}1{j1=j3}1{i4=i5 6=0}1{j4=j5}ζ
(i2)
j2
+
+1{i1=i4 6=0}1{j1=j4}1{i2=i3 6=0}1{j2=j3}ζ
(i5)
j5
+ 1{i1=i4 6=0}1{j1=j4}1{i2=i5 6=0}1{j2=j5}ζ
(i3)
j3
+
+1{i1=i4 6=0}1{j1=j4}1{i3=i5 6=0}1{j3=j5}ζ
(i2)
j2
+ 1{i1=i5 6=0}1{j1=j5}1{i2=i3 6=0}1{j2=j3}ζ
(i4)
j4
+
+1{i1=i5 6=0}1{j1=j5}1{i2=i4 6=0}1{j2=j4}ζ
(i3)
j3
+ 1{i1=i5 6=0}1{j1=j5}1{i3=i4 6=0}1{j3=j4}ζ
(i2)
j2
+
+1{i2=i3 6=0}1{j2=j3}1{i4=i5 6=0}1{j4=j5}ζ
(i1)
j1
+ 1{i2=i4 6=0}1{j2=j4}1{i3=i5 6=0}1{j3=j5}ζ
(i1)
j1
+
(97) + 1{i2=i5 6=0}1{j2=j5}1{i3=i4 6=0}1{j3=j4}ζ
(i1)
j1
)
,
J [ψ(6)]T,t = l.i.m.
p1,...,p6→∞
p1∑
j1=0
. . .
p6∑
j6=0
Cj6...j1
(
6∏
l=1
ζ
(il)
jl
−
−1{i1=i6 6=0}1{j1=j6}ζ(i2)j2 ζ
(i3)
j3
ζ
(i4)
j4
ζ
(i5)
j5
− 1{i2=i6 6=0}1{j2=j6}ζ(i1)j1 ζ
(i3)
j3
ζ
(i4)
j4
ζ
(i5)
j5
−
−1{i3=i6 6=0}1{j3=j6}ζ(i1)j1 ζ
(i2)
j2
ζ
(i4)
j4
ζ
(i5)
j5
− 1{i4=i6 6=0}1{j4=j6}ζ(i1)j1 ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i5)
j5
−
−1{i5=i6 6=0}1{j5=j6}ζ(i1)j1 ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
− 1{i1=i2 6=0}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
ζ
(i5)
j5
ζ
(i6)
j6
−
−1{i1=i3 6=0}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
ζ
(i5)
j5
ζ
(i6)
j6
− 1{i1=i4 6=0}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
ζ
(i5)
j5
ζ
(i6)
j6
−
−1{i1=i5 6=0}1{j1=j5}ζ(i2)j2 ζ
(i3)
j3
ζ
(i4)
j4
ζ
(i6)
j6
− 1{i2=i3 6=0}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
ζ
(i5)
j5
ζ
(i6)
j6
−
−1{i2=i4 6=0}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
ζ
(i5)
j5
ζ
(i6)
j6
− 1{i2=i5 6=0}1{j2=j5}ζ(i1)j1 ζ
(i3)
j3
ζ
(i4)
j4
ζ
(i6)
j6
−
−1{i3=i4 6=0}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
ζ
(i5)
j5
ζ
(i6)
j6
− 1{i3=i5 6=0}1{j3=j5}ζ(i1)j1 ζ
(i2)
j2
ζ
(i4)
j4
ζ
(i6)
j6
−
−1{i4=i5 6=0}1{j4=j5}ζ(i1)j1 ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i6)
j6
+
+1{i1=i2 6=0}1{j1=j2}1{i3=i4 6=0}1{j3=j4}ζ
(i5)
j5
ζ
(i6)
j6
+ 1{i1=i2 6=0}1{j1=j2}1{i3=i5 6=0}1{j3=j5}ζ
(i4)
j4
ζ
(i6)
j6
+
+1{i1=i2 6=0}1{j1=j2}1{i4=i5 6=0}1{j4=j5}ζ
(i3)
j3
ζ
(i6)
j6
+ 1{i1=i3 6=0}1{j1=j3}1{i2=i4 6=0}1{j2=j4}ζ
(i5)
j5
ζ
(i6)
j6
+
+1{i1=i3 6=0}1{j1=j3}1{i2=i5 6=0}1{j2=j5}ζ
(i4)
j4
ζ
(i6)
j6
+ 1{i1=i3 6=0}1{j1=j3}1{i4=i5 6=0}1{j4=j5}ζ
(i2)
j2
ζ
(i6)
j6
+
+1{i1=i4 6=0}1{j1=j4}1{i2=i3 6=0}1{j2=j3}ζ
(i5)
j5
ζ
(i6)
j6
+ 1{i1=i4 6=0}1{j1=j4}1{i2=i5 6=0}1{j2=j5}ζ
(i3)
j3
ζ
(i6)
j6
+
+1{i1=i4 6=0}1{j1=j4}1{i3=i5 6=0}1{j3=j5}ζ
(i2)
j2
ζ
(i6)
j6
+ 1{i1=i5 6=0}1{j1=j5}1{i2=i3 6=0}1{j2=j3}ζ
(i4)
j4
ζ
(i6)
j6
+
+1{i1=i5 6=0}1{j1=j5}1{i2=i4 6=0}1{j2=j4}ζ
(i3)
j3
ζ
(i6)
j6
+ 1{i1=i5 6=0}1{j1=j5}1{i3=i4 6=0}1{j3=j4}ζ
(i2)
j2
ζ
(i6)
j6
+
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+1{i2=i3 6=0}1{j2=j3}1{i4=i5 6=0}1{j4=j5}ζ
(i1)
j1
ζ
(i6)
j6
+ 1{i2=i4 6=0}1{j2=j4}1{i3=i5 6=0}1{j3=j5}ζ
(i1)
j1
ζ
(i6)
j6
+
+1{i2=i5 6=0}1{j2=j5}1{i3=i4 6=0}1{j3=j4}ζ
(i1)
j1
ζ
(i6)
j6
+ 1{i6=i1 6=0}1{j6=j1}1{i3=i4 6=0}1{j3=j4}ζ
(i2)
j2
ζ
(i5)
j5
+
+1{i6=i1 6=0}1{j6=j1}1{i3=i5 6=0}1{j3=j5}ζ
(i2)
j2
ζ
(i4)
j4
+ 1{i6=i1 6=0}1{j6=j1}1{i2=i5 6=0}1{j2=j5}ζ
(i3)
j3
ζ
(i4)
j4
+
+1{i6=i1 6=0}1{j6=j1}1{i2=i4 6=0}1{j2=j4}ζ
(i3)
j3
ζ
(i5)
j5
+ 1{i6=i1 6=0}1{j6=j1}1{i4=i5 6=0}1{j4=j5}ζ
(i2)
j2
ζ
(i3)
j3
+
+1{i6=i1 6=0}1{j6=j1}1{i2=i3 6=0}1{j2=j3}ζ
(i4)
j4
ζ
(i5)
j5
+ 1{i6=i2 6=0}1{j6=j2}1{i3=i5 6=0}1{j3=j5}ζ
(i1)
j1
ζ
(i4)
j4
+
+1{i6=i2 6=0}1{j6=j2}1{i4=i5 6=0}1{j4=j5}ζ
(i1)
j1
ζ
(i3)
j3
+ 1{i6=i2 6=0}1{j6=j2}1{i3=i4 6=0}1{j3=j4}ζ
(i1)
j1
ζ
(i5)
j5
+
+1{i6=i2 6=0}1{j6=j2}1{i1=i5 6=0}1{j1=j5}ζ
(i3)
j3
ζ
(i4)
j4
+ 1{i6=i2 6=0}1{j6=j2}1{i1=i4 6=0}1{j1=j4}ζ
(i3)
j3
ζ
(i5)
j5
+
+1{i6=i2 6=0}1{j6=j2}1{i1=i3 6=0}1{j1=j3}ζ
(i4)
j4
ζ
(i5)
j5
+ 1{i6=i3 6=0}1{j6=j3}1{i2=i5 6=0}1{j2=j5}ζ
(i1)
j1
ζ
(i4)
j4
+
+1{i6=i3 6=0}1{j6=j3}1{i4=i5 6=0}1{j4=j5}ζ
(i1)
j1
ζ
(i2)
j2
+ 1{i6=i3 6=0}1{j6=j3}1{i2=i4 6=0}1{j2=j4}ζ
(i1)
j1
ζ
(i5)
j5
+
+1{i6=i3 6=0}1{j6=j3}1{i1=i5 6=0}1{j1=j5}ζ
(i2)
j2
ζ
(i4)
j4
+ 1{i6=i3 6=0}1{j6=j3}1{i1=i4 6=0}1{j1=j4}ζ
(i2)
j2
ζ
(i5)
j5
+
+1{i6=i3 6=0}1{j6=j3}1{i1=i2 6=0}1{j1=j2}ζ
(i4)
j4
ζ
(i5)
j5
+ 1{i6=i4 6=0}1{j6=j4}1{i3=i5 6=0}1{j3=j5}ζ
(i1)
j1
ζ
(i2)
j2
+
+1{i6=i4 6=0}1{j6=j4}1{i2=i5 6=0}1{j2=j5}ζ
(i1)
j1
ζ
(i3)
j3
+ 1{i6=i4 6=0}1{j6=j4}1{i2=i3 6=0}1{j2=j3}ζ
(i1)
j1
ζ
(i5)
j5
+
+1{i6=i4 6=0}1{j6=j4}1{i1=i5 6=0}1{j1=j5}ζ
(i2)
j2
ζ
(i3)
j3
+ 1{i6=i4 6=0}1{j6=j4}1{i1=i3 6=0}1{j1=j3}ζ
(i2)
j2
ζ
(i5)
j5
+
+1{i6=i4 6=0}1{j6=j4}1{i1=i2 6=0}1{j1=j2}ζ
(i3)
j3
ζ
(i5)
j5
+ 1{i6=i5 6=0}1{j6=j5}1{i3=i4 6=0}1{j3=j4}ζ
(i1)
j1
ζ
(i2)
j2
+
+1{i6=i5 6=0}1{j6=j5}1{i2=i4 6=0}1{j2=j4}ζ
(i1)
j1
ζ
(i3)
j3
+ 1{i6=i5 6=0}1{j6=j5}1{i2=i3 6=0}1{j2=j3}ζ
(i1)
j1
ζ
(i4)
j4
+
+1{i6=i5 6=0}1{j6=j5}1{i1=i4 6=0}1{j1=j4}ζ
(i2)
j2
ζ
(i3)
j3
+ 1{i6=i5 6=0}1{j6=j5}1{i1=i3 6=0}1{j1=j3}ζ
(i2)
j2
ζ
(i4)
j4
+
+1{i6=i5 6=0}1{j6=j5}1{i1=i2 6=0}1{j1=j2}ζ
(i3)
j3
ζ
(i4)
j4
−
−1{i6=i1 6=0}1{j6=j1}1{i2=i5 6=0}1{j2=j5}1{i3=i4 6=0}1{j3=j4}−
−1{i6=i1 6=0}1{j6=j1}1{i2=i4 6=0}1{j2=j4}1{i3=i5 6=0}1{j3=j5}−
−1{i6=i1 6=0}1{j6=j1}1{i2=i3 6=0}1{j2=j3}1{i4=i5 6=0}1{j4=j5}−
−1{i6=i2 6=0}1{j6=j2}1{i1=i5 6=0}1{j1=j5}1{i3=i4 6=0}1{j3=j4}−
−1{i6=i2 6=0}1{j6=j2}1{i1=i4 6=0}1{j1=j4}1{i3=i5 6=0}1{j3=j5}−
−1{i6=i2 6=0}1{j6=j2}1{i1=i3 6=0}1{j1=j3}1{i4=i5 6=0}1{j4=j5}−
−1{i6=i3 6=0}1{j6=j3}1{i1=i5 6=0}1{j1=j5}1{i2=i4 6=0}1{j2=j4}−
−1{i6=i3 6=0}1{j6=j3}1{i1=i4 6=0}1{j1=j4}1{i2=i5 6=0}1{j2=j5}−
−1{i3=i6 6=0}1{j3=j6}1{i1=i2 6=0}1{j1=j2}1{i4=i5 6=0}1{j4=j5}−
−1{i6=i4 6=0}1{j6=j4}1{i1=i5 6=0}1{j1=j5}1{i2=i3 6=0}1{j2=j3}−
−1{i6=i4 6=0}1{j6=j4}1{i1=i3 6=0}1{j1=j3}1{i2=i5 6=0}1{j2=j5}−
−1{i6=i4 6=0}1{j6=j4}1{i1=i2 6=0}1{j1=j2}1{i3=i5 6=0}1{j3=j5}−
−1{i6=i5 6=0}1{j6=j5}1{i1=i4 6=0}1{j1=j4}1{i2=i3 6=0}1{j2=j3}−
−1{i6=i5 6=0}1{j6=j5}1{i1=i2 6=0}1{j1=j2}1{i3=i4 6=0}1{j3=j4}−
(98) −1{i6=i5 6=0}1{j6=j5}1{i1=i3 6=0}1{j1=j3}1{i2=i4 6=0}1{j2=j4}
)
,
where 1A is the indicator of the set A.
It was shown in [12], [48]-[57] that Theorem 6 is valid for convergence in the mean of degree 2n
(n ∈ N). Moreover, the complete orthonormal in L2([t, T ]) systems of Haar and Rademacher–Walsh
functions also can be applied in Theorem 6 [12], [48]-[57]. The generalization of Theorem 6 for
complete orthonormal with weigth r(t1) . . . r(tk) ≥ 0 systems of functions in the space L2([t, T ]k)
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can be found in [24], [57]. Another modification of Theorem 6 is connected with the mean-square
approximation of iterated Ito stochastic integrals with respect to the infinite-dimensional Q-Wiener
process [31], [32], [43]. The latters play the key role for implemetation of the high-order strong
numerical methods for non-commutative semilinear stochastic partial differential equations [63]-[66].
In a number of works of the author [16]-[22], [30], [34], [40], [42], [51]-[57] Theorem 6 has been
adapted for iterated Stratonovich stochastic integrals (3) of multiplicities 2 to 5 (the case of multi-
plicity 1 directly follows from (93)). Let us collect some of these results in the following statement.
Theorem 7 [16]-[22], [30], [34], [40], [42], [51]-[57]. Suppose that {φj(x)}∞j=0 is a complete or-
thonormal system of Legendre polynomials or trigonometric functions in the space L2([t, T ]). At the
same time ψ2(s) is a continuously differentiable function on [t, T ] and ψ1(s), ψ3(s) are two times
continuously differentiable functions on [t, T ]. Then
(99) J∗[ψ(2)]T,t = l.i.m.
p1,p2→∞
p1∑
j1=0
p2∑
j2=0
Cj2j1ζ
(i1)
j1
ζ
(i2)
j2
(i1, i2 = 1, . . . ,m),
(100) J∗[ψ(3)]T,t = l.i.m.
p1,p2,p3→∞
p1∑
j1=0
p2∑
j2=0
p3∑
j3=0
Cj3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
(i1, i2, i3 = 0, 1, . . . ,m),
(101) J∗[ψ(3)]T,t = l.i.m.
p→∞
p∑
j1,j2,j3=0
Cj3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
(i1, i2, i3 = 1, . . . ,m),
(102) J∗[ψ(4)]T,t = l.i.m.
p→∞
p∑
j1,...,j4=0
Cj4j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
(i1, . . . , i4 = 0, 1, . . . ,m),
(103) J∗[ψ(5)]T,t = l.i.m.
p→∞
p∑
j1,...,j5=0
Cj5j4j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
ζ
(i5)
j5
(i1, . . . , i5 = 0, 1, . . . ,m),
where J∗[ψ(k)]T,t is defined by (3) and ψl(s) ≡ 1 (l = 1, . . . , 5) in (100), (102), (103); another
notations can be found in Theorem 6.
On the base of Theorem 7 in [22], [55]-[57] the folloing hypothesis was formulated.
Hypothesis 1 [22], [55]-[57]. Assume that {φj(x)}∞j=0 is a complete orthonormal system of
Legendre polynomials or trigonometric functions in the space L2([t, T ]). Then, for the iterated
Stratonovich stochastic integral of k-th multiplicity
(104) J
∗(i1...ik)
(λ1...λk)T,t
=
∗∫
t
T
. . .
∗∫
t
t2
dw
(i1)
t1 . . . dw
(ik)
tk (i1, . . . , ik = 0, 1, . . . ,m)
the following converging in the mean-square sense expansion
(105) J
∗(i1...ik)
(λ1...λk)T,t
= l.i.m.
p→∞
p∑
j1,...jk=0
Cjk...j1ζ
(i1)
j1
. . . ζ
(ik)
jk
holds, where the Fourier coefficient Cjk...j1 has the form
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Cjk...j1 =
T∫
t
φjk(tk) . . .
t2∫
t
φj1 (t1)dt1 . . . dtk,
l.i.m. is a limit in the mean-square sense,
ζ
(i)
j =
T∫
t
φj(s)dw
(i)
s
are independent standard Gaussian random variables for various i or j (if i 6= 0), w(i)τ = f (i)τ are
independent standard Wiener processes (i = 1, . . . ,m) and w
(0)
τ = τ, λl = 0 if il = 0 and λl = 1 if
il = 1, . . . ,m (l = 1, . . . , k).
The hypothesis 1 allows to approximate the iterated Stratonovich stochastic integral J
∗(i1...ik)
(λ1...λk)T,t
by the sum
(106) J
∗(i1...ik)p
(λ1...λk)T,t
=
p∑
j1,...jk=0
Cjk...j1ζ
(i1)
j1
. . . ζ
(ik)
jk
,
where
lim
p→∞
M
{(
J
∗(i1...ik)
(λ1...λk)T,t
− J∗(i1...ik)p(λ1...λk)T,t
)2}
= 0.
Note that in [22] some more general hypotheses were formulated.
In principle we can prove the analogue of Theorem 7 for the iterated Stratonovich stochastic
integrals of multiplicity 6 using the method of proving Theorem 5 (see [16]-[22], [30], [34], [40], [42],
[51]-[57]). Moreover, the author suppose (on the base of [16]-[22], [30], [34], [40], [42], [51]-[57]) that
Hypothesis 1 will be valid at least for iterated Stratonovich stochastic integrals (57) [22].
The following theorem shows how to calculate exactly the mean-square error of approximation of
the iterated Ito stochastic integrals in Theorem 6.
Theorem 8 [14], [36], [57]. Suppose that every ψl(τ) (l = 1, . . . , k) is a continuous nonrandom
function on [t, T ] and {φj(x)}∞j=0 is a complete orthonormal system of continuous functions in the
space L2([t, T ]). Then
M
{(
J [ψ(k)]T,t − J [ψ(k)]pT,t
)2}
def
= Epk =
∫
[t,T ]k
K2(t1, . . . , tk)dt1 . . . dtk−
(107) −
p∑
j1=0
. . .
p∑
jk=0
Cjk...j1M

J [ψ(k)]T,t ∑
(j1,...,jk)
T∫
t
φjk(tk) . . .
t2∫
t
φj1(t1)df
(i1)
t1 . . . df
(ik)
tk

 ,
where
J [ψ(k)]T,t =
T∫
t
ψk(tk) . . .
t2∫
t
ψ1(t1)df
(i1)
t1 . . . df
(ik)
tk (i1, . . . , ik = 1, . . . ,m),
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(108) J [ψ(k)]pT,t =
p∑
j1=0
. . .
p∑
jk=0
Cjk...j1
(
k∏
l=1
ζ
(il)
jl
− S(i1...ik)j1,...,jk
)
,
(109) S
(i1...ik)
j1,...,jk
= l.i.m.
N→∞
∑
(l1,...,lk)∈Gk
φj1(τl1)∆f
(i1)
τl1
. . . φjk (τlk)∆f
(ik)
τlk
,
the Fourier coefficient Cjk...j1 has the form (89),
(110) ζ
(i)
j =
T∫
t
φj(s)df
(i)
s
are independent standard Gaussian random variables for various i or j (i = 1, . . . ,m),∑
(j1,...,jk)
means the sum according to all possible permutations (j1, . . . , jk), at the same time if jr swapped with
jq in the permutation (j1, . . . , jk), then ir swapped with iq in the permutation (i1, . . . , ik); another
notations can be found in Theorem 6.
Note that
M

J [ψ(k)]T,t
T∫
t
φjk(tk) . . .
t2∫
t
φj1 (t1)df
(i1)
t1 . . . df
(ik)
tk

 =
=
T∫
t
ψk(tk)φjk (tk) . . .
t2∫
t
ψ1(t1)φj1 (t1)dt1 . . . dtk = Cjk...j1 .
Then from Theorem 8 for pairwise different i1, . . . , ik and for i1 = . . . = ik we obtain
(111) Epk = Ik −
p∑
j1,...,jk=0
C2jk...j1 ,
Epk = Ik −
p∑
j1,...,jk=0
Cjk...j1

 ∑
(j1,...,jk)
Cjk...j1


correspondingly.
Consider some examples of application of Theorem 8 (i1, . . . , i5 = 1, . . . ,m):
(112) Ep2 = I2 −
p∑
j1,j2=0
C2j2j1 −
p∑
j1,j2=0
Cj2j1Cj1j2 (i1 = i2),
(113) Ep3 = I3 −
p∑
j3,j2,j1=0
C2j3j2j1 −
p∑
j3,j2,j1=0
Cj3j1j2Cj3j2j1 (i1 = i2 6= i3),
48 D.F. KUZNETSOV
(114) Ep3 = I3 −
p∑
j3,j2,j1=0
C2j3j2j1 −
p∑
j3,j2,j1=0
Cj2j3j1Cj3j2j1 (i1 6= i2 = i3),
(115) Ep3 = I3 −
p∑
j3,j2,j1=0
C2j3j2j1 −
p∑
j3,j2,j1=0
Cj3j2j1Cj1j2j3 (i1 = i3 6= i2),
Ep4 = I4 −
p∑
j1,...,j4=0
Cj4...j1

 ∑
(j1,j4)

 ∑
(j2,j3)
Cj4...j1



 (i1 = i4 6= i2 = i3),
Ep5 = I5 −
p∑
j1,...,j5=0
Cj5...j1

 ∑
(j2,j4)

 ∑
(j3,j5)
Cj5...j1



 (i1 6= i2 = i4 6= i3 = i5 6= i1).
Let us consider the question about estimation of the mean-square error of approximation of the
iterated Ito stochastic integrals in Theorem 6. Let J [ψ(k)]p1,...,pkT,t be the expression on the right-hand
side of (91) before transition to the limit l.i.m.
p1,...,pk→∞
. Let us denote
M
{(
J [ψ(k)]T,t − J [ψ(k)]p1,...,pkT,t
)2} def
= Ep1,...,pkk ,
Ep1,...,pkk
def
= Epk if p1 = . . . = pk = p,
‖K‖2L2([t,T ]k) =
∫
[t,T ]k
K2(t1, . . . , tk)dt1 . . . dtk
def
= Ik.
In [12], [14], [57] it was shown that
(116) Ep1,...,pkk ≤ k!

Ik − p1∑
j1=0
. . .
pk∑
jk=0
C2jk...j1


if i1, . . . , ik = 1, . . . ,m (0 < T − t <∞) or i1, . . . , ik = 0, 1, . . . ,m (0 < T − t < 1).
Moreover in [12], [48]-[57] it is received that
M
{(
J [ψ(k)]T,t − J [ψ(k)]p1,...,pkT,t
)2n}
≤ Cn,k

Ik − p1∑
j1=0
. . .
pk∑
jk=0
C2jk ...j1

n ,
where
Cn,k = (k!)
2n(n(2n− 1))n(k−1)(2n− 1)!! (n ∈ N).
Below we provide considerable practical material (based on Theorems 6–8 and the system of
Legendre polynomials) concerning expansions and approximations of iterated Ito and Stratonovich
stochastic integrals of multiplicities 1 to 6. The question about what kind of functions (polynomial or
trigonometric) is more convenient for the mean-square approximation of iterated stochastic integrals
is also considered.
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Let us introduce more convenient (for further) notation for iterated Ito and Stratonovich stochastic
integrals
(117) I
(i1...ik)
(l1...lk)T,t
=
T∫
t
(t− tk)lk . . .
t2∫
t
(t− t1)l1df (i1)t1 . . . df
(ik)
tk
,
(118) I
∗(i1...ik)
(l1...lk)T,t
=
∗T∫
t
(t− tk)lk . . .
∗t2∫
t
(t− t1)l1df (i1)t1 . . . df
(ik)
tk
,
where i1, . . . , ik = 1, . . . ,m, l1, . . . , lk = 0, 1, . . .
The complete orthonormal system of Legendre polynomials in the space L2([t, T ]) looks as follows
(119) φj(x) =
√
2j + 1
T − t Pj
((
x− T + t
2
)
2
T − t
)
, j = 0, 1, 2, . . . ,
where Pj(x) is the Legendre polynomial.
Using the system of functions (119) and Theorems 6, 7 we obtain the following expansions of
iterated Ito and Stratonovich stochastic integrals (117), (118) [13], [15], [36]-[39], [46]-[57] (also see
early publications [44] (2000), [45] (2001), [58] (1997), [60] (1998))
I
(i1)
(0)T,t =
√
T − tζ(i1)0 ,
(120) I
(i1)
(1)T,t = −
(T − t)3/2
2
(
ζ
(i1)
0 +
1√
3
ζ
(i1)
1
)
,
(121) I
(i1)
(2)T,t =
(T − t)5/2
3
(
ζ
(i1)
0 +
√
3
2
ζ
(i1)
1 +
1
2
√
5
ζ
(i1)
2
)
,
(122) I
∗(i1i2)
(00)T,t =
T − t
2
(
ζ
(i1)
0 ζ
(i2)
0 +
∞∑
i=1
1√
4i2 − 1
(
ζ
(i1)
i−1 ζ
(i2)
i − ζ(i1)i ζ(i2)i−1
))
,
I
(i1i2)
(00)T,t =
T − t
2
(
ζ
(i1)
0 ζ
(i2)
0 +
∞∑
i=1
1√
4i2 − 1
(
ζ
(i1)
i−1 ζ
(i2)
i − ζ(i1)i ζ(i2)i−1
)
− 1{i1=i2}
)
,
I
∗(i1i2)
(01)T,t = −
T − t
2
I
∗(i1i2)
(00)T,t −
(T − t)2
4
(
1√
3
ζ
(i1)
0 ζ
(i2)
1 +
+
∞∑
i=0
(
(i+ 2)ζ
(i1)
i ζ
(i2)
i+2 − (i+ 1)ζ(i1)i+2 ζ(i2)i√
(2i+ 1)(2i+ 5)(2i+ 3)
− ζ
(i1)
i ζ
(i2)
i
(2i− 1)(2i+ 3)
))
,
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I
∗(i1i2)
(10)T,t = −
T − t
2
I
∗(i1i2)
(00)T,t −
(T − t)2
4
(
1√
3
ζ
(i2)
0 ζ
(i1)
1 +
(123) +
∞∑
i=0
(
(i+ 1)ζ
(i2)
i+2 ζ
(i1)
i − (i + 2)ζ(i2)i ζ(i1)i+2√
(2i+ 1)(2i+ 5)(2i+ 3)
+
ζ
(i1)
i ζ
(i2)
i
(2i− 1)(2i+ 3)
))
,
I
(i1i2)
(10)T,t = I
∗(i1i2)
(10)T,t +
1
4
1{i1=i2}(T − t)2 w. p. 1,
I
(i1i2)
(01)T,t = I
∗(i1i2)
(01)T,t +
1
4
1{i1=i2}(T − t)2 w. p. 1,
I
(i1i2)
(01)T,t = −
T − t
2
I
(i1i2)
(00)T,t −
(T − t)2
4
(
1√
3
ζ
(i1)
0 ζ
(i2)
1 +
+
∞∑
i=0
(
(i+ 2)ζ
(i1)
i ζ
(i2)
i+2 − (i+ 1)ζ(i1)i+2 ζ(i2)i√
(2i+ 1)(2i+ 5)(2i+ 3)
− ζ
(i1)
i ζ
(i2)
i
(2i− 1)(2i+ 3)
))
,
I
(i1i2)
(10)T,t = −
T − t
2
I
(i1i2)
(00)T,t −
(T − t)2
4
(
1√
3
ζ
(i2)
0 ζ
(i1)
1 +
+
∞∑
i=0
(
(i+ 1)ζ
(i2)
i+2 ζ
(i1)
i − (i+ 2)ζ(i2)i ζ(i1)i+2√
(2i+ 1)(2i+ 5)(2i+ 3)
+
ζ
(i1)
i ζ
(i2)
i
(2i− 1)(2i+ 3)
))
,
I
∗(i1i2i3)
(000)T,t = l.i.m.p→∞
p∑
j1,j2,j3=0
Cj3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
,
I
(i1i2i3)
(000)T,t = l.i.m.p→∞
p∑
j1,j2,j3=0
Cj3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
− 1{i1=i2}1{j1=j2}ζ(i3)j3 −
(124) −1{i2=i3}1{j2=j3}ζ(i1)j1 − 1{i1=i3}1{j1=j3}ζ
(i2)
j2
)
,
I
(i1i1i1)
(000)T,t =
1
6
(T − t)3/2
((
ζ
(i1)
0
)3
− 3ζ(i1)0
)
w. p. 1,
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I
∗(i1i1i1)
(000)T,t =
1
6
(T − t)3/2
(
ζ
(i1)
0
)3
w. p. 1,
where
(125) Cj3j2j1 =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)
8
(T − t)3/2C¯j3j2j1 ,
(126) C¯j3j2j1 =
1∫
−1
Pj3(z)
z∫
−1
Pj2(y)
y∫
−1
Pj1(x)dxdydz;
I
(i1i2i3)
(000)T,t = I
∗(i1i2i3)
(000)T,t + 1{i1=i2 6=0}
1
2
I
(i3)
(1)T,t−
−1{i2=i3 6=0}
1
2
(
(T − t)I(i1)(0)T,t + I
(i1)
(1)T,t
)
w. p. 1,
I
∗(i1i2)
(02)T,t = −
(T − t)2
4
I
∗(i1i2)
(00)T,t − (T − t)I
∗(i1i2)
(01)T,t +
(T − t)3
8
[
2
3
√
5
ζ
(i2)
2 ζ
(i1)
0 +
+
1
3
ζ
(i1)
0 ζ
(i2)
0 +
∞∑
i=0
(
(i+ 2)(i+ 3)ζ
(i2)
i+3 ζ
(i1)
i − (i+ 1)(i+ 2)ζ(i2)i ζ(i1)i+3√
(2i+ 1)(2i+ 7)(2i+ 3)(2i+ 5)
+
(127) +
(i2 + i− 3)ζ(i2)i+1 ζ(i1)i − (i2 + 3i− 1)ζ(i2)i ζ(i1)i+1√
(2i+ 1)(2i+ 3)(2i− 1)(2i+ 5)
)]
,
I
∗(i1i2)
(20)T,t = −
(T − t)2
4
I
∗(i1i2)
(00)T,t − (T − t)I
∗(i1i2)
(10)T,t +
(T − t)3
8
[
2
3
√
5
ζ
(i2)
0 ζ
(i1)
2 +
+
1
3
ζ
(i1)
0 ζ
(i2)
0 +
∞∑
i=0
(
(i+ 1)(i+ 2)ζ
(i2)
i+3 ζ
(i1)
i − (i+ 2)(i+ 3)ζ(i2)i ζ(i1)i+3√
(2i+ 1)(2i+ 7)(2i+ 3)(2i+ 5)
+
(128) +
(i2 + 3i− 1)ζ(i2)i+1 ζ(i1)i − (i2 + i− 3)ζ(i2)i ζ(i1)i+1√
(2i+ 1)(2i+ 3)(2i− 1)(2i+ 5)
)]
,
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I
∗(i1i2)
(11)T,t = −
(T − t)2
4
I
∗(i1i2)
(00)T,t −
(T − t)
2
(
I
∗(i1i2)
(10)T,t + I
∗(i1i2)
(01)T,t
)
+
+
(T − t)3
8
[
1
3
ζ
(i1)
1 ζ
(i2)
1 +
∞∑
i=0
(
(i+ 1)(i + 3)
(
ζ
(i2)
i+3 ζ
(i1)
i − ζ(i2)i ζ(i1)i+3
)
√
(2i+ 1)(2i+ 7)(2i+ 3)(2i+ 5)
+
(129) +
(i+ 1)2
(
ζ
(i2)
i+1 ζ
(i1)
i − ζ(i2)i ζ(i1)i+1
)
√
(2i+ 1)(2i+ 3)(2i− 1)(2i+ 5)
)]
,
I
∗(i1i1)
(11)T,t =
1
2
(
I
(i1)
(1)T,t
)2
w. p. 1,
I
(i1i2)
(02)T,t = I
∗(i1i2)
(02)T,t −
1
6
1{i1=i2}(T − t)3 w. p. 1,
I
(i1i2)
(20)T,t = I
∗(i1i2)
(20)T,t −
1
6
1{i1=i2}(T − t)3 w. p. 1,
I
(i1i2)
(11)T,t = I
∗(i1i2)
(11)T,t −
1
6
1{i1=i2}(T − t)3 w. p. 1,
I
(i1i2)
(02)T,t = −
(T − t)2
4
I
(i1i2)
(00)T,t − (T − t)I
(i1i2)
01T,t
+
(T − t)3
8
[
2
3
√
5
ζ
(i2)
2 ζ
(i1)
0 +
+
1
3
ζ
(i1)
0 ζ
(i2)
0 +
∞∑
i=0
(
(i+ 2)(i+ 3)ζ
(i2)
i+3 ζ
(i1)
i − (i+ 1)(i+ 2)ζ(i2)i ζ(i1)i+3√
(2i+ 1)(2i+ 7)(2i+ 3)(2i+ 5)
+
+
(i2 + i− 3)ζ(i2)i+1 ζ(i1)i − (i2 + 3i− 1)ζ(i2)i ζ(i1)i+1√
(2i+ 1)(2i+ 3)(2i− 1)(2i+ 5)
)]
−
− 1
24
1{i1=i2}(T − t)3,
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I
(i1i2)
(20)T,t = −
(T − t)2
4
I
(i1i2)
(00)T,t − (T − t)I
(i1i2)
(10)T,t +
(T − t)3
8
[
2
3
√
5
ζ
(i2)
0 ζ
(i1)
2 +
+
1
3
ζ
(i1)
0 ζ
(i2)
0 +
∞∑
i=0
(
(i+ 1)(i+ 2)ζ
(i2)
i+3 ζ
(i1)
i − (i+ 2)(i+ 3)ζ(i2)i ζ(i1)i+3√
(2i+ 1)(2i+ 7)(2i+ 3)(2i+ 5)
+
+
(i2 + 3i− 1)ζ(i2)i+1 ζ(i1)i − (i2 + i− 3)ζ(i2)i ζ(i1)i+1√
(2i+ 1)(2i+ 3)(2i− 1)(2i+ 5)
)]
−
− 1
24
1{i1=i2}(T − t)3,
I
(i1i2)
(11)T,t = −
(T − t)2
4
I
(i1i2)
(00)T,t −
T − t
2
(
I
(i1i2)
(10)T,t + I
(i1i2)
(01)T,t
)
+
(T − t)3
8
[
1
3
ζ
(i1)
1 ζ
(i2)
1 +
+
∞∑
i=0
(
(i + 1)(i+ 3)
(
ζ
(i2)
i+3 ζ
(i1)
i − ζ(i2)i ζ(i1)i+3
)
√
(2i+ 1)(2i+ 7)(2i+ 3)(2i+ 5)
+
+
(i+ 1)2
(
ζ
(i2)
i+1 ζ
(i1)
i − ζ(i2)i ζ(i1)i+1
)
√
(2i+ 1)(2i+ 3)(2i− 1)(2i+ 5)
)]
−
− 1
24
1{i1=i2}(T − t)3,
I
(i1)
(3)T,t = −
(T − t)7/2
4
(
ζ
(i1)
0 +
3
√
3
5
ζ
(i1)
1 +
1√
5
ζ
(i1)
2 +
1
5
√
7
ζ
(i1)
3
)
,
I
∗(i1i2i3i4)
(0000)T,t = l.i.m.p→∞
p∑
j1,j2,j3,j4=0
Cj4j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
,
I
(i1i2i3i4)
(0000)T,t = l.i.m.p→∞
p∑
j1,j2,j3,j4=0
Cj4j3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
−
−1{i1=i2}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
− 1{i1=i3}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
−
−1{i1=i4}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
− 1{i2=i3}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
−
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−1{i2=i4}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
− 1{i3=i4}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
+
+1{i1=i2}1{j1=j2}1{i3=i4}1{j3=j4}+
+1{i1=i3}1{j1=j3}1{i2=i4}1{j2=j4}+
(130) + 1{i1=i4}1{j1=j4}1{i2=i3}1{j2=j3}
)
,
I
(i1i1i1i1)
(0000)T,t =
1
24
(T − t)2
((
ζ
(i1)
0
)4
− 6
(
ζ
(i1)
0
)2
+ 3
)
w. p. 1,
I
∗(i1i1i1i1)
(0000)T,t =
1
24
(T − t)2
(
ζ
(i1)
0
)4
w. p. 1,
where
(131) Cj4j3j2j1 =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)
16
(T − t)2C¯j4j3j2j1 ,
(132) C¯j4j3j2j1 =
1∫
−1
Pj4 (u)
u∫
−1
Pj3 (z)
z∫
−1
Pj2 (y)
y∫
−1
Pj1 (x)dxdydzdu;
I
∗(i1i2i3)
(001)T,t = l.i.m.p→∞
p∑
j1,j2,j3=0
C001j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
,
I
∗(i1i2i3)
(010)T,t = l.i.m.p→∞
p∑
j1,j2,j3=0
C010j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
,
I
∗(i1i2i3)
(100)T,t = l.i.m.p→∞
p∑
j1,j2,j3=0
C100j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
,
I
(i1i2i3)
(001)T,t = l.i.m.p→∞
p∑
j1,j2,j3=0
C001j3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
− 1{i1=i2}1{j1=j2}ζ(i3)j3 −
(133) −1{i2=i3}1{j2=j3}ζ(i1)j1 − 1{i1=i3}1{j1=j3}ζ
(i2)
j2
)
,
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I
(i1i2i3)
(010)T,t = l.i.m.p→∞
p∑
j1,j2,j3=0
C010j3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
− 1{i1=i2}1{j1=j2}ζ(i3)j3 −
(134) −1{i2=i3}1{j2=j3}ζ(i1)j1 − 1{i1=i3}1{j1=j3}ζ
(i2)
j2
)
,
I
(i1i2i3)
(100)T,t = l.i.m.p→∞
p∑
j1,j2,j3=0
C100j3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
− 1{i1=i2}1{j1=j2}ζ(i3)j3 −
(135) −1{i2=i3}1{j2=j3}ζ(i1)j1 − 1{i1=i3}1{j1=j3}ζ
(i2)
j2
)
,
where
C001j3j2j1 =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)
16
(T − t)5/2C¯001j3j2j1 ,
C010j3j2j1 =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)
16
(T − t)5/2C¯010j3j2j1 ,
C100j3j2j1 =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)
16
(T − t)5/2C¯100j3j2j1 ,
C¯100j3j2j1 = −
1∫
−1
Pj3(z)
z∫
−1
Pj2 (y)
y∫
−1
Pj1(x)(x + 1)dxdydz,
C¯010j3j2j1 = −
1∫
−1
Pj3 (z)
z∫
−1
Pj2 (y)(y + 1)
y∫
−1
Pj1(x)dxdydz,
C¯001j3j2j1 = −
1∫
−1
Pj3(z)(z + 1)
z∫
−1
Pj2(y)
y∫
−1
Pj1(x)dxdydz;
I
(i1i1i1)
(lll)T,t =
1
6
((
I
(i1)
(l)T,t
)3
− 3I(i1)(l)T,t∆l(T,t)
)
w. p. 1,
I
∗(i1i1i1)
(lll)T,t =
1
6
(T − t)3/2
(
I
(i1)
(l)T,t
)3
w. p. 1,
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I
(i1i1i1i1)
(llll)T,t =
1
24
((
I
(i1)
(l)T,t
)4
− 6
(
I
(i1)
(l)T,t
)2
∆(l)T,t + 3
(
∆(l)T,t
)2)
w. p. 1,
I
∗(i1i1i1i1)
(llll)T,t =
1
24
(
I
(i1)
(l)T,t
)4
w. p. 1,
where
I
(i1)
(l)T,t =
l∑
j=0
Cljζ
(i1)
j w. p. 1,
∆l(T,t) =
T∫
t
(t− s)2lds, Clj =
T∫
t
(t− s)lφj(s)ds;
I
∗(i1i2i3i4i5)
(00000)T,t = l.i.m.p→∞
p∑
j1,j2,j3,j4,j5=0
Cj5j4j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
ζ
(i5)
j5
,
I
(i1i2i3i4i5)
(00000)T,t = l.i.m.p→∞
p∑
j1,j2,j3,j4,j5=0
Cj5j4j3j2j1
(
5∏
l=1
ζ
(il)
jl
−
−1{i1=i2}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
ζ
(i5)
j5
− 1{i1=i3}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
ζ
(i5)
j5
−
−1{i1=i4}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
ζ
(i5)
j5
− 1{i1=i5}1{j1=j5}ζ(i2)j2 ζ
(i3)
j3
ζ
(i4)
j4
−
−1{i2=i3}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
ζ
(i5)
j5
− 1{i2=i4}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
ζ
(i5)
j5
−
−1{i2=i5}1{j2=j5}ζ(i1)j1 ζ
(i3)
j3
ζ
(i4)
j4
− 1{i3=i4}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
ζ
(i5)
j5
−
−1{i3=i5}1{j3=j5}ζ(i1)j1 ζ
(i2)
j2
ζ
(i4)
j4
− 1{i4=i5}1{j4=j5}ζ(i1)j1 ζ
(i2)
j2
ζ
(i3)
j3
+
+1{i1=i2}1{j1=j2}1{i3=i4}1{j3=j4}ζ
(i5)
j5
+ 1{i1=i2}1{j1=j2}1{i3=i5}1{j3=j5}ζ
(i4)
j4
+
+1{i1=i2}1{j1=j2}1{i4=i5}1{j4=j5}ζ
(i3)
j3
+ 1{i1=i3}1{j1=j3}1{i2=i4}1{j2=j4}ζ
(i5)
j5
+
+1{i1=i3}1{j1=j3}1{i2=i5}1{j2=j5}ζ
(i4)
j4
+ 1{i1=i3}1{j1=j3}1{i4=i5}1{j4=j5}ζ
(i2)
j2
+
+1{i1=i4}1{j1=j4}1{i2=i3}1{j2=j3}ζ
(i5)
j5
+ 1{i1=i4}1{j1=j4}1{i2=i5}1{j2=j5}ζ
(i3)
j3
+
+1{i1=i4}1{j1=j4}1{i3=i5}1{j3=j5}ζ
(i2)
j2
+ 1{i1=i5}1{j1=j5}1{i2=i3}1{j2=j3}ζ
(i4)
j4
+
+1{i1=i5}1{j1=j5}1{i2=i4}1{j2=j4}ζ
(i3)
j3
+ 1{i1=i5}1{j1=j5}1{i3=i4}1{j3=j4}ζ
(i2)
j2
+
+1{i2=i3}1{j2=j3}1{i4=i5}1{j4=j5}ζ
(i1)
j1
+ 1{i2=i4}1{j2=j4}1{i3=i5}1{j3=j5}ζ
(i1)
j1
+
(136) + 1{i2=i5}1{j2=j5}1{i3=i4}1{j3=j4}ζ
(i1)
j1
)
,
I
(i1i1i1i1i1)
(00000)T,t =
1
120
(T − t)5/2
((
ζ
(i1)
0
)5
− 10
(
ζ
(i1)
0
)3
+ 15ζ
(i1)
0
)
w. p. 1,
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I
∗(i1i1i1i1i1)
(00000)T,t =
1
120
(T − t)5/2
(
ζ
(i1)
0
)5
w. p. 1,
where
Cj5j4j3j2j1 =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)(2j5 + 1)
32
(T − t)5/2C¯j5j4j3j2j1 ,
C¯j5j4j3j2j1 =
1∫
−1
Pj5 (v)
v∫
−1
Pj4(u)
u∫
−1
Pj3(z)
z∫
−1
Pj2(y)
y∫
−1
Pj1(x)dxdydzdudv;
I
∗(i1i2i3)
(0001)T,t = l.i.m.p→∞
p∑
j1,j2,j3,j4=0
C0001j4j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
,
I
∗(i1i2i3)
(0010)T,t = l.i.m.p→∞
p∑
j1,j2,j3,j4=0
C0010j4j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
,
I
∗(i1i2i3)
(0100)T,t = l.i.m.p→∞
p∑
j1,j2,j3,j4=0
C0100j4j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
,
I
∗(i1i2i3)
(1000)T,t = l.i.m.p→∞
p∑
j1,j2,j3,j4=0
C1000j4j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
,
I
(i1i2i3i4)
(0001)T,t = l.i.m.p→∞
p∑
j1,j2,j3,j4=0
C0001j4j3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
−
−1{i1=i2}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
− 1{i1=i3}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
−
−1{i1=i4}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
− 1{i2=i3}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
−
−1{i2=i4}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
− 1{i3=i4}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
+
+1{i1=i2}1{j1=j2}1{i3=i4}1{j3=j4}+
+1{i1=i3}1{j1=j3}1{i2=i4}1{j2=j4}+
+1{i1=i4}1{j1=j4}1{i2=i3}1{j2=j3}
)
,
I
(i1i2i3i4)
(0010)T,t = l.i.m.p→∞
p∑
j1,j2,j3,j4=0
C0010j4j3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
−
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−1{i1=i2}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
− 1{i1=i3}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
−
−1{i1=i4}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
− 1{i2=i3}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
−
−1{i2=i4}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
− 1{i3=i4}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
+
+1{i1=i2}1{j1=j2}1{i3=i4}1{j3=j4}+
+1{i1=i3}1{j1=j3}1{i2=i4}1{j2=j4}+
+1{i1=i4}1{j1=j4}1{i2=i3}1{j2=j3}
)
,
I
(i1i2i3i4)
(0100)T,t = l.i.m.p→∞
p∑
j1,j2,j3,j4=0
C0100j4j3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
−
−1{i1=i2}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
− 1{i1=i3}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
−
−1{i1=i4}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
− 1{i2=i3}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
−
−1{i2=i4}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
− 1{i3=i4}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
+
+1{i1=i2}1{j1=j2}1{i3=i4}1{j3=j4}+
+1{i1=i3}1{j1=j3}1{i2=i4}1{j2=j4}+
+1{i1=i4}1{j1=j4}1{i2=i3}1{j2=j3}
)
,
I
(i1i2i3i4)
(1000)T,t = l.i.m.p→∞
p∑
j1,j2,j3,j4=0
C1000j4j3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
−
−1{i1=i2}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
− 1{i1=i3}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
−
−1{i1=i4}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
− 1{i2=i3}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
−
−1{i2=i4}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
− 1{i3=i4}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
+
+1{i1=i2}1{j1=j2}1{i3=i4}1{j3=j4}+
+1{i1=i3}1{j1=j3}1{i2=i4}1{j2=j4}+
+1{i1=i4}1{j1=j4}1{i2=i3}1{j2=j3}
)
,
where
C0001j4j3j2j1 =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)
32
(T − t)3C¯0001j4j3j2j1 ,
C0010j3j2j1 =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)
32
(T − t)3C¯0010j4j3j2j1 ,
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C0100j4j3j2j1 =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)
32
(T − t)3C¯0100j3j2j1 ,
C1000j4j3j2j1 =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)
32
(T − t)3C¯1000j4j3j2j1 ,
C¯1000j4j3j2j1 = −
1∫
−1
Pj4 (u)
u∫
−1
Pj3(z)
z∫
−1
Pj2 (y)
y∫
−1
Pj1(x)(x + 1)dxdydz,
C¯0100j4j3j2j1 = −
1∫
−1
Pj4 (u)
u∫
−1
Pj3 (z)
z∫
−1
Pj2 (y)(y + 1)
y∫
−1
Pj1(x)dxdydz,
C¯0010j4j3j2j1 = −
1∫
−1
Pj4(u)
u∫
−1
Pj3(z)(z + 1)
z∫
−1
Pj2(y)
y∫
−1
Pj1(x)dxdydz,
C¯0001j4j3j2j1 = −
1∫
−1
Pj4 (u)(u+ 1)
u∫
−1
Pj3(z)
z∫
−1
Pj2 (y)
y∫
−1
Pj1(x)dxdydz;
I
∗(i1i2i3i4i5i6)
(000000)T,t = l.i.m.p→∞
p∑
j1,j2,j3,j4,j5,j6=0
Cj6j5j4j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
ζ
(i5)
j5
ζ
(i6)
j6
,
I
(i1i2i3i4i5i6)
(000000)T,t = l.i.m.p→∞
p∑
j1,j2,j3,j4,j5,j6=0
Cj6j5j4j3j2j1
(
6∏
l=1
ζ
(il)
jl
−
−1{j1=j6}1{i1=i6}ζ(i2)j2 ζ
(i3)
j3
ζ
(i4)
j4
ζ
(i5)
j5
− 1{j2=j6}1{i2=i6}ζ(i1)j1 ζ
(i3)
j3
ζ
(i4)
j4
ζ
(i5)
j5
−
−1{j3=j6}1{i3=i6}ζ(i1)j1 ζ
(i2)
j2
ζ
(i4)
j4
ζ
(i5)
j5
− 1{j4=j6}1{i4=i6}ζ(i1)j1 ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i5)
j5
−
−1{j5=j6}1{i5=i6}ζ(i1)j1 ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
− 1{j1=j2}1{i1=i2}ζ(i3)j3 ζ
(i4)
j4
ζ
(i5)
j5
ζ
(i6)
j6
−
−1{j1=j3}1{i1=i3}ζ(i2)j2 ζ
(i4)
j4
ζ
(i5)
j5
ζ
(i6)
j6
− 1{j1=j4}1{i1=i4}ζ(i2)j2 ζ
(i3)
j3
ζ
(i5)
j5
ζ
(i6)
j6
−
−1{j1=j5}1{i1=i5}ζ(i2)j2 ζ
(i3)
j3
ζ
(i4)
j4
ζ
(i6)
j6
− 1{j2=j3}1{i2=i3}ζ(i1)j1 ζ
(i4)
j4
ζ
(i5)
j5
ζ
(i6)
j6
−
−1{j2=j4}1{i2=i4}ζ(i1)j1 ζ
(i3)
j3
ζ
(i5)
j5
ζ
(i6)
j6
− 1{j2=j5}1{i2=i5}ζ(i1)j1 ζ
(i3)
j3
ζ
(i4)
j4
ζ
(i6)
j6
−
−1{j3=j4}1{i3=i4}ζ(i1)j1 ζ
(i2)
j2
ζ
(i5)
j5
ζ
(i6)
j6
− 1{j3=j5}1{i3=i5}ζ(i1)j1 ζ
(i2)
j2
ζ
(i4)
j4
ζ
(i6)
j6
−
−1{j4=j5}1{i4=i5}ζ(i1)j1 ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i6)
j6
+
+1{j1=j2}1{i1=i2}1{j3=j4}1{i3=i4}ζ
(i5)
j5
ζ
(i6)
j6
+ 1{j1=j2}1{i1=i2}1{j3=j5}1{i3=i5}ζ
(i4)
j4
ζ
(i6)
j6
+
+1{j1=j2}1{i1=i2}1{j4=j5}1{i4=i5}ζ
(i3)
j3
ζ
(i6)
j6
+ 1{j1=j3}1{i1=i3}1{j2=j4}1{i2=i4}ζ
(i5)
j5
ζ
(i6)
j6
+
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+1{j1=j3}1{i1=i3}1{j2=j5}1{i2=i5}ζ
(i4)
j4
ζ
(i6)
j6
+ 1{j1=j3}1{i1=i3}1{j4=j5}1{i4=i5}ζ
(i2)
j2
ζ
(i6)
j6
+
+1{j1=j4}1{i1=i4}1{j2=j3}1{i2=i3}ζ
(i5)
j5
ζ
(i6)
j6
+ 1{j1=j4}1{i1=i4}1{j2=j5}1{i2=i5}ζ
(i3)
j3
ζ
(i6)
j6
+
+1{j1=j4}1{i1=i4}1{j3=j5}1{i3=i5}ζ
(i2)
j2
ζ
(i6)
j6
+ 1{j1=j5}1{i1=i5}1{j2=j3}1{i2=i3}ζ
(i4)
j4
ζ
(i6)
j6
+
+1{j1=j5}1{i1=i5}1{j2=j4}1{i2=i4}ζ
(i3)
j3
ζ
(i6)
j6
+ 1{j1=j5}1{i1=i5}1{j3=j4}1{i3=i4}ζ
(i2)
j2
ζ
(i6)
j6
+
+1{j2=j3}1{i2=i3}1{j4=j5}1{i4=i5}ζ
(i1)
j1
ζ
(i6)
j6
+ 1{j2=j4}1{i2=i4}1{j3=j5}1{i3=i5}ζ
(i1)
j1
ζ
(i6)
j6
+
+1{j2=j5}1{i2=i5}1{j3=j4}1{i3=i4}ζ
(i1)
j1
ζ
(i6)
j6
+ 1{j6=j1}1{i6=i1}1{j3=j4}1{i3=i4}ζ
(i2)
j2
ζ
(i5)
j5
+
+1{j6=j1}1{i6=i1}1{j3=j5}1{i3=i5}ζ
(i2)
j2
ζ
(i4)
j4
+ 1{j6=j1}1{i6=i1}1{j2=j5}1{i2=i5}ζ
(i3)
j3
ζ
(i4)
j4
+
+1{j6=j1}1{i6=i1}1{j2=j4}1{i2=i4}ζ
(i3)
j3
ζ
(i5)
j5
+ 1{j6=j1}1{i6=i1}1{j4=j5}1{i4=i5}ζ
(i2)
j2
ζ
(i3)
j3
+
+1{j6=j1}1{i6=i1}1{j2=j3}1{i2=i3}ζ
(i4)
j4
ζ
(i5)
j5
+ 1{j6=j2}1{i6=i2}1{j3=j5}1{i3=i5}ζ
(i1)
j1
ζ
(i4)
j4
+
+1{j6=j2}1{i6=i2}1{j4=j5}1{i4=i5}ζ
(i1)
j1
ζ
(i3)
j3
+ 1{j6=j2}1{i6=i2}1{j3=j4}1{i3=i4}ζ
(i1)
j1
ζ
(i5)
j5
+
+1{j6=j2}1{i6=i2}1{j1=j5}1{i1=i5}ζ
(i3)
j3
ζ
(i4)
j4
+ 1{j6=j2}1{i6=i2}1{j1=j4}1{i1=i4}ζ
(i3)
j3
ζ
(i5)
j5
+
+1{j6=j2}1{i6=i2}1{j1=j3}1{i1=i3}ζ
(i4)
j4
ζ
(i5)
j5
+ 1{j6=j3}1{i6=i3}1{j2=j5}1{i2=i5}ζ
(i1)
j1
ζ
(i4)
j4
+
+1{j6=j3}1{i6=i3}1{j4=j5}1{i4=i5}ζ
(i1)
j1
ζ
(i2)
j2
+ 1{j6=j3}1{i6=i3}1{j2=j4}1{i2=i4}ζ
(i1)
j1
ζ
(i5)
j5
+
+1{j6=j3}1{i6=i3}1{j1=j5}1{i1=i5}ζ
(i2)
j2
ζ
(i4)
j4
+ 1{j6=j3}1{i6=i3}1{j1=j4}1{i1=i4}ζ
(i2)
j2
ζ
(i5)
j5
+
+1{j6=j3}1{i6=i3}1{j1=j2}1{i1=i2}ζ
(i4)
j4
ζ
(i5)
j5
+ 1{j6=j4}1{i6=i4}1{j3=j5}1{i3=i5}ζ
(i1)
j1
ζ
(i2)
j2
+
+1{j6=j4}1{i6=i4}1{j2=j5}1{i2=i5}ζ
(i1)
j1
ζ
(i3)
j3
+ 1{j6=j4}1{i6=i4}1{j2=j3}1{i2=i3}ζ
(i1)
j1
ζ
(i5)
j5
+
+1{j6=j4}1{i6=i4}1{j1=j5}1{i1=i5}ζ
(i2)
j2
ζ
(i3)
j3
+ 1{j6=j4}1{i6=i4}1{j1=j3}1{i1=i3}ζ
(i2)
j2
ζ
(i5)
j5
+
+1{j6=j4}1{i6=i4}1{j1=j2}1{i1=i2}ζ
(i3)
j3
ζ
(i5)
j5
+ 1{j6=j5}1{i6=i5}1{j3=j4}1{i3=i4}ζ
(i1)
j1
ζ
(i2)
j2
+
+1{j6=j5}1{i6=i5}1{j2=j4}1{i2=i4}ζ
(i1)
j1
ζ
(i3)
j3
+ 1{j6=j5}1{i6=i5}1{j2=j3}1{i2=i3}ζ
(i1)
j1
ζ
(i4)
j4
+
+1{j6=j5}1{i6=i5}1{j1=j4}1{i1=i4}ζ
(i2)
j2
ζ
(i3)
j3
+ 1{j6=j5}1{i6=i5}1{j1=j3}1{i1=i3}ζ
(i2)
j2
ζ
(i4)
j4
+
+1{j6=j5}1{i6=i5}1{j1=j2}1{i1=i2}ζ
(i3)
j3
ζ
(i4)
j4
−
−1{j6=j1}1{i6=i1}1{j2=j5}1{i2=i5}1{j3=j4}1{i3=i4}−
−1{j6=j1}1{i6=i1}1{j2=j4}1{i2=i4}1{j3=j5}1{i3=i5}−
−1{j6=j1}1{i6=i1}1{j2=j3}1{i2=i3}1{j4=j5}1{i4=i5}−
−1{j6=j2}1{i6=i2}1{j1=j5}1{i1=i5}1{j3=j4}1{i3=i4}−
−1{j6=j2}1{i6=i2}1{j1=j4}1{i1=i4}1{j3=j5}1{i3=i5}−
−1{j6=j2}1{i6=i2}1{j1=j3}1{i1=i3}1{j4=j5}1{i4=i5}−
−1{j6=j3}1{i6=i3}1{j1=j5}1{i1=i5}1{j2=j4}1{i2=i4}−
−1{j6=j3}1{i6=i3}1{j1=j4}1{i1=i4}1{j2=j5}1{i2=i5}−
−1{j3=j6}1{i3=i6}1{j1=j2}1{i1=i2}1{j4=j5}1{i4=i5}−
−1{j6=j4}1{i6=i4}1{j1=j5}1{i1=i5}1{j2=j3}1{i2=i3}−
−1{j6=j4}1{i6=i4}1{j1=j3}1{i1=i3}1{j2=j5}1{i2=i5}−
−1{j6=j4}1{i6=i4}1{j1=j2}1{i1=i2}1{j3=j5}1{i3=i5}−
−1{j6=j5}1{i6=i5}1{j1=j4}1{i1=i4}1{j2=j3}1{i2=i3}−
−1{j6=j5}1{i6=i5}1{j1=j2}1{i1=i2}1{j3=j4}1{i3=i4}−
−1{j6=j5}1{i6=i5}1{j1=j3}1{i1=i3}1{j2=j4}1{i2=i4}
)
,
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I
(i1i1i1i1i1i1)
(000000)T,t =
1
720
(T − t)3
((
ζ
(i1)
0
)6
− 15
(
ζ
(i1)
0
)4
+ 45
(
ζ
(i1)
0
)2
− 15
)
w. p. 1,
I
∗(i1i1i1i1i1i1)
(000000)T,t =
1
720
(T − t)3
(
ζ
(i1)
0
)3
w. p. 1,
where
Cj6j5j4j3j2j1 =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)(2j5 + 1)(2j6 + 1)
64
(T − t)3C¯j6j5j4j3j2j1 ,
C¯j6j5j4j3j2j1 =
1∫
−1
Pj6(w)
w∫
−1
Pj5(v)
v∫
−1
Pj4(u)
u∫
−1
Pj3(z)
z∫
−1
Pj2 (y)
y∫
−1
Pj1(x)dxdydzdudvdw.
Let us analyze the approximation I
∗(i1i2)q
(00)T,t of the iterated stochastic integral I
∗(i1i2)
(00)T,t, obtained from
(122) by replacing ∞ on q.
It is easy to prove that
(137) M
{(
I
∗(i1i2)
(00)T,t − I
∗(i1i2)q
(00)T,t
)2}
=
(T − t)2
2
(
1
2
−
q∑
i=1
1
4i2 − 1
)
(i1 6= i2).
Moreover, using Theorem 6 we obtain for i1 6= i2:
M
{(
I
∗(i1i2)
(10)T,t − I
∗(i1i2)q
(10)T,t
)2}
= M
{(
I
∗(i1i2)
(01)T,t − I
∗(i1i2)q
(01)T,t
)2}
=
=
(T − t)4
16
(
5
9
− 2
q∑
i=2
1
4i2 − 1 −
q∑
i=1
1
(2i− 1)2(2i+ 3)2 −
q∑
i=0
(i+ 2)2 + (i+ 1)2
(2i+ 1)(2i+ 5)(2i+ 3)2
)
.
For the case i1 = i2 using Theorem 6 we have
M
{(
I
(i1i1)
(10)T,t − I
(i1i1)q
(10)T,t
)2}
= M
{(
I
(i1i1)
(01)T,t − I
(i1i1)q
(01)T,t
)2}
=
(138) =
(T − t)4
16
(
1
9
−
q∑
i=0
1
(2i+ 1)(2i+ 5)(2i+ 3)2
− 2
q∑
i=1
1
(2i− 1)2(2i+ 3)2
)
.
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On the basis of the presented expansions of iterated stochastic integrals we can see that increasing
of multiplicities of these integrals or degree indexes of their weight functions leads to noticeable
complication of formulas for mentioned expansions.
However, increasing of mentioned parameters lead to increasing of orders of smallness according
to T − t in the mean-square sense for iterated stochastic integrals that lead to sharp decrease of
member quantities in expansions of iterated stochastic integrals, which are required for achieving
the acceptable accuracy of approximation. In the context of it let us consider the approach to
approximation of iterated stochastic integrals, which provides a possibility to obtain the mean-square
approximations of the required accuracy without using the complex expansions.
Let us analyze the following approximation of triple stochastic integral using (124)
I
(i1i2i3)q1
(000)T,t =
q1∑
j1,j2,j3=0
Cj3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
− 1{i1=i2}1{j1=j2}ζ(i3)j3 −
(139) −1{i2=i3}1{j2=j3}ζ(i1)j1 − 1{i1=i3}1{j1=j3}ζ
(i2)
j2
)
,
where Cj3j2j1 is defined by (125), (126).
In particular, from (139) when i1 6= i2, i2 6= i3, i1 6= i3 we obtain
(140) I
(i1i2i3)q1
(000)T,t =
q1∑
j1,j2,j3=0
Cj3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
.
Using (111), (113)–(116) we get
M
{(
I
(i1i2i3)
(000)T,t − I
(i1i2i3)q1
(000)T,t
)2}
=
(141) =
(T − t)3
6
−
q1∑
j1,j2,j3=0
C2j3j2j1 (i1 6= i2, i1 6= i3, i2 6= i3),
M
{(
I
(i1i2i3)
(000)T,t − I
(i1i2i3)q1
(000)T,t
)2}
=
(142) =
(T − t)3
6
−
q1∑
j1,j2,j3=0
C2j3j2j1 −
q1∑
j1,j2,j3=0
Cj2j3j1Cj3j2j1 (i1 6= i2 = i3),
M
{(
I
(i1i2i3)
(000)T,t − I
(i1i2i3)q1
(000)T,t
)2}
=
(143) =
(T − t)3
6
−
q1∑
j1,j2,j3=0
C2j3j2j1 −
q1∑
j1,j2,j3=0
Cj3j2j1Cj1j2j3 (i1 = i3 6= i2),
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M
{(
I
(i1i2i3)
(000)T,t − I
(i1i2i3)q1
(000)T,t
)2}
=
(144) =
(T − t)3
6
−
q1∑
j1,j2,j3=0
C2j3j2j1 −
q1∑
j1,j2,j3=0
Cj3j1j2Cj3j2j1 (i1 = i2 6= i3),
(145) M
{(
I
(i1i2i3)
(000)T,t − I
(i1i2i3)q1
(000)T,t
)2}
≤ 6

(T − t)3
6
−
q1∑
j1,j2,j3=0
C2j3j2j1

 (i1, i2, i3 = 1, . . . ,m).
We may act similarly with more complicated iterated stochastic integrals. For example, for the
approximation of stochastic integral I
(i1i2i3i4)
(0000)T,t we may write down (see (130))
I
(i1i2i3i4)q2
(0000)T,t =
q2∑
j1,j2,j3,j4=0
Cj4j3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
−
−1{i1=i2}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
− 1{i1=i3}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
−
−1{i1=i4}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
− 1{i2=i3}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
−
−1{i2=i4}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
− 1{i3=i4}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
+
+1{i1=i2}1{j1=j2}1{i3=i4}1{j3=j4}+
+1{i1=i3}1{j1=j3}1{i2=i4}1{j2=j4}+
+1{i1=i4}1{j1=j4}1{i2=i3}1{j2=j3}
)
,
where Cj4j3j2j1 is defined by (131), (132). Moreover, according to (116)
M
{(
I
(i1i2i3i4)
(0000)T,t − I
(i1i2i3i4)q2
(0000)T,t
)2}
≤ 24

(T − t)4
24
−
q2∑
j1,j2,j3,j4=0
C2j4j3j2j1

 (i1, i2, i3, i4 = 1, . . . ,m).
For pairwise different i1, i2, i3, i4 = 1, . . . ,m from (111) we obtain
(146) M
{(
I
(i1i2i3i4)
(0000)T,t − I
(i1i2i3i4)q2
(0000)T,t
)2}
=
(T − t)4
24
−
q2∑
j1,j2,j3,j4=0
C2j4j3j2j1 .
Using Theorem 8 we can calculate exactly the left-hand side of (146) for any possible combinations
of i1, i2, i3, i4. These relations were obtained in [14], [57].
In Tables 3–5 we have the examples of exact values of the Fourier–Legendre coefficients (here
and further the Fourier–Legendre coefficients have been calculated exactly using DERIVE (computer
system of symbol transformations)).
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Table 3. Coefficients C¯3j2j1 .
j2
j1 0 1 2 3 4 5 6
0 0 2105 0 − 4315 0 2693 0
1 4105 0 − 2315 0 − 83465 0 109009
2 235 − 2105 0 43465 0 − 7445045 0
3 2315 0 − 23465 0 1645045 0 − 109009
4 − 263 463465 0 − 3245045 0 29009 0
5 − 10693 0 389009 0 − 49009 0 122765765
6 0 − 103003 0 209009 0 − 226765765 0
Table 4. Coefficients C¯21j2j1 .
j2
j1 0 1 2
0 221 − 245 2315
1 2315
2
315 − 2225
2 − 2105 2225 21155
Table 5. Coefficients C¯101j2j1 .
j2
j1 0 1
0 4315 0
1 4315 − 8945
Assume that q1 = 6. Calculating the value of expression (141) for q1 = 6, i1 6= i2, i1 6= i3, i3 6= i2
we obtain
M
{(
I
(i1i2i3)
(000)T,t − I
(i1i2i3)q1
(000)T,t
)2}
≈ 0.01956(T − t)3.
Let us choose, for example, q2 = 2. In the case of pairwise different i1, i2, i3, i4 we have from (146)
the following approximate equality
(147) M
{(
I
(i1i2i3i4)
(0000)T,t − I
(i1i2i3i4)q2
(0000)T,t
)2}
≈ 0.0236084(T − t)4.
Let us analyze the approximations
I
(i1i2i3)q3
(001)T,t , I
(i1i2i3)q3
(010)T,t , I
(i1i2i3)q3
(100)T,t , I
(i1i2i3i4i5)q4
(00000)T,t ,
based on expansions (133)–(136).
Assume that q3 = 2, q4 = 1. In the case of pairwise different i1, . . . , i5 we obtain
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M
{(
I
(i1i2i3)
(100)T,t − I
(i1i2i3)q3
(100)T,t
)2}
=
(T − t)5
60
−
2∑
j1,j2,j3=0
(
C100j3j2j1
)2 ≈ 0.00815429(T − t)5,
M
{(
I
(i1i2i3)
(010)T,t − I
(i1i2i3)q3
(010)T,t
)2}
=
(T − t)5
20
−
2∑
j1,j2,j3=0
(
C010j3j2j1
)2 ≈ 0.0173903(T − t)5,
M
{(
I
(i1i2i3)
(001)T,t − I
(i1i2i3)q3
(001)T,t
)2}
=
(T − t)5
10
−
2∑
j1,j2,j3=0
(
C001j3j2j1
)2 ≈ 0.0252801(T − t)5,
M
{(
I
(i1i2i3i4i5)
(00000)T,t − I
(i1i2i3i4i5)q4
(00000)T,t
)2}
=
=
(T − t)5
120
−
1∑
j1,j2,j3,j4,j5=0
C2j5j4j3j2j1 ≈ 0.00759105(T − t)5.
Note that from (116) we can write down
M
{(
I
(i1i2i3i4i5)
(00000)T,t − I
(i1i2i3i4i5)q4
(0000)T,t
)2}
≤ 120

(T − t)5
120
−
q4∑
j1,j2,j3,j4,j5=0
C2j5j4j3j2j1

 ,
where i1, . . . , i5 = 1, . . . ,m.
Moreover from (116) we obtain the following useful estimates
M
{(
I
(i1i2i3)
(100)T,t − I
(i1i2i3)q
(100)T,t
)2}
≤ 6
(
(T − t)5
60
−
q∑
j1,j2,j3=0
(
C100j3j2j1
)2)
,
M
{(
I
(i1i2i3)
(010)T,t − I
(i1i2i3)q
(010)T,t
)2}
≤ 6
(
(T − t)5
20
−
q∑
j1,j2,j3=0
(
C010j3j2j1
)2)
,
M
{(
I
(i1i2i3)
(001)T,t − I
(i1i2i3)q
(001)T,t
)2}
≤ 6
(
(T − t)5
10
−
q∑
j1,j2,j3=0
(
C001j3j2j1
)2)
,
M
{(
I
(i1i2)
(20))T,t − I
(i1i2)q
(20)T,t
)2}
≤ 2
(
(T − t)6
30
−
q∑
j2,j1=0
(
C20j2j1
)2)
,
M
{(
I
(i1i2)
(11)T,t − I
(i1i2)q
(11)T,t
)2}
≤ 2
(
(T − t)6
18
−
q∑
j2,j1=0
(
C11j2j1
)2)
,
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M
{(
I
(i1i2)
(02)T,t − I
(i1i2)q
(02)T,t
)2}
≤ 2
(
(T − t)6
6
−
q∑
j2,j1=0
(
C02j2j1
)2)
,
M
{(
I
(i1i2i3i4)
(1000)T,t − I
(i1i2i3i4)q
(1000)T,t
)2}
≤ 24
(
(T − t)6
360
−
q∑
j1,j2,j3,j4=0
(
C1000j4j3j2j1
)2)
,
M
{(
I
(i1i2i3i4)
(0100)T,t − I
(i1i2i3i4)q
(0100)T,t
)2}
≤ 24
(
(T − t)6
120
−
q∑
j1,j2,j3,j4=0
(
C0100j4j3j2j1
)2)
,
M
{(
I
(i1i2i3i4)
(0010)T,t − I
(i1i2i3i4)q
(0010)T,t
)2}
≤ 24
(
(T − t)6
60
−
q∑
j1,j2,j3,j4=0
(
C0010j4j3j2j1
)2)
,
M
{(
I
(i1i2i3i4)
(0001)T,t − I
(i1i2i3i4)q
(0001)T,t
)2}
≤ 24
(
(T − t)6
36
−
q∑
j1,j2,j3,j4=0
(
C0001j4j3j2j1
)2)
,
M
{(
I
(i1i2i3i4i5i6)
(000000)T,t − I
(i1i2i3i4i5i6)q
(000000)T,t
)2}
≤ 720

(T − t)6
720
−
q∑
j1,j2,j3,j4,j5,j6=0
C2j6j5j4j3j2j1

 .
In addition from (112) we get
M
{(
I
(i1i2)
(20)T,t − I
(i1i2)q
(20)T,t
)2}
=
(T − t)6
30
−
q∑
j1,j2=0
(
C20j2j1
)2 − q∑
j1,j2=0
C20j2j1C
20
j1j2 (i1 = i2),
M
{(
I
(i1i2)
(20)T,t − I
(i1i2)q
(20)T,t
)2}
=
(T − t)6
30
−
q∑
j1,j2=0
(
C20j2j1
)2
(i1 6= i2),
M
{(
I
(i1i2)
(11)T,t − I
(i1i2)q
(11)T,t
)2}
=
(T − t)6
18
−
q∑
j1,j2=0
(
C11j2j1
)2 − q∑
j1,j2=0
C11j2j1C
11
j1j2 (i1 = i2),
M
{(
I
(i1i2)
(11)T,t − I
(i1i2)q
(11)T,t
)2}
=
(T − t)6
18
−
q∑
j1,j2=0
(
C11j2j1
)2
(i1 6= i2),
M
{(
I
(i1i2)
(02) − I
(i1i2)q
(02)T,t
)2}
=
(T − t)6
6
−
q∑
j1,j2=0
(
C02j2j1
)2 − q∑
j1,j2=0
C02j2j1C
02
j1j2 (i1 = i2),
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M
{(
I
(i1i2)
(02)T,t − I
(i1i2)q
(02)T,t
)2}
=
(T − t)6
6
−
q∑
j1,j2=0
(
C02j2j1
)2
(i1 6= i2),
where
C20j2j1 =
√
(2j1 + 1)(2j2 + 1)
16
(T − t)3C¯20j2j1 ,
C02j2j1 =
√
(2j1 + 1)(2j2 + 1)
16
(T − t)3C¯02j2j1 ,
C11j2j1 =
√
(2j1 + 1)(2j2 + 1)
16
(T − t)3C¯11j2j1 ,
C¯11j2j1 =
1∫
−1
Pj2(y)(y + 1)
y∫
−1
Pj1 (x)(x + 1)dxdy,
C¯20j2j1 =
1∫
−1
Pj2(y)
y∫
−1
Pj1(x)(x + 1)
2dxdy,
C¯02j2j1 =
1∫
−1
Pj2(y)(y + 1)
2
y∫
−1
Pj1(x)dxdy.
Clearly, expansions for iterated Stratonovich stochastic integrals (see Theorem 7) are simpler
than expansions for iterated Ito stochastic integrals (see Theorem 6 and (93)–(98)). However, the
calculation of the mean-square approximation error for iterated Stratonovich stochastic integrals
turns out to be much more difficult than for iterated Ito stochastic integrals (see Theorem 8 and
(116)). Below we consider how we can estimate or calculate exactly (for some particular cases) the
mean-square approximation error for iterated Stratonovich stochastic integrals.
As we mentioned above, on the basis of the presented approximations of iterated Stratonovich
stochastic integrals we can see that increasing of multiplicities of these integrals leads to increasing of
orders of smallness according to T − t in the mean-square sense for iterated Stratonovich stochastic
integrals (T − t ≪ 1 because the length of integration interval [t, T ] of the iterated Stratonovich
stochastic integrals plays the role of integration step for the numerical methods for Ito SDEs, so T − t
is already fairly small). This leads to sharp decrease of member quantities in the approximations of
iterated Stratonovich stochastic integrals which are required for achieving the acceptable accuracy of
approximation.
From (137) (i1 6= i2) we obtain
M
{(
I
∗(i1i2)
(00)T,t − I
∗(i1i2)q
(00)T,t
)2}
=
(T − t)2
2
∞∑
i=q+1
1
4i2 − 1 ≤
(148) ≤ (T − t)
2
2
∞∫
q
1
4x2 − 1dx = −
(T − t)2
8
ln
∣∣∣∣1− 22q + 1
∣∣∣∣ ≤ C1 (T − t)2q ,
68 D.F. KUZNETSOV
where C1 is a constant.
Since T − t≪ 1, then it is easy to notice that there is a such constant C2 that
(149) M
{(
I
∗(i1...ik)
(l1...lk)T,t
− I∗(i1...ik)q(l1...lk)T,t
)2}
≤ C2M
{(
I
∗(i1i2)
(00)T,t − I
∗(i1i2)q
(00)T,t
)2}
,
where I
∗(i1...ik)q
(l1...lk)T,t
is an approximation of the iterated Stratonovich stochastic integral I
∗(i1...ik)
(l1...lk)T,t
.
From (148) and (149) we finally obtain
(150) M
{(
I
∗(i1...ik)
(l1...lk)T,t
− I∗(i1...ik)q(l1...lk)T,t
)2}
≤ C (T − t)
2
q
,
where constant C does not depends on T − t.
The same idea can be found in [2] in the framework of the method based on the trigonometric
expansion of the Brownian bridge process.
We can get more information about the numbers q (these numbers are different for different
iterated Stratonovich stochastic integrals) using an another approach. Since for pairwise different
i1, . . . , ik = 1, . . . ,m
J∗[ψ(k)]T,t = J [ψ
(k)]T,t w. p. 1,
where J [ψ(k)]T,t, J
∗[ψ(k)]T,t are defined by (2) and (3) correspondingly, then for pairwise different
i1, . . . , i6 = 1, . . . ,m we can write down (see (111))
M
{(
I
∗(i1i2i3)
(000)T,t − I
∗(i1i2i3)q
(000)T,t
)2}
=
(T − t)3
6
−
q∑
j3,j2,j1=0
C2j3j2j1 ,
M
{(
I
∗(i1i2i3i4)
(0000)T,t − I
∗(i1i2i3i4)q
(0000)T,t
)2}
=
(T − t)4
24
−
q∑
j1,j2,j3,j4=0
C2j4j3j2j1 ,
M
{(
I
∗(i1i2i3)
(100)T,t − I
∗(i1i2i3)q
(100)T,t
)2}
=
(T − t)5
60
−
q∑
j1,j2,j3=0
(
C100j3j2j1
)2
,
M
{(
I
∗(i1i2i3)
(010))T,t − I
∗(i1i2i3)q
(010)T,t
)2}
=
(T − t)5
20
−
q∑
j1,j2,j3=0
(
C010j3j2j1
)2
,
M
{(
I
∗(i1i2i3)
(001)T,t − I
∗(i1i2i3)q
(001)T,t
)2}
=
(T − t)5
10
−
q∑
j1,j2,j3=0
(
C001j3j2j1
)2
,
M
{(
I
∗(i1i2i3i4i5)
(00000)T,t − I
∗(i1i2i3i4i5)q
(00000)T,t
)2}
=
(T − t)5
120
−
q∑
j1,j2,j3,j4,j5=0
C2j5i4i3i2j1 ,
M
{(
I
∗(i1i2)
(20)T,t − I
∗(i1i2)q
(20)T,t
)2}
=
(T − t)6
30
−
q∑
j2,j1=0
(
C20j2j1
)2
,
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M
{(
I
∗(i1i2)
(11)T,t − I
∗(i1i2)q
(11)T,t
)2}
=
(T − t)6
18
−
q∑
j2,j1=0
(
C11j2j1
)2
,
M
{(
I
∗(i1i2)
(02)T,t − I
∗(i1i2)q
(02)T,t
)2}
=
(T − t)6
6
−
q∑
j2,j1=0
(
C02j2j1
)2
,
M
{(
I
∗(i1i2i3i4)
(1000)T,t − I
∗(i1i2i3i4)q
(1000)T,t
)2}
=
(T − t)6
360
−
q∑
j1,j2,j3,j4=0
(
C1000j4j3j2j1
)2
,
M
{(
I
∗(i1i2i3i4)
(0100)T,t − I
∗(i1i2i3i4)q
(0100)T,t
)2}
=
(T − t)6
120
−
q∑
j1,j2,j3,j4=0
(
C0100j4j3j2j1
)2
,
M
{(
I
∗(i1i2i3i4)
(0010)T,t − I
∗(i1i2i3i4)q
(0010)T,t
)2}
=
(T − t)6
60
−
q∑
j1,j2,j3,j4=0
(
C0010j4j3j2j1
)2
,
M
{(
I
∗(i1i2i3i4)
(0001)T,t − I
∗(i1i2i3i4)q
(0001)T,t
)2}
=
(T − t)6
36
−
q∑
j1,j2,j3,j4=0
(
C0001j4j3j2j1
)2
,
M
{(
I
∗(i1i2i3i4i5i6)
(000000)T,t − I
∗(i1i2i3i4i5i6)q
(000000)T,t
)2}
=
(T − t)6
720
−
q∑
j1,j2,j3,j4,j5,j6=0
C2j6j5j4j3j2j1 .
For example [46] (also see [26]-[29], [38], [47]-[57])
M
{(
I
∗(i1i2i3)
(000)T,t − I
∗(i1i2i3)6
(000)T,t
)2}
=
(T − t)3
6
−
6∑
j3,j2,j1=0
C2j3j2j1 ≈ 0.01956000(T − t)3,
M
{(
I
∗(i1i2i3i4)
(0000)T,t − I
∗(i1i2i3i4)2
(0000)T,t
)2}
=
(T − t)4
24
−
2∑
j1,j2,j3,j4=0
C2j4j3j2j1 ≈ 0.02360840(T − t)4,
M
{(
I
∗(i1i2i3)
(100)T,t − I
∗(i1i2i3)2
(100)T,t
)2}
=
(T − t)5
60
−
2∑
j1,j2,j3=0
(
C100j3j2j1
)2 ≈ 0.00815429(T − t)5,
M
{(
I
∗(i1i2i3)
(010)T,t − I
∗(i1i2i3)2
(010)T,t
)2}
=
(T − t)5
20
−
2∑
j1,j2,j3=0
(
C010j3j2j1
)2 ≈ 0.0173903(T − t)5,
M
{(
I
∗(i1i2i3)
(001)T,t − I
∗(i1i2i3)2
(001)T,t
)2}
=
(T − t)5
10
−
2∑
j1,j2,j3=0
(
C001j3j2j1
)2 ≈ 0.0252801(T − t)5,
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M
{(
I
∗(i1i2i3i4i5)
(00000)T,t − I
∗(i1i2i3i4i5)1
(00000)T,t
)2}
=
=
(T − t)5
120
−
1∑
j1,j2,j3,j4,j5=0
C2j5j4j3j2j1 ≈ 0.00759105(T − t)5.
Let us consider the expansions of Ito stochastic integrals I
(i1)
(1)T,t, I
(i1)
(2)T,t, based on the approach
from [4] (also see [2])
(151) I
(i1)q
(1)T,t = −
(T − t)3/2
2
(
ζ
(i1)
0 −
√
2
pi
(
q∑
r=1
1
r
ζ
(i1)
2r−1 +
√
αqξ
(i1)
q
))
,
I
(i1)q
(2)T,t = (T − t)5/2
(
1
3
ζ
(i1)
0 +
1√
2pi2
(
q∑
r=1
1
r2
ζ
(i1)
2r +
√
βqµ
(i1)
q
)
−
(152) − 1√
2pi
(
q∑
r=1
1
r
ζ
(i1)
2r−1 +
√
αqξ
(i1)
q
))
,
where ζ
(i)
j is defined by formula (92), φj(s) is a complete orthonormal system of trigonometric func-
tions in the space L2([t, T ]), and ζ
(i)
0 , ζ
(i)
2r , ζ
(i)
2r−1, ξ
(i)
q , µ
(i)
q (r = 1, . . . , q, i = 1, . . . ,m) are independent
standard Gaussian random variables, i1 = 1, . . . ,m,
ξ(i)q =
1√
αq
∞∑
r=q+1
1
r
ζ
(i)
2r−1, αq =
pi2
6
−
q∑
r=1
1
r2
,
µ(i)q =
1√
βq
∞∑
r=q+1
1
r2
ζ
(i)
2r , βq =
pi4
90
−
q∑
r=1
1
r4
.
It is obvious that (151), (12) significantly more complicated compared to (120), (121).
Another example of obvious advantage of the Legendre polynomials over the trigonometric func-
tions (in the framework of the considered problem) is the truncated expansion of the iterated
Stratonovich stochastic integral I
∗(i1i2)
(10)T,t, obtained by Theorem 7, in which instead of the double
Fourier–Legendre series (see (122), (123)) is taken the double trigonometric Fourier series
I
∗(i1i2)q
(10)T,t = −(T − t)2
(
1
6
ζ
(i1)
0 ζ
(i2)
0 −
1
2
√
2pi
√
αqξ
(i2)
q ζ
(i1)
0 +
+
1
2
√
2pi2
√
βq
(
µ(i2)q ζ
(i1)
0 − 2µ(i1)q ζ(i2)0
)
+
+
1
2
√
2
q∑
r=1
(
− 1
pir
ζ
(i2)
2r−1ζ
(i1)
0 +
1
pi2r2
(
ζ
(i2)
2r ζ
(i1)
0 − 2ζ(i1)2r ζ(i2)0
))
−
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− 1
2pi2
q∑
r,l=1
r 6=l
1
r2 − l2
(
ζ
(i1)
2r ζ
(i2)
2l +
l
r
ζ
(i1)
2r−1ζ
(i2)
2l−1
)
+
+
q∑
r=1
(
1
4pir
(
ζ
(i1)
2r ζ
(i2)
2r−1 − ζ(i1)2r−1ζ(i2)2r
)
+
(153) +
1
8pi2r2
(
3ζ
(i1)
2r−1ζ
(i2)
2r−1 + ζ
(i2)
2r ζ
(i1)
2r
)))
,
where the meaning of the notations included in (151), (12) is preserved.
A deep comparative analysis of the efficiency of application of Legendre polynomials and trigono-
metric functions to the numerical integration of Ito SDEs is given in [23], [39].
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