Introduction
The "tilted-rig" test problem originates from a series of experiments (Smeeton & Youngs, 1987 , Youngs, 1989 performed at AWE in the late 1980's, that followed from the "rocket-rig" experiments (Burrows et al., 1984; Read & Youngs, 1983) , and exploratory experiments performed at Imperial College (Andrews, 1986; Andrews and Spalding, 1990) . A schematic of the experiment is shown in Figure 1 , and comprises a tank filled with light fluid above heavy, and then "tilted" on one side of the apparatus, thus causing an "angled interface" to the acceleration history due to rockets. Details of the configuration given in the next chapter include: fluids, dimensions, and other necessary details to simulate the experiment. Figure 2 shows results from two experiments, Case 110 (which is the source for this test problem) that has an Atwood number of 0.5, and Case 115 (a secondary source described in Appendix B), with Atwood of 0.9 Inspection of the photograph in Figure 2 (the main experimental diagnostic) for Case 110. reveals two main areas for mix development; 1) a large-scale overturning motion that produces a rising plume (spike) on the left, and falling plume (bubble) on the right, that are almost symmetric; and 2) a Rayleigh-Taylor driven mixing central mixing region that has a large-scale rotation associated with the rising and falling plumes, and also experiences lateral strain due to stretching of the interface by the plumes, and shear across the interface due to upper fluid moving downward and to the right, and lower fluid moving upward and to the left. Case 115 is similar but differs by a much larger Atwood of 0.9 that drives a strong asymmetry between a left side heavy spike penetration and a right side light bubble penetration. Case 110 is chosen as the source for the present test problem as the fluids have low surface tension (unlike Case 115) due the addition of a surfactant, the asymmetry small (no need to have fine grids for the spike), and there is extensive reasonable quality photographic data. The photographs in Figure 2 also reveal the appearance of a boundary layer at the left and right walls; this boundary layer has not been included in the test problem as preliminary calculations suggested it had a negligible effect on plume penetration and RT mixing.
The significance of this test problem is that, unlike planar RT experiments such as the RocketRig , Linear Electric Motor -LEM (Dimonte, 1990) , or the Water Tunnel (Andrews, 1992) , the Tilted-Rig is a unique two-dimensional RT mixing experiment that has experimental data and now (in this TP) Direct Numerical Simulation data from Livescu and Wei. The availability of DNS data for the tilted-rig has made this TP viable as it provides detailed results for comparison purposes. The purpose of the test problem is to provide 3D simulation results, validated by comparison with experiment, which can be used for the development and validation of 2D RANS models. When such models are applied to 2D flows, various physics issues are raised such as double counting, combined buoyancy and shear, and 2-D strain, which have not yet been adequately addressed. The current objective of the test problem is to compare key results, which are needed for RANS model validation, obtained from high-Reynolds number DNS, high-resolution ILES or LES with explicit sub-grid-scale models. The experiment is incompressible and so is directly suitable for algorithms that are designed for incompressible flows (e.g. pressure correction algorithms with multi-grid); however, we have extended the TP so that compressible algorithms, run at low Mach number, may also be used if careful consideration is given to initial pressure fields. Thus, this TP serves as a useful tool for incompressible and compressible simulation codes, and mathematical models.
In the remainder of this TP we provide a detailed specification; the next section provides the underlying assumptions for the TP, fluids, geometry details, boundary conditions (and alternative set-ups), initial conditions, and acceleration history (and ways to treat the acceleration ramp at the start of the experiment). This is followed by a section that defines data to be collected from the simulations, with results from the experiments and DNS from Livescu using the CFDNS code, and ILES simulations from Youngs using the compressible TURMOIL code and Andrews using the incompressible RTI3D code. We close the TP with concluding remarks, and Appendices that includes details of the sister Case 115, initial condition specifications for density and pressure fields.
Problem definition

Geometry and Fluids
Figure 1 is a schematic of the experimental tank showing definitions of dimensions, angle definitions and accelerations. The tank dimensions are given in Table 1 ; in Case 110 the actual tank vertical dimension was 25 cm with an air bubble trap at the top of tank. A rectangular tank height of 24cm should adequately account for this. Preliminary calculations have shown that the 2.5cm depth has negligible effect on the growth of the central RT mix zone, or the left/right plume development. For the test problem a tank depth of 15 cm (i.e. 6x the experimental one) should be used to give better statistical averages for the RANS model comparison and provide data unaffected by two-dimensional effects.
The fluids used in Case 110 were NaI solution and Hexane. Fluid properties may be found in Table 2 .
Boundary conditions
We choose not to include viscous wall effects in the boundary conditions. The experimental results suggest that wall effects do have some influence. However, we do not wish to include these effects in the RANS models. Hence the 3D calculations use either free-slip or cyclic boundaries to facilitate ensemble averaging for comparisons with RANS models. We specify two sets of boundary conditions as some computer simulation codes may have hard-wired cyclic boundaries (e.g. spectral HPC codes), the two sets of possible boundary conditions, as shown in 2) For codes that require cyclic boundary conditions for left/right boundaries we double the width of the domain so the tilted interface becomes a complete "saw-tooth" giving left/right symmetry, the front/back walls are cyclic, and the top/bottom are free-slip; see Figure 3 (right).
Initial Conditions
There are two main initial conditions, the density interface (to take into account the tilt and initial density perturbations), and the pressure field.
Density interface: the mean position is specified as shown in Figure 3 , with the dimensions/angles of Table 1 . Interface height perturbations are superimposed as a k -2 spectrum (k=2π/λ), with λ min =0.2cm, λ max =L x /2=7.5cm, and standard deviation=0.001 λ max . (values need to be confirmed by running simulations). The random perturbation can be calculated by using the subroutine PERTINT from the IWPCTM11 web site (http://laws.lanl.gov/IWPCTM11/TP_2_pertint.txt ). In that case the input required is SS=-2.0, XLMIN=0.2, XLMAX=7.5, SD=0.0075. The interface height (tilt + perturbation) defines the fluid volume fractions, 1 2 f , f , for each cell and hence the initial density:
; alternatively for DNS one could use the same PERTINT routine but initialize the density perturbations through an error function, as described in the Appendix, to ensure the smoothness of the profile. Calculations should also be run with the tilt-angle set to zero i.e. random perturbations only, in order to assess the 2D effect on the amount of mixing.
Initial velocity fields are set to zero. For incompressible simulations the initial pressure field is set up by the Poisson solver during the first time-step. For compressible simulations, a suitable constant gravity, g , should be used rather that the time-vary g recorded for the experiment ( g was approximately constant for most of the experimental period). Time-varying g is not recommended here for compressible simulations in order to avoid the global adjustment to the pressure field needed throughout the simulation. In this case we recommend a suitable Poisson equation should be solved for the initial pressure field. The details are given in Appendix 5.1; 2-D and 3-D Poisson solvers are will be provided in Version 2 of the TP (Fall 2012) to facilitate 3-D ILES simulations, and 2-D RANS models. Compressible simulations with variable acceleration are possible if a much lower Mach (~0.02) number is used and this may be a feasible approach for 2-D RANS models.
Computational Grids and Time Steps for Case 110 2.4.1 Overview
For the tank cross-section, L x = 15cm and L y = 15 cm is recommended and serves as the reference case for all the results reported below (variations are also discussed in the next section). The tank height, L z , may either correspond to the experimental situation or exceed this. Most of the output requested is unaffected by the upper and lower boundaries and increasing L z should facilitate the use of powers of 2 for the grid sizes. It is recommended that the number of cells in the x-direction should be at least 512. Two different mesh sizes should be used in order to examine mesh convergence. For the reference case the aim was to keep cell sizes similar, while maintaining a power of 2 suitable for a multi-grid pressure algorithm with up to 4 levels of refinement. We note that for the purposes of collecting ensemble averaged data for RANS model validation/development, the "y" dimension could be increased with a corresponding increase in the number of cells An alternative to increasing the y dimension for RANS data is to perform multiple runs using different initial random number seeds for the density perturbations -our experience suggests that this would offer no gain.
Andrews simulations with RTI3D
Choice of time-step may be automatic according to an accuracy or stability condition. For the grid above Andrews has found that the a time-step of 2*10 -6 secs gives a maximum Courant number during the simulation of about 0.2 .
Livescu simulations with CFDNS
The DNS runs of Livescu used two cross-sections, one corresponding to the experimental set-up (quasi 2-D) and one with the reference square cross-section (3-D): a) Lx=15 cm, Ly=2.5 cm, with Nx=1536, Ny=256 (the domain reported here) b) Lx=15 cm, Ly=15 cm, with Nx=1536, Ny=1536 (recommended to provide better statistics)
Since the data provided for model development are obtained by averaging in the y direction, the experimental cross section may not provide enough statistical samples for good averages. Therefore, a square cross-section is more appropriate for obtaining converged averages. In addition, while it is expected that some of the global quantities will be similar for the two cases, there are non-trivial 2-D effects at large scales in the case of the experimental cross-section. This may affect the higher order statistics (e.g. those needed by models like BHR). In order to examine the sensitivity of the results to these two-dimensional effects, we have used the twocross sections above.
For the two DNS runs, the vertical size of the domain was large, in order to examine long-time effects:
a) Lz= 75 cm b) Lz= 50 cm
For the DNS runs, the time integration is adaptive and the time step decreases as the flow evolves, from about 7.5*10 -6 s to about 1*10 -6 s. This is of the same order as that used for the ILES calculations by Andrews. 
Youngs simulations with TURMOIL
Acceleration History -Simulation Times
In the experiment the tank acceleration ramped-up during the initial motion and is given in Table  3 ; note that for Case 110 the acceleration attained a roughly constant value after 12 ms, and for Case 115 after 7ms. The complete acceleration history is available in Table 3 and plotted in Figure 4 .
There are two ways to account for the variable acceleration: 1) Incorporate Table 3 directly into the simulation (i.e. a variable "g"), however this may create problems for compressible codes.
2) Constant accelerations may be used instead. Suitable values are g = 0.035cm/ms 2 for Case 110 and g= 0.016cm/ms 2 for Case 115. A non-dimensional time,  , should be used for comparison with experimental results and with variable -g simulations. This is given by
where A is the Atwood number and  is a correction term. For the constant-g simulations  is zero. For variable-g  = -0.053 (case 110) and =-0.014 (case 115). A simple LayzerGoncharov model, described in Appendix 5.2 has been used to derive these corrections.
The second method should be used for compressible simulations of the experiment.
With reference to Figure 4 , it is recommended that Case 110 be run to 71 ms.
Results
Data To Be Collected
The data to be collected consists of a combination of integral quantities to be plotted as functions of time and two-dimensional plots at selected times. All quantities are unambiguously defined and are suitable for direct comparison with RANS model simulations.
Integral values to be plotted versus non-dimensional time, 
Let ( x,z )  denote the average of  in the y-direction and let ( z )  denote the average of  over an x-y plane. The following integral quantities should be supplied as functions of time for the calculations with and without the tilt-angle included (except for the mix tilt angle). where D is the total KE dissipation. D may be calculated from the viscous or sub-grid LES dissipation (or if the change in internal energy is negligible and energy conservation is good, from the relation P D K   where P is the loss of potential energy).
Two-dimensional plots at selected times
Three times, corresponding to the experimental photographs, are selected for case RT110: t exp =45.3, 59.8 and 71.1 ms (t exp =59.8 is the last experimental time for which the results are unaffected by the upper and lower bound boundaries). The experimental photographs are shown in figure 7. Time t exp =45.3 corresponds to the time when the amount of mixing is about half that at the second time . This final time , t exp =71.1 ms , corresponds to a late-stage photograph. It is anticipated that not all of the 3D simulations will have the appropriate boundary conditions for this. Nevertheless, comparison with 2D RANS models at this time will be useful. The For calculations with the tilt-angle included, the following 2D plots of y-averaged quantities should be provided. 2) turbulence kinetic energy, k , as defined in section 3.1.1.
3) dissipation rate per unit mass,  , defined by
This should be readily available for DNS and LES with explicit sub-grid models (can be obtained from some ILES such as TURMOIL).
4) molecular mixing parameter
where v=1/and the primes denote fluctuations      .
6) mass fluxes in horizontal and vertical directions:
TURMOIL results from DLY
Results for the TURMOIL simulations listed in section 2.4.3 are shown in figures 8,9,10 and 11. This gives =0.048 and quantifies the influence of initial conditions on the problem without tilt. When the tilt is included the amount of mixing, as measured by
, is increased slightly. Mesh resolution has some effect. The coarser mesh gives slightly more mixing. This is attributed to the reduced dissipation of density and velocity fluctuations at early time when the turbulence is poorly resolved. However, at the higher mesh resolution, the central mixing zone is somewhat thinner (as expected from figure 11 ). The experimental values of H b and H s are a bit less than the calculated values. Moreover the bubble and spike at the sides of the tank in the experiment tend to pull away from the walls. This difference in behavior is attributed to the influence of the wall boundary layers. Figure 9 shows contour plots for , the molecular mixing parameter, and k, the turbulence kinetic energy at =1.741. Note that in the central region  is higher on the spike side than the bubble side. 
RTI3D results from MJA
Comparison of results
Figure 27 shows a comparison of the global molecular parameter obtained from the three codes.
The trends are similar in each case. The initial values are high, close to unity for the DNS which solves the initial interface. The parameter then drops and finally rises to a plateau when the "mixing transition" is passed. The final values are higher in the quasi-2D DNS than in the ILES. It is believed that this difference will be resolved when results for the square cross-section DNS are available.
Conclusions
The Tilted-Rig Test Problem is intended to serve as a validation problem for RANS models, and as such we have provided ILES and DNS simulations in support of the test problem definition. The generally good agreement between experiment, ILES and DNS supports our assertion that the Tilted-Rig is useful, and the only 2-D TP that can be used to validate RANS models. 
A simple model for the influence of variable acceleration
The model is approximate but the derivation does not assume that g is constant. The above equations are solved for constant g and for the experimental time variation, using values of  typical of the large scale overturning motion. Results are shown here for case 110 with
Bubble and spike distances are plotted against the non-dimensional time ,  , defined in section 2.6. If the correction  = -0.053 is used the variable-g results overlay the constant-g results. 
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