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1. INTRODUCTION 
Some of the questions of foremost concern in the theory of formal series 
are: How does one express one formal series in terms of another; how does 
one compute the composition of two formal series, and how does one compute 
the compositional inverse of a formal series. One of the aims of this paper 
is to give a partial answer to these questions in the setting of formal Laurent 
series with a finite number of terms of negative degree. 
In the setting of formal power series the umbra1 calculus (see Roman and 
Rota) has given similar answers to these questions. One of the principle tools 
of this calculus is the notion of polynomial sequence of binomial type. That is, 
sequences of polynomials p,(x) satisfying 
P& + Y> = k$o (1) PJMPn-k(Y) 
and degp,(x) = n. These polynomial sequences have been the object of study 
for many years and there exists a vast literature on them. 
The umbra1 calculus has made clear for the first time the role of sequences 
of binomial type in determining the constants involved in expressing one 
power series in terms of the powers of another. Moreover, one of the central 
contributions of this calculus was the development of a formula for computing 
sequences of binomial type in connection with formal power series. This is 
the so called Transfer Formula. 
Another major contribution of the umbra1 calculus came in the study of the 
analog of sequences of binomial type for “polynomials of negative degree.” 
More specifically, sequences of infinite series of the form fn(x) = C,“=-, alc& 
for n < 0 satisfying the identity 
f& + Y) = ,g 
m 
(n,) fd4Pn--P(Y) 
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where p,(x) is a sequence of binomial type. These sequences have been termed 
factor sequences and were studied first by Cigler. 
However, the constraints of restricting ones point of view to formal power 
series have made several important problems seemingly impossible to resolve. 
One such problem concerns the Transfer Formula. One has little difficulty 
in proving the Transfer Formula is correct once it is known but its origin 
has been somewhat of a mystery. Clearly a thorough understanding of this 
formula is necessary if one hopes to generalize the theory. Another problem 
concerns the identity defining factor sequences. This identity does not seem 
to provide an intrinsic characterization of factor sequences in view of the 
presence of the polynomial sequence p,(x). What then is an intrinsic charac- 
terization ? 
We are able to answer these questions in the setting of formal Laurent series. 
The umbral calculus has relied heavily on the derivative 
as a key in understanding factor sequences and the Transfer Formula. However, 
since Dx” = 0 one can see the separation of positive and negative powers 
of x. Such a separation evidently makes it impossible to unify the concepts 
of sequence of binomial type and factor sequence even though they seem to 
have so much in common. 
One of the major innovations of the present work is the replacing of the 
derivative by a new action defined by 
With this new tool the two concepts become one. In fact, a surprising thing 
happens. It turns out that sequences of binomial type arise from certain 
sequences of infinite series in a purely artificial way. More specifically, our 
theory gives rise to special sequences of formal series of the form 
for all integers n. Sequences of binomial type arise from these special sequences 
by taking only n 3 0 and removing from each f%(x) all terms of negative 
degree. Moreover, a factor sequence is nothing but one of these special sequences 
restricted to n < 0. 
Needless to say, this surprising fact about sequences of binomial type leads 
to many fascinating questions. We have, however, decided to postpone a 
discussion of these questions, or in fact of any examples or applications of 
the present theory, to a forthcoming paper. 
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The present work is more than just a rewriting of the umbral ca.lcuh.~s for 
Laurent series. We have generalized the theory to include an infinite number 
of different calculi of formal series. We give a brief description of one such 
interesting calculus in the last section. There are other fringe benefits of this 
more general theory-one of the most important of which is a powerful counting 
technique described briefly in the last section, and which is the subject of a 
forthcoming paper. Also, we feel that the setting is finally right for generalization 
to several variables, a task which is well underway. 
2. THE ALGEBRAS 
Let K be a field of characteristic zero. Let I’ denote the field of all formal 
series in the variable t of the form 
where a, E K and m is any integer. Let P denote the field of all formal series 
in the variable x of the form 
p = i bjxj 
j--.x 
where bj E K and n is any integer, We say that f has degree m if a, # 0 but 
ak = 0 fork < m, andp has degree n if b, # 0 but b, = 0 forj > n. 
We define an action of I’ on P. Let 01 be an integer and suppose c, E K is 
nonzero for all integers n. We denote the action off E I’ on p E P by 
and set 
cf IP) 
ctk / xn> = CnSn,k+ar 
where S,,j is the Kronecker delta. This action is extended to all f E I’ and p E P 
by setting 
n--a 
=& 
ck+aakbk+ol. 
Notice that (f 1 xj) = cja,-, and so <f 1 xi) = 0 if j < m + a, and 
f = f (f ;zm+“’ tk. 
k=m 
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Similarly, (t” 1 p) = cKfarblcM and (tL 1 p) = 0 if K > n - 01. Also, 
p = f w I P> x, 
j=-m ci 
From this we see that if (f 1 p) = 0 f or all p E P, then f = 0, and if (f j p) = 0 
for all f  E r, then p = 0. We call these important facts the spanning argument. 
For f, g E r we wish to derive a formula for the action of the product fg 
in terms of the actions off and g. 
PROPOSITION 1. Let f ,  g E I’, then 
n-m--s 
(fg 1x9 = c 
k=m 
where m = degf and s = degg. 
Proof. From the preceding remarks we obtain 
n--o--s 
I c x”f*)(g ( X-y 
k=m 
since (tk+j 1 x”) = I$&+~,~+~. 
The extension to multiple products follows easily by induction. 
PROPOSITION 2. If  fi , fi ,..., fk E I’ then 
(fi*‘-fkIXn) = c --%- (fi 1 xi’) *” (fk 1 &). 
il+..*+ik--n+(k-lb ‘$1 *‘* ‘5, 
COROLLARY 1. I f  f  E r has degree m, then (f k 1 xn) = 0 whenever n < 
mk+cr. 
Moreover, (f k I x~~+~) = (c,,/&+J(f ] x~+~)~ # 0. 
3. SPECIAL SEQUENCES 
By a sepilence in P we mean a double sequence p, of elements of P for which 
degp, = n for all integers n. One of the most important concepts in the forth- 
coming theory is that of a special sequence. We say a sequence p, is special if 
n-Lx--S 
(fglptz> = c 
k-m 
& (f 1 Pk+m+a)(g 1 Pn-k) (*) 
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for all f, g E I’ where degf = m and degg = s. The importance of these 
sequences will become clear a bit later. For now we content ourselves with 
developing some properties of special sequences. 
To this end we define the evaluation series in lY For a E K and any integer m, 
the evaluation series Ed,,, E I’ is defined by 
Thus 
We wish to show that a sequence is special if and only if (*) holds for all 
evaluation series. Also, we wish to establish an intrinsic criterion for a sequence 
to be special in terms of its coefficients. 
PROPOSITION 3. Ifpn = Cm=- k m an,,xk iS a sequence in P, then (*) holds for 
all evaluation series ;f and only if 
cf+i-o! 
- an,f+i+ = 
C&j 
k+u,ian-k.i 
for all inteps i and j. 
Proof. On the one hand we have 
k-a-s 
= f 
%.k 
k---m 
z --& (e,,, 1 xj+a)(Eb.s 1 Xk-‘) 
314 
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R-a-8 
c 
k-m 
& <%.m 1 Pk+a)(%s 1 &z-k) 
Equating coefficients of u’b’ concludes the proof. 
PROPOSITION 4. A sequence p, in P is special ;f and only if (*) holds for all 
evaluation series. 
Proof. Suppose (*) holds for all evaluation series. Then if p, is as in Proposi- 
tion 3, (**) holds. 
An easy computation shows that (H) implies 
<t+ 1 p,) = ,r’ 
k=l 
f& <t5 I P7c*><ti 1 h-k) 
n--oL-8 
= ,c, * <t5 I Pk+a)<i’ 1 ha-k> 
for all j >, m, i > s, where m and s are arbitrary integers. Finally we may 
replace tf by any series f and ti by any series g. Thus the proposition is proved. 
Propositions 3 and 4 show that a sequence p, = CLC-, a,,gk is special if 
and only if (w) holds. 
4. CONJUGATE SEQUENCES 
A delta series is a series f E r with degree one. Using delta series we may 
characterize special sequences. The conjugate sequence of a delta series f is 
the sequence q,, in P defined by 
q 
n 
= i <f"" Ix? xk, 
k---m ck 
Since f is a delta series, q,, is a sequence. 
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THEOREM 1. A sequence q,, is special ; f  and only if it is the conjugate sequence 
for a delta series. 
Proof. Suppose q,, is the conjugate sequence for the delta series f. Then 
if q,, = Cz-, anSkxk we have 
n k = <fk-” I xn> 
a. 
ck 
It is routine to check that the a+k satisfy (**) of Proposition 3. Therefore, 
Q% is special. For the converse, suppose qn = Ct=-cO a,,# is special. Define 
fk E r for all integers k by (fk+ 1 x”) = clcaI,,k . Then since (fi 1 xn) = 
c,+,a,,,+, we see that fi is a delta series. Moreover, since an,k satisfies (**) 
we obtain 
n-j 
(fi+j--Bar I x”> = C c, (fi-a I 
&-a ck+&~-k 
Xk+“)(fj-a 1 x+-k) 
= <fi-ah-a I 6 
Therefore, fi = fii and qn is the conjugate sequence for fi . 
5. ASSOCIATED SEQUENCES 
In order to continue with our theory we must put topologies on I’ and P. 
The topology on r is specified by requiring that a sequence fn = Crxrnn a,,,tk 
in r converges to f = C,“=, aktk if for any integer 12, there exists an integer 
a0 such that ?z > tt,, implies an,k = a, for all K < As. The topology on P is 
completely analogous. Namely, we require that p, = Cp=-, b,,k~R converge to 
p = C:=-, bpk ‘f f I or any integer k, there exists an integer n, such that n > n, 
implies b,,, = b, for all k > k, . Then r and P are topological algebras. 
We observe the very important fact that if f is a delta series, then CF:,,, akf k 
is a convergent series for any integer m and any sequence a, E K. It is also 
clear that the powers fk span r in the sense that if g E r, then g = C,“=,,, akfk 
for some integer m and for some sequence ak E K. We are now in a position 
to determine the constants ak . 
THEO~M 2. Let f be a delta series in lY Then the following identity uniquely 
dejines a sequence p,, in P: 
<f Ic I Pn> = ctz6n,k+, l ( * * * I  
Proof. Let us write p, = x2:-, b,,jx’ and f = C,“p, a#, where a, # 0. 
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Then we set fk = Cyck alkV, where up) = u,k # 0. Thus (MM) becomes 
= kL 
m (g;ca+m) (f” I PlJ 
=<gIPn) 
and the result follows by the spanning argument. 
COROLLARY 2. Let f be a delta series with associated sequence p, . Then 
if p E P we have 
p= i <fk-aIP>pk 
k=-m ck 
where n = degp. 
Proof. For p, 4 E P, it is clear that p = q if and only if (E,,, 1 p) = 
(c,,, 1 q) for all a E K and all integers m. Thus the corollary follows from the 
Expansion Theorem with g = E,,, . 
The Expansion Theorem motivates a closer study of associated sequences. 
The next theorem ties in the results of previous sections. 
THEOREM 4. A sequence p, is an associated sequence if and only if it is special. 
Proof. Suppose p,, is the associated sequence for the delta series f .  Then 
<f!f j I PA = Qn.t+j+. 
n-a--s 
= c 
k=.=m 
& <f i 1 Pk&f j 1 h-k) 
form~i~n-~-sands~j~n-~-m.Ifwewrite~a,,=~~~mbif~ 
and Eb,s = ~~cl d,f I, we have 
= f  f  bid, a$iS& <fi I pk+ol)(f’ I pn-k) 
i=na i-8 
n-m-s 
= k?i, 
c, f  bi(fi I pk+m) “tea d*<f’ I Pn-k> 
‘k+dn-k i=m 5-s 
THE ALGEBRA OF FORMAL SERIES 317 
By Proposition 4, the sequence p+, is special. For the converse, suppose 
p, is a special sequence. We define the series fk in r for all integers k by 
Now (fk 1 xn) = 0 if n < k + (II and (fk 1 x~+~) # 0 so degf, = k. In 
particular fi is a delta series. Since pn is special, 
n-a-j 
<fdi I Pn) = c 
k=i 
$$-& <fi 1 hc+a)(h 1 Pn-k) 
= Cn8n.i+i+a = <fi+j I Pn) 
and therefore fi = fla. Thus the theorem is proved. 
In view of Theorems 1 and 4 we see that a delta series is related to two specia1 
sequences-its associated sequence and its conjugate sequence. On the other 
hand, a special sequence is related to two delta series-one for which it is the 
associated sequence and one for which it is the conjugate sequence. 
6. TRANSFER OPERATORS 
The relations mentioned at the end of the previous section are best described 
with a diagram. 
f 
associated 
-P?? 
conjugate 
1 
%I fweociated 
, 
g 
In this section we show that the conjugate sequence for g is p, , and we 
give an intimate connection between f and g and between p, and q,, . 
If f and g are delta series and if g = Cc=‘=, a,tk, we define the composition 
g(f) as the delta series 
g(f) = ? akfk 
k=l 
which converges in the topology of r. If p, and q,, are special sequences in P 
and q,, = CL-, a ra,i~jr we define the umbra1 composition of q,, with p, as the 
sequence 
n 
Cl@) = C a*,iPj 
j=-m 
which converges in the topology of P. We are going to show that the map 
which associates to each delta series in r its associated sequence in P is a group 
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homomorphism from the group of delta series in r under composition to the 
group of special sequences under umbral composition. 
Let p, be a special sequence in P. The transfer operator associated with p, 
is the linear operator X mapping P onto itself defined by 
h f bjx* = t b,p, 
j=-cc j,-m 
which converges in P. 
If p, is the associated sequence for the delta series f, we will frequently 
write A, for the transfer operator associated with p, . 
If X is a linear operator on P, the adjoint A* of h is the linear operator acting 
on I’ defined by 
G*f I x”> = <f I xx”>* 
THEOREM 5. If X is a transfer operator then its adjoint h* is an automorphism 
of r which maps delta series to delta series. 
Proof. Suppose X is a transfer operator. It is clear that A* is linear, one-to-one, 
and onto. To see that A* preserves multiplication suppose A: xn + p, . Noticing 
that A* preserves degree, if f, g E r, 
<x*(fg) I x9 = <fg I Xx”> = <fg I Pn) 
& <f 1 pk+,><g 1 pn--k> 
n-a-s 
=A *<x*f’ 
Xk+*)(A*g 1 x-k) 
= <o*f xx*g> I e. 
Thus by the spanning argument X*(fg) = (h*f)(h*g). Finally, suppose p, is 
the associated sequence for the delta series f, then 
<h*f I x”> = <f I P,> = cn%L1+a = <t I x”> 
and so h*f = t. The Expansion Theorem then implies A* maps delta series to 
delta series. 
The most important properties of transfer operators are contained in 
PROPOSITION 5. (a) A transfer operator maps special sequences to special 
sequences. 
(b) If X: p,, --t q,, is a linear operator, where p,, is associated to f and qn 
is associated to g, then X*g = f. 
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(c) If p, and qn are special sequences, and if A: p, --f q,, is a linear operator, 
then X is a transfer operator. 
Proof. (a) Let A: A?’ + p, be a transfer operator and let q,, be the associated 
sequence for the delta series g. Then (A*--lgk 1 hq,) = (gk 1 qn) = cnSnSkfa 
and so hq, is the associated sequence for A*-lg. 
(b) We have ch*g 1 Pa) = (g 1 /\pn> = <g 1 qn) = Cd%k.k+. = <f 1 P,> 
and so h*g = f. 
(c) Suppose p, is associated to f, with compositional inverse J, and qn 
is associated to g. Then h*g = f, and (A* C aigi 1 p,) = (C a,gi 1 4%) = 
(C ajfj I p,). So h* C ajgj = C aif’. Takingx ajtj = fk we have X*Jk(g) = tk 
so (f”(g) I kc”) = (tk I xn) and AA? is associated toJ(g). 
An important corollary to Proposition 5 is 
THEOREM 6. If f  is a delta series with associated sequence p, and g is a delta 
series with associated sequence qn , then the composition g(f) is a delta series with 
associated sequence q&). 
Proof. If A: X” + p, is a transfer operator, the proof of part (a) in Proposi- 
tion 5 tells us that hqn is the associated sequence for A*-lg. But hq, = q-(p). 
Moreover, part (b) of Proposition 5 implies X*f = t, so X*-9 = f  and, therefore, 
A*-lg = g(f). This proves the theorem. 
COROLLARY 3. The umbra1 composition of special sequences is special. 
COROLLARY 4. A delta series f  with associated sequence p, is the compositional 
inverse of a delta series g with associated sequence q,, if and only if q,,( p) = xn. 
COROLLARY 5. If p, and qn are special sequences, and q,,(p) = xn, then 
P&J = xn* 
7. ANOTHER ACTION OF r ON P 
We wish to find a method of computing the associated sequence of a delta 
series. To this end we define another action of r on P, which we will denote 
by juxtaposition. Our motivation in making this definition is the requirement 
that 
<f I P”> = <fg I xn> 
for all f ,  g E r. By expanding the right-hand side using Proposition 1, the 
spanning argument forces us to set 
fx” = k$m * <f I Xk+9 L?Fk 
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tkXn = c, yh-k 
%-k 
Moreover, we have 
PROPOSITION 7. If  f ,  g E r, then 
fgxn = gfxn. 
Proof. This follows from the spanning argument since for any h G r, 
<h I fgx’? = <hfg I x3 = <h& I ~‘9 = <h I gfxn>. 
We can easily give a criterion for associated sequences in terms of this action. 
THEOREM 7. A sequence p, is the associated sequence for a delta series f  if 
and only if 
(1) <to I Pn> = GAW - 
(2) fPn = W9+1) PM . 
Proof. Suppose p, is the associated sequence for f .  Then 
<f k 1 fpn) = <f k+l I p,> = Cn8n.k+l+a 
cm 
= - %-&+l,k+u = 
G-1 
5 <f k I Pn-1) 
R 
and the spanning argument gives (2). Conversely, suppose (1) and (2) hold. 
Then 
<f Ic I pn) = cto If “p,> = (tO j zp.4) = C,8n-k,a = CnSn.k+a 
and so p,, is the associated sequence for f .  
COROLLARY 6. If  p, is the associated sequence for a delta series f, then 
P ?Z+lZ = Ff -Czp, 
for all integers a. 
As might be expected, we can extend Proposition 7 to 
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PROPOSITION 8. If p,, is a special sequence then 
~ (f I Pk+a) P*-k 
where m = deg f. 
Proof. Suppose p, is associated with the delta series g. Then 
= irn +& <gj  1 pk+a) Pm-k 
for all j > m. By continuity and the spanning argument we may replace gj by f .  
8. THE RECURRENCE FORMULA 
We are able to use the results of the previous section to obtain a recurrence 
formula for associated sequences. 
If p, is a special sequence, the shif operator associated with p, is the con- 
tinuous linear operator 8 mapping P onto P defined by 
ep, = (n - O1 + 1) CT% p 
GZ+1 
n+1 
If p, is associated with f ,  we write 13, .
PROPOSITION 9. An operator tI mapping P onto itself is a shift operator if 
and only if its adjoint B* is a continuous, everywhere defined, derivation on r 
for which e*(f) = to for some delta series f. 
Proof. Suppose 0, is a shift operator, where f  has associated sequence p, . 
Then 
<e,*f k I P,> = (f k / (n - %I ‘) ‘n P,+$ 
= @ - a+ 1) GA+~.~+~ = W%,k-l+a 
= <hf $-l I PJ 
and so e,*fk = kfk-l. Since 0: is continuous, the spanning argument implies 
that Of” is an everywhere defined derivation. Also tJ?f = f  O = to. Conversely, 
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suppose w* is a continuous, everywhere defined derivation of r, for which 
w*f = to. Let ~9 be the shift associated with p, , the associated sequence for f. 
Then 
<f"IwPm> = (~*ff"IP,> = <~fk-llP*) 
= Wn.k--l+a = <fk I Ed,>. 
Thus w = 8. 
Next we derive the chain rule for derivations. 
PROPOSITION 10. Suppose 6, and 0, are shift operators. Then 
ep = (e&f) e,*. 
proof. Suppose h E r and h = Cf-, akgk. Then 
tl,*h = f ha,gk-18Tg 
k=--n 
and SO 0; = (O,*g) 6:. 
We can now relate two shift operators. 
THEOREM 8. If 0, and 0, are shift operators, then 
e, = e,(e,*fy. 
Proof. For any h E r and p E P, we have 
<h I e,P> = <@h I P) = W’,*h)@%) I P> 
Thus e, = e,(e,*g) = e,(e,*f)-1. 
COROLLARY 7 (The Recurrence Formula). If p, is the associated sequence 
for a delta series f then 
P 
en+1 n+l = (n _ o1 + l) c, e,(f))-1 P, 
where t$ ; x” -+ [(n - a + 1) cn/cn+Il xn+l, and where f ’ is the formal derivative 
off with respect to t. 
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9. THE TRANSFER FORMULA 
We can now give an explicit formula for the associated sequence of a delta 
series. 
THEOREM 9 (The Transfer Formula). I f  p, is the associated sequence for 
a delta series, then 
Pn = 2 f  ‘f+-TIX& 
whue f  ’ is the formal derivative off with respect to t. 
Proof. We will verify parts (1) and (2) of Theorem 7 for the sequence 
qn = (cn/cE-,) f ‘fa--l-%+l. I f  01 # n, then 
(to 1 qn) = (to I2f ,.-%+l) 
C, = c,_1 y& <(f”-9 I -5 
But for any series g = Cm k+,, a,tk, we have (g 1 xa-l) = cD1-ra-r and since the 
formal derivative of any series in I’ has coefficient of t-1 equal to zero we obtain 
If ol = n, then 
<to I %a) = 0. 
<to I Q.) = 2 (f ‘f-l I x”-9. 
It is easy to see that for any delta series f, the coefficient of t-1 in f ‘j-1 equals I 
and so 
<to I 42 = ca * 
Thus part (1) of Theorem 7 is established. For part (2) we have 
f&z = AEf Ifa-n.y-1 
= 2 h-1 
and the theorem is proved. 
COROLLARY 8. If p, is the associated sequence for the delta series f, then 
p, = f’ (f)“-“” xn. 
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10. COMPOSITION OF FORMAL SERIES 
Let f be a delta series. In order to avoid confusion between the multiplicative 
inverse and the compositional inverse off we denote the latter by 3. All of the 
formulas for composition and inversion of series come from 
THEOREM 10. Let f be a delta series with associated sequence p, . Let f  be the 
compositional inverse off. Then for any series g in I’, 
where m = degg. 
Proof. From the expansion theorem we have 
g= f  (gIpk+=)fk 
k=m ck+ar 
The theorem follows by composing each side with3. 
Theorem 10 has many versions and many corollaries. We first notice that 
the Expansion Theorem also implies 
and so 
g(3) = f <g(a;r) tk 
k=m 
(g I Pn> = (g(3) I X9, 
a result which was also established in Section 5. An application of the Transfer 
Formula gives 
2 <KY-” I x-9 = <g I P?%> = <g(3) I x”>. 
COROLLARY 9. Let f be a delta series. Then ifg is any series in r, 
where m = degg. 
g(3) = f <gf ‘for-1-k 1 xa-l) t” 
k=na C-1 
By taking g = tm we obtain the powers of 3. 
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COROLLARY 10. rff is a delta series with associated sequence p, , then 
y,, = f @ 1 Pk+=) tk 
k=m ck+. 
for all integers m. 
COROLLARY 11. If f is a delta series, then 
for any integer m. 
J” = f <f ‘f-l-” 1 xoL-1-n2) tk 
k=m CC+1-m 
We cannot resist the temptation to add one application. The Lagrange- 
Biirmann Formula, in its purely algebraic form (see Henrici) states that if f 
is a delta series and g is a series of degree zero, then 
g(J) = g(O) + i i Wg’f-k) tk 
k=l 
where if h = C aktk is in I’, then Res h = a-, is the residue of h. A simple 
proof of this formula follows from Corollary 10. We first set 01 = 0 and c-r = 1, 
and observe that if h is in P, (h 1 x-l) = Res h. Then for K > 0, 
<gfy-1-k 1 x-1) = - ; <g(f -k)’ 1 x-l> 
= - ; ((d-k)’ - g’f-k 1 x-l) 
= ; (g’f-” 1 x-l) 
= k Res(g’f-k). 
For K = 0, it is easy to see that 
(gf 7” I x-9 = g(O), 
and so the formula is proved. 
11. THE UMBRAL CALCULUS 
We wish to indicate how the umbra1 calculus can be derived from the 
preceding theory. To begin with let 
CL=0 
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c, = 
I 
n!(-l)“+l 
if n>O 
(-n - l)! 
if n<O. 
Then we observe that 
if 0 < K < n or if R > 0, n < 0. 
Recall that the evaluation series is defined by 
E a,O = k$ $ tk = eat 
and that 
Moreover, if n < 0 
E,,OXn = (x + a)“. 
Suppose p, is a special sequence, then 
<%,Ob,O I PVJ = i: (3 <ea.0 I PkXEb.0 IPn-k,>. 
k=O 
If we write j$, as the polynomial derived from p, by removing all terms with 
negative exponents, then 
(%I,0 IPn> = M4 
and since ~~,a+,~ = c,+b,s we obtain 
h& + b, = i (3 akb> fin-k@)* 
k=O 
Thus jn is a sequence of binomial type. The transfer formula for sequences of 
binomial type is thus obtained from our Transfer Formula 
if we agree to take tkxn = 0 for k > n. 
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For negative values of n, p, is an associated factor sequence since 
and 
p-, = f’x-1 
fPn = npn-1 
as required for the associated factor sequence off. 
The identity stating that p, is special implies 
(%,m I P& + w  = 
Consider the situation for n < 0. We have 11 - li > 0 so (E~,~ 1 p,& = j&b). 
Since k < 0 and the above identity holds for all integers m, we obtain the 
factor binomial identity 
P& + 4 = 2 (3 Pk(4 &-k(b). 
k=-m 
12. CONCLUDING REMARKS 
The umbra1 calculus is not the only interesting case of the preceding theory. 
For example, if we take ti = -1 and c, = 1 for all n, we obtain a useful theory; 
The role of sequences of binomial type is played by sequences Jn which satisfy 
AL(x) - MY> _ ?+-l - 
X-Y - z. Pk(4 L-k(Y). 
One of the interesting features of this theory is the emergence of the divided 
differences of a polynomial, and Newton’s divided difference interpolation 
formula. However, we feel that this theory has not yet found its own, and 
awaits a further generalization which is the subject of a paper to appear. 
Of course, one may set a! and c, according to the type of polynomial sequence 
one wishes to study. Along these lines we can describe a powerful counting 
technique. Suppose one has a doubly indexed sequence an,K of constants 
satisfying a recurrence relation of the form 
%+a 
- ad++, = 
C&j 
k+w%-k,i ’ 
Then the sequencep, = X:,“_-, anskxk is special and so is the conjugate sequence 
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for some delta series f~ r. Thus aesk = (f”-i j x”)/c~ . By the Transfer 
Formula 
Pn = ~j7’“-l-“x”-l 
and this gives a way of computing the ala,k . Examples of this counting technique 
were given in the umbra1 calculus for counting such things as trees with 
prescribed restrictions on degrees and permutations with prescribed restrictions 
on cycle structure. In the case of the theory mentioned at the beginning of 
this section, one is able to count objects in connection with bracketing problems, 
ballot problems and Catalan numbers. 
Finally, one may wonder why no mention of Sheffer sequences or their 
counterpart appears in this theory. Sheffer sequences arise as the first attempt 
to replace the powers of a delta series by successive products. More specifically, 
suppose fi , fi ,... are delta series in IY We may replace the orthogonality con- 
dition 
(f” 1 ?h> = dn.kfa: 
defining associated sequences by the condition 
Needless to say, the theory is vastly more complicated and vastly more rewarding. 
We have made some headway in this direction past the notion of Sheffer 
sequences. At any rate a Sheffer sequence s,, is related to a special sequence p, 
by a series of degree zero: 
and so one can derive results on Sheffer sequences at will from the present 
theory. 
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