In this paper, the steady-state performance of the distributed least mean-squares (dLMS) algorithm within an incremental network is evaluated without the restriction of Gaussian distributed inputs. Computer simulations are presented to verify the derived performance expressions.
The solution o w satisfies the normal equations, [7] : Note that the cost function can be decomposed into, as [3] ( ) ( ) ( )
Using this property, references [3, 4] proposed an incremental dLMS strategy with a cyclic estimation structure, as follows:
For each time instant 0 ≥ i : 
III. PERFORMANCE ANALYSIS
To evaluate the performance of dLMS, the following assumptions are utilized, A1) The relationship between the unknown system vector Introduce the following local error signals defined as in [3] to carry out the evaluation:
Note that the output error is given by
We are interested in evaluating the following performance measures at each node k :
Introduce further weighted error signals:
where k is a Hermitian positive-definite weighting matrix that we are free to choose at each node k . Introduce also the weighted norm notation x x x = 2 for a vector x and Hermitian positive-definite 0 > . After the same manipulations as in [3] , we obtain
which reveals a relationship between two neighbouring nodes. By calculating the energies of both sides of (14), a spatial-temporal energy relation is obtained as
which is an exact energy relation between two adjacent nodes in space and time, and is derived without any approximations For simplicity, we drop the time index i . Applying the expectation operation to both sides of (15), we get:
In order to evaluate the performance of the learning algorithm, we need to examine the following three moments: In [3, 4] , the assumption of Gaussian regressors are used to evaluate the last item in (18). In the non-Gaussian case, we proceed as in [5, 6] by introducing the 
Using (20) to express some items in (17), we find 
(25) For clarity, we recall the time index i . Therefore, expression (16) becomes
where we use the fact that
For simplicity of notation, we drop the {} ⋅ vec notation from the subscripts in (26):
By iterating (28) over one cycle, N coupled equations are obtained: 
. By choosing the free parameters
, we combine (30) and (31) Iterating across the cycle we arrive at
Expression (37) can be exploited to evaluate the performance measures at node k, as follows:
Since we are free to select the weight vector
expressions for the steady-state MSD, EMSE and MSE at node k ( ) 
IV. SIMULATIONS
In this section, we compare the theoretical performance with the computer simulations in a system identification scenario. 
VII. CONCLUSIONS
In this paper, we carried out a steady-state mean square performance evaluation of dLMS under the assumptions A1 and A2. Using weighted spatial-temporal energy conservation arguments, we derived expressions for the steady-state MSD, EMSE and MSE without restricting the distribution of the inputs. 
