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Abstract. Model defects are known to cause biased nuclear data evaluations
if they are not taken into account in the evaluation procedure. We suggest a
method to construct prior distributions for model defects for reaction models
using neighboring isotopes of 56Fe as an example. A model defect is usually a
function of energy and describes the difference between the model prediction
and the truth. Of course, neither the truth nor the model defect are accessible.
A Gaussian process (GP) enables to define a probability distribution on possi-
ble shapes of a model defect by referring to intuitively understandable concepts
such as smoothness and the expected magnitude of the defect. Standard specifi-
cations of GPs impose a typical length-scale and amplitude valid for the whole
energy range, which is often not justified, e.g., when the model covers both the
resonance and statistical range. In this contribution, we show how a GP with
energy-dependent length-scales and amplitudes can be constructed from avail-
able experimental data. The proposed construction is inspired by a technique
called dynamic time warping used, e.g., for speech recognition. We demonstrate
the feasibility of the data-driven determination of model defects by inferring a
model defect of the nuclear models code TALYS for (n,p) reactions of isotopes
with charge number between 20 and 30. The newly introduced GP parametriza-
tion besides its potential to improve evaluations for reactor relevant isotopes,
such as 56Fe, may also help to better understand the performance of nuclear
models in the future.
1 Introduction
Evaluated nuclear data are important input for all kinds of nuclear physics applications. It
has been shown in the past, e.g., [1], that evaluation techniques without proper account of
potential model defects tend to underestimate uncertainties and bias results. Acknowledging
the problem and being in need of a solution, Bayesian procedures have been often pragmati-
cally tuned to deal with the problem, e.g., by ad-hoc adjustments of the likelihood function or
by rescaling the obtained posterior uncertainties to make them plausible. A methodological
elegant way is to introduce the information about model defects already as prior knowledge.
In the field of nuclear data evaluation, this approach was pioneered by Pigni and Leeb [2].
Since then, various improvements and suggestions have been made, e.g., [3] and it was rec-
ognized [4] that these developments essentially deal with the design of a covariance function
for a Gaussian process (GP), e.g., [5]. GPs are flexible tools in the domain of non-parametric
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Bayesian statistics but commonly used specifications, such as the squared exponential co-
variance function, may not always be optimal for scenarios we encounter in nuclear data
evaluation, e.g., quickly rising cross sections near thresholds or various degrees of predic-
tive power of a nuclear model depending on the energy region where it is employed. So far
this problem has been addressed by tailoring the covariance function to the specific situation,
e.g., [6–8], whose shape can be adjusted by a few so-called hyperparameters.
Our suggestion in this paper is to replace the typically very structured covariance func-
tion by a very flexible one and to infer its shape by taking into account reaction systems that
can be considered similar, i.e., the same reaction channels of neighboring isotopes. Formally,
the amplitude and length-scale parameter—two numbers—of a standard squared exponen-
tial covariance function are replaced by an amplitude function and a metric function. The
introduction of the latter function was inspired by a technique called dynamic time warping
used, e.g., in speech recognition [9] where the time axis is locally stretched and shrank to
align different voice samples as good as possible. In our case, it is exactly the same idea: To
modify the effective distance between energies in order to align the Gaussian process as good
as possible to the experimental data of all reaction systems at the same time. We remark that
a certain construction of a model defect based on the information of neighboring isotopes has
already been suggested in [3]. A distinctive feature of our approach is the determination of
the model defect by the maximization of a score function, i.e., the marginal likelihood.
This paper is structured as follows. In section 2 we introduce the new parametrization
of a GP which we call dynamic time warping GP or DTW GP for short. In section 3 we
derive the criterion to determine the amplitude function and metric function. In section 4 we
demonstrate the feasibility of the data-driven approach to infer the model defect of TALYS
for (n,p) reactions using data for 56Fe and neighboring isotopes. Finally, in section 5 we
summarize and conclude.
2 DTW GP
The relation between experimental data and the model prediction can be written as
~σexp =M(~p) + ~εdef + ~εexp (1)
where ~σexp contains the experimental measurements,M(~p) is the corresponding model pre-
diction based on the set of model parameters ~p, the vector ~εdef contains the deficiency of
the model, and ~εexp contains the errors of the measurements. The unobservable truth ~σtrue
is therefore given by bothM(~p) + ~εdef and ~σexp − ~εexp. The only accessible quantity in this
model is ~σexp. The values in all other quantities are uncertain and we have to assign probabil-
ity distributions to express our belief about the likelihood of possible realizations. Once all
prior probability distributions are defined, we can use Bayesian statistics to obtain estimates
of all quantities involved. In this section, we discuss the specification of a probability distri-
bution for ~εdef. The specifications of probability distributions for the other quantities follows
in section 3.
For the following discussion, we assume that ~σexp in eq. (1) contains angle-integrated
cross sections σexp,i of a single reaction channel measured at incident energies Ei. The corre-
sponding model defect term ~εdef can be specified as a Gaussian process, e.g., [5]. A Gaussian
process is the generalization of a multivariate normal distribution to functions and is char-
acterized by the marginal distributions over finite sets of function values: Any finite set of
function values at arbitrary locations is governed by a multivariate normal distribution. A
Gaussian process is therefore uniquely defined by a mean function µ(E) and a covariance
function k(E, E′). As the names imply, the former provides a mean value for any energy E
and the latter covariances between pairs of function values at arbitrary energies. Expressed in
terms of our setting: For any choice of incident energies E1, E2, ... the probability distribution
of associated cross sections follows a multivariate normal distribution. We assume that the
model prediction is a priori the most probable option, i.e., µ(E) = 0. A common choice for
the covariance function is the so-called squared exponential form, e.g., [5], introduced in [4]
for nuclear data evaluation,
k(E, E′) = δ2 exp
(
−1
2
(E − E′)2
λ2
)
. (2)
This form is a reasonable default but depending on the energy range and observable other
forms may be more suitable. Some alternatives have been employed and studied in [6–8]. All
of these alternatives, however, are still rather rigid in terms of their structure and therefore
foremost good solutions for the observable and energy range for which they have been de-
signed. In this paper, we aim to construct a very flexible covariance function that is capable
to adapt to any setting. Therefore we suggest the covariance function
k(E, E′) = δ(E)δ(E′) exp
(
−1
2
(
m(E) − m(E′)
)2)
(3)
where both the amplitude δ and length-scale λ of the squared exponential form are replaced
by an energy-dependent amplitude and metric function, respectively. We call m(.) a metric
function because a distance (i.e. difference) between two energies gets transformed to another
one. We demand the triangle inequality to hold, which is a defining criterion for a metric.
Therefore, the function m(.) must be monotonically increasing. The idea we pursue in this
contribution is the determination of the functions δ(.) and m(.) in a data-driven way by taking
into account the same reaction channel of neighboring isotopes. The result for the (n,p)
channel is displayed in fig. 2. The remainder of this and the next section deals with the
parametrization of δ(.) and m(.) and the method to infer its shape from the data.
We want a maximum of flexibility for the functions δ(.) and m(.) and therefore suggest to
define them as continuous piecewise linear functions. A continuous piecewise linear function
can be written as
f (E | {zi}i=1..N) =
N−1∑
i=1
(
Ei+1 − E
Ei+1 − Ei zi +
E − Ei
Ei+1 − Ei zi+1
)
. (4)
The defining parameters of this function are the function values {zi}i=1..N at energies {Ei}i=1..N ,
i.e., f (Ei) = zi. With a dense enough energy grid, arbitrary functions can be well approxi-
mated. The flexibility of functions parametrized as in eq. (4) requires reasonable constraints
on features of these functions, which can be regarded as prior knowledge. Plausible con-
straints can be formulated in terms of minimal and maximal allowed changes per energy unit.
In order to properly formulate such constraints, we can make the variable transformation
zi(z0,∆z1, · · · ,∆zN) = z0 +
i∑
k=1
∆zk . (5)
Using this variable transformation, we obtain
g(E | z0,∆z1, . . . ,∆zN) = f (E | {zi(z0,∆z1, · · · ,∆zN)}i=1..N) . (6)
With this definition, the piecewise linear functions parametrized in terms of differences of
function values for δ(.) and m(.) can be written as
δ(E) = g(E | u0, · · · , uN) and m(E) = g(E | v0, . . . , vN) . (7)
In the next section, we discuss how to determine the parameters ui and vi in a data-driven way
by optimization.
3 Marginal likelihood maximization
The determination the parameters {ui}i=1..N and {vi}i=1..N in eq. (7) requires a score function to
assess the performance of possible solutions. In this section we derive one within the frame-
work of Bayesian statistics. First, we have to complete the statistical model in eq. (1) by
specifying the missing probability distributions for the model parameters ~p, and the experi-
mental errors ~εexp. We assume multivariate normal distributions for both of them, i.e.,
~εexp ∼ N(~0,Kexp) and ~p ∼ N(~p0,Kpar) . (8)
For the model defect we have ~εdef ∼ N(~0,Kdef) with the elements of the covariance matrix
Kdef determined by eq. (3). The assumption of a priori independence of ~p, ~εdef, and ~εexp
completes the specification of the statistical model. In order to obtain analytic solutions, we
further substitute the nuclear model by a first-order Taylor approximation
Mlin(~p) = ~σmod + S (~p − ~p0) (9)
with
~σmod =M(~p0) and S = ∂M(~p)
∂~p
∣∣∣∣∣∣
~p=~p0
. (10)
Now we can compute the evidence, i.e., the probability distribution associated with ~σexp.
This variable is multivariate normal because it is given as a sum of multivariate normal ran-
dom variables. Therefore it suffices to calculate the associated mean vector and covariance
matrix,
E[~σexp] = ~σmod ,
Var[~σexp] = M = S KparS T + Kdef + Kexp ,
(11)
to obtain the result that ~σexp ∼ N(~σmod,M) which corresponds to the probability density
function pi(~σexp) for a specific realization ~σ′exp given in eq. (12). Noteworthy, this distribution
provides prior probabilities of possible outcomes of the experiment. As an aside, we remark
that the underlying statistical computation—called marginalization—has been used for nu-
clear data evaluation before [10]. Marginalization serves the purpose to get rid of variables
not of interest by themselves but nevertheless to properly account for the extra uncertainty
they introduce. Here we marginalized over nuclear model parameters.
As soon as we have made the experimental measurements, we know the values in ~σexp.
This vector of experimental measurements must be compatible with the theoretical distribu-
tion parameters in eq. (11). Without the covariance matrix Kdef it is usually not because too
many things can go wrong. For instance, some error sources may have been overlooked for
the construction of the experimental covariance matrix or the model is not able to adapt per-
fectly to the experimental data. Acknowledging the fact that we need statistical compatibility
between the realization of ~σexp coming from real experiments and the a priori theoretical dis-
tribution, we remove the inconsistency by adjusting the structure of Kdef. We achieve this by
adjusting the parameters {ui}i=0..N and {vi}i=1..N of eq. (7) which define the form of eq. (3) and
consequently also Kdef to maximize pi(~σ′exp),
log pi(~σ′exp) = −
N
2
log(2pi) − 1
2
log |M| − 1
2
χ2 , with (12)
χ2 =
(
~σ′exp − S ~σmod
)T
M−1
(
~σ′exp − S ~σmod
)
. (13)
In other words, we seek to adjust δ(.) and m(.) of the covariance function to maximize the
probability of the experimental measurements ~σ′exp. Noteworthy, a linear transformation of
the occurring vectors and corresponding transformations of S and M leave the value of the
third term (i.e. the χ2 term) invariant but alter the value of the second term containing the
determinant. It seems more reasonable to us to penalize complexity on a relative scale and
hence we used the transformation σ˜i = (σi − σmod,i)/max(0.1, σmod,i) to transform ~σexp and
~σmod and also performed the corrsponding transformation on the sensitivity matrix S and the
covariance matrix M. We expect the model to be less predictive for very low cross sections.
To avoid unreasonable large uncertainty bands for such cross sections, we revert back to
an absolute scale for cross sections below 0.1 millibarn, which explains the maximum in the
denominator. The model defect is applied additively on this transformed scale. The amplitude
function δ(E) therefore roughly amounts to the relative deviation of the truth from the model
if the underlying prior model cross section is greater than 0.1 mbarn.
We are interested to learn about the global predictive power of the nuclear physics model.
Thus we take reaction data of several neighboring isotopes into account for the maximization
of eq. (12). We aim to find a set of {ui}i=0..N and {vi}i=0..N that is suited for a specific reaction
channel, e.g., (n,p), for all the isotopes. Assuming experimental data and model parameters
associated with different isotopes to be independent, we obtain the following form of the
marginal likelihood pi(~σ′exp):
log pi(~σexp) = −N2 log(2pi) −
1
2
Niso∑
i=1
log |Mi| + log
Niso∑
i=1
exp
(
−1
2
χ2i
) (14)
The sums run over the number of isotopes Niso and contain the covariance matrices Mi and
χ2 values with respect to the individual isotopes.
4 Exemplary application
We determined the model defect covariance function by the outlined approach for (n,p) re-
actions in combination with the nuclear models code TALYS [11]. Because we want to use
the model defects for an evaluation of 56Fe, we included angle-integrated cross section data
for isotopes with charge numbers between 20 and 30 and incident energies between 0.1 and
30 MeV available in the EXFOR database [12]. We assigned an uncorrelated uncertainty of
10% to all the data points, which is sufficient for the purpose of demonstrating the outlined
approach. The included experimental data for (n,p) reactions is displayed in fig. 1. As can be
seen in the figure, we did not attempt to remove experimental outliers. Unfortunately, given
space restrictions, we are not able to give proper credit to the authors of these measurements
due the fact that the data is spread over 207 entries in the database. References to the data
can be provided upon request.
We employed an equidistantly spaced energy grid with 100 points covering the range
from 0.1 to 30 MeV for the construction of δ(E) and m(E) given in eq. (7). This point density
corresponds roughly to an energy resolution of 0.3 MeV and gives rise to 200 hyperparam-
eters (i.e. the ui’s and vi’s in eq. (7)) that have to be optimized. Importantly, we shifted the
origin of the energy grid to the threshold of the reactions. This measure ensures that cross sec-
tions near thresholds of different isotopes are mapped to the same grid points of the Gaussian
process and also peaks are potentially better aligned.
We used the L-BFGS-B algorithm [13] for the maximization of eq. (14), which also per-
mits the specification of box constraints. Applying box constraints on the transformed vari-
ables in eq. (7) enabled us to regularize the shape of the solution. We enforced that the
Figure 1. Experimental data for angle-integrated (n,p) cross sections of isotopes with charge numbers
between 20 and 30 used for the marginal likelihood maximization. Uncertainties of experiments are
assumed to be 10% and independent across data points. An energy of zero corresponds to the threshold
energy of the reaction. The mass number zero indicates natural composition. No efforts have been made
to identify outliers or assess the quality of the data sets. The data were retrieved from 207 entries of the
EXFOR database.
Figure 2. The dynamic time warping GP specification resulting from the marginal likelihood maximiza-
tion: (left) the amplitude function δ(.); (middle) the metric function m(.); and (right) the corresponding
model defect correlation matrix. Different curves in the left and middle figure correspond to different
local maxima of the marginal likelihood. The majority of the ten optimization results coincide and in-
dicate the global maximum. Due to the transformation of the cross sections described in the paragraph
below eq. (12), the function δ(E) can be interpreted as relative model defect expected a priori.
amplitude function may not change more than about three percent between consecutive grid
points. In other words, we constrained the rate of change of the amplitude function to be
below roughly 10% per MeV. As the metric function has to be monotonically increasing, we
applied a lower limit of 0.03 and an upper limit of 0.15 for its change between consecutive
grid points. This specification translates to the prior knowledge that the effective length-scale
should be at least roughly 1 MeV and not larger than 10 MeV at any energy. The lower limit
on the effective length-scale protects against discrepant data, which would elsewise drive
the effective length-scale to unreasonable low values. We emphasize here again that the dy-
namic amplitude and length-scale determined in a data-driven way is the real novelty of our
approach. We derived analytic expressions for the gradient of the marginal likelihood, see,
e.g., [14], which can be exploited by the L-BFGS-B algorithm. We performed the optimiza-
tion ten times with different starting values and achieved in all cases convergence. Averaged
over the individual optimization runs, it took the algorithm about 630 iterations to converge—
tens of minutes on a decent personal computer with eight cores. Even though there were two
local maxima, the majority of calculations converged to the global one. The learned am-
plitude and metric function as well as the correlation matrix of the model defect are shown
in fig. 2.
5 Summary and conclusion
We introduced a new parametrization of the covariance function based on the concept of an
amplitude and metric function and showed how these functions can be inferred from exper-
imental data for neighboring isotopes by maximizing the marginal likelihood. We demon-
strated the feasibility of the approach with the nuclear models code TALYS [11] and (n,p)
reaction data for isotopes with charge numbers between 20 and 30. The obtained amplitude
function and metric functions are interesting by themselves because they potentially allow
us to gain not only qualitative but also quantitative insight into model performance on a per-
energy basis. In the future, these model defects constructed by taking a global view on the
predictive performance of nuclear models can be included in evaluation procedures to obtain
more robust and reliable results.
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