Multi-structured biomolecular systems play crucial roles in a wide variety of cellular processes but have resisted traditional methods of structure determination which often resolve only a few low-energy states. High-resolution structure determination using experimental methods that yield distributional data remains extremely difficult, especially when the underlying conformational ensembles are quite heterogeneous. We have therefore developed a method to integrate sparse, multi-multimodal spectroscopic data to obtain high-resolution estimates of conformational ensembles. We have tested our method by incorporating double electron-electron resonance data on the SNARE protein syntaxin-1a into biased molecular dynamics simulations. We find that our method substantially outperforms existing state-of-the-art methods in capturing syntaxin's open/closed conformational equilibrium and further yields new conformational states that are both consistent with experimental data and may help in understanding syntaxin's function. Our improved methods for refining heterogeneous conformational ensembles from spectroscopic data will greatly accelerate the structural understanding of such systems.
has been done to develop methods for integrating ensemble-average quantities into forward models and this work has been quite successful. [15] [16] [17] [18] [19] [20] [21] [22] However, a robust strategy for integrating sparse, distributional data has remained elusive.
Here we describe a hybrid maximum-entropy/stochastic-resampling approach for biasing molecular simulation ensembles towards experimental distributions rather than ensemble averages. We apply this method to double electron-electron resonance (DEER) data, but the method is extremely general and may be used for nearly any experimental method yielding distributional data. The method exhibits no instabilities in regions of zero probability and can sample important backbone conformational change. We describe how to incorporate a single distribution first, then discuss a simple generalization to multiple distributions.
Our hybrid approach, which we call bias-resampling ensemble refinement (BRER), uses an iterative refinement scheme to update an estimate of the conformational ensemble { } based on a DEER distribution %&&' ( ) (Fig. 1 ). The simplest formulation of BRER is described here, while a more complex variant is given in the Supplement. During refinement, each conformation ∈ -./ is updated using a biased MD simulation such that the updated estimate /…-better reproduces %&&' ( ). Thus, over the course of multiple rounds of refinement, the conformational estimate { } should yield a distribution 1 ( ) that converges on %&&' ( ).
The initial estimate 2 may be obtained using experimental data (an NMR ensemble, a single crystal structure) or an experimentally-informed model. data. An iterative update framework for bias resampling ensemble refinement from an initial estimate is schematized as follows: (1) a set of N conformations is drawn from the conformational ensemble estimate and (2) each conformation is refined against a single target which is stochastically resampled from an experimental distribution. At each iteration, the estimated distribution calculated from is compared against the experimental distribution. If the distribution 1 ( ) is significantly different from 45647894:;<= ( ), the conformational estimate is updated with the refined structures and refinement procedure is repeated. with weighting factor p i . During the i th round of refinement, we randomly sample a set of N structures from the conformational estimate of the previous round, -./ . Each structure is assigned one target distance d n via a probability-weighted draw from the set of experimental distances {d m }. A maximum-entropy biasing potential is then applied to each ensemble member, driving the member towards its target distance. [23] [24] [25] We allow the ensemble to relax at the target distribution (which has been resampled from %&&' ( )) for some time t, at which point the resampling procedure is repeated. Because this approach is equivalent to performing Monte Carlo with an acceptance probability of one, the simulation ensemble distribution should converge on the experimental distribution after sufficient repetitions of the resampling procedure.
The two components of this method are demonstrated separately in Figure 2 . In Fig 2A, we show how stochastic resampling converges on a complex target distribution demonstrated using a Gaussian stub in place of the biased MD. Figure 2B shows the results of an MD simulation biased to a single target. The biasing potential successfully drives the simulation distance to the target distance without disrupting secondary structural elements experimentally known to be preserved. 26 Details of the biased MD are provided in the Supplement. Bias-resampling ensemble refinement has two components: stochastic resampling and a maximum-entropy biasing potential. Iterative stochastic resampling of the target distribution yields an excellent approximation after 500 targets have been drawn (A). Here, the more complex MD engine has been replaced with a Gaussian stub such that each ensemble member samples a simple Gaussian distribution around its target. An example of the maximum-entropy biasing potential for a single target is shown in (B). First, a maximum-entropy coupling constant is trained, which ensures that a minimally perturbative quantity of energy is introduced into the system. The simulation is then restarted using the pre-trained coupling constant and converges to its target without excessively disrupting the secondary structure of the biased conformation.
This method is trivially extensible to multiple distributions since resampling can be performed on a joint distribution. If information on the correlation structure of the distributions is unavailable, they are assumed to be independent, and draws are performed on the convolution of the distributions. Our approach is especially powerful since information about correlation structure can be recovered from the ensemble; because the coupling constants are first trained using a maximum-entropy formalism, we can measure the work needed to drive the ensemble to its target distances. This quantity reports on the correlation between the particular distributional modes that have been sampled. However, in this letter we focus on the effectiveness of the fundamental method.
We have used the BRER methodology to refine the conformational ensemble of the soluble domain of syntaxin1-a using previously published DEER data. 26 We find that BRER substantially outperforms current state-of-the-art methods at reproducing the experimental distributions and identifies previously unknown structural sub-states. These sub-states suggest that the open state of syntaxin may be more conformationally diverse than previously thought and thus have direct implications for formation of the SNARE complex.
We obtained three experimentally-derived distributions from residue-residue pairs 52/210, 105/216, and 196/228 and used these distributions to refine the conformational ensemble of soluble syntaxin via three different methods: BRER, EBMetaD, 27 and restrained-ensemble MD. 28 The BRER-derived distributions reproduce the experimental distributions significantly better than either EBMetaD or restrained-ensemble (Fig. 3A) , quantified by Jensen-Shannon divergence (Fig. 3B ). BRER performs particularly well at reproducing the 52/210 distribution; the well-separated bimodal peaks in this distribution are important because they directly report on syntaxin's open/closed equilibrium. 26, [29] [30] [31] Because EBMetaD and restrained-ensemble MD suffer from numerical instabilities in regions of zero probability, these methods fail to accurately reproduce this distribution. EBMetaD samples the open and closed states but with incorrect relative probabilities, and restrained-ensemble simulations simply fail to sample the open state. The 105/216 and 196/228 distributions pose a less challenging problem for EBMetaD and restrained-ensemble MD since neither distribution has very well-separated modes, yet they are still better reproduced by BRER. Thus, BRER is a top-performing, general method for refining conformational ensembles using DEER data. Refinement of the syntaxin conformational ensemble with these pairs yields a previously unobserved family of structures that are partially open. It is generally thought that syntaxin must be in an open state to participate in formation of the SNARE complex and thus perform its critical role in neuronal exocytosis. [30] [31] [32] [33] [34] No experimental structures of the apo syntaxin open state exist, but it has been hypothesized that the open state is characterized by complete dissociation of the H3 domain from the Habc domain and an unwinding of the linker region between Hc and H3 (Fig. 4A ). [35] [36] [37] The BRER-refined ensemble identifies additional structures in which the H3 domain is only partially dissociated from Habc and the linker region retains is secondary structure (Fig. 4B) , with tight contacts remaining between residues 146-156 and 187-198. These BRER-refined structures are in close agreement with the DEER-derived distributions, as are structures in which H3 completely dissociates ( Fig 4C) . These results suggest a testable hypothesis: the syntaxin conformational ensemble is more diverse than was previously thought and both the partially open and fully open states contribute to the ensemble. In this scenario, formation of the SNARE complex could result from a further conformational selection process. Additional DEER experiments informed by the BRER-refined ensemble could elucidate whether the open-state ensemble is indeed conformationally diverse and whether a conformational selection process takes place to form the final SNARE bundle.
Preliminary refinement of the syntaxin conformational ensemble illustrates the importance of heterogeneous ensembles and of having refinement methods that treat them rigorously. Because bias-resampling ensemble refinement is explicitly designed to refine highly heterogeneous conformational ensembles, it significantly out-performs current refinement methods in estimating such ensembles from distributional data. Furthermore, bias-resampling ensemble refinement could be combined with other methods (such as metaynamics, 38 Rosetta, [39] [40] [41] or other non-MD sampling) to improve their treatment of heterogeneous data. Applied to syntaxin, where the DEER data reveal substantial heterogeneity, our new method uncovers previously unreported heterogeneity in the syntaxin open state. These new conformations may play an important role in mechanisms of SNARE complex assembly.
