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Abstract
Submodularity is a desirable property for a variety of objectives in content selection
where the current neural encoder-decoder framework is deficient. We propose
diminishing attentions, a class of novel attention mechanisms that exploit the
properties of submodular functions. The resulting attention module offers an
architecturally simple yet empirically effective method to improve the coverage of
neural text generation. We run on three directed text generation tasks with different
levels of recovering rate, across two modalities, three neural model architectures
and two training strategy variations. The results and analyses demonstrate that
our method generalizes well across these settings, produces texts of good quality,
outperforms comparable baselines and achieves state-of-the-art performance.
1 Introduction
The neural encoder-decoder framework trained in an end-to-end manner maintains the state-of-the-art
(SoTA) in a class of directed text generation tasks aimed at recovering the source message either to
the full or a compressed version of it. Encoder-decoder cross attention [2] was introduced to this
framework to solve information bottleneck allowing the decoder to selectively focus on the relevant
portion of the source. It vastly boosts the performance and has become an indispensable component.
However, a major shortcoming of the encoder-decoder architecture in dealing with text generation is
that they could keep covering some parts in the source while ignoring the other important concepts,
thus resulting in less comprehensive coverage as shown in neural abstractive text summarization [26],
neural machine translation (NMT) [27, 30], and image-paragraph generation [18].
Lin and Bilmes [14, 15, 16] argue that monotone nondecreasing submodular objectives are ideal for
content selection and alignment in extractive text summarization and statistical machine translation,
respectively. Indeed, it can be shown that many popular extractive summarization methods [4, 3]
optimize a submodular objective. Despite their appropriateness, submodular functions for content
selection have so far been ignored in neural text generation models.
In this work, we propose diminishing attentions, a novel class of attention mechanisms specifically
designed for improving the coverage of neural text generation. By imposing submodularity on the
coverage enforced by the decoder states on the encoder states, our diminishing attention method
enhances the model’s awareness of previous steps, leading to more comprehensive overall coverage
of the source and maintaining a focus on the most important content when the goal is to generate a
compressed version of the source (e.g., summarization). We further enhance our basic diminishing
attention and propose dynamic diminishing attention to enable dynamically adapted coverage.
Our main contributions are listed as follows.
∗ Equal contribution.
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• We put forward an architecturally simple method to utilize submodular functions in the encoder-
decoder neural text generation framework. We prove the submodularity of the effective coverage of
our diminishing attentions.
• Our diminishing attention mechanisms, without adding any extra parameters, achieve SoTA re-
sults on three diverse directed text generation tasks (summarization, NMT and image-paragraph
generation) spanning across two modalities, three neural architectures and two training strategy
variations.
• On abstractive summarization, our method leads to gains of up to 3.6 ROUGE compared with
the Pointer-Generator baseline [26] on the standard CNN/Daily Mail dataset. It outperforms the
recently proposed Transformer model [17] with 5 times fewer parameters and achieves SoTA when
embedded within BART [12]. On MT, we obtain BLEU scores of 29.7 and 43.5 with Transformer
[23] on WMT’14 English-German and English-French tasks respectively, which to our knowledge
is SoTA in the standard setup.2 On image-paragraph generation, our method achieves more than
2.5 improvements in CIDEr in both cross-entropy and self-critical training regimes [18] on the
top-down model with CNN as encoder and LSTM as decoder with top-down attention [1]. Our
source code will be available at <redacted>.
2 Background
2.1 Submodular functions
Let V = {v1, . . . , vn} denote a set of n objects and f : 2V → R is a set-function that returns a real
value for any subset S ⊆ V. We also assume f(φ) = 0. Our goal is to find the subset:
S∗ = argmax
S⊆V
f(S) s.t. |S∗| ≤ m (1)
where m is the budget; e.g., for summarization, m is the maximum summary length allowed. Note
that f : 2V → R can also be expressed as f : {0, 1}n → R, where a subset S ⊆ V is represented
as a one-hot vector of length n, that is, S = (1(v1 ∈ S), . . . ,1(vn ∈ S)) with 1 being the indicator
function that returns 1 if the argument is true otherwise 0. In general, solving Equation 1 is NP-hard.
Even when f is monotone submodular (defined below), it is still NP-complete.
Definition 2.1. f is submodular if f(S+ v)− f(S) ≥ f(T+ v)− f(T) for all S ⊆ T ⊆ V, v /∈ S.
This property is also known as diminishing returns, which says that the information gain given by a
candidate object (e.g., a word or sentence) is larger when there are fewer objects already selected (as
summary). The function f is monotone nondecreasing if for all S ⊆ T, f(S) ≤ f(T). In this paper,
we will simply refer to monotone nondecreasing submodular functions as submodular functions.
Submodular functions can be considered as the discrete analogue of concave functions in that
f(θ) : Rn → R is concave if the derivative f ′(θ) is non-increasing in θ, and f(S) : {0, 1}n → R
is submodular if for all i the discrete derivative, ∂if(S) = f(S+ vi)− f(S) is non-increasing in S.
Furthermore, if g : R+ → R is concave, then the composition f ′(S) = g(f(S)) : 2V → R is also
submodular. The convex combination of two submodular functions is also submodular.
2.2 Neural coverage
Neural coverage of one encoder state can be defined as the sum of the attention scores that it receives
over the first until the previous decoding step [30, 27]. Formally, the coverage of encoder state i at
decoding step t is cti =
∑t−1
t′=0 a
t′
i , where a
t′
i are the attention scores. In abstractive summarization,
See et al. [26] use coverage to keep track of what has been generated so far by assigning trainable
parameters to the coverage and using it to guide the attention module in making decisions. They
also introduce a coverage loss to discourage the network from repeatedly attending to the same parts,
thereby avoiding repetition in the generated summary. In NMT, Wu et al. [30] applies a coverage
penalty during decoding which restricts the coverage of an input token from exceeding 1. Tu et al.
[27] maintain a coverage vector which is updated with the recurrence unit and fed into the attention
model. The major differences between our work and the previous studies are that we do not introduce
extra parameters or extra losses, and we do not place a specific bound on the sum of attention scores.
2Standard setup means without pretrained models or extra monolingual data.
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3 Method
In this section, we present submodular coverage and our diminishing attentions for the neural
encoder-decoder framework, and we show the effective coverage based on the diminishing attentions.
3.1 Submodular coverage
In the general encoder-decoder framework, the input is represented as a set of latent states (concepts)
from an encoder, and the decoder constructs the output autoregressively by generating one token at
a time. While generating a token, the decoder computes an attention distribution over the encoded
latent states, which represents the relevance of the corresponding input to the output token.
Following previous work [30, 26], we quantify the degree of coverage of an encoder state as the
sum of the set of attentions that the decoder puts on the input in the course of generating the output
sequence. Consider adding a new token w into two outputs S and S′, where the concepts covered
by S′ is a subset of those covered by S. Intuitively, the information gain from adding w to S′ should
be higher than adding it to S, as the new concepts carried by w might have already been covered by
those that are in S but not in S′. This is indeed the diminishing return property.
We thus put forward our hypothesis on a desirable property of the neural coverage function that it
should be submodular. The greedy algorithm proposed by Nemhauser et al. [21] approximates the
solution to the submodular maximization problem (Eq. 1) with an optimality of 0.63 or higher. For that
purpose, the attention scores should be added to the coverage in a greedy manner. However, greedy
search among all the states is not possible when the decoder states are generated autoregressively,
one at a time. We therefore propose a simplified yet effective workaround as detailed below.
Let Ai =
{
a0i , . . . , a
t
i
}
denote the set of attention scores that an encoder state i receives from the
first (t = 0) till the current decoding step t, and F : 2Ai → R be a set function that maps these scores
to a score which we define as submodular coverage at the current step t.3
Definition 3.1. Submodular coverage:
F (Ati) = g(
t∑
t′=0
at
′
i ) + b (2)
where g is a concave and non-decreasing function (e.g., log(x+ 1),
√
x+ 1), and b is a constant and
equal to −g(0). F is monotone submodular because it imposes a concave function on the modular or
additive coverage function f =
∑t
t′=0 a
t′
i (see the composition property mentioned in §2.1).
3.2 Diminishing attention
By subtracting the submodular coverage between the current step and the previous step, we model di-
minishing attention scores based on the original attention. Formally, diminishing attention (DimAttn)
is defined as
DimAttnti = F (Ati)− F (At−1i ), (3)
which models diminishing return directly, and will be used as the attention weight corresponding to
the encoder state i to produce the context vector at decoding step t to predict the next token.
Thus the effective (diminishing) attention scores are optimized with a submodular function. The
diminishing return property of F in Eq. 3 realizes the effect that if an encoder state i receives the
same amount of attention at two different decoding steps t and t′ such that t′ > t, the effective
attention would diminish more at t′ because the coverage at t′ is larger. Furthermore, because g is
concave, when two encoder states i and j have different amounts of coverage at step t− 1, and they
receive the same attention score at step t, the state with a larger coverage from previous steps would
receive a smaller effective attention. We visualize these two properties of diminishing attention in
Figure 1.
Effective coverage. The effective coverage of an encoder state is the sum of effective attention
scores that it receives from the first till the current decoding step.
3For convenience of developing out method, we define cti as the sum of attentions from the first until the
current decoding step instead of the previous decoding step.
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Figure 1: Illustration of diminishing attention in an encoder-decoder model over the encoder states.
The brown, purple and blue bars are for the first, second and third decoding step respectively. The
left figure shows coverage, original attention and diminishing attention for decoding steps t = 0 to 2.
The red dashed block shows how diminishing attention is related to original attention and coverage
for the same single encoder state. For example, at decoding step 2, even though original attention has
the same value as that at step 1, the diminishing attention is smaller since the encoder state has been
covered more from steps 0 to 1. The right figure shows a summary of the original and diminishing
attentions on the encoder states of the left figure in the first, second and third decoding steps. The
yellow dashed block shows at decoding step 2, the effective attentions for encoder states with higher
coverage (e.g., the first encoder state) have diminished more than those with lower coverage (e.g., the
last encoder state).
Theorem 3.1. The effective coverage with diminishing attention is submodular.
Proof. Let the effective coverage of an encoder state i at decoding step t be ecti, then we can show
ecti =
t∑
t′=0
DimAttnt
′
i =
t∑
t′=0
(F (At
′
i )− F (At
′−1
i )) = F (A
t
i)− F (∅) = F (Ati) (4)
where all the terms in between get cancelled. Since F (Ati) is submodular, ecti is also submodular.
In other words, the effective coverage that each encoder state acquires from the decoder at every
decoding step is equal to the submodular coverage defined in Eq. 2, while coverage is apparently
modular with attention. Additionally, the effective coverage is monotone nondecreasing. This
guarantees that although the coverage has been changed, the encoder states which receive the largest
coverage with the original attention still receive the largest coverage with the diminishing attention.
3.3 Dynamic diminishing attention
Using a single submodular coverage function alone may not yield the most appropriate diminishing
return effect of the coverage for each encoder state in the decoding process. More ideally, the model
should be capable of further adopting varied degrees of diminishing effect as the decoding proceeds.
Let F1 (Ati) = g1
(∑t
t′=0 a
t′
i
)
+b1 and F2 (Ati) = g2
(∑t
t′=0 a
t′
i
)
+b2 be two different submodular
coverage functions. We assume g1 has a smaller first-order derivative than g2, thus given the same
Ati, the diminishing effect of the submodular coverage F1 would be stronger than that of F2.
If an encoder state has received a particularly large attention at a certain step, the weight of the more
aggressive diminishing function should increase. We thus compute the probability of applying a more
aggressive diminishing function at step t as P ti = maxt(A
t−1
i ) which will be used to dynamically
control the relative weights of the diminishing functions.
The dynamic diminishing attention (DyDimAttn) is thus defined as:
DyDimAttnti = P
t
i [F1(Ati)− F1(At−1i )] + (1− P ti )[F2(Ati)− F2(At−1i )] (5)
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which is a convex combination of two diminishing attentions, where the diminishing attention which
diminishes faster is weighted with P ti and the other weighted with (1− P ti ).
Since P ti keeps changing, the proof of effective coverage of diminishing attention (Eq. 4) is not
suited for dynamic diminishing attention. Thus we prove the submodularity of the effective coverage
of dynamic diminishing attention with the definition of submodular functions.
Theorem 3.2. The effective coverage of dynamic diminishing attention is submodular.
Proof. The effective coverage of an encoder state i at step t with dynamic diminishing attention is
ecti =
t∑
t′=0
DyDimAttnt
′
i (6)
Coverage increases as the set Ati gets larger over steps 1 to t and it is obvious that P
t
i is monotone
non-decreasing over steps 1 to t. The return of adding the same amount of original attention score to
the set Ati is smaller at a later step as the weight over the concave function which diminishes faster
(P ti ) becomes larger over steps 1 to t. Thus by definition 2.1, the effective coverage of dynamic
diminishing attention is submodular.
4 Experiments
From the perspective of coverage, text summarization aims to recover a compressed version of the
source document, concentrating on the most important concepts; image-paragraph generation aims to
recover descriptions of the image regions while ignoring minor details; and machine translation aims
to recover the full of the source, articulating every detail. In this section, we show that diminishing
attentions improve the performance of these three tasks with different levels of recovering rate.
4.1 Abstractive text summarization
Abstractive summarization involves generating novel phrases to cover the most important informa-
tion of the input document in a human-like fashion. State-of-the-art pretraining-based abstractive
summarization models [17, 29] suffer from the problem of having repetitive phrases in the output,
which has been addressed by blocking duplicated trigrams during inference [24].
PG-based models We first evaluate our method based on the LSTM based Pointer-Generator (PG)
model [26] which we fine-tune with our proposed diminishing attentions. Following the original
setting, the input document was truncated to 400 tokens in training the baseline PG models. Inclusion
of more input tokens does not give additional gain to the baselines, whereas exposing the models to
more input tokens was found to be beneficial on the validation set when diminishing attentions were
employed. We truncated the source article to 600 tokens for training with DimAttn and 800 tokens
for DyDimAttn. We also include a comparison in the same 400-token setup in the appendix.
BERT- and BART-based models We evaluate based on the BERT-based Transformer model [17]
by replacing the encoder-decoder cross attention at the last layer of the decoder with our attentions
and fine-tuning it. We also replace the last 7 layers of encoder-decoder cross attention in the recently
proposed SoTA model BART [12] with our attentions and finetune BART.
We use three benchmark news summarization datasets following standard splits: CNN/DM [8,
19], New York Times (NYT) [25] and Extreme Summarization (XSum) [20]. We evaluate the
performance with F1 ROUGE [13] and MoverScore [31] which computes Earth Mover distance
based on contextual embeddings obtained from BERT [5].
ROUGE scores. On PG-based models. The second block in Table 1 presents the ROUGE scores of
the PG-based models on CNN/DM. These models do not use any pre-trained embeddings or networks.
The model equipped with DimAttn outperforms the vanilla PG model by a wide margin and also
convincingly surpasses PG + Cov, which is equipped with the coverage mechanism proposed by See
et al. [26]. Incorporated with the dynamic diminishing effect, our DyDimAttn model achieves further
improvements, yielding 40.13, 17.94 and 37.21 in ROUGE-1, ROUGE-2 and ROUGE-L, respectively.
These results are notable as our models neither use external data nor introduce extra parameters
to the baseline, whose encoder and decoder are single-layer Bi-LSTM and LSTM, respectively.
Our DyDimAttn in the PG framework, with 5 times fewer parameters, outperforms the randomly
initialized Transformer model of Liu and Lapata [17] consisting of a 6-layer encoder and a 6-layer
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Table 1: ROUGE F1 score and MoverScore (1-
gram and 2-grams) results on CNN/DM.
ROUGE Scores MoverScore Param
Model R-1 R-2 R-L 1-gr 2-gr # Param
LEAD-3 40.00 17.50 36.28 – – –
PG-based models
PG 36.69 15.92 33.63 12.46 19.37 27.9M
+Cov. 39.08 17.09 35.92 17.55 24.17 27.9M+512
+Dim 40.01 17.74 36.94 17.56 24.16 27.9M
+DyDim 40.13 17.94 37.21 17.77 24.38 27.9M
Transf. 40.21 17.76 37.09 – – 128.2M
BERT-based models
BertSum 41.88 19.42 38.93 19.89 26.30 180.2M
+Dim 42.05 19.53 39.09 20.00 26.39 180.2M
+DyDim 42.09 19.47 39.16 20.10 26.50 180.2M
BART-based models
BARTSum 44.16 21.28 40.90 22.34 28.47 406.3M
+Dim 44.86 21.76 41.62 23.05 29.04 406.3M
+DyDim 44.92 21.70 41.66 23.12 29.13 406.3M
Table 2: ROUGE F1 score and MoverScore
(1-gram and 2-gram) results on the NYT and
XSum datasets.
ROUGE Scores MoverScore
Model R-1 R-2 R-L 1-gr 2-gr
NYT
LEAD-3 24.52 12.78 21.75 – –
BertSum 48.33 31.03 44.85 28.16 34.09
+ Dim 49.29 31.72 45.78 29.10 34.87
+ DyDim 49.46 31.59 45.94 29.24 35.00
XSum
LEAD 16.30 1.60 11.95 – –
BertSum 38.56 16.40 31.09 20.97 28.62
+ Dim 39.10 16.89 31.57 21.53 29.08
+ DyDim 39.18 16.97 31.62 21.75 29.34
decoder by a good margin in ROUGE-2 and ROUGE-L despite a slightly lower ROUGE-1 score. We
also measure the repetition ratio for the PG-based models with the duplicate n-grams in a summary,
which we show in the appendix due to space limitations. Our method yields summaries of much
lower unigram and bigrams repetition ratios compared to the vanilla PG and the PG + Cov. models.
On BERT-based models. In Table 1, we observe that when applied to the cross attention in the BERT-
initialized Transformer model [17], our diminishing attentions outperform the BertSum baseline in
CNN/DM. Our methods also significantly outperform BertSum in all the three ROUGE metrics on
NYT and XSum (Table 2). Notably, DyDimAttn has more than 1 point improvement in ROUGE-1
and ROUGE-L in NYT and more than 0.5 point improvement in all three metrics in XSum.
On BART-based models. The last block in Table 1 shows the results of the BART model which is
pretrained as a seq-to-seq model with a denoising objective [12]. We obtain gains of up to 0.76
ROUGE with diminishing attentions over the BARTSum baseline, achieving SoTA on CNN/DM.
MoverScore. In Tables 1 and 2, we have also shown MoverScore results for the models on the
respective datasets. The consistent improvements in MoverScore across the three datasets show that
models equipped with diminishing attentions are capable of generating outputs more semantically
similar to the gold summary than the baselines. This indicates that our method is more effective in
capturing the overall meaning of the source article than the baselines.
4.2 Image-paragraph generation
Image-paragraph generation aims to generate a coherent paragraph to describe different aspects of
an input image. The widely-used Stanford Image Paragraph dataset [10] has been known to be too
small in size for the model to learn the language structure and pattern. Previous work [18] has shown
that the generated paragraphs usually contain many repetitive phrases and sentences while covering
the source poorly. We follow [18] in using the Top-Down model from [1] with a CNN pretrained
for object detection and a 1-layer LSTM as the language decoder with top-down attention applied
over max-pooled features of 40-100 regions of interests (RoI) which we replace with our diminishing
attentions. We run on the Stanford Image-Paragraph dataset using the standard splits. We fine-tune on
two standard baselines [18] with different training strategies including minimizing the cross entropy
loss and optimizing the CIDEr [28] reward with self-critical reinforcement learning.
From Table 3, we observe 2.81 improvement in CIDEr [28] over the cross entropy training baseline,
and 2.65 improvement over the self-critical training baseline, setting a new state-of-the-art.
4.3 Neural machine translation
We incorporate our attention mechanisms into the cross-attention at the last decoder layer of the
Transformer-Big model [23] which consists of a 6-layer transformer and fine-tune the pretrained
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Table 3: CIDEr results based on two training
regimes (Cross-Entropy and Self-Critical) on the
Stanford Image-Paragraph dataset.
Model Cross-Entropy Self-Critical
Baseline [18] 22.68 30.63
+Dim 25.47 33.15
+DyDim 25.49 33.28
Table 4: BLEU scores on WMT newstest2014
for English-German (En-De) and English-
French (En-Fr) translation tasks.
Model En-De En-Fr
Transformer-Big 29.3 43.2
+Dim 29.7 43.4
+DyDim 29.7 43.5
Table 5: Effective coverage entropy H , repetition rate and BLEU score on subsets with short and
long source sentences on English-German newstest2014.
Entropy Repetition BLEU
Model H uni-rep(%) bi-rep(%) short long overall
Reference – 4.46 0.08 – – –
Transformer-Big 2.08 5.87 0.18 28.9 29.5 29.3
Transformer-Big + Dim 2.37 5.82 0.16 29.1 29.8 29.7
Transformer-Big + DyDim 2.41 5.85 0.16 29.1 29.9 29.7
baseline model. We run on the WMT’14 English-German (En-De) and WMT’14 English-French
(En-Fr) tasks following the settings of Ott et al. [23]. As shown in Table 4, we obtain 0.4 improvement
on En-De and 0.3 improvement on En-Fr in standard tokenized BLEU, which to our knowledge are
state of the art without using extra monolingual data [6, 32] or parse tree information [22].
We conduct further analysis on the WMT En-De task. We first compare the entropy of the normalized
effective coverage across all the encoder states at the end of inference, which is denoted as H (t is
the final step and Ati contains all the attention scores of encoder state i).
H = −
∑
i
ecti log ec
t
i where ec
t
i = ec
t
i/
∑
i
ecti (7)
and we take the average of H of all the testset instances. From Table 5, we see that entropy of
the effective coverage of our attentions are higher than that of the baseline. This indicates that the
effective coverage distribution of our method is more even across the encoder states than that of the
baseline, which suggests that more concepts of the source are covered and the coverage is improved.
Next, we compare the uni- and bi-gram repetition rates in percentage computed with the duplicate
n-grams in a summary and see that repetitions become lower with our attentions. Finally, we sort the
source sentences in the testset by length and split it into two halves – short and long. We observe that
our method has more BLEU improvements on the longer half. Intuitively, longer source sentences
are in more need of even effective coverage to ensure each and every detail of the source is translated.
5 Analysis
We provide more analysis of our method taking summarization on CNN/DM as a case study.
5.1 Quantitative and qualitative analysis
We empirically analyze that submodularity imposed on the coverage enables our models to generate
summaries with better coverage of the source document from two aspects: layout bias and repetition
ratio. We also compare our method with trigram-blocking.
Layout bias. Layout bias is a common issue in news datasets where the leading section of an article
contains the most important information [11] and encoder-decoder models are prone to remembering
this pattern and ignoring other important content in the rest of the article [9]. Truncating the documents
to 400 tokens caters to this bias. By increasing the maximum encoding steps to 600 for DimAttn and
800 for DyDimAttn (§4.1), we feed the model more information and allow it to automatically learn to
extract important information from a longer source. Table 6 shows that our models have less n-gram
overlaps with lead-3 sentences compared to the baseline without compromising the ROUGE scores.
This indicates that diminishing attentions enable more comprehensive coverage of the source while
maintaining a focus on the most important content.
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Table 6: N-gram overlaps with lead-3.
Model R-1 R-2 R-L
Reference 40.00 17.50 36.19
PG + Cov. 54.40 42.54 52.25
PG + Dim 53.02 39.97 50.75
PG + DyDim 53.08 40.25 50.93
Table 7: Human evaluation results on
Representativeness, Readability and Factual
Correctness. Human Agr. is the percentage agreement.
Model Repr. Win Read. Win Fac.
BARTSum 37% 44% 93%
BARTSum + DyDim 56% 46% 93%
Tie 7% 10% –
Human Agr. 78% 68% 96%
Repetition Trigram-blocking is widely used for eliminating redundancy in summarization [17, 7].
However, blocking alone does not guarantee high quality as it is not learned. In our analysis of the
output from the PG + Cov baseline, we observe that although adopting trigram-blocking results in less
repetition and higher ROUGE, the generated summaries are excessively extractive while our method
leads to less repetition and more abstractiveness. Our method also improves the abstractiveness of
BERT-based models across the datasets (see Appendix for examples and statistics).
5.2 Human evaluation
We conducted a user study for the BART-based models with two annotators who are proficient
in English, and unaware of our work. Each of them evaluated the same 50 examples randomly
sampled from the CNN/DM testset on three aspects: representativeness and readability and factual
correctness. We provided the following definition of representativeness and readability as guidelines
to the annotators: representativeness refers to how well the summary covers the most significant
concepts in the source, more specifically, the summary should cover the important concepts and
maintain conciseness at the same time; readability is defined as grammaticality and coherence where
the annotators evaluate the text quality, i.e., being fluent, logical, consistent and able to understand.
Annotators were presented with two randomly ordered summaries and asked to pick which of them
was better (win) or equally good (tie) in terms of representativeness and readability and evaluate if
the summaries are factually correct. See Appendix for the human evaluation user interface. From the
results in Table 7, we notice that our model has significantly better representativeness, reinforcing
our hypothesis that the coverage of abstractive summarization should be submodular. We also found
that our method increases readability and maintains the factual correctness of the baseline.
5.3 Discussion
For neural text generation models aimed at recovering the source, the notion of coverage is more
imperative when a model generates repetitive concepts while trying to recover the source. This
could possibly coincide with that the decoder degenerates when it has yet to be sufficiently trained.
For example, in image-paragraph generation, the decoder language model may not be well-trained
because of the insufficient data. We also notice that models produce highly repetitive outputs at the
early stage of training. However, diminishing attentions also effectively improve the performance
of large-scale models including the BARTSum Transformer model for summarization with 400M
parameters and the Transformer-Big model for machine translation with 220M parameters. This
shows that even with the power of transfer learning brought by the giant pre-trained encoder-decoder
model for BARTSum, or the huge size of parameters and dataset for Transformer-Big, the existing
encoder-decoder attention mechanism may not incorporate the most appropriate inductive bias for
coverage in these tasks, while our method, by making a simple architectural change to the attention
mechanism, effectively improves their performance without adding new parameters. We hypothesize
this is because that diminishing attentions explicitly model the submodularity of the neural coverage.
6 Conclusion
We have proposed a class of diminishing attentions which, by leveraging the hypothesis of submodular
coverage property in neural text generation, is shown to be empirically effective and architecturally
simple. Experimental results and a series of analyses on three tasks across two modalities, six datasets
and three neural architectures demonstrate that our method produces text outputs of good quality,
outperforms comparable baselines and achieves state-of-the-art performance.
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Broader Impact
The positive impacts of this work are as follows. First and foremost, our method could potentially be
of immediate use in improving the real-life machine translation and news summarization systems
to produce machine outputs of better quality and reduce human labor although it is yet to achieve
human-leval performance. Secondly, in text summarization, with 28M parameters, our method
outperforms a model with 128M parameters and is good for sustainable NLP. Thirdly, our method
can be applied to not only text generation tasks, but also other encoder-decoder generation tasks,
e.g. text-image generation. Moreover, our work is an example of how "re-searching" on pre-neural
ideas could spark innovation in neural models and it also provides a promising research direction of
utilizing submodularity to improve the neural encoder-decoder framework. The negative impact is
that our model, as most of the other text generation models, could sometimes generate texts that are
not factually correct, propagating misleading information.
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