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ABSTRACT
CARBON MONOXIDE ISOTOPES AND CLUMPING
IN GIANT MOLECULAR CLOUDS
SEPTEMBER 1989
DAVID KENT TAYLOR, A.B., UNIVERSITY OF CALIFORNIA, BERKELEY
M.S., UNIVERSITY OF MASSACHUSETTS
Ph.D., UNIVERSITY OF MASSACHUSETTS
Directed by: Professor Robert L. Dickman
We have observed the J = 1 —> 0 transition of CO, ^'CO, and C^^O in a number of
molecular clouds in both the inner < 4 kpc) Galaxy and the outer {R = 10-17 kpc)
Galaxy in order to determine carbon and oxygen isotopic abundances. We also
observed the same species in the nearby giant molecular cloud NGC 2264 and
obtained a similar previously-published data set for the dark cloud L134N.
We found that the ^^CO to C^^O column density ratios in NGC 2264 are 2 - 4
times larger than those in L134N, although both data sets show an increase in this
quantity with decreasing C^^O column density, presumably due to isotopic
fractionation. We concluded that while the ^^CO to C^^O column density ratio in the
low extinction (low C^^O column density) regions in both NGC 2264 and L134N
could be explained by altered fractional abundances due to isotopic fractionation and
isotope- selective photodissociation processes in a homogeneous cloud, the systematic
vii
enhancement seen in NGC 2264 relative to L134N could not be simply explained.
Because GMCs are believed to be strongly clumped on both observational and
theoretical grounds, whereas dark clouds are not, an explanation of the GMC-dark
cloud distinction was sought on this basis.
The clumpy cloud CMC model of Kwan and Sanders (1986) was adopted, but a
self-consistent low-extinction chemical model incorporating ^^CO fractionation and
isotope-selective photodissociation was used to determine the carbon monoxide
isotopic abundances in the outer regions of the clumps.
The clumpy CMC model reproduced the observed trend of increasing '^CO to
C^^O column density ratio as the C^^O column density decreases over a wide range
global model parameters. The model was deficient, however, in quantitatively
realizing the magnitude of the effect, typically falling short by -50%. A number of
obvious simplifications in our model leads us to conclude that a more realistic
clumped model would have little difficulty matching the observational data much
more closely. We consider a number of consequences which follow from the
widespread presence of strong density clumping in GMCs.
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CHAPTER 1
INTRODUCTION
1.1 Motivation
Isotope abundance ratios play an important role not only in tracing the
evolutionary history of the Galaxy, but in influencing future Galactic chemical and
physical processes. Except for hydrogen, helium, and lithium—elements thought to
be formed primarily in the Big Bang—and certain very heavy nuclei formed in the
violent and highly energetic conditions of a supernova explosion, all other elements in
the Universe have been formed in the cores of stars through nucleosynthesis
(Burbidge et al. 1957). Of special interest are the stable carbon and oxygen isotopes:
^^C, ^-^C, ^^O, ^^O, and '^O. There are two reasons for this. First, after hydrogen and
helium, carbon and oxygen constitute the bulk of the mass of the interstellar medium
(ISM); this suggests that the carbon and oxygen isotopic ratios ^^C/ ^^C and ^^0/ ^^O
may trace the major channels of Galactic chemical enrichment. Second, isotopic
abundances of carbon and oxygen (along with the nitrogen isotopes) are directly
affected by the CNO cycle, the dominant nucleosynthetic process involving these
elements which occurs in intermediate mass stars. Eventually these stars return the
processed material back to the ISM through various mass-loss mechanisms: stellar
winds, planetary nebulae, and supemovae. In time, transport processes in the Galaxy
1
2will aggregate sufficient gas and dust to form new generations of stars, stars that are
chemically and isotopically altered from those of the current epoch.
How does one determine isotope ratios in the ISM, preferably over a wide range
of Galactic locations? One of the few ways to do so over Galactic scales is to analyze
emission line radiation from molecules, particularly the millimeter wavelength
rotational lines of carbon monoxide (CO).^
Due to its ubiquity, comparative ease of observation, and the wealth of
information it can provide, CO is the most commonly observed molecule in the
Galaxy (and other galaxies, for that matter). Besides its pervasiveness in a wide
variety of molecular clouds, distinct advantages exist in using CO rather than another
molecule. Its relatively long radiative lifetime (|i = 0.112 D) and high fractional
abundance [.x:(CO) = 10""*! allow the dominant isotopic species, ^^CO, to become
thermalized at relatively low densities [n(H2) = 300 cm~-^] under almost all
circumstances. As a direct consequence, excitation temperatures in the lower
rotational levels closely approach the kinetic temperature of the cloud, and because
optical depths are quite high [especially in the J = 1 0 transition, where
x(^^CO) > 5 - 10 ], ^^CO observations can be used to estimate cloud temperatures.
This in turn allows one to estimate the abundances of isotopic species such as CO
and C^^O by assuming that all the species possess identical excitation temperatures
[the Local Thermodynamic Equilibrium (LTE) approximation, discussed in some
1. In this dissertation we adopt the convention of omitting the mass of the most common isotopes in
the designation of molecules, except when ncdded for clarity. Thus, is wnitcn as CO,
'3C'<*0 as '^CO, and '^C'^O as
3detail in Chapter 3]. A final advantage in chosing to observe ^^CO and C^^O is that
the rest frequencies of the J = 1 0 transitions of the two species differ by only 0.4%,
thereby largely eliminating the problem of relative calibration.
The discovery by radio astronomers in the late 1960's that the ISM is rich in
chemical species (Penzias 1975), opened the door to Galaxy-wide, systematic isotope
studies. Not only do isotopically-substituted variants of individual species possess
distinct radiofrequency transitions (thus avoiding potential blending ambiguities), but
many interstellar molecules such as CO, CS, H2CO, HCN, and OH are detectable
virtually everywhere in the Galactic disk. In order to make clear the context of the
research carried out in this dissertation, we next review previous studies of interstellar
carbon and oxygen isotopic studies.
1.2 Previous Observations and Results for Carbon and Oxygen Isotopes
1.2.1 Carbon Monoxide
Carbon isotope ratios are readily affected by stellar nuclear processes
([^^C] / [^^C] enhancements by more than a factor of 20 above terrestrial are seen in
evolved M giants, for example [Audouze, Lequeux, and Vigroux 1975]) , and perhaps
for this reason carbon surveys were among the earliest ISM isotope studies. The first
major systematic ^'CO and C'^0 survey was published by Wannier et al. (1976) who
observed 14 giant molecular clouds (GMCs) at a wide variety of galactocentric
distances. In an effort to avoid using the possibly saturated central portions of the
2. We adopt the convention of using square brackets, [ ], 10 denote abundance.
413CO line profiles, the authors utilized only the (assumed) optically thin line wings of
spectra to form ^^CO to C^^O integrated intensity ratios. The ratio on integrated
intensities was assumed to be equal to the double isotope ratio R = [^^CO] / [C^^O].
The average value found by Wannier et al. was R~\A. By further assuming the
oxygen ratio, [^^0/ ^^O] to be unaltered from its terrestrial value of
-500, the authors
concluded that [^^C] / [^^C] = 40, a value less than half the terrestrial value of 89.
The line wing technique used in this survey subsequently came under substantial
criticism (Dickman, McCutcheon, and Shuter 1979). If the GMCs possess systematic
motions such as contraction, for example, the resulting velocity gradient may produce
a line profile whose line wings are emitted from the near and far edges of the clouds.
1
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If the CO abundance in these regions is enhanced due to chemical fractionation (see
Chapter 3), the ['^CO] / [C^^O] ratio can be systematically in error. However, it
should be noted that even a standard LTE calculation using the ^^CO, ^^CO, and C^^O
radiation temperatures and line widths gives [^"^CO] / [C^^O] ~ 10- 15, still a factor of
two to three higher than the terrestrial value of /?® = 5.5.
In contrast to the GMC observations, Dickman, McCutcheon, and Shuter (1979)
observed multiple positions in the dark cloud LI 34 and concluded that, at least toward
the central region of this object {A^>A mag), the double ratio is roughly terrestrial.
Enhanced ratios similar to those claimed by Wannier et al. were seen toward the
cloud edges, but this effect was attributed to fractionation (see Chapter 3).
Subsequent observations of a variety of dark clouds (McCutcheon et al. 1980; Wilson,
Langer, and Goldsmith 1981) also concluded that the double ratio is much nearer the
5terrestrial value of 5.5 than the value of 14 of Wannier et al., and that chemical
fractionation of ^^CO is widespread in the local ISM.
Both bodies of work cited above were based upon measurements of the double CO
isotope ratio, [^^CO] / [C^^O]; in order to yield a carbon ratio, a value for [^^0/ ^^O]
had to be assumed. In an attempt to break this cycle of measured double ratios and
assumed abundances, Penzias (1983) observed not only CO, ^^CO, and C^^O at a
variety of locations in the GMCs NGC 2264 and W3(0H), but also the doubly
substituted species ^^C^^O toward the cores of the two clouds. He concluded that
R^IRq), not because the ^^C/ ^^C ratio is half the terrestrial value (he found values
of 101 and 99 for NGC 2264 and W3(0H), respectively), but because the oxygen ratio
16 18O / O is roughly twice the terrestrial value of 500. We shall return to this issue in a
later chapter.
1.2.2 Formaldehyde
Formaldehyde, H2CO, is also frequently used to determine isotopic abundances in
the Galaxy. Given enough integration time, the 6 and 2 centimeter transitions of the
isotopic species H2^'^C0 and H2C^^0 can be detected in most strong Galactic
sources, just as ^^CO and C^^O can be detected in many sources. In compensation for
the relative weakness of the formaldehyde lines, these centimeter wavelength
transitions are usually seen in absorption against strong continuum sources, and an
advantage in these cases is that the optical depth of a line is determined solely by the
relative strengths of the absorpdon line and the continuum—a quantity independent of
absolute calibration and immune to the effects of clumping (see Chapter 5).
6Because formaldehyde is not a simple linear molecule like CO, a number of
connected centimeter and millimeter transitions exist. This can be quite advantageous
in that observing several rotationally connected transitions can help determine
excitation temperature differences between the isotopic species. A major concern,
however, is that the 2 mm transitions are frequently optically thick, thereby requiring
radiative trapping corrections in order to determine accurate abundances from the cm
absorption lines (Henkel et al. 1983). This is most serious when observing H2CO and
1
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H2 CO in order to make a direct measurement of the carbon isotope ratio. There are,
at present, two ways of approaching this problem: (1) observe H2^^C0 and H2C^^0,
make the reliable assumption that all transitions are optically thin, and settle for a
double ratio, or (2) observe H2CO and H2^^C0 and make radiative trapping
corrections for H2CO.
Both methods have been employed over recent years with a variety of results. An
extensive early carbon isotope survey utilizing formaldehyde was done by Gardner
and Whiteoak (1979). They observed the In - lio transitions of H2CO and H2^^C0
in a number of strong Southern sources, including the Galactic center. They
concluded that radiative trapping is not significant in the H2CO line and obtained a
CI C ratio substantially lower than the terrestrial value, especially toward the
Galactic center. They also saw a hint of a gradient with galactocentric distance in the
'^C/'^C ratio. This survey was followed with observations of a number of clouds
very near the Galactic center (Gardner and Whiteoak 1982). Values typically
[^^C]/[^^C] =20-30 were seen. Later observations of three clouds in this region
7gave even lower values, [^^q / [i3q = 9 (Gusten and Henkel 1983), although a more
extensive set of observations comprising -20 clouds within Rgc ^ 1 kpc gave values
in the range 20 - 25 (Gusten, Henkel, and Batrla 1985).
Observations of the 2n -2i2 transition in GMCs throughout the Galactic plane
(Henkel, Walmsley, and Wilson 1980) gave an average value of -64 when radiative
trapping corrections determined from LVG calculations (see Chapter 3) were applied.
In addition, values of [^^C] / [^^C] =41-74, consistent with these results, were
obtained toward six strong galactic continuum sources (Henkel, Gusten, and Gardner
1985). The latter authors determined that radiative trapping was relatively small
(< 50%) and that beam dilution and fractionation in H2^^C0 were insignificant.
The double ratio [^^C][^^0] / [^^C][^^0], determined from H2^^C0 and H2C^^0
measurements, has also been measured in a variety of sources. Henkel, Wilson, and
Downes (1979) observed the prominent GMCs Sgr A, Sgr B2, W33, and W51 and
found optical depth ratios near 5, in agreement with the work of Tucker, Kutner, and
Massano (1979). They concluded that for these results to be consistent with the
carbon isotope data, the oxygen isotope ratio ^^0/ ^^O must be nearer 250 than the
terrestrial value of 500. Interestingly, subsequent formaldehyde observations (Henkel
et al. 1983) toward the center of the Hn regions associated with Sgr A, Sgr B2, DR21,
and NGC 2024 gave slightly higher results, [H2^^C0] / [H2C^^0] = 5.5-8.3,
although the extent of radiative trapping in the H2^^C0 line was uncertain. These
values are consistent with those seen by Kutner et al. (1982), who found values
between 5.2 and 7.6 in another sample of GMCs.
8In Table 1.1 we give the main observational results concerning the double ratio
[i^ClL^^O] / [^2c][i8o] discussed above.
1.2.3 Other Species
Although carbon monoxide and formaldehyde are far and away the molecules of
choice when determining isotope ratios, other, less abundant species have been
observed occasionally. An advantage to observing rarer molecules is that the
common isotopic species may be optically thin, allowing for a direct determination of
the desired isotope ratio. One such species is the hydroxyl radical OH, which has
been used for oxygen studies (Whiteoak and Gardner 1975, 1978). Its prime
disadvantage is a tendency to attain non-thermal level populations, thus making the
analysis of OH somewhat uncertain. Another molecule of use is formamide,
(NH2CHO), which has been observed toward the Galactic center, giving
[^^C] / [^^C] = 30 (Gardner, Godfrey, and Williams 1980). Formamide has hyperfine
transitions in the cm range which can serve as a check on LTE assumptions.
However, like formaldehyde, it also has rotationally connected mm transitions which
complicate the excitation temperature determinations. Another species used in
isotope studies is the formyl ion, HCO^, which has been observed toward a number of
GMCs, giving a double ratio [H^^CO^] / [HC^^O^] = 6.4 - 13.6 (Stark 1981). It is
usually thought that since HCO"^ forms deep within molecular clouds, fractionation
cannot be an important complication in evaluating the isotope abundances determined
with this species; at great depths the parent ^^CO species should no longer be
9TABLE 1.1
Prior Studies of the Double Ratio [^^C][^^0] / [^^C][^^0] ^
Molecular Ratio
Source
1
1
^^CO
c^^o
^ , 1 T _ _
H2^^C0
HiC^^O
H^^CO^
HC^^O^
Ker.
SgrA 0 6.4 ± 1.3 1i
7.6 ±0.4 it
~6 •3J
SgrB2 0.1 7.5 A
5.4 ±0.6 1
7.6 ±0.3 2
8.3 ±0.5 3
W33 ~6 4.3 ± 0.6 1
6.4 ±0.6 2
W51 7.6 11.4 4
4.0 ± 0.4 1
5.2 ±0.6 2
M17 8.5 17.0 4
6.4 ±0.6 5
NGC 6334 9.3 10.6 4
DR21 10 12.7 4
8.8 ±0.9 5
5.5 ±0.3 3
L183(0,16).... 10 5.3 ± 1.8 6
L1524(0,8).... 10 5.9 ±2.2 6
L204(0,0) 10 6.9 ± 1.3 6
B5 10 6.2 7
B335 10 6.3 7
L1262 10 8.2 7
NGC 2204 10.5 17.4 4
>6 3
On A 10.9 13.6±3.8 5
OriB 10.9 6.9 ±3.7 2
NGC 2264 11 11.7± 1.5 5
(continued on next page)
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TABLE 1.1
(continued)
Molecular Ratio
Source ''CO
C'^0
H2^^C0
Ref.
W3(OH)
NGC 7538 ....
12.2
12.7
11.2
15.4
8
4
' Terrestrial value of 5.5.
Galactocentric distance in kiloparsecs with = 10 kpc.
References.—(1) Henkel et al. 1979; (2) Kutner et al. 1982; (3) Henkel et al. 1983;
(4) Wannier et al. 1976; (5) Stark 1981; (6) McCutcheon et al. 1980;
(7) Wilson etal. 1981; (8) Penzias 1983.
enhanced (Liszt 1978; Plambeck and Williams 1979). This assumption may not be
true, however, if GMCs are clumpy (see Chapter 5).
Rotational transitions of HC3N (cyanoacetylene) have been observed in Sgr B2
and Ori A by Wannier and Linke (1978). Since HC3N is thought to be optically thin,
the authors deduced that [^^C] / [^^C] = 22 for Sgr B2 and 50 in Ori A from
observations of the isotopic isomers H^^CCCN, HC^^CCN, and HCC^^CN.
Yet another molecule which has been the object of substantial study, especially in
the last several years, is the methylidyne ion, CH"^. Since it is highly reactive, the ion
11
is found only in diffuse interstellar clouds, and these are observable only in the local
ISM (d<2 kpc, but usually within a few hundred parsecs). CH^ possesses optical
lines near 4232 and 3957 A which can be seen against the continua of background
early-type stars. High-dispersion spectra are necessary, however, as the ^^CH+ lines
are shifted from the CH^ lines by only 0.3 A. This places the ^^CH^ line in the
shoulder of the CH^ line, requiring a very high signal-to-noise ratio (of order 10^) for
reliable observations.
Since the CH+ line is thought to be optically thin, the ^^CH^ / ^^CH^ ratio can
give a direct measure of the carbon isotope ratio if the molecular ratio accurately
reflects the isotope ratio. Theoretical studies suggest that this is the case with CH+.
Fractionation calculations (Watson, Anicich, and Huntress 1976) show no
enhancement in the ^^CH^ species when it is formed within hot regions believed to be
typical of the diffuse clouds where the species is seen (Elitzur and Watson 1980);
these are too warm for abundance-altering reacdons to occur. Since both isotopic
species are close in wavelength and are observed in absorption against a background
continuum (just as the radio lines of H2CO are), source dilution and relative
calibradon errors do not play a role in interpreting the observadons.. While these
attributes are highly desirable, the observations do demand high quality spectra as the
^^CH"^ absorption is typically < 1% of the condnuum.
The observadons by Vanden Bout and Snell (1980) of the diffuse clouds toward ^
Oph, ^ Per, and 20 Tau gave values of [^^CH^] / [^^CH^] slighdy lower than the
terrestrial value, but given the errors, the authors concluded that their results were
12
consistent with the terrestrial carbon ratio. However, subsequent observations toward
these stars and toward P Cyg and 23 Tau (Hawkins, Jura, and Meyer 1985; Hawkins
and Jura 1987) gave very consistent results from source to source, with a weighted
mean of [^^CR^] / [i^cH^] = 43 ± 4. Due to the very high signal-to-noise ratio of
these observations, this result has generally been accepted as representing the carbon
isotope ratio—at least in the vicinity of the Sun. Recently, however, Stahl et al.
(1989) have made similar observations toward
^
Oph, a source in common with the
Hawkins and Jura (1987) sample, and obtained [^^CH^] / [^^CH^] = 77 ± 3. The
reasons for the discrepancy are as yet unclear, and one must therefore view the
determination of a widely accepted carbon isotope ratio for the local ISM as
unresolved.
1.3 Conclusions and Summary of Dissertation
It is apparent that over the past fifteen years no clear consensus has been reached
concerning interstellar isotopic ratios, despite their importance in tracing the
nucleosynthetic and mass transport history of the Milky Way. As can be seen in the
tabulated results for the carbon ratio (Table 1.2) and the oxygen ratio (Table 1.3),
many results are in conflict, especially when one compares one molecule to another,
and many times, even observations of the same molecule. One feature of the
literature, however, which constantly resurfaces, is the existence of a lower than
terrestrial value of [^^C] /[^^C] at the Galactic center (Sgr B2) (see Fig. 1.1).
13
TABLE 1.2
Prior Studies of the Carbon Ratio [^^C] / ['^C]^
Molecular Ratio
Source R..^ ^
SgrA 0 24±3^ 1
12±1 2
31 ±7^ 3
SgrB2 0.1 22±1^ 4
15±1 2
27 ± 3^ 3
-25 5
G359.1+0.1 <1 12 6
G359.5-0.15 <1 17 6
G359.5-0.05 <1 14 6
GO. 16-0.2 <1 29 6
GO.25+0.0 <1 18 6
GO.3-0.05 <1 19 6
GO.5-0.1 <1 34 6
Gl. 1-0.15 <1 18 6
G-6.0-5.0 <2 9 7
G-7.5-5.0 <2 9 7
G-9.0-5.0 <2 8 7
W31 ~5 37 ±6 8
G29.9-0.0 5.1 45 ±5 9
W43 5.5 42 ±6 8
W33 ~6 74 ±22 8
G19.6-0.2 6.3 41 ±4 9
G34.3-H0.1 6.9 58 ±5 9
G327.3-0.5 7 36 ±2 2
G333.3-0.4 7 31 ±3 2
G333.6-0.2 7.5 64 ±20 2
G49.4-0.3 7.5 81 ± 12 8
82 ±13 10
(continued on next page)
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TABLE 1.2
(continued)
Molecular Ratio
2 ^2<-<^ CH^ C^^Q
GC n t:;
——
— Other Ref.
H2^^C0 i^CH^ ^^C^^O
G49.2-0.3 7.6 58 ±4 9
G35.2-1.8 7.7 55 ±5 9
G311.6+0.3 8 21 ±4 2
G49.5-0.4 8.0 70 ±11 8
M17 8.5 85 ±14 2
-60 10
W49 8.2 74 ±20 9
NGC6334A 8.5 27 ± 3 2
RCW57 9.5 117 ±23 2
W49A 9.5 53 ±8 8
COph 10 77 ±15 11
75±31 11
55 ±11^ 12
43 ±6 13
47.3 ±5^ 14
^Per 10 59 ±16 11
46 ±10 15
PCyg 10 44 ±9 15
20Tau 10 49 ±10 11
41 ±9 15
23Tau 10 41 ±9 15
3dk.clds 10 75 ±8 16
DR21 10 70±11 8
NGC2024 10.5 69 ± 3 2
72±11 8
68 ±11 10
OriA 10.9 50 ±5^ 4
RCW36 11 110 ±9 2
RCW38 11 117 ±23 2
(continued on next page)
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TABLE 1.2
(continued)
Molecular Ratio
Source R 2
H2CO CH^ C^^O ^
^^,
^^^^^^ ^ other Ref.
NGC2264 11 101 ±22 17
W3 12 86±13 8
91 ±16 10
W3(OH) 12.2 99 ±17 17
^ Terrestrial value of 89.
Galactocentric distance in kiloparsecs with = 10 kpc.
^ NH2CHO.
^ HC3N.
^ CO.
^ CN.
References.—(1) Lazareff et al. 1978; (2) Gardner and Whiteoak 1979; (3) Gardner
et al. 1980; (4) Wannier and Linke 1978; (5) Wilson et al. 1980; (6) Gardner and
Whiteoak 1982; (7) Gusten and Henkel 1983; (8) Henkel et al. 1980; (9) Henkel et al.
1985; (10) Henkel et al. 1982; (11) Vanden Bout and Snell 1980; (12) Wannier et al.
1982; (13) Hawkins et al. 1985; (14) Crane and Hegyi 1988; (15) Hawkins and Jura
1987; (16) Wilson et al. 1981; (17) Penzias 1983.
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TABLE 1.3
Prior Studies of the Oxygen Ratios [^^O] / [^^O] and [^^O] / [^''O]
Molecular Ratio
Source R..>
Gal. Center 0
-400 1
SgrA 0 3.35 ±0.3 2
SgrB2 0.1 3.3 ±0.2 3
3.59±0.1 2
W33 5.7 3.77 ±0.1 2
W51 7.6 3.19 ±0.1 2
M17A 8.0 3.27 ±0.3 2
M17L 8.0 3.58 ±0.2 2
DR21 9.9 4.5 ±0.4 3
DR21(OH) 9.9 3.40 ±0.2 2
Cool dk. eld 10 -400 1
OriA 10.9 3.7 ±0.8 3
3.89 ±0.2 2
NGC2024 11 3.89 ±0.2 2
NGC2264 11 5.9 ±1.0 3
4.09 ±0.2 2
903 ± 176 4
W3 12.2 4.13 ±0.5 2
W3(0H) 12.2 3.11 ±0.3 2
896 ±138 4
NGC7538 12.7 5.0 ±0.5 3
3.78 ±0.3 2
Galactocentric distance in kiloparsecs with /?@ = 10 kpc.
^ Terrestrial value of 500.
^ Terrestrial value of 5.4.
References.—(1) Bujarrabal et al. 1983; (2) Penzias 1981; (3) Wannier, Lucas et al.
1976; (4) Penzias 1983.
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It is then clear that the Galactic center value is substantially lower than the disk
value if one adopts a terrestrial value for [^^C] / [I3c] in the plane. The Galactic
center value may even be lower than the plane value if one allows the [^^q / [i^q
ratio in the plane to be -40 as some have suggested. The natural question, upon which
this dissertation was first predicated, then becomes: Is the carbon isotope ratio at the
Galactic center substantially less than at all other positions in the disk, or does the
carbon isotope ratio vary smoothly as a function of galactocentric distance?
In an attempt to answer this question, this work undertook the following three sets
of extensive observations of ^^CO, ^^CO, and C^^O in molecular clouds:
• Inner Galaxy observations, exclusively at positions interior to the molecular
ring, located at Rqc ~ 4 kpc.
• Outer Galaxy observations of molecular clouds associated with Sharpless Hn
regions.
• A large number of observations at a variety of locations in one giant molecular
cloud, that associated with NGC 2264.
The inner and outer Galaxy observations were gathered in order to provide an
accurate and consistent set of isotopic data at a wide variety of Galactic positions.
The data taken in the relatively nearby GMC NGC 2264 were originally intended to
be used in constructing a simple structural model of a GMC. The model was to be
used to correct distant-dependent biases associated with the inner and outer Galaxy
observations.
However, interesting and unexpected trends were seen when the NGC 2264 data
were compared with a similar data set for the dark cloud L134N: while both clouds
showed increased values of [^^co] / [C^^Ol at low extinctions (presumably due to
isotopic fractionation), the GMC values were, in general, 2 - 4 times larger than the
dark cloud values, and showed a behavior tantalizmgly reminiscent of fractionation.
This was surprising, since attributing the large double CO isotope ratio observed in
NGC 2264 to fractionation would require either an impossibly high external UV flux
(-10^ times ambient), or an impossibly high gas to dust ratio. It seemed clear that
either GMC isotopic chemistry differed substantially and systematically from that of
dark clouds, or that the observations were providing an important, albeit indirect, clue
to the structure of GMCs. The mam focus of this work then altered in an effort to
explore this issue and its implications.
we
The outline of the remainder of this dissertation is as follows. In Chapter 2
present the data. This includes the inner and outer Galaxy observations, along with
those of NGC 2264. Chapter 3 presents a detailed description of the Local
Thermodynamic Equilibrium (LTE) radiative transfer method, including an extensive
discussion of its assumptions and errors (Appendix B). The main result of Chapter 3
is that the assumptions and errors associated with LTE cannot reconcile the NGC 2264
- L134N distinction. Chapter 4 then describes a steady-state chemical model which is
applicable to the outer regions of homogeneous molecular clouds. The Chapter
confirms that fractionation and isotope-selective photodissociation are also incapable
of explaining the GMC - dark cloud distinction. In Chapter 5 we introduce the notion
21
of inhomogeneous GMC structure in a clumpy cloud model and couple it with the
chemical results of Chapter 4. This model reproduces the qual.ta.ive features of the
observations over a wide range of input parameters, and while precise ,uantm,i,e
agreement with the obsewational data was not obtained,
.t seems likely that this could
be achieved with a more sophisticated model than that employed here. The
implications of strongly clumped GMCs for other molecular abundance
determinations in the ISM are considered in Chapter 6. A summary of this work and
Its main conclusions are given in Chapter 7.
CHAPTER 2
OBSERVATIONS AND DATA
2.1 The GMC NGC 2264
Observations of the J = 1 ^ 0 transition of CO (v = 1 15.271 GHz) ,n NGC 2264
were obtained on 24 January 1986 with the 14 m telescope of the Five College Radio
Astronomy Observatory^ (FCRAO). The 3 mm cooled Schottky diode mixer receiver
produced a single sideband temperature of
-170 K. When referenced above the
atmosphere, the SSB system temperature (Tsys) was typically -900 K. Pointing and
focus measurements were done at the stan and during the middle of the run by
observing the Orion Molecular Cloud (a = 5''32"^46'8, 5 = -5°24'13"), the source of
a CO outflow which possesses high velocity line wings that are point-like compared to
the 45" half-power beam width of the FCRAO telescope. Pointing was found to be
accurate to ± 5", rms.
A grid of 340 positions (20' x 17') was obtained by mapping the cloud in galactic
coordinates, centered about the position / = 203?3155, h = 2?0554 (a = 6^38"^ 25',
5 = 9°32'29"), with a spacing of i:5 (-2 beam widths). The on-source integration
time was 20 s. Because NGC 2264 lies very near the Galactic plane, a reference
1. The Five College Radio Astronomy Observatory is operated with support from the National
Science Foundation under grant AST-82-12252 and with permission of the Metropolitan District
Commission, Commonwealth of Massachusetts.
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position with ,l,e rather large offset of-2°0 in azimuth was chosen to ensu,^ an
emission-free reference position. All antenna temperatures (T',) were calibrated to
first order (see Appendix A) using the standard chopper wheel method (Penzias and
Burrus 1973). They were then corrected to the T', scale (Kutner and Ulich 1981) by
dividing by y^pss, the forward scattering and spillover efficiency (see Appendix A),
assumed to be 0.70 at the time of the observations (Snell and Schloerb 1983; Kenney
and Taylor 1988). The spectra were obtained with a backend which consisted of two
256 channels x 250 kHz filterbanks, one 256 channels x 1 MHz filterbank, and one
256 channels x 100 kHz filterbank. The 250 kHz filterbank was found to provide
adequate velocity resolution, 0.65 km s"' at the rest frequency of the CO line.
1
3
The CO J = 1 0 spectra (v = 1 10.201 GHz) were obtained in June of the same
year. Identical observing procedures were followed in obtaining 340 spectra at the
same location as those of the CO data, except that pointing was done on a
conveniently located planet (Venus, Jupiter, or Saturn), owing to the lack of point-like
high velocity wings in Orion in the '^CO species. Because the '^CO J = 1 ^ 0
transition does not fall on the wing of a terrestrial O2 line as does the CO line, system
temperatures were generally lower for the ^^CO observations (typically -700 K), and
because the zenith opacity is smaller at 1 10 GHz than at 1 15 GHz (Xq typically 0.2),
CpAC (see Appendix A) was likewise smaller.
Observations of the C'^0 J = 1 0 line (v = 109.782 GHz) began in June 1986
and proceeded through the 1986 - 1987 observing season, ending in June 1987.
Observing proceedures and backend configurations identical to those for the CO and
^^CO observations were maintained. Due to the relative weakness of the
emission at all but the strongest, central positions, mapping the entire 340 point 20' x
17' grid was impractical. Instead, the likelihood of obtaining a spectrum with an
acceptable signal-to-noise ratio in a reasonable amount of integration time (15 - 20
minutes) dictated the choice of positions. The intensities of the CO and ^^co spectra
were usually good indicators of positions which would yield strong C^^O lines. The
lower system temperatures at 109.8 GHz (7,,, = 450-550 K), typical of good
observing conditions during the winter, certainly helped in obtaining the number and
high quality of the C'^O spectra finally acquired. Figures 2.1a-c show CO, ^^CO, and
1
8
C O spectra at four selected positions in NGC 2264.
Observed line parameters in NGC 2264 are shown in Table 2.1, which lists the
following at each A / and A offset for the observed isotopes: fully-corrected peak
antenna temperature (7^), velocity of the line peak relative to the the local standard of
rest (visr), the full velocity width at half-maximum (FWHM, Av), velocity-integrated
intensity (/rj^/y), and the rms noise in the spectral line (7,^).
2.2 Other FCRAO Data: L134N
Carbon monoxide data similar to those for NGC 2264 were obtained in the dark
cloud L134N by D. Swade for his dissertation (Swade 1987) and were kindly made
available by him. Observing procedures for the data may be found in this reference.
We note that this data set was also obtained with the FCRAO 14 m telescope, thus
eliminating many of the relative calibration errors often encountered when comparing
data obtained with different telescopes.
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2.3 Inner Galaxy Data
No comprehensive source list of molecular clouds in the inner Galactic plane
exists. The coverage of the most complete CO survey of the first quadrant of the
Galaxy, the Massachusetts-Stony Brook Survey, is somewhat sparse: between
longitudes 8° and 18° a spectrum is provided every 6' in both / and h (Clemens 1985),
providing one 45" beam every 36 square arcminutes. Obviously, much material may
have been missed (molecular clouds with diameters < 15 pc), and detections of clouds
at the 2 or 3 Kelvin level may have missed the presence of hotter, denser cores—the
optimum observing sites if one is to detect the weak C^^O transition. Therefore,
prehmmary CO observations were carried out on candidate sources in an effort to
determine a suitable source list for the weaker isotopic lines. These were used to
define the central region of a set of giant molecular clouds which, on kinematic
grounds, were determined to lie within the Galactic radii of interest (0 < Rcc ^ 4 kpc).
Approximate coordinates for the candidate sources were taken from CO surveys done
in the inner Galaxy (Scoville, Solomon, and Jefferts 1974; Gordon and Burton 1976;
Bania 1977, 1980; Liszt and Burton 1978; Sanders 1981; Heiligman 1982; Sanders,
Solomon, and Scoville 1984; Sanders, Scoville, and Solomon 1984; Knapp, Stark, and
Wilson 1985), and in defining a set of clouds for reconnaissance, maps done in either
CO or '^CO were deemed equivalent (Stark, Penzias, and Beckman 1983). As a
further aid in determining suitable observing sites, Hn regions and clouds with
formaldehyde detections were also included (Downes et al. 1980).
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As a result of the reconnaissance survey, 16 sources were selected for the inner
Galaxy data set. The criteria in choosing the sources were strength of the CO line and
a somewhat even distribution of the sources in galactocentric distance. Observations
were conducted from March through June 1986. Pointing and calibration techniques
were essentially the same as those described in § 2.1. Since line strengths in these
sources are, in general, weaker than at the vast majority of positions in NGC 2264,
integration times were typically much longer, extending up to two hours in C^^O for
the weakest sources. The final observed line parameters are shown in Table 2.2. CO,
^^CO, and C^^O spectra of all the sources are shown in Figures 2.2a-d, 2.3a-d, and
2.4a-d, respectively.
2.4 Outer Galaxy Data
Outer Galaxy observations of CO, ^^CO, and C^^O, began in September 1986 and
continued through February 1987. The 18 sources were chosen from the catalog of
CO radial velocities toward galactic Hn regions published by Blitz, Fich, and Stark
(1982) who used the 7 m telescope at Bell Telephone Laboratories to observe -90% of
the Hn regions in the Sharpless (1959) catalog. Their CO data helped immensely in
choosing which outer Galaxy clouds to observe in this work. The criteria adopted in
choosing clouds were:
• Relatively strong CO lines from Blitz et al. indicating a high likelihood of
1 Q
detecting the weak C O line in a reasonable amount of observing time.
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• A distribution of sources across the sky for efficient observing, and throughout
a range of galactocentric distance, so that a variety of Galactic positions could
be sampled. (The distances were taken from Blitz et al. and are based on
spectrophotometry of the stars exciting the Hn region.)
The observing procedures used were identical to those described in the previous
section (§ 2.3). The CO and ^^CO spectra were quite strong and a minimum
integration time of ~5 min. was usually sufficient for a high signal-to-noise spectrum.
However, since the C^^O spectra turned out to be quite weak, much longer integration
times were required (~1 hour) for this species, and the total amount of time devoted to
any source was determined on an individual basis. Table 2.3 shows the observed line
parameters for the outer Galaxy clouds and Figures 2.5a-c, 2.6a-c, and 2.7a-c show
the CO, ^^CO, and C^^O spectra, respectively.
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CHAPTER 3
LTE OPTICAL DEPTHS AND COLUMN DENSITIES:
A DISTINCTION BETWEEN GMCS AND DARK CLOUDS?
3.1 Introduction
In this chapter we describe the method of radiative transfer initially employed to
interpret the data of Chapter 2. The desired results are the ^^CO and C^^O optical
depths, Xi3 and Xig, respectively, and the ^^CO and C^^O column densities, No and
A^i8, respectively. The resulting ratios /Xig and A/^ /A^ig are the important
quantities on which much of the later analysis of this work will focus.
The primary technique used here to solve the equation of radiative transfer for the
carbon monoxide lines is commonly refered to as the Local Thermodynamic
Equilibrium (LTE) method. Although the use of LTE involves making several
important assumptions about an interstellar cloud, the alternative—solving the
statistical equilibrium equations for all species concerned—requires additional, highly
model-specific assumptions, as well as spectra of higher rotational states in the three
species observed. For this project, the arhount of additional data would clearly have
been prohibitive and it is not at all certain that the end results would be any more valid
than those obtained by LTE.
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In § 3.2 we present the basic LTE method, explicitly noting the necessary
assumptions and deriving the basic relations. This is followed by a discussion of the
optical depths and column densities of the data sets (§ 3.3) in which we note the
existence of a previously unknown, systematic distinction between dark clouds and
GMCs. The errors associated with an LTE calculation are then considered (§ 3.4),
including statistical errors arising from random noise present in the data and from
systematic errors inherent in the LTE method. We conclude that the systematic
difference between dark clouds and GMCs cannot be explained as being due to such
errors.
3.2 LTE Radiative Transfer
As applied specifically to carbon monoxide, an LTE analysis uses the following
three assumptions:
1. The excitation temperature, T^, of a particular transition is constant along
the line of sight into the cloud.
2. The optical depth of ^^CO is very large, i.e. x(^^CO) = I12 » 1.
3. All transitions of ^^CO, ^^CO and C^^O are in local thermodynamic
equilibrium with the kinetic temperature.
With assumption (1), the equation of radiative transfer can be integrated giving the
emergent specific intensity above the T^b = 2.7 K cosmic background:
/v = [B^(Tx) - B^iTsBm -e~^). (3.1)
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Here is the Planck function and is the optical depth at frequency v. Using the
standard definition of radiation temperature, T,{v) ^ (chlkv^) /„ we get the familiar
relation for the radiation temperature at line center
Tr = To[f(Tx)-fiTBBm-e-'°)
, (3.2)
where the rest frequency, Vq, of the transition defines Tq = /zVq / A: and the optical
depth at line center is Xq. Following the notation of Dickman (1978), for algebraic
simplicity we have defined /(z) = (e^''' -\)-\
If one accepts assumption (2), assumption (1) seems to hold for the rather uniform
dark cloud L134N (Swade 1987). The assumption may not, however, be valid for
most lines of sight in GMCs. From Table 2.1 it can be seen that TrC^CO) clearly
peaks toward the center of NGC 2264, and as this quantity is directly related to the
assumed excitation temperatures of ^^CO and C^^O (see below), one must conclude
that Tx also peaks toward the middle region of the line of sight through the cloud,
provided that the cloud is more or less azimuthally symmetric on the largest scales.
The uncertainties in LTE-derived optical depths and column densities will be
discussed below (§ 3.4.2).
We now consider the second assumption. If one were to assume for the sake of
argument that both the ^^CO and ^^CO J = 1 0 transitions were optically thin, then
one would observe TrC^CO) /T/^C^CO) = 20-90, depending on the isotope ratio
(see Chapter 1). However, in a wide variety of molecular clouds and in the data in
this work, TrC'^CO) / TjiC^ CO) < 4, strongly implying large optical depths
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(Xi2 > 5- 10), in the ^^CO J = 1 ^ 0 transition. We can therefore accept assumption
(2). This then gives for equation (3.2)
TRe^CO) = To[f(Tx)-f{TBB)]. (3.3)
By observing the ^^CO (J = 1 0) transition at a particular position, equation (3.3)
can be solved immediately giving the excitation temperature along the line of sight:
7-0
In
7/,(i2cO)/ro+/(7s8)+l
T„C^CO)/To+f(TBB)
(3.4)
By now utilizing assumption (3), the assertion that
TxC^CO) = TxC^CO) = TxiC^^O) = Tx, equation (3.2) can be solved to give the
^^CO and C^^O optical depths
Xi3 = -In 1 -
and
Ti8 = -In 1-
f(Tx)-fiTBB)
-1
(3.5)
fiJx)-f{TBB)
-1
(3.6)
[It should be noted that eqs. (3.5) and (3.6) use a common Tq which neglects the 0.4%
difference between ro(^^CO) and ro(C^^O).] The validity of assumption (3) will be
discussed in § 3.4.
Once the J = 1 —> 0 optical depth is known, the column density, A^, can be obtained
via
99
Q
N (3.7)
(Dickman 1978). Here, |i = 0. 1 12 D is the permanent dipole moment of CO and
Q ~ 2Tx/Tq (Dickman 1978, but see Frerking Langer and Wilson 1982) is the
partition function. By using the very good approximation for Gaussian and most other
where const. = 8.54 x lO'"^ cm"^ (km s~')~' for ^^CO and C^^O.
3.3 Results
By applying the relations of the preceding section to the data of Chapter 2, we
obtain the desired optical depths and column densities. In Table 3.1 we show the
^^CO and C^^O optical depths and column densities obtained in NGC 2264. Also
shown are the all-important ratios, in /Xig and A'13 /Ni^. Table 3.2 shows similar data
for the dark cloud L134N. The data shown in these two tables are strict
interpretations of the equations given in § 3.2 and are uncorrected for any systematic
effects (see § 3.4). We defer presentation of the results for the inner and outer Galaxy
clouds until Chapter 6.
As part of the data analysis process, we studied the behavior of the column density
ratio / A^i8 vs. iVig in both sources. As first pointed out by Dickman, McCutcheon,
symmetrical lines that jx^dv = XqAv, where At; is the full-width at half-
-maximum
(FWHM) of the profile, the column density can be written as
N = const. TqAvQ \-e (3.8)
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TABLE 3.1
CO and C^^O Optical Depths and Column Densities in NGC 2264
A/ Ab
^18 ^13 ' "l8 log A/i3
1 XT
logA^ig
(
)
n (cm~2) (cm-2)
-U.zzS 0.150 0.23 0.062 3.75 16.07 15.23 6.91
0.150 0.125 U.U43 11.60 15.88 14.86 10.35
0.125 0.125 0.75 0.073 10.22 1 J.yo 1 A m14. 10.83
-0.150 0.125 0.39 0.043 9.14
1 J.30 12.58
-0.050 0.075 0.33 0.023 14.20
I j.Ul 24.61
-0.100 0.075 0.56 0.033 16.92 16.72 15.37 22.66
-0.150 0.075 v.oo n n/ioU.U4y 12.24 16.67 15.64 10.76
-0.225 0.075 0.20 0.017 12.26 16 31 AC24.45
0.150 0.050 0.42 0.039 10.78 16 9? Zj.6i
0.125 0.050 0.39 0.020 19.61 16 30 14 Q1 0/1 QQz4.oo
0.025 0.050 0.42 0.048 8.92 16.69 15.45 17.43
-0.025 0.050 U.UJZ 1 1 .23 16.62 15.38 17.34
-0.075 0.050 0.80 0.092 8.74 16.90 15.85 1 1 07
-0.100 0.050 0.87 0.088 9.86 17.05 15.91 1 3 76
-0.125 0.050 0.72 0.064 11.23 16.79 15.69 12.44
0.130 0.025 0.67 0.074 9.10 16.41 15.27 13.88
0.125 0.025 0 76 lu.y / 16.55 15.24 20.19
0.100 0.025 0.69 0.041 16.81 16.69 15.32 23.45
0.075 0.025 0.54 0.020 27.80 16.79 15.47 20.78
0.050 0.025 0.67 0.050 13.26 16.95 15.75 15.78
0.025 0.025 0.61 0.058 10.58 17.00 15.92 12.14
0.000 0.025 0.79 0.079 9.89 16.93 15.81 13.27
-0.025 0.025 0.72 0.080 8.96 16.89 15.85 11.03
-0.050 0.025 0.98 0.097 10.10 16.86 15.75 12.89
-0.075 0.025 1.30 0.130 10.11 17.03 15.96 11.75
-0.100 0.025 1.00 0.140 6.90 17.12 16.17 8.94
-0.125 0.025 0.91 0.084 10.88 16.92 15.73 15.49
-0.150 0.025 0.52 0.037 13.92 16.53 15.16 23.42
0.175 0.000 0.69 0.210 3.36 16.19 15.79 2.51
0.150 0.000 0.41 0.052 7.99 16.39 15.13 17.92
(continued on next page)
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TABLE 3.1
(continued)
M Ab
1 J Xl Q18 Tit / T 1 i> log /V] 3 l0g/V,8 /V13//V18
( ) ( ) (cm~^) (cm-2)
0.125 0.000 0.77 n 1 "^nU. 1 J\J 0.07 16.54 15.62 8.32
O.I 00 0.000 0.48 0.086 5.62 16 f>7 7.93
0.075 0.000 0.59 0.080 7.32 16 60 1 J.JO 16.67
0.050 0.000 0.69 0.092 7.43 16 74 I S fit, 12.95
0.025 0.000 0.68 0.066 10.30 16 91 1 S1 J.OU 1 J. U)
0.000 0.000 0 7S U.UoJ y.uo 17.00 15.96 11.00
-0.025 0.000 0.92 0.130 7.32 16.91 15.91 Q 09
-0.050 0.000 0.95 0.100 9.10 16.78 15.55 1 7 08
-0.075 0.000 0.77 0.140 5.44 16.84 15.84 9 95
-0.100 0.000 0.76 0.100 7.36 16.93 15.96 9.24
-0.125 0.000 0.89 0 160 J.HO lo.oZ 15.94 7.61
-0.150 0.000 0.59 0.062 9.48 16.69 15.54 13.89
-0.200 0.000 0.58 0.039 15.14 16.52 15.31 16.34
0.150 -0.025 0.41 0.034 12.04 16.38 15.11 18.55
0.125
-0.025 0.57 0.076 7.49 16.56 15.32 17.22
0.100 -0.025 1 .00 0.1 10 1 A sn 1 j.oU lU.ZZ
0.075 -0.025 0.58 O.ilO 5.55 16.80 15.92 7.65
0.050
-0.025 0.47 0.043 10.82 16.65 15.53 13.07
0.025 -0.025 0.64 0.081 7.85 16.71 15.67 10.76
0.000 -0.025 0.63 0.076 8.22 16.74 15.78 9.25
-0.025
-0.025 0.47 0.075 6.29 16.64 15.60 11.04
-0.050
-0.025 0.45 0.046 9.81 16.53 15.48 11.28
-0.075
-0.025 0.61 0.043 14.19 16.67 15.48 15.23
-0.100
-0.025 0.62 0.092 6.74 16.70 15.70 9.92
-0.125
-0.025 0.71 0.100 7.12 16.64 15.54 12.42
-0.150
-0.025 0.62 0.077 8.04 16.53 15.53 10.12
-0.200
-0.025 0.23 0.030 7.67 16.14 15.02 13.16
0.150 -0.050 0.43 0.058 7.45 16.31 15.11 15.85
0.125 -0.050 0.28 0.039 7.24 16.40 15.15 17.80
0.100 -0.050 0.33 0.054 6.03 16.39 15.06 21.28
(continued on next page)
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TABLE 3.1
(continued)
Al Ab
^13
^13 /^18 logA^l3 log Ms
--
M3/N18
(°) n (cm-2) (cm"2)
0.075
-0.050 0.41 0.052 7.79 16.50 15.31 15.54
U.UJU
-U.UjU 0.54 0.046 11.83 16.61 15.30 20.21
0.025 -0.050 0.45 0 034 iO.49 15.35 13.67
0.000
-0.050 0.50 0.034 14 87 10.4o 15.31 14.22
-0.025
-0.050 0.37 lO.'+O 10.34 14.74 39.36
-0.050
-0.050 0.36 0.027 13.42 16.22 14.97 17.60
-U.U / J
-U.UjU 0.45 0.032 14.12 16.34 15.09 17.60
-0.100
-0.050 0.58 0 046 1 9 f^Sl 10.jj 15.33 16.65
-0.125
-0.050 0.71 0 100 fi, 88 iD.OJ 15.65 9.98
-0.150
-0.050 0.41 0.087 't.OO 1 A T 110.J 1 8.30
0.150 -0.075 0.49 0.048 10.29 15.96 14.74 16.57
-U.U / J f\ onv.ly 0.034 8.54 16.06 14.91 14.04
-0.050
-0.075 0.54 0.027 20.06 lU.JO 1 S 04 zi.yu
-0.075
-0.075 0.62 0.049 12.76 16 4Q 1 S 1 81 J. i o ZU.ZU
-0.100
-0.075 0.40 0.047 8.56 1 U.J J 1 S 97 18 14lo.lt
-0.125
-0.075 0.41 0.057 7.16 16.61 15.60 10.20
n 1
-u. 1 jyj
-U.U / J n 1
Q
0.034 5.34 16.24 15.19 11.27
-0.200
-0.100 0.37 0.017 21.64 16 35 1 5 07 IQ 961 ".ZD
-0.175
-0.125 0 22 0 01 s 14 'i.l 10.zz 1 ^ m1 j.Uz 1 J.OJ
-0.150
-0.150 0.52 0.031 16.69 15.93 14.68 17.57
-0.225
-0.150 0.35 0.018 19.70 16.33 15.13 15.84
0.200 -0.175 0.78 0.067 11.61 15.79 14.81 9.41
-0.025
-0.175 0.43 0.048 8.95 16.02 14.77 17.84
-0.050 -0.175 0.72 0.084 8.59 16.16 15.03 13.46
-0.075 -0.175 0.87 0.054 15.96 16.19 14.99 15.91
0.175 -0.200 0.85 0.130 6.73 16.01 14.91 12.52
-0.025
-0.200 0.87 0.058 15.10 16.16 14.85 20.37
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TABLE 3.2
CO and O Optical Depths and Column Densities in L134N
Aa A5
'IS '^13 ' 10g/Vi3 log A^i8 /V13//V18
() (0 (cm-2) (cm-2)
6.0 yj.m n Ann 7.51 15.79 14.61 14.85
5.0 5.0 0.80 0.270 2.97 5.53
4.0 5.0 0.69 0.350 1.99 1 S M 14 on 6.12
3.0 5.0 0.47 0.290 1.61 i J.J / 14.00 3.20
2.0 5.0 1.00 0.440 2.31 1 J.O / 5.32
1 0 5 0 n finu.ou U.Z /(J 2.26 15.46 14.82 4.37
0.0 5.0 1.20 0.320 3.74 1 5 6"^1 J.UJ 14 07 4.j4
-1.0 5.0 2.20 0.330 6.62 1 S 73 Ifi 1Q10.JO
5.0 4.0 0.87 0.300 2.87 1 5 75 14 00 J.OZ
4.0 4.0 0.88 0.380 2.31 15.61 15.10 J .zz.
3.0 4 0 yj.Jy u./ lO 2.17 15.61 15.19 2.63
2.0 4.0 0.77 0.380 2.00 15.53 15 12I ^ . I. ^ 9 S7Z.J /
1.0 4.0 0.64 0.290 2.21 15.49 14.92 70J. /
u
0.0 4.0 1.40 0.410 3.44 15.84 14.97 7 4*^
-1.0 4.0 0.90 0.370 2.40 15.66 14.86 6.38
-2 0 4 0 U.JjU i.j 1 15.69 14.97 5.16
-3.0 4.0 1.10 0.150 7.13 15.73 14.67 11.40
6.0 3.0 0.97 0.200 4.95 15.84 14.89 9.03
5.0 3.0 0.84 0.390 2.17 15.74 14.99 5.66
4.0 3.0 0.74 0.300 2.43 15.73 14.99 5.57
3.0 3.0 0.81 0.480 1.70 15.71 15.23 3.05
2.0 3.0 1.50 0.710 2.04 15.85 15.15 5.00
1.0 3.0 1.30 0.460 2.91 15.87 14.96 8.09
0.0 3.0 1.10 0.840 1.25 15.62 15.31 2.06
-1.0 3.0 0.84 0.590 1.43 15.75 15.18 3.75
-2.0 3.0 1.60 0.310 5.18 15.90 14.98 8.37
-3.0 3.0 1.40 0.260 5.26 15.85 14.91 8.69
-4.0 3.0 1.00 0.150 7.21 15.69 14.61 11.89
6.0 2.0 0.80 0.140 5.64 15.84 15.08 5.74
5.0 2.0 0.73 0.350 2.08 15.78 15.22 3.65
(continued on next page)
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TABLE 3.2
(continued
)
Aa A5
''15
^13 /Xi8 1 \ T log/Vi8 M3/A^18
() (') (cm~2) (cm~^)
4.0 2.0 0.53 0.480 1.09 15.56 15.25 2.03
3.0 2 0 U.oJ 0.530 1.58 15.71 15.14 3.69
2.0 2.0 1.10 0.460 Z.JO 15.74 15.16 3.85
1.0 2.0 0.57 0.550 1 f\A 15.53 15.12 2.61
0.0 2.0 0.83 0.470 1 78 ID. /j 15.33 2.67
-1.0 2.0 1.10 0.460 2.28 15.85 15.17 4.86
-2.0 2.0 u.oJ U.zoU 3.12 15.79 14.89 7.95
-3.0 2.0 0.73 0.160 4 ^2 1 j.oU 14.83 9.42
-4.0 2.0 1.60 0.250 6.31 1 S 88 1 A 7014. /o 12.58
-6.0 2.0 1.20 0.190 6 47 1 J.OO 14.53 14.09
6.0 1.0 1.00 0.170 5.82 15.99 14.85 13.80
5.0 1 01 .yj U. lo U.140 5.65 15.94 14.86 12.05
4.0 1.0 0.78 0.250 3 05 1 S 781 J. /O 1 J.lU 4.88
3.0 1.0 1.20 0.410 2.86 1 ^ A/11 J.U4 7.19
2.0 1.0 0.95 0.860 1.10 1 S 791 J . / z l.OO
1.0 1.0 1.20 0.650 1.86 15.87 15.21 4.57
0.0 1 0 n Q8U.70 U.joU 1.75 15.77 15.34 2.69
-1.0 1.0 1.40 0.660 2.07 15.93 1 J .J" J.'+7
-2.0 1.0 0.92 0.380 2.44 15.85 1 S 36 J. 1 z
-3.0 1.0 1.80 0.710 2.46 16.00 1 5 46 J.HO
-4.0 1.0 0.96 0.370 2.58 15.73 15.24 3.09
-5.0 1.0 0.65 0.290 2.23 15.62 15.10 3.31
6.0 0.0 0.64 0.082 7.85 16.02 14.68 21.83
5.0 0.0 0.61 0.160 3.95 15.85 14.74 12.85
4.0 0.0 0.55 0.220 2.45 15.77 15.07 5.03
3.0 0.0 0.52 0.380 1.38 15.80 15.30 3.22
2.0 0.0 0.49 0.470 1.04 15.74 15.24 3.20
1.0 0.0 1.10 0.740 1.50 15.86 15.31 3.55
0.0 0.0 1.40 0.570 2.54 15.94 15.24 4.98
-1.0 0.0 1.50 0.710 2.11 16.01 15.27 5.43
(continued on next page)
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TABLE 3.2
(continued)
Aa A5 '^13
1 o Xi -J / Ti o log A/jg A/l3/A^18
() 0 (cm-2) (cm~^)
-2.0 0.0 1.50 0 Q7n\j .y i\j l.j4 15.99 15.32 4.59
-3.0 0.0 1.20 0.470 2.47 15.90 15.24 H.J /
-4.0 0.0 1.20 0.570 2.08 15.84 15.31
-5.0 0.0 1.50 0.510 2.97 15.86 15.05
-6.0 0.0 1.40 0.160 8.43 15.96 14.64 20 67
6.0 -1.0 0.67 0.098 78vj. / o 1 ^ QT1 j.y / 14.90 11.52
5.0 -1.0 0.96 0.230 4.27 16.06 15.21 6.98
4.0 -1.0 0.64 0.490 1.32 15.89 15.47 2.64
3.0 -1.0 0.76 0.370 2.05 15.90 15.38 3.31
2.0 -1.0 1.10 0.440 2.40 15.95 15.22 5.42
1.0 -1.0 0.68 0 350 1 Q9
1 J.OJ I j.zo 3.56
0.0 -1.0 1.60 0.470 3.38 16.04 15.15 7.73
-1.0
-1.0 1.20 0.600 1.95 15.96 15.37 3.83
-2.0
-1.0 0.86 0.620 1.38 15.78 15.38 2.52
-3.0
-1.0 1.90 0.560 3.31 16.02 15.19 6.89
-4.0
-1.0 1.40 0.440 3.10 1 5 79 fs in
-5.0 -1.0 1.60 0.730 2.17 15.84 15.14 5.01
-6.0 -1.0 1.80 0.200 8.65 15.89 14.81 11.97
6.0 -2.0 0.84 0.160 5.37 16.01 14.65 22.88
5.0 -2.0 0.70 0.410 1.69 15.90 15.28 4.17
4.0 -2.0 0.81 0.460 1.76 15.91 15.35 3.70
3.0 -2.0 0.81 0.420 1.92 15.80 15.19 4.07
2.0 -2.0 0.91 0.390 2.33 15.92 15.17 5.53
1.0 -2.0 0.97 0.440 2.20 15.86 15.13 5.31
0.0 -2.0 1.10 0.310 3.68 15.92 15.09 6.82
-1.0 -2.0 1.20 0.410 2.93 15.97 14.96 10.30
-2.0 -2.0 1.20 0.380 3.21 15.84 15.03 6.39
-3.0 -2.0 0.96 0.240 4.09 15.91 15.24 4.70
-4.0 -2.0 0.94 0.420 2.26 15.74 15.23 3.20
-5.0 -2.0 2.60 0.610 4.27 16.05 15.16 7.59
{continued on next page)
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TABLE 3.2
(continued)
A rtLA \A>
^13 'tis logA^iS
0 (') (cm~^) (cm"^)
-6.0
-2.0 2.70 0.290 9.07 16.03 14.79 17.50
O.U -3.0 1.20 0.380 3.18 15.98 15.06 8.35
5.0 -3.0 0 69
1 .jU 1 C 0^715.87 15.34 3.40
4.0 -3.0 0 91 T 1 n 15.94 15.24 4.95
3.0 -3.0 1 10 U.OJU l./Z 15.90 15.34 3.63
2.0 -3.0 1.10 0.390 2.84 15.87 15.16 5.11
1.0 -3.0 1.10 0.370 2.98 15.98 15.10 7.55
0.0 -3.0 \).L lO Z.Vo 15.90 15.20 5.11
-1.0
-3.0 1 mj.U / 15.93 15.20 5.46
-2.0
-3.0 2.10 lo. lU 1 C 1 11 J.l 1 9.73
-3.0
-3.0 1.00 0.470 2.13 15.87 15.04 6.87
-4.U
-J.U 0.91 0.360 2.51 15.79 14.72 11.80
-5.0
-3.0 1.20 0.680 1 79 1 S 99 J.J J
-6.0
-3.0 0.60 0.210 7 89 1 J.J7 14 88 J.Uo
-7.0
-3.0 0.90 0 220 H .WJ 1 S 79\ J.I L 14 K«IH.OO 1 1 <\ 11 1 .J 1
6.0 -4.0 1.10 0.360 2.95 15.98 15.05 8.62
5.0 -4.0 0.83 0.420 1.98 15.90 15.36 3.47
4.0 -4.0 1.10 0 330 3 47 1 S 90 1 S OA / .JO
3.0 -4.0 1.00 0 350 2 93 1 S 90 1 *^ OS 7 1 1/.II
2.0 -4.0 0.77 0.220 3 46 1 5 88 14 9S 8 48O.HO
1.0 -4.0 0.71 0.310 2.26 15.88 15.24 4.39
0.0 -4.0 1.10 0.360 3.00 15.99 15.26 5.42
-1.0 -4.0 1.10 0.410 2.71 15.97 15.25 5.26
-2.0 -4.0 1.10 0.340 3.29 15.94 15.18 5.76
-3.0 -4.0 1.00 0.390 2.59 15.76 15.14 4.24
-4.0 -4.0 1.60 0.420 3.91 16.02 14.86 14.38
-5.0 -4.0 0.81 0.360 2.25 15.93 15.17 5.77
-6.0 -4.0 1.30 0.210 6.00 15.96 14.98 9.74
6.0 -5.0 0.73 0.220 3.32 15.95 14.60 22.59
5.0 -5.0 0.81 0.270 2.96 15.90 14.97 8.62
{continued on next page)
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TABLE 3.2
(continued)
Aa A5
'Cl3 '^18 log A'i3 log M 0
(') (') (cm ^) (cm-2)
3.0 -5.0 0.75 0.300 2.48 15.83 1 S Ci'\1 J.UJ 5.94
2.0 -5.0 0.83 0.250 3.40 15.86 15.12 5.51
1.0 -5.0 0.98 0.340 2.86 15.98 1 ^ 90 6.06
0.0 -5.0 0.94 0.340 2.78 15.97 15.06 7.97
-1.0
-5.0 1.30 0.220 5.83 16.13 15.06 11.99
-2.0
-5.0 0.74 0.270 2.71 15.92 14.94 9.62
-3.0
-5.0 0.76 0.260 2.95 15.85 14.42 26.86
-4.0
-5.0 0.93 0.280 3.37 15.90 15.07 6.73
-5.0
-5.0 0.82 0.290 2.78 15.80 15.12 4.73
-6.0
-5.0 1.30 0.160 7.95 15.97 14.77 15.74
1.0 -6.0 0.96 0.150 6.56 15.94 14.25 49.02
and Shuter (1979), the ratio varies in the outer envelopes of dark clouds due to CO
fractionation and related effects (see McCutcheon et al. 1980; Bally and Langer
1982). A plot of /A/i8 vs. exdnction through a cloud should thus exhibit a
systematic onset and subsequent decline in ^^CO enhancement, with
^3 l^n [^^C][i^O]/[i2q[i8Qj jj^g exdnction becomes much larger than
= 3 mag. In the present case C^^O column density was used as a tracer of visual
exdnction (Frerking, Langer, and Wilson 1982; Wilking and Lada 1983) rather than
the value for ^-^CO (Dickman 1978) in order to avoid any fractionation-related
ambiguities (see Chapter 4). (However, our results would be qualitadvely unaltered if
13CO column density were used as an abscissa.) Our results are plotted in Figure 3. 1.
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Histograms of the / N,^ distributions for NGC 2264 and L134N are shown in
Figure 3.2.
Three features are readily apparent in Figure 3.1. First, in the region 15 < logN,,
< 16, the data for NGC 2264, in general, lie above the LI 34N data by a factor of ~2 -
4. Although the scatter in the data does produce some overiap between the data sets,
the distinction between them is definite. Much of the scatter present in the data may
be due to random errors in determining LTE values. The error analysis given in
Appendix B suggests that errors may be as large as 30%, assuming a 10% minimum
uncertainty in the observed line temperatures, line widths, and derived excitation
temperatures. Second, in the L134N data set /V13 /N^^ approaches the terrestrial
double isotope ratio of 5.5 as log Nig increases, suggesting that this apparently
asymptotic value may be representative of the true value ofR. The NGC 2264 data
appear to show this same asymptotic trend, but it is difficult to tell whether R
approaches the terrestrial value or remains a factor of two higher. Third, an increase
inNi3 /A^18 at lower values of log A^ig is seen in both data sets, although it is more
pronounced in L134N. We attribute this increase to fractionation-related effects
occurring in the diffuse outer regions of the clouds. More on this subject will be
discussed in Chapter 4.
The results shown in Figure 3.1 are thus both expected and completely surprising.
The trends shown for L134N are in good agreement with those seen before in dark
clouds which may have been attributed to isotope-selective chemical effects
(Dickman, McCutcheon, and Shuter 1979; McCutcheon et al. 1980; Wilson et al.
Figure 3.1— CO to C^^O column density ratio vs. the log of the C^^O column
density. Data are for NGC 2264 and L134N. The column density is used as a
measure of the visual extinction through the cloud (Wilking and Lada 1983).
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Ill
1981; BaUy and Langer 1982). On the other hand, those for NGC 2264 are entirely
unexpected. We have already noted in Chapter 1 that from even a simple LTE
standpoint, CMC double ratios are systematically higher than those inferred for the
cases of dark clouds. However, in Figure 3.1 we see that the double ratio for NGC
2264 is everywhere elevated above, and shifted in A, relative to, the corresponding
ratio for L134N. In fact, the strong resemblence of the data trends for the two objects
might lead one to suspect the presence of fractionation-related effects (see Chapter 4)
but for the facts that (1) the double ratio in NGC 2264 stays high over such a large
range in A
^
that if the cloud is unclumped it would need to posses an unphysical
/4uv /Av ratio; and (2) the A^^ /A/jg ratio is enhanced at such large equivalent A ^'s that
one would have to postulate either an unrealistically high exterior UV flux or gas to
dust ratio to explain the data via convential isotope-selective chemistry.
A number of issues need to be considered before exploring astrophysical
mechanisms which could produce the observed trend in the data for NGC 2264. First,
it is essential to establish that the disparity between L134N and NGC 2264 represents
a real distinction between dark clouds and GMCs and not an aberration associated
with one or both objects. We have done so elsewhere (Taylor and Dickman 1989) and
as shown in Figure 3.3, the effect shown in Figure 3.1 seems to be common to
molecular clouds. Second, it is necessary to consider whether systematic errors in the
application of LTE could be responsible for the trends in Figures 3.1 - 3.3. We
address this issue in the remainder of this chapter.
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3.4 Uncertainties in LIE
3.4.1 Random Errors
In Appendix B a rather detailed derivation of the random errors associated with
^^CO and C^«0 optical depths and column densities is given. Because x and are
determined through the use of highly nonlinear functions such as loganthms and
exponentials of radiation and excitation temperatures, errors in x or yv for a given data
set with a range of signal-to-noise are not entirely obvious. In this section, an attempt
is made to describe the errors in the L134N and NGC 2264 data sets.
In Figure B. 1 we show the percent error in the optical depth of the ^^CO or C^^O
line as a function of the percent error in the observed radiation temperature (the
inverse of the signal-to-noise ratio of the line). In doing so, an excitation temperature
of 10 K was initially assumed, with a corresponding error of 10%. This error is very
-
conservative considering the excitation temperature in our data is derived from the
12CO line which typically has a signal-to-noise of better than 10:1. However, no
matter how high the signal-to-noise may be for any observed line, we will always
assume a minimum instrumental uncertainty of 10%. From equation B.8 the optical
depth error is seen to be also a function of the radiation temperature itself, not merely
the error in T/?, and we show o(Xo) / Xq for five representative values of Tr. In L134N
a typical ^^CO line may have ry?(^^CO) = 2 K and a signal-to-noise ratio of at least
10:1. From Figure B.l, we get an error of 21% in the optical depth, considerably
higher than the 10% error in both r^(^^CO) and Tx. Similariy, for C^^O we get an
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error close to 26%, when using rDCC^^O^-Osi^an^o • i • .lUMngY;?^^^
'-'^-^J^andasignal-to-noiseratioof5:l,
values typical of the C^^O observations.
Figure B.2 shows the same quantities as Figure B.l, but with the excitation
temperature increased from 10 K to 20 K. This value is more typical of the inner
regions of NGC 2264. Very similar resuhs are found for both ^^^q and C^«0. With
TRe'CO) = 10 K and r,(C^«0) = 2 K and with the same assumed signal-to-noise
ratio as above, we find an error in X13 of 26% and an error in x^s of 25%.
The percentage error in the column density shows very similar results. Figure B.3
shows a;v /^ as a function of g(T,)/ T, for T;, = 1 0 K and for a range of T,
. While
the error in N is very similar to the error in Xq, some distinctions are noticeable. First,
at a very high signal-to-noise ratio, say 100:1, a^, //V becomes very small, less than
10% for Tr<4K. This arises from the fact that the actual value of Tx has little
impact on the column density determination when the line is reasonably thin and the
profile is very accurately determined. Second, the increase in a^v /N is very rapid as
the signal-to-noise drops from 10:1 to 3:1. Where a radiation temperature of 7/? = 2 K
with signal-to-noise of 10: 1, typical of ^^CO, gives an error of 16%, it rapidly
increases to 50% for a S/N ratio of 3:1. Obviously, high signal-to-noise data are very
important in determining accurate column densities. For C^^O we get an error of
Ci^/N = 28%, again for the the typical values used in determining o(Xo) /Iq. And
third, when Tx is increased from 10 K to 20 K and the radiation temperatures are
correspondingly increased, /A^ changes little as in the case of o(To)/To.
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In short, for high, though not exceptional, signal-to-noise data, the errors in the
optical depths and column densities for '^co and C^«0 are typically 20% - 30%.
Therefore, in this work, we will adopt the conservative value of 30% when assigning
an error to a typical observation.
3.4.2 Systematic Errors
In this section we examine the validity of assumption (3): that all transitions of
both ^^CO and C^^O possess an identical excitation temperature equal to the local
kinetic temperature. Considerable discussion of this issue is given by Frerking,
Langer, and Wilson (1982), who assert that if ^^CO and C'«0 were subthermally
excited (due perhaps to their low abundance), Tx would be less than the value derived
from the ^^CO observations (presumably, 7^). If one accepts the premise of
subthermal excitation, the key questions become: to what extent is 7> less than T^,
are both ^^CO and similarly affected, and what impact does this have on the
isotopic ratio?
Frerking et al. conclude from a two-level model of carbon monoxide that for
n(H2) > 10^ cm-3 and 7^ = 10 K, Tx >Tk/2. This lower limit to Tx was determined
1
3
for CO assuming it is optically thin; the limit would therefore apply equally well to
C^^O. As Xi3 increases, however, ^^('^CO) would approach 7^. A reasonable
choice for the lower limit to the excitation temperatures would therefore be
Txi^^CO) = 0.757^ and Tx(C^^O) = 0.507^, with 7^ being determined from
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The choice of Tx for the isotopes also enters the column density calculation
through the partition function, Q = 27^17,. Again, because we are priinarily
interested in determining isotope ratios, it is not necessary to know precisely the
population in the upper states for both species, only the relative difference. To
determme the impact subthermal excitation temperatures may have on the LTE-
derived column density ratios, the calculations of § 3.2 were repeated using excitation
temperatures for ^^co and C^^O below that given by TxC^CO). The change in the
column density ratio was found to be minimal. With
TxC^CO) = TxiC'O) = O.lSTxe^CO), /V,3 /N,, typically increased by as much as
50% if the resulting X13 increased substantially. This would occur ifTRC^CO) were
quite strong relative to TrC^CO). When the calculation is repeated with
TxC^CO) = OJSTxe^CO) and TxiC'O) = O.SOTxO^CO), even less change results
in /A/ig. This is not too surprising since the increase in Xig is now beginning to
rival the increase in X13, keeping the typical increase in /V13 /N^^ to -10%.
We can conclude, therefore, that while subthermal excitation temperatures may
introduce some systematic errors in the individually determined column densities, the
impact on the column density ratio, especially for NGC 2264 vis-a-vis L134N, is
minimal and need not be considered further.
However, there is another aspect to the complication of non-LTE radiative
transport which should also be considered: why a large fraction of the L134N data of
Figure 3.1 lay below the terrestrial value of 5.5 when Nig is large. Given the
assumption that the isotope ratio is at least this value, this effect suggests LTE may be
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systematically failing at large optical depths. In order to deal with this issue it is
necessary to consider non-LTE models in greater detail. This is done in the second
pan of Appendix B, where we show that when is moderate, 0. 1 - 1
.0, as it can be
in L134N, a correction factor in the range 1.25 - 2.2 must be applied to the N,, fN,,
ratio to compensate for the failure of LTE when is large. Figure 3.4 shows the
data of Figure 3.1 with this correction applied. While the values of N,,/N,, at high
Ms are seen to increase to values near 5.5, the overall trends are unchanged and the
GMC
-
dark cloud distinction is essentially unchanged. We can conclude, therefore,
that even though non-LTE effects may be responsible for sub-terrestrial N,, JN,,
values, it cannot be responsible for the GMC - dark cloud disparity.
3.5 Summary
In this Chapter we have
• Discovered previously unknown systematic distinction between GMCs and
dark clouds in the behavior of the ^^13/^18 ratio vs. A v
.
• Showed that it cannot be explained by random errors in application of LTE to
estimate column density, nor can it be due to non-LTE effects.
in
This raises the possibility that, despite its implausability, the effect observed
Figure 3.1 for NGC 2264 is similar to isotope-selective chemical processes. In order
to explain this effect, it is necessary to be able to model flexibly isotopic chemistry at
the periphery of molecular clouds. We present such a model and discuss its
implications in the next Chapter.
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CHAPTER 4
CHEMICAL MODEL FOR DETERMINING
CARBON MONOXIDE FRACTIONAL ABUNDANCES
4.1 Introduction
Although the millimeter wavelength rotational lines of carbon monoxide are
widely used as tracers of the more abundant H2 molecule, the actual abundance of CO
and its isotopes may be quite variable within the confines of a given molecular cloud.
In the cloud periphery (generally taken to be the region where the visual extinction,
Av, IS less than 2 magnitudes) the attenuation of the interstellar radiation field is
minimal and carbon monoxide is easily photodissociated by ultraviolet (UV) photons.
This leads to an abundant supply of carbon and oxygen atoms, both neutral and
ionized, which allows many gas-phase chemical reactions involving simple H-bearing
molecules to take place. This is turn alters the local abundances of such important
species as CO, ^^CO, and C^^O. Under certain conditions, isotopic fractionation may
also be important in affecting the isotopic abundances. Deeply within a uniformly-
filled molecular cloud (see Chapter 5), UV radiation is completely attenuated and the
abundance of CO and its isotopes is determined by the high density, steady-state
chemistry of the cloud.
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Numerous chemical models of interstellar clouds have been presented tn recent
years (Solomon and Klemperer 1972; Kuntz. Mitchell, and Ginsburg 1976; Langer
1976, 1977; Federman etal. 1980; Bally and Langer 1982; Chu and Watson 1983;
Glassgold, Muggins, and Langer 1985; van Dishoeck and Black 1986) with the models
differing not only in the rate coefficients for the myriad of chemical reactions-rate
coefficients which are extremely difficult to determine in the laboratory_bu. differing
in the chemical scheme used; in general, adding more molecular species may alter the
steady-state solution of the system. In the case of carbon monoxide, '^CO as well as
the isotopic variants, abundances are critically dependent upon photodissociation
rates.
The early work of Solomon and Klemperer (1972) on CO chemistry assumed the
absorption of UV photons at 1063 A and 1053 A in addition to direct continuum
dissociation from radiation in the range 912 - 960 A, with the continuum component
being the dominant process. However, subsequent high resolution spectroscopy
(Fock, Gurtler, and Koch 1980) of the CO UV absorption spectrum revealed that what
was thought to be a continuum was actually a large number of discrete lines. As
might be expected theoretically, it was also shown that most of the absorption lines in
the various CO isotopes are shifted sufficiently from one isotope to another such that
self-shielding would dominate the photodissociation for each species. The possibility
of CO self-shielding was immediately investigated in a variety of astrochemical
models (Bally and Langer 1982; Chu and Watson 1983), culminating in the model of
Glassgold et al. These workers determined the isotope-selective photodissociation
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rates and carbon monoxide abundances in a self-consisten, manner by considering not
only self- and mutual-shielding, but by including atomic carbon, dust, and molecular
hydrogen as absorbers.
A major conclusion of Glassgold et al. as far as this work is concerned was the
finding that a substantial enhancement of ['^CO] relative to [C'^O] as compared to
the initial double isotope ratio, /? ^ ['^CU'^O] / ['^C]['^0] could occur under certain
conditions. The peak enhancement factor, = ([ '^COj / [C^« O]) / /?, reached a
maximum value of -35 at an extinction A , = 0.7, a kinetic temperature of 10 K, and
density of «(H2) = 300 cm'^. The enhancement factor dropped considerably at higher
temperatures and densities. The fact that 9? = 35 implies that the local abundance ratio
for this particular set of conditions is
[ '^CO] / fC'«0| = 200, assuming a terrestrial
value for the initial atomic double isotope ratio, 5.5. This represents a tremendous
enhancement above the terrestrial value, albeit over a very restricted range of
conditions, and underscores the importance of understanding local abundance
fluctuations of the CO isotopes.
Recently, van Dishoeck and Black (1988) utilized the latest experimental
isotope-dependent line wavelengths and widths, oscillator strengths, and
predissociation probabilities of carbon monoxide to calculate an updated set of
photodissociation rates for four CO isotopes: CO, '^CO, C'^0, and '^C'^^O. Given
the newer rates for carbon monoxide photodissociation, the peak enhancement factor
for [^^COJ /[C'^0] should actually be nearer 10 than 35 (E. van Dishoeck, private
communication). This was indeed seen in the results of the model described below.
4.2 Chemical Model for Cloud Envelopes
There are two motivations for constructing a chemical scheme for the outer (low-
extinction) envelopes of molecular clouds which is capable of modeling isotope-
selective enhancements in carbon monoxide. In the first place, although we have
already noted (see Chapter 3) that the trend for NGC 2264 in Figure 3. 1 cannot
apparently be explained by the action of isotope-selective chemistry in an unclumped
cloud model, we wish to demonstrate this explicitly. We do so by introducing a
••core-envelope" CMC model in § 4.4. Second, and more important, we shall require a
flexible chemical scheme capable of generating the large grid of clump conditions
used in the inhomogeneous CMC model developed in Chapter 5.
The chemical model we use to determine isotopic abundances of carbon monoxide
is that of Glassgold et al. This is essentially the plane-parallel model of Bally and
Langer (1982), but also includes the important fractionation reaction
(4.1)
where A£
~
35 K (Watson, Anicich, and Huntress 1976). The model treats the
following N,. = 40 distinct species: H, H^,He, He^, '^C, '^C^, •^C, ^^C^, '^O, '^O,
H2, H2^ ^^CH, 12CH^ '^CH, '^C\\\ '2c2, •2c2^ '^C2{^ '^C'^O, '^C^, '^C'^O,
i3ci6o, i2ci8o, i3ci8o, H^, ^^CH2, ''0^, •^CH2^ '^C^H, ^^C2H\
''C2H^'2cH3,•2CH3^^3CH3,'3CH3^•^C2H2^^3C2H2^and e'. Alist
of the reactions and rate coefficients involving these species is given in Table 4.1.
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TABLE 4.1
Chemical Reactions and Rate Coefficients
Reaction Rate
1. H + C.R. H^ + e- 10 17 -1S
2. He + C.R.
-4He^ + 1 cl.J X 10 S
3. ^^C + C.R. ^ '^C-+e- Z.J X 10 S
4. ^^C + C.R. ^ 1 "3Z.3 X 10 17 „-lS
5. H2 + C.R. + 1 01.2 X 10 17 ,-1S
6. ^^C + hv ^^^C^ + e- l.J X 1 A~lU exp \ —Z.4A v;1 s"
7. ^^C + hv^^^C^ + e- i.J X 1 A~10 exp -2.4/1 V;) s"
8. '^C2 + /iv J.U X 10 ^ ^ exp - 1
.
/ A V
,
1 s"
9. ^^C2 + /2V J.U X iU ' ^ exp 1 T >4 ^) s"
10. I2c2 + /zv 1 .W X 1 (\~ exp ^—2.U/1 V.) s"
11. ^^C2 + /zv L2 + e 1 n V1 .U X exp
^
Z.U/i V 1 s"
12. ^^CH + /iv ^> ^^C + H 1 n~ ''— 1 S 4
I, l.J /\ V 1 s"
13. ^^CH + /iv-e>'^C + H 1 4 X 1° exn 1 .J /I V 1 s
14. ^^CH + /zv ^ 2 9 X 1v exD 1 s
15. ^^CH + /IV ^' ^^CH^ + e- 2 9 X 10~IVJ exDwA U ^. 0 /I y ^ 1 s
16. '^CH2 + /iv ^ '2q^ + H 0 X
1 s
17. ^^CH2 + hv- ^^CH + H S 0 X 10" ^ PYn 1 -17 4 '
1 s
18. ^^CU2 + hv -
-^^^CH^ +e- 1 n X 10" -2 34 1 s
19. ^^CH2 + hv-^^^CH^ +e- 1 0 X 10" exp
^^
-9 4 \
^. J /I y J 5
20. ^^C2H + /IV - ^^C2 + H 1 4 Vl.f X exp 1 . / A V , 1 s
91 ^^C2H + /IV- ^^C2 + H 1 .4 X 10 ^« expi;-i.7/\y;) s"
22. ^^C2H + /iv - ^2C2H^ +e- 1.0 X 10" exp(:-2.0Ay;) s"
23. ^^C2H + /iv^^2C2H^ 1.0 X 10" exp(:-2.oAy;) s"
24. ^^CH3 + hv -^ ^^CH + H2 3.0 X 10- exp(:-i.7Ay,) s"
25. ^^CH3 + hv- ^^CH + H2 3.0 X 10" exp(:-i.7Ay ) s"
26. ^^CHs + /IV - ^2CH2 + H 3.0 X 10" exp(:-i.7Ay ) s"
27. ^^CHs + /iv - ^^CH2 + H 3.0 X 10" exp(:-i.7Ay ) s"
28. ^^CHj + /IV - ^^CH^ + 1.0 X 10" exp(:-2.iAy ) s~
29. ^^CHs + hv- ^^CH3^ + e- 1.0 X 10" exp(;-2.My ) s"
30. 12^ + I60
Ref.
1
1
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
3
{continued on next page)
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TABLE 4.1
(continued)
Reaction
31.
32.
33.
34.
35.
36.
37.
38.
39.
40.
41.
42.
43.
44.
45.
46.
47.
48.
49.
50.
51.
52.
53.
54.
55.
56.
57.
58.
59.
60.
^^C^^O + /2V->12(.^ 18q
H + H H2
+ '^CH ^ i2cH^ + H
+ '^CH2 -> '^Cm + H
+ ^^CH2 ->i3(.j^. ^
+ '^C2 ^ '^C^ + H
+ '^C2 ^ i^c- + H
+ ^^CaH i^QH^ + H
+ '^C2H->i3(^2H^ +H
He^ + i2cH ^ He + ^^CH^
He^ + ^^CH-^He+ ^^CH^
He^ + i^CH He + +
He+ + ^^CH-^He+ ^^C +
He^ + '^C2 ^ He + '^C^
He^ + ^^C2 -^He+ i^cj
12
He^ + 13
He^ + '^€2 ^He+ I2c+ i^C""12,
C2 ^He+ 12(2^
He^ + i3c2-^He+i3c+i2(.+
He^ + 12c 160 He + ^^O + ^^c^
He^ + 13C 160 ^ He + ^^O + ^^C^
He^ + 12C180 -^He+ 1^0+ 12(.+
13,
He^ + -> He + ^"CH^
He^ + ^^CH2 ^He+ ^^CH^
He^ + i2qh_^ j^g^ 12(2^^+
He"- + i3C2H-^He+ ^^€2^
+ H2 + H
12,
Rate
2.86 X
1.0 X
1.0 X
1.4 X
1.4 X
3.1 X
3.1 X
1.5 X
1.5 X
5.0 X
5.0 X
3.0 X
3.0 X
5.0 X
5.0 X
1.6 X
1.6 X
1.6 X
1.6 X
1.6 X
1.6 X
1.6 X
5.0 X
5.0 X
5.0 X
5.0 X
2.1 X
10-'''f{n ;T)' cm^s-i
0-^ cm^ s"
0"^ cm^ s-
0-^ cm^ s-
0"^ cm^ s-
1-9
0-9
0
0-9
0-^ cm^ s-
cm-^ s"
1-9 3 -cm s
cm'^ s"
0-1^ cm^ s-
Q-i^
cm^ s-
0-'^ cm^ s-
3 -cm s
0-^^ cm^ s-
cm^ s"
10
0-10
10
0-10
1-9 3 -cm s
cm"^ s"
9 3 -cm s
cm-' s"
cm-' s"
0
0-9
0
0-9
0-9
9
0-9
O-'^ cm^ s-
cm'^ 5-
0-10 ^^3 3-1
0-10 cm^ s-i
cm s
0-10 ^^3 3-1
Ref.
0
-9 3 -1
cm-' s
'
3
3
3
2
4
4
2
2
2
2
2
2
4
4
4
4
4
4
4
4
2
5
5
5
5
4
4
4
4
2
fcontinued on next page)
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TABLE 4.1
(continued)
Reaction
Rate Ref.
61.
2.0 X 10 ^ cm'* s 1 4
62.
2.0 X 10 ^ cm-^ s 1 2
63. + ^^C-^^^cm + H l.U X 10 ^ cm-^ s ^ 4
64. m + 13(2 -> i^cHi + HJ V_,l 12 111 1.0 X 1 ry-9 3 -110 ^ cm-^ s 1 4
65. Ht + 12c^ _^ 12(. 0+ 0 1 01.0 X 1 n-9 3 -110 cm-' s ^ 2
66. m + 13c,H+ + H.
->
' ^ ^ ' ^^2 1 01.0 X ir\-9 3 -110 ^ zvsy s 2
67. A nO.U X in-16 3 -110 cnr'
s
2
68.
*Z '1 ly 1 ft V A n \/O.U X in-i6 „ 3 -110 cm s 2
69. l^C^ + 12(2^^ 12p+ 0 j.o X in-iO „ 3 -110 cm s 2
70. 13(.+ 12(.pj I3p +
J.O X in-lO 3 -1ID cm s 2
71.
J.O X 1 n-io ^«,3 -1iU cm s 2
72. 12(.+ + ^^CH ^ 12(.p^+ 12p 8 V3.0 X in-io />rv.3 ^-1iU cm s 2
73. i^C^ + 12CH^12CH+ + IV 8 VJ.O X 1 n-lO „„3 „-llu cm s 2
74. + iVh-^^Vh^ + 12c ^ 8 VJ.O X in-io ^^3 -1IU cm s 2
75. + 12CH7 -> i^oH^ + H S 9 VJ.Z X in-10 r>m3 c-1iu cm s 2
76. + i2cH, _» i3c.H^ + H*^ ' 111 5 9 V 1A-IO „~3 „-llu cm s 2
77. i^C^ + i^Ho + H 5 9 V lu cm s 2
78. i^C^ + 12CH3 ^ i^CoHl + H 1 0 V1 .U A iu cm s ><4
79. i^C^ + 12CH3 ^^CjH^ + H 1 n X 10~9 prn3 c-1 4
80. i2c+ + n^u i3c,Hl + H 1 0 X in~9 prn3 c-1 4
81. i^C^ + H2 12C2H^ + H 1.1 X 10-9 3 -1 4
82. i^Cj + H2 -> i^C2H^ + H 1.1 X 10-9 cm^ s-i 4
83. 12cJ + 16q_^12c16q^12c+ 1.0 X 10-9 cm^ s-i 4
84. 13c2^ + 16q_^ 13^160 ^12c+ 1.0 X 10-9 cm^ s-i 4
85. 13c2^ + 160^12c16q^13c+ 1.0 X 10-9 cm^ s-i 4
86. 12C2^ + 180^ 12^180 +12c^ 1.0 X 10-9 cm^ s-i 4
87. 13c2^ + 18q^ 13^180 +12c+ 1.0 X 10-9 cm^ s-i 4
88. 13C2^ + 180->12C180+1V^ 1.0 X ]10-9 cm^ s-i 4
89. i^CH^ + H2 i^cHj + H 1.0 X ]10-9 cm^ s-i 4
90. i^H^ + H2 i^Hj + H 1.0 X ]10-9 cm^ s-i 4
(continued on next page)
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TABLE 4.1
(continued)
91.
92.
93.
94.
95.
96.
97.
98.
99.
Reaction
12CH3^ + HCH^ + H2
CH2^ + H2 '^CH^ + H
12
13
^^C2H^ + H2 -
13(-.+
_|_ 12(-<16q
12^+ + 13cl6o
13^+ + 12c18q
'2C2 +
-C2H^ + H
^C2H^ + H
13cI6q^I2
13q18q
^
\2q+
12clHo+ I3c-
c
12(^I6q^ 12
100. ^^C2 + ^^0-^^^c^(>o+
101.
102.
103.
104.
105.
106.
107.
108.
109.
110.
111.
112.
113.
114.
115.
116.
117.
118.
C2 + ^^O 12^160^13
C2 + '80->'2cl8o+12
C2 +
C2 +
2
C2H+ '^O
0-^13(^18q^ 12
0-^12(.18q^13
C H + ^^O
C2H 4-
16
^2"
12
13r. u . 18
12^160^12
13^160^12
12^160^13
C2H+180^12(^18q^12
CH
CH
CH
CH
C2H+ ^80-^i3c'«0+ '^CH
13 12(.18q^13C2H+
12c-+e--^12c^l2c
^^C^ + e- ^'^C+'^C
^ ^^C + H
^^CH + H
CH^ +e--^i3(.H + H
12r> T_T+ . .12
CH
13,
C2H^ + e
119. '^CH^ +e- -> 12CH3 + hv
'C2 + H
^^C2 + H
12,
120. '^CH3^ + e-->'^CH3 +hv
Rate Ref.
7 0 V/ .U A 1 fVlU -10 3 ^-1cm s 4
7 0 V -10 ^3 -1cm s 4
8 0 V 1 CY
1
U
-10
-_,3 ^-1cm s 4
8 0 V cm s 4
2 0 V -10 _ 3 -1cm s 4
5 0 V exp ) cm s -1 4
2 0 X 10"-10 3 -1 4
2.0 X 10" exp V ) cm s
-1
4
5 0 X 10"-1 1 / J- /'ifvrv\'/i __,3 „-l(J cm s 2
5 0 X 10"-11 /'T' /oz-vrtx'/i 3 -1\i ij\Ai) cm s 2
5 0 X 10" /jva)) cm s 2
5 0 X 10"-11 /T- /O/A/Ax'/j „„3 „-l
V/ cm s 2
5 0 X 10" /jyjy)) cm s 2
5 0 X 10" /jyjyj) cm s 2
1.0 X 10" exp i^—zju// ; cm s 2
1.0 X 10'''^ pxn 7Sn/T^ rm3jLjkj/ I ) c s Z
1.0 X 10"'^^^ e\n 7S^/T^ ,'«m3cAp I ) cm s T/
1 0 X 10" exp V—zju// ) cm s 2
1 0 X1 A/ A 1 Cr exp zju/ / ) cm 5- 2
1 0 Vi .U A 1 (Y exp (^—ZjU/ / ) cm s" 2
2.0 X 10" (7/300)-'''' cm^ s-^ 2
2.0 X 10" (7/300)-'''' cm^ s-^ 2
1.0 X 10" (7/300)-'''' cm^ 2
l.Ox 10" ^ (7/300)-'/' cm^ 2
1.5 X 10" (7/300)-'/' cm^ s-^ 2
1.5 X 10" ^ (7/300)-'/' cm^ s-^ 2
1.5 X 10" ^ (7/300)-'/' cm^ s-^ 2
1.5 X 10" ^ (7/300)-/' cm^ s-^ 2
3.0 X 10" cm^ 4
3.0 X 10- ^« cm^ 4
(continued on next page)
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121.
122.
123.
124.
125.
126.
TABLE 4.1
(continued)
Rate Ref.
3CH3 +e~-^ '^CH2 4- H 6.5 X 10"^ T"'/' cm^ s'' 1
+e~-^ '^CH2 + H 6.5 X lO'^ T"'/' cm^ s'' 1
CH3^ +e~^ '^CH + H2 6.5 x 10"^ r"'/^ cm^ s"! 1
^CH3^ + e- -> i3cH + H2 6.5 x 10"^ 7"'/^ cm^ s'^ 1
^C2H^ +e--^ '^C2H + H 2.0 x 10"^ (7/300)-'/' cm^ s"' 2
C2H2^ +e- '^C2H + H 2.0 X 10"^ (7/300)-'/' cm^ s"^ 2
'/(«) = «(H+2H2)n(H)7'/'
REFERENCES.-(l) Langer 1978; (2) Graedel et al. 1982; (3) van Dishoeck
and Black 1988; (4) Prasad and Huntress 1980; (5) Glassgold et al. 1985.
Following the notation of Kuntz et al., si factor R, is contributed by each reaction
to the creation or destruction rates of the species occurring in that reaction.
Therefore, given a reaction naA + n^B + ... n,C + n^D + ...,/?,• is
n^ dt nj dt ~ na dt ~ n/, dt '
^^''^^
or
= (4.3)
where is the rate coefficient for reaction /. The summation of the contributions for a
given species from each reaction gives the total rate of change of the abundance for
that species. One now has a system of A^, first-order, ordinary, coupled, non-linear.
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differential equations. However, unless one is interested in investigating the time
dependence of molecular abundances-which this model is not-one assumes a
steady-state at each position in the cloud and independent of the input parameters, the
system will quickly arrive at an equilibrium configuration with none of the N,
abundances varying with time. With this assumpdon, the time rate of change of each
species may be set equal to zero, and the creation rate set equal to the destruction rate.
One is then left with a set of N, coupled, non-linear, algebraic equations, usually
referred to as the rate equations.
A very important feature of the set of equadons is that they are dependent, since
no constraints have as yet been incorporated into the system. In this model, the six
rate equations involving the elements used in the model—H, He, ^^C, '^C, ^^O, and
1
8
O—and the rate equation for e' were then removed and replaced with equations
which constrained the number of atoms of each element. For example, for H one
obtains
[H] ^A'H-I^fi^, (4.4)
n
where Nh is the total number of H nuclei in the system, fi„ represents the hydrogen-
bearing species, and n is the number of H atoms in a given species. Nh. ^He. ^'^c^
and Ni6q were assigned cosmic abundances (Allen 1976), and A^isq were left as
input isotope ratio parameters, and N^- = 0 was assumed, the cloud being electrically
neutral. The addition of these constraints was sufficient to make the set of equations
independent.
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The resulting non-linear system can be solved using a multi-dit^ensional fom, of
Newton's Method (Press e, al. 1986). The functions involving the species are
given by
fiixuX2,x^,
....Xn^) = 0, / = 1,2,3, . . . ,yv,
. (45)
By letting X represent the vector the functions of equation 4.5 can be expanded m
a Taylor series as
y;(x + 5 x) = /;.(X)+ £^5x^ + 0(5x2). (4.6)
If the second order and higher terms are neglected, a set of linear equations results
I «v SX^ = p, (4 7)
which should simultaneously drive each equation toward zero. Here, a,, = dfjdxj is
the Jacobian matrix, and =
-f, are the residuals of the system of equations. When ;
solution to equation 4.7 is found, the solution vector of the system is updated.
new
_ old . . - _ ^Xi
-Xi +bXi, i = \,2,^,...,Ns . (4.8)
The calculation begins by setting = 0.1 and iteratively solving the non-linear
system for a given set of input parameters. When a solution is reached, is
mcreased to 0.2 and a new solution is sought. This procedure continues until a
solution at the largest A
^ value, usually 2.0, is reached. Since the solution at a
previous value ofA v is used as input for the next solution, solutions are quickly
reached with a minimum number of iterations.
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During the first few attempts of this calculation, it became apparent that two
numerical refinements were required. First, when using Newton's Method, and
especially in two or more dimensions, solutions are achieved promptly only if the
initial guess to the solution vector is reasonably close to the actual solution. Having
the majority of the variables initially set to zero was found to be not sufficiently close,
and the system would usually fail to converge, either oscillating or diverging.
Therefore, a solution set at ^
.
= 0. 1 mag for a particular set of model parameters was
always used as a starting vector, regardless of the input model parameters, thereby
allowing the system to converge quite rapidly to the initial solution.
Second, it is quite possible that during the calculation one or more of the variables
may be incremented such thatxf- becomes negative. If negative values of ;c, were
allowed in the calculation, the system would eventually arrive at a very accurate
solution, but with many molecular abundances less than zero. Since this makes no
physical sense, an additional constraint was placed on the system, forcing the
abundances Xi to be non-negative. If during the calculation a value of ;c, were
incremented to less than zero, x, was set equal to e, where e is a very small, though
non-zero, value. Although this action temporarily increased the sum of the residuals,
the calculation was then better able to converge toward the only acceptable solution
where for all /, xi > 0.
The calculations were performed on a VAX 1 1/750 computer. One set of input
parameters and a maximum extinction ofA^= 2.0 typically required 1 .5 hours of CPU
time.
4.3 Results
Although the chetnical model gives steady-state abundances at alM. for all the
species listed in § 4.2, this work is concerned only with the carbon monoxide
abundances, and that is what will be described in this section.
The chemical model was run with a fairiy wide range of input densities and
temperatures:
.(H,) = 10^-^0, 10^^^ lO^^o, and lO^-^^ cm-3; T, = 10, 15, 20, 30, and
50 K. The models used an unattenuated photodissociation rate of Go = 1 x lO-^^ ^-i
(van Dishoeck and Black 1988) and the terrestrial isotope ratios of ['^Q /['^^^
and[i^O]/[^8O]=:500.
The fractional abundances of the four modeled CO isotopes for conditions typical
of the outer regions of molecular clouds are shown in Figures 4. 1-4.3. All four
isotopes show the well-known, but dramatic four orders-of-magnitude abundance
increase from the cloud edge toA,= 2.0 mag. This, along with the fact that both CO
1
3
and CO have reached nearly the canonical values of x ('^CO) = 10"^ and
X O^CO) = 2x 10~^ were used to check that the model was behaving correctly and
producing reasonable results.
Although Figures 4.1 - 4.3 are solutions for three different values of kinetic
temperature, this variable has very little impact on the large scale features of the
fractional abundances. The hydrogen density, however, does play a major role. In
Figure 4.3, where n{H2) = 1000 cm~\ the fractional abundances start off substantially
higher than in the low density case, and reach their constant asymptotic values near
= 1-0 mag instead of
-4 ^ = 1-5 mag or higher. This is not unexpected since with a
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Figure 4.1—Fractional abundances of the four carbon monoxide isotopes as a
function of extinction into the cloud. Results of the chemical model described in § 4.2
with log n(H2) = 2.5 cm"^ and 7^ = 10 K.
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Figure 4.2—Fractional abundances of the four carbon monoxide isotopes as
function of extinction into the cloud. Here log niUj) = 2.5 cm~^ and T/, = 20 K.
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Figure 4.3—Fractional abundances of the four carbon monoxide isotopes as a
function of extinction into the cloud. Here log n(H2) = 3.0 cm~^ and 7^ = 30 K.
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higher density photodissociation rates are substantially decreased for a given than
at the lower density; this allows the abundances of the CO isotopes to grow, which
further decreases the photodissociation rate due to self-shielding
. Obviously, due to
the strongly non-linear nature of this type of system, the abundances can grow quite
rapidly, and this is indeed seen in the low extinction regime of the cloud.
The quantity most relevant to this work is the enhancement factor, % which, along
with the corresponding enhancement of '^CO to CO over the input isotopic
abundance, is shown in Figure 4.4. Both show substantial enhancements over the
input in the range /I, = 1.0-1.5 mag, as was expected from previous models
(Glassgold et al. 1985). However, our model produces a lower peak enhancement, 9t
= 13 versus 35 (Glassgold et al. 1985), due to our use of the updated
photodissociation rates of van Dishoeck and Black (1988). It should be borne in mind
that although the enhancement of ^^CO to both CO and C^^O is mainly due to the
very important fractionation reaction (eq. 4.1), the photodissociation rates are still
quite important because they essentially determine the abundance of ^^C, which is
crucial in driving forward the fractionation reaction. As Ay ^2 mag, [^^C^] drops
markedly and, as a consequence, the enhancement factors drop substantially.
There appears to be a slight turn-up in 9^ in Figure 4.4. This was unexpected, but
appears to be spurious and attributable to approximations in the chemical model.
When the same model is extended to a much higher extinction (Fig. 4.5), 9t does
eventually begin to approach 1, as does the [^^CO] / [C^^O] enhancement. Because
the [ CO] / [CO] enhancement shows the expected behavior by = 2.0 mag, we
Figure 4.4—Enhancements of [^^CO] to and [^^CO] to ['^CO] over the
isotopic abundances. Here log niHi) = 2.5 cm"^ and 7^ = 10 K.
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Figure 4.5—Results of same calculation as shown in Fig. 4.4, but with the
maximum extended to 4 mag. The secondary rise in the [^^CO] to
enhancement is seen to eventually decrease.
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believe that CO] in out model is reasonably well-behaved, but that for reasons most
likely associated with our use of a limited number of chemical reactions in our model,
[C^«0] remams slightly under-abundant in the range A. = 1.5-4.0mag. We note that
the restricted chemical model of Glassgold et al. does not include a CO destroymg
reaction such as
.
CO -> H . H,^ . C . O. Reactions of this form may be
important in determining CO abundances at higher extinctions (R. Snell, private
communication). We do not, however, believe the error to be significant for
^ V ^ 1 .5 mag, the extinction range of interest in this work.
The enhancements produced in this model are given in Tables 4.2 and 4.3. We
remind the reader that the values for [^^CO] / [C^^O] which remain elevated or
increase after the low extinction maximum should be treated as anomalously high.
In Figures 4.6 - 4.9 the enhancements are shown for a wide variety of
temperatures and densities. The two most important features are: (1) as 7^ increases
the enhancements drop considerably, a result of the strong temperature dependence of
the fractionation reaction (eq. 4.1), and (2) the peaks move increasingly to lower
extinctions as n(H2) increases from several hundred to several thousand cm-^ Both
these results are fully consistent with previously published chemical models.
Two free parameters of the system are the isotope ratios [^^CO/ ^^CO] and
[^16q/ i8qj determine whether the input isotope ratios can have an impact on the
enhancements, runs at all densities and temperatures were repeated using a carbon
isotope ratio of [^^C/^^C] = 45, a value consistent with that determined for the local
difuse ISM by Hawkins and Jura (1987), and an oxygen ratio of [^^0/ ^^O] = 250.
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TABLE 4.2
*CO/C^^O Enhancement Factor
If,
l-^' 2.29 3.12 4.78 7.80 12.03 11.80 6.19 4.67 5 07
•'^ 2-26 3-00 ^-50 7.35 11.44 10.57 5.74 4.67 5 11
2-^5 6.58 10.50 9.96 5.60 4.65 5.08 5 61
^•^^
3-52 5.75 9.47 9.44 5.50 4.61 5.02 5.54 5.85
5.67
5.93
5.93
T= 15 K
2-50 1.88 2.23 2.91
2-75 2.17 2.75 3.82
4.09 5.88 8.05 7.70 5.07 4.68 5.24
5.55 7.76 7.46 5.02 4.68 5.22 5 74
If,
2.56 3.50 5.17 7.42 7.21 4.96 4.66 5.18 5.68 5.94
^•25
^-^3 '^•^S 6.97 7.00 4.89 4.61 5.12 5.61 5.86 5.91
r = 20K
2-50 1.81 2.08 2.56 3.33
2-75 2.08 2.51 3.25 4.36
4.40 5.80 6.15 4.75 4.64 5.25
5.83 5.93 4.66 4.69 5.28 5.78
2.37 3.05 4.16 5.68 5.81 4.61 4.66 5.24 5.72 5.94
^•2^ 2.78 3.87 5.46 5.70 4.56 4.60 5.17 5.64 5.86 5.89
r=30K
2-50 1-74 1.90 2.18 2.58 3.15 4.06 4.65 4.32 4.66 5 33
2-'75 1.92 2.17 2.56 3.18 4.16 4.60 4.31 4.71 5.35 5 81
3-00 2.09 2.47 3.11 4.13 4.56 4.28 4.67 5.30 5.74 5.93
^•25 2.32 2.97 4.04 4.51 4.23 4.61 5.22 5.67 5.86 5.86
r = 50K
2-50 1.66 1.72 1.83 2.02 2.39 3.13 3.78 4.12 4.79 5.47
2-75 1.74 1.83 2.00 2.39 3.17 3.78 4.11 4.77 5.42 5.83
3-00 l-'79 1.97 2.38 3.17 3.76 4.09 4.73 5.37 5.76 5.90
3-25 1.89 2.31 3.13 3.72 4.02 4.65 5.29 5.69 5.84 5.81
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TABLE 4.3
^^CO / CO Enhancement Factor
log [n(H2)]
,-3
(mag)
T= lOK
2-50 2.21 2.51 3.20
2-75 2.51 3.08 4.31
3-00 2.86 3.86 5.73
3-25 3.42 5.00 6.81
T= 15 K
2.50 2.17
2.75 2.38
3.00 2.63
3.25 3.00
r=20K
2-50 2.09 2.24 2.58 3.14 3.77 4.02
2-75 2.26 2.52 3.02 3.62 3.81 2.70
3-00 2.41 2.84 3.42 3.64 2.60 1.46
3-25 2.63 3.18 3.47 2.53 1.45 1.12
r= 30K
2-50 1.99 2.03 2.17 2.40 2.61 2.62
2-75 2.06 2.15 2.35 2.54 2.53 1.92
3-00 2.10 2.26 2.46 2.46 1.88 1.28
3-25.., 2.15 2.35 2.39 1.86 1.27 1.08
r = 50K
2.50 1.86 1.80 1.79 1.81 1.83 1.77
2.75 1.84 1.78 1.79 1.80 1.74 1.43
3.00 1.77 1.75 1.77 1.71 1.42 1.13
3.25 1.72 1.73 1.69 1.41 1.13 1.04
(^::;i±_^)^_OA 0.6 0.8 W 1.2 1.4 1.6 l.g
4.62 7.01 9.44 6.88 2.38 1.28 1.08
6.47 8.52 5.73 2.09 1.24 1.07 1.02
7.65 5.25 2.02 1.23 1.07 1.02 1.00
4.90 1.97 1.22 1.07 1.02 1.00 1.00
2.40 2.93 3.87 5.09 5.71 3.86 1.73 1.17 1.05
2.79 3.60 4.74 5.37 3.63 1.68 1.16 1.05 1.01
3.30 4.36 5.02 3.44 1.65 1.16 1.05 1.01 1.00
3.94 4.67 3.30 1.63 1.16 1.05 1.01 1.00 0.99
2.98 1.58 1.14 1.04
1.48 1.12 1.04 1.01
1.12 1.04 1.01 1.00
1.04 1.01 1.00 0.99
2.05 1.34 1.09 1.02
1.29 1.08 1.02 1.00
1.08 1.02 1.00 0.99
1.02 1.00 0.99 0.99
1.45 1.14 1.04 1.00
1.14 1.04 1.00 0.99
1.04 1.01 0.99 0.98
1.01 1.00 0.99 0.98
Figure 4.6—Enhancement factors from chemical model with log /zCHo) = 3 0
cm~^ andr^ = lOK.
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Figure 4.7—Enhancement factors from chemical model with log /i(H2) = 2 5
cm ^ and 7^ = 20 K.
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Figure 4.8—Enhancement factors from chemical model with log n(Uo) = 3 0
cm-3 and = 30 K.
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Figure 4,9—Enhancement factors from chemical model with log /i(H2) = 3.25
cm"^ and 7^ = 50 K.
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This kept the double ratio at the terrestrial value, R = 5.5, which is observed in dark
clouds (Taylor and Dickman 1988). Figures 4.10 and 4.11 show the percent difference
in R when the isotope ratios of 45 and 250 are used versus the ratios 90 and 500.
While the trends from lower to higher A. seem to have some regularity between the
various hydrogen densities, the overall effect is exceedingly small, 5% or less. One
can therefore safely conclude that a factor of two decrease from 90 to 45 in the carbon
isotope ratio has no effect on the abundance enhancements in low extinction regions in
molecular clouds.
in a
As a final matter, in order to use our chemical scheme for cloud envelopes i
completely flexible fashion (Chapter 5), it is necessary to correct the spuriously high
CO] / [C^^O] ratio which our model returns at large To do this, we replace the
enhancement factor values inward of the main peaks with values determined by
assuming an exponential decay for the enhancement factor,
z = I + a exp (4.9)
Here z is the enhancement factor, /\
^ (0) is the value of A v at which the peak
enhancement occurs, and a and b are parameters describing the form of the
exponential. By inspecting results of previously published chemical models, it was
determined that the enhancement should be severely suppressed at = Av(0) + 1, i.e.
z = l+ae~'' (4.10)
= l + e~^. (4.11)
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Figure 4.10—Fractional difference in the ['^CO] to enhancement factor
from the chemical i )del when the carbon isotope ratio is set to 45. Values are shown
for 4 molecular hydrogen densities and a kinetic temperature of 10 K.
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Figure 4.11—Fractional difference in the ["cO) to [C'^OJ enhancement factor
from the chemical model when the carbon isotope ratio is set to 45. Values are shown
for 4 molecular hydrogen densities and a kinetic temperature of 30 K.
Solving equation (4.10) gives
-(2 + lnzo)[Av-^v(0)]Z = 1+ 2oexp A^>A^(0). (4.12)
The original [^^co] / [C^«0] enhancement factor along with the corrected values are
shown in Figure 4.12 for 7^ = 10 K and n(H2) = 10^ cm-^
At high density and temperature, the uncorrected values are seen to rise
continuously with A, and not to have a local maximum (see Table 4.2). The same
correction is applied in these cases, but with /i,(0) = 0.1. Finally, the fractional
abundances of the three carbon monoxide species were forced to approach the values
2.00 X lO-\ 2.22 X 10-^ and 4.04 x ur^ for ^^co, '^CO, and C^«0, respectively.
This was a very minor correction but did allow the abundances to be pre-determined
at depths deep within the clumps.
4.4 Core-Envelope Model of GMCs
We ultimately wish to apply our chemical results to a model of a GMC to ascertain
the impact of fractionation and photodissociation on measured ^^CO and C^^O
abundances. As a first step in determining the magnitude of these elfects, we
construct a simple "core-envelope" model of a GMC. This two component model
consists of a low density [n (H2) = 300 cm"^ ], chemically homogeneous envelope
symmetrically surrounding a high density {n(U2) > 10^ cm"^] core. Isothermality is
assumed for simplicity. Along any line of sight and independent of cloud geometry,
the observed visual extinction, 4 v, can therefore always be written
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Figure 4.12—Corrected and uncorrected [^^CO] to [C^^O] enhancement factors.
The solid line is the chemical model result and the dashed line is the exponential fall-
oflf from the peak given by eq. (4.12). Model parameters are log n(H2) = 3.0 cm~^ and
Tk = 10 K.
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where 4^ is the extinction from the cloud edge through the envelope mdA<^ is the
extinction in the core. The factor of two comes from the fact that equal amounts of
envelope material are present both on the near and far side of the core. The ^^CO and
C^^O column densities may be written in a similar way: = 2 + Nf^ and
A^18
= 2 N,% + Nf,, respectively. The observed column density ratio is then
We can now relate the carbon monoxide column densities to the molecular
hydrogen column density by = N (H2), where /, is the fractional abundance of
the species in question. But /V(H2) is directly proportional to the visual extinction via
the relation N(H2) = 5x10^0 (Bohlin, Savage, and Drake 1978). This gives for
equation (4.14)
By factoring /fg from equation (4.15) and defining the quantities = I/fg and
P - (/o //fs ) / ^oo, we obtain
M3 ^ 2^18 ?>RooA' +R^A'
Ms ^ 2q,,A^^A^ ' ^^-^^^
where <7 18 =ff^ Iff^ , the C^^O abundance ratio of the envelope to the core. is
the abundance ratio of ^^CO to in the core, and in this model represents the true
double isotope ratio. The quantity (3 is the enhancement factor of in the envelope.
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To determine
^ we note that our calculations, in agreement with other chemical
model calculations, show that isotopic enhancements seen in cloud envelopes should
be greatly suppressed when a value ofA^ = 1.5 is reached (Chu and Watson 1983;
Glassgold, Huggins, and Langer 1985). Since the envelope in our model is, by
definition, the region experiencing these enhancements, we set /i^ = 1.5. For /i^ we
notice that the largest values of N,, seen in the NGC 2264 data set are about
10^6 cm-2. This implies a peak observed extinction of A, = 30 mag (Wilking and
Lada 1983). Therefore, A =: 10-2
-
27 mag. Substituting these values into
equation (4.16) gives
M3
^
+ 27
Ms 3^718 + 27 • (^-^^^
For
^7 18, we adopt the reasonable value = 10-9/4x10-'^ = 2.5x10-^ (Glassgold,
Huggins, and Langer 1985). Equation (4.17) then becomes
M3
_
7.5x10-3 (3/?^ + 27/?
Ms ~ 7.5x10-3+27 ' ^"^-^^^
or
M3
= /?oo (2.8 X 10-^^(3+ 1). (4.19)M
From equation (4.19) it is therefore clear that any ['^CO] / [C^^O] enhancement in
the envelope has a negligible effect on the total observed column density ratio. Even a
value of P = 30, an exceptionally high value [and a factor of ~2 too high to be
consistent with the results of van Dishoeck and Black (1988)] and present only under
152
very restrictive conditions [n = lOK,A.= 0.6 n.ag (Glassgold, Hoggins, and Langer
1985)], produces an observed column density ratio that is increased by les than 1%
over /?^. It might be argued that the envelope abundance of 10"^ used to estimate
CI 18-a value representative offf, near ^
.
= 0.8 mag-is too low, and that the value
of/fs should reflect a more interior region of the envelope, a region more likely to
contribute to the observed emission. However, a ^orst case fractional abundance near
10-«, the value offf, at /i, = 1.0 mag, would only cause the enhancement in to
grow as large as
-3%. It is apparent that even this enhancement still falls far short of
explaining the GMC - dark cloud distinction found in Chapter 3.
The model described here is obviously over-simplified, and any realistic GMC
model must contain a more sophisticated density and temperature structure. However,
this core-envelope model represents a worst-case scenario when attempting to
determine the impact of fractionation and isotope-selective photodissociation on
measured double isotope ratios, since by fixing the density of the entire envelope to
the low value n{H2) = 300 cm-^, rather than providing a density gradient from cloud
edge to center, we have allowed the maximum isotopic enhancement to occur.
A more sophisticated GMC model is therefore apparently necessary to explain the
isotopic data for NGC 2264 and other GMCs. In Chapter 5 we shall develop a clumpy
cloud model for GMCs which is capable of explaining the GMC - dark cloud
distinction discovered in Chapter 3. Our model utilizes the clumpy GMC picture of
Kwan and Sanders (1986) to describe the global structural properties of the cloud and
the microturbulent radiative transfer model of Bemes (1979) to calculate the emission
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from the individual clumps (see Chapter 5). Obviously, a crucial aspect of the
radiative transfer calculations
,s the abundance of the CO isotopic species. Using the
chemical model given in this Chapter however, we can now specify the fracttonal
abundances of '^CO, "co, and C'o wtthin an indiv.dual clump as a function of T,.
«(H2), 4„ and Go so that the isotopic chemist,, of the clumps is now a dynamic
element of the model.
CHAPTER 5
CLUMP MODEL OF GIANT MOLECULAR CLOUDS
5.1 Motivation for Clumped Structure in GMCs
In this section we consider both theoretical and observational reasons for adopting
clumpy models of giant molecular clouds.
5.1.1 Theoretical Results
Line widths in molecular clouds are usually much broader than expected from
purely thermal broadening at the kinetic temperature and this implies that GMCs must
support some form of supersonic internal motions. One of the first interpretations of
- this motion was as global cloud collapse (Goldreich and Kwan 1974). While this
model accounted for the large line widths, the postulated collapse appeared to imply a
star formation rate much higher than that observed (Zuckerman and Palmer 1974).
Further, clouds could not be replenished by aggregating diffuse gas on a time scale
less than the collapse time (Kwan 1979).
An alternative explanation of the nonthermal linewidhts seen in molecular clouds
is that they reflect the presence of highly disordered, turbulent motions. Such motions
are associated with a dynamical pressure p~po^, where p is the cloud density and a
the turbulent velocity, thus helping to stabilize molecular clouds against global
gravitational collapse (Dickman 1985). a major problem with this scenario, however,
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is that in the absence of gas clumping, turbulence is highly dissipative, with a
characteristic dissipation time given by the turbulent crossing time ~ L / a, where L
is the size scale of the cloud in question. A major issue which interpretations of cloud
linewidths based on turbulent motions have yet to address satisfactorily is the nature
of the energy replenishment mechanism(s) required for the scenario to be valid
(Dickman 1985). Nonetheless, direct observation reveals that some clouds, at least,
are turbulent (Kleiner and Dickman 1987), and the general consensus is that virtually
all clouds are dominated by spatially disordered motions.
In one attempt to address the energy balance issue, Norman and Silk (1980)
suggested that winds from young stellar objects, including T Tauri stars, could provide
sufficient energy to the parent cloud to sustain non-thermal bulk motions and prevent
gravitational collapse. They also suggested that the intersection of shells formed by
these winds should lead to local density enhancements, i.e. clumps. A model of this
type also naturally leads to a two phase medium within the cloud, with the clumps
being a high density, relatively low temperature component, and the shells hotter and
more difilise
.
Whether or not sufficient numbers of T Tauri stars exist in clouds to
provide this energy is yet to be determined, but the outflows produced by most pre-
main sequence stars, which are observed in many GMCs (Margulis and Lada 1985),
may serve as well or better. At least five flows have been observed in Mon OBI (aka
NGC 2264) probably capable of providing sufficient momentum to support the cloud,
although the uncertainties are large.
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Models have also been proposed which attributes the maintence of random
motions within interstellar clouds to external sources. Fleck (1980, 1981), for
example, proposed that energy could be derived from the shear present in Galactic
differential rotation. In essence, the energy originates from tidal forces acting on the
cloud, and observational evidence obtained from Galactic center observations (Gusten
1989; Stark and Bania 1986) suggests that clouds there at least are just stable against
tidal disruption. In a different vein, a model in which gravitational fluctuations
produced by stars in the Galactic disk drive velocity fluctuations in interstellar clouds
has been given by Kegel and Volk (1983).
While the specific mechanisms for initiating and sustaining turbulent motions
within interstellar clouds may be uncertain, one important result is clear and
unavoidable: the gas flow within a turbulent GMC must be associated with velocity
and density fluctuations. Even subsonic motions will produce density fluctuations of
order <bp^>''' I <p> ~
,
where M is the Mach number (Jones 1976). It is clear
that future turbulent models of GMCs must incorporate these inescapable dynamics.
5.1.2 Observational Results
Multi-level studies of molecules such as CO, CS, NH3, H2CO, and HC3N at high
angular resolution have revealed the presence of clumps in many GMCs. The multi-
level analysis allows a determination of the local density enhancements along the line
of sight, and the high spatial resolution constrains the size of the clumps. Together,
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they lead to a clearer picture ofGMC structure, and some examples are described
below.
Ammonia observations of the hot core near the Orion-KL nebula show very high
hydrogen densities of -10^
- 10« cm-^ and kinetic temperatures near 250 K, a value
presumably reflecting heating by the infrared source IRc2 (Hermsen ei a/. 1988). This
hot core is also seen in CO (Masson et al. 1984), HC3N (Masson and Mundy 1988),
and in continuum radiation (Masson et al. 1985). The line widths toward this region
are quite large, 5i;--10 km s"^
,
even with a resolution of 10". However, at an angular
resolution of NH3 observations (Migenes et al. 1989) resolve individual clumps
with line widths of only 5i;~l km s"!
,
providing evidence that observed single-dish
line widths toward GMCs are determined by the relative motion of the clumps.
Emphasizing the extreme rarity of self-reversed CO profiles toward hot GMC cores,
Kwan and Sanders (1986) reached virtually the same conclusion.
Clumped structure has also been found in the GMC M17, but through slightly
different methods. From observations of both gas and dust, Harris et al. (1988)
concluded that the rather uniform behavior of kinetic temperature with distance from
the Hn region indicates the presence of clumpy structure. The clumps allow UV
radiation to penetrate deep within the cloud and the gas is heated through interactions
with photoelectrons ejected from dust grains by the UV radiation. This result has
particular significance in regard to the assumptions used in this work (see § 5.2).
It should be emphasized that while observations of GMCs reveal the presence of a
clumpy density structure, observations of dark clouds do not (e.g., Matsakis et al.
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1981). This is consistent with simple theoretical expectations, since the latter type of
object is almost invariably far cooler and more quiescent than a GMC, and typically
contains few (or none) internal energy sources. As a result, the isotopic disparity
between GMCs and dark clouds shown in Figures 3.1 and 3.3 is therefore also
reflected in a structural disparity, and lends support to our contention that clumpy
GMC structure is responsible for the isotopic ratio behavior found in Chapter 3.
Finally, recent C^^O interferometer observations of the NGC 2024 (Ori B) and
NGC 2071 GMC regions (R.L. Dickman, private communication) show clumps. By
contrast, the same study observed the cold, quiescent dark cloud TMC-1 and revealed
no structure. A similar result was also obtained by Brown and Padman (1988) for the
dark cloud LI 262.
5.1.3 Summary
The theoretical and observational results summarized above make it clear that in
order to model GMCs properly, we must include a description of their clumped
internal structure. In the remainder of this Chapter we construct such a model, and
examine whether it can explain the trend in the GMC double isotope ratios discussed
in Chapter 3. The model cloud is comprised of a number of identically-sized clumps
whose internal density and temperature (assumed uniform), and spatial and velocity
distributions within the cloud can be set in a parametrically flexible way; there is no
"interclump medium". Radiative transfer within individual clumps is self-consistently
determined for each CO isotope using a multi-level, microturbulent model. However,
the chemical abundances within a given clump, which we calculate using the model
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described in Chapter 4, clearly depend upon the object's location wtthin the parent
cloud, since that placement governs the crucial UV illumination in the clump's
envelope. We turn first to the problem of calculattng this mean UV illumination for
the clumps.
Hum5.2 Attenuation of Radiation in a Clumpy Medi
Because the attenuating mass in a clumpy cloud is contained in discrete clumps,
the continuum attenuation will no longer be of the form a. "^^ (where x is a measure
of the amount of attenuating material through which the radiation has passed).
Rather, it will be a function of the fraction of the number of lines of sight which
intersect absorbing material, i.e. a measure of the fraction of the 4k steradians
surrounding an "observer" which is covered by attenuating mass.
The calculation presented here assumes that each clump possesses an infinite
optical depth to incoming radiation, i.e. that radiation incident on a clump is entirely
absorbed. For the clump sizes and densities adopted in our models this is a good
assumption if the gas to dust ratio in the clumps is normal. However, given small
enough clumps, even at very high densities, this assumption will not be strictly true.
The calculation, therefore, gives an upper limit to the attenuation of the incoming
radiation. Implications of this assumption are discussed in § 5.6.
5.2.1 Monte Carlo Calculation
Consider a spherical volume of radius R. Allow the interior to be populated with
Nc clumps, all having radius R^. The number and distribution of clumps are
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determined by the volume filling factor, /, the fraction of the total volume occupied by
the clumps. The volume filling factor may be constant with radius r or may be a
function of Let an observer be at radial distance R,, < R from the center of the
sphere. The question we wish to answer is: how much of the observer's "sky" is
covered by clumps?
To provide an answer, a Monte Carlo simulation was used. The calculation
proceeded in several steps. First, the clumps must be randomly distributed throughout
the volume. To do this, three random numbers, ran „ram, and ran, are sampled,
each uniformly distributed between 0 and 1. The spherical coordinates of a clump are
then given by r, = (ran^^'^R, 9, = oos'^lran^- 1), and 0, = 2K(ran,). This
provides a uniform, random distribution of clumps in the cloud. A clump was
discarded if any portion of it fell outside the boundary of the sphere.
The number of clumps distributed throughout the volume is A^^ where
^c=fiR/Rc)\ (5.1)
when the volume filling factor is constant with radius. We now place the observer at
radial distance R^i,. Because of spherical symmetry, the observer's polar and
azimuthal angles are irrelevant and we therefore chose Qob = 7t/2 and <^„b = 0, i.e. the
observer is on the ;c-axis.
With this set-up completed, we can now determine the fraction of the sky which
appears covered to an observer at radial distance Rob- This is done by randomly
sampling a large number of lines of sight from the observer, and testing to determine
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whemer or no, a given line of sight pierces a clump. The fraction of the sample
intersecting a clump represents the fraction of the sky covered, and is defined as the
occlusion factor, /oc^.
To determine we proceeded as follows. A polar angle 0', and azimuthal
angle were randomly determineu, as above, in the pnmed coordinate system of the
observer. These angles may be thought of as pertaining to a ray emanating from the
observer to the surface of the sphere. If the distance from the ray to any clump center
is less than then that ray clearly pierces the clump. (Note that the proximity of the
clump to the observer is irrelevant.) To determine this distance, allow a clump
position Q to be given by its cartesian coordinates ix,,y^, z,) and let the ray be given
in parametric cartesian coordinates
X=Xx + {X2-Xi)t
y=y\ + (y2-yi)t, (5,2)
2 = Zi + (Z2
-Zi)f
where the two coordinates Ui, Ji, zO and {x^^y^, 22) represent any twopointsPi
andP2 along the ray. The vector from Q to a point P = {x,y,z) onmy I, is given by
QP
- -x^) i + Cy -3^,) j + (z - z^) £ . (5.3)
Using the expression for the ray / 1 , we get
QP=[xi + (x2-xOt-x^]\ + {y^ ^(y2-yi)t-yqU +
[zi + (z2-zi)r-z^]k
. (5.4)
The distance, defined as the shortest length from point Q to the ray /i, is obtained
when the dot product of vector QP with vector Vj given by ray is zero (Preston and
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Lovaglia 1971):
QP Vj = 0
[Zi + (Z2-Z0t-Z^]k
[U2-J^i)i + Cy2-}'i)j + (Z2-Zi)k] . (5.5)
Solving this equation for the parametric variable t gives
ix2-xO^ + (y2-yif + {z2-zO^ • ^^-^^
Substituting this value of t into equation (5.2) gives the coordinates for the point P.
Now that the coordinates for points Q and P are known, the distance I QP | is obtained
in the usual manner:
All clumps are tested to determine whether the ray pierces them, but once a clump
intercepts a ray, that ray is counted as blocked and a new ray is chosen. The
procedure is then repeated. Typically, 1000 rays are sampled guaranteeing a faithful
sampling of the sky. The occlusion factor is then simply
(Number of rays intercepting clumps)
(Number of rays emitted) " ^^'^^
5.2.2 Results
In Figures 5.1 - 5.5 we show the value of focc as a function of radial distance
through the cloud. These particular calculations are for constant values of /, which
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Figure 5.1—Occlusion factor as a function of radial position within the cloud with
the volume filling factor constant with radius and equal to 0.001. Clump radius
decreases as the number of clumps grows to keep /,^/ fixed (see text).
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Figure 5.2—Occlusion factor as a function of radial position within the cloud with
the volume filling factor constant with radius and equal to 0.01.
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Figure 5.3—Occlusion factor as a function of radial position within the cloud with
the volume filling factor constant with radius and equal to 0. 1 . Spike at RoblR = 0.5
in Nc = \OQ curve is due to the presence of a clump very near to the observer.
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Figure 5.4—Occlusion factor as a function of radial position within the cloud with
tne volume filling factor constant with radius and equal to 0.2.
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Figure 5.5—Occlusion factor as a function of radial position within the cloud with
the volume filling factor constant with radius and equal to 0.4.
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range from 0.001 to 0.4. These Figures clearly show that as the filling factor
increases,/,,, also grows, approaching 1 at interior regions when /> 0. 1 . This makes
sense, since one expects more lines of sight to be blocked as more of the volume is
filled with material. Two other trends are also seen. First, at a fixed grows as
the number of clumps in the sphere increases. Of course, as increases, ,R must
decrease accordingly in order to preserve the assumed constant filling factor. This
increase in is a manifestation of the fact that the filling factor goes as
, but the
area of a clump, the quantity most pertinent to obscuring lines of sight, goes as
Second, at higher values of/, 0. 1 or greater, /,,, is seen to be much higher toward
cloud center than at the edge. This, of course, is due simply to the fact that as the
observer moves closer to the sphere boundary, more lines of sight are free of
obscuring material.
A more physically interesting case is when /is a function of position, as is the case
in the model of Kwan and Sanders (1986) which we shall be using. Figures 5.6 and
5.7 show results of the calculafion described above but with /a function of r, namely
f{r)=h{Rlr)\ (5.9)
with/not to exceed 1.0. Theindexy^ 1.0 in both cases and/?, 0.005 in Figure
5.6 and RclR = 0.0025 in Figure 5.7. The quantity /o is the filling factor at the
surface,
fo=f{R). (5.10)
The calculation was done for/o = 0.001, 0.002, and 0.005. The number of clumps in
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Figure 5.6—Occlusion factor within a cloud when the volume filling factor is a
function of radius. Shown are three values of/o with 7= 1.0 and R^/ R - 0.005.
170
171
the Cloud goes up as /„ increases, as is see„ in Table 5. , . The .os, ncable
.esu,, in
co.pa.son
.
che case when /is be.a cons.a. is How
.ucH ™. s.eepi,
..is off
wuh
.ncreasing radius when ,he filling facor/is a function of position.
TABLE 5.1
Number of Clumps in Cloud
/o No. Clumps
R,IR = 0.005
0.001 11833
23767
59411
0.002
0.005
RclR -= 0.0025
0.001 95071
190146
475364
0.002
0.005
With Y = 1.0, the filling factor is strongly peaked toward cloud center (i.e., the mean
density of the cloud is strongly peaked toward the center, as in the case of a real
GMC), and there one naturally expects almost all lines of sight to terminate on a
clump. However, even at a substantial distance into the cloud, say r = 0.5 R,f^,, is
substantially less than one, implying that a significant fraction of the ambient radiation
field will penetrate the cloud to this depth. This extremely important result impHes
that clumpy cloud GMCs may permit sufficient UV to penetrate so deeply that
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fracionation che.is.^ can occur over vasCy larger volumes ,ha„ would be .he case
for unclumped clouds.
From a qualitative standpoint then, one is strongly tempted to identify
provisionally the trends in the GMC data in Figures 3. 1 and 3.3 as being due to
isotope-selective chemistt,, despite the absurdly high equivalent . /s at which the
^^CO enhancements appear to be occuring. Quantitatively, however, it is still unclear
that this is the case, and we proceed to describe the remaining elements necessary to
fully evaluate the clumped GMC models.
5.3 Radiative Transfer in a Clump
A necessary first step in determining the emitted radiation from a cloud model
comprised of many clumps is to determine the radiation from a single clump. A
radiative transfer method especially well suited to calculating molecular line emission
from a small clump-sized object possibly possessing a variable fractional abundance,
is used in the Monte Cario routine employing a microturbulent velocity field, known
as MONTEC (Bernes 1979). Under the assumption that the impact any incident
exterior CO line radiation has on a clump is insignificant due to the rather high clump
densities, the clumps contained in the cloud may be considered as independently
radiating bodies. This asssumption substantially simplifies the calcularion of line
emission from a single clump. In order to facilitate their use in our global cloud
model, we calculated a large solution grid of clump models.
173
into
The MONTBC calcu.aHons proceeded as foHows. The c,u„ps were divided
30 unecuaity spaced, radia„y concen^c sheiis. ,„ each she,, ,he
.o,ecu,a. hydrogen
density WH.„, ,i„eUc
..pera.re (r.),
„icro.rhu,e„, ve.oci.. (,), and .Cecuiar
fraciona, abundance [e.g.,.,.^CO), were spec.fied. For a„ models, the Cu.p
density and kinetic temperature were kept un.fom,. We set the microturbulen.
velocity equal to a specific fraction of the sound speed, and with the sound speed
proportiona, to the square root of the gas temperature, is a,so constant front she,, to
she,,. The coHision rates were taken from Green and Thaddeus (,976), and 10 CO
rotational levels were treated.
The mode, ca,cu,ation for each dump was iterated unti, satisfactory convergence
in mo,ecu,ar ,eve, popu,ations was ach.eved. Due to the nature of the Monte Cario
technique, "noise" is produced in the calculation due to the choice of the random
number seed, but this only becomes noticeable when the optical depth of the species
under consideration is substantial. This occurs for '^CO and is typically
-0.3 K, an
acceptably low value. When done, the calcularion for each set of clump parameters
gave radiation temperatures at 1 1 velocity channels and at 10 equally spaced impact
parameters {b = 0.0-0.9) across the clump. The profiles were found to be highly
symmetric about d = 0, as one one would expect with no systematic velocity field
present. Further details concerning the MONTEC routine may be found in Bemes
(1979).
To adequately cover the range in parameters anticipated to be needed in the
clumpy cloud model, 720 calculations were performed. Here, a "calcularion" implies
3 separate -CO, -CO, and C^O calculations done wuh
.dent.al phys.al
conditions. The values of the parameters were the following. The clump radius was
set to 0.050 and 0.025 pc; log [.(H,)] = 2.75-4.75 cm- in increments of 0.25;
n = 10, 15, 20, 30, and 50 K; and = 0.8 and 0.4 with = (5.7/ 3mf km s-
.
the isothermal sound speed. Of course the isotopic fi^ctional abundance also must be
specified m each shell of the clump. Using the corrected fractional abundances from
the chemical model calculation descnbed in Chapter 4. models were run with the
clump surface attenuation factor, 1 set to 1.0, 0.7, 0.4, and 0. 1. In all cases, we
assumed a standard interstellar UV illumination for the unattenuated radiation field.
The calculations were performed on the IBM 3090 computer at the Cornell
National Supercomputing Center. Although the MONTEC routine is designed to run
on virtually any computer, the very large number of calculations entailed in this work
would have required approximately 3 weeks of computer time on the Five College
Astronomy Department's VAX 1 1/750, whereas it required <1 hour on the IBM 3090.
However, due to a lack of allocated disk space, only the J = 1 0 results could be
stored, even though the calculation yielded results for the potentially interesting
J = 2 -> 1 and higher transitions.
Figure 5.8 shows typical emergent profiles for the three isotopic species ?Ltb = 0.0.
The profiles resemble (sometimes saturated) gaussians and give expected results.
However, in Figure 5.9 we show the radiation temperature and optical depth of each
species at each impact parameter, normalized by the value for that species at ^ = 0.0.
Because of the enhancement in ^CO relative to C'^0 in the outer shells of the clump
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Figure 5.8—Emergent carbon monoxide profiles toward clump center from
microturbulent radiative transfer calculation. Clump parameters are:
log n(H2) = 3.75 cm"\ = 10 K, = 0.05 pc, and = 0.8 z;^.
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Figure 5.9—Results of microturbulent radiative transfer at 10 positions
across a clump normalized to values at clump center. Upper panel is line center
radiation temperature. Lower panel is line center optical depth. Both are for the
J = 1 —> 0 transition.
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(see § 4.2), we see suggestions tha, iso.opic enhancen,e„,s may be large enough
,o be
observable. However, che emission in "co and C^O a, the larger values of * are
substantially weaker than a. clump center. Nevertheless, the area a.era,e, em.sston
favors regions at larger tmpact parameter since in an azimutha.ly symmetrtc clump
the area of emission at a given radiation temperature is proportional xob\
Nevertheless, w.th the clumps very much smaller than a model antenna beam and a
large number of clumps within said beam, it is not at all obvious what impact this
enhancement will have on resulting beam averaged profiles. TT,is is especially true
when one remembers that the fractional abundances of carbon monoxtde in the clump
shells are functions of ^(H^), and the depth into the cloud. With the data grid
described above serving as a database for the emitted line radiation in the clumpy
cloud model described in the next section, we can now answer these questions.
- 5.4 Description of the Global Clump Model
The global clump model we use is essentially that of Kwan and Sanders (1986)
with some modifications. Details of the model not described here may be found in the
above reference.
We begin by considering a spherical GMC of radius R and mass M. R was chosen
to be 10 PC a very reasonable value for the (not-so-spherical) GMC NGC 2264, and a
typical value for GMCs. The cloud mass was allowed to vary as a free parameter.
For generality and ease of computation we assume the spatially smoothed molecular
hydrogen density to be a simple power law with radius,
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Here, no is the gas density at the cloud surface and is
n
0-a)M_
The mass of the H, molecule is denoted by m and the
-20% contribution from He is
given by the factor 1.2.
We now come to the key quantity in the large-scale: the volume filling factor/.
By allowing the H, to fill only a fraction of the cloud volume, we allow relatively
high density clumps to exist in the cloud and yet occupy, as we shall later see, only a
small fraction of the volume. We define /as
f(r)=MR/r)y, (513)
where /o is the volume filling factor at the cloud surface and y the power law index.
The constraint / (r) < 1 is also imposed. The density in the clumps is then
nc = ~(R/rf-y, /<l
JO
= no(R/rr, f=l. (5 14)
From equation (5.14), if y > a the density of clumps in the outer region of the cloud
will be higher than those clumps near the core. Since there is no known observational
evidence for higher density clumps nearer a cloud edge than at the core, we thus also
demand a > y.
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To assign vclocifes
.o clumps, we used .he ki„en,a,ic models given in Kwan and
Sanders (,986). The velocities we.e assigned ,o
.ndiv.dual clumps, however, and we
did no. utilize
.he coherent structure concept of Kwan and Sanders. For the veloc.ty
laws considered here, laws V4 - V7 as given tn Table 1 of Kwan and Sanders, the
magnitude of the velocity of a clump at rad.us . must not exceed where
= Vo(rlRY; V, and v are pre-detemiined parameters. For reasons discussed in
§ 5.5, we chose to focus on velocty law V5, which has a probability distribution
P (V)
= lvlvl.yo assign a velocity to a clump, a uniform random varia.e md was
generated such that
rnd = \^dv, (5.15)
giving V = ^rnd v
Now that the velocity magnitude is known, the angle the velocity vector makes
with respect to the
-f-axis must be determined. From Table 1 of Kwan and Sanders,
velocity law V5 is also assigned a probability distribution in angle, P (9) = l/ZsinO.
Again, a uniform random variate between 0 and 1 was generated and with
9
rnd = j\/2sinQdQ, (5 16)
0
we get0 = cos"^(l-2r«^i).
For lines of sight toward cloud center, enough information has been generated to
determine the line of sight velocity v^:
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assuming the observer is looking from the direction. However, for lines of sight
away from cloud center an ambiguity in the placement of the velocity vector must be
resolved. This ambiguity is present for the following reason. Given a velocity
magnitude
.
and angle 6 wuh respect to the
-f
-axis, the velocity vector defines the
rim of a cone of height v cosG, where 6 is the opening angle of the cone (Fig. 5.10).
The ambiguity exists because the vector has equal probability of being anywhere on
the cone. Clearly, however, the value of i;, will depend on the vector's placement. To
resolve this ambiguity, yet another random variate was generated; this random number
fixing the position of the vector through the relation
<^ = 2Ti{rnd), (5.18)
where the angle <^ gives the position of the vector on the cone. Now that the velocity
vector V is defined, the z-component is simply =
-V-k.
We now turn to the kinetic temperature distribution in the cloud. We used the
same functional form as in Kwan and Sanders: = (1 pc/r)P
, with T{r) not to
exceed a maximum kinetic temperature of 7^.
All that now remains in defining the model is to fix a clump size. With no a priori
physical basis for this quantity, we let the clump radius be determined on
observational grounds, as did Kwan and Sanders. We demand that a clump be smaller
than the dimension of the antenna beam used to make the observations. Therefore,
using a distance of 1000 pc to NGC 2264, and the beam width described in Chapter 2,
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Figure 5.10—Schematic diagram showing placement of velocity vector on cone.
Op ling angle of the cone is given by the angle 0. Observer lies in the +z direction.
we inidally set the ctap radius ,o 0.050 pc. Calculations were also done wuh a
radius one-half this value.
We now turn to the procedure for actually calculating carbon n,onxoide line
emission. With /„. R, and the clump radius chosen, the number of clumps as a
function of cloud radius is then detert^ned. As described in the occlusion factor
calculation of § 5.2. the cloud ,s partitioned into 100 concentric, equally spaced shells,
and a value of/is assigned to each shell. Knowing how many clumps must be in each
shell, clump positions are then randomly distributed within the shells. Values oft,, are
then assigned to each clump by the procedure described above. Also, with the radial
distance of all the clumps known and and the cloud mass,M fixed, the density of each
clump is determined by equation (5. 14). The kinetic temperature of each clump is
also determined given To, (3, and T^.
We then placed at an impact parameter b from the parent cloud center line a
gaussian antenna beam with FWHM = 45". We calculate contributions to the beam
out to an angular extent of 3 x FWHM = 135", thereby ensuring that any clouds
falling within the beam and contributing in any way to the emission are included. To
actually carry out the convolution the antenna beam was then divided into a grid of 31
X 31 lines of sight. This rather large number (961) ensured that no significant
emission from any clump was omitted. We chose a velocity resolution of 0. 1 km s"'
and a calculation bandwidth of large enough width such that no matter what a clump's
velocity, all emission along any line of sight was included.
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We now need to determine the radiat.n temperature and opt.al depth in the three
isotopes at each position of each clump along any given line of sight. This is where
the grid of MONTEC calculations descnbed in § 5.3 is used. By knowing the density,
kinetic temperature, occlusion factor, and distance of a line of sight from clump
center, we select the radiation temperatures and optical depths from the clump model
database. Of course, the MONTEC calculation were done for specific values of these
parameters, and we were therefore required to make interpolanons in using the
database. However, because the radiative transfer calculations were done for a fairly
large number of closely spaced hydrogen densities, given a clump density determined
by equadon (5.14), we simply assigned to that clump the closest density value from
the MONTEC calculations. This was found to be quite sufficient since line
temperatures and optical depths of the clumps vary rather slowly with density. The
same procedure of assigning the closest value in the database was also used for the
distance of a line of sight from clump center, and for assigning an occlusion factor
value to each clump. However, it could not be used for the kinetic temperature, and
here a linear interpolation was employed. For example, if a clump temperature of 17
K were required, one would then interpolate the output radiation temperatures of
MONTEC calculations done at 15 K and 20 K, the two kinetic temperatures which
bracket 17 K in the database. However, the opdcal depth also varies between these
two grid points, and its influence on the emitted radiadon temperature must be
mcluded. A simple linear interpolation of the radiation temperatures incorporaring the
optical depth difference gives
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To =
(5.19)
1 - exp
(12
-Xl)
Where T,,
,
r«,
.
and x, are
.he kinetic temperature, emitted radiation temperature, and
optical deptlr, respectively, of the calculation providing the lower bound of the
interpolation, and T,,, T,,, and x, are the same quantities for the upper bound. T, is
the kinetic temperature of the clump.
With every clump within the antenna beam assigned a MONTEC database model
number, the radiation temperatures and optical depths for the three isotopes at all
impact parameters of the clump are then known. The beam averaged radiation
temperature <Tfi> in any given velocity channel is then
<To> =
31 31 ' N N
z T^R, exp(- £ X;)
i=l j=\ l=k + \
31 31
' = 1 7=1
(5.20)
where N is the number of clumps along the line of sight having emission in the given
velocity channel, w,, is the weight given by the distance of the line of sight from the
center of the beam, and the sum over k begins at the far end of the cloud.
The above calculation is then repeated for each velocity channel and for each
isotope. With beam averaged profiles now determined, the beam placement is moved
and the entire procedure repeated. The end result is a set of generated profiles for the
187
i=
1
-Otransition of the three COisotopes. These results, at a variety of impact
parameters across the parent cloud are presented next.
5.5 Results
Due to the large number of parameters in the model, we utilized the results of
Kwan and Sanders (1986) often as an aide in determining optimum parameter values,
for if the clumpy cloud model is to be generally applicable to GMCs, one would
expect at least similar parameter values from cloud to cloud. For our purposes, the
best values for the parameters are determined when the CO, '^co, and C^^O
radiation temperatures at a range of impact parameters most closely match those
observed in NGC 2264. Naturally, the better the radiation temperatures (and line
widths) agree with the observed values, the closer the LTE-derived column densities
wni be to those given in Table 3. 1
.
The task, then, is to explore the parameter space
and choose a reasonable set of model parameter values achieving this end. It should
be noted that it is not our intent to give an exhaustive account of the impact each
parameter has on the emergent profiles, or for that matter, even to validate the model
of Kwan and Sanders. This has been done quite thouroughly in their paper and need
not be reiterated here.
We set /? = 10 pc for the cloud radius and this value was held fixed for all the
calculations. Approximately 200 global cloud models were run on the IBM 3090 at
Cornell, each requiring ~VA minutes of CPU time. Table 5.2 shows the best vali
found along with the range explored for each parameter. To determine these best
lues
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TABLE 5.2
Model Parameter Values
Parameter Range Tested Best Value
a 0.0-2.0 1.5
0.0- 2.0 1 0.8
h 0.002 - 0.020 0.006
M 103-50
_ 104.50
7^0 20-40K 30 K
T 30 - 50 K 2 40 K
P 0.00 - 0.50 0.25
V 0.00 - 0.50 0.25
Y restricted to < a.
Tmax restricted to> Tq.
parameter values we compared model radiation temperatures for the three isotopes at
impact parameters r / /? = 0.0 - 0.45 to the average observed values in NGC 2264 at
the same impact parameters (Fig. 5.11). (The maximum offset of 0.45 /? roughly
corresponds to the maximum distance from cloud center at which C^^O emission was
observed.) The CO temperatures agree quite well at all impact parameters, but the
same cannot be said of ^^CO and C'^O. MrlR = 0.0 the predicted value for ^^CO is
~3 K below that observed, although at larger offsets the model and observations agree
fairly well. For C'^O, toward cloud center the model gives a slightly higher value
than observed (2.1 K vs. 1.8 K), but at larger impact parameters consistently produces
temperatures a few tenths of a degree below those observed. This trend in was
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Figure 5.11—^-^CO, ^•'CO, and C^^O observed and clump model determined
radiation temperatures across NGC 2264. The dashed line is the average
observed radiation temperature at r //? and the solid line is the radiation
temperature 3Xr / R produced from the clumpy cloud model.
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found
,0 persist over a fairly large range of reasonable parameter choices, and has a
direct impact on how well the model values of Ms compare ,o the observed.
Overall, however, considering the extrentely simplified nature of the cloud model, the
disparities shown in Figure 5.1, must be considered sl.ght, and the agreement of
theory and observation impressive.
Model spectra for the three isotopes toward the cloud center are shown in Figure
5.12. Besides the dominant velocity component at i; = 0 km s-^ two other
components can be seen m all species: a very low level peak at ~ -3 km s"^ and a
higher peak at v
- 2.5 km s-^
.
The presence of multiple velocity components is not
surprising given the discrete nature of the clumps and the probabilistic method we
have used to determine their bulk velocities. Observed profiles, however, generally
do not show multiple components (see Fig. 2.1), a fact which casts doubt on the
appropriateness of the ad hoc velocity laws tried. The secondary velocity components
were also utilized in determining the best set of parameters. Velocity law V5
generally produced profiles with a minimum of secondary components as compared to
velocity laws V4, V6, and V7. This result is consistent with the finding of Kwan and
Sanders (1986). The profiles shown in Figure 5.12 are also surprisingly smooth,
especially considering the rather high (0.1 km s"^) velocity resolution used in
determining the profiles. The most ragged spectrum is for ^^CO toward line center,
where a significant departure from a gaussian shape is seen. The distorted line shapes
there arises from the combination of the high optical depth in any given clump and the
non-negligible probability that in a given velocity channel an overabundance of
192
Figure 5.12—Line profiles of ^^CO, ^^CO, and C^^O toward cloud center
produced from the clumpy cloud model. Model parameters are those listed as
"best" in Table 5.2. The peak temperature (T^) and FWHM (Av) are given for
each spectrum.
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clumps may occur near the cloud edge along a line of sight. Since the clumps near the
cloud edge are cooler than the interior clumps in our model, emission will be
suppresed relative to emission in a nearby velocity channel. Of course, the
converse-an overabundance near cloud center-may produce enhanced emission in
a given channel. These are unavoidable features when applying independently
determined bulk velocities to discrete clumps.
To explore the impact of the clump distribution—actually the random number
seed-K)n the resulting line parameters, 10 calculations were run with identical
parameters but with different random number seeds. Each run, therefore, had a
different distribution of clumps and since the velocities of the clumps are determined
by sampling a random number, these too would differ. The line parameters are shown
m Table 5.3 and LTE-derived quantities are given in Table 5.4, with means and
dispersions shown in each case. The errors do not, of course, include systematic
effects, but reflect only the impact of the random number seed on our calculations. As
one would expect, some runs show secondary velocity components similar to those
described above, others show none; the ensemble average profile, though not a
physically legitimate quantity (in the sense that it is not an observable), is quite
smooth, with no low-level velocity components.
In Figure 5.13 we show the A'n //Vig ratio as a function of log A'lg for the NGC
2264 and L134N data (Fig. 3.1) and for the model with the parameters of Table 5.2.
Qualitatively, the model reproduces the observed trend of increasing Nit, / Ni^ as Ni^
decreases, confirming that clumpy GMCs can accountfor the unusual behavior of the
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Figure 5.13—NGC 2264 and L134N ^^CO to column density ratios (see
Fig. 3.1) along with the clumpy cloud model results using the "best" set of parameters
(see Table 5.2). The NGC 2264 data are given by the solid squares, the L134Ndata
by the crosses, and the model results by the large open squares.
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double ratio seen in Figure 3.1. However, quantitatively, for our best-case model
parameters, the model results are consistently too low in /V,3 / N,, compared to the
data for NGC 2264, the discrepancy being -1.5 - 2.0, depending on the value of /Vig.
(In interpreting these results, one should bear in mind that both axes are dependent
upon the cloud model parameters.) As expected, the outer regions of the cloud model
do give a higher column density ratio than the central region, since toward the cloud
periphery more of the emission along the line of sight will be composed of clumps
with a greater UV-driven ^^CO to C^*^0 enhancement. We therefore consider the
model and NGC 2264 to be in qualitative agreement. Reasons for the quantitative
discrepancy are discussed in § 5.6.
An important measure of the quality of any astrophysical model is how robust the
resul are when various model parameters are altered. In Figures 5.14 - 5.21 we show
the effect on our model N^t, /Ni8 vs. N^^ curves produced by varying the parameters a,
Y' To, Tfnax, V, the velocity law, and M, respectively. In each case, the parameters
other than the one under consideration were held constant at the value given in Table
5.2. The trend of the curve is seen to change very little when the parameters are
allowed to vary, especially for a, y, Tq, 7^, p, v, and the velocity law.
Significant change is seen, however, when the cloud mass, M, is lO"'-^^ vs. the
best value of lO"*-^^ M higher values of IN^^ are found when using the lower
mass, but at Nig values 2 orders of magnitude lower than observed; the lower values
of A/i8 are a direct consequence of the lower cloud mass. Some significant change is
also seen in Figure 5.22 when /o is changed. When /o is increased to 0.020, the
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squares) and the impact on the clumpy cloud model of allowing a to vary.
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Figure 5.15— '-^CO to column density ratios showing NGC 2264 data (solid
squares) and the impact on the clumpy cloud model of allowing y to vary.
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Figure 5.16^'-'CO to C'^0 column density ratios showing NGC 2264 data (solid
squares) and the impact on the clumpy cloud model of allowing 70 to vary.
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model column density ratios lie within the NGC 2264 data points, but seven of the 10
values have log N,, < 15.0, roughly the lower limit of the data. Again, this is a direct
consequence of deficient C^^O line strengths produced by the model at most impact
parameters: with /o = 0.020, significantly more clumps populate the cloud, but at
molecular hydrogen densities lower by a factor of 3.33 since the total cloud mass is
held constant. The lower density results in diminished emission from C^^O, both from
radiative transfer effects (the lower optical depth of C^^O makes it more sensitive than
1
3
CO) and from the fact that the lower clump densities allow lower C^^O fractional
abundances at a given depth into the clump. For these reasons, we chose a best value
of/o = 0.006, but noting that the volume filling factor at the cloud surface has the
most influence of all the global model parameters on the IN^^ ratios and Njg
values, and that values 2-3 times higher for /o are not entirely inconsistent with the
data.
An important prediction from this model is the fractional abundances of ^^CO and
1
8
C O given by the LTE-derived column densities and the known H2 column density
used in the model. Since the ^^CO and C^^O fractional abundances found in the outer
regions of the clumps are lower than 2.22 x 10~^ and 4.04 x 10~^ respectively—the
limiting values found toward clump center—one would expect the LTE-derived
fractional abundances to reflect this effect. This is indeed seen in Figure 5.23 where
we show the ^^CO and fractional abundances as a function of cloud impact
parameter. Both species show a lower fractional abundance toward cloud edge as
compared toward cloud center, with showing a steeper decline. The low values
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Figure 5.23—Fractional abundances of ^^CO and C^^O as a function of offset
from cloud center. The '^CO and C^^O column densities are LTE-derived using the
generated line parameters from the clumpy cloud model (Table 5.3).
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at ///? = 0 are considered anomalous and are due to the exceptionally high value of
N(U2) found toward cloud center (Fig. 5.24). This is a numerical artifact of the
clump model for the following reason. Given the clump density law of equation
(5.14), ^oo as r ->0. Therefore, in the determination of the hydrogen column
density from the relation
N(U2)=]n(U2)dl, (5.21)
an exceptionally high local hydrogen density will skew the beam averaged value
(determined in the same manner as eq. [5.20]), even if the path length L (effectively
the clump diameter) is small. At the slight offset r/R = 0.05, N (H2) has dropped by a
factor of 3, and the '^CO and C^^O fractional abundances show a more or less regular
decline. Approximately halfway to cloud edge, r/R = 0.45, the '^CO fractional
abundance is down by 30% and C^*^0 is reduced by 63% from the asymptotic values
of 2.22 X 10"^ and 4.04 x 10""^
,
respectively, used in the radiative transfer model. We
can conclude, then, that LTE-derived fractional abundances for the carbon monoxide
isotopes will be lower than the values actually present when fractionation and,
especially, isotope-selective photodissociation effects are unimportant.
5.6 Conclusions
In the previous section we have shown that a GMC model utilizing Kwan and
Sanders' (1986) clumpy cloud model along with a full non-LTE radiative transfer
algorithm which allows a variable fractional abundance—an abundance determined
by a steady-state chemical model—was able to reproduce qualitatively the observed
Figure 5.24—Logarithm of the H2 column density as a function of offset from
cloud center. Parameters used in the clumpy cloud model are those listed as "best" in
Table 5.2.
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[^^CO] / [C''0] ratios in NGC 2264. In general, the "best" model produced column
density ratios deficient by > 50%, but reproduced fairly well the distinct trend in
Ni3 /Ms with /Vig. Here we discuss the shortcomings of the model, and argue that
these arise from a number of clearly identifiable oversimplifications.
One of the major assumptions of the model was that of spherical symmetry. While
this was done for the sake of computational simplicity an inspection of Figure 5.25, a
map of NGC 2264 in ^^CO column density, shows clearly that the assumption is
invalid. The lack of spherical symmetry can have exceptionally large implications for
our model for the following reason. Fractional abundances in the outer region of the
clumps are determined to a large extent by the photodissociating flux present at the
clump surface. The attenuation of this flux was determined by the occlusion factor
calculation of § 5.2, which assumed a spherically symmetrical cloud. Clearly, if the
cloud deviates significantly from sphericity, the occlusion factor at some interior
depth r<R will change. For example, if the cloud geometry were closer to a disk than
a sphere, and if the observer's angle of view lies in or near the plane of the disk,
substantial column densities can be found along the line of sight. Yet the material
along the line of sight is never far removed from the cloud boundary and, therefore,
higher intensities of photodissociating radiation. It is not entirely implausible for this
to be the case with NGC 2264 after inspection of Figure 5.25.
In fact, the spherical symmetry used here generally produces the largest occlusion
factor for a given depth than any other geometry. If the occlusion factor were lower
at interior regions, the value of [ '-^COj / |C'^0] would increase in the outer regions of
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these interior clu.ps. This could only result in higher values, alleviating the
major quantitative shortcomings of our model.
An issue of possibly greater significance is the fact that the actual value of the
unattenuated radiation field may be much greater than used in the model, possibly by
orders of magnitudes. We used a mean interstellar UV flux, which converts to a CO
photodissociation rate of Go = 1 x ur^o 3-1 (van Dishoeck and Black 1988). Given
the UV-rich environment of most GMCs due to the presence of nearby O and B stars,
one must expect higher values for Go. Certainly, this seems to be the case for NGC
2264 given the proximity of the Mon OBI group to the molecular cloud. A higher
photodissociation rate would allow the photodissociating region to penetrate much
deeper into a clump, up to ~5 mag as compared to 1 - 2 mag used here (Tielens and
Hollenbach 1985). For some density configurations the entire volume of a clump
.
would then become a photodissociation region with the entire clump having an
enhanced ['^CO] /[C^^O] value.
A logical next step, then, is to repeat the chemical model with a much higher value
of Gq. There are problems with this however. The higher value of Gq not only
means a higher photodissociation rate for carbon monoxide but also implies higher
photodissociating and photo-ionizing rates for the other species as well. The
restricted chemical model used here (Glassgold, Huggins, and Langer 1985) was not
designed to take this into account at the depths (A^ >5 mag) at which this would
occur. A chemical reaction scheme like that of Tielens and Hollenbach (1985)—but
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A
modified
.0 include iso.opes-would be more appropna.e, and .his approach would be
the next logical step to take in expanding on the results obtained here.
As a final matter one must bear in mind that despite its success and great utility,
the global cloud model of Kwan and Sanders (1986) adopted here is totally ad hoc.
self-consistent hydrodynamic model, in which the density fluctuations are driven by
turbulence, would naturally produce clumps with a distribution of sizes and their own
internal density structure, as well as an interclump medium. Although extremely
difficult to implement, such refinements could only be expected to improve the
agreement between theory and observation.
CHAPTER 6
IMPLICATIONS OF CLUMPY CLOUD MODEL
In previous chapters we have shown that the otherwise puzzling observational
data we have gathered for the CO double isotope ratio in NGC 2264 in particular, and
GMCs in general, can be interpreted in a reasonably sucessful and consistent way by
using a clumped CMC model. While this dissertation is certainly not the first study to
make a case for the presence of a highly fragmentary internal structure in GMCs, it
does emphasize the fact that cenain chemical processes in clumpy GMCs may require
critical re-examination, if nothing more than as a consequence of the greatly-reduced
blockage to ultraviolet radiation provided by such a cloud structure. In this Chapter
we consider several areas affected more or less directly by the consequences of the
research presented here, and suggest the direction which future research might take.
6.1 High UV Flux at Cloud Interiors
The straightforward consequence of a highly clumped GMC structure is that UV
photons readily penetrate deeply and efficiently into the cloud interior. Even with only
the interstellar UV flux typical of the Solar vicinity available, we have shown that the
chemistry once thought only applicable to cloud edges (A^ <2), must now be
considered potentially applicable to almost all interior regions of a clumpy cloud.
Given that many GMCs are the sights of active OB star formation—indeed, as we
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have already noted in Chapter 1, that massive star fonnation activity may be required
to maintain the turbulence which may drive the density fluctuations-the presence of
the intense UV flux within the cloud originating from the early-type stars might be
expected to substantially alter both the physics and chemistry of the clouds.
Observations of the 158 ^m [CII] line and the 370 ^m [CI] line in M17 (Harris et
al. 1988) have shown that both an intense UV field (-20 times ambient) and a clumpy
structure are necessary to account for the observed emission at significant distances
(-15 PC) from the Hn region. While the Hn region associated with M17 is certainly
more luminous than the one associated with NGC 2264 (Blitz 1978), it is interesting
that the same structure can explain qualitatively the characteristics of both the neutral
and ionized carbon emission as well as the carbon monoxide isotopic emission. A
more stringent and quantitative test of this picture would be to examine whether such
atomic and molecular abundances in GMCs show a correlation with the UV flux
present in the clouds.
Another species whose abundance may be seriously affected by the presence of
clumping in GMCs is the formyl ion, HCO^. Since this species is formed from CO
(Turner and Thaddeus 1977), and since even its low-lying rotational lines are emitted
from relatively high density regions (Plambeck and Williams 1979), it has usually
been thought that observations of the HCO^ isotopes, H^^CO^ and HC^^O^, reflect
elemental isotope abundances in unfractionated material (Stark 1981). However, with
high density photodissociation regions permeating the interiors of GMCs (Tielens and
Hollenbach 1985), one might expect that H^^CO^ should be fractionated. In fact,
219
toward the core Of NGC 2264. [H'3con/[HC-0^,=
,,V±,5(s,ark,981,a
value consisten, wi.h our carbon monoxide double ratio, bu, in ,he con.ex, of ,he
present work, clearly no, a value reflecting the double element abundance ratio.
The issue of whether the clumps in GMCs are transient, turbulent fluctuations or
relatively permanent, bound structures is still unclear (e.g., Dickman 1985). ,f the
clumps are ephemeral objects, however, time-dependen, chemical effects would
clearly be important in clumpy, UV-rich GMCs. Even if the clumps are relatively
long-lived, it may not be possible to ignore time-dependencies. If we define a
characteristic dynamical time scale of a clumpy GMC in terms of a characteristic
length / and velocity
- //„, we get ~ lO^r when ustng /
-lOpc and
Z'-IO km s->
.
This is comparable to the chemical time scales for Hj and CO at
«(H2) > 10' cm-' (Glassgold 1985), and therefore, in a clumpy cloud model like the
one of Kwan and Sanders (1986), one can expect the material at interior regions to be
constantly mixed with material from the edges. This could result in a "mixed
chemistry" for the cloud as a whole, which would be difficult to untangle, both
theoretically and observationally.
The onset of star formation is a further complication for time-dependent chemical
models of clumpy GMCs, for besides changing the physical structure of a cloud in
many ways, the addition of a new OB star provides a sharp increase in the UV flux,
thereby altering chemical abundances. One specific area of study which may be
considerably affected by all of these considerations is chemical dating of clouds (e.g..
Stabler 1984). Related work has proceeded by assuming species are readily absorbed
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on.o dust grains;
,his sets a time scale for the depletion of an atomic or molecular
species (Glassgold 1985). S.nce in a clumped GMC intense UV may photo-eject
molecules from even from grains very distant from the cloud boundary, grain mantling
would be severely slowed or inhibited completely. Observed abundances would then
lead to erroneous chemical ages.
A clumped GMC scenano readily accounts for the absence of clearly-measured
systematic depletions of any chemical species within GMCs, despite theoretical
expecations to the contrary (e.g., Leger, Jura, and Omont 1985). The implications on
dust grain size and evolution of the astonishingly low UV blockages calculated in
Chapter 5 remain to be fully worked out.
6.2 Abundance and Column Density Determinations
Our work reconfirmed a major conclusion of Kwan and Sanders (1986) that peak
CO line temperatures toward clumpy GMCs provide lower limits to the peak kinetic
temperature along the line of sight. The fact that the CO line strength is a function of
global cloud parameters in the clumpy cloud model suggests that CO should not be
used as a GMC thermometer. An immediate implication of this for all molecular
abundance determinations made using CO observations to establish an excitation
temperature is that they are likely to be too low. While this has virtually no impact on
the double ratio A^^ IN^^ addressed in this work, it does impact upon our absolute
determinations of A/ig, which we have used as a measure of extinction along the line
of sight. While the Nx^-A ^ conversion factor's value is empirically derived (Wilking
and Lada 1983), cloud-to-cloud variations for GMCs, as a result of variable clump
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characteristics, cannot be ruled out as a general possibUuy. Related to this is the result
of Kwan and Sanders that as another consequence of the presence of clumps in
GMCs, visual extinctions can also vary substantially between lines of sight in a CMC.
Clearly, attempts to estimate extinctions using empirical molecular abundance-
extinction conrelations determined for dark clouds (e.g., Dickman 1978; Frerking,
Langer and Wilson 1982) may be doubly misleading. Finally, a result of this work
and of models of high density photodissociation regions (Tielens and Hollenbach
1985) is that the volume averaged fractional abundances of CO, ^^CO, and C'^O are
lower than the values which would be attained at infinite visual extinction. This
affects molecular cloud mass determinations using ^3 or N,, in yet another fashion.
However, while the fractional abundance of ^^CO may be ill-determined in clumpy
GMCs, empirical relations between integrated CO line intensity, I^o, and molecular
hydrogen column density may remain realtively free of systematic errors (van
Dishoeck and Black 1987).
A related issue to those above concerns possible systematic errors generated when
abundances of molecular species are normalized relative to CO. For example, as can
be seen in Figure 9 of Irvine et al. (1985), the fractional abundances for a wide variety
of species show more or less consistent results between the Orion Ridge and TMC-1.
However, as is shown in Figure 10 of limine et al., when abundances of species such
as HC3N, HCO^, and CS among others are computed relative to CO, distinctions
appear. In this instance, abundances relative to CO are distinctly higher in the Orion
Plateau than in the Orion Ridge. The Plateau appears to be at a higher density and
temperature than the Ridge, suggesting that the physical conditions in these two
regions may be different. Because these differences may also extend to real
that the infeired abundance distinctions may be due in part (or even predominantly) to
apparent differences in the CO abundance, rather than to differences in the
abundances of the rarer species. While more detailed analysis of these regions are
certainly required before definitive conclusions can be reached, we urge that
normalizations of molecular abundances to CO in GMCs be avoided.
6.3 Carbon and Oxygen Isotope Ratios
From the results of this work, we can conclude that a terrestrial double isotope
ratio, ['^CO] / [C^^O] = 5.5, in combination with a clumpy cloud model of GMCs
incorporating isotope-selective chemical effects, can qualitatively reproduce ^^CO
and C^^O observations toward NGC 2264. Whether a more sophisticated and general
model can fully account for data quantitatively remains to be seen, but under the
assumption that due to their more quiescent and homogeneous nature, the column
density ratio /^g measured toward the center of dark clouds, better reflects the
true isotopic abundance, we can conclude the the double isotope ratio in the local ISM
is consistent with the terrestrial value. This result is not in conflict with the still
uncertain value of the carbon isotope ratio measured from observations of ^^CH^ and
CH^ (Vanden Bout and Snell 1980; Hawkins and Jura 1987; Stahl et al. 1989) and a
terrestrial oxygen isotope ratio, although as we have pointed out (Taylor and Dickman
1989), one can make a convincing case that both carbon and oxygen isotopic
abundances have changed in ,he Solar neighborhood since .he birth of the Solar
system, leaving the double ratio nearly unaltered.
However, owing to these deep uncertainties, we are forced to conclude that the
observations of Chapter 2 toward distant molecular clouds in both ,he inner and outer
Galaxy are inconclusive, and that no meaningful isotopic abundance information can
be obtained from them. For completeness, we nonetheless present the ratio /V„ /W,,
as both a function of galactocentnc distance (Fig. 6. 1 ) and /V„ (Fig. 6.2). Further
observations using species which emit under restrictive and well-determined physical
conditions may be the only proper way to conduct a Galuxy-wide survey.
0 L^---L-LJ-I_J_J__L^^
0 5 10 15
Rgc (kpc)
Figure 6.1—LTE-derived ^^CO to C'«0 column density ratios for the inner and
outer Galaxy clouds as a function of galactocentric distance. Data are from Tables 2.2
and 2.3. Assumed solar distance from Galactic center of 8.5 kpc.
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The main points and conclusions of ihis work .nay l.c sununar..ai as follows:
•
Wc observed the J = 1 ^ () transition of CO, '^CO, and C'«() .n a san,plc of
"lolccular cloiuis in ,hc inner Galaxy (interior ,.. ,hc molccnlar ring at
Rgc = 4-6) and ,„ ,hc outer Galaxy (10 ^ ^ 17 kpc) in order to dcicrnune
carbon and oxyge.i isotope ratios a. a wide variety of Galactic locations.
•
We intially observed the J = 1 0 transition of (X), ' Vo, and C'«0 at a
large number of positions in the GMC NGC 2264 in order to model the
emission from a nearby cloud so that observations from distant sources could
be properly interpreted.
• From data in the literature, we found that while the ' 'CO to C'"o column
de.isity ratio in both (}M(^s and dark clouds increases as the column
density decreases, the GMC column density ratio is syslcmaiically higher, by a
factor of 2 - 4, than in the dark clouds.
• We obtained a previously-published data set similar to tlic one obtained in
NGC 2264 but lor the dark cloud L134N. We found trends between NGC
2264 and LI MN identical to those found between the published GMC and
dark cloud data.
226
227
•
We concluded that while the ^^co to C^«0 column density ratio in the low
extinction (low C^«0 column density) regions m both NGC 2264 and L134N
could be explained by altered fractional abundances due to isotopic
fractionation and isotope-selective photodissociation processes m a
homogeneous cloud, the systematic enhancement seen in NGC 2264 relative to
L134N could not be simply explained. Systematic errors in the simple LTE
methods used to calculate the double isotope ratios were excluded, as were
non-LTE effects (computed using the Sobolev approximation). Bairing the
(unappealing) conclusion that GMCs and dark clouds differed from one
another in isotopic abundance, it appeared necessary to look for a structural
explanation of the difference.
• On both observational and theoretical grounds, GMCs are believed to be
strongly clumped, whereas dark clouds are not, and an explanation of the
GMC-dark cloud distinction was sought on this basis.
.
The clumpy cloud GMC model of Kwan and Sanders (1986) was adopted, but
a self-consistent low-extinction chemical model incorporating ^^CO
fractionation and isotope-selective photodissociation (with some 40 species
and approximately 140 reaction pathways) was used to determine the carbon
monoxide isotopic abundances in the outer regions of the clumps. Because the
CO abundances are sensitive to the UV radiation field, it was also necessary to
determine the attenuation of the UV radiation field by the clumps themselves
in a self-consistent manner. Carbon monoxide line emission in the clumps was
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determined
.hrough ,he use of a multi-level,
„on-LTE, microturbulent rad.a.ive
transfer model.
.
The clumpy GMC model reproduced the observed trend of increasing ^^COto
C'«0 column density ratio as the C^«0 column density decreases over a wide
range of global model parameters. The model was deficient, however, in
quantitatively realizing the magnitude of the effect, typically falling short by
-50%. A number of obvious simplifications in our model led us to conclude
that a more realistic clumped model would have little difficulty matching the
observational data much more closely.
•
We considered a number of consequences which follow from the widespread
presence of strong density clumping in GMCs, including:
1. Atomic and molecular abundances may be correlated with UV flux
within a GMC.
2. Time-dependent chemical models must allow for significant material
mixing.
3. Photo-ejection of molecules from dust grains would be pervasive
throughout the GMC.
4. Molecular abundances normalized to the CO abundance may lead to
systematic errors.
APPENDIX A
THE CALIBRATION OF THE 14 METER FCRAO
TELESCOPE AT A WAVELENGTH OF 3 MILLIMETERS
A.l Introduction
Well-calibrated data are the cornerstone of observational science. This thought
prompted us to undertake a study of the calibration of FCRAO data at a wavelength of
3 mm, and in this report we quantify the calibration as a function of elevation, source
size, time, and frequency, and give prescriptions which should enable observers to
calibrate their FCRAO X = 3mm data more accurately.
Much of this report focuses on the calibration at v = 115 GHz, the frequency of
the astrophysically important CO (J = 1 -> 0) transition. Although we expected a
significant elevation dependence to the raw antenna temperatures at 115 GHz due to
known errors in the chopper wheel calibration technique used at FCRAO, we have
discovered that the elevation dependence is greaterfor small sources than large
sources. This difference is illustrated by the results of our primary calibration
experiment, which involved measuring the antenna temperatures of a large source (the
Moon, -30' in diameter) and a smaller source (a planet or IRC+10216, less than a
couple of arcminutes in diameter [Kwan and Linke 1982]) from transit to setting. The
upper panels in Figures A.l - A.7 show the observed antenna temperatures at 1 15 GHz
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nonnalized ,o their values a, 60« elevation as a function of elevation during 7 days of
the 1986-87 observing season. Figure A.8 shows similar data for one observing
session at 1 10 GHz. All measurements used here were taken after the telescope was
optimally focused and property pointed.
Two results are clear from the upper panels of Figures A. 1 - A.8. First, there is a
significant elevation dependence to the antenna temperatures at 1 15 GHz, and a
somewhat less pronounced elevation dependence at 1 10 GHz. Second, the antenna
temperatues of small sources decreases more rapidly at low elevations than the larger
source.
At least two effects are responsible for the observed elevation dependence at 115
GHz. There is no doubt that part of the elevation depei .ence is due to atmospheric
effects. The chopper wheel calibration method used at FCRAO is known to be
inadequate when the atmosphere opacity is large, as it is at 1 15 GHz. A correction to
the chopper wheel antenna temperatures can be reliably estimated (see § A.2). It is
found in § A.2 that the elevation dependence of the Moon's antenna temperatures are
well explained by expected errors in the chopper wheel method. Such an atmospheric
effect should affect large and small sources the same way, and thus cannot explain
why small sources exhibit a greater elevation dependence than the Moon. A likely
size-dependent effect is an antenna power pattern which changes with elevation,
perhaps due to dish "deformation". Although the precise nature of this effect cannot be
presently determined, we will refer to this antenna-related effect as a "gain" effect.
20 40 60
Elevation (deg)
Figure A.1—Upper panel shows observed antenna temperatures of the Moon and
IRC+10216 vs. elevation at v = 1 15 GHz, normalized to their value at 60° elevation.
The curve represents the best least-squares fit to the data using the functional form for
Cfac given in eq. (A.l). The best fit Tq and Ar values are shown. Lower panel shows
the same data, but with temperatures multipHed by the CpAC values found from the
least-squares fit in the upper panel. Data are for 22 November 1986.
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Figure A.4—Same as Fig. A. 1, except for data of 1 1 March 1987.
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Figure A.5—Same as Fig. A. 1, except for data of 12 March 1987.
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Figure A.7—Same as Fig. A. 1, except for data of 20 June 1987.
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A.2 Correction to Chopper-wheel Method
The calibration of CO (J = 1 ^ 0) data is made difficult by the significant
atmospheric opacity at 1 15 GHz. There is an elevation dependence to the calibration
which is due not only to gain changes, but also to time-vanable atmospheric effects.
The chopper wheel method, which is the calibration technique commonly used at
millimeter wavelengths (and at FCRAO) to compensate for atmospheric absorption
and emission (Penzias and Burrus 1973), is inadequate at frequencies near the
atmospheric O^ line at 1 1 8 GHz. The low frequency wmg of this O^ line enhance the
opacity enough at 1 15 GHz to create significant errors in the chopper wheel
calibration method, especially at lower elevations. This error arises because the
chopper wheel calibration temperature, which is measured several times an hour, is
used as an estimate of the total (i.e., atmospheric-corrected) system temperature. The
chopper wheel calibration temperature is equal to the total system temperature only
when the temperature of the ambient load (i.e., chopper wheel) is equal to the
effective temperature of the absorbing region of the atmosphere. In general, the
atmosphere is colder than the ambient load, which necessitates a correction to the
chopper wheel calibration temperature to get the true total system temperature. Since
the errors are a function of the atmospheric opacity, an elevation dependence to the
calibration results.
This correction, pointed out by Davis and Vanden Bout (1973), and described in
Schloerb and Snell (1980), is appreciable when both the opacity and the temperature
difference (AT) between the ambient load (T^mb) and the atmosphere (T^tm) are
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large. The magnitude of this elevation-dependent correction is given to first order by
(Snell and Schloerb 1983), where to is the zenith opacity, and A =csc(elevation ) is the
airmass. In principle, it is possible to determine C^^c if Xo and AT can be measured.
In practice, however, neither to nor AT are easy to accurately determine.
Under the assumption that the observed elevation dependence of the Moon's
antenna temperature is completely due to Cp^c , it is possible to estimate Xq and AT.
Of course, it is not known with certainty that the Moon's elevation dependence is
completely due to CpAC- Since a gain variation is known to affect the antenna
temperatures of small sources, it is possible that a gain variation also affects large
sources. Therefore, the values of Xq and AT which are described in the following
section should be strictly considered upper limits. We note, however, that the
observed functional form of the Moon's elevation dependence matches the functional
form of CfAc (eq. A.l), suggesting that CpAC is the dominant effect.
Assuming that the Moon measurements yield a direct measure of CpAC as a
function of elevation, we have estimated Xq and A7 for each observing session. Our
procedures involved:
• getting a first-order estimate of Xq with the FCRAO DIP program,
• obtaining a revised estimate of Xq using the CpAC information as described below,
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•
solving for AT
,y leas.-squares fitting the C.,, „. elevation cu.e to equation
A. 1
,
using the revised estimate of Tq.
A second-order esttntate of is necessa,^ because the DIP program implemented
a. Quabbin (as of December
.987) underestimates the zenith opacity whenever
Cfac is large, which is always true a. 115 GHz below 30° elevation. This
underesttmate occurs because the DIP program uses the chopper wheel temperature
iTc^) and not the true system temperature (r,„) ,o calculate T„. The equation which
should be used to estimate Xq is given by
_
In (A1/A2)
where /I
i and A 2 are the airmasses at elevations 1 and 2, respectively, and
^1 = T^SYs(^) + Tatm , (A.3)
-or,
^i=CFAc(l)Tcwa) + T^M, (A.4)
with similar equations for
.
The current version of DIP uses the following
approximation for A:
^\
'
= Tcwi^) + Tatm (A.5)
When CpAc is large, as it is at 2.5 and 3.5 airmasses (23° and 17° elevation,
respectively), the use of equation (A.5) can easily result in an underestimate of 0.1 -
0.2 in Xq.
A potential stumbling block in our efforts to improve opacity estimates is that it is
necessao.
.o estimate C,,e in order to more accurately estimate To. Fortunately, we
can estimate C,,c from the Moon observations, under the assumption that the
elevation dependence of the Moon's antenna temperature is due entirely to C^.c- As
an example, we have recalculated T„ from the DIP data of 13 Febrtiary 1987. The
uncorrected DIP program yielded x„ = 0.34. Using C,,, = uo, 1.24, and 1.47 a. 42«,
23°, and 17° respectively (as indicated by the Moon's temperatures), results ,n To =
0.48.
In a future DIP-lilce program, it would be desirable to use an iterative technique to
solve for Tq and Cp^c. possibly using the measurable water vapor pressure,
temperatures, and date. Since this is not straightforward, it may be acceptable to use
some average values of Cp^c to estimate t„, since C^^c does not vary strongly with
season.
Our best estimates of Xq and AT are given in the upper panels of Figures A. 1 - A.8,
and summarized in Table A. 1. At 1 15 GHz, we find that the DIP program
underestimates Xq by 0.09 - 0.27, and that A7/ 7 ranges from 0.08 - 0.12. Figure A.9
displays VCpAC as a function of elevation for all 8 days in which we obtained
observations, which shows that Cp^c varies throughout the season. The strongest
elevation dependence is found during the two spring days (4 April 1987 and 20 June
1987), when Xq was the largest due to the high water content of the air. Because of the
relatively smaU number of days, it is not possible to reliably associate variations in Xq
and AT with easily measured parameters like the water vapor pressure and outside
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Figure A.9—Inverse of CpAC vs. elevation for all 8 days of obseivations. Curves
show the fall-off of antenna temperature with elevation for each of these days. A
significant variation in CpAC is seen at 1 15 GHz throughout the season. The 2 lowest
curves are from 2 warm spring days when CpAC was especially large due to a large in
(see Table A.l).
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temperature. In general, it would appear that a good estimate of Xo is obtained by
adding 0. 1 to the DIP value, and that AT IT
-OA.
It should be emphasized that even the corrected DIP values for opacity are rough
estimates, and in some weather conditions are completely meaningless. (During the
torrential downpour of Hurricane Gloria, the DIP program yielded a zenith opacity of
only0.34at 115GHz.) Yet even if the estimates for Xo and AT /Tare off, their
combined effect is well-constrained by the Moon observations. Thus the guidelines
outlined here for estimating Xq and AT/T should provide reasonable calibration in
reasonable weather. Of course, the best thing to do if one is in the unenviable position
of observing sources at low elevation is to monitor the raw antenna temperatures of a
strong source at both high and low elevations.
A.3 "Gain" Variation
As shown in the upper panels of Figures A.l - A.8, the small sources (IRC+10216
and the planets) suffer a greater decrease in their 1 10 - 1 15 GHz antenna temperatures
at low elevations than does the Moon. In order to clarify the difference between the
small and large sources, we have multiplied all the antenna temperatures in the upper
panels of Figures A.l - A.8 by the Cp^c curve found from the Moon observations.
These results are displayed in the lower panels of Figures A.l - A.8. Although this
"gain" variation appears to vary slightly from day-to-day, it is not clear that these
day-to-day variations are significant. The gain variation is unmistakable when data
from all the days are combined, as in Figure A. 10. At 30°, the gain averages 6%
lower than 60°, while at 20° the gain averages 13% lower than 60°. While the cause of
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10 20 30 40 50 60 70
Elevation (deg)
Figure A. 10—Plot of the raw antenna temperatures, multiplied by Cp^c and
normalized by the values at high elevation, vs. elevation. The data consist of only
small source (Jupiter and IRC+ 10216) observations on the 8 observing days. The data
show the presence of an additional elevation dependence for small sources which is
not acocunted for by CpAc •
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this difiference between large and small sources cannot be unambiguously determined,
it is likely to be the result of dish deformation. At lower elevations, the antenna power
is redistributed from the main beam to near sidelobes, such that the same amount of
power falls within a solid angle the size of the Moon.
It is clearly important to understand the frequency dependence of this gain. The
data from one observing session at 1 10 GHz (the crosses in Fig. A. 10) show a trend
which is consistent with the 1 15 GHz data, although the non-monotonic behavior of
Jupiter's antenna temperatures on this variable-weather day make this conclusion
uncertain. At 90 GHz, the gain variation between 60° and 20° is less than 5% (see
Figs. A. 11 and A. 12).
In order to enable FCRAO users to correct their data for this gain variation, we
have fit the residuals in Figures A. 1 - A.8 to a function which has the same form as
CpAC (eq. A.l). We find that the "gain" variation at 1 15 GHz can be represented by
Cgain = 0.92 + 0.27 (e0-2-^(-'-) - i)
,
(a.6)
where Cgain is the factor by which raw antenna temperatures should be multiplied in
order to yield the antenna temperature which would be observed at 60° elevation. The
data do not require the functional form used in equation A.6 for the gain correction,
however we found no other functional form which gave a significandy better fit.
A.4 Recommendation for Elevation Correction
Millimeter astronomy antenna temperatures are usually reported on the 7^ scale
(Kutner and Ulich 1981), defined to be the antenna temperature which would be
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10 20 30 40 50 60 70
Elevation (deg)
Figure A. 11—Uncorrected calibration constant vs. elevation for 1 15 GHz
observations of small sources during the period 1984 - 87. Curve A represents the
elevation dependence due to the atmosphere {CpAC in eq. (A.l) for
To = 0.45, AT/T = 0.09. Curve G represents the "gain" variation from eq. (A.6).
Curve T represents the total elevation dependence for small sources at 1 15 GHz,
which is the product of the Cp^c ^ind "gain" curves.
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Figure A.12—Same as Fig. A. 1 1 , except for 85 - 94 GHz observations. The curve
represents a least-squares fit to the elevation dependence, with Xo = 0.\,AT/T = 0.07.
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observed by the telescope if there were no atmosphere. The chopper wheel
calibration technique makes a first-order correction for the cfTccts of atmosphere, and
thus yields an estimate of 7^, which we call T\ira.). This is the antenna temperature
produced at Quabbin. At frequencies which are low enough and which also have a
small /.cnith opacity (e.g., 86 GHz), T\{raw) is a good estimate of 7^. At
frequencies which are higher and which also have a large /.enith opacity (e.g., 11.
5
GHz), T\{raw) can significantly underestimate T\ because of the errors in the
chopper-wheel method.
We recommend that FCRAO observers correct their raw antenna temperatures to
the 1\ scale by the following:
T^A = Cp^c CcA/N TAiraw)
, (A. 7)
where CpAc (given in cc|. A. 1 ) corrects (to first-order) for the errors in the chopper-
wheel method; Ccmn (given in eq. A.6) corrects for the additional elevation
dependence of small sources. Corrected in this way, 7^ represents what the telescope
would observe at 60° elevation if there were no atmosphere.
Here we summarize what is known about these corrections. Cp^c is frequency
dependent, but independent of source size. It is non-negligible when the zenith
opacity is large, and is known to be significant at 1 10 and 115 GHz, and insignificant
at 86 GHz. Suggestions for estimafing x,) and A7/7at 1 10 GHz and 1 15 GHz are
given in § A.2.
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The additional small-source correction, denoted by C^jj,, is important when the
source size is less than a couple of arcminutes in diameter, and unimportant when the
source size is 30' in diameter. The correction appears to be the same for point sources
and sources a couple of arcminutes in diameter. For intermediate source sizes, the
correction is unknown. This correction is also frequency-dependent. At 86 GHz, the
correction at 20° elevation is less than ~ 5%. At 1 10 GHz and 1 15 GHz, the
correction is significant and can be described by equation (A.7). At intermediate
frequencies the magnitude of the correction is not known.
A.5 Absolute Values of the Beam and Aperature Efficiencies
The calibration experiment described in § A.2 is useful for determining the
elevation dependence of the calibration, but it doesn't give us the absolute calibration
of the telescope. This section describes the absolute calibration of the telescope at 90
GHz and 1 15 GHz, and discusses how the 1 15 GHz calibration varies throughout the
observing season.
The data consist of 392 measurements of the planets, IRC+10216, and Orion HV,
taken from the FCRAO pointing logs during the period November 1983 through June
1987. The only measurements used are those taken after the observer checked to
make sure the telescope was optimally focused and pointed on the source.
The only strong astronomical sources which can be used as flux density standards
at millimeter wavelengths are the planets. Since the angular sizes of the planets range
from a few arcseconds to over 60" (which is slightly larger than the HPBW of the
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FCRAO 14-m telescope at 1 15 GHz), both the beam efficiency and the aperature
efficiency can be determined from planetary observations, if the appropriate size
corrections are made. Point source calibration factors (Jy K"^), or calibration
"constants" (CC), for 1 15 GHz have been determined for each of 63 measurements of
Jupiter, Saturn, and Venus. Since there are no published determinations of planet
brighmess temperatures (7^) at 1 15 GHz, the values used, which are presented in
Table A.2, are based on interpolations between 90 GHz and 150 GHz values of Ulich
(1981). The equation used to calculate the flux densities of the planetstS IS
W ,.3
S,(Jy) = l-0888xlO-%3 TGHz^
exp [0.047994 V (GHz)/ 75(K)]-1 ' ^^'^^
where <SD > = 0.5 {D^^Dp^i ) '^^ is the semi-diameter of the planet in arcseconds, and
D^q and Dp^i represent the apparent equatorial and polar diameters of the planet,
respectively. This is a general expression which holds for any uniform disk source of
known brightness temperature, and thus ignores any possible limb brightening or
darkening, or longitudinal brightness differences. The "calibration constant" is given
by
5vCC = Cs—r, (A.9)
A
and the size correction factor is
Cs =
, (A.IO)
where
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TABLE A.2
Calibration Results for 1 15 GHz:
All Pointed and Focused Measurements 1984 - 1987
Calibration Constant
Tb ^ Corrected to 60° ^
_(K) (JK-M
337 43.7 ±3.1
174 43.6 ±3.3
144 42.7 ± 5.7
43.6 ±3.2
^Brightness temperature values for planets at 1 15 GHz are interpolations of 90 GHz
and 150 GHz values of Ulich (1981).
^ All data fit to eq. (A.4) and eq. (A.6) with Xo= 0.45, AT/T = 0.09, normalized to 60°
elevation.
^ All Orion HV ^^CO (J = 1 0) line data scaled such that at 60° elevation,
(peak) = 52.2 (K).
All IRC+10216 ^^CO (J = 1 0) line data scaled such that at 60° elevation,
Jr^i^i;= 135 K km s~^
Number
Source of Obs.
Venus 48
Jupiter 91
Saturn 8
Orion HV ^ 31
IRC+10216 214
All planets 147
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HPBW^ (A. 11)
compensates for the Gaussian beam-weighting of the planetary disk emission.
The planetary calibration factors have been plotted in Figure A. 1 1 as a function of
elevation. Also plotted in Figure A. 1 1 are 1 30 measurements of the CO emission line
in the strong galactic sources IRC+10216 and Orion HV, to help establish the mean
elevation dependence of the calibration. Since the absolute fluxes of these 2 sources
are not kno^n a priori, their values have been scaled to match the planetary
calibration values.
The large elevation dependence of the raw antenna temperatures at 1 15 GHz is
readily apparent in Figure A.l 1. The elevation dependence has been fit by least
squares to a function of the form Cp^cCcMN (see eq. A.l, A.6, and A.7). Taking the
gain curve (labelled "G" in Fig. A. 11) from equation A.6, we find that the atmospheric
correction (labelled "A" in Fig. A. 1 1) which provides the best fit to the data is given
by X() = 0.45, AT/ r = 0.09. Thus, the mean total elevation dependence of the data
from the pointing logs (labelled "T" in Fig. A.l 1) agrees well with the elevation
dependence found on a typically cold (i.e., T^ut < 0° C) observing day (see Table A. 1).
The results of the elevation-corrected calibration constants for each source are
presented in Table A. 3. From 147 planetary measurements at 1 15 GHz during the
period 1983 - 1987, we find CC = 43.6 ± 3.2 Jy K at 60 ° elevation. Correcting this
fully for atmospheric effects (by dividing by CpAc (60°) = 1.06) yields CC = 41.1 ±
3.0 Jy K
.
This residual la scatter of 7% in the calibration is almost an order of
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magnitude smaUer than the scatter of -50% which is obtained from the same data if
no elevation correction is applied. Another interesting comparison can be made with
all the pointed but unfocused data recorded in the pointing logs. Applying the same
elevation correction to these 159 measurements yields an unfocused calibration
constant of 51
.4 ± 10.2 Jy K By not optimizing the focus, one obtains a 17% lower
point source efficiency in the mean, and a la scatter of 20%, which is 3 times the
scatter of the pointed and focused measurements.
A similar analysis has been carried out for planetary observations from 85 - 94
GHz, which are shown in Figure A. 12. Although there is no strong systematic
elevation dependence at these frequencies, there is an excess number of high CC
values at low elevations. This could not be easily explained by a "gain" variation, but
could be due to the admixture of data taken in good (Xq ~ 0. 1) and bad (Xq ~ 0.2 - 0.3)
weather. Assuming no gain variation, the best least squares fit to all the data yields Tq
= 0.1, and A 7/ 7 = 0.07. Since these are reasonable values for this frequency, this
supports the idea that the gain variation at 90 GHz is negligible. Compiled in Table
A. 3 are the mean efficiencies and calibration constants for FCRAO 90 GHz and 1 15
GHz data taken from November 1983 to June 1987. The efficiencies and calibration
constants are given in two forms: corrected to an elevation of 60°, and corrected for
all atmospheric and gain effects. As we have explained in § A.4, it is preferable to
correct the raw antenna temperatures to the proper T\ scale, and then use the
efficiency values which are fully corrected for all gain and atmospheric effects.
lence
mean
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A.6 Year-to-Year and Seasonal Variation in Calibration
There is no significant year-to-year changes in the calibration at 85 - 1 15 GHz
during the 4 observing seasons from November 1983 through June 1987. The
calibration constants for 1 15 GHz, corrected for the mean elevation depend,
shown in Figure A. 1 1 are displayed versus epoch in Figure A. 13. Both the
calibration constants and the scatter for each season are identical to within the
uncertainties. No significant year-to-year variation is expected during this interval
since no major telescope renovation occured between the last resetting of the dish
panels in the fall of 1983 and the radome replacement in November 1987.
We have searched for and failed to find correlations between the elevation
calibration constant and outdoor temperature, water vapor pressure, and radome
heating (the difference between the radome and outside temperatures). This does not
mean that these variables are not imporatnt, only that they are not independent.
There is unmistakable temporal variation within each season. This is apparent in
Figure A. 13 for the 1984 - 85, 1985 - 86, and 1986 - 87 seasons. The data for ail 4
years have been folded together in Figure A. 14 to yield a plot of the average seasonal
variation. While this plot is dominated by scatter, several trends can be discerned.
The calibration constant is lowest from early October to late November and from
mid-February through mid-April. It is -10% higher from mid-December through late
January, and exhibits the greatest scatter throughout May and June. Some but not all
of these seasonal variations can be understood in terms of variations in Cp^c-
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Figure A.13—Calibration constant, (CC), at 115 GHz corrected to 60° elevation,
vs. epoch.
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Figure A.14—Calibration constant, (CC), at 1 15 GHz corrected to 60° elevation,
vs. month, for 1984 - 87.
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constants
Since Cp^c is low when Xq is low, one might expect lower calibration
from October to April, when the water vapor pressure is generally below 10 mbar.
The large scatter in May and June is expected from the variable spnng weather, when
the water vapor pressure and Xq are generally high but vaiy significantly. The high
values of the elevation corrected calibration constant in the dead of winter are not
easy to understand in terms of C;.,c. One possibility which we considered was that
^TIT was especially large during this time. Indeed, Xq and A 7/ 7 are expected to be
anti-correlated at 1 15 GHz due to the following. There are two atmospheric
constituents which cause most of the opacity at 1 15 GHz: a high latitude (and
therefore cold) layer of O2
,
and a variable layer of H2O vapor at ground level. In the
winter, when the water content of the air is minimal, all the attenuation occurs in the
cold O2 layer, resulting in a larger AT/ 7 value. Although this effect must be
imporatant to some degree, it cannot explain .ne mid-winter peak. During this time,
the antenna temperatures measured at all elevations seem to be systematically lower.
We can offer no explanation for this, but note this mid-winter peak seemed to occur in
1984 - 85, 1985 - 86, and 1986 - 87. (This contrasts with the spring data, which
exhibited distinctly different behavior in 1985 - 86 and 1986 - 87.)
A.7 The Calibration of Extended Sources
In order to calibrate extended sources, it is necessary to know both the telescope
power pattern and the source brightness distribution. If these are adequately known,
one can calculate the brightness temperature Tr, which is related to the observable
quantity T\ by:
262
T: Tl
I R =
In this expression, Tr is the effective main beam brightness temperature, or the
brightness temperature the source would have if it were a unifomi disk source with a
diameter equal to the HPBW. 7^ is the antenna temperature corrected for gain and
atmospheric effects. The forward spillover and scattering efficiency, j],ss, is defined
to be that fraction of the telescope power that falls within some conveniently defined
solid angle, normally taken to be the size of the Moon. The quantity Tic the beam
coupling efficiency, is the fraction of the beam and error pattern that is filled by a
source. Thus, ifr[pss is defined with respect to the Moon, Tic = 1 for the Moon (by
definition), and Tic < 1 for smaller sources. In the special case of a uniform source
which fills the main beam, Tic = I T\pss, so that TR^T\ly\ii, where TI5 is the main
beam efficiency. 7^ is the temperature which corrects for forward scattering and
spillover, but not for the detailed coupling between the antenna power pattern and the
source distribution.
It is not our intention to review here everything needed to properiy calibrate
extended sources, but instead to report what is known about the power pattern of the
14 m telescope. A thorough discussion of widely-used terminology in millimeter-
wave radio astronomy is given by Kutner and Ulich (1981). Examples of calibrating
FCRAO data for sources of various sizes are given in Snell and Schloerb (1983) and
Snell (1985). A technique for estimating the coupling efficiency, Tjc, and the total flux
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from multiple-positions observations of extended sources is described in Kenney
(1987).
The distribution of power within the main beam can be constrained by
observations of the planets, which range in size from a few arcseconds to more than
60" (e.g., Venus at inferior conjunction). In order to use the planet observations to
measure the point source calibration constant, we corrected for the extended nature of
the planetary disks by assuming that the main beam is described by an azimuthally-
symmetric gaussian. Here we can quantitatively assess how well the beam is described
by an azimuthally-symmetric gaussian at = 3 mm by comparing the residuals of the
elevation-corrected calibration constant versus the assumed source size correction.
From a least squares fit to these data shown in Figure A. 15, we can set an upper limit
of 8% out to a diameter of 60" on the error resulting from the assumption of a perfect,
azimuthally-symmetric gaussian main beam.
The distribution of power beyond a radius of -60" is not that well-known,
although some estimates of it from scans of the sun are presented in Predmore (1982)
and Snell (1985). The planet azimuth and elevation scans of Snell (1985) indicate that
there are no sidelobes greater than 2% of the peak (17dB) along these directions
within 4' from beam center. However, even a 2% sidelobe can result in uncertainties
of
-10 - 20 % in the total flux of a source which is a couple of arcminutes in diameter.
We note that the KPNO 1 1-m telescope contained 16% of its power in near sidelobes
at 91 GHz prior to resurfacing (Kutner, Mundy, and Howard 1984). A full map of a
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Figure A.15—Calibration constant, (CC), at 1 15 GHz, corrected to 60° elevation,
vs. the size correction factor in eq. (A. 10). Note that with a HPBW = 45", a uniform
disk of 60" has a size correction factor of 0.55.
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strong planet with a sensitivity of
-1% can be made in a few hours, and would enable
small extended sources at Quabbin to be calibrated accurately.
Observers of extended sources need to know ri,,, ,n order to estimate brightness
temperatures. The best available extended source calibrators are the Sun and the
Moon, since they are relatively large, relatively uniform, and relatively bright. The
Sun and the Moon are used to estimate what fraction of the telescope power falls
within a diameter of 30'. Unfortunately, the limited knowledge of the expected
brightness temperatures at ^ = 3 mm of both the Sun and the Moon limit the accuracy
to which T]pss is known. Two problems associated with observing the Sun are the
existence of ever-changing active regions and an uncertainty about precisely where in
the solar atmosphere emission at ?i = 3 mm arises. Emission from the Moon varies
with lunar phase by a factor of ~2, and the manner in which its emission varies with
phase is not a simple function. Figure A. 16 displays the antenna temperatures from
the center of the Moon as a function of phase. The four curves superposed on these
data show J]pss multiplied by the lunar brightness temperature variation as determined
by a model fitted to radiometric mapping observations at ^ = 3.3 mm by (Gary,
Stacey, and Drake 1965). The four values of Ti^55 are: 0.75, 0.70, 0.65, and 0.60. A
mean temperature (actually, the brightness temperature at 100° from full) of 208 ± 5
K was used. We feel these curves better represent the brightness temperature
variation of the center of the Moon's surface than the sine curve used previously
(Snell and Schloerb 1983). The data in this work are consistent with a value ofr[pss
between 0.65 and 0.70, except for the data points lying between 300° and 350°. These
o 2
.
>
I §
8 I
-S
2^ 3
a e
W o
Oh O
c "
1=
'IS
H o
c c
(L>
.2
g >
8 §
3
o
O
<u
S Q
0)
u
3
CXI
T3
a,
X
C/3
o o o o o oO LO O LO O 1/2
CO C\2 C\2 ^ rH
(X) ^1 X ^^U
268
data, however, were taken during the "lunar morning" (local sunrise at 270° from full),
and shadowing of the Moon due to the rough lunar surface leaves much of the
observed area dark, giving a lower than expected brightness temperature (Linsky
1966). When all the data are included, an average value of 0.66 for ti„, is
determined. By omitting the "lunar morning" data, a slightly higher value of 0.67 is
obtained. Conservative errors of 5% in the brightness temperature and fully-corrected
antenna temperatures result in an uncertainty of 0.03 in j^^ss- These values are
slightly lower than the value of 0.70 from Snell and Schloerb (1983), and fully
consistent with a beam efficiency of Ti^ = 0.54 ± 0.04
. Further accurate observations
of the Moon at all phases can only improve the determination ofr]Fss~^ benefit to all
observers.
APPENDIX B
STATISTICAL AND NON-LTE ERRORS IN
OPTICAL DEPTHS AND COLUMN DENSITIES
B.l Random Errors
B.1.1 Optical Depths
From § 3.2 we have the following expression for optical depth Xq:
Tr
Xo = -In 1 -
T 0 L
With Xo a function of 7/? and Tx, the variance in Xq can be written as
(B.l)
axo
2
3x0
2
(B.2)
To evaluate equation (B.2), the partial derivatives must be evaluated. For the partial
of Xq with respect to Tr one gets
^^0
-1
_1
37,
1
T 0 L
f(Tx)-f(TBB)
1-1
f(Tx)-f{TBB)
(B.3)
To[f(Tx)-f(TBB)
where /(z) = (e^ °" - l)'^ -dnd Tbb = 2.7 K. For the partial of Xo with respect tor;^'
the chain rule is used:
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(B.4)
an
For the partial of Xq with respect tof(Tx) one obtains
-Tr/To
^f(Tx)
-1
fiTx)-f{TsB)
-Tr/To
-1
fiTx)-f{TBB)
f(Tx)-f{TBB) f(Tx)-f{TBB)
To
Therefore,
-iR/ 1 xe f(Tx)
12
f(Tx)-f(TBB) f(Tx)-f(TBB)
To
-TRlTlf{Tx) f(Tx)+l
f(Tx)-fiTBB) f(Tx)-f(JBB)
To
(B.5)
(B.6)
(B.7)
Dividing by Xq gives the percent error in the optical depth, which is the most
convenient form for expressing the error:
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The rather complicated structure of equation (B.8) precludes determining the
dominant terms merely by inspection. In Figures B.l and B.2 the percent error in x,, is
shown for a range of uncertainty in the line intensity and for various values of the line
temperature and excitation temperature.
B.1.2 Column Densities
From expression § 3.8 the column density is given by
N = const. T() Az; (2 ( 1 - e "^^
^
'^^
. (B.9)
In determining the variance in N one must bear in mind that both Xq and Q are
functions of Tx and that Av is observationally determined as the ratio of the integrated
intensity, /, and the peak line temperature, Tr. Therefore, several terms in a^v will be
correlated, and the result will take a more complicated structure than that of Xq.
We begin by rewritng equation (B.9) in terms ofTx, T^, and Au:
TrN - -const. In 1 - fiTx)-f(TBB)
-1 lAvTx
To
f(Tx)+ 1 . (B.IO)
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Figure B.l—Percent error in the line center optical depth as a function of the
percent error in the peak radiation temperature. An excitation temperature of 10 K i
assumed with an error of 1 K. Curves are for various peak radiation temperatures.
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Figure B.2—Same as Fig. B. 1
,
except that 7^ = 20 K with an error of 2 K.
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The variance in A^, a^, is given by
dN
dAv
dN
(B.U)
Here, the approximation Q=^2T,/To for the partition function has been used
(Dickman 1978).
To determine the variance in the line width, aL, we note that the line width can
be written as
Av = —
Tr {BAD
K
i = l
zR
(B.13)
where u,,, is the velocity resolution of the filterbank in use, K is the number of
channels across the line, and is the radiation temperature in the /th channel. A
mean temperature over the profile can be defined as
1 K
^ i=i
(B.14)
which gives for the integrated intensity
I - K Vres Tm (B.15)
The line width then becomes
Av = Kv,res (B.16)
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with the variance in At; given by
dAv
M
dAv dAv
M
(B.17)
(Bevington 1969), where air. is the covariance between and T,. For the
variance in we have
with the partial of Az; with respect to being
dAv K Vres
(B.18)
M
The quantity is the square of the mean
(B.19)
error across the filterbank and is equal to
<5t, , and therefore a^
.
For the partial of Av with respect to Tr we get
dAv
_
M
Ti
(B.20)
Now, the covariance term can be written as
(B.21)
where
< ) denotes ensemble averages. Multiplying terms gives
<7-, = (TmTr - Tm(Tr) - {Tm)Tr + (TmXTr))
= (TmTr) - {Tm) (Tr) . (B.22)
We can now write the quantities and Tr as mean values plus a random fluctuation
due to noise:
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- rs,r?
- msT,) - n(5T^} - <57-„>(5r,>
, (B.23)
where
.he ensemble averages are now made term by term and the constants have been
taken outside the averages. Noting that = <5r^> = 0, the fluctuations being
random with zero mean, we get
^T/,T, = (^Tm^Tr) . (B 24)
From the definition of T^, we obtain the fluctuation in 7^ as
1
^
^Tm = jZ . (B.25)
This gives
(5rA,6r^>=^ £ (57.57,.), (B.26)
where j is the peak intensity channel, and therefore 57, = 57/?. Because errors in
adjacent channels are uncorrelated, the only contributing term in equation (B.26) will
be that for / = j. Therefore,
m,bW = ^{bTl), (B.27)
or,
Combining equations (B18), (B.I9), (B.20), and (B.24) gives.
K
KVr
Or,
1 2
TmK~-\
Tr
-Kv
res
12
To
+ K
-K Vr
M
or, using the relation = Tj^ Av / K v,,„
rr2 -
2
Tr
The square of the percent error in the line width is therefore
Av
Or.
1 -
Av Av
For the partial of with respect to Av one gets
dN
dAv
or, more simply
-const. In 1-
7^^0 L
f(Tx)-f(TBB)
-1 2Tx r
7^0 L
f(Tx)+l]
dN
dAv
= const. Xq Q
The partial of with respect to Tr is
fiTx)+\ f(Tx)-f(TBB)
-1
- const.
f
oTr
To To-Tr fiTx)-f(TBB)
-1
or
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dN
= const. Q Av
f(Tx)+\ f(Tx)-f{TBB)
-1
f(Tx)-f(TBB)
-1 (B.34)
And finally, for the partial ofW with respect to T, one obtains the following, after a
bit of algebra
dN -const. Tj^ Q Av f(Tx)+\ ^fiTx)
dTx
'
f(Tx)-fiTBB) f(Tx)-f(TBB)]-^
const. To Q Av
fiTx)+\ Tof(Tx) + Tx (B.35)
Substituting equations (B.33), (B.34), and (B.35) into equation (B.31) and dividing by
N gives the percent error in the column density
N
+
1 -
Av
+
Av
1
'Co f(Tx)-f(TBB)
Tr
f(Tx)-f{TBB)
-1
2
-TrUTx) f(Tx)+\
Tx
Tx Xo nTx)-f{TBB)\ fiTx)-f(TBB)\-~
L J ^ 0
Tr
f(Tx)+l (B.36)
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In Figure B.3 we show the percent error in the column density as a function of the
error in Tr for a variety of values and for Tx = 10 K.
B.2 Systematic Errors
Now that the statistical errors in an LTE optical depth or column density
calculation have been determined, it is natural to inquire how well LTE serves as a
method of calculating abundances in molecular clouds. Considerable discussion in
Chapter 3 was devoted to exploring the errors introduced in an optical depth or
column density calculation when the assumptions of LTE are not strictly valid.
However, that type of analysis is incapable of generally characterizing the errors
which arise when the basic assumptions of LTE are violated, e.g. when radiative
tapping might result in different J = 1 -> 0 excitation temperatures for all three CO
isotopic species
.
In order to investigate such errors it is necessary to construct a self-
consistent, multi-level line formation model of CO emission. One can then compare
model column densities with those which would be inferred from the emergent
J = 1 -> 0 isotopic intensities if they were analyzed using LTE.
The model we adopt here solves the transfer equation using the Sobolev
approximation, and is commonly known as the Large Velocity Gradient (LVG) model.
Its major advantage in the present context is that it represents an internally self-
consistent multi-level model in which the radiation field is coupled properly to the
molecular excitation problem. Its major drawback, which does not obviate its
usefulness here, is that physically, the large velocity gradient required by the model is
rarely, if ever, present in most interstellar clouds.
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Figure B.3—Percent error in the column density as a function of the percent error
in the peak radiation temperature. An excitation temperature of 10 K is assumed with
an error of 1 K. Curves are for various peak radiation temperatures.
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The LVG model for radiative transfer utilizes the fact that if
^^'>^^' (B.37)
where dV / dr is ^ velocity gradient within the cloud, r is the size of a region over
which sufficiendy uniform conditions exist, and A i; is the local velocity dispersion
(which may have both thermal and turbulent components), then the resulting radiative
transfer becomes local. Photons are either reabsorbed within a region of radius
r ~Av/ (dV/dr), or escape from the cloud.
The first applications of the LVG model to molecular clouds were made by
Goldreich and Kwan (1974) and Scoville and Solomon (1974). The computational
simplicity of the model has been a major factor in its widespread use for determining
abundances in molecular clouds, although as noted above, it is now generally
accepted that the velocity gradient required by the model is unlikely to be real. For
the purposes of checking LTE-derived results, however, the LVG model is acceptable
in that it provides a method for solving the statistical equilibrium equations which in
turn determine the emitted radiation temperatures of the three carbon monoxide
species. Further, the model explicitly accounts for radiative trapping effects—
a
feature which may be important for ^^CO and which LTE, by definition, cannot
address.
The LVG results used here were obtained with the model of Goldsmith, Young,
and Langer (1983), which assumes a radial velocity field of the form V(r)ocr. The
calculations proceeded as follows. At a specific kinetic temperature and molecular
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hydrogen density, the LVG model predicts J = 1 ^ 0 radiation temperatures for '^co,
'^CO, and C'^O, once the fractional abundance of each species is specified.
(Actually, the abundance enters the calculation as the fractional abundance divided by
the velocity gradient. For simplicity, we chose the [reasonable] value of 1
km S-' pc-^ for the velocity gradient.) From the three line temperatures, LTE optical
depths can be calculated using the standard assumptions reviewed in Chapter 3. The
quantity of interest, here, is the ratio of the LTE-derived optical depth ratio,
('tis / 'tis to the abundance ratio assumed in the LVG model calculations, here
denoted by R. Thus, a value of dn /Xigfe/^ = 1 implies that the LTE-derived
optical depth ratio accurately rettects the actual abundance ratio for the model cloud.
In Figures B.4 - B.7 we show the quantity (Xn /Xigte//?, as a function of log Xig,
for a variety of kinetic temperatures and fractional abundances. The fractional
abundances were chosen to accurately represent both the interiors of molecular clouds
[Fig. B.4 and B.6: x^^CO) = \0-\xC^CO) = 3.2 x 10-^ and;c(C^^O) = 5.6x 10"^]
and the more diffuse envelopes where CO molecular abundances are expected to be
lower (see Chapter 4) [Fig. B.5 and B.l.xC^CO) = 10"^x(^^CO) = 3.2xlO~^and
18 8
x(C'°0) = 5.6x10"°]. Theabsci ssa, Xi8, is then determined by the molecular
hydrogen density. Values ranged from 10^-^ < rt(H2) < 10"^-^ cm"-'. In addition, the
dashed curve in each plot shows the effect of a factor of ~2 increase in the '^CO
abundance (to account for fractionation or a real increase in the ^'C isotope).
What does all this show? First and foremost, as the density of the cloud increases
LTE increasingly underestimates the true ^'CO to C^^O optical depth ratio. This
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Figure B.4—LTE-derived optical depth ratio normalized by the true abundance
ratio as a function of the C^^O optical depth. The values and Xig derived using the
output radiation temperatures of a non-LTE radiative transfer calculation employing
the Sobolev approximation. ^^CO and fractional abundances are 10""^ cm"^ and
2Q-6.25
respectively. Positions A, B, and C correspond to molecular hydrogen
densities 10^-^ cm~^ 10^-^ cm~^ and 10^'^ cm"\ respectively. A kinetic temperature
of 10 K is used.
Figure B.5—Same as Fig. B.4, except with Tx = 20 K.
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Figure B.6—Same as Fig. B.4, except with all the fractional abundances reduced
by a factor of 10.
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Figure B.7—Same as Fig. B.6, except with Tx = 20 K.
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arises from the simple fact that as the density grows, the ^^CO and lines become
increasingly saturated at subthermal excitation temperatures and the larger molecular
abundance is no longer reflected in the observed radiation temperature. This of course
occurs first in ^^CO and explains why LTE underestimates the true abundance.
Results at the two different temperatures (Fig. B.4 vs. B.6, for example) show almost
no difference. This is to be expected, since the opacities are determined primarily by
the gas density.
The results of Figures B.4 - B.7 can be used in interpreting the LTE column
densities derived in Chapter 3 for L134N and NGC 2264. Given Xig at a particular
position in the cloud, we now have an estimate of the correction that should be applied
to the LTE-derived optical depth ratio if the Sobolev model were applicable. For
NGC 2264, where Xig is typically 0.01-0.1, the correction in the ratio would range
from 1.0 to 1.25, while in L134N, which has considerably higher optical depths of 0.1
- 1.0, the correction factor would range from 1.25 - 2.2.
As a final matter, it should be noted that especially cold clouds, factor of two
errors in the isotope opacity ratio are associated with inferred C^^O LTE opacities >
0.25 (cf. Fig. B.4). This occures because under these conditions the ^^CO J = 1 0
line is slightly subthermal, yet possesses an opacity considerably in excess of unity.
The fact that LTE opacity corrections become unreliable for I13 > 1 and underestimate
the true CO isotope ratio, implies that the true double isotope ratio in L134N is close
to terrestrial, despite the fact that the LTE ratio N13 /Ni^ shown in Figure 3. 1 drops
below this value at high Njg (tig).
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