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Electron-phonon coupling, diagonal in a real space formulation, leads to polaron paradigm of
smoothly varying properties. However, fundamental changes, namely the singular behavior of po-
larons, occur if off-diagonal pairing is involved into consideration. The study of polaron transforma-
tions and related properties of matter is of particular interest for realistic models, since competition
between diagonal and off-diagonal electron-phonon contributions in the presence of other strong
interactions can result in unconventional behavior of the system. Here we consider two-dimensional
multiband pd-model of cuprate superconductors with electron-phonon interaction and analyze the
features of the systems that are caused by the competition of diagonal and off-diagonal electron-
phonon contributions in the limit of strong electron correlations. Using the polaronic version of
the generalized tight-binding method, we describe the evolution of the band structure, Fermi sur-
face, density of states at Fermi level, and phonon spectral function in the space of electron-phonon
parameters ranging from weak to strong coupling strength of the adiabatic limit. On the phase dia-
gram of polaron properties we reveal two quantum phase transitions and show how electron-phonon
interaction gives rise to Fermi surface transformation (i) from hole pockets to true Fermi arcs and
(ii) from hole to electron type of conductivity. We also demonstrate the emergence of new states in
the phonon spectral function of the polaron and discuss their origin.
PACS numbers: 71.38.-k, 63.20.Ls, 71.27.+a, 74.72.-h, 71.10.Fd
I. INTRODUCTION
The concept of polaron has been of broad interest in
physics since the appearance of the fundamental papers
of Landau and Pekar1–3. An electron moving in a solid
polarizes its surroundings. The sufficiently strong carrier-
boson coupling forms a bound state of the carrier and the
cloud of bosonic excitations, lowering the energy of the
ground state in comparison with the non-interacting sys-
tem. The extended polaron concept deals with different
kind of bosons including spin, charge, orbital or phonon
fluctuations. However, initial formulation of the prob-
lem draws particular attention, since lattice vibrations
are known or believed to play a significant role for many
materials with extremely interesting properties. These
include but not limited to high-temperature supercon-
ductors, ferromagnetic oxides, colossal magnetoresistive
materials, conducting polymers, organic semiconductors,
and molecular nanowires.
The central issue in the theory of polaron-phonon and
exciton-phonon systems is a problem of transitions con-
trolled by the parameters of the electron-phonon inter-
action (EPI). The history starts from the question of the
phonon-induced self-trapping, which, as expected, should
manifest itself as a point of non-analyticity in the energy
of the ground state depending on coupling parameter. To
continue, it is necessary to clarify that in general there
are two types of the carrier-boson couplings. The first one
modifies the on-site potential of the particle and depends
only on boson momentum q. The second one modulates
intersite parameters and depends also on quasiparticle
momentum k. In a real space formulation these mech-
anisms correspond to diagonal and off-diagonal interac-
tions, respectively. It has been shown previously that
only smooth crossovers are allowed in the model with di-
agonal coupling4. Sharp polaron transitions have been
found in the models where the off-diagonal interaction or
the sum of diagonal and off-diagonal ones are taken into
account5–14. All transitions found are controlled by the
parameters of the electron-phonon interaction. However
their origin is not necessarily the result of the transition
between the large and small polaron states. This may oc-
cur, for example, due to the multi-band contributions10
or even due to the level crossing in polaron spectra12.
The crucial importance of the off-diagonal electron-
phonon interaction in models with short-range electron-
phonon coupling15,16 and even its physical consequences
in the properties of high-temperature superconducting
systems17–21 have been indicated earlier by various re-
searches. Sharp polaron transitions, non-trivial topolog-
ical effects10,22, competing order7,20 and unconventional
criticality16, all these interesting phenomena revealed in
different models with off-diagonal electron-phonon cou-
pling, arise the question: what can we expect in a real
system where lattice contributions and other relevant
interactions compete with one another? Here we con-
sider a realistic two-dimensional multiband pd-model of
cuprates, the parent compounds of high-temperature su-
perconductors. These materials, like other transition
metal oxides, are characterized by strong electron correla-
tions, that cause a Mott-Hubbard insulating ground state
of the undoped systems. The strong electron-phonon
2interaction, natural for these ionic compounds, is also
well documented experimentally23,24. Even more, the
features of the ARPES and optical conductivity spec-
tra, which have been explained using the Franck-Condon
broadening concept, indicate the polaronic behavior of
the correlated carriers at low doping25–27.
To capture the problem of the crossover from a rather
mobile large polaron to a quasi-immobile small polaron
we extend the pd-model with electron-phonon contribu-
tions coming from the modulation of both the on-site
energy of electrons and their hopping parameter. Then
to provide a proper description of this many-body task in
the limit of strong electron correlations we apply the po-
laronic version of the generalized tight-binding (pGTB)
method28,29. This approach is a kind of cluster pertur-
bation theory; it combines the exact diagonalization of
the unit cell cluster Hamiltonian and perturbation treat-
ment of the interclaster contributions. The formulation
of the pGTB method allows one to take into account such
essential features of the material as complex unit cell,
doping level, band structure and its realistic parameters
obtained from ab initio calculation.
Progress in the polaron theory has recently been
marked by new computational techniques and new the-
oretical approaches. These are numerical many-body
methods, like the exact diagonalization procedure30, the
continuous-time path-integral quantum Monte Carlo31,32
and diagrammatic Monte Carlo33,34 simulations or the
adaptive time-dependent density-matrix renormalization
group35,36. These approaches do not involve any ap-
proximation, but they are limited by computational re-
sources and have been mainly applied to idealized mod-
els. The atomistic calculations of polarons are also de-
veloping very extensively, moving towards fully ab-initio
consideration of the problem37,38. However, for strongly
correlated systems the calculations from “first principles”
still face known difficulties related to the problem of ap-
proximation of the exchange-correlation potential.
If the Coulomb energy U is much higher than the ki-
netic one t, the formation of high and low Hubbard bands
and the spectral weight redistribution between them im-
pact the properties of the bound electron-phonon states,
and these effects should be carefully taken into account.
To that end, the reported study of the polaron charge
carries in the realistic model with strong electron-electron
and electron-pnonon interactions employs the natural in
the atomic limit U ≫ t approaches that exactly treats all
local contributions and properly account for the Hubbard
character of quasiparticles in correlated system. With
the pGTB method we consider the specific features of the
polaron band structure and the phonon spectral function
of the polaron in the limit of strong electron correlations
and discuss their origin.
The paper is organized as follows. In Section II we
give the main ideas of the pGTB method and discuss
the quasiparticle description of the bound electrons and
phonons in strongly correlated system. In Section III we
present the model under study. Then theoretical details
of the approach are provided. In Section IV the Hamilto-
nian is transformed by introducing orthogonal Wannier
functions centered on the unit cell site. In Section V the
presentation of the Hubbard operators is applied. Equa-
tions for the Green’s function of electron and phonon ex-
citations in the system with strong electron-electron and
electron-phonon interactions are obtained in Section VI.
The computational details are given in Section VII. The
evolution of the polaronic band structure is considered as
a function of diagonal and off-diagonal electron-phonon
coupling parameters in Section VIII. The phonon spec-
tral function of polaron is analyzed in Section IX. In Sec-
tions X discussion and conclusions are presented.
II. QUASIPARTICLES IN THE ATOMIC LIMIT
The basic idea of pGTB approach is to divide the in-
finite lattice into identical unit cell. The corresponding
new form of the Hamiltonian allows one to find exact
Green’s functions of a cluster and then to consider inter-
cluster hoppings and interactions using a perturbation
theory. The total Hamiltonian in the most general for-
mulation reads
H = Hel +Hph +Hepi, (1)
where Hel describes the electronic structure of corre-
lated system, Hph is the free phonons term, and Hepi
is the contribution of the electron-phonon interaction.
For now, we skip the solution to concomitant problem of
non-orthogonality of molecular orbitals of adjacent cells,
which is outlined in the Section IV, and rewrite the total
Hamiltonian as a sum of Hc intracell and Hcc intercell
contributions:
H = Hc +Hcc, Hc =
∑
g
Hg, Hcc =
∑
g 6=g′
Hgg′ . (2)
The exact diagonalization ofHg gives us the complete set
of eigenstates |p〉 with their energies Ep. Here, state in-
dex p includes information about charge carries per unit
cell n and all other quantum numbers like spin, orbital
moment, etc. The procedure is performed for each sub-
space n of the Hilbert space, corresponding to relevant
configurations of the separate ion in the crystal field. For
example, for cuprate oxides these are mostly d9p6 and
d10p5 with 1 hole per unit cell, nh = 1, a hole vacuum
d10p6 with nh = 0, and two-hole configurations d
9p5,
d8p6, and d10p4 with nh = 2.
If free phonons and electron-phonon interaction are ab-
sent in the total Hamiltonian, then eigenstates |p〉 are
multielectron. Strong electron-lattice coupling leads to
the multiplication of each electronic state |p〉 into a set
|pi〉 of polaronic states. These multielectron and multi-
phonon states can be written as
|pi〉 =
∑
ς
Nmax∑
ν=0
cςiν |ς〉 |ν〉. (3)
3Here |ς〉 denotes a basic wave function of the multielec-
tron state, |ν〉 is a multiphonon state with number of
phonons nph = ν, this state results from the ν action
of a phonon creation operator on the vacuum state of
a harmonic oscillator, Nmax is a number of phonons in-
volved in the formation of the polaronic state at a given
strength of EPI, and cςiν are coefficients that determine
the structure of the polaronic state.
Thus, there are many possible states for each subspace
of a Hilbert space. Let us consider the state with the low-
est energy in the sector with nh = 1, which is occupied
at zero temperature and zero doping. Excitations from
this ground state term to any others in the same sub-
space are accompanied by changes in the multiphonon
structure of the polarons. However, the number of holes
in the initial and final states is preserved. So, these are
local excitonic Bose quasiparticles, the excitation energy
of which is determined by the energy difference of the
participating states. Interactions between different unit
cells lead to a momentum dependence of the quasiparticle
excitation energies and broaden out them into the bands
forming the spectrum of phonons bounded with corre-
lated electrons. Similarly, one can consider the Fermi
type quasiparticle excitations bands, which correspond
to the processes of creation or annihilation of an elec-
tron surrounded by a phonon cloud. The superposition
of these Fermi or Bose type Hubbard quasiparticle excita-
tions with their own spectral weights determines, respec-
tively, the electron or phonon spectral properties of po-
laron in strongly correlated system with strong electron-
phonon interaction.
The intercluster contributions in the present paper de-
scribe, besides mean-field terms, the interaction of charge
carriers with spin fluctuations and inelastic scattering of
quasiparticles by lattice vibrations. We apply here the
so-called mode-coupling approximation for the lowest or-
der self-energy which is equivalent to the non-crossing
approximation in the diagram technique39,40. Based on
the exact intracell solutions that provide an adequate
description of quasiparticles in the atomic limit, we self-
consistently compute the system of Dyson equations for
the electron and phonon Green’s functions together with
equations for the chemical potential. The approach
takes into account the underlying features of the band
structure formation in correlated system, such as, spec-
tral weight redistribution between Hubbard quasiparti-
cles subbands, and can be treated as the first reasonable
approximation to the problem.
It should be added that intensity of the quasiparticle
excitations is determined by the overlapping of matrix
elements of the participating states and their occupation
numbers. Thus, spectral weight redistribution between
quasiparticle bands depends on doping, temperature, and
parameters of electron-phonon coupling and Coloumb in-
teractions, as well as on the momentum due to non-local
contributions of the interactions taken into account. Such
mechanism of mutual influence of electron-electron and
electron-phonon interactions is characteristic for corre-
lated compounds. Below we consider how this interplay
affects the observable renormalizations of the electron
band structure and phonon spectral functions.
III. THE MODEL
We define the total Hamiltonian (Eq. 1) on a two-
dimensional (2D) square lattice with an electron contri-
bution Hel given by a realistic multiband p-d model. In
a hole representation usually used for cuprates, it reads
Hel =
∑
g,l,σ
[∑
α
(
εαn
α
gα,σ
+
1
2
Uαn
α
gα,σ
nαgα,σ¯
)
+
+
∑
g′,l′
Ppptpp
(
p†gl,σpg′l′ ,σ +H.c.
)
+
+Ppdtpd
(
d†g,σpgl,σ +H.c.
)
+
∑
σ′
Vpdn
p
gl,σ
ndg,σ′
]
. (4)
Here operators d†g,σ and p
†
gl,σ
create a hole with spin σ
on copper and oxygen plane atomic orbitals at positions
indicated by vectors g or gl, respectively, index l enu-
merates oxygen atoms in the unit cell at site g, σ¯ = −σ,
nαgα,σ is the hole number operators and gα = g for α = d
and gα = gl for α = p, εα = (εα,0 − µ) is a value of
hole energy level with respect to the chemical potential
µ, tpp and tpd are the hopping parameters. The phase
factors Ppp and Ppd are equal to 1 or −1, depending on
whether orbitals with real wave functions have the same
or opposite sign in the overlap region.
The free phonon HamiltonianHph from Eq. 1 describes
harmonic optical vibrations
Hph =
∑
q
~ω0
(
f †qfq +
1
2
)
=
∑
g
~ω0
(
f †gfg +
1
2
)
. (5)
Here f †q is an operator of creation of phonon with momen-
tum q and f †g is its Fourier transform that corresponds
to the superposition of oxygen displacements in the unit
cell centered at site g. The contribution of much heav-
ier copper atoms are omitted. To simplify the problem
we consider41 only phonons of one planar oxygen bond-
stretching breathing mode with energy ω0. We believe
that in the absence of the electron-phonon interaction
this mode is dispersionless. Due to the interaction it ac-
quires the dispersion (Fig. 7), which corresponds to the
experimental one23,42.
The interaction of electrons to this phonon mode
modulates the copper on-site energy and the copper-
oxygen hopping parameter and is characterized by
strong electron-phonon coupling strength in underdoped
materials23,42,43. The linear in atomic displacements part
4is defined as
Hepi =
∑
g,σ
Md
(
f †g + fg
)
d†g,σdg,σ +
+
∑
g,l,σ
MpdPpd
(
f †g + fg
) (
d†g,σpgl,σ +H.c.
)
, (6)
where Md and Mpd are diagonal and off-diagonal values
of electron-phonon interaction, respectively.
We use the set of parameters which corresponds to
the single-layer copper oxide system La2CuO4: εd,0 = 0,
εp,0 = 1.5, tpp = 0.86, tpd = 1.36, Ud = 9, Up = 4,
and Vpd = 1.5, (all in eV). The values of the hoppings
and single-electron-energies have been calculated earlier
within the ab initio local density approximation using
Wannier function projection technique44. The values of
the Coulomb parameters are taken from the fitting to ex-
perimental ARPES data45. The bare phonon frequency
ω0 is chosen equal to 90 meV. The electron-phonon cou-
pling strength is characterized by dimensionless param-
eters: λd(pd) = M
2
d(pd)
/
W~ω0, where W is usually as-
sumed to be the width of the free electron band. We
calculate the value ofW for the system without electron-
phonon interaction, but emphasize that in our problem
it corresponds to the width of the occupied valence band
of correlated electrons. Therefore, for the above set of
parameters, we get W = 2.15 eV (Figs. 2 (a)).
IV. THE TRANSFORMATION OF THE
HAMILTONIAN
To divide the Hamiltonian from Eq. 1 on intracell and
intercell contributions we transform all operators relat-
ing to oxygen sites to the basis centered on copper and
orthogonal in different cells. The corresponding canon-
ical transformation for oxygen orbitals can be found by
inspection of Eq. 4 presented in the reciprocal q space46.
Note that for operators not centered on the lattice sites,
the Fourier transform obeys the following rule:
pg±rl,σ =
1√
N
∑
q
pl,q,σ exp [−iq (g ± rl)], (7)
where rl = al/2 and al is primitive vector of tetrag-
onal lattice with l = x, y. The transformation of the
fermionic operators px,q,σ and py,q,σ to the Wannier func-
tions bq,σ and aq,σ is described for the pd-model in details
elsewhere47,48. The same procedure has been proposed
for the bosonic operators related to oxygen sites49. We
have developed the idea29 and modified its formulation41.
The relation of the phonon field operators to the
phonon displacement operator for one dispersionless
phonon mode reads:
Qg =
√
~
2mω0
(
f †g + fg
)
. (8)
At the same time, the normal coordinate of the planar
oxygen breathing vibrations corresponds to the following
superposition of the displacements of oxygen atoms:
Qg =
1
2
∑
l
(
Ug+al/2 − Ug−al/2
)
=
=
1√
N
∑
q
(−i) e−iqg (sx,qUx,q + sy,qUy,q), (9)
where sx(y),q = sin
(
qx(y)ax(y)
/
2
)
. It is obviously now
that we can introduce “canonical” bosons:(
Aq
Bq
)
=
( −isx,q/µq −isy,q/µq
−isy,q/µq +isx,q/µq
)(
ξ−1Ux,q
ξ−1Uy,q
)
(10)
Here ξ =
√
~/2mω0 and µq =
√
s2x,q + s
2
y,q is the coeffi-
cient of the transformation. This value and other coeffi-
cients resulting from the canonical transformations cause
the nonlocal nature of the parameters in the Wannier
representation. With transformed fermionic and bosonic
operators the total Hamiltonian can be written in the
form of Eqs. 2:
Hc =
∑
g,σ

∑
β
(
εβn
β
g,σ +
1
2
Uβn
β
g,σn
β
g,σ¯
)
+ (11)
+ tbd00
(
d†g,σbg,σ +Hc
)
+
∑
σ′
Vbdn
d
g,σn
b
g,σ′+
+Md00ϕ
A
g n
d
g,σ +M
bd
000ϕ
A
g
(
d†g,σbg,σ +Hc
)]
+
∑
g
hω0
(
A†gAg +
1
2
)
,
Hcc =
∑
g 6=g′,σ
[
tbbgg′b
†
g,σbg′,σ + t
bd
gg′
(
d†g,σbg′,σ +H.c.
)
+
+Mdgg′ϕ
A
g n
d
g′,σ +
∑
h
M bdgg′hϕ
A
g
(
d†g′,σbh,σ +H.c.
)]
(12)
where β = b, d is the orbital index, εb = εp−2tppν00, Ub =
UpΨ0000, and Vbd = VpdΦ000, t
bd
gg′ = −2tpdµgg′ , tbbgg′ =
−2tppνgg′ ,Mdgg′ = Mdµgg′ , M bdgg′h = −2Mpdµgg′µhg′
are renormalized parameters of the Hamiltonian given by
Eqs. (4,5,6). The intercell contributions from Up and Vpd
interactions are omitted here due to their smallness. The
coefficients µgg′ and νgg′ are Fourier transforms of µq and
νq = 4s
2
x,qs
2
y,q
/
µ2q, respectively. The involved values of
transformation coefficients at the matching sites are given
by the set: Ψ0000 ≈ 0.21, Φ000 ≈ 0.92, µ00 ≈ 0.96, and
ν00 ≈ 0.7347,48. The phonon contribution is described by
the operator ϕAg =
(
A†g +Ag
)
. The operator Bq from
Eq. 10 is completely decouples from any other degrees of
freedom and hence eliminated from the problem41. We
also reduced the three-band p-d model to a two-band
one, neglecting the symmetric orbital aq,σ. The simula-
tions show that it has an insignificantly small influence
on the low-lying eigenstates of the system when electrons
interact with longitudinal oxygen vibrations in the CuO-
plane.
5V. THE HAMILTONIAN AND GREEN’S
FUNCTIONS IN X-OPERATOR
REPRESENTATION
To take into account the spectral weight redistribution
between quasiparticles in correlated system, we use below
the representation of the Hubbard operators. Having the
complete set of the multielectron and multiphonon eigen-
states |p〉, defined by exact diagonalization of the Hamil-
tonian Hc (Eq. 11), any operator Og can be presented as
a linear combination of the Hubbard X operators:
Og =
∑
p,p′
〈p|Og |p′〉Xp,p
′
g =
∑
P
γO,PX
P
g , (13)
where γO,P = 〈p |Og| p′〉 is a matrix element of transition
from initial |p′〉 to final |p〉 states, i.e. for a pair of states
P = (p, p′), under the action of the operator O. Then
total Hamiltonian takes the simple form:
Hc =
∑
g,p
EpX
p,p
g , (14)
Hcc =
∑
g 6=g′ 6=h
∑
P,Q
(
TPQgg′ δhg′
†
XPg X
Q
g′+
+
∑
N
(
MNPgg′ δhg′δPQ +M
NPQ
gg′h
)
XNg
†
XPg′X
Q
h
)
, (15)
with coefficients as
TPQgg′ = t
bb
gg′γ
†
bσ ,P
γbσ,Q + t
bd
gg′Γ
bd
PQ,
MNPgg′ =M
d
gg′Γ
A
Nγ
†
dσ ,P
γdσ,P , M
NPQ
gg′h =M
bd
ghg′Γ
A
NΓ
bd
PQ,
ΓbdPQ = γ
†
dσ,P
γbσ ,Q + γ
†
bσ ,P
γdσ,Q, Γ
A
N = γ
†
A,N + γA,N .
The cost of a simple presentation of the Hamiltonian in
the form of Eqs. 14 and 15 is a complicated commutation
relations for the Hubbard operators{
Xp,p
′
g , X
q,q′
g′
}
±
= δg,g′
(
δp′,qX
p,q′
g ± δq′,pXq,p
′
g
)
. (16)
The commutator is taken with a minus sign if both or
one of the operators Xp,p
′
g or X
q,q′
g′ are quasibosonic one,
so the difference of holes in the initial and final states for
the given operator is even. If operators Xp,p
′
g and X
q,q′
g′
are quasifermionic, that is (np − np′) and (nq − nq′) are
odd, then commutator is taken with a plus sign.
Now we define the Green’s function describing phonon
excitations of polarons. The description of boson exci-
tations in the Hubbard representation was demonstrated
previously for spin waves and phonons50. In general, the
phonon Green’s function for the dispersionless mode has
the form
Dgg′ (t, t
′) = −i 〈Tϕg (t)ϕg′ (t′)〉 (17)
= 〈〈ϕg (t) |ϕg′ (t′)〉〉 ,
where T is the time-ordering operator and the phonon
field operator reads ϕg =
√
ω0
2
(
Ag + A
†
g
)
. Here and
below the notations of Zubarev51 for the Green’s function
are used. According to Eq. 13,
Ag =
∑
n,i,i′
〈ni |Ag|ni′〉Xni,ni
′
g =
∑
Nv
γA,NvX
Nv
g . (18)
The indexes Nv indicate all allowed transitions between
pair of the eigenstates with the same number of holes,
Nv = (ni, ni
′). The function Dgg′ (t, t
′) can be presented
now as a linear combination of the Green’s functions of
the Bose Hubbard quasiparticles
Dgg′ (t, t
′) =
ω0
2∑
Nv,Nv′
{
γA,NvγA,Nv′
〈〈
XNvg (t) | XN
′
v
g′ (t
′)
〉〉
+
+γA,Nvγ
†
A,Nv′
〈〈
XNvg (t) |
†
X
Nv′
g′ (t
′)
〉〉
+
+γ†A,NvγA,Nv′
〈〈
†
XNvg (t) | XNv′g′ (t′)
〉〉
+
+γ†A,Nvγ
†
A,Nv′
〈〈
†
XNvg (t) |
†
X
Nv′
g′ (t
′)
〉〉}
.
(19)
To order the set of operators
{
XNvg
}
we introduce
the multicomponent operator XˆNVg ≡ Xˆni,ni
′
g =(
XN1g , X
N2
g , ...X
Nv
g , ...X
NV
g
)T
, where V is the maximum
number of transitions N taken into account. Then we
continue with the matrix quasiparticle Green’s function
Dˆgg′ (t, t
′) =
〈〈
XˆNVg (t)
∣∣∣∣ (XˆNVg′ (t′))T
〉〉
, (20)
which consists of four blocks corresponding to individ-
ual phonon excitations such as AgAg′ , AgA
†
g′ , A
†
gAg′ ,
and A†gA
†
g′ . The components D
NvNv′
gg′ (t, t
′) of the matrix
Dˆgg′ (t, t
′) define the quasiparticle Green’s functions of
the phonon excitations of polaron.
Performing a similar procedure for the single-hole re-
tarded Green’s function we get
Gββ
′
gg′,σ (t, t
′) =
〈〈
aβ,g,σ (t)
∣∣∣ a†β′,g′,σ′ (t′)〉〉 =
=
∑
Ph,Ph′
γaβ,σ,Phγ
†
aβ′σ ,Ph′
〈〈
XPhg,σ (t)
∣∣∣∣ †XPh′g′,σ (t′)
〉〉
,
(21)
here a†β,g,σ is the operator of creation of a hole with spin
σ at a lattice site g on the orbital β. The indexes Ph in-
dicate all allowed transitions between pair of eigenstates
with decreasing of the hole number in the final state by
one. If the set of operators
{
XPhg
}
is ordered by vector(
XˆPHg
)†
=
(
†
XP1g ,
†
XP2g , ...
†
XPhg , ...
†
XPHg
)
, with H being
the maximum number of transitions, then
Gˆgg′,σ (t, t
′) =
〈〈
XˆPHg,σ (t)
∣∣∣∣ (XˆPH′g′,σ (t′))†
〉〉
, (22)
6and components G
PhPh′
gg′,σ (t, t
′) of the matrix Gˆgg′,σ (t, t
′)
define the quasiparticle Green’s functions of the hole ex-
citations of polaron.
VI. DYSON EQUATION
We apply the projection operator method in the equa-
tion of motion for the thermodynamic two-time Green’s
function to research the Hamiltonian given by Eqs. 14
and 15. The method enables to derive a Dyson-type
equation for an arbitrary Green’s function with a self-
energy similar to the memory function in the Mori pro-
jection technique52. It has been successfully used before
by various authors to study systems where strong cor-
relations are essential53–55. The general formulation of
the method can be found elsewhere39,40, so we skip these
details here.
By sequential differentiating each Green’s function
from Eqs. 20 and 22 with respect to time t and t′ and us-
ing the projection procedure, we obtain the Dyson equa-
tions
Gˆ−1k,σ (ω) =
(
Gˆ0k,σ (ω)
)−1
− Σˆk,σ (ω) , (23)
Dˆ−1q (ω) =
(
Dˆ0q (ω)
)−1
− Πˆq (ω) , (24)
where Gˆk,σ (ω) and Dˆq (ω) are the Fourier transforms of
the matrix Green’s functions Gˆgg′,σ (t, t
′) and Dˆgg′ (t, t
′),
respectively. It should be emphasized that the compo-
nents of matrix Dˆq (ω) describe the individual quasipar-
ticle phonon excitations. The well-known form of the
Dyson equation for the phonon Green’s function from
Eq. 17 corresponds to a superposition of these excita-
tions (Eq. 19). The poles of the zero-order Green’s func-
tions Gˆ0k,σ (ω) and Dˆ
0
q (ω) define the excitation spectrum
in the generalized mean-field approximation, for details
see, for example40. With the total Hamiltonian Hc+Hcc
the function Gˆ0k,σ (ω) reads
Gˆ0k,σ (ω) = (ωτˆ0,H − εˆk,σ)−1FˆH . (25)
Here τˆ0,H is the H ×H unit matrix and FˆH is the diag-
onal matrix of the occupation numbers of holes with el-
ements defined as F
Ph,Ph′
H =
〈{
XPhg ,
†
X
Ph′
g
}
+
〉
, where
the anomalous averages of the off-diagonal type are ne-
glected. The quasiparticle spectrum is given by the ma-
trix εˆk,σ with components ε
PhPh′
k,σ , which can be written
as
ε
PhPh′
k,σ = F
Ph
H F
Ph′
H T
PhPh′
k ±
∑
q
cqT
PhPh′
k−q (26)
+FPhH EPhδPh,Ph′ .
Equation 26 describes the quasiparticle bands of the
Fermi-type excitations of correlated holes coupled with
phonons. The sign (minus) plus is taken if the tran-
sitions Ph and Ph′ correspond to the same (different)
subspaces of the Hilbert space, δPh,Ph′ is the Kronecker
delta-function and it gives zero if h 6= h′. We simpli-
fied the notation of the diagonal components of the ma-
trix FˆH , so F
PhPh
H = F
Ph
H =
〈
Xp,pg +X
p′,p′
g
〉
for index
Ph = (p, p
′). The local quasiparticle excitation energy for
the same index has the form EPh = (Ep′ − Ep). Fourier
transform of the static spin correlation function is given
by cq =
∑
(f−f ′)
cff ′ exp [−q (f − f ′)] and cff ′ = 3 〈Szf Szf ′〉.
This function has been calculated in Ref.56 with the given
above parameters of the LSCO system. It characterizes
the spin liquid properties of the underdoped cuprates
with short-range antiferromagnetic order and is concen-
tration dependent.
The zero-order matrix function Dˆ0q (ω) of the quasi-
particle individual phonon excitations in the generalized
mean-field approximation with the total Hamiltonian has
the form
Dˆ0 (q, ω) =
(
ωτˆ0,V − Ωˆq
)−1
FˆV . (27)
Here, FˆV is the matrix of the occupation numbers and
its components are F
Nv,Nv′
V =
〈{
XNvg ,
†
X
Nv′
g ,
}
−
〉
. The
energy of the quasiparticle excitations is given by the ma-
trix Ωˆq with the components Ω
NvNv′
q = ENv +∆E
NvNv′
q ,
where ENv = Eni′ − Eni and ∆ENvNv′q is the contribu-
tion caused by non-local part of the Hamiltonian Hcc,
for diagonal components ΩNvNvq we use below the simple
notation ΩNvq . As an example, we give the expression for
the phonon Green’s function neglecting inelastic quasi-
particle scattering, in accordance with Eq. 19 it takes
the form
D0q (ω) =
∑
Nv
|γA,Nv |2FNvV
ω0Ω
Nv
q
ω2 −
(
ΩNvq
)2 . (28)
The low-energy spectrum of phonon excitations of po-
larons is equidistant if electron-phonon interaction is ab-
sent in the total Hamiltonian. Indeed, in this case, the
energy difference between neighboring polaron terms ex-
actly corresponds to the original frequency ω0 in each
sectors of the Hilbert space, moreover the matrix ele-
ments are nonzero only for transitions with a change in
the number of the initial and final polaron states by one.
As a result, at zero temperature and zero doping we get
ΩNvq = ω0 and Eq. 28 describes the Green’s function of
free phonons for the dispersionless mode
D0 (ω) =
ω20
ω2 − ω20
. (29)
Electron-phonon interaction renormalizes the frequency
ω0 of the phonons coupled with electrons. The strong
7electron correlations lead to the dependence of the renor-
malized spectrum on doping and temperature via the oc-
cupation number in spectral weight of Green’s function
of quasiparticle excitations.
The self-energy operators Σˆk,σ (ω) and Πˆq (ω) for the
given quasiparticle Green’s functions have been obtained
within the non-crossing approximation. We consider
inelastic electron-phonon scattering assuming that the
renormalization of the electron-phonon interaction ver-
tex may be neglected, therefore two-particle correlation
functions are decoupled in the following way〈
†
XNvq′ (t
′)
†
XPhk−q′,σ (t
′)X
Ph′
k−q,σ (t)X
Nv′
q (t)
〉
≃
≃
〈
†
XNvq′ (t
′)XNv′q (t)
〉〈
†
XPhk−q′,σ (t
′)X
Ph′
k−q,σ (t)
〉
.
Expressing the single-particle correlators in terms of the
corresponding Green’s functions, we get equations for the
components of matrices of the self-energy Σˆk,σ (ω) and
polarization operator Πˆq (ω)
Σ
PhPh′
k,σ (ω) = F
Ph
H F
Ph′
H
∑
q,Nv
∣∣M bdq,k−qΓANv ∣∣2× (30a)
∫ ∫
dzdΩ
pi2
fH (ω, z,Ω)

 ∑
Ph′′ ,Ph′′′
ΓbdPhPh′′
†
ΓbdPh′Ph′′′ Im
〈〈
XNvq |
†
XNvq
〉〉
Ω
Im
〈〈
X
Ph′′
k−q|
†
X
Ph′′′
k−q
〉〉
z

 ,
ΠNvNvq (ω) = F
Nv
V F
Nv′
V
∑
p,Nv
∣∣M bdp,−q∣∣2ΓANv †ΓANv′× (30b)
∫ ∫
dz1dz2
pi2
fV (ω, z1, z2)

 ∑
Ph,Ph′
Ph′′ ,Ph′′′
ΓbdPhPh′
†
ΓbdPh′′Ph′′′ Im
〈〈
X
Ph′′
p−q|
†
XPhp−q
〉〉
z1
Im
〈〈
XPh′p |
†
XPh′′′p
〉〉
z2

 ,
with
fH =
1− nF (z) + nB (Ω)
ω − z − Ω and fV =
nF (z1)− nF (z2)
ω + z1 − z2 ,
where nF (z) and nB (Ω) are the Fermi- and Bose-
distribution functions, respectively. Throughout the pa-
per the frequency argument ω of the Green’s functions is
to be understood as ω+i0+. The diagonal EPI is omitted
in the operator Πˆq (ω), it turned out that renormaliza-
tion cased by this contribution are at least an order of
magnitude smaller then the off-diagonal ones.
To determine the electron and phonon Green’s func-
tions given by Eqs. 21 and 19, respectively, we need
to solve the system of Eqs. 23-30. After the exact di-
agonalization of the Hamiltonian Hc from Eq. 11 for
the CuO4 unit cell and transformations to the forms
of Eqs. 14,15, we carry out the simulations. For self-
consistency cycles we use the 200×200 k points in the
Brillouin zone in the generalized mean-field approxima-
tion and then proceed in the full scheme of Eqs. 23-30
using the 20×20 k-points in the Brillouin zone. To con-
sider the electron band structure of polarons and the
phonon band dispersion we find the poles of the Fourier
transformed Green’s functions Gββ
′
k,σ (ω) and Dq (ω). We
also define the corresponding densities of states, for
the phonon excitations it reads Nph (ω) =
1
N
∑
q
Bq (ω),
where Bq (ω) is the spectral function of phonons, which
is defined as Bq (ω) = − 1pi ImDq (ω + iδ). In a similar
way one-electron density of states at the Fermi level is
given by N (ω = Ef ) =
1
N
∑
k
Ak,σ (ω), where Ak,σ (ω) =
− 1
pi
∑
β
ImGβ,βk,σ (Ef + iδ).
VII. COMPUTATIONAL DETAILS
In contrast to Lanczos method we exactly determine
all eigenstates of the cluster Hamiltonian Hc at the stage
of its diagonalization. The GTB approach allows one
to discard excited states in a controlled manner, which
does not lead to significant changes of the spectrum. The
preliminary computations show that transitions related
with highly excited states, as well as transitions between
8sectors of the Hilbert space with nh = 2 and nh = 3, do
not affect the dispersion of charge carriers near the Fermi
level. To obtain the correct dispersion in a system with
EPI, we consider how the energy of local eigenstates de-
pends on the number of phonons taken into account. It
turns out that the best criterion is the changes in the en-
ergy of the ground and the first excited states in sectors
with nh = 0, 1, 2. Therefore, we increase the number of
phonons and determine the value of Nmax so that calcu-
lation with Nmax + 1 varies these energies less than 1%.
The typical values for achieving such convergence range
from Nmax = 40 to Nmax = 400. The number of excited
states under consideration depends on the model param-
eters and is determined empirically, but we still neglect
the transitions that form the high-energy or far from the
Fermi level part of the band structure and do not affect
the dispersion and redistribution of the spectral weight
near the Fermi level. Note the total spectral weight of
each subband for a given spin projection in the presented
band structure calculations differs from unity by no more
than 0.005.
VIII. POLARON BAND STRUCTURE
The phase diagram of the copper oxides reveals evolu-
tion from an undoped antiferromagnetic insulator to an
almost conventional Fermi liquid for the overdoped sys-
tem. Contemporaneously strong effects of electron cor-
relations and electron-phonon couplings are most signif-
icant in underdoped cuprates, so we consider the com-
pound La2−xSrxCuO4 with a low level of hole doping,
x = 0.07. Figures 1, 2, 3, 4, 5 show the calculated den-
sity of states at Fermi level, bands along the directions
in the Brillouin zone with the chemical potential marked
by black line, and spectral weight mapping in k-space at
Fermi level.
First of all we analyze the band structure of the system
without electron-phonon interaction. We have a charge
transfer insulator for the half-filling case. For a hole
doped compound with concentration of doping x = 0.07,
we find the chemical potential lying in the upper part
of the valence band (Figs. 2 (a) and 2 (e)). So, it is a
metal without electron-phonon coupling. Instead of wide
tight-binding bands we observe the more narrow Hub-
bard subbands with inhomogeneous in k-space spectral
weight redistribution between them. In contrast to para-
magnetic dispersion with maximum of the valence band
at theM (pi;pi) point of the Brillouin zone, the maximum
of the valence band of the underdoped compound with
short-range antiferromagnetic order lies near the point
(pi/2;pi/2). Like other transition metal oxides the under-
doped cuprates are characterized by strong interaction of
charge carriers with spin fluctuations. This interaction
induces inhomogeneous in k-space spectral weight redis-
tribution between Hubbard subbands and leads to the
formation of the shadow band in the short range antifer-
romagnetic spin liquid state, where instead of umklapp
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FIG. 1: The density of states at the Fermi level N (Ef ) for
different values of diagonal λd and off-diagonal λpd parameters
of EPI.
process with momenta of order (pi;pi), dynamic decay oc-
curs with a finite lifetime. As a result a spectral weight
mapping in k-space at the Fermi level demonstrates small
hole pockets centered at (pi/2;pi/2) point of the Brillouin
zone and characterized by a larger spectral weight on the
outer side of the Fermi contour (Figs. 2 (e)).
The electron-phonon interaction leads to the hybridiza-
tion between Hubbard fermion subbands and Frank-
Condon resonances splitting the former into a number of
the Hubbard polaron subbands29. The process is accom-
panied by significant transformation of the bands and
Fermi surface (Figs. 2-5). Besides the spectral weight
transfer to the high-energy multiphonon states and the
related loss of the coherence of the bands, in a certain re-
gion of the EPI parameters we observe the formation of
the flat band close to the Fermi level and the subsequent
pinning of the chemical potential in it (Figs. 3 (b), 3 (c),
and 4 (a)). One more drastic effect is the transition from
metallic to dielectric state in the limit of strong electron-
phonon interaction, which is clearly seen from the density
of state at the Fermi level (Fig. 1). As the EPI increases,
the bands narrow and the chemical potential is pushed
into the gap (Figs. 2 (d), 3 (d), and 5 (d)), indicating
the localization of the polaron charge carriers.
The competition of diagonal λd and off-diagonal λpd
electron-phonon contributions defines the character of
the polaron band structure transformations. To demon-
strate it we consider a wide range of parameters and
define on Fig. 6 the diagram of the polaron properties
in the plane of the values λd and λpd, varying them
as 0 ≤ λd ≤ 2 and 0 ≤ λpd ≤ 0.3. First of all we
analyze one-electron density of polaronic states on the
Fig. 1 and reveal that increasing of EPI strength results
in the smooth changes of the density of states at the
Fermi level if purely diagonal contribution is taken into
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at the Fermi level (e,f,g,h) for purely diagonal electron-phonon interaction (λpd = 0). The chemical potential is marked by a
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FIG. 3: The typical transformation of the band structure (a,b,c,d) and the spectral weight mapping in k-space at the Fermi
level (e,f,g) for parameter range 0 < λd ≤ 2 and 0 < λpd < λ
c
pd, which corresponds to smooth changing of the local polaron
properties, here λpd = 0.02. The increasing of diagonal contribution at fixed off-diagonal one leads to the quantum phase
transition and transformation of the Fermi surface from electron hole pockets centered at (pi/2;pi/2) point of the Brillouin zone
to Fermi arcs centered at (pi;pi) point. The density of states at the Fermi level indicates sharp transition from delocalized to
localized state (h).
account (curve for λpd = 0). The sharp changes with one
or two collapses occur if both diagonal and off-diagonal
interactions are involved. The related types of the band
structure and Fermi surface evolution are presented be-
low.
The first type of evolution (i) is shown on the Fig. 2
and corresponds to purely diagonal electron-phonon con-
tribution, λpd = 0. With increasing of EPI strength
λd we observe the uniform decreasing of the spectral
weight on both sides of the hole pockets up to the metal-
insulator transition where the Fermi surface disappears
(Fig. 2 (h)). At sufficiently large value of λd, the Fermi
surface looks like an arch (Fig. 2 (c)), but indeed this is
a hole pocket with inhomogeneously distributed spectral
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FIG. 4: The band structure (a), spectral weight mapping in
k-space (b) and density of states at the Fermi level (c) for the
EPI parameters corresponding to formation of blurred and
elongated Fermi arcs (weak pseudogap limit).
weight.
The second type (ii) of the band structure and Fermi
surface evolution takes place for 0 < λpd < λ
c
pd, where
critical value is λcpd ≈ 0.05. The evolution is charac-
terized by transformation of small hole pockets to Fermi
arcs before the metal-insulator transition (Fig. 3). Let us
consider the evolution in details by increasing the value
of λd at any fixed value of λpd from the above limits. At
weak electron-phonon interaction, we again observe small
hole pockets with inhomogeneously distributed spectral
weight (Fig. 3(a),(e)). However, increasing of the di-
agonal contribution λd results in the formation of the
flat band close to the Fermi level at intermediate and
strong electron-phonon coupling strength. It is clearly
seen along Γ (0; 0) - M (pi/2;pi/2) - X(pi; 0) directions of
the Brillouin zone in the Figs. 3 (b),(f) and 3 (c),(g).
This effect enhances the spectral weight redistribution
between the inner and outer sides of the hole pockets
while the chemical potential is in the valence band, since
a part of the spectral weight is transferred to the flat
band. However we find the finite spectral weight at the
inner parts of the Fermi pockets until the chemical poten-
tial enters the flat band. From this point on, the topology
of the Fermi surface changes and instead of small hole
pockets centered at the (pi/2;pi/2) point of the Brillouin
zone (Figs. 3 (e)), we observe the Fermi arcs centered at
(pi;pi) point and having a maximum spectral weight at
their center (Figs. 3 (f) and 3 (g)).
The reconstruction of the band near the (pi;pi) point of
the Brillouin zone seems to be related with destruction of
the short range antiferromagnetic order and subsequent
hybridization between fragments of the restored param-
agnetic band and Frank-Condon resonances. The flat
band itself is a characteristic feature of polaron systems57
and it indicates the formation of heavy polarons. Indeed,
we find the flat bands at intermediate or strong electron-
phonon coupling limits (Figs. 3 (b),(c) and 4 (a)). At the
same time, it results from the diagonal electron-phonon
interaction, when off-diagonal ones are rather small. It
is naturally to assume that the increase in the diagonal
contribution related to the charge density fluctuation on
copper leads to the damping of the short range antiferro-
magnetic order. For sure, the sharp drop of the electronic
density of states at the Fermi level (Figs. 4 (c)) will re-
sult in the strong decreasing of the magnetic susceptibil-
ity. More detailed analysis is planned in the future work.
Note that the similar effect has been recently observed
for the temperature and doping evolution of the band
structure in the Hubbard model58,59. When the chem-
ical potential enters into the flat band and the quan-
tum phase transition is observed, the density of states
raises sharply (Fig. 1, curves for λpd = 0.01, 0.02 and
Fig. 3 (h)) or becomes approximately constant (Figs. 1,
curves for λpd = 0.03, 0.05 and Figs. 4 (c)) up to the
metal-insulator transition. The profiles of the Fermi arcs
in these regimes differ significantly. In the first case, we
find short and clearly defined arcs (Figs. 3 (f),(g)), and in
the second, arcs are blurred and elongated to the bound-
aries of the Brillouin zone (Fig. 4 (b)). In accordance
with Ref.59, we refer these states to the strong or weak
pseudogap limit, respectively. A further increasing of
the EPI leads to the sharp localization of the polaronic
charge carries, as a result the density of states at the
Fermi level drops to zero and the Fermi surface disap-
pears (Figs. 3 (d),(h) and 4 (c)).
The third type (iii) of the band structure and Fermi
surface evolution is shown on the Figure 5 and takes
place approximately for λpd > λ
c
pd. Similar to the case
(i) the uniform decreasing of the spectral weight on the
Fermi surface is observed with increasing of the diago-
nal contribution λd in the limits from the weak to in-
termediate electron-phonon coupling (Figs. 5 (a),(e) and
Figs. 5 (b),(f)). The main transformations of the band
structure is observed far from the Fermi surface for the
lower bands, which become incoherent even at weak EPI.
As the value of λd increases, the electron-phonon in-
teraction pushes the chemical potential out of the va-
lence band through the gap into the conductivity band
(Figs. 5 (b),(c)), so the Fermi surface changes its topol-
ogy and we find the electron pockets at the X(pi; 0) and
Y(0;pi) point of the Brillouin zone (Fig. 5 (g)). The pro-
cess is accompanied by sharp drop of the density of states
at the Fermi level to its intermediate value (Fig. 5 (h)
and Fig. 1 for curves with λpd ≥ 0.1). Thus, at suf-
ficiently large contribution of off-diagonal EPI, the di-
agram of polaron properties includes the parameter re-
gions of metal states with different types of charge car-
ries. Continuing to increase the parameter of diagonal
interaction, we reach the metal-insulator transition and
observe the second sharp drop in the density of states
(Fig. 5 (h)). Comparing the Figs. 3 and 5 we conclude
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FIG. 5: The typical transformation of the band structure (a,b,c,d) and spectral weight mapping in k-space at the Fermi level
(e,f,g) for the EPI parameter range 0 < λd ≤ 2 and λpd > λ
c
pd, where sharp transitions in the local and lattice polaron
properties are observed, here λpd = 0.1. The corresponding density of states at the Fermi level (h) undergoes two sharp drops.
The first of them corresponds to the quantum phase transition related with the transformation of Fermi surface from a hole to
an electron-like one. The second drop of the N (Ef ) is a sign of the metal-insulator transition.
that for λpd ≤ λcpd, with an increase of λd, the upper
band first becomes incoherent, and then the Fermi level
enters into the gap. While for the λpd > λ
c
pd, every-
thing happens the other way around. The competition
of the diagonal and off-diagonal electron-phonon contri-
butions preserves the coherence of the upper band up to
the metal insulator transition and therefore provides the
appearance of the electron metal state.
The results of this section are summarized on the
phase diagram in the plane of EPI parameters λd and
λpd (Fig. 6 (a)). Here white solid line marks the metal-
insulator transition in accordance with the computations
of the density of states at the Fermi level (Fig. 1). White
dashed line divides metallic states with different kind of
conductivity. The parameter space corresponding to the
second (ii) and third (iii) types of the band structure
and Fermi surface evolution are separated by the slanted
black dotted line ending at the point (A). The regions of
the strong and weak pseudogap states are divided by the
vertical black dotted line.
Since polaron properties are strongly depends on lo-
cal polaron structure, described by Eq. 3, we also dis-
play the average number of holes on the d-orbital for the
single-hole ground state 〈nd〉0. Being a kind of polaron
localization measure this local function characterizes the
electron-phonon coupling strength. At zero electron-
phonon interaction the distribution of the holes among
copper and oxygen orbitals corresponds to λd = λpd = 0
point of the phase diagram in the Fig. 6 (a). The stronger
the EPI becomes, the more charge carriers are in the cop-
per orbitals. There are two regimes of the value 〈nd〉0
changes60. For λpd < λ
c
pd, we find smooth behavior,
although the changes are rather fast for the intermedi-
ate and strong electron-phonon coupling near and at the
metal-insulator transition. For λpd > λ
c
pd, sharp and dis-
continuous changes accompany the transition from the
delocalized to the localized state. The color mapping of
the value 〈nd〉0 in the Fig. 6 (a) clearly demonstrates the
critical point (A) where abrupt changes of the local po-
laron property begin to develop. Note that other local
polaron properties, such as the number of phonons Nmax
involved in the formation of polaronic state, the max-
imum of hole distribution among states with different
phonon number, and the square root of average square
of oxygen displacement
√〈u2〉0 at given strength of EPI,
have similar behavior. As an example, we display the
value
√〈u2〉0 in the Fig. 6 (c). Again, for a purely diag-
onal EPI contribution, we find a smooth behavior that
persists with a small fixed off-diagonal EPI contribution
up to the point (A) where sharp changes occur. Sum-
marizing, we observe rapid but smooth increasing of the
local averages to the left of the critical point (A), where
diagonal contribution dominates, and their discontinuity
to the right of this point, where off-diagonal interaction
is prevalent. At the same time the transformation of
the polaronic band structure is smooth only for diagonal
EPI. So the first type (i) of the band structure and Fermi
surface evolution takes place when both local and lattice
polaron properties change smoothly. The second type of
evolution (ii) is realized when lattice polaron properties
change sharply but local one change smoothly. The third
type (iii) of evolution corresponds to the sharp changes
in the local and lattice properties simultaneously.
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FIG. 6: The phase diagram of the polaron system in the plane of diagonal and off-diagonal EPI parameters mapped to (a) local
polaron property 〈nd〉 and (b) the shifted frequency of the phonon excitation with the highest intensity for the point X of the
Brillouin zone, (c) the square root of the average square of oxygen displacement
√
〈u2〉
0
in the unit of the lattice constant a.
Here eM (hM) is the metal state with electron (hole) charge carries, D is the dielectric state, (A) is the critical point. White
solid curve indicates the transition between delocalized and localized polaronic states. Black solid curve marks the frequency
with maximal shift from the bare phonon line at each fixed parameter λd. Black dashed line is a “compensation parameter
line”. (More explanations are given in the text.)
IX. PHONON SPECTRAL FUNCTION
Here we consider the phonon excitations of polarons.
The coupling of electrons and phonons results in the
phonon band dispersion, the shift of the bare phonon line
away from its resonant value ω0, and the emergence of the
new states in the phonon spectrum. If electron-phonon
interaction is absent in the total Hamiltonian then spec-
tral function Bq (ω) describes dispersionless excitation
with the bare phonon frequency ω0 (Eq. 29). Weakly
dispersive spectrum Ω (k) as in the Fig. 7 (a) is observed
along and near the black dashed line in the phase diagram
on Fig. 6. It turns out there is significant compensation
of the diagonal and off-diagonal EPI contributions there.
Indeed, the structure of the local polaronic states corre-
sponding to this line is characterized by a small number
of the phonons Nmax and a distribution of the density of
charge carriers with a maximum lying on the states with
nph = 0 or nph = 1 (Eq. 3). As a result, the square root of
the average square of oxygen displacement
√〈u2〉0 takes
its minimum values along the “compensation line” that
is seen from the Fig. 6 (c).
Throughout the phase diagram the momentum depen-
dent spectrum demonstrates the largest softening of the
phonon frequency at the X and Y points at the edges
of the Brillouin zone (Fig. 7 (b) and (c)). Such fre-
quency behavior is in a qualitative agreement with ex-
perimental data for the breathing mode in copper oxide
systems23,42,61. In our model the dispersion ω (q) results
from off-diagonal electron-phonon interaction and is de-
fined by the features of the matrix element Mpdq,k−q and
polaron band structure in the system with short range an-
tiferromagnetic order (Eq. 30). It has been shown earlier
that non-local electron-phonon interaction effects lead to
the anomalies of the bond-stretching mode in cuprates62.
Nevertheless, a detailed analysis of the peculiarities of
the phonon spectrum requires a more thorough approach
here, taking into account, in addition to electron-phonon
scattering, inelastic scattering on spin and charge excita-
tions of the system. This problem, as well as the effects
of doping and temperature, will be the subject of further
research.
A non-zero electron-phonon interaction induces the
transitions between ground and excited polaronic states,
giving rise to the off-resonant part of the phonon spectral
function. Low-energy excited states formed by a polaron
and additional phonon quanta can be classified as bound,
unbound, and antibound in accordance with the energy
value which separates them from the ground state en-
ergy. Thus, besides the phonon excitations with the res-
onant value ω0, we find the states below and above the
one-phonon continuum in the structure of the phonon
spectral function. For the entire parameter range under
study, the transitions between ground and antibound po-
laronic states with energies higher than ω0 have a vanish-
ingly small spectral weight. The main spectral weight be-
longs transitions between ground and bound or unbound
states. Usually we observe several excitations with com-
parable spectral weights (Figs. 7 (a),(b) and (c)) but it is
difficult to resolve additional excitations from the main
peak with the highest intensity (Figs. 7 (d) and (e)).
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FIG. 7: Dispersion of the phonon frequency (in eV) for some
characteristic points of the phase diagram, EPI parameters
correspond to (a) “compensation line”, (b) weak coupling
regime, and (c) region near the critical point (A). (d,e,f) The
corresponding density of states of the phonon excitations of
polaron. Red line indicates the bare phonon frequency ω0.
The situation drastically changes at intermediate or
strong electron-phonon coupling strength near the crit-
ical point (A) where local polaron properties and po-
laron structure start to change fast or even abruptly.
Then, below the phonon threshold (i.e., the minimum
inelastic scattering energy), the phonon spectral func-
tion demonstrates several, namely 1,2 or 3 additional
phonon excitations which are well separated from each
other and from the main peak with the highest inten-
sity (Fig. 7 (c)). The parameter range, where these
novel states emerge in the spectrum, is shaded on the
Fig. 6 (b). Previously the comprehensive study of the
novel states in the phonon spectral function of the Hol-
stein polaron has been reported for the weak, intermedi-
ate, and strong coupling regimes of both adiabatic and
non-adiabatic systems63–66. However, in these papers
only the diagonal electron-phonon contribution has been
taken into account, while the emergence of the novel
states revealed here results from the critical behavior of
the system due to the competition of the diagonal and
off-diagonal electron-phonon interactions. On the other
hand, the obtained feature of the phonon spectral func-
tion reflects the structure of low-energy excited polaronic
states in the crossover regime. In polaron models with
other types of short-range electron-phonon interaction,
also up to 3 excited states have been found below the
one-phonon continuum from the onset of the strong cou-
pling regime67–69. So this appears to be a generic char-
acteristic of such systems.
The frequencies of phonon excitations with the most
intensity at given diagonal and off-diagonal EPI parame-
ters are presented in the Fig. 6 (b) for one chosen point of
the Brillouin zone. Even though the largest contribution
to the energy shift of the bare phonon frequency comes
from the diagonal electron-phonon interaction, the max-
imal “renormalizations” at each fixed parameter λd are
defined by the competition of diagonal and off-diagonal
ones. It is shown by black solid curve on the Figs. 6 (a)
and (b) which is turned out to be located in the region
of smooth evolution of local properties. Figure 6 (b) also
demonstrates that the closer EPI parameters are to the
critical point, the stronger phonon frequency shift is ob-
served. Note that the value of the frequency shift near
the critical point (A) depends on dimension of the Hilbert
space in our calculations. Therefore, we do not confi-
dently discuss the nature of excitations with frequency
tending to zero at certain momenta.
X. DISCUSSION AND CONCLUSIONS
In this paper we study the multiband system of
strongly correlated electrons coupled with one optical
phonon mode. The diagram of polaron properties is
defined in the many-body scenario for a wide range of
electron-phonon parameters from weak to strong cou-
pling limit at adiabatic ratio t ≫ ω0. We demonstrate
how competition between the diagonal (local) and off-
diagonal (transitive) contributions of electron-phonon in-
teraction defines the critical behavior of the system. The
smooth crossover from delocalized to localized state and
gradual evolution of the polaron properties are observed
only for the purely diagonal electron-phonon interaction.
Then increasing of EPI parameter strength λd leads to
the smooth and continuous changes in the density of
states at the Fermi level and Fermi surface. Also, lo-
cal polaron properties, for example, average number of
holes on the d-orbital for the single-hole ground state
〈nd〉0 and square root of the average square of oxygen
displacement change gradually and continuously.
The interference of the diagonal and off-diagonal
electron-phonon contributions gives rise to the appear-
ance of the critical point on the polaron phase diagram
A
(
λcd, λ
c
pd
)
. With increasing strength of the diagonal
coupling for off-diagonal values 0 < λpd < λ
c
pd, we find
smooth behavior of the local features, but abrupt changes
of the density of states. Before transition from a delo-
calized state to a localized one, the system undergoes
quantum phase transition due to the transformation of
the Fermi surface from small hole pockets centered at
(pi/2;pi/2) point of the Brillouin zone to Fermi arcs cen-
tered at (pi;pi) point. It should be noted that Fermi arcs
form for the part of the phase diagram, where diago-
nal contribution dominates, namely, on the left from the
“compensation line”, indicated as the black dashed line
on the Figs. 6a and 6b. However, the off-diagonal contri-
bution, which depends not only on transferred momen-
tum q, but also on initial momentum k, is indispensable
ingredient of that transformation. Moreover, strength
of the off-diagonal contribution determines the shape of
Fermi arcs which reflects the strong or weak pseudogap
limit of the system. To the right of the critical point
(A), for λcpd < λpd, the off-diagonal contribution domi-
nates. At this part of the phase diagram, both local and
lattice polaron properties are characterized by the sharp
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changes when the metal-insulator transition occurs. Be-
fore transition to a localized state the increasing of the
diagonal contribution leads to the quantum phase tran-
sition caused by the transformation from hole to electron
like Fermi surface. This band structure transformation
is accompanied by the sharp drop of the density of states
at Fermi level to its intermediate value.
The properties of the phonon spectral function of the
polaron are also influenced by the competition of the
diagonal and off-diagonal electron-phonon interactions.
We find that the largest contribution to the energy shift
of the bare phonon frequency comes from the diagonal
electron-phonon interaction, while the off-diagonal one
mainly causes the phonon dispersion. The most pro-
nounced effects are observed around the critical point on
the phase diagram on the Fig. 6, where maximal phonon
frequency shifts and emergence of the novel states below
the one-phonon continuum occur.
The found phase diagram has revealed that both di-
agonal and the off-diagonal electron-phonon contribu-
tions can critically impact the behavior of the system
with strong electron correlations. We have shown how
electron-phonon interaction leads to the formation of the
pseudogap state. The corresponding transformation of
the band structure is controlled by the dominating diag-
onal contribution, but the off-diagonal one switches the
strong or weak pseudogap regimes. When off-diagonal
electron-phonon interaction is prevalent, the phase di-
agram includes the region where quantum phase tran-
sition from the hole type of metal to the electron one
occurs. These transformations, i.e. the pseudogap for-
mation or the change of conductivity type, are separated
by the non-analyticity point on the phase diagram and
accompanied also by the features of the phonon spectral
function near this point.
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