In this paper we consider a connection between switching (of undirected graphs), and the notions of NLC-width, cliquewidth and treewidth. In particular, we show that the NLC-widths and the cliquewidths of two graphs in a switching class are at most a constant factor apart (2 for the former, 4 for the latter). A similar result can be shown not to hold for treewidth: it is easy to find a switching classes in which the distance between the lowest treewidth and the highest is dependent on the number of vertices of the graph. We also show that for NLC-width every width between the lowest and the highest of the switching class is attained by some graph in that switching class. We prove that this also holds for treewidth.
Introduction
For a finite undirected graph G = (V, E) and a set σ ⊆ V , the switch of G by σ is defined as the graph G σ = (V, E ), which is obtained from G by removing all edges between σ and its complement σ and adding as edges all nonedges between σ and σ. The switching class [G] determined by G consists of all switches G σ for subsets σ ⊆ V . A switching class is an equivalence class of graphs under switching. The initiators of the theory of switching classes of graphs were Van Lint and Seidel [16] . They used the model in their investigation of elliptic geometry. The book on 2-structures by Ehrenfeucht, Harju and Rozenberg has a number of chapters on switching classes of graphs and their generalizations [7] . A book completely devoted to the subject of switching is the second author's thesis [10] . Part of the motivation for the general model treated in the latter two books is that they constitute a way in which to model the semantics of a certain type of networks of processors, as originally proposed and worked out by Ehrenfeucht and Rozenberg [8] . Switching classes have also been found useful in the fields of psychosociology, and in the investigation of Ising models in statistical physics. For more information on applications of switching classes consult the preface of the dynamic bibliography of signed and gain graphs and allied areas, compiled by Zaslavsky [18] .
There are various ways of hierarchically decomposing graphs. Several related such notions were developed in the eighties, for example treewidth and its associated tree decompositions [15] , and partial k-trees [1, 2] . These notions have turned out to be very useful in the field of algorithmic complexity, because as it turned out many problems known to be NP-hard are in fact polynomially solvable when applied to graphs of bounded treewidth. In this case, the algorithm is formulated in terms of the tree decomposition for which said treewidth is obtained. For more information see [3] .
Although many classes of graphs have bounded treewidth, there are also classes that, although simple, have a high treewidth, e.g., cliques. Such graphs may then have a bounded cliquewidth [6] , which leads leads to similarly efficient algorithms [9] . In the case of cliquewidth, a graph is represented by an expression over an algebra of labeled graphs, and the cliquewidth is determined by the minimum number of different labels to generate the graph in question. The notion of cliquewidth is strongly related to that of NLC-width [17] : the principles are the same, but the operations of the algebra are slightly different (see Section 2 for definitions). NLC-width derives from the notion of NLC (node label controlled) grammars developed by Janssens and Rozenberg at the end of the seventies [12] .
Let G and G be the graphs in a switching class of minimum respectively maximum chromatic number, see, e.g., [11] . Lemma 3.30 from [10] says these chromatic numbers differ at most by a factor of two. Inspired by this result, we set out to consider whether such a result might also hold for the treewidth, cliquewidth, and NLC-width of graphs in a switching class.
For treewidth, however, we quickly found that the treewidths obtainable for graphs in a switching class can be widely different. Indeed, writing tw(G) for the treewidth of G and δ(G) for the minimum degree of G, we have
be a switching class on graphs of order n. The maximum treewidth of graphs in [G] is at least n/2.
Proof: First off, δ(G) ≤ tw(G) [14] . And in the proof of Theorem 4.2 of [10] , it is shown that every switching class contains a graph with δ(G) ≥ n/2, based on the intuition that switching a vertex that has a degree d lower than n/2 increases its degree to n − d − 1.
On the positive side, we establish in this paper that the NLC-width between two graphs in the same switching class can differ by at most a factor of two. Based on this result, it is straightforward to find a factor of four for cliquewidth, due to the fact that the NLC-width and cliquewidth of a graph can differ by at most a factor of two. We believe that in fact this factor for cliquewidth can be decreased to two as well, but we have not yet been able to provide a construction and a proof of this.
Besides being interesting in its own right, the results can be useful if we can decide that a graph switches to an element of a family F of graphs of bounded cliquewidth, then all the graphs in its switching class have a bounded cliquewidth. If this can be decided in polynomial time, then we have an approximation algorithm for graphs that switch to graphs in F. An example is the family of trees, because Corollary 3.23 of [10] implies that it can be determined in polynomial time whether a graph switches to a tree.
Finally, in this paper we also consider the spectra of the treewidths, cliquewidths and NLC-widths of the graphs in a switching class: in [10] (Theorem 3.31) it is proved that for every chromatic number between the minimum and maximum chromatic number obtained for any graph in a switching class, there is a graph with this exact chromatic number. As we prove in this paper, the same holds for treewidth and NLC-width. Again, we conjecture the result also holds for cliquewidth, but we have not yet been able to prove this.
Preliminaries
For a (finite) set V , let |V | be the cardinality of V . We may identify a subset A ⊆ V with its characteristic function A : V → Z 2 , where Z 2 = {0, 1} is the cyclic group of order two. We use the convention that for x ∈ V , A(x) = 1 if and only if x ∈ A. The restriction of a function f : V → W to a subset A ⊆ V is denoted by f | A . For ease of presentation, we sometimes interpret elements of Z 2 as integers 0 and 1. E.g., if x ∈ N, and y ∈ Z 2 , then x + y is the integer that is either x (when y = 0) or x + 1 (when y = 1).
The set E(V ) = {{x, y} | x, y ∈ V, x = y} denotes the set of all unordered pairs of distinct elements of V . We write xy or yx for the undirected pair {x, y}. The graphs of this paper will be finite, undirected and simple, i.e., they contain no loops or multiple edges. We use E(G) and V (G) to denote the set of edges E and the set of vertices V , respectively, and |V | and |E| are called the order, respectively, size of G. Analogously to sets, a graph G = (V, E) will be identified with the characteristic function G : E(V ) → Z 2 of its set of edges so that G(xy) = 1 for xy ∈ E, and G(xy) = 0 for xy / ∈ E. For a graph G = (V, E) and X ⊆ V , let G| X denote the subgraph of G induced by X.
A labeled graph is a triple g = (V, E, L) with V the vertex set of the graph, E the edge set (a set of unordered pairs of distinct vertices), and L : V → N a labeling. We allow that vertices have the same label in a labeling L. Throughout the paper we explicitly distinguish graphs from labeled graphs by using upper case letters, e.g., G and H, for the former, and lower case letters, such as g and h, for the latter.
We define a number of operations on labeled graphs:
• 1 is the nullary operation that gives a graph with one vertex v and no edges. The vertex v gets label 1:
• ren i→j is the unary operation that given a labeled graph (V, E, L) yields the labeled
e., all vertices with label i get label j, while all other labels are unchanged.
• ∪ is the binary operation that takes two labeled graphs and returns their disjoint union.
• add i,j is the unary notation, that given a labeled graph g = (V, E, L), adds an edge between each vertex with label i and each vertex with label j (when the edge is not already present). I.e., add i,
• Let S ⊆ N × N be a set of ordered pairs of labels. ∪ S is the binary operation that, given two labeled graphs g = (V, E, L) and h = (V , E , L ) takes the disjoint union and then for each v ∈ V and each w ∈ V , adds the edge {v, w}
, assuming V and V are disjoint sets, E and E are disjoint sets, and
For any given expression e over the operations listed above, we can obtain a labeled graph eval(e) by evaluating the expression bottom-up, following the semantics of the operations as described. The labels are only used during evaluation. After fully evaluating an expression we can safely drop the labels to obtain an ordinary undirected graph.
Let CL k be the set of operations, consisting of 1, ren i→j for all i, j ∈ {1, 2, . . . , k}, ∪, and add i,j for all i, j ∈ {1, 2, . . . , k}. The cliquewidth of a labeled graph g = (V, E, L) is the smallest k, such that there is an expression e with only operations from CL k so that eval(e) = g. The cliquewidth of a graph G = (V, E) is the smallest k, such that there is a labeling L : V → N, such that g = (V, E, L) has cliquewidth k. We refer to g as a k-clique labeled graph of G.
Let N LC k be the operations, consisting of 1, ren i→j for all i, j ∈ {1, 2, . . . , k}, and ∪ S for all S ⊆ {1, 2, . . . , k} × {1, 2, . . . , k}. The NLC-width of a labeled graph g = (V, E, L) is the smallest k, such that there is an expression e with operations from N LC k only such that eval(e) = g. The NLC-width of a graph G = (V, E) is the smallest k, such that there is a labeling L : V → N, such that g = (V, E, L) has NLC-width k. We refer to g as a k-NLC labeled graph of G.
In other words, the cliquewidth of a graph is the smallest k, such that the graph can be built by interpreting an expression over the operations 1, ∪, ren, and add using only labels 1, 2, . . . , k. If we use the operations of the form ∪ S instead of ∪ and the add operations, then we get the NLC-width.
We have the following relationship between the cliquewidth and the NLC-width.
Lemma 2 (see [13] ) For every graph G with cliquewidth k and NLC-width : ≤ k ≤ 2 .
Lemma 3 (i) Let G = (V, E) be a graph of cliquewidth k, and let W ⊆ V . Then the cliquewidth of G| W is at most k (see [6] ).
(ii) Let G = (V, E) be a graph of NLC-width k, and let W ⊆ V . Then the NLC-width of G| W is at most k (see [17] ).
We now continue with the preliminaries for (Seidel) switching. A selector for G = (V,
Clearly, this definition of switching is equivalent to the one given at the beginning of the introduction. The set Lemma 4 For a graph G = (V, E) and σ ⊆ V , it holds that
The set of graphs [G] is called a switching class, because switching is a reflexive, symmetric and transitive operation: composition of two selectors amounts to taking the symmetric difference. Again, from [10] (Lemma 3.3):
returns the symmetric difference of its arguments. More specifically, (G σ ) σ = G, and G ∅ = G.
From Lemma 5 it also follows that applying a selector σ gives the same result as applying a sequence of selectors, one for each vertex in σ. We shall be needing this fact later on.
NLC-width and the switch operation
In this section, we show that the NLC-width of two graphs in the same switching class can differ by a factor of at most two. The following lemma gives the main part of the proof.
Lemma 6 Let G = (V, E) be a labeled graph. Suppose the NLC-width of G is k, and
Proof: We prove this by induction on the structure of the expression that builds g. Note that when
The base case is when g = 1, the one-vertex graph with no edges and with label 1 for its vertex. There are two cases. When σ(v) = 0, then we have that
For the induction step, we perform case distinction on the outermost operation of the expression in NLC k that built g.
First, consider the case that the outermost operation is a renaming operation, i.e., g = ren i→j (h) for some labeled graph h = (
Claim 7 g σ = ren 2i−1→2j−1 (ren 2i→2j (h σ )).
Claim 7 directly gives an expression in NLC k for h σ , once we have the expression in NLC 2k for h σ . So, in this case, the NLC-width of g σ is indeed at most 2k.
Second, we consider the case that the outermost operation is of the form ∪ S for some S ⊆ N × N. Suppose g = ∪ S (h 1 , h 2 ), where h 1 and h 2 are the labeled graphs
By induction, there are expressions in NLC 2k for h σ 1 , and h σ 2 . We now define a 'switched version' of S:
2 ) have the same vertices. It is also easy to verify that the vertices have the same labels in both graphs. So, it remains to verify that both graphs have the same edges. Let v and w be two distinct vertices in g σ . We consider a few different cases:
• v and w both belong to V 1 . In this case, (v, w) is an edge in g σ , if and only if it is an edge in the graph (g σ )| V1 , which is, by Lemma 4 the same graph as (g| V1 ) σ , where σ = σ| V1 , the restriction of σ to V 1 . This latter graph can again be written as h • v and w both belong to V 2 . This is can be shown in the same way as the previous case.
• v belongs to V 1 , w belongs to V 2 , σ(v) = σ(w). Now, (v, w) is an edge in g, if and only if it is an edge in g σ , if and only if (L(v), L(w)) ∈ S. As σ(v) = σ(w), the labels of v and w in the switched graphs will be either both be even, or both be odd. • v belongs to V 2 , w belongs to V 1 . As above with roles of v and w reversed.
So, we can conclude that g σ and ∪ S σ (h If we substitute in the formula of Claim 8 for h σ 1 and for h σ 2 the expressions we obtained for these graphs by induction, we obtain an expression for g σ in N LC 2k . Thus, also in this case g σ has NLC-width at most 2k.
Corollary 9 Let G be a graph. There is an integer k, such that for all H ∈ [G], the NLC-width of H is at least k and at most 2k.
Proof: Let G = (V , E ) be a graph from [G] with minimum NLC-width among all graphs in [G] . Let k be the NLC-width of G . For all graphs H ∈ [G], there is a selector σ such that G σ = H (Lemma 5). From Lemma 6 we know that G σ has NLC-width at most 2k.
An example where the NLC-width changes by a switch is the P 4 : a path with four vertices. This graph has NLC-width two. However, if we perform a switch with a singleton selector with the first vertex of the path, we obtain a graph that is a cograph, and hence has NLC-width 1. Recall that a cograph is graph built from singleton vertices and the operations of disjoint union and cartesian product [4] . Note that the cartesian product can be expressed as a disjoint union ∪ followed by an add that connects all vertices in the first argument of ∪ to all vertices in the second argument. In the case of NLC, this can be done in a single ∪ S .
The results above can be combined with Lemma 2, and we directly obtain the following corollary.
Corollary 10 Let G be a graph, and let [G] be the switching class of G. There is an integer k, such that for all H ∈ [G], the cliquewidth of H is at least k and at most 4k.
The spectrum of NLC-widths for a switching class
We first look at the effect of the application of a switch with a singleton selector on the NLC-width.
Lemma 11 Let g = (V, E, L) be a labeled graph. Suppose the NLC-width of g is at most k.
is the result of switching (V, E) with respect to {x}, is at most k + 1.
Proof:
We use induction to the expression that builds g. We again consider the different cases.
If g is a graph with one vertex x (the base case of the induction), then g x =ren 1→k+1 (1), i.e., we just rename x to label k + 1. Now suppose, the last operation to build g is a rename operation, i.e., suppose g =ren i→j (h), for some labeled graph h = (V 1 , E 1 , L 1 ). We have i, j ∈ {1, 2, . . . , k}. Let
With induction, there is an expression in NLC k for h x . The induction for the case of renaming now follows from observing that
The remaining case is that the operation is of the form ∪ S . Suppose g = ∪ S (h 1 , h 2 ), with 
Claim 12 Let
Proof: One easily verifies that each vertex has the same label in G x as in ∪ S x (h 1x , h 2 ). Case analysis shows that both graphs have the same edges. Consider vertices v, w ∈ V , v = w. We can assume w.l.o.g. that either x ∈ {v, w} or x = v.
• x ∈ {v, w}. Trivially, {v, w} is an edge in g = ∪ S (h 1 , h 2 ), if and only if it is an edge in ∪ S x (h 1x , h 2 ).
• x = v, w ∈ V 1 . Note that x ∈ V 1 . {v, w} is an edge in g, if and only if it is an edge in h 1 , if and only if it is not an edge in h 1x , if and only if it is not an edge in ∪ S x (h 1x , h 2 ).
• This ends the case analysis and the proof of the claim.
By induction, there is an expression in NLC k+1 for h 1x , and hence we have an expression in NLC k+1 for g x = ∪ S x (h 1x , h 2 ).
Lemma 13 Let G = (V, E) be a graph with NLC-width k, x ∈ V a vertex. Then the NLC-width of G {x} is at most k + 1.
Proof: The result follows directly by taking g to be a k-NLC labeled graph of G, applying Lemma 11 to g, and observing that
Following along the lines of Theorem 3.31 of [10] , we have Proof: Let G m be the graph in G with minimum NLC-width k m , and G M the graph with maximum NLC-width k M , and σ = {x 1 , . . . , x p } (with all x i mutually distinct) a selector so that G σ m = G M . Note that σ is not unique, also the complement of σ with respect to V (G) would do (Lemma 4).
Consider then the sequence of graphs Lemma 5 . By Lemma 13, the NLC-width of G i is at most one more than that of G i−1 , for i = 1, . . . , p. Since we have to go from k m up to k M in steps of at most one, there must be a graph in the sequence G 0 , G 1 , . . . , G p with NLC-width k for all k m ≤ k ≤ k M . Note that it is perfectly possible for the NLC-width to decrease, but that does not matter.
Treewidth and switching
The notion of treewidth was introduced by Robertson and Seymour [15] . For an overview of related notions, see [3] .
Definition 15 A tree decomposition of a graph G = (V, E) is a pair ({X i | i ∈ I}, T = (I, F )) with T = (I, F ) a tree, and {X i | i ∈ I} a set of subsets of V , such that
• For all {v, w} ∈ E, there is an i ∈ I with v, w ∈ X i .
• For each v ∈ V , the set I v = {i ∈ I | v ∈ X i } forms a connected subtree of T .
The width of tree decomposition ({X i | i ∈ I}, T = (I, F )) is max i∈I |X i | − 1. The treewidth of G is the minimum width of a tree decomposition of G.
Lemma 16 Let G = (V, E) be a graph with treewidth k, x ∈ V a vertex. Then the treewidth of G x is at most k + 1.
Proof: Take a tree decomposition ({X i | i ∈ I}, T ) of G of width k. Now ({X i | i ∈ I}, T ) with X i = X i ∪ {x} for all i ∈ I is a tree decomposition of G x with width at most k + 1.
By a proof similar to the one of Corollary 14, we can prove that Corollary 17 Let [G] be a switching class. There are integers k min and k max , such that for every H ∈ [G], the treewidth of H is at least k min and at most k max , and for every integer with k min ≤ ≤ k max , there is an H ∈ [G] with the treewidth of H exactly .
Conclusion
In this paper we have shown a connection between two well-investigated branches of Theoretical Computer Science: the field of switching classes and that of cliquewidth, treewidth and NLC-width. We have established that the cliquewidths and the NLC-widths for graphs in a switching class are at most a factor four respectively two apart. We conjecture that the the constant factor for cliquewidth can be improved to 2. Moreover, all the NLC-widths between the minimum and maximum NLC-width in a switching class are attained by some graph in that switching class (we conjecture that the same result can be proven for cliquewidth). Although the latter result also holds for treewidth, the former does not. In fact, every switching class contains a graph with treewidth at least n/2, where n is the order of the graphs in the switching class.
Besides the conjectures we have mentioned in this paper, we are very interested to consider how the results in this paper can be used to sharpen existing results and shorten existing proofs that deal with cliquewidth and NLC-width. Moreover, we have not fully considered yet to which extent the use of our result for cliquewidth can be used to devise an approximation algorithm for the computation of the cliquewidth of a graph.
