where T (A 1 ) is the tensor algebra of A 1 and R A ⊂ A ⊗2
. It is convenient to write
A ↔ {A 1 , R A }. In this paper we consider quadratic algebras of a special type, with the relations quite similar to ordinary commutativity relations. This approach generalizes different examples of quadratic algebras. In the case of two generators we can unify the definitions of algebras . This will allow us to have a common view of some properties of quantum matrices connected with these two algebras. In particular, our Theorem is a generalization of [5] , 1.3.8(v) and [3] , (ii). Definition 1. Let V be an m-dimensional linear space over K. Denote by R the subspace of V ⊗2 spanned by elements x ⊗ y − y ⊗ x for x, y ∈ V . For each P ∈ GL(V ) we define the quadratic algebra
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where I is the identity operator. A quasi-commutative polynomial algebra is a quadratic algebra of the form A P [V ] for some V and P ∈ GL(V ).
are isomorphic if and only if there exist C ∈ GL(V ) and α ∈ K \ {0} such that
is an extension of a linear automorphism C : V → V such that (C ⊗ C)(I ⊗ P 1 )(R) = (I ⊗ P 2 )(R), and this condition is equivalent to (I ⊗ CP 1 C −1 )(R) = (I ⊗ P 2 )(R), which means that α · CP 1 C −1 = P 2 for some α = 0.
Now we obtain a linear basis of A P [V ] . Choose a basis x 1 , . . . , x m of V and its dual basis x 1 , . . . , x m of V * . We have
One easily verifies that in A P k the following relations hold:
for all i 1 , . . . , i k ∈ {1, . . . , m} and σ ∈ S k . This implies that the monomials
Since they are linearly independent (proof by induction on k), this is a basis of A P k . It makes this algebra very similar to the algebra of commutative polynomials. In particular, we have
Note that any quadratic algebra with two generators and one non-degenerate relation is quasi-commutative polynomial, but some well known quadratic algebras with more than two generators are not. This is discussed in the following two lemmas.
Lemma 2. Let A ↔ {A 1 , R A }, where dim A 1 = 2 and dim R A = 1. If for x, y ∈ V we have R A = K(x ⊗ y), then A is a quasi-commutative polynomial algebra. P r o o f. Take a ij ∈ K such that the generating relation is
Since r is not of the form x⊗y, the operator P defined by P (x 1 ) = (−a 21 x 1 − a 22 x 2 ) and P (x 2 ) = a 11 x 1 + a 12 x 2 is non-degenerate and R A = (I ⊗ P )(
is a quasi-commutative polynomial algebra if and only if there exist q 1 , . . . , q m such that q ij = q
be the matrix of P with respect to the basis x 1 , . . . , x m . Take any i, j such that 1 ≤ i < j ≤ m. We have
On the other hand, if there exist q 1 , . . . , q m such that q ij = q
As a consequence, note that for m > 2 and q = 1 the algebra
is not quasi-commutative polynomial. The algebra from Lemma 3 is considered in [8] and the case of q ij = q
i q j is connected with the version of the power property given at the end of that paper. Now recall some general constructions of "quantum endomorphism semigroups".
Let
is the isomorphism interchanging the 2nd and 3rd components (see [4] , 4.5b, [5] , 4.2.6). The canonical map
where relations. To obtain a good analogue of a commutative algebra we have to add the "second half" of the relations.
(as above) and
extend to homomorphisms of algebras
can be thought of as the "greatest common factor" of E(A) and E(B), both of them being generated by V * ⊗ V , the latter via the canonical isomorphism V ⊗ V * V * ⊗ V . Now, we apply these constructions to quasi-commutative polynomial algebras and write down the relations in terms of the basis z
The relations of E P [V * ⊗ V ] in the above basis are the following:
where t i k are the entries of the matrix T = P −1 ZP . It is useful to write these relations in matrix form:
for all i < j, k < l and suitable D ij kl (i.e. defined by these relations).
The relations of
where (s i k ) = QZQ −1 , or in matrix form:
From now on we assume that m = 2 and we consider only 2 × 2 matrices. Define a b c d
Note that for any 2 × 2 matrix M we have (
where DET = D 12 12 . The relations of E P,Q [V * ⊗ V ] are the following:
where DET 1 = D 12 12 and DET 2 = D 12 12 . Lemma 4. If tr(QP ) = 0, then dim R E P,Q = 6 and DET 1 = DET 2 . If tr(QP ) = 0, then dim R E P,Q = 5.
we have (I ⊗ Q * )(R ) ⊂ ((I ⊗ P )(R)) ⊥ if and only if tr(QP ) = 0. Therefore
Finally, dim R E P,Q = 5 if tr(QP ) = 0 and dim R E P,Q = 6 if tr(QP ) = 0. Now suppose that tr(QP ) = 0. For any 2 × 2 matrices A, B we have
and hence DET 1 = DET 2 .
So, when tr(QP ) = 0, the relations of E P,Q [V * ⊗ V ] take the form
Take any p, q ∈ K \ {0}, pq = −1. For
we get the quantum matrix a b c d of the algebra M p,q (2) with the relations ba = pab, dc = pcd, ca = qac, db = qbd,
which is discussed in [6] - [8] and, for p = q, in [1] , [2] , [4] , [5] , [9] , [10] .
The power property, first noticed for M p,q (2), states that if the entries of the matrix Z satisfy the conditions with parameters p, q, then the entries of Z n satisfy analogous conditions with p n , q n . Let char K = 2 and p, q ∈ K. For
we obtain the algebra M J p,q (2) (considered in [3] , [5] , [6] ) with the following relations:
We observe that the algebra with these relations (for p, q = 0) is isomorphic to one with p = 1,
In the case of the quantum matrix Z with the relations of M J p,q (2), the entries of its nth power Z n satisfy the relations given by parameters np, nq (see [3] ).
This phenomenon is clear from the following theorem.
Theorem. Let dim V = 2, P, Q ∈ GL(V ), P Q = QP , tr(QP ) = 0. For any positive integer n the following equalities hold in
The proof will follow from Lemmas 5 and 6. The theorem remains true also in the case of tr(QP ) = 0, provided we add the relation DET 1 = DET 2 .
The power property seems to be possible because these quantum matrices have enough commutation relations, namely 6 relations for 4 generators of E P,Q . But it turns out that we need only 3 relations of E P with one additional cubic relation to prove that the nth power satisfies the corresponding relations.
The equality Z(P −1 ZP ) s = DET·I is equivalent to Z(ZP ) s = P s ·DET. We have Z 2 P 2 = Z(ZP +(ZP ) s )P −Z(ZP ) s P = ZP ·tr(ZP )−DET·detP , i.e. putting TR P = tr(ZP ), DET P = DET · detP , we get an analogue of the Hamilton-Cayley Formula:
For M p,q (2) this formula was stated in [2] , [9] , and for M J (2) in [3] . Note that this implies the formula
for n ≥ 2, which will be useful below. Let us add to E P the cubic relation we need. 
Lemma 5. Let dim V = 2 and P ∈ GL(V ). For any positive integer n the following equalities hold in
P r o o f. Induction on n. For n = 0 and n = 1 the formulas are obvious. Take any n ≥ 2. Assume that the formulas hold for n − 1 and n − 2. We have
Since tr(
Note that applying Lemma 5 to E (Q −n Z n ) s Z n = (Q −n ) s ·DET n and DET·tr(Q −n Z n ) = tr(Q −n Z n )·DET.
The proof is analogous to the proof of Lemma 5, but now we use the Hamilton-Cayley Formula for E 
