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REPRE´SENTATIONS LISSES MODULO ℓ DE GLm(D)
par
Alberto Mı´nguez & Vincent Se´cherre
Abstract. — Let F be a non-Archimedean locally compact field of residue characteristic p, let D be
a finite dimensional central division F-algebra and R be an algebraically closed field of characteristic
different from p. We classify all smooth irreducible representations of GLm(D) for m > 1, with
coefficients in R, in terms of multisegments, generalizing works by Zelevinski, Tadic´ and Vigne´ras.
We prove that any irreducible R-representation of GLm(D) has a unique supercuspidal support, and
thus get two classifications: one by supercuspidal multisegments, classifying representations with a
given supercuspidal support, and one by aperiodic multisegments, classifying representations with
a given cuspidal support. These constructions are made in a purely local way, with a substantial
use of type theory.
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Introduction
Soit F un corps commutatif localement compact non archime´dien de caracte´ristique re´siduelle
p et soit D une alge`bre a` division centrale de dimension finie sur F dont le degre´ re´duit est note´ d.
Pour tout entier m > 1, on pose Gm = GLm(D), qui est une forme inte´rieure de GLmd(F). Les
repre´sentations lisses irre´ductibles complexes de GLmd(F) ont e´te´ classe´es par Zelevinski [39]
en termes de parame`tres appele´s multisegments. Dans le cas ou` F est de caracte´ristique nulle,
Tadic´ [33] a donne´ une classification des repre´sentations lisses irre´ductibles complexes de Gm en
termes de multisegments. La me´thode qu’il utilise repose sur les re´sultats de [16] (eux-meˆmes
reposant sur la formule des traces) et en particulier sur la correspondance de Jacquet-Langlands
locale et la classification des repre´sentations tempe´re´es en fonction de la se´rie discre`te (ibid.,
the´ore`me B.2.d). Dans [5], Badulescu e´tend ces deux re´sultats au cas ou` F est de caracte´ristique
p, et on trouve dans [4] la classification des repre´sentations lisses irre´ductibles complexes de Gm
sans restriction sur la caracte´ristique de F.
Dans cet article, on s’inte´resse au proble`me de la classification des repre´sentations lisses irre´-
ductibles de Gm a` coefficients dans un corps R alge´briquement clos de caracte´ristique diffe´rente
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de p. Dans le cas ou` cette caracte´ristique est un nombre premier ℓ, ces repre´sentations seront
dites modulaires. L’inte´reˆt de comprendre et classer les repre´sentations modulaires provient de
l’e´tude des congruences de formes automorphes.
La the´orie des repre´sentations modulaires des groupes re´ductifs p-adiques a e´te´ de´veloppe´e par
Vigne´ras dans [34, 35]. En particulier, les repre´sentations modulaires du groupe GLn(F) y sont
e´tudie´es en de´tail. Compare´e a` la the´orie complexe, la the´orie modulaire pre´sente de grandes
similarite´s, mais aussi des diffe´rences importantes, a` la fois dans les re´sultats et les me´thodes.
Les repre´sentations modulaires d’un groupe compact ne sont pas toujours semi-simples. Le fait
que ℓ soit diffe´rent de p e´quivaut a` l’existence d’une mesure de Haar a` valeurs dans R sur le
groupe p-adique, mais la mesure d’un sous-groupe ouvert compact peut eˆtre nulle. Il faut dis-
tinguer dans le cas modulaire entre les deux notions de repre´sentation irre´ductible cuspidale
(c’est-a`-dire dont tous les modules de Jacquet relativement a` un sous-groupe parabolique propre
sont nuls) et supercuspidale (c’est-a`-dire qui n’est sous-quotient d’aucune induite parabolique
d’une repre´sentation irre´ductible d’un sous-groupe de Levi propre).
Si l’on essaie d’e´tendre aux repre´sentations modulaires du groupe non de´ploye´ Gm les techni-
ques employe´es par Zelevinski [39], Tadic´ [33] et Vigne´ras [34, 35], on est confronte´ aux pro-
ble`mes suivants. Il n’y a pas de version modulaire de la formule des traces et du the´ore`me
de Paley-Wiener (qui servent a` prouver que l’induite normalise´e d’une repre´sentation de carre´
inte´grable d’un sous-groupe de Levi est irre´ductible et a` e´tablir la correspondance de Jacquet-
Langlands). Il n’y a pas non plus de version modulaire du the´ore`me du quotient de Langlands,
qui permet dans [33] de de´crire les repre´sentations irre´ductibles en fonction des tempe´re´es. Les
foncteurs de Jacquet ne suffisent pas a` de´terminer les repre´sentations, c’est-a`-dire qu’il y a des
repre´sentations irre´ductibles non isomorphes d’un meˆme groupe Gm dont tous les modules de
Jacquet propres sont isomorphes. La diffe´rence entre repre´sentations cuspidales et supercuspi-
dales joue e´galement un roˆle important. On a naturellement une notion de support supercuspidal
(voir le §2.1.2) mais on ignore en ge´ne´ral si une repre´sentation irre´ductible modulaire d’un groupe
re´ductif p-adique posse`de un unique support supercuspidal (contrairement a` ce qui se passe pour
le support cuspidal : voir le the´ore`me 2.1).
L’un des principaux re´sultats de cet article est la preuve de l’unicite´ du support supercuspidal
pour les repre´sentations irre´ductibles de Gm (voir plus bas dans cette introduction et le the´ore`me
8.16).
The´ore`me A. — Toute repre´sentation irre´ductible de Gm a un unique support supercuspidal.
A` ceci s’ajoutent les proble`mes suivants, spe´cifiques au cas ou` D est non commutative : les
repre´sentations cuspidales de Gm n’ont pas de mode`le de Whittaker et il n’y a pas de the´orie
des de´rive´es pour les repre´sentations irre´ductibles de Gm, dont l’usage est crucial dans [35] ; la
re´duction modulo ℓ d’une Qℓ-repre´sentation irre´ductible cuspidale entie`re de Gm n’est pas tou-
jours irre´ductible et il y a des Fℓ-repre´sentations irre´ductibles cuspidales non supercuspidales
qui ne se rele`vent pas en des Qℓ-repre´sentations (voir [26]).
L’un des principaux outils employe´s dans cet article est une version modulaire de la the´orie des
types de Bushnell et Kutzko pour Gm, qui a e´te´ de´veloppe´e dans un pre´ce´dent article [26]. Elle
permet de comparer la the´orie des repre´sentations lisses de Gm a` celle de certaines alge`bres de
Hecke affines. L’un des principaux re´sultats de [26] est la de´finition, pour toute repre´sentation
irre´ductible cuspidale ρ de Gm, d’un caracte`re non ramifie´ νρ de ce groupe posse´dant la proprie´te´
suivante : si ρ′ est une repre´sentation irre´ductible cuspidale de Gm′ , avec m
′ > 1, alors l’induite
parabolique normalise´e ρ × ρ′ (voir (1.3)) est re´ductible si et seulement si m′ = m et si ρ′ est
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isomorphe a` ρνρ ou a` ρν
−1
ρ . Ceci est le point de de´part de la classification des repre´sentations
irre´ductibles puisque, une fois de´fini ce caracte`re, on peut de´finir la notion de segment (voir la
de´finition 7.1).
De´finition . — Un segment est une suite finie de la forme :
[a, b]ρ = (ρν
a
ρ , ρν
a+1
ρ , . . . , ρν
b
ρ),
ou` a, b ∈ Z sont des entiers tels que a 6 b et ou` ρ est une repre´sentation irre´ductible cuspidale
de Gm.
Graˆce a` la proprie´te´ de quasi-projectivite´ des types construits dans [26], il existe une bijec-
tion explicite entre les repre´sentations irre´ductibles dont le support cuspidal est inertiellement
e´quivalent a` ρ ⊗ · · · ⊗ ρ (ou` ρ apparaˆıt n fois) et les modules simples sur une certaine alge`bre
de Hecke affine H(n, q(ρ)) de type An−1 et de parame`tre q(ρ), une puissance de p associe´e a` ρ.
Par ce biais, on associe a` un segment ∆ = [a, b]ρ de longueur n = b− a+1 deux repre´sentations
irre´ductibles :
Z(∆) et L(∆)
de Gmn, respectivement sous-repre´sentation et quotient de l’induite ρν
a
ρ × ρνa+1ρ × · · · × ρνbρ et
correspondant respectivement au caracte`re trivial et au caracte`re signe de H(n, q(ρ)). Tant que
q(ρ) n’est pas congru a` 1 modulo ℓ, il est possible de de´finir les repre´sentations Z(∆) et L(∆) sans
passer par la the´orie des types et les alge`bres de Hecke affines (voir la proposition 7.17), mais
cette approche est ne´cessaire si l’on veut inclure le cas ou` q(ρ) est congru a` 1 modulo ℓ. Dans le
cas ou` R est le corps des nombres complexes, Z(∆) est une repre´sentation de Speh ge´ne´ralise´e et
L(∆) une repre´sentation de Steinberg ge´ne´ralise´e, c’est a` dire une repre´sentation essentiellement
de carre´ inte´grable. Ces repre´sentations jouissent d’un certain nombre de proprie´te´s qui sont
e´tablies dans la section 7. Elles permettent de prouver le re´sultat suivant, qui prouve le bien-
fonde´ de notre de´finition des segments lie´s (voir la de´finition 7.3, ainsi que le the´ore`me 7.24).
The´ore`me B. — Soit r > 1 et soient ∆1, . . . ,∆r des segments. Les conditions suivantes sont
e´quivalentes :
(1) Pour tous i, j ∈ {1, . . . , r} tels que i 6= j, les segments ∆i et ∆j sont non lie´s.
(2) L’induite Z(∆1)× · · · × Z(∆r) est irre´ductible.
(3) L’induite L(∆1)× · · · × L(∆r) est irre´ductible.
Ce the´ore`me est une version purement alge´brique, valable pour des repre´sentations modulaires,
du re´sultat selon lequel l’induite parabolique normalise´e d’une repre´sentation complexe de carre´
inte´grable est irre´ductible.
Un des principaux re´sultats de [26] est la construction de foncteurs K permettant de faire un
lien entre repre´sentations de Gm et repre´sentations des groupes line´aires GL sur une extension
finie k du corps re´siduel de F. Ils constituent un outil technique important et peuvent eˆtre vus
comme la ge´ne´ralisation du foncteur associant a` une repre´sentation lisse de Gm la repre´sentation
de GLm(kD) (ou` kD est le corps re´siduel de D) sur l’espace de ses invariants sous le radical pro-
unipotent du sous-groupe compact maximal GLm(OD), ou` OD est l’anneau des entiers de D.
E´tant donne´s un entier f > 1 et une extension finie k du corps re´siduel de F, les repre´sentations
irre´ductibles modulaires de GLf (k) ont e´te´ e´tudie´es et classe´es par Dipper et James [22, 18], et
une the´orie des de´rive´es a e´te´ de´veloppe´e par Vigne´ras dans [34]. On notera en particulier les
re´sultats suivants (voir la section 3) :
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(1) toute repre´sentation irre´ductible de GLf (k) posse`de un unique support supercuspidal ;
(2) on a une notion de repre´sentation irre´ductible non de´ge´ne´re´e de GLf (k) ;
(3) on a une classification des repre´sentations irre´ductibles cuspidales de GLf (k) en fonction
des repre´sentations irre´ductibles supercuspidales de GLf ′(k) pour f
′ divisant f .
Graˆce aux foncteurs e´voque´s plus haut, ces trois assertions vont permettre de prouver plusieurs
re´sultats importants qui aboutissent a` l’unicite´ du support supercuspidal (the´ore`me A ci-dessus).
D’abord (1) permet de prouver l’unicite´ du support supercuspidal a` inertie pre`s (voir la proposi-
tion 6.17). Ensuite (2) permet d’associer a` tout entier n > 1 et a` toute repre´sentation irre´ductible
cuspidale ρ de Gm une repre´sentation irre´ductible :
St(ρ, n)
de´finie comme l’unique sous-quotient irre´ductible de l’induite ρ×ρνρ×· · ·×ρνn−1ρ dont l’image par
un foncteur K convenable, de´fini a` partir de ρ, contienne une certaine repre´sentation irre´ductible
non de´ge´ne´re´e. Dans le cas ou` R est le corps des nombres complexes, St(ρ, n) est la repre´sentation
de Steinberg ge´ne´ralise´e L([0, n − 1]ρ), mais dans le cas modulaire ces deux repre´sentations dif-
fe`rent de`s que n est assez grand (voir la remarque 8.14). Enfin (3) permet de prouver le re´sultat
suivant, qui fournit une classification des repre´sentations irre´ductibles cuspidales en fonction des
repre´sentations supercuspidales, dans le cas ou` le corps R est de caracte´ristique non nulle ℓ (voir
le the´ore`me 6.14).
The´ore`me C. — (1) E´tant donne´e une repre´sentation irre´ductible cuspidale ρ, il existe un
entier e(ρ) tel que St(ρ, n) soit cuspidale si et seulement si n = 1 ou n = e(ρ)ℓr avec r > 0.
(2) Pour toute repre´sentation irre´ductible cuspidale non supercuspidale π, il y a une repre´-
sentation irre´ductible supercuspidale ρ et un unique r > 0 tels que π soit isomorphe a` la repre´-
sentation Str(ρ) = St(ρ, e(ρ)ℓ
r).
(3) Si ρ′ est une repre´sentation irre´ductible supercuspidale telle que les repre´sentations Str(ρ
′)
et Str(ρ) soient isomorphes, alors il existe i ∈ Z tel que ρ′ soit isomorphe a` ρνiρ.
La dernie`re e´tape de la preuve de l’unicite´ du support supercuspidal est la proposition cruciale
8.9, qui controˆle l’apparition de facteurs cuspidaux dans des induites paraboliques. On est alors
en mesure de prouver le the´ore`me 8.16.
On arrive maintenant au proble`me de la classification des repre´sentations irre´ductibles de Gm.
On a une notion naturelle d’e´quivalence entre segments (voir la de´finition 7.2), ce qui permet
d’introduire la de´finition suivante.
De´finition . — Un multisegment est une application m a` support fini de l’ensemble des classes
d’e´quivalence de segments a` valeurs dans N, qu’on repre´sente sous la forme d’une somme finie :
m = ∆1 + · · · +∆r = [a1, b1]ρ1 + · · ·+ [ar, br]ρr ,
ou` ∆1, . . . ,∆r sont des segments.
Si l’on notemi l’entier tel que ρi soit une repre´sentation de Gmi , la somme des (bi−ai+1)mi est
appele´e le degre´ de m et la somme formelle des classe d’e´quivalence des ρiν
j
ρi pour i ∈ {1, . . . , r}
et j ∈ {ai, . . . , bi} est appele´e le support de m.
Un multisegment est dit supercuspidal si toutes les repre´sentations ρ1, . . . , ρr sont supercuspi-
dales et ape´riodique si, pour tout entier n > 0 et toute repre´sentation irre´ductible cuspidale ρ, il
existe a ∈ Z tel que la classe d’e´quivalence du segment [a, a+ n]ρ n’apparaisse pas dans m. Ces
deux sortes de multisegments vont permettre une classification des repre´sentations irre´ductibles
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en fonction de leurs supports supercuspidal et cuspidal respectivement. Ces deux sortes de multi-
segments se correspondent bijectivement : graˆce a` la classification des repre´sentations cuspidales
en fonction des supercuspidales, on de´finit une application :
m 7→ msc
associant a` un multisegment un multisegment supercuspidal. On ve´rifie (voir le lemme 9.8) qu’il
existe un unique multisegment ape´riodique a tel que asc = msc ; on le note map.
La de´finition de St(ρ, n) et la preuve de la proposition 8.9 reposent toutes deux sur une ide´e
commune donnant lieu a` la notion de repre´sentation irre´ductible re´siduellement non de´ge´ne´re´e
(voir le §8.1). Dans le cas ou` D = F, cette notion co¨ıncide avec celle de repre´sentation irre´ductible
non de´ge´ne´re´e de GLn(F) de´finie par Vigne´ras (voir le corollaire 9.12). Grossie`rement, il s’agit,
par l’interme´diaire des foncteurs K introduits ci-dessus, de transporter aux repre´sentations de
Gm la notion de repre´sentation non de´ge´ne´re´e qui existe pour les repre´sentations de GL sur un
corps fini de caracte´ristique p. Cette ide´e culmine dans la de´finition suivante : a` tout multi-
segment m on fait correspondre un sous-groupe de Levi standard Mm de G (dont les tailles des
blocs sont donne´s par les degre´s des segments apparaissant dans m) puis une repre´sentation
irre´ductible :
Σ(m)
de Mm (note´e Stµ
m
(m) au paragraphe 9.4) de´finie comme l’unique sous-quotient irre´ductible
re´siduellement non de´ge´ne´re´ du module de Jacquet de Z(∆1)×· · ·×Z(∆r) relatif au sous-groupe
parabolique standard Pm de facteur de Levi Mm. Cette induite posse`de un unique sous-quotient
irre´ductible :
Z(m)
dont le module de Jacquet relatif a` Pm posse`de un sous-quotient isomorphe a` Σ(m). L’inte´reˆt
d’introduire la repre´sentation Σ(m) est qu’il n’est pas difficile de montrer qu’elle ne de´pend que
de msc, et que l’application m 7→ Σ(m) est injective sur l’ensemble des multisegments super-
cuspidaux (voir le §9.4.2). Il s’ensuit que la restriction Zsc de m 7→ Z(m) a` l’ensemble des
multisegments supercuspidaux est injective (voir le the´ore`me 9.30).
La preuve de la surjectivite´ de l’application Zsc et le calcul des supports cuspidal et super-
cuspidal de Z(m) pour un multisegment m quelconque sont plus difficiles. Nous traitons tous
ces proble`me en meˆme temps dans un raisonnement par re´currence sur le degre´ de m (voir les
propositions 9.32 et 9.34). C’est la` que nous utilisons de fac¸on cruciale un argument de comptage
(voir le lemme 9.33) reposant sur la classification des modules irre´ductibles sur une alge`bre de
Hecke affine en une racine de l’unite´ (Ariki [1, 2], Chriss-Ginzburg [11]). De fac¸on pre´cise, cet
argument (voir le §4.3) permet de conclure que l’application injective (9.16) est bijective. Nous
obtenons finalement le the´ore`me de classification (voir le the´ore`me 9.36).
The´ore`me D. — (1) L’application m 7→ Z(m) induit une surjection de l’ensemble des mul-
tisegments de degre´ m sur l’ensemble des repre´sentations irre´ductibles de Gm.
(2) E´tant donne´s deux multisegments m,m′, les repre´sentations Z(m),Z(m′) sont isomorphes
si et seulement si msc = m
′
sc (ou, de fac¸on e´quivalente, si map = m
′
ap).
(3) Pour tout multisegment m, le support cuspidal de Z(m) est e´gal au support de map et son
support supercuspidal est e´gal au support de msc.
Enfin, dans le paragraphe 9.7, nous e´tudions le proble`me de la re´duction mod ℓ des Qℓ-repre´-
sentations irre´ductibles entie`res de Gm. Nous prouvons (voir le the´ore`me 9.40) que le morphisme
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de re´duction mod ℓ est surjectif, c’est-a`-dire que toute Fℓ-repre´sentation irre´ductible de Gm est
la re´duction mod ℓ d’une Qℓ-repre´sentation virtuelle entie`re de longueur finie.
Nous insistons sur le fait que ce travail fournit une classification des repre´sentations irre´duc-
tibles de Gm ne reposant pas sur les re´sultats ante´rieurs de Zelevinski, Tadic´ et Vigne´ras. Par
contre, il s’appuie sur la classifications des repre´sentations irre´ductibles modulaires de GLn sur
un corps fini de caracte´ristique p (Dipper-James) et sur la classification des modules irre´ductibles
sur une alge`bre de Hecke affine en une racine de l’unite´ (Ariki, Chriss-Ginzburg).
Dans la section 2, on e´tablit des re´sultats ge´ne´raux concernant l’induction parabolique dans
un groupe re´ductif p-adique quelconque : on prouve que la semi-simplifie´e de l’induite parabo-
lique d’une repre´sentation irre´ductible d’un sous-groupe de Levi ne de´pend pas du sous-groupe
parabolique choisi (proposition 2.2), et on prouve au paragraphe 2.3 des crite`res d’irre´ductibilite´
et d’unicite´ d’un quotient irre´ductible d’une induite parabolique.
Les sections 3, 4 et 5 ne contiennent pas de re´sultat nouveau. Dans la section 3, on re´sume
la the´orie des repre´sentations modulaires de GLn sur un corps fini de caracte´ristique p. Dans la
section 4, on re´sume la classification des modules simples sur une R-alge`bre de Hecke affine de
type A en termes de multisegments ape´riodiques. Dans la section 5, on re´sume les re´sultats et
les outils de the´orie des types obtenus dans [26] dont nous aurons besoin.
Dans la section 6, on prouve l’unicite´ du support supercuspidal a` inertie pre`s et on classe
les repre´sentations cuspidales de Gm en fonction des repre´sentations supercuspidales de Gm′
avec m′ divisant m. Dans la section 7, on de´finit la notion de segment et on associe a` tout
segment deux repre´sentations irre´ductibles dont on e´tudie les proprie´te´s. Dans la section 8, on
de´finit la notion de repre´sentation re´siduellement non de´ge´ne´re´e de Gm. Dans la section 9 enfin,
on classe les repre´sentations irre´ductibles de Gm en termes de multisegments ape´riodiques et
supercuspidaux.
Remerciements
Nous remercions Jean-Franc¸ois Dat, Guy Henniart, Vanessa Miemietz, Shaun Stevens et Ma-
rie-France Vigne´ras pour de nombreuses discussions a` propos de ce travail.
Une partie de ce travail a e´te´ re´alise´e lors du se´jour des auteurs a` l’Erwin Schro¨dinger Institute
en janvier-fe´vrier 2009 et du second auteur a` l’Institut Henri Poincare´ de janvier a` mars 2010 ;
que ces deux institutions soient remercie´es pour leur accueil et leur soutien financier. Une autre
partie en a e´te´ re´alise´e lors de plusieurs se´jours a` l’University of East Anglia : nous remercions
celle-ci pour son accueil et Shaun Stevens pour ses nombreuses invitations.
Alberto Mı´nguez remercie le CNRS pour les six mois de de´le´gation dont il a be´ne´ficie´ en 2011.
Vincent Se´cherre remercie l’Institut de Mathe´matiques de Luminy et l’Universite´ de la Me´di-
terrane´e Aix-Marseille 2, ou` il e´tait en poste durant la majeure partie de ce travail.
Notations et conventions
1. On note N l’ensemble des entiers naturels, Z l’anneau des entiers relatifs et C le corps des
nombres complexes.
2. Si X est un ensemble, on note Z(X) le groupe abe´lien libre de base X constitue´ des applications
de X dans Z a` support fini et N(X) le sous-mono¨ıde constitue´ des applications a` valeurs dans
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N. E´tant donne´s f, g ∈ Z(X), on note f 6 g si g − f ∈ N(X), ce qui de´finit une relation d’ordre
partiel sur Z(X).
3. Dans cet article, F est un corps commutatif localement compact non archime´dien de carac-
te´ristique re´siduelle note´e p et R est un corps alge´briquement clos de caracte´ristique diffe´rente
de p.
4. Toutes les F-alge`bres sont suppose´es unitaires et de dimension finie. Par F-alge`bre a` division
on entend F-alge`bre centrale dont l’anneau sous-jacent est un corps, pas ne´cessairement commu-
tatif. Si K est une extension finie de F, ou une alge`bre a` division sur une extension finie de F,
on note OK son anneau d’entiers, pK son ide´al maximal, kK son corps re´siduel et qK le cardinal
de kK. En particulier, on pose q = qF une fois pour toutes.
5. Une R-repre´sentation lisse d’un groupe topologique G est la donne´e d’un R-espace vectoriel
V et d’un homomorphisme de G dans AutR(V) tel que le stabilisateur dans G de tout vecteur
de V soit ouvert. Dans cet article, toutes les repre´sentations sont des R-repre´sentations lisses.
Une repre´sentation de G sur un R-espace vectoriel V est admissible si, pour tout sous-groupe
ouvert H de G, l’espace VH de ses vecteurs H-invariants est de dimension finie.
Un R-caracte`re de G est un homomorphisme de G dans R× de noyau ouvert.
Si π est une R-repre´sentation de G, on de´signe par π∨ sa contragre´diente. Si en outre χ est
un R-caracte`re de G, on note χπ ou πχ la repre´sentation tordue g 7→ χ(g)π(g).
Si aucune confusion n’est a` craindre, on e´crira caracte`re et repre´sentation plutoˆt que R-carac-
te`re et R-repre´sentation.
6. On de´signe par RR(G) la cate´gorie des R-repre´sentations lisses de G, par IrrR(G) l’ensemble
des classes d’isomorphisme de ses repre´sentations irre´ductibles et par GR(G) le groupe de Gro-
thendieck de ses repre´sentations de longueur finie. On omettra souvent R dans les notations.
Si σ est une repre´sentation de longueur finie de G, on de´signe par [σ] son image dans G (G). En
particulier, si σ est irre´ductible, [σ] de´signe sa classe d’isomorphisme. Lorsqu’aucune confusion
ne sera possible, il nous arrivera d’identifier une repre´sentation avec sa classe d’isomorphisme.
Le Z-module G (G) s’identifie a` Z(Irr(G)), qui est muni d’une relation d’ordre note´e 6, tandis
que N(Irr(G)) est l’ensemble des [σ] ou` σ de´crit les repre´sentations de longueur finie de G.
1. Pre´liminaires
1.1. Induction et restriction paraboliques
On suppose dans tout ce paragraphe que G est le groupe des points sur F d’un groupe re´duc-
tif connexe de´fini sur F. On renvoie a` [34, II.2] pour plus de pre´cisions. Toute repre´sentation
irre´ductible de G est admissible et admet un caracte`re central d’apre`s [34, II.2.8].
1.1.1. On choisit une fois pour toutes une racine carre´e de q dans R, note´e
√
q. Si P = MN
est un sous-groupe parabolique de G muni d’une de´composition de Levi, son module δP est un
caracte`re de M dans C× de la forme m 7→ qvP(m) ou` vP est un homomorphisme de groupes de
M dans Z. On de´finit un R-caracte`re :
m 7→ (√q)vP(m)
qui est un caracte`re non ramifie´ de M dont le carre´ est le module de P a` valeurs dans R×. On
note rGP le foncteur de restriction parabolique normalise´ (relativement a` ce caracte`re) de R(G)
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dans R(M) et iGP son adjoint a` droite, c’est-a`-dire le foncteur d’induction parabolique normalise´
qui lui correspond. Ces foncteurs sont exacts, et ils pre´servent l’admissibilite´ et le fait d’eˆtre de
longueur finie (voir [34, II], paragraphes 2.1, 3.8 et 5.13).
Remarque 1.1. — Lorsque p est impair, remplacer la racine carre´e choisie plus haut par son
oppose´e a pour effet de tordre les foncteurs iGP et r
G
P par un caracte`re non ramifie´ d’ordre 2.
Soit P− le sous-groupe parabolique de G oppose´ a` P relativement a` M.
Proposition 1.2. — Si π et σ sont des repre´sentations admissibles de G et de M respective-
ment, on a un isomorphisme de R-espaces vectoriels :
HomG(i
G
P−(σ), π) ≃ HomM(σ, rGP (π))
dit de seconde adjonction (voir [34, II.3.8]).
1.1.2. On fixe un tore de´ploye´ maximal A de G et un sous-groupe parabolique minimal P
de G contenant A. On note respectivement W = W(G,A) et Φ = Φ(G,A) le groupe de Weyl
et l’ensemble des racines re´duites de G relativement a` A. Le choix de P de´termine une base
S de Φ ainsi qu’un ensemble Φ+ de racine positives dans Φ. Pour toute partie I ⊆ S, on note
PI le sous-groupe parabolique de G contenant P de´termine´ par I et MI le sous-groupe de Levi
contenant A lui correspondant. Pour I, J ⊆ S, on pose :
D(I, J) = D(MI,MJ) = {w ∈W | w−1(I) ⊆ Φ+ et w(J) ⊆ Φ+}.
E´tant donne´e une repre´sentation σ de MJ, on a le lemme ge´ome´trique de Bernstein et Zelevinski :
(1.1) [rGPI(i
G
PJ(σ))] =
∑
w∈D(I,J)
[iMI
MI∩P
w−1
J
(w · rMJMJ∩PwI (σ))],
qui est une e´galite´ dans le groupe de Grothendieck G (MI), et ou` w · de´signe la conjugaison par
w. On renvoie a` [12, 2.8] pour plus de pre´cisions.
1.1.3. Une repre´sentation irre´ductible de G est cuspidale si son image par rGP est nulle pour
tout sous-groupe parabolique propre P de G, c’est-a`-dire si elle n’est isomorphe a` aucun quotient
(ou, de fac¸on e´quivalente, a` aucune sous-repre´sentation) d’une induite parabolique d’une repre´-
sentation d’un sous-groupe de Levi propre. Elle est supercuspidale si elle n’est isomorphe a` aucun
sous-quotient d’une induite parabolique d’une repre´sentation irre´ductible d’un sous-groupe de
Levi propre.
On note CR(G) et SR(G) les ensembles forme´s respectivement des classes d’isomorphisme de
repre´sentations irre´ductibles cuspidales et supercuspidales de G.
1.2. Repre´sentations entie`res
Soit ℓ un nombre premier diffe´rent de p. On note Qℓ le corps des nombres ℓ-adiques, Zℓ son
anneau d’entiers et Fℓ le corps re´siduel de Zℓ. On fixe une cloˆture alge´brique Qℓ de Qℓ. On note
Zℓ son anneau d’entiers et Fℓ le corps re´siduel de Zℓ, qui est une cloˆture alge´brique de Fℓ.
On suppose, a` l’exception du paragraphe 1.2.1 ou` G est un groupe localement profini quel-
conque, que G est le groupe des points sur F d’un groupe re´ductif connexe de´fini sur F.
1.2.1. Soit G un groupe topologique localement profini. Une repre´sentation de G sur un
Qℓ-espace vectoriel V est dite entie`re si elle est admissible et si elle admet une structure entie`re,
c’est-a`-dire un sous-Zℓ-module de V stable par G et engendre´ par une base de V surQℓ ([34, 37]).
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1.2.2. On suppose que G est le groupe des points sur F d’un groupe re´ductif connexe de´fini
sur F. Soit π une repre´sentation irre´ductible entie`re de G sur un Qℓ-espace vectoriel V. D’apre`s
[38, Theorem 1] et [34, II.5.11], on a les proprie´te´s suivantes :
(1) toutes les structures entie`res de π sont de type fini comme ZℓG-modules ;
(2) si v est une structure entie`re de π, la repre´sentation de G sur v⊗Fℓ est de longueur finie ;
(3) la semi-simplifie´e de v⊗Fℓ, qu’on note rℓ(π) et qu’on appelle la re´duction modulo ℓ de π,
ne de´pend pas du choix de v mais seulement de la classe d’isomorphisme de π.
Par line´arite´, on en de´duit un morphisme de groupes :
(1.2) rℓ : GQℓ(G)
en → G
Fℓ
(G),
ou` GQℓ(G)
en est le sous-groupe de GQℓ(G) engendre´ par les classes d’isomorphisme de Qℓ-repre´-
sentations irre´ductibles entie`res de G.
Remarque 1.3. — Si H est un groupe profini, toute Qℓ-repre´sentation de dimension finie de
H est entie`re ([32], the´ore`me 32), et on a un morphisme de re´duction rℓ analogue a` (1.2).
1.2.3. On fixe des racines carre´es de q dans Qℓ et Fℓ de sorte que la seconde soit la re´duction
modulo ℓ de la premie`re. Soit P = MU un sous-groupe parabolique de G. Si v est une structure
entie`re d’une Qℓ-repre´sentation entie`re σ˜ de M, le sous-espace i
G
P (v) des fonctions a` valeurs dans
v est une structure entie`re de iGP (σ˜) et il y a un isomorphisme canonique de Fℓ-repre´sentations
de iGP (v)⊗ Fℓ vers iGP (v⊗ Fℓ). Pour plus de pre´cisions, voir [34, II.4.14].
1.2.4. Le cas de la restriction parabolique est plus de´licat. On suppose dans ce paragraphe
uniquement que G est un groupe symplectique, orthogonal, unitaire ou une forme inte´rieure du
groupe GLn(F), n > 1. Soit v une structure entie`re d’une Qℓ-repre´sentation entie`re de longueur
finie σ˜ de G. D’apre`s [12, Proposition 6.7], l’image de v par la projection de σ˜ sur rGP (σ˜) est
une structure entie`re de rGP (σ˜) et on a rℓ([r
G
P (σ˜)]) = [r
G
P (rℓ(σ˜))].
1.3. Formes inte´rieures de GLn(F)
1.3.1. On fixe une F-alge`bre a` division D de degre´ re´duit note´ d. Pour toutm > 1, on de´signe
par Mm(D) la F-alge`bre des matrices de taille m×m a` coefficients dans D et par Gm = GLm(D)
le groupe de ses e´le´ments inversibles. Il est commode de convenir que G0 est le groupe trivial.
1.3.2. Soit Nm la norme re´duite de Mm(D) sur F. On note | |F la valeur absolue normalise´e
de F, c’est-a`-dire celle donnant a` une uniformisante de F la valeur q−1. Puisque l’image de q
dans R est inversible, elle de´finit un R-caracte`re de F× note´ | |F,R. L’application g 7→ |Nm(g)|F,R
est un R-caracte`re de Gm, qu’on notera simplement ν.
1.3.3. On note Irr la re´union disjointe des Irr(Gm), m > 0 et G la somme directe des G (Gm),
m > 0. On identifie G a` Z(Irr). Si π est une repre´sentation de longueur finie de Gm, on pose
deg(π) = m, qu’on appelle le degre´ de π, et l’application deg fait de G un Z-module gradue´.
1.3.4. Si α = (m1, . . . ,mr) est une famille d’entiers > 0 de somme m, il lui correspond le
sous-groupe de Levi standard Mα de Gm constitue´ des matrices diagonales par blocs de tailles
m1, . . . ,mr respectivement, que l’on identifie naturellement a` Gm1 × · · · × Gmr . On note Pα
le sous-groupe parabolique de Gm de facteur de Levi Mα forme´ des matrices triangulaires su-
pe´rieures par blocs de tailles m1, . . . ,mr respectivement, et on note Nα son radical unipotent.
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Les foncteurs iGmPα et r
Gm
Pα
sont simplement note´s respectivement iα et rα. Si pour chaque entier
i ∈ {1, . . . , r} on a une repre´sentation πi de Gmi , on note :
(1.3) π1 × · · · × πr = iα(π1 ⊗ · · · ⊗ πr).
Si π1, . . . , πr sont de longueur finie, la quantite´ [π1 × · · · × πr] ne de´pend que de [π1], . . . , [πr].
L’application :
([π1], . . . , [πr]) 7→ [π1 × · · · × πr]
induit par line´arite´ une application multiline´aire de G (Gm1)× · · · × G (Gmr ) dans G (Gm). Ceci
fait de G une Z-alge`bre associative gradue´e, dont on verra a` la proposition 2.6 qu’elle est com-
mutative.
On note aussi r−α le foncteur de restriction parabolique relativement au sous-groupe paraboli-
que oppose´ a` Pα relativement a` Mα, c’est-a`-dire forme´ des matrices triangulaires infe´rieures par
blocs de tailles m1, . . . ,mr respectivement.
2. Comple´ments sur l’induction parabolique
Dans toute cette section, on suppose que G est le groupe des points sur F d’un groupe re´ductif
connexe de´fini sur F. Au paragraphe 2.2, on suppose que G admet des sous-groupes discrets
cocompacts. Au paragraphe 2.4, on suppose que G = GLm(D) avec m > 1.
2.1. Support cuspidal et e´quivalence inertielle
2.1.1. Une paire cuspidale de G est un couple (M, ̺) forme´ d’un sous-groupe de Levi M de
G et d’une repre´sentation irre´ductible cuspidale ̺ de M. Si π est une repre´sentation irre´ductible
de G, on note :
cusp(π)
son support cuspidal, c’est-a`-dire la classe de G-conjugaison d’une paire cuspidale (M, ̺) de G
telle que π soit isomorphe a` une sous-repre´sentation de iGP (̺) pour au moins un sous-groupe
parabolique P de facteur de Levi M. Pour la commodite´ du lecteur, on fournit ici une preuve
de l’unicite´ du support cuspidal (comparer avec [34, II.2.20]).
The´ore`me 2.1. — Soit π une repre´sentation irre´ductible de G. Il existe une paire cuspidale
(M, ̺) de G, unique a` G-conjugaison pre`s, et un sous-groupe parabolique P de facteur de Levi
M, tels que π soit une sous-repre´sentation de iGP (̺).
De´monstration. — Soient (M, ̺) et (M′, ̺′) deux paires cuspidales de G et P et P′ deux sous-
groupes paraboliques de G de facteurs de Levi respectifs M et M′ tels que π soit isomorphe a` une
sous-repre´sentation de iGP (̺) et de i
G
P′(̺
′). Par adjonction, ̺ est un quotient de rGP (π) et, par
exactitude du foncteur de Jacquet, ̺ est un facteur de composition irre´ductible de rGP (i
G
P′(̺
′)).
On de´duit du lemme ge´ome´trique (1.1) que M′ est conjugue´ a` un sous-groupe de M. De meˆme,
on montre que M est conjugue´ a` un sous-groupe de M′ et donc que M et M′ appartiennent a` la
meˆme classe de G-conjugaison, et on peut les supposer tous les deux standards (relativement au
choix d’un tore de´ploye´ maximal de G). Dans ce cas, d’apre`s le lemme ge´ome´trique a` nouveau,
rGP (i
G
P′(̺
′)) est compose´e des w · ̺′ ou` w parcourt D(M,M′). La repre´sentation ̺ e´tant un sous-
quotient irre´ductible de rGP (i
G
P′(̺
′)), elle est donc isomorphe a` un w ·̺′, ce qui montre que (M, ̺)
et (M′, ̺′) sont deux paires cuspidales conjugue´es.
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On a ainsi une application :
cusp : Irr(G)→ {classes de G-conjugaison de paires cuspidales de G}
surjective et a` fibres finies.
En outre, pour toute repre´sentation irre´ductible π de G, il existe une paire cuspidale (M′, ̺′)
dans cusp(π) et un sous-groupe parabolique P′ de facteur de Levi M′ tels que π soit un quotient
de iGP′(̺
′).
2.1.2. Une paire supercuspidale de G est un couple (M, ̺) constitue´ d’un sous-groupe de Levi
M de G et d’une repre´sentation irre´ductible supercuspidale ̺ de M. Si π est une repre´sentation
irre´ductible de G, il existe une paire supercuspidale (M, ̺) de G telle que π soit un sous-quotient
de iGP (̺) pour un sous-groupe parabolique P de facteur de Levi M, et on conjecture qu’une telle
paire est unique a` G-conjugaison pre`s (voir [34, II.2.6]). Pour le cas du groupe GLn(F), lire [35,
V.4].
Dans la section 8, nous prouvons cette conjecture lorsque G est une forme inte´rieure de GLn(F)
(voir le the´ore`me 8.16).
2.1.3. Soit (M, ̺) une paire cuspidale de G. Une paire cuspidale (M′, ̺′) de G est dite iner-
tiellement e´quivalente a` (M, ̺) s’il existe un caracte`re non ramifie´ χ de M tel que (M′, ̺′) soit con-
jugue´e a` (M, ̺χ) sous G. On note [M, ̺]G la classe d’inertie (c’est-a`-dire la classe d’e´quivalence
inertielle) de (M, ̺). Si Ω est la classe d’inertie d’une paire cuspidale de G, on note :
(2.1) Irr(Ω)
l’ensemble des classes d’isomorphisme de repre´sentations irre´ductibles de G qui sont des sous-
quotients d’une induite parabolique d’un e´le´ment de Ω. On note aussi :
Irr(Ω)⋆ = cusp−1(Ω)
l’ensemble des classes d’isomorphisme de repre´sentations irre´ductibles de G dont le support cus-
pidal appartient a` Ω, c’est-a`-dire qui sont des quotients d’une induite parabolique d’un e´le´ment
de Ω.
2.1.4. Un Qℓ-caracte`re de G est entier si et seulement s’il est a` valeurs dans Zℓ. Une Qℓ-re-
pre´sentation irre´ductible cuspidale de G est entie`re si et seulement si son caracte`re central l’est.
Si G est comme au paragraphe 1.2.4, une Qℓ-repre´sentation irre´ductible de G est entie`re si et
seulement si son support cuspidal l’est (c’est une conse´quence des paragraphes 1.2.3 et 1.2.4).
2.2. Sous-quotients irre´ductibles d’une induite parabolique
L’objet de ce paragraphe est de prouver le re´sultat suivant, dont on trouvera une preuve un
peu diffe´rente chez Dat [13] (voir ibid., lemme 4.13). Les deux preuves s’appuient sur la proprie´te´
d’irre´ductibilite´ ge´ne´rique obtenue dans [12] (voir plus bas) pour un groupe G admettant des
sous-groupes discrets cocompacts.
Proposition 2.2. — On suppose que G posse`de des sous-groupes discrets cocompacts. Soit σ
une repre´sentation irre´ductible d’un sous-groupe de Levi M de G et soient P et P′ deux sous-
groupes paraboliques de G de facteur de Levi M. Alors [iGP (σ)] = [i
G
P′(σ)].
De´monstration. — Il suffit de prouver le re´sultat lorsque P et P′ sont deux sous-groupes para-
boliques maximaux oppose´s par rapport a` M. Soit Ψ(M) le groupe des caracte`res non ramifie´s
de M. On va prouver que, pour tout χ ∈ Ψ(M), on a [iGP (χσ)] = [iGP′(χσ)].
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D’apre`s [12, Theorem 5.1], il existe un ouvert de Zariski non vide U ⊆ Ψ(M) tel que iGP (χσ)
et iGP′(χσ) soient irre´ductibles pour tout χ ∈ U . La repre´sentation χσ est un sous-quotient
de rGP′(i
G
P (χσ)) et, d’apre`s le lemme ge´ome´trique (1.1), les autres sous-quotients irre´ductibles
apparaissent dans les :
[iM
M∩Pw−1
(w · rMM∩P′w(χσ))], w ∈ D(P′,P), w 6= 1.
Les caracte`res centraux de ces autres sous-quotients irre´ductibles sont donc de la forme :
w · (χ|ZMωπ)
ou` π est un sous-quotient irre´ductible de rMM∩P′w(σ)) de caracte`re central ωπ et ou` ZM est le
centre de M. Ainsi, pour χ dans un ouvert de Zariski non vide de Ψ(M) qu’on peut supposer
e´gal a` U , les sous-quotient irre´ductibles de rGP′(i
G
P (χσ)) distincts de χσ ont un caracte`re central
diffe´rent de celui de χσ. Pour un tel χ, la repre´sentation χσ est un facteur direct de rGP′(i
G
P (χσ))
(sa restriction au centre ZG est bien un facteur direct, qui est stable sous l’action de G). Par
re´ciprocite´ de Frobenius, on a un homomorphisme non trivial de iGP (χσ) dans i
G
P′(χσ). Ces deux
dernie`res repre´sentations e´tant irre´ductibles pour χ ∈ U , on a :
(2.2) iGP (χσ) ≃ iGP′(χσ)
pour tout χ ∈ U .
On fixe une famille de´croissante (Ki)i>1 de pro-p-sous-groupes ouverts compacts de G formant
une base de voisinages de l’e´le´ment neutre. Pour i > 1, on pose Hi = H(G,Ki), l’alge`bre des
fonctions de G dans R qui sont a` support compact et bi-invariantes par Ki. Pour tout caracte`re
non ramifie´ χ ∈ Ψ(M), on note Vi(χ) et Wi(χ) les sous-espaces des vecteurs Ki-invariants de
iGP (χσ) et i
G
P′(χσ) respectivement. Ce sont des Hi-modules de dimension finie sur R. On va
montrer que, pour tout χ ∈ Ψ(M), les Hi-modules Vi(χ) et Wi(χ) ont les meˆmes facteurs de
composition.
D’apre`s (2.2), pour tous χ ∈ U et i > 1, les Hi-modules Vi(χ) et Wi(χ) sont isomorphes.
Pour tout χ ∈ U , tout i > 1 et tout f ∈ Hi, on a donc une e´galite´ des polynoˆmes caracte´ristiques
de f sur Vi(χ) et Wi(χ) :
(2.3) PcarVi(χ)(f) = PcarWi(χ)(f).
Les fonctions qui, a` chaque caracte`re χ ∈ Ψ(M), associent les coefficients des polynoˆmes caracte´-
ristiques d’un e´le´ment f ∈ Hi dans Vi(χ) et Wi(χ) respectivement sont des fonctions re´gulie`res
de la varie´te´ Ψ(M), car ces coefficients de´pendent polynoˆmialement des coefficients de la matrice
de f . L’identite´ (2.3), vraie pour χ ∈ U , est donc vraie pour tout χ ∈ Ψ(M), tout i > 1 et tout
f ∈ Hi.
Lemme 2.3. — Soient V et W deux Hi-modules de dimension finie tels que, pour tout f ∈ Hi,
on ait une e´galite´ des polynoˆmes caracte´ristiques de f sur V et W :
(2.4) PcarV(f) = PcarW(f).
Alors V et W ont les meˆmes facteurs de composition en tant que Hi-modules.
De´monstration. — Pour chaque Hi-module simple m, on note v(m) et w(m) les multiplicite´s
de m dans V et W respectivement, et on suppose qu’il existe un module simple m tel que ces
multiplicite´s diffe`rent. D’apre`s [9, §2.2] (voir le corollaire 2 au the´ore`me 1), il existe un e´le´ment
f ∈ Hi tel que f |m = idm, et tel que f |m′ = 0 pour tout module simple m′ non isomorphe a` m.
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D’apre`s (2.4), le scalaire 1 a des multiplicite´s e´gales dans les deux polynoˆmes caracte´ristiques,
c’est-a`-dire que v(m) = w(m).
Ainsi, pour i > 1 et χ ∈ Ψ(M), les Hi-modules Vi(χ) et Wi(χ) ont les meˆmes facteurs de
composition. E´tant donne´ χ ∈ Ψ(M), on fixe un entier i > 1 tel que tous les sous-quotients des
repre´sentations iGP (χσ) et i
G
P′(χσ) posse`dent des vecteurs Ki-invariants non nuls. Le foncteur :
π 7→ πKi
des Ki-invariants est exact et induit une bijection entre l’ensemble des classes de repre´senta-
tions irre´ductibles de G posse´dant des vecteurs Ki-invariants non nuls et celui des classes de
Hi-modules simples (voir [34, I.6.3]). Il de´finit donc un isomorphisme de groupes entre le sous-
groupe Gi de G (G) engendre´ par les classes des repre´sentations irre´ductibles de G posse´dant des
vecteurs Ki-invariants non nuls et le groupe de Grothendieck de la cate´gorie des modules de
longueur finie de Hi.
D’apre`s ce qui pre´ce`de, on a [Vi(χ)] = [Wi(χ)], puis [i
G
P (χσ)] = [i
G
P′(χσ)] dans Gi. On en
de´duit que iGP (χσ) et i
G
P′(χσ) ont les meˆmes facteurs de composition, donc la meˆme image dans
G (G).
2.3. Deux lemmes sur l’irre´ductibilite´ d’une induite parabolique
On suppose encore que G est le groupe des points sur F d’un groupe re´ductif connexe quel-
conque de´fini sur F.
Lemme 2.4. — Soit M un sous-groupe de Levi de G, soit σ une repre´sentation irre´ductible de
M et soit P un sous-groupe parabolique de G de facteur de Levi M. On note P− le sous-groupe
parabolique de G oppose´ a` P relativement a` M.
(1) Supposons que σ apparaˆıt avec multiplicite´ 1 dans [rGP (i
G
P (σ))]. Alors i
G
P (σ) a une seule
sous-repre´sentation irre´ductible ; sa multiplicite´ dans [iGP (σ)] est e´gale a` 1.
(2) Supposons que σ apparaˆıt avec multiplicite´ 1 dans [rGP−(i
G
P (σ))]. Alors i
G
P (σ) a un seul
quotient irre´ductible ; sa multiplicite´ dans [iGP (σ)] est e´gale a` 1.
De´monstration. — Supposons qu’il existe deux sous-repre´sentations irre´ductibles π1 et π2 de
iGP (σ), et notons π leur somme directe. Par re´ciprocite´ de Frobenius, on trouve que :
dimR(HomM(r
G
P (π), σ)) = dimR(HomG(π, i
G
P (σ))) > 2.
Par exactitude du foncteur de Jacquet rGP , on a aussi [r
G
P (π)] 6 [r
G
P (i
G
P (σ))]. On trouve donc
que σ apparaˆıt avec multiplicite´ au moins 2 dans la quantite´ [rGP (i
G
P (σ))], ce qui est absurde.
La deuxie`me assertion se prouve de fac¸on analogue en utilisant la seconde adjonction.
Lemme 2.5. — On suppose que G posse`de des sous-groupes discrets cocompacts. Soit π une
repre´sentation de longueur finie de G. On suppose qu’il y a un sous-groupe parabolique P de G
de facteur de Levi M et une repre´sentation irre´ductible σ de M tels que :
(1) π est une sous-repre´sentation de iGP (σ) et un quotient de i
G
P−(σ) ;
(2) la multiplicite´ de σ dans [rGP (i
G
P (σ))] est e´gale a` 1.
Alors π est irre´ductible.
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De´monstration. — D’apre`s la condition (2) et le lemme 2.4, iGP (σ) admet une unique sous-
repre´sentation irre´ductible π1. D’apre`s la proposition 2.2, la multiplicite´ de σ dans [r
G
P (i
G
P−(σ))]
est 1. L’induite iGP−(σ) admet donc un unique quotient irre´ductible, note´ π2. Aussi π1 est-elle
l’unique sous-repre´sentation irre´ductible de π et π2 son unique quotient irre´ductible. Or, d’apre`s
les deux proprie´te´s d’adjonction du paragraphe 1.1.1, le facteur σ apparaˆıt a` la fois dans rGP (π1)
et dans rGP (π2). Puisque la multiplicite´ de σ dans [r
G
P (i
G
P (σ))] est e´gale a` 1, sa multiplicite´ dans
[rGP (π)] doit eˆtre e´gale a` 1. On a donc π1 = π2, de sorte que π est irre´ductible.
On utilisera ce lemme dans le cas particulier ou` π est isomorphe a` iGP (σ) et a` i
G
P−(σ) pour
prouver l’irre´ductibilite´ d’une induite parabolique.
2.4. Le cas de GLm(D)
On se place maintenant dans le cas ou` G = GLm(D), qui a des sous-groupes discrets cocom-
pacts pour tout m > 1 (voir Borel-Harder [8]).
2.4.1. On de´signe par C la re´union disjointe des C(Gm) pour m > 1 (voir les paragraphes
1.1.3 et 2.1.1). E´tant donne´ une classe de conjugaison c d’une paire cuspidale de Gm, m > 1, il
existe une famille α = (m1, . . . ,mr) d’entiers > 1 de somme m, et, pour chaque i ∈ {1, . . . , r}, il
existe une repre´sentation cuspidale ρi ∈ C(Gmi), de telle sorte que c soit la classe de conjugaison
de la paire :
(Mα, ρ1 ⊗ · · · ⊗ ρr).
On identifiera c a` la somme [ρ1] + · · · + [ρr] dans N(C). On identifiera ainsi l’ensemble des
supports cuspidaux (resp. supercuspidaux) des Gm, m > 1, a` N(C) (resp. a` N(S)).
2.4.2. D’apre`s la proposition 2.2, on a le re´sultat suivant.
Proposition 2.6. — La Z-alge`bre G est commutative.
Ceci e´tend les re´sultats de Zelevinski [39] pour les repre´sentations complexes de GLn(F), de
Tadic´ [33] pour les repre´sentations complexes de GLm(D) (voir aussi la proprie´te´ (P1) dans [4,
§2.2]) et de Vigne´ras [34] pour les R-repre´sentations de GLn(F) quand la caracte´ristique de R
est diffe´rente de 2 (voir la remarque ci-dessous).
Remarque 2.7. — La preuve de Vigne´ras utilise le fait que, pour toute repre´sentation irre´duc-
tible π de GLn(F), la repre´sentation g 7→ π(tg−1) est isomorphe a` la contragre´diente de π, ou`
tg de´signe la transpose´e de g ∈ GLn(F). Ceci est un re´sultat de Gelfand et Kazhdan quand R
est le corps des nombres complexes. La preuve, e´crite en de´tail dans [6, Theorem 7.3], utilise le
the´ore`me 6.10 de ibid. avec n = 2, dont la preuve n’est pas valable a priori si la caracte´ristique de
R vaut 2. Remarquons que cette preuve ne peut s’e´tendre telle quelle au cas ou` D est diffe´rente
de F car la transpose´e d’une matrice inversible de Mm(D) n’est pas toujours inversible.
2.4.3. Dans ce paragraphe, on donne une version combinatoire du lemme ge´ome´trique de
Bernstein-Zelevinski du paragraphe 1.1.2 dans le cas particulier ou` G = Gm (voir [7]).
Soient α = (m1, . . . ,mr) et β = (n1, . . . , ns) deux familles d’entiers de sommes toutes deux
e´gales a` m > 1. Pour chaque i ∈ {1, . . . , r}, soit πi une repre´sentation irre´ductible de Gmi et
notons π le produit tensoriel π1 ⊗ · · · ⊗ πr ∈ Irr(Mα). On note M α,β l’ensemble des matrices
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B = (bi,j) compose´es d’entiers positifs tels que :
s∑
j=1
bi,j = mi, i ∈ {1, . . . , r},
r∑
i=1
bi,j = nj, j ∈ {1, . . . , s}.
Fixons B ∈ M α,β et notons αi = (bi,1, . . . , bi,s) et βj = (b1,j , . . . , br,j), qui sont des familles de
somme mi et de nj respectivement. Pour chaque i ∈ {1, . . . , r}, on e´crit :
σ
(k)
i = σ
(k)
i,1 ⊗ · · · ⊗ σ(k)i,s , σ(k)i,j ∈ Irr(Gbi,j ), k ∈ {1, . . . , ri},
les diffe´rents sous-quotients irre´ductibles de rαi(πi). Pour tout j ∈ {1, . . . , s} et toute famille
d’entiers (k1, . . . , kr) tels que 1 6 ki 6 ri, on de´finit une repre´sentation σj de Gnj par :
σj = iβj
(
σ
(k1)
1,j ⊗ · · · ⊗ σ(kr)r,j
)
.
Alors les repre´sentations :
σ1 ⊗ · · · ⊗ σs, B ∈ M α,β, 1 6 ki 6 ri,
sont les sous-quotients irre´ductibles de rβ(iα(π)). Voir Zelevinski [39, §1.6], la preuve e´tant
valable pour R alge´briquement clos de caracte´ristique diffe´rente de p et pour D quelconque.
La proposition suivante est la combinaison du lemme 2.4 et de [25, Corollaire 2.2] dont la
preuve est valable pour un corps alge´briquement clos quelconque de caracte´ristique diffe´rente de
p. On reprend les notations ci-dessus avec s = 2.
Proposition 2.8. — On suppose que, pour tout i ∈ {1, . . . , r}, toute famille d’entiers αi de
somme mi et tout sous-quotient σ
(k)
i = σ
(k)
i,1 ⊗ σ(k)i,2 de rαi(πi), on a :
cusp(σ
(k)
i,2 ) 

∑
i<j6r
cusp(πj).
Alors π apparaˆıt avec multiplicite´ 1 dans [rα(iα(π))]. Ainsi iα(π) a une unique sous-repre´senta-
tion irre´ductible, dont la multiplicite´ dans [iα(π)] est e´gale a` 1.
3. Repre´sentations modulaires de GLn sur un corps fini
Sont re´unis dans cette section les re´sultats de la the´orie des repre´sentations modulaires de
GLn sur un corps fini dont nous avons besoin. On fixe un corps fini k de caracte´ristique p et de
cardinal q. La re´fe´rence principale est l’article de James [22] (voir aussi [18, 21]).
3.1. Pre´liminaires
Pour m > 1, on pose G¯m = GLm(k), et on note G¯0 le groupe trivial. On note Irr l’ensemble
des classes d’isomorphisme de repre´sentations irre´ductibles des G¯m, m > 0, et G le Z-module
libre de base Irr. On note C et S les sous-ensembles de Irr constitue´s respectivement des classes
de repre´sentations cuspidales et supercuspidales.
Si α = (m1, . . . ,mr) est une famille d’entiers > 0 de sommem, il lui correspond le sous-groupe
de Levi standard M¯α de G¯m constitue´ des matrices diagonales par blocs de tailles m1, . . . ,mr
respectivement, que l’on identifie naturellement au produit G¯m1×· · ·×G¯mr . On note P¯α le sous-
groupe parabolique de G¯m de facteur de Levi M¯α forme´ des matrices triangulaires supe´rieures
par blocs de tailles m1, . . . ,mr respectivement, et on note N¯α son radical unipotent. On note iα
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le foncteur d’induction parabolique de M¯α dans G¯m le long de P¯α. Si, pour chaque i ∈ {1, . . . , r},
on a une repre´sentation πi de G¯mi , on notera :
(3.1) π1 × · · · × πr = iα(π1 ⊗ · · · ⊗ πr).
Si π est une repre´sentation de longueur finie de G¯m pour un m > 0, on note [π] son image dans
G et deg(π) = m son degre´. L’application degre´ et la formule (3.1) font de G une Z-alge`bre asso-
ciative commutative gradue´e. La commutativite´ de G se de´duit par exemple de [20], ou` Howlett
et Lehrer prouvent que l’induction parabolique ne de´pend pas du sous-groupe parabolique quand
le facteur de Levi est fixe´.
Toute repre´sentation irre´ductible a un support cuspidal et un support supercuspidal, c’est-a`-
dire qu’on a une application surjective a` fibres finies :
cusp : Irr→ N(C)
telle que, e´tant donne´es des repre´sentations irre´ductibles cuspidales σ1, . . . , σn, on ait :
cusp−1([σ1]+ · · ·+ [σn]) = {classes de quotients irre´ductibles de σ1 × · · · × σn}
et on a une application surjective a` fibres finies :
scusp : Irr→ N(S)
telle que, e´tant donne´es des repre´sentations irre´ductibles supercuspidales σ1, . . . , σn, on ait :
scusp−1([σ1]+ · · ·+ [σn]) = {classes de sous-quotients irre´ductibles de σ1 × · · · × σn}
(voir [34, III.2.5]).
3.2. Repre´sentations non de´ge´ne´re´es
On rappelle quelques de´finitions concernant les partitions (voir Macdonald [23, I.1] pour plus
de pre´cisions). Une partition d’un entier m > 1 est une suite de´croissante :
µ = (µ1 > µ2 > . . . > µr)
d’entiers strictement positifs dont la somme est e´gale a`m. Sa partition conjugue´e est la partition
µ′ = (µ′1 > µ
′
2 > . . . > µ
′
s) de m ou` µ
′
j est le nombre d’entiers i ∈ {1, . . . , r} tels que µi > j. Si
µ, ν sont des partitions de m, on e´crit µ E ν lorsque :∑
i6k
µi 6
∑
i6k
νi
pour tout k > 1. On a µ E ν si et seulement si ν ′ E µ′, c’est-a`-dire que l’application µ 7→ µ′ est
de´croissante pour E. Pour cette relation, la plus grande partition de m est (m), tandis que la
plus petite est (1, . . . , 1).
Si µ = (µ1 > µ2 > . . . ) est une partition d’un entier m et ν = (ν1 > ν2 > . . . ) une partition
d’un entier n, on note µ+ ν la partition (µ1 + ν1 > µ2 + ν2 > . . . ) de l’entier m+ n.
Remarque 3.1. — On peut penser a` une partition comme a` un e´le´ment de N(N∗).
Soit G¯ = G¯m pour un m > 1. On note N¯ = N¯(1,...,1) le sous-groupe des matrices unipotentes
triangulaires supe´rieures de G¯. On fixe un R-caracte`re non trivial ψ de k. Pour ce qui suit, on
renvoie plus spe´cifiquement a` [34, III.1-2].
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Pour toute partition µ = (µ1 > µ2 > . . . > µr) de m, on note ψµ le caracte`re de N¯ de´fini par :
ψµ : u 7→ ψ
(∑
i∈Jµ
ui,i+1
)
,
la somme portant sur l’ensemble Jµ de tous les entiers i ∈ {1, . . . ,m−1} qui ne sont de la forme
µ1 + · · · + µk pour aucun k ∈ {1, . . . , r}.
De´finition 3.2. — Une repre´sentation π de G¯ est µ-de´ge´ne´re´e si HomN¯(π, ψµ) est non nul.
Si µ est la partition maximale (m), le caracte`re ψ(m) est non de´ge´ne´re´ et on retrouve la notion
classique de mode`le de Whittaker par re´ciprocite´ de Frobenius. On dit que π est non de´ge´ne´re´e
si elle est (m)-de´ge´ne´re´e. Le re´sultat suivant est une conse´quence de [34, III.1.10].
Proposition 3.3. — Soient σ1, . . . , σr des repre´sentations irre´ductibles. Les conditions suivan-
tes sont e´quivalentes :
(1) L’induite σ1 × · · · × σr posse`de un sous-quotient irre´ductible non de´ge´ne´re´.
(2) Pour tout 1 6 i 6 r, la repre´sentation σi est non de´ge´ne´re´e.
Si elles son satisfaites, ce sous-quotient irre´ductible non de´ge´ne´re´ est unique et sa multiplicite´
dans l’induite est 1.
3.3. Classification de James
Soient m,n > 1 et soit σ une repre´sentation irre´ductible cuspidale de G¯m. On de´crit dans ce
paragraphe la classification par James [22] des repre´sentations irre´ductibles de G¯mn isomorphes
a` un sous-quotient de σ × · · · × σ en fonction des partitions de n.
Soit H = H(σ, n) l’alge`bre des endomorphismes de σ × · · · × σ, qui est une alge`bre de Hecke
de type An−1 et de parame`tre q
m. Cette repre´sentation induite est presque-projective au sens
de Dipper [17] (voir aussi [26, 4.1]), On a ainsi une bijection entre classes de repre´sentations
irre´ductibles isomorphes a` un quotient de σ × · · · × σ et classes de H-modules irre´ductibles.
Remarque 3.4. — Si R est de caracte´ristique non nulle ℓ, et si qm n’est pas congru a` 1 modulo
ℓ, alors σ est une repre´sentation projective (voir [34, III.2.9]).
D’apre`s [22, 6], il existe une unique sous-repre´sentation irre´ductible de σ × · · · × σ, note´e :
(3.2) z(σ, n),
dont le H-module associe´ soit le caracte`re trivial de H.
The´ore`me 3.5 (James [22]). — Soit µ = (µ1 > µ2 > . . . > µr) une partition de n.
(1) La repre´sentation z(σ, µ1)× · · · × z(σ, µr) admet un unique sous-quotient irre´ductible :
z(σ, µ)
de´ge´ne´re´ relativement a` la partition mµ′ = (mµ′1 > mµ
′
2 > . . . ).
(2) Les sous-quotients irre´ductibles de l’induite z(σ, µ1)×· · ·×z(σ, µr) sont de la forme z(σ, ν)
avec µ E ν, et z(σ, µ) apparaˆıt dans cette induite avec multiplicite´ 1.
(3) L’application :
µ 7→ z(σ, µ)
est une bijection entre partitions de n et classes de repre´sentations irre´ductibles de G¯mn isomor-
phes a` un sous-quotient de σ × · · · × σ.
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Remarque 3.6. — (1) On note e(σ) le plus petit entier k > 1 tel que :
1 + qm + · · ·+ qm(k−1) = 0
dans R. (Si R est de caracte´ristique nulle, on convient que e(σ) = +∞.) Alors z(σ, µ) est
isomorphe a` un quotient de σ × · · · × σ si et seulement si µ est e(σ)-re´gulie`re, c’est-a`-dire si
aucun µi n’est re´pe´te´ plus de e(σ) fois, ou encore si µ
′
j < e(σ) pour tout j.
(2) Si σ est supercuspidale, l’application µ 7→ z(σ, µ) est une bijection entre partitions de n et
classes de repre´sentations irre´ductibles de G¯mn de support supercuspidal n · [σ] = [σ]+ · · ·+ [σ].
La repre´sentation :
st(σ, n) = z(σ, (1, . . . , 1))
est l’unique sous-quotient non de´ge´ne´re´ de l’induite σ × · · · × σ, dans laquelle elle est de multi-
plicite´ 1. Le re´sultat suivant fournit une classification de C en fonction de S.
Proposition 3.7. — On a les proprie´te´s suivantes :
(1) st(σ, n) est cuspidale si et seulement si n = 1 ou n = e(σ)ℓr, avec r > 0.
(2) L’application :
(σ, r) 7→ str(σ) = st(σ, e(σ)ℓr)
de´finit une bijection entre S×N et l’ensemble des classes de repre´sentations irre´ductibles cuspi-
dales non supercuspidales.
On a le re´sultat suivant. Voir le paragraphe 1.2 pour la de´finition de rℓ.
Proposition 3.8. — Soit σ une Fℓ-repre´sentation irre´ductible cuspidale de G¯m, et soit σ˜ une
Qℓ-repre´sentation cuspidale relevant σ (c’est-a`-dire que rℓ(σ˜) = σ). Soit n > 1.
(1) On a rℓ(z(σ˜, n)) = z(σ, n).
(2) La repre´sentation rℓ(st(σ˜, n)) est irre´ductible si et seulement si n < e(σ).
(3) Il existe une structure entie`re v de st(σ˜, n) telle que st(σ, n) soit une sous-repre´sentation
de v⊗ Fℓ.
De´monstration. — D’apre`s [22], les sous-quotients irre´ductibles de rℓ(st(σ˜, n)) sont de la forme
z(σ, µ) avec (n) E µ et z(σ, n) apparaˆıt avec multiplicite´ 1. Donc rℓ(st(σ˜, n)) est irre´ductible.
Pour les deux autres assertions, voir [34, III.2.8] et [34, III.2.4, Remarque 3].
De fac¸on analogue a` (3.2), l’induite σ × · · · × σ a un unique quotient irre´ductible :
(3.3) l(σ, n),
dont le H-module associe´ soit le caracte`re signe de H.
Proposition 3.9. — On a l(σ, n) = st(σ, n) si et seulement si n < e(σ).
De´monstration. — L’une des implications provient du fait que st(σ, n) correspond a` un module
simple de H si et seulement si la partition (1, . . . , 1) est e(σ)-re´gulie`re, c’est-a`-dire si n < e(σ).
Inversement, supposons que n < e(σ). Comme le groupe G¯ est fini et comme le re´sultat est
connu quand R est de caracte´ristique nulle, on peut supposer que R = Fℓ. Soit σ˜ une Qℓ-re-
pre´sentation cuspidale relevant σ. D’apre`s la proposition 3.8, st(σ, n) est la re´duction mod ℓ de
st(σ˜, n). Le H(σ˜, n)-module correspondant a` st(σ˜, n) est le Qℓ-caracte`re signe. Par conse´quent,
le H(σ, n)-module correspondant a` st(σ, n) est le Fℓ-caracte`re signe.
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4. Repre´sentations modulaires des alge`bres de Hecke affines
Dans cette section, on a re´uni les re´sultats de la the´orie des repre´sentations modulaires des
alge`bres de Hecke affines dont nous aurons besoin. Il s’agit de R-alge`bres de Hecke affines de
type A en un parame`tre non nul qui peut eˆtre une racine de l’unite´. Le re´sultat principal est
le the´ore`me 4.8 de classification des modules simples en termes de multisegments ape´riodiques
d’apre`s [39, 30, 1, 11, 3, 24]. On de´finit aussi des caracte`res (de´finition 4.1) qui serviront dans
la section 7 pour de´finir les re´pre´sentations irre´ductibles attache´es a` un segment.
4.1. L’alge`bre de Hecke affine
Soient n > 1 et ξ ∈ R×. On note Hn = HR(n, ξ) la R-alge`bre de Hecke affine engendre´e par
les symboles S1, . . . ,Sn−1 et X1, . . . ,Xn et leurs inverses (X1)
−1, . . . , (Xn)
−1 avec les relations :
(Si + 1)(Si − ξ) = 0, i ∈ {1, . . . n− 1},(4.1)
SiSj = SjSi, |i− j| > 2,(4.2)
SiSi+1Si = Si+1SiSi+1, i ∈ {1, . . . n− 2},(4.3)
XiXj = XjXi, i, j ∈ {1, . . . , n},(4.4)
XjSi = SiXj , i /∈ {j, j − 1},(4.5)
SiXiSi = ξXi+1, i ∈ {1, . . . , n− 1},(4.6)
auxquelles s’ajoutent les relations Xj(Xj)
−1 = (Xj)
−1Xj = 1 pour j ∈ {1, . . . , n}.
Compte tenu de ces relations, on peut de´finir deux familles de caracte`res de Hn.
De´finition 4.1. — Soient a, b ∈ Z tels que a 6 b, et soit n = b− a+ 1.
(1) On note Z (a, b) le caracte`re de Hn de´fini par :
Si 7→ ξ, i ∈ {1, . . . , n− 1}, Xj 7→ ξa+j−1, j ∈ {1, . . . , n}.
(2) On note L (a, b) le caracte`re de Hn de´fini par :
Si 7→ −1, i ∈ {1, . . . , n− 1}, Xj 7→ ξb−j+1, j ∈ {1, . . . , n}.
Soit α = (n1, . . . , nr) une famille d’entiers > 1 de somme n. Notons Hα la sous-alge`bre de
Hn engendre´e par les Xi et leurs inverses et les Si avec i diffe´rent de n1 + · · · + nk pour tout
k ∈ {1, . . . , r}. Elle est canoniquement isomorphe a` Hn1 ⊗ · · · ⊗Hnr .
Exemple 4.2. — Dans le cas ou` α = (1, . . . , 1), la sous-alge`bre H(1,...,1) est commutative et
e´gale a` R[X±11 , . . . ,X
±1
n ]. On note :
(4.7) I (a, b)
le Hn-module des H(1,...,1)-homomorphismes de Hn dans la restriction de Z (a, b) a` H(1,...,1).
Les caracte`res Z (a, b), L (a, b) apparaissent respectivement comme sous-module et quotient de
I (a, b), tous deux avec multiplicite´ 1.
On note Zn = ZR(n, ξ) le centre de Hn. C’est la sous-alge`bre de R[X
±1
1 , . . . ,X
±1
n ] constitue´e
des e´le´ments invariants sous l’action du groupe syme´trique Sn sur les Xi.
De´finition 4.3. — Le caracte`re central d’un Hn-module irre´ductible est le caracte`re de Zn par
lequel celui-ci agit sur ce module.
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Le caracte`re central d’unHn-module irre´ductible est caracte´rise´ par n scalaires non nuls et non
ordonne´s, c’est-a`-dire par un multi-ensemble de longueur n dans N(R×). On a une application :
cent : Irr(Hn)→ N(R×)
surjective et a` fibres finies, associant a` un Hn-module irre´ductible son caracte`re central.
Le caracte`re central joue pour les modules un roˆle analogue a` celui du support cuspidal pour
les repre´sentations. Pour un Ξ ∈ N(R×) de longueur n, on note Irr(Hn,Ξ) l’ensemble des classes
d’isomorphisme de Hn-modules irre´ductibles de caracte`re central Ξ.
The´ore`me 4.4. — Soit r > 1 un entier et soient z1, . . . , zr ∈ R× tels que zi/zj /∈ ξZ pour tous
i 6= j. Pour chaque i, soit ni > 1 un entier et soit Ξi ∈ N(ziξZ). On note Ξ la somme des Ξi,
qu’on suppose de longueur n, et on pose α = (n1, . . . , nr).
(1) Pour chaque i, soit mi ∈ Irr(Hni ,Ξi). Alors HomHα(Hn,m1⊗· · ·⊗mr) est un Hn-module
irre´ductible de caracte`re central Ξ.
(2) L’application ainsi de´finie :
Irr(Hn1 ,Ξ1)× · · · × Irr(Hnr ,Ξr)→ Irr(Hn,Ξ)
est bijective.
De´monstration. — La me´thode de Rogawski [30, 4.1] est encore valable ici.
4.2. L’alge`bre de Hecke-Iwahori
On rappelle que q de´signe le cardinal du corps re´siduel de F ; on note ξ son image dans R. Soit
n > 1 un entier et soit I le sous-groupe d’Iwahori standard de G = GLn(F). On note e1, . . . , en
les vecteurs de la base canonique du F-espace vectoriel Fn.
Pour i ∈ {1, . . . , n−1}, on note si la matrice de permutation transposant ei et ei+1 et laissant
invariants les autres vecteurs de la base, et on note Si la fonction caracte´ristique de IsiI.
Pour j ∈ {0, . . . , n}, on note tj la matrice diagonale de G agissant par ek 7→ ̟ek pour chaque
k ∈ {1, . . . , j} et laissant invariants les autres vecteurs de la base, et Tj la fonction caracte´ristique
de ItjI, qui est inversible. Pour tout j ∈ {1, . . . , n}, on pose :
Xj = ξ
−j+(n+1)/2Tj−1(Tj)
−1.
Alors les e´le´ments S1, . . . ,Sn−1 et X1, . . . ,Xn et leurs inverses (X1)
−1, . . . , (Xn)
−1 engendrent
l’alge`bre HR(G, I) des fonctions de G dans R a` support compact et bi-invariantes par I, avec les
relations (4.1) a` (4.6) ci-dessus. On a ainsi un isomorphisme :
Υ : HR(G, I)→ HR(n, ξ) = Hn
de R-alge`bres.
Remarque 4.5. — La description par ge´ne´rateurs et relations ci-dessus se de´duit de celle
donne´e dans [29] en appliquant l’involution ♭ de HR(G, I) de´finie par :
S♭i = Sn−i, i ∈ {1, . . . , n− 1}, X♭j = X−1n+1−j , j ∈ {1, . . . , n}.
Soit α = (n1, . . . , nr) une famille d’entiers > 1 de somme e´gale a` n. L’intersection I ∩Mα est
le sous-groupe d’Iwahori standard du sous-groupe de Levi Mα. L’alge`bre HR(Mα, I∩Mα) a des
ge´ne´rateurs :
Si,j, Xi,k, (Xi,k)
−1, i ∈ {1, . . . , r}, j ∈ {1, . . . , ni − 1}, k ∈ {1, . . . , ni},
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et on a un isomorphisme de R-alge`bres :
Υα : HR(Mα, I ∩Mα)→ HR(n1, ξ)⊗ · · · ⊗HR(nr, ξ) = Hα.
Il existe un unique morphisme de R-alge`bres jα de HR(Mα, I ∩Mα) dans HR(G, I) tel que :
jα(Si,j) = Sn1+···+ni−1+j , jα(Xi,k) = Xn1+···+ni−1+k,
pour i ∈ {1, . . . , r}, j ∈ {1, . . . , ni− 1}, k ∈ {1, . . . , ni}, et le morphisme compose´ Υ ◦ jα est e´gal
a` Υα.
4.3. Classification des modules irre´ductibles
Rappelons que ξ de´signe l’image de q dans R. Si R est de caracte´ristique non nulle, on note
e le plus petit entier > 1 tel que :
1 + ξ + · · ·+ ξe−1 = 0
dans R. Sinon, on pose e = +∞.
De´finition 4.6. — (1) Un segment est une suite finie de la forme :
[a, b] = (ξa, ξa+1, . . . , ξb)
ou` a, b ∈ Z sont des entiers tels que a 6 b.
(2) Un multisegment est un multi-ensemble de segments.
Si m est fini, un multisegment est dit ape´riodique s’il ne contient aucun multisegment de la
forme :
[a, b] + [a+ 1, b+ 1] + · · ·+ [a+ e− 1, b+ e− 1].
Si e = +∞, on convient que tout multisegment est ape´riodique. De´signons par Ψ l’ensemble des
multisegments ape´riodiques. E´tant donne´ un multisegment ape´riodique :
ψ = [a1, b1] + · · ·+ [ar, br] ∈ Ψ,
on note supp(ψ) la somme formelle des [ξj] pour i ∈ {1, . . . , r} et j ∈ {ai, . . . , bi}, qu’on appelle le
support de ψ. E´tant donne´ Ξ ∈ N(ξZ), on note Ψ(Ξ) l’ensemble des multisegments ape´riodiques
de support Ξ.
Remarque 4.7. — On suppose que R est de caracte´ristique ℓ non nulle et que ξ vaut 1. Un
multisegment s’identifie a` une partition et Ψ a` l’ensemble des partitions ℓ-re´gulie`res.
Le the´ore`me suivant donne la classification des Hn-modules irre´ductibles en termes de multi-
segments ape´riodiques.
The´ore`me 4.8. — Il existe une bijection :
ψ 7→ Zψ
entre les multisegments ape´riodiques de longueur n et les classes d’isomorphisme de Hn-modules
irre´ductibles a` caracte`re central dans N(ξZ) telle que le caracte`re central de Zψ soit supp(ψ).
REPRE´SENTATIONS LISSES MODULO ℓ DE GLm(D) 23
De´monstration. — Si R est de caracte´ristique 0, le re´sultat est une conse´quence de la classifica-
tion de Zelevinski [39] (voir aussi Rogawski [30]).
Si R est de caracte´ristique ℓ non nulle et si ξ 6= 1, il est duˆ a` Ariki et Mathas [3, Theorem B]
et s’appuie sur [1] et les travaux de Chriss-Ginzburg [11].
Si R est de caracte´ristique ℓ non nulle et si ξ = 1, alors Ψ est (remarque 4.7) l’ensemble des
partitions ℓ-re´gulie`res. D’apre`s Mathas [24, Theorem 3.7], il existe une bijection entre partitions
ℓ-re´gulie`res de n et classes de H-modules irre´ductibles de caracte`re central [1]+ · · ·+ [1] = n · [1].
(Mathas utilise la notion de partition ℓ-restreinte ; on se rame`ne a` celle de partition ℓ-re´gulie`re
par conjugaison.)
On en tire le corollaire suivant.
Corollaire 4.9. — Pour Ξ ∈ N(ξZ) de longueur n, les ensembles finis Ψ(Ξ) et Irr(Hn,Ξ) ont
le meˆme cardinal.
5. Rappels sur les repre´sentations cuspidales
Dans cette section, on rappelle certains re´sultats obtenus dans [26] dont nous aurons besoin
par la suite. Dans le paragraphe 5.1, on rappelle un peu du vocabulaire de la the´orie des types
qui nous sera ne´cessaire. Dans le paragraphe 5.2, on rappelle la de´finition de certains invariants
associe´s a` une repre´sentation irre´ductible cuspidale. Dans le paragraphe 5.3, on rappelle les
principales proprie´te´s du foncteur K de´fini et e´tudie´ dans [26, §5].
5.1. Types simples maximaux
Soient m > 1 un entier et G = Gm. Dans [26], nous prouvons que toute repre´sentation irre´-
ductible cuspidale de G s’obtient par induction compacte d’une repre´sentation irre´ductible d’un
sous-groupe ouvert compact modulo le centre de G (ibid., the´ore`me 3.11). Plus pre´cise´ment,
nous construisons une famille de paires (J, λ) forme´es d’un sous-groupe ouvert compact J de G
et d’une repre´sentation irre´ductible λ de J posse´dant les proprie´te´s suivantes :
(1) pour toute repre´sentation irre´ductible cuspidale ρ de G, il existe une paire (J, λ), unique
a` conjugaison pre`s, telle que la restriction de ρ a` J ait une sous-repre´sentation isomorphe a` λ ;
(2) deux repre´sentations irre´ductibles cuspidales de G contiennent une meˆme paire (J, λ) si
et seulement si elles sont inertiellement e´quivalentes ;
(3) e´tant donne´s une repre´sentation irre´ductible cuspidale ρ de G et une paire (J, λ) contenue
dans ρ, il existe une unique repre´sentation irre´ductible prolongeant λ a` son normalisateur dont
l’induite compacte a` G soit isomorphe a` ρ.
De telles paires sont appele´es des types simples maximaux de G. Leur construction est technique
et implique de nombreux parame`tres. Nous renvoyons a` [26] pour un expose´ de´taille´, que nous
re´sumons ci-dessous. E´tant donne´ un type simple maximal (J, λ) de G, il lui correspond :
(1) des sous-groupes ouverts distingue´s H1 ⊆ J1 de J ;
(2) un caracte`re θ de H1, appele´ caracte`re simple ;
(3) une extension finie E de F contenue dans Mm(D) ;
(4) un entier m′ > 1 et une extension finie k de kE.
Ces objets posse`dent les proprie´te´s suivantes :
(1) le centralisateur de E dans J est un sous-groupe compact maximal du centralisateur de E
dans G ;
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(2) le quotient J/J1 est isomorphe au groupe GLm′(k) ;
(3) la repre´sentation λ se de´compose sous la forme κ⊗σ, ou` σ est une repre´sentation irre´duc-
tible de J triviale sur J1 s’identifiant a` une repre´sentation cuspidale de GLm′(k), et ou` κ est une
repre´sentation irre´ductible de J dont la restriction a` J1 est l’unique repre´sentation irre´ductible
de J1 dont la restriction a` H1 contient θ.
(4) la repre´sentation κ n’est pas unique — elle ne l’est qu’a` torsion pre`s par un caracte`re de
J trivial sur J1 — mais elle peut eˆtre choisie de fac¸on a` avoir le meˆme ensemble d’entrelacement
que θ dans G, auquel cas on dit que c’est une β-extension de θ.
5.2. Invariants associe´s a` une repre´sentation cuspidale
Dans [26], on associe a` toute repre´sentation irre´ductible cuspidale ρ de G un caracte`re non
ramifie´ νρ de G et des entiers n(ρ), f(ρ), q(ρ), o(ρ), b(ρ), s(ρ) (ibid., 3.4, 4.5) qui ne de´pendent
que de la classe d’inertie de ρ. Rappelons que :
n(ρ) = nombre de χ : G→ R× non ramifie´s tels que ρχ ≃ ρ,(5.1)
f(ρ) = md/e(E/F), e(E/F) = indice de ramification de E/F,(5.2)
q(ρ) = qf(ρ) = cardinal d’une extension de degre´ m′ de k,(5.3)
o(ρ) = ordre (e´ventuellement infini) de q(ρ) dans R×.(5.4)
Puis, si (J, κ ⊗ σ) est un type simple maximal de G contenu dans ρ, alors :
b(ρ) = cardinal de la Gal(k/kE)-orbite de σ,(5.5)
s(ρ) = ordre du stabilisateur de σ dans Gal(k/kE),(5.6)
νρ = ν
s(ρ).(5.7)
Rappelons (voir [26, 4.5]) la proprie´te´ importante suivante du caracte`re non ramifie´ νρ.
Proposition 5.1. — Soit ρ′ une repre´sentation irre´ductible cuspidale de Gm′ , m
′ > 1. Alors
l’induite ρ× ρ′ est re´ductible si et seulement si m′ = m et ρ′ est isomorphe a` ρνρ ou ρν−1ρ .
On pose maintenant :
(5.8) Zρ = {[ρνiρ] | i ∈ Z}.
Si R est de caracte´ristique ℓ non nulle, on note :
(5.9) e(ρ)
le plus petit k > 1 tel que 1+ q(ρ)+ · · ·+ q(ρ)k−1 soit congru a` 0 modulo ℓ. Il vaut ℓ si o(ρ) = 1,
et il vaut o(ρ) sinon. Si R est de caracte´ristique nulle, on convient que e(ρ) = o(ρ) = +∞.
Remarque 5.2. — L’entier e(ρ) est e´gal a` l’entier e(σ) de´fini a` la remarque 3.6.
On a la proprie´te´ importante suivante.
Lemme 5.3 ([26], lemme 4.41). — On a o(ρ) = card Zρ.
Enfin, on associe a` ρ une endo-classe :
Θρ
qui est l’endo-classe commune aux caracte`res simples contenus dans ρ. Ce processus est de´crit
dans [10, 9.2] pour les repre´sentations complexes et fonctionne de fac¸on similaire pour les re-
pre´sentations modulaires.
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Notons indGJ (λ) l’induite compacte de λ a` G.
Proposition 5.4. — Pour tout n > 1, il y a un isomorphisme canonique de R-alge`bres :
(5.10) Ψρ,n : HR(n, q(ρ))→ EndG(indGJ (λ)× · · · × indGJ (λ))
ou` indGJ (λ) est re´pe´te´ n fois.
De´monstration. — Voir le paragraphe 4.2 et [26, Proposition 4.30].
Remarque 5.5. — Ces deux alge`bres ne de´pendent que de la classe d’inertie de ρ, mais ce n’est
pas vrai de l’isomorphisme Ψρ,n entre les deux, qui de´pend de ρ.
Remarque 5.6. — Soit J♯ le normalisateur de J dans G. D’apre`s [26, 3.1], il existe une unique
repre´sentation λ♯ de J♯ prolongeant λ et dont l’induite a` G soit isomorphe a` ρ. Alors Ψρ,1 est
l’isomorphisme de R[X,X−1] dans EndG(ind
G
J (λ)) tel que Ψρ,1(X) correspond par re´ciprocite´ de
Frobenius au J-homomorphisme f de λ dans l’induite de λ a` G de´fini par :
f(v)(g) =
{
λ♯(g)v si g ∈ J♯,
0 sinon,
pour v dans l’espace de λ et pour g ∈ G. Pour n > 1, l’isomorphisme Ψρ,n est caracte´rise´ par
une condition de compatibilite´ a` l’induction (voir [26, 4.4]).
Dore´navant, les deux alge`bres de (5.10) seront identifie´es. Pour tout entier n > 1, on note
Ωρ,n la classe inertielle de n · [ρ] = [ρ]+ · · ·+ [ρ]. On rappelle que Irr(Ωρ,n)⋆ est l’ensemble des
classes de repre´sentations irre´ductibles dont le support cuspidal est dans Ωρ,n.
Proposition 5.7 ([26], §4.4). — On a une bijection :
ξρ,n : Irr(Ωρ,n)
⋆ → {classes d’isomorphisme de H(n, q(ρ))-modules simples}.
Fixons une extension finie F′/F comme dans [26, 4.4]. En particulier, son corps re´siduel est
de cardinal q(ρ). Si l’on applique ce qui pre´ce`de au caracte`re trivial de F′×, on obtient pour tout
entier n > 1 une bijection ξ1F′× ,n entre Irr(Ω1F′× ,n)
⋆ et l’ensemble des classes d’isomorphisme
de H(n, q(ρ))-modules simples. La compose´e :
(5.11) Φρ,n = ξ
−1
1F′× ,n
◦ ξρ,n : Irr(Ωρ,n)⋆ → Irr(Ω1F′× ,n)⋆
est une bijection entre les ensembles Irr(Ωρ,n)
⋆ et Irr(Ω1F′× ,n)
⋆ compatible au support cuspidal
d’apre`s [26, Proposition 4.33].
The´ore`me 5.8 ([26], the´ore`me 4.18). — Soient r > 1 un entier et ρ1, . . . , ρr des repre´senta-
tions irre´ductibles cuspidales deux a` deux non inertiellement e´quivalentes. Pour chaque entier
i ∈ {1, . . . , r}, on fixe un support cuspidal si forme´ de repre´sentations inertiellement e´quivalentes
a` ρi.
(1) Pour chaque entier i, soit πi une repre´sentation irre´ductible de support cuspidal si. Alors
l’induite π1 × · · · × πr est irre´ductible.
(2) Soit π une repre´sentation irre´ductible de support cuspidal s1+ · · ·+ sr. Alors il existe des
repre´sentations π1, . . . , πr, uniques a` isomorphisme pre`s, telles que πi soit de support cuspidal
si pour chaque i et telles que π1 × · · · × πr soit isomorphe a` π.
Le re´sultat suivant affine le the´ore`me 5.8. Soient m,m′ > 1 des entiers.
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Proposition 5.9. — Soient ρ et ρ′ des repre´sentations irre´ductibles cuspidales, respectivement
de Gm et Gm′ . On suppose que Zρ 6= Zρ′ . Soient π et π′ des repre´sentations irre´ductibles telles
que cusp(π) ∈ N(Zρ) et cusp(π′) ∈ N(Zρ′). Alors l’induite π × π′ est irre´ductible.
De´monstration. — D’apre`s le the´ore`me 5.8, il suffit de traiter le cas ou` ρ et ρ′ sont inertiellement
e´quivalentes. La me´thode est la meˆme que celle de la preuve de [26, Proposition 4.37]. Compte
tenu de [26, Propositions 4.13 et 4.20], on se rame`ne a` un proble`me d’irre´ductibilite´ d’un module
induit sur une alge`bre de Hecke affine. Le re´sultat est alors une conse´quence du the´ore`me 4.4.
5.3. Le foncteur K
D’apre`s le paragraphe 5.1, on a des sous-groupes ouverts compacts J ⊇ J1 de G, et on pose
G¯ = J/J1, qu’on identifie a` GLm′(k). On note Θ l’endo-classe associe´e a` ρ. Dans [26, §5], on
de´finit un foncteur :
(5.12) K = Kκ : R(G)→ R(G¯)
de´fini par π 7→ HomJ1(κ, π) et posse´dant les proprie´te´s suivantes :
(1) il est exact ;
(2) il envoie repre´sentations admissibles sur repre´sentations de dimension finie ;
(3) e´tant donne´es des repre´sentations irre´ductibles cuspidales ρ1, . . . , ρr d’endo-classe Θ et
dont la somme des degre´ vaut m, alors on a K(π) 6= 0 pour tout sous-quotient irre´ductible π de
l’induite ρ1 × · · · × ρr.
Exemple 5.10. — Si ρ est de niveau 0 et si κ est le caracte`re trivial de GLm(OD), alors K est
le foncteur associant a` toute repre´sentation de G la repre´sentation de G¯ = GLm(kD) sur l’espace
de ses invariants sous 1 +Mm(pD).
On a la formule tre`s utile suivante. Soit (J, κ ⊗ σ) un type simple maximal contenu dans ρ.
On renvoie a` (5.5) pour la de´finition de l’entier b(ρ).
Proposition 5.11 ([26], lemme 5.3). — On a un isomorphisme de repre´sentations de G¯ :
K(ρ) ≃ σ ⊕ σφ ⊕ · · · ⊕ σφb(ρ)−1
ou` φ est un ge´ne´rateur de Gal(k/kE).
On en tire la formule plus ge´ne´rale suivante. Soient ρ1, . . . , ρr des repre´sentations irre´ductibles
cuspidales d’endo-classe Θ et dont la somme des degre´ m1+ · · ·+mr vaut m. Pour chaque i, il
y a un type simple maximal (Ji, κi ⊗ σi) contenu dans ρi, ou` κi est une β-extension compatible
a` κ (voir [26, 5.3] pour cette notion de compatibilite´).
Proposition 5.12 ([26], corollaire 5.16). — On a :
K(ρ1 × · · · × ρr) ≃
⊕
(i1,...,ir)
σφ
i1
1 × · · · × σφ
ir
r ,
ou` φ est un ge´ne´rateur de Gal(k/kE) et ou` chaque ij de´crit {0, . . . , b(ρj)− 1}.
En proce´dant comme dans [26, Remarque 5.20], on associe a` tout entier n > 1 une β-extension
κn de´finie sur un sous-groupe ouvert compact Jn de Gmn et un foncteur :
(5.13) Kn : R(Gmn)→ R(G¯m′n)
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de´fini par π 7→ HomJ1n(κn, π), ou` Jn/J1n est identifie´ a` G¯m′n. Pour n = 1, on retrouve (5.12). Si
α = (n1, . . . , nr) est une famille d’entiers > 1 de somme n, on a un foncteur :
Kα : R(M(mn1,...,mnr))→ R(M¯(m′n1,...,m′nr))
de´fini par π 7→ HomJ1n1×···×J1nr (κn1 ⊗ · · · ⊗ κnr , π). Par [26, Propositions 5.11, 5.12 et 5.18] et la
proposition 5.11 ci-dessus, on a les proprie´te´s suivantes.
Proposition 5.13. — (1) Pour chaque i ∈ {1, . . . , r}, soit πi une repre´sentation irre´ductible
de Gmni . Alors on a Kn(π1 × · · · × πr) ≃ Kn1(π1)× · · · ×Knr(πr).
(2) En particulier, on a :
(5.14) Kn(ρχ1 × · · · × ρχn) ≃
⊕
(i1,...,ir)
σφ
i1 × · · · × σφin
ou` φ est un ge´ne´rateur de Gal(k/kE) et ou` chaque ij de´crit {0, . . . , b(ρ)− 1}.
(3) Si χ1, . . . , χn sont des caracte`res non ramifie´s de G, alors Kn(π) est non nul pour tout
sous-quotient irre´ductible π de ρχ1 × · · · × ρχn.
(4) Si π est une repre´sentation de Gmn, on a Kn(π)
N¯(m′n1,...,m′nr) ≃ Kα(r(mn1,...,mnr)(π)) en
tant que repre´sentations de M¯(m′n1,...,m′nr).
5.4. Rele`vement des repre´sentations supercuspidales
Dans ce paragraphe, on rappelle une proprie´te´ importante de rele`vement des Fℓ-repre´sentations
supercuspidales (voir [26], paragraphes 2.8 et 3.6).
The´ore`me 5.14. — Soit ρ une Fℓ-repre´sentation irre´ductible supercuspidale contenant un Fℓ-
type simple maximal (J, λ). Supposons que λ est de la forme κ⊗σ avec σ supercuspidale. Alors
il y a une Qℓ-repre´sentation irre´ductible cuspidale entie`re ρ˜ de Gm et un Qℓ-type simple maximal
(J, λ˜) tels que :
(1) ρ˜ contient le type simple maximal (J, λ˜) ;
(2) La re´duction modulo ℓ de ρ˜ est e´gale a` ρ et la re´duction modulo ℓ de λ˜ est e´gale a` λ.
Remarque 5.15. — On verra plus loin (the´ore`me 6.11) que l’hypothe`se sur σ est superflue.
6. Classification des repre´sentations cuspidales par les supercuspidales
Dans cette section, on e´tablit la classification des repre´sentations irre´ductibles cuspidales en
fonction des supercuspidales (paragraphe 6.1). On en de´duit l’unicite´ du support supercuspidal
a` inertie pre`s (paragraphe 6.2).
6.1. Classification des repre´sentations cuspidales par les supercuspidales
Dans ce paragraphe, on suppose que R est de caracte´ristique ℓ non nulle. Soient m,n > 1 des
entier et ρ une repre´sentation irre´ductible cuspidale de G = Gm. Soit (J, κ⊗ σ) un type simple
maximal contenu dans ρ.
Lemme 6.1. — Si σ est supercuspidale, alors ρ est supercuspidale.
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De´monstration. — Supposons que ρ n’est pas supercuspidale. Il y a des repre´sentations irre´duc-
tibles supercuspidales ρ1, . . . , ρr, avec ρi de degre´ mi > 1 pour chaque i ∈ {1, . . . , r}, telles que
ρ soit un sous-quotient irre´ductible de ρ1 × · · · × ρr. D’apre`s le the´ore`me 5.8 et comme ρ est
cuspidale, ρ1, . . . , ρr sont inertiellement e´quivalentes. En outre, l’endo-classe commune aux ρi
est e´gale a` celle de ρ d’apre`s [26, Corollaire 5.10]. Selon les propositions 5.11 et 5.12 dont on
reprend les notations, il y a des entiers i1, . . . , ir tels que σ soit un sous-quotient de :
σφ
i1
1 × · · · × σφ
ir
r .
Par conse´quent, σ n’est pas supercuspidale.
Remarque 6.2. — Re´ciproquement, si σ n’est pas supercuspidale, il existe des repre´sentations
irre´ductibles supercuspidales σ1, . . . , σr telles que σ soit un sous-quotient de σ1× · · · × σr. Pour
chaque i ∈ {1, . . . , r}, on peut construire a` partir de κ et de σi un type simple maximal (Ji, λi)
de Gmi pour un entier mi > 1 convenable, de telle sorte que ρ soit un sous-quotient de :
ind
Gm1
J1
(λ1)× · · · × indGmrJ1 (λr) ≃ iα(indMJM(λM))
avec α = (m1, . . . ,mr), M = Mα et (JM, λM) = (J1 × · · · × Jr, λ1 ⊗ · · · ⊗ λr). A` ce stade, pour
prouver que ρ est supercuspidale, il nous faudrait un re´sultat analogue a` [15, Corollaire B.1.3].
Nous proce´dons diffe´remment ici (voir le lemme 6.8). L’analogue a` [15, Corollaire B.1.3] est
traite´ dans un travail en cours du second auteur avec S. Stevens.
Formons le foncteur Kn comme en (5.13). On rappelle (voir le paragraphe 3.3) que σ×· · ·×σ
(n fois) posse`de un unique sous-quotient irre´ductible non de´ge´ne´re´ st(σ, n), apparaissant avec
multiplicite´ 1. Compte tenu de (5.14), ceci justifie la de´finition suivante.
De´finition 6.3. — Pour tout entier n > 1, l’induite :
ρ× ρνρ × · · · × ρνn−1ρ
posse`de un unique sous-quotient irre´ductible π tel que Kn(π) admette le facteur st(σ, n) comme
sous-quotient. On le note St(ρ, n), et il apparaˆıt dans cette induite avec multiplicite´ 1.
On renvoie a` (5.9) pour la de´finition de l’entier e(ρ) associe´ a` ρ.
Proposition 6.4. — La repre´sentation St(ρ, n) est cuspidale si, et seulement si, n = 1 ou s’il
existe un entier r > 0 tel que n = e(ρ)ℓr.
De´monstration. — On suppose dans un premier temps que St(ρ, n) est cuspidale. C’est l’unique
sous-quotient irre´ductible de ρ× ρνρ × · · · × ρνn−1ρ tel que :
[st(σ, n)] 6 [Kn(St(ρ, n))].
Par hypothe`se de cuspidalite´ et d’apre`s la proposition 5.11, le membre de droite est une somme
de repre´sentations irre´ductibles cuspidales de GLm′n(k). On en de´duit que st(σ, n) est cuspidale,
ce qui implique, d’apre`s la proposition 3.7, que n = 1 ou qu’il existe un entier r > 0 tel que
n = e(σ)ℓr. La remarque 5.2 permet de conclure.
Inversement, on suppose qu’il existe r > 0 tel que n = e(ρ)ℓr, et on va montrer que St(ρ, n)
est cuspidale. En premier lieu, on remarque que st(σ, n) est cuspidale d’apre`s la proposition 3.7
et la remarque 5.2. On a la proprie´te´ suivante, qui nous sera utile par la suite.
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Lemme 6.5. — E´tant donne´s z ∈ R× et π ∈ Irr, on note πz la repre´sentation π tordue par le
caracte`re non ramifie´ valant z en un e´le´ment dont la norme re´duite est de valuation 1. Alors,
pour tout z ∈ R×, on a St(ρz, n) = St(ρ, n)z.
La suite de la preuve se fait en deux e´tapes.
Lemme 6.6. — Supposons que σ est supercuspidale. Alors St(ρ, n) est cuspidale.
De´monstration. — D’apre`s le lemme 6.1, ρ est supercuspidale. Quitte a` tordre ρ par un caracte`re
non ramifie´, on peut supposer que son caracte`re central est a` valeurs dans Fℓ, ce qui est justifie´
par le lemme 6.5. Dans ce cas, ρ est de´finie sur Fℓ, et il suffit de prouver le re´sultat lorsque R
est le corps Fℓ, ce qu’on suppose.
D’apre`s le the´ore`me 5.14, on rele`ve ρ en une Qℓ-repre´sentation irre´ductible cuspidale entie`re
ρ˜ en meˆme temps qu’on rele`ve (J, κ⊗ σ) en un type simple maximal (J, κ˜⊗ σ˜) contenu dans ρ˜.
Il correspond a` ce rele`vement (voir le paragraphe 5.3) une β-extension κ˜n et un foncteur :
K˜n : RQℓ(Gmn)→ RQℓ(G¯m′n).
Alors st(σ˜, n) est un sous-quotient de K˜n(St(ρ˜, n)). Comme il s’agit de repre´sentations d’un grou-
pe fini sur un corps de caracte´ristique 0, il y a une sous-repre´sentation ω˜ telle que K˜n(St(ρ˜, n))
soit la somme directe de st(σ˜, n) et ω˜. D’apre`s la proposition 3.8, il existe une structure entie`re
l1 de st(σ˜, n) telle que st(σ, n) soit une sous-repre´sentation de l1 ⊗ Fℓ. On choisit une structure
entie`re quelconque l2 de ω˜, et on pose l = l1 ⊕ l2, qui est une structure entie`re de K˜n(St(ρ˜, n)).
Comme dans [34, III.5.13], on prouve le re´sultat suivant.
Lemme 6.7. — Soit kn une structure entie`re de κ˜n. Il existe une structure entie`re v de St(ρ˜, n)
telle que HomJ1n(kn, v) = l.
Par exactitude, on en de´duit l’isomorphisme :
Kn(v⊗ Fℓ) ≃ l⊗ Fℓ
entre Fℓ-repre´sentations dont st(σ, n) est une sous-repre´sentation. Il existe donc un sous-quotient
irre´ductible π de v⊗ Fℓ tel que st(σ, n) soit une sous-repre´sentation de Kn(π), et il est cuspidal
car c’est une repre´sentation irre´ductible contenant le type simple maximal κn ⊗ st(σ, n). Par la
proprie´te´ d’unicite´ de St(ρ, n), on de´duit de ceci que π est isomorphe a` St(ρ, n).
Lemme 6.8. — Supposons que σ n’est pas supercuspidale. Alors ρ n’est pas supercuspidale et
St(ρ, n) est cuspidale.
De´monstration. — D’apre`s la proposition 3.7, il y a un t > 2 divisant m′ et une repre´sentation
irre´ductible supercuspidale σ0 de GLm′/t(k) tels que σ soit isomorphe a` st(σ0, t) et tels qu’on
ait t = e(σ0)ℓ
s pour un certain s > 0.
Si (J0, λ0) est un type simple maximal de Gm/t de la forme κ0⊗σ0, ou` κ0 est une β-extension
d’un transfert (voir [26, 2.2]) du caracte`re simple θ contenu dans κ, alors il lui correspond par le
proce´de´ de´crit dans [31, 5.2] (voir plus pre´cise´ment la proposition 5.4) un type simple (J′, κ′⊗σ′)
de G, ou` σ′ est une repre´sentation de´finie par inflation a` partir du produit tensoriel σ⊗t0 et ou` κ
′
est une β-extension d’un transfert de θ dans G. Choisissons κ0 de telle fac¸on que la β-extension
κ′ ainsi obtenue soit le transfert de la β-extension κ au sens de [26, 2.3.5].
Soit ρ0 une repre´sentation irre´ductible de Gm/t contenant le type simple maximal κ0 ⊗ σ0.
Comme σ0 est supercuspidale, le lemme 6.1 implique que ρ0 est supercuspidale et le lemme 6.6
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implique que St(ρ0, t) est cuspidale. Quitte a` tordre ρ0 par un caracte`re non ramifie´ de Gm/t,
on peut donc supposer que ρ et St(ρ0, t) sont isomorphes (voir le lemme 6.5). Ceci prouve en
particulier que ρ n’est pas supercuspidale.
Lemme 6.9. — Les repre´sentations St(ρ, n) et St(ρ0, tn) sont isomorphes.
De´monstration. — D’abord, ce sont toutes deux des facteurs irre´ductibles de :
ρ0 × ρ0νρ0 × · · · × ρ0νtn−1ρ0 .
Ensuite st(st(σ0, t), n) = st(σ0, tn) est un sous-quotient de Kn(St(ρ, n)), ce qui prouve le re´sultat
attendu.
Comme e(ρ) = ℓ, on a tn = e(ρ0)ℓ
s+r+1 et le lemme 6.6 applique´ a` ρ0 et tn implique que la
repre´sentation St(ρ, n) est cuspidale.
Ceci met fin a` la de´monstration de la proposition 6.4.
Si l’on re´capitule les lemmes 6.1 et 6.8, on a prouve´ au passage le re´sultat suivant.
Proposition 6.10. — Soit ρ une repre´sentation irre´ductible cuspidale et soit (J, κ⊗σ) un type
simple maximal contenu dans ρ. Alors ρ est supercuspidale si et seulement si σ est supercuspi-
dale.
Ceci permet de simplifier la formulation du the´ore`me 5.14.
The´ore`me 6.11. — Soit ρ une Fℓ-repre´sentation irre´ductible supercuspidale de Gm, m > 1.
Alors il y a une Qℓ-repre´sentation irre´ductible cuspidale entie`re ρ˜ de Gm telle que la re´duction
modulo ℓ de ρ˜ soit e´gale a` ρ.
Les constructions de types simples maximaux effectue´es dans la preuve de la proposition 6.4
permettent d’obtenir le corollaire suivant.
Corollaire 6.12. — Soient ρ une repre´sentation irre´ductible cuspidale et r > 0 un entier. On
pose ρr = St(ρ, e(ρ)ℓ
r). On a :
n(ρr) = n(ρ)o(ρ), b(ρr) = b(ρ), s(ρr) = s(ρ), f(ρr) = f(ρ)e(ρ)ℓ
r, e(ρr) = ℓ.
De´monstration. — D’apre`s le paragraphe 3.3, st(σ, n) est l’unique sous-quotient irre´ductible non
de´ge´ne´re´ de σ × · · · × σ, dans laquelle il est de multiplicite´ 1. Pour γ ∈ Gal(k/kE), les repre´-
sentations st(σ, n) et st(σγ , n) sont donc isomorphes si et seulement si σ et σγ sont isomorphes.
On en de´duit que b(ρr) = b(ρ), puis que s(ρr) = s(ρ). L’e´galite´ f(ρr) = f(ρ)e(ρ)ℓ
r suit de la
de´finition de l’invariant f . On en de´duit o(ρr) = 1, donc e(ρr) = ℓ. L’e´galite´ n(ρr) = n(ρ)o(ρ)
suit de la formule (3.8) de [26].
On en de´duit aussi le re´sultat suivant, qui sera utile dans la section 8.
Corollaire 6.13. — Pour qu’il existe des caracte`res non ramifie´s χ1, . . . , χn de Gm tels que
l’induite ρχ1 × · · · × ρχn posse`de un sous-quotient cuspidal, il faut et il suffit que n = 1 ou qu’il
existe un entier r > 0 tel que n = e(ρ)ℓr.
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De´monstration. — On suppose qu’il y a des caracte`res non ramifie´s χ1, . . . , χn de Gm tels que
ρχ1× · · · × ρχn posse`de un sous-quotient cuspidal π. D’apre`s la formule (5.14) et la proposition
5.11, Kn(π) est une repre´sentation de GLm′n(k) contenant un sous-quotient irre´ductible cuspidal
de σ×· · ·×σ. Il s’agit donc de st(σ, n), l’unique sous-quotient non de´ge´ne´re´ de cette induite, et n
a la forme annonce´e par la proposition 3.7. La re´ciproque est une conse´quence de la proposition
6.4.
On a maintenant le the´ore`me de classification suivant.
The´ore`me 6.14. — (1) L’application :
(6.1) (ρ, r) 7→ Str(ρ) = St(ρ, e(ρ)ℓr)
de´finit une surjection de S×N sur l’ensemble des classes de repre´sentations irre´ductibles cuspi-
dales non supercuspidales.
(2) Soient (ρ, r) et (ρ′, r′) deus couples de S× N. Alors Str(ρ) et Str′(ρ′) sont isomorphes si
et seulement si r = r′ et Zρ = Zρ′.
Remarque 6.15. — Avec la proposition 6.4, la partie 1 de ce the´ore`me ge´ne´ralise les assertions
1 et 2 de [34, III.5.14] au cas ou` D n’est pas ne´cessairement commutative. La partie 2 est nou-
velle.
De´monstration. — Pour prouver la surjectivite´, il suffit d’appliquer la proposition 6.10 puis les
lemmes 6.8 et 6.9 avec n = 1.
Soient maintenant (ρ, r) et (ρ′, r′) dans S × N tels que Str(ρ) et Str′(ρ′) soient isomorphes.
D’abord ρ et ρ′ ont la meˆme endo-classe d’apre`s [26, Corollaire 5.10], ce dont on de´duit que ρ et
ρ′ contiennent des types simples maximaux de la forme κ0⊗σ0 et κ0⊗σ′0 respectivement, ou` σ0
et σ′0 sont des repre´sentations irre´ductibles supercuspidales du meˆme groupe fini. En appliquant
le foncteur Kn, on en de´duit que st(σ
′
0, r
′) et st(σ0, r) sont conjugue´es sous Gal(k/kE). On de´duit
de la proposition 3.7 que r = r′ et que σ0 et σ
′
0 sont Gal(k/kE)-conjugue´es, ce qui implique que
ρ et ρ′ sont inertiellement e´quivalentes.
Soit maintenant Xρ le groupe des caracte`res non ramifie´s χ de Gm tels que [ρχ] ∈ Zρ. C’est
un groupe cyclique contenant le sous-groupe des caracte`res non ramifie´s stabilisant [ρ]. D’apre`s
le lemme 5.3, il de´crit dans la classe inertielle de ρ une orbite de cardinal o(ρ). L’ordre de Xρ
est donc e´gal a` n(ρ)o(ρ), qui est aussi, d’apre`s le corollaire 6.12, l’ordre du sous-groupe des
caracte`res non ramifie´s stabilisant la classe d’isomorphisme de Str(ρ). Compte tenu du lemme
6.5, un caracte`re non ramifie´ χ de Gm ve´rifie donc Str(ρχ) ≃ Str(ρ) si et seulement si [ρχ] ∈ Zρ.
Ceci met fin a` la de´monstration du the´ore`me 6.14.
Remarque 6.16. — Si ρ est cuspidale non supercuspidale, alors o(ρ) = 1 et e(ρ) = ℓ.
6.2. Unicite´ du support supercuspidal a` inertie pre`s
Soient m > 1 un entier et G = Gm.
Proposition 6.17. — Soient (M, ̺) et (M′, ̺′) des paires supercuspidales de G, et soient P et
P′ des sous-groupes paraboliques de G de facteurs de Levi respectifs M et M′. On suppose que
iGP (̺) et i
G
P′(̺
′) ont un sous-quotient irre´ductible en commun. Alors les paires (M, ̺) et (M′, ̺′)
sont inertiellement e´quivalentes.
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De´monstration. — On peut supposer que les sous-groupes de Levi sont standards, c’est-a`-dire
que M = Mα et M
′ = Mα′ ou` α et α
′ sont chacunes des familles d’entiers de somme m, et on
e´crit ̺ = ρ1 ⊗ · · · ⊗ ρn et ̺′ = ρ′1 ⊗ · · · ⊗ ρ′n′ . Soit π un sous-quotient irre´ductible commun.
En fixant une famille d’entiers γ de somme m telle que rγ(π) soit cuspidale et en appliquant
le lemme ge´ome´trique, on se rame`ne au cas ou` π est cuspidale. En raisonnant comme dans la
preuve du lemme 6.1, on voit que ρ1, . . . , ρn sont inertiellement e´quivalentes et ont toutes la
meˆme endo-classe que π. D’apre`s la proposition 5.12, dont on reprend les notations, on a :
K(ρ1 × · · · × ρn) =
⊕
(i1,...,in)
σφ
i1
1 × · · · × σφ
in
n
et on peut meˆme supposer que σ1 = · · · = σn = σ car ρ1, . . . , ρn sont inertiellement e´quivalentes.
De fac¸on analogue, ρ′1, . . . , ρ
′
n′ sont inertiellement e´quivalentes et ont toutes la meˆme endo-classe
que π, et on a :
K(ρ′1 × · · · × ρ′n′) =
⊕
(i′1,...,i
′
n′
)
σ′φ
i′1 × · · · × σ′φi
′
n′
ou` chaque ρ′j contient un type simple maximal de la forme (J
′, κ′⊗σ′). Il existe donc des entiers
i1, . . . , in et i
′
1, . . . , i
′
n′ tels que :
σφ
i1 × · · · × σφin et σ′φi
′
1 × · · · × σ′φi
′
n′
ont un sous-quotient irre´ductible en commun. D’apre`s la proposition 6.10, les repre´sentations
σ et σ′ sont supercuspidales. De l’unicite´ du support supercuspidal pour les repre´sentations
irre´ductibles de G¯ (voir le paragraphe 3.1) on de´duit que n = n′ et que :
[σφ
i1
]+ · · ·+ [σφin ] = [σ′φi
′
1 ]+ · · ·+ [σ′φi
′
n ].
Quitte a` re´ordonner ρ1, . . . , ρn (c’est-a`-dire, a` conjuguer ̺), on peut supposer que :
[σφ
ij
] = [σ′φ
i′j
], j = 1, . . . , n.
Puisque σ et σ′ ont meˆme degre´ et que ρj et ρ
′
j ont la meˆme endo-classe, on a deg(ρj) = deg(ρ
′
j).
On de´duit de [26, Corollaire 5.5] que ρj et ρ
′
j sont inertiellement e´quivalentes. Ainsi les paires
supercuspidales (M, ̺) et (M′, ̺′) sont inertiellement e´quivalentes.
A` l’aide de la proposition 6.17, on prouve une variante inertielle du the´ore`me 5.8. On utilise
les notations du paragraphe 2.1.3. Si ρ est une repre´sentation irre´ductible cuspidale, on note Ωρ
sa classe d’inertie.
The´ore`me 6.18. — Soit r > 1 un entier et soient ρ1, . . . , ρr des repre´sentations irre´ductibles
supercuspidales deux a` deux non inertiellement e´quivalentes. Pour chaque entier i ∈ {1, . . . , r},
soit une classe inertielle Ωi ⊆ N(Ωρi) de Gmi , mi > 1, et soit Ω la classe inertielle de Gm, avec
m = m1 + · · · +mr, de´finie par Ω1, . . . ,Ωr.
(1) Pour chaque entier i ∈ {1, . . . , r}, soit πi ∈ Irr(Ωi) une repre´sentation irre´ductible. Alors
l’induite π1 × · · · × πr est irre´ductible.
(2) L’application :
(π1, . . . , πr)→ π1 × · · · × πr
induit une bijection de Irr(Ω1)× · · · × Irr(Ωr) dans Irr(Ω).
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De´monstration. — De´composons chaque repre´sentation πi sous la forme πi = πi,1 × πi,2 × . . .
donne´e par le the´ore`me 5.8. Supposons qu’il existe deux couples (i, j) 6= (i′, j′) tels qu’un terme
[ρi,j] de cusp(πi,j) soit inertiellement ine´quivalent a` un terme [ρi′,j′] de cusp(πi′,j′). Alors on
a i 6= i′. En appliquant un foncteur de Jacquet convenable, on fait apparaˆıtre que ρi,j est un
sous-quotient irre´ductible d’une induite d’un e´le´ment de N(Ωρi) et que ρi′,j′ est un sous-quotient
irre´ductible d’une induite d’un e´le´ment de N(Ωρi′ ). D’apre`s la proposition 6.17, cela entraˆıne que
ρi et ρi′ sont inertiellement e´quivalentes, ce qui donne une contradiction puisque i 6= i′. Le point
(1) est alors une conse´quence du the´ore`me 5.8(1). Le point (2) s’obtient par un appauvrissement
du the´ore`me 5.8(2).
7. La the´orie des segments
Dans cette section, on de´finit la notion de segment (§7.1), puis on associe a` tout segment deux
repre´sentations irre´ductibles, dont on e´tudie les proprie´te´s (§7.2). On montre ensuite (the´ore`me
7.24) que la repre´sentation induite a` partir de repre´sentations associe´es a` des segments non lie´s
(de´finition 7.3) est irre´ductible.
7.1. Segments
Soit un entier m > 1, et soit ρ une repre´sentation irre´ductible cuspidale de Gm.
De´finition 7.1. — Un segment est une suite finie de la forme :
(7.1) [a, b]ρ = (ρν
a
ρ , ρν
a+1
ρ , . . . , ρν
b
ρ),
ou` a, b ∈ Z sont des entiers tels que a 6 b.
Le segment [a, b]ρ peut eˆtre interpre´te´ comme la paire cuspidale :
(7.2) (M(m,...,m), ρν
a
ρ ⊗ ρνa+1ρ ⊗ · · · ⊗ ρνbρ),
ou` M(m,...,m) est le sous-groupe de Levi standard de Gm(b−a+1) correspondant a` la famille d’en-
tiers (m, . . . ,m).
De´finition 7.2. — Deux segments [a, b]ρ et [a
′, b′]ρ′ sont e´quivalents s’ils ont la meˆme longueur
n et si [ρνa+iρ ] = [ρ
′νa
′+i
ρ′ ] pour tout i ∈ {0, . . . , n− 1}.
Si c’est le cas, on voit que ρ′ est inertiellement e´quivalent a` ρ, ce qui implique νρ′ = νρ. Par
conse´quent, pour que deux segments soient e´quivalents, il suffit qu’ils aient la meˆme longueur et
que leurs extre´mite´s initiales ρνaρ et ρ
′νa
′
ρ′ soient isomorphes.
Si ∆ = [a, b]ρ est un segment, on pose :
n(∆) = b− a+ 1,(7.3)
deg(∆) = n(∆)m,(7.4)
supp(∆) = [ρνaρ ]+ [ρν
a+1
ρ ]+ · · · + [ρνbρ],(7.5)
qu’on appelle respectivement la longueur, le degre´ et le support de ∆. Celui-ci est e´gal a` la
classe de Gdeg(∆)-conjugaison de la paire cuspidale (7.2) associe´e a` ∆. On note aussi :
a(∆) = ρνaρ ,(7.6)
b(∆) = ρνbρ,(7.7)
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les extre´mite´s initiale et finale de ∆, et on note :
(7.8) ∆∨ = [−b,−a]ρ∨
le segment contragre´dient de ∆. Si a+ 1 6 b, on pose :
−∆ = [a+ 1, b]ρ ,(7.9)
∆− = [a, b− 1]ρ .(7.10)
Les de´finitions suivantes ge´ne´ralisent celles de Zelevinski [39, 4.1]. Remarquons qu’elles diffe`rent
de celles de Vigne´ras [34, V.3].
De´finition 7.3. — Soient ∆ = [a, b]ρ et ∆
′ = [a′, b′]ρ′ des segments.
(1) On dit que ∆ pre´ce`de ∆′ si l’on peut extraire de la suite :
(ρνaρ , . . . , ρν
b
ρ, ρ
′νa
′
ρ′ , . . . , ρ
′νb
′
ρ′)
une sous-suite qui soit un segment de longueur strictement supe´rieure a` n(∆) et n(∆′).
(2) On dit que ∆ et ∆′ sont lie´s si ∆ pre´ce`de ∆′ ou si ∆′ pre´ce`de ∆.
Ces conditions sont traduites en termes combinatoires en [28, Lemme 3.4 et Corollaire 3.6]
Remarque 7.4. — Soient ∆ et ∆′ des segments. Les proprie´te´s suivantes de´coulent directe-
ment des de´finitions :
(1) On suppose que ∆ et ∆′ ne sont pas lie´s, que n(∆) > n(∆′) et que b(∆) et b(∆′) ne sont
pas isomorphes. Alors b(∆) n’apparaˆıt pas dans ∆′. Cette proprie´te´ sera utilise´e dans la preuve
du the´ore`me 7.24.
(2) On suppose que ∆ et ∆′ ne sont pas lie´s et que n(∆) > n(∆′). Alors ∆ et −∆′ ne sont
pas lie´s. Cette proprie´te´ sera utilise´e dans la preuve de la proposition 7.27.
7.2. Repre´sentations associe´es a` un segment
Soit ρ une repre´sentation cuspidale de Gm, et soit ∆ = [a, b]ρ un segment. On pose :
(7.11) Π(∆) = ρνaρ × · · · × ρνbρ
et n = b− a+1. On renvoie aux notations du paragraphe 5.2. On pose G = Gmn et on note H
l’alge`bre de Hecke-Iwahori H(n, q(ρ)). D’apre`s la proposition 5.7, on a une bijection ξρ,n entre
Irr(Ωρ,n)
⋆ et l’ensemble des classes d’isomorphisme de H-modules simples. Compte tenu de la
de´finition du H-module I (a, b) en (4.7) et de [26, Corollaire 4.38], elle induit des bijections :
(1) entre sous-repre´sentations irre´ductibles de Π(∆) et sous-modules simples de I (a, b) ;
(2) entre quotients irre´ductibles de Π(∆) et quotients simples de I (a, b).
De ceci on tire la de´finition suivante, qui associe au segment ∆ deux repre´sentations irre´ductibles
Z(∆) et L(∆) de G (voir la de´finition 4.1 pour les notations).
De´finition 7.5. — (1) La repre´sentation Π(∆) posse`de une unique sous-repre´sentation ir-
re´ductible, note´e Z(∆), telle que ξρ,n(Z(∆)) soit le caracte`re Z (a, b).
(2) Π(∆) posse`de un unique quotient irre´ductible, note´ L(∆), tel que ξρ,n(L(∆)) soit le carac-
te`re L (a, b).
Remarque 7.6. — (1) Les repre´sentations Z(∆) et L(∆) peuvent eˆtre de multiplicite´ > 2
comme sous-quotients de Π(∆).
(2) Les repre´sentations Z(∆) et L(∆) sont cuspidales si et seulement si n(∆) = 1.
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(3) La proposition 7.17 donne, dans le cas ou` o(ρ) 6= 1, une de´finition de Z(∆) et de L(∆)
n’utilisant pas la the´orie des types, c’est-a`-dire n’utilisant pas ξρ,n.
Remarque 7.7. — On suppose que R est le corps des nombres complexes.
(1) La repre´sentation Z(∆) est la repre´sentation note´e de la meˆme fac¸on dans [33]. Si en
outre D = F, c’est la repre´sentation note´e 〈∆〉 dans [39] et [34].
(2) La repre´sentation L(∆) est la repre´sentation note´e de la meˆme fac¸on dans [33]. Si en
outre D = F, c’est la repre´sentation note´e 〈∆〉t dans [39].
Le re´sultat suivant sera utile au paragraphe 7.3.
Proposition 7.8. — Les repre´sentations Z(∆) et L(∆) sont isomorphes si et seulement si R
est de caracte´ristique non nulle ℓ et si q(ρ) et (−1)n sont congrus a` −1 modulo ℓ, c’est-a`-dire
que, ou bien q(ρ) est congru a` −1 modulo ℓ et n est impair, ou bien ℓ = 2.
De´monstration. — Ces repre´sentations sont isomorphes si et seulement si les caracte`res Z (a, b)
et L (a, b) sont e´gaux. Le re´sultat est une conse´quence de la de´finition 4.1.
Remarque 7.9. — A` noter que, dans ce cas, les repre´sentations Z(∆) et L(∆) sont isomorphes
mais pas force´ment e´gales comme sous-quotients de Π(∆).
Le re´sultat suivant est une conse´quence de la de´finition de Z(∆). Il sera utile au paragraphe
7.3 et dans la section 9.
Proposition 7.10. — Soit Φρ,n la bijection de´finie par (5.11). Alors on a :
Φρ,n(Z([a, b]ρ)) = Z([a, b]1F′× ).
On va maintenant calculer les modules de Jacquet des repre´sentations Z(∆) et L(∆). Pour c¸a,
on utilise les notations des paragraphes 3.1 et 3.3, auxquels on renvoie le lecteur. On rappelle
que Irr(Ωρ,n) est l’ensemble des classes de repre´sentations irre´ductibles qui sont sous-quotients
irre´ductibles d’une induite de la forme ρχ1 × · · · × ρχn, ou` χ1, . . . , χn sont des caracte`res non
ramifie´s de Gm. Compte tenu de (5.14), on introduit la de´finition suivante.
De´finition 7.11. — Pour tout π ∈ Irr(Ωρ,n), on note Sn(π) la plus grande sous-repre´sentation
de [Kn(π)] (dans le groupe de Grothendieck de GLm′n(k)) contenue dans [σ × · · · × σ].
Remarque 7.12. — Si D = F, alors Sn(π) est simplement la semisimplifie´e de Kn(π).
Ceci de´finit par line´arite´ un morphisme de Z-modules :
(7.12) Sn : Z(Irr(Ωρ,n))→ G (GLm′n(k)) ⊆ G .
Si α = (n1, . . . , nr) est une famille d’entiers > 1 de somme n, on de´finit Sα de fac¸on analogue a`
partir de Kα. On a les proprie´te´s suivantes.
Proposition 7.13. — (1) Si χ1, . . . , χn sont des caracte`res non ramifie´s de G, alors on a :
(7.13) Sn(ρχ1 × · · · × ρχn) = σ × · · · × σ
dans G .
(2) Si π1, . . . , πr sont des repre´sentations de Irr(Ωρ,n1), . . . , Irr(Ωρ,nr) respectivement, on a :
Sn(π1 × · · · × πr) = Sn1(π1)× · · · × Snr(πr)
dans G .
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(3) Si π est dans Irr(Ωρ,n), on a :
Sn(π)
N¯(m′n1,...,m′nr) = Sα(r(mn1,...,mnr)(π))
dans G (M¯(m′n1,...,m′nr)).
On commence par traiter le cas d’un sous-groupe parabolique minimal.
Lemme 7.14. — On a :
r(m,...,m) (Z([a, b]ρ)) = ρν
a
ρ ⊗ · · · ⊗ ρνbρ,(7.14)
r(m,...,m) (L([a, b]ρ)) = ρν
b
ρ ⊗ · · · ⊗ ρνaρ ,(7.15)
r−(m,...,m) (Z([a, b]ρ)) = ρν
b
ρ ⊗ · · · ⊗ ρνaρ ,(7.16)
r−(m,...,m) (L([a, b]ρ)) = ρν
a
ρ ⊗ · · · ⊗ ρνbρ.(7.17)
De´monstration. — Nous prouvons la premie`re assertion ; la seconde se prouve de fac¸on analogue
et les deux dernie`res se de´duisent des deux premie`res par conjugaison. On pose Z = Z([a, b]ρ).
Par re´ciprocite´ de Frobenius, on a un morphisme surjectif :
r(m,...,m)(Z)→ ρνaρ ⊗ · · · ⊗ ρνbρ.
D’apre`s le lemme ge´ome´trique et la de´finition de Z, le membre de gauche est compose´ de sous-
quotients irre´ductibles de la forme ρχ1⊗· · ·⊗ ρχn ou` χ1 . . . , χn sont des caracte`res non ramifie´s
de Gm. D’apre`s la proposition 5.11 par exemple, aucun de ces sous-quotients n’est annule´ par
le foncteur K(1,...,1). D’apre`s la proposition 5.13, on a :
(7.18) K(1,...,1)(r(m,...,m)(Z)) ≃ Kn(Z)N¯(m′,...,m′) .
D’apre`s (5.14), Kn(Z) est une sous-repre´sentation de :
(7.19) Kn(ρν
a
ρ × · · · × ρνbρ) ≃
⊕
(i1,...,in)
σφ
i1 × · · · × σφin ,
ou` i1, . . . , in varient entre 1 et b(ρ). Le membre de droite de (7.18) est donc une sous-repre´sen-
tation de la somme directe finie :
n! ·
⊕
(i1,...,in)
σφ
i1 ⊗ · · · ⊗ σφin ,
ou` n! est une multiplicite´. On en de´duit que :
(7.20) S(1,...,1)(r(m,...,m) (Z)) = Sn(Z)
N¯(m′,...,m′)
est une somme directe finie de copies de σ⊗ · · · ⊗σ. On utilise maintenant la R-alge`bre H(σ, n)
de´finie au paragraphe 3.3. D’apre`s [26, Proposition 5.17], le H(σ, n)-module :
HomG¯(σ × · · · × σ,Kn(Z)) ≃ HomM¯(m′,...,m′)(σ ⊗ · · · ⊗ σ,Kn(Z)
N¯(m′,...,m′))
est de dimension 1. On en de´duit que la repre´sentation (7.20) est isomorphe a` σ⊗· · ·⊗σ. Comme
(7.20) et r(m,...,m) (Z) ont la meˆme longueur, cette dernie`re est irre´ductible, donc isomorphe a`
ρνaρ ⊗ · · · ⊗ ρνbρ.
Remarque 7.15. — On en de´duit que Z(∆) est aussi un quotient de ρνbρ × · · · × ρνaρ et que
L(∆) est aussi une sous-repre´sentation de ρνbρ × · · · × ρνaρ .
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Proposition 7.16. — On a les proprie´te´s suivantes.
(1) Si k est un entier tel que a < k 6 b, alors :
r((k−a)m,(b−k+1)m)(Z([a, b]ρ)) = Z([a, k − 1]ρ)⊗ Z([k, b]ρ),
r((b−k+1)m,(k−a)m)(L([a, b]ρ)) = L([k, b]ρ)⊗ L([a, k − 1]ρ).
(2) Si k est un entier tel que a < k 6 b, alors :
r−((b−k+1)m,(k−a)m)(Z([a, b]ρ)) = Z([k, b]ρ)⊗ Z([a, k − 1]ρ),
r−((k−a)m,(b−k+1)m)(L([a, b]ρ)) = L([a, k − 1]ρ)⊗ L([k, b]ρ).
De´monstration. — D’apre`s [26, Propositions 4.5 et 4.20], la bijection ξρ,n induit une bijection
entre sous-repre´sentations irre´ductibles de Z([a, k−1]ρ)×Z([k, b]ρ) et sous-modules irre´ductibles
de :
(7.21) HomH((k−a)m,(b−k+1)m)(H,Z (a, k − 1)⊗Z (k, b))
avec les notations du paragraphe 4.2. Comme Z (a, b) est un sous-module de (7.21), on en de´duit
que Z([a, b]ρ) est une sous-repre´sentation de Z([a, k − 1]ρ) × Z([k, b]ρ). Par adjonction, on en
de´duit un morphisme surjectif :
r((k−a)m,(b−k+1)m)(Z([a, b]ρ))→ Z ([a, k − 1]ρ)⊗ Z ([k, b]ρ) .
Posons r = r((k−a)m,(b−k+1)m) pour alle´ger les notations et supposons que le membre de gauche
ci-dessus ne soit pas irre´ductible. Il contient un autre sous-quotient irre´ductible Y, qu’on peut
supposer eˆtre une sous-repre´sentation ou un quotient. Supposons que Y soit un quotient, l’autre
cas se traitant de fac¸on analogue. On fixe une paire cuspidale (M′, ̺′) du sous-groupe de Levi
M = M((k−a)m,(b−k+1)m) et un sous-groupe parabolique P
′ de M de facteur de Levi M′ tels que
Y soit une sous-repre´sentation de iMP′(̺
′). On suppose que M′ est standard. Alors :
HomM(r(Z[a, b]ρ), i
M
P′(̺
′)) 6= 0.
On en de´duit que le support cuspidal de Z[a, b]ρ est la classe de G-conjugaison de (M
′, ̺′). Par
conse´quent, on a M′ = M(m,...,m) et ̺
′ est G-conjugue´e a` ρνaρ ⊗ · · · ⊗ ρνbρ, ce qui contredit le fait
que, d’apre`s le lemme 7.14, on a r(m,...,m)(Y) = 0.
Dans le cas ou` o(ρ) 6= 1, c’est-a`-dire quand q(ρ) n’est pas congru a` 1 modulo ℓ, les repre´sen-
tations Z(∆) et L(∆) peuvent eˆtre de´finies par re´currence sur la longueur de ∆.
Proposition 7.17. — On suppose que o(ρ) 6= 1 et que b− a > 1.
(1) Z([a, b]ρ) est l’unique sous-repre´sentation irre´ductible de Z([a, b− 1]ρ)× ρνbρ.
(2) Z([a, b]ρ) est l’unique quotient irre´ductible de Z([a+ 1, b]ρ)× ρνaρ .
(3) L([a, b]ρ) est l’unique quotient irre´ductible de L([a, b− 1]ρ)× ρνbρ.
(4) L([a, b]ρ) est l’unique sous-repre´sentation irre´ductible de L([a+ 1, b]ρ)× ρνaρ .
De´monstration. — On prouve la premie`re assertion, les autres se prouvant de fac¸on analogue.
On pose n = b− a+ 1 et r = r((n−1)m,m). Compte tenu de la proposition 7.16, on a :
[r(Z([a, b − 1]ρ)× ρνbρ)] = [Z([a, b− 1]ρ)⊗ ρνbρ]+ [(Z([a, b − 2]ρ)× ρνbρ)⊗ ρνb−1ρ ].
Si n = 2, on interpre`te Z([a, b − 2]ρ) comme la repre´sentation (triviale) du groupe trivial G0.
Comme o(ρ) 6= 1, les repre´sentations ρνbρ et ρνb−1ρ ne sont pas isomorphes : le sous-quotient
38 ALBERTO MI´NGUEZ & VINCENT SE´CHERRE
irre´ductible Z([a, b− 1]ρ)⊗ ρνbρ est donc de multiplicite´ 1 dans le membre de gauche. Le re´sultat
se de´duit alors du lemme 2.4.
Remarque 7.18. — Cette proposition permet de de´finir, dans le cas ou` o(ρ) 6= 1, les repre´sen-
tations Z([a, b]ρ) et L([a, b]ρ) par re´currence, sans faire recours a` la the´orie de types.
La proposition suivante de´crit le comportement de ∆ 7→ Z(∆) et ∆ 7→ L(∆) par passage a` la
contragre´diente (voir (7.8) pour la de´finition de la notation ∆∨).
Proposition 7.19. — On a Z(∆∨) ≃ Z(∆)∨ et L(∆∨) ≃ L(∆)∨.
De´monstration. — Nous proposons deux preuves de ce re´sultat, la premie`re ne fonctionnant que
dans le cas ou` o(ρ) 6= 1.
On suppose d’abord que o(ρ) 6= 1 et on prouve le re´sultat par re´currence sur n = b−a+1, le cas
n = 1 e´tant imme´diat. On suppose que n > 2 et on utilise les notations (7.9) et (7.10). D’apre`s
la proposition 7.17, l’induite Z(∆−) × ρνbρ admet Z(∆) pour sous-repre´sentation irre´ductible,
donc Z(∆−)∨ × ρ∨ν−bρ admet Z(∆)∨ pour quotient irre´ductible. Par hypothe`se de re´currence,
Z(∆−)∨ et Z((∆−)∨) sont isomorphes. Comme (∆−)∨ est e´gal a` −(∆∨) et d’apre`s la proposition
7.17(2), le quotient irre´ductible Z(∆)∨ est isomorphe a` Z(∆∨). Le cas de L(∆) se traite de fac¸on
analogue.
Voici maintenant une preuve fonctionnant sans hypothe`se sur o(ρ), s’appuyant sur [19]. Il
s’agit de prouver que la repre´sentation Z(∆)∨ posse`de les deux proprie´te´s de la de´finition 7.5
qui caracte´risent Z(∆∨). D’abord, d’apre`s la remarque 7.15 et par passage a` la contragre´diente,
Z(∆)∨ est une sous-repre´sentation irre´ductible de Π(∆∨). Ensuite, si (J, λ) est le type simple
maximal contenu dans ρ fixe´ au paragraphe 5.2, alors le type simple maximal (J, λ∨) est contenu
dans la contragre´diente ρ∨ (voir [19, The´ore`me 4.1] applique´ au type simple (J, λ)). On a ainsi
une bijection ξρ∨,n entre Irr(Ωρ∨,n)
⋆ et l’ensemble des classes de H-modules simples, et il faut
ve´rifier que Z(∆)∨ correspond au caracte`re Z (−b,−a) par cette bijection. D’apre`s [26, 4.4], il
y a un type simple (K,W) de G tel que :
(1) l’induite compacte indGK(W) est isomorphe a` ind
Gm
J (λ)× · · · × indGmJ (λ) (n fois) ;
(2) pour toute repre´sentation V dans Irr(Ωρ,n)
⋆, son image ξρ,n(V) est HomK(W,V) conside´re´
comme un H-module graˆce a` la proposition 5.4 ;
(3) de fac¸on analogue, si V est une repre´sentation dans Irr(Ωρ∨,n)
⋆, alors son image ξρ∨,n(V)
est HomK(W
∨,V) conside´re´ comme un H-module.
La repre´sentation Z(∆)∨ est dans Irr(Ωρ∨,n)
⋆. D’apre`s (3) ci-dessus et d’apre`s [19, The´ore`me 4.1]
applique´ au type simple (K,W), le H-module ξρ∨,n(Z(∆)
∨) est le dual de ξρ,n(Z(∆)) = Z (a, b),
c’est-a`-dire Z (−b,−a) comme voulu. On en de´duit donc que Z(∆∨) ≃ Z(∆)∨. La preuve pour
L(∆∨) est similaire.
Remarque 7.20. — A` noter que Π(∆)∨ n’est pas isomorphe a` Π(∆∨) en ge´ne´ral.
Pour finir ce paragraphe, on prouve le re´sultat suivant (voir (3.3) pour la de´finition de l(σ, n)).
Proposition 7.21. — Soit ∆ = [a, b]ρ un segment de longueur n.
(1) On a Sn(Z([a, b]ρ)) = z(σ, n).
(2) On a Sn(L([a, b]ρ)) = l(σ, n).
(3) On a Sn(L([a, b]ρ)) = st(σ, n) si et seulement si n < e(ρ).
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De´monstration. — On proce`de par re´currence sur n. On pose Z = Z([a, b]ρ). On sait que z(σ, n)
est un sous-quotient de Sn(Z). Supposons que Sn(Z) n’est pas irre´ductible : elle contient donc
un autre facteur irre´ductible, note´ v. Soit un entier k ∈ {1, . . . , n− 1}, soit α = (km, (n− k)m)
et posons N¯ = N¯α et M¯ = M¯α. D’apre`s la proposition 7.16, on a :
rα(Z) = Z([a, c]ρ)⊗ Z([c+ 1, b]),
avec c = a+ k − 1. Par hypothe`se de re´currence, on a :
S(k,n−k)(rα(Z)) = z(σ, k) ⊗ z(σ, n − k),
qui est aussi e´gal a` Sn(Z)
N¯ d’apre`s la proposition 7.13.
Lemme 7.22. — On a [z(σ, n)N¯] > [z(σ, k) ⊗ z(σ, n − k)].
De´monstration. — Notons σ×n l’induite σ × · · · × σ ou` σ apparaˆıt n fois. Par de´finition de la
repre´sentation z(σ, n), on a :
HomG¯(σ
×n, z(σ, n)) ≃ HomM¯(σ×k ⊗ σ×(n−k), z(σ, n)N¯)
qui est de dimension 1, isomorphe au caracte`re trivial de H(σ, k)⊗H(σ, n−k) conside´re´ comme
sous-alge`bre de H(σ, n).
Comme Sn(Z)
N¯ contient [z(σ, n)N¯] et [vN¯], on de´duit du lemme 7.22 d’une part que :
z(σ, n)N¯ = z(σ, k) ⊗ z(σ, n − k)
et d’autre part que vN¯ = 0, et ce pour tout k. On en de´duit que v est cuspidale, et donc de la
forme st(σ, n) avec n = 1 ou n = e(σ)ℓr. Par conse´quent, Z = St(ρ, n) d’apre`s la de´finition 6.3.
Mais pour ces valeurs de n, la repre´sentation St(ρ, n) est cuspidale d’apre`s la proposition 6.4.
Comme Z ne peut pas eˆtre cuspidale a` moins que n = 1, on obtient une contradiction.
L’assertion (2) se de´montre de fac¸on analogue. Pour prouver l’assertion (3), il suffit de prouver
que st(σ, n) correspond au caracte`re signe de H(σ, n) si et seulement si on a n < e(σ), ce qui est
donne´ par la proposition 3.9.
Remarque 7.23. — On renvoie a` la remarque 8.14 pour une pre´cision supple´mentaire.
7.3. Crite`re d’irre´ductibilite´ pour un produit de segments non lie´s
Le but de cette section est de montrer le the´ore`me suivant.
The´ore`me 7.24. — Soit un entier r > 1 et soient ∆1, . . . ,∆r des segments. Les conditions
suivantes sont e´quivalentes :
(1) Pour tous i, j ∈ {1, . . . , r} avec i 6= j, les segments ∆i et ∆j sont non lie´s.
(2) La repre´sentation Z(∆1)× · · · × Z(∆r) est irre´ductible.
(3) La repre´sentation L(∆1)× · · · × L(∆r) est irre´ductible.
Ce the´ore`me ge´ne´ralise [39, 4] et [33, Lemmas 2.5, 4.2] au cas modulaire. Il justifie le bien-
fonde´ de notre de´finition 7.3.
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7.3.1. E´tant donne´ un segment ∆ = [a, b]ρ, on note :
(7.22) 〈∆〉 = 〈a, b〉ρ
l’une des deux repre´sentations Z([a, b]ρ) ou L([−b,−a]ρ), et on pose :
(7.23) µρ =
{
νρ si 〈∆〉 = Z(∆) ;
ν−1ρ si 〈∆〉 = L([−b,−a]ρ).
La proposition suivante, qui synthe´tise les re´sultats de la proposition 7.16, montre l’utilite´ des
notations (7.22) et (7.23).
Proposition 7.25. — Soient ρ une repre´sentation irre´ductible cuspidale de Gm et ∆ = [a, b]ρ.
(1) Si k est un entier tel que a < k 6 b, on a :
r(k−a)m,(b−k+1)m (〈a, b〉ρ) = 〈a, k − 1〉ρ ⊗ 〈k, b〉ρ.
(2) Si k est un entier tel que a < k 6 b, on a :
r−(b−k+1)m,(k−a)m (〈a, b〉ρ) = 〈k, b〉ρ ⊗ 〈a, k − 1〉ρ.
(3) On a :
r(m,...,m) (〈∆〉) = ρµaρ ⊗ ρµa+1ρ ⊗ · · · ⊗ ρµbρ
et :
r−(m,...,m) (〈∆〉) = ρµbρ ⊗ ρµb−1ρ ⊗ · · · ⊗ ρµaρ.
(4) On a 〈∆∨〉 = 〈∆〉∨, c’est-a`-dire que 〈−b,−a〉ρ∨ = 〈a, b〉∨ρ .
Pour montrer le the´ore`me 7.24, il suffira donc de montrer le the´ore`me suivant.
The´ore`me 7.26. — Soit un entier r > 1 et soient ∆1, . . . ,∆r des segments. Alors :
〈∆1〉 × · · · × 〈∆r〉
est irre´ductible si et seulement si ∆i et ∆j sont non lie´s pour tous i, j ∈ {1, . . . , r} avec i 6= j.
On montre d’abord le re´sultat suivant.
Proposition 7.27. — Soient ∆ et ∆′ des segments non lie´s. Alors 〈∆〉× 〈∆′〉 est irre´ductible.
Remarque 7.28. — D’apre`s la proposition 2.2, cette proposition implique que, si ∆ et ∆′ sont
deux segments non lie´s, alors 〈∆〉 × 〈∆′〉 et 〈∆′〉 × 〈∆〉 sont isomorphes.
On e´crit ∆ et ∆′ respectivement sous la forme [a, b]ρ et [a
′, b′]ρ′ , ou` ρ et ρ
′ sont irre´ductibles
cuspidales. On note n = b− a+1 et n′ = b′− a′+1. On fait d’abord quelques re´ductions : elles
ne sont pas ne´cessaires dans notre preuve mais permettent de simplifier les notations.
R1 D’apre`s la proposition 2.2, on peut supposer que n 6 n′.
R2 D’apre`s la proposition 5.9, et quitte a` modifier a, b, a′ et b′, on peut supposer que ρ et ρ′
sont isomorphes.
R3 Quitte a` tordre ρ par un caracte`re non ramifie´, on peut supposer que a = 0.
R4 Par la me´thode du changement de groupe (voir la proposition 7.10 et [26, 4.4]), on peut
supposer que ρ est le caracte`re trivial de F×, que l’on notera 〈0〉.
Aussi peut-on supposer que ∆ = [0, b] et ∆′ = [a′, b′] avec b+ a′ 6 b′.
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Remarque 7.29. — Si R est de caracte´ristique non nulle ℓ, on note e l’ordre de q dans F×ℓ .
Puisque ∆ et ∆′ ne sont pas lie´s et que n 6 n′, on a n 6 e− 1, ce qui implique qu’on a e > 2. Si
R est de caracte´ristique nulle, on convient que e est infini et une congruence de la forme a ≡ a′
mod e voudra juste dire que a = a′.
Nous utilisons la me´thode des foncteurs de Jacquet et le lemme 2.5. Malheureusement, nous
ne pouvons e´viter de traiter plusieurs cas en petite dimension (ou` les foncteurs de Jacquet ne
sont pas de grande aide). On distingue les cas suivants :
1. n = n′ = 1.
2. e > 3 et n = 1.
3. e > 3 et n, n′ > 2.
4. e = 2 et n′ = 3.
5. e = 2 et n′ > 4.
On remarque que, dans les deux derniers cas, on a n = 1. Dans le cas ou` n = n′ = 1, la propo-
sition est une conse´quence de [26, Proposition 4.35]. On passe maintenant aux cas suivants.
7.3.2. On suppose que e > 3 et n = 1. On proce`de par re´currence sur n′, le cas n′ = 1 e´tant
de´ja` prouve´. Remarquons que l’hypothe`se sur ∆ et ∆′ se traduit par a′ 6≡ 1 mod e et b′ 6≡ −1
mod e. Il faut encore diffe´rencier les sept cas suivants :
2.1. ∆′ = [0, 1].
2.2. b′ 6≡ −1, 0, 1 mod e.
2.3. a′ = 0, b′ ≡ 0, 1 mod e et n′ > 3.
2.4. a′ = −1 et b′ ≡ 1 mod e.
2.1′. ∆′ = [−1, 0].
2.2′. a′ 6≡ −1, 0, 1 mod e.
2.3′. b′ = 0, a′ ≡ 0,−1 mod e et n′ > 3.
Les cas 2.1′, 2.2′ et 2.3′ de´coulent respectivement des cas 2.1, 2.2 et 2.3 par passage a` la contra-
gre´diente (ce que nous pouvons faire puisque e 6= 1). Traitons les cas 2.1, 2.2, 2.3 et 2.4.
Lemme 7.30. — L’induite 〈0〉 × 〈0, 1〉 est irre´ductible.
De´monstration. — Comme dans Rogawski [30], ce cas est particulier et il faut le traiter a` part.
On pose M = M(1,2) et on note χ le caracte`re forme´ des vecteurs de 〈0, 1〉 qui sont invariants
par le sous-groupe d’Iwahori de GL2(F) (il s’agit donc de Z (0, 1) ou de L (0, 1) selon les cas).
D’apre`s [26, Proposition 4.13], l’induite est irre´ductible si et seulement si HomHM(H, 1⊗χ) est
irre´ductible. L’irre´ductibilite´ de ce H-module se montre comme dans [30, Lemma 5.1].
Traitons le cas 2.2. D’apre`s la proposition 7.25(1), la repre´sentation 〈0〉×〈a′, b′〉 est une sous-
repre´sentation de 〈0〉×〈a′, b′−1〉×〈b′〉. Par hypothe`se de re´currence (puisqu’on a b′ 6≡ 0 mod e)
et d’apre`s la remarque 7.28, celle-ci est isomorphe a` π1 × π2, ou` l’on a pose´ π1 = 〈a′, b′ − 1〉 et
π2 = 〈0〉× 〈b′〉 (remarquons que π2 est irre´ductible par hypothe`se de re´currence puisque b′ 6≡ ±1
mod e). De meˆme, par la proposition 7.25(2), c’est un quotient de π2 × π1. D’apre`s le lemme
ge´ome´trique, on a :
[r(n′−1,2)(π1 × π2)] = 〈a′, b′ − 1〉 ⊗ (〈0〉 × 〈b′〉) + (〈a′, b′ − 2〉 × 〈0〉) ⊗ (〈b′ − 1〉 × 〈b′〉)
+ (〈a′, b′ − 2〉 × 〈b′〉)⊗ (〈b′ − 1〉 × 〈0〉)
+ (〈a′, b′ − 3〉 × 〈b′〉 × 〈0〉) ⊗ 〈b′ − 2, b′ − 1〉
et donc la repre´sentation π1⊗π2 apparaˆıt avec multiplicite´ 1 dans r(n′−1,2)(π1×π2). On de´duit
du lemme 2.5 que 〈0〉 × 〈a′, b′〉 est irre´ductible.
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Le cas 2.3 se montre comme le cas pre´ce´dent en utilisant π1 = 〈0〉 × 〈0, 1〉 et π2 = 〈2, b〉.
Traitons enfin le cas 2.4. D’apre`s le lemme 2.4, la repre´sentation 〈0〉 × 〈−1, b′〉 a une unique
sous-repre´sentation irre´ductible π et un unique quotient irre´ductible π′. De plus, π et π′ appa-
raissent avec multiplicite´ 1 dans 〈0〉 × 〈−1, b′〉. Pour prouver que cette induite est irre´ductible,
il suffit donc de montrer que π et π′ sont isomorphes. On pose α = (1, . . . , 1). Le module de
Jacquet rα(〈0〉 × 〈−1, b′〉) contient comme sous-quotient la repre´sentation :
τ = 〈−1〉 ⊗ 〈0〉 ⊗ 〈0〉 ⊗ 〈1〉 ⊗ 〈2〉 ⊗ · · · ⊗ 〈b′〉
avec multiplicite´ 2. Montrons que, de meˆme, rα(π) contient comme sous-quotient τ avec mul-
tiplicite´ 2. La repre´sentation π e´tant une sous-repre´sentation de 〈0〉 × 〈−1, b′〉, elle est aussi,
par la proposition 7.25(1), une sous-repre´sentation de 〈0〉 × 〈−1, 0〉 × 〈1, b′〉. Par re´ciprocite´ de
Frobenius on trouve donc :
Hom
(
r(3,b′)(π), (〈0〉 × 〈−1, 0〉) ⊗ 〈1, b′〉
) 6= {0}.
La repre´sentation (〈0〉 × 〈−1, 0〉) ⊗ 〈1, b′〉, d’apre`s le cas 2.1′ ci-dessus, est irre´ductible. On a
donc :
rα
(
(〈0〉 × 〈−1, 0〉) ⊗ 〈1, b′〉) 6 rα(π).
D’apre`s le lemme ge´ome´trique, τ apparaˆıt dans rα ((〈0〉 × 〈−1, 0〉) ⊗ 〈1, b′〉) avec multiplicite´ 2.
On en de´duit donc que τ apparaˆıt avec multiplicite´ 2 dans rα(π). De fac¸on analogue, τ apparaˆıt
avec multiplicite´ 2 dans rα(π
′). Puisque π et π′ sont deux sous-quotients de 〈0〉 × 〈−1, b′〉 et
que τ apparaˆıt aussi avec multiplicite´ 2 dans rα(〈0〉 × 〈−1, b′〉), on en de´duit que π et π′ sont
isomorphes.
7.3.3. On suppose que e > 3 et n, n′ > 2. La preuve se fait par re´currence sur nn′.
On commence par traiter le cas particulier ou` a′ ≡ 0 mod e. D’apre`s la proposition 7.25(1),
la repre´sentation 〈∆〉 × 〈∆′〉 se plonge dans 〈0〉 × 〈−∆〉 × 〈∆′〉. Par hypothe`se de re´currence et
d’apre`s les remarques 7.4(2) et 7.28, cette dernie`re est isomorphe a` l’induite 〈0〉×〈∆′〉×〈−∆〉 qui
est, toujours d’apre`s la proposition 7.25(1), une sous repre´sentation de 〈0〉× 〈0〉× 〈−∆′〉× 〈−∆〉.
De fac¸on analogue, on montre que 〈∆〉 × 〈∆′〉 est un quotient de 〈−∆′〉 × 〈−∆〉 × 〈0〉 × 〈0〉.
Les repre´sentations 〈0〉 × 〈0〉 et 〈−∆′〉 × 〈−∆〉 sont irre´ductibles par hypothe`se de re´currence.
D’apre`s le lemme ge´ome´trique, on a :
[r(2,n+n′−2)(〈0〉 × 〈0〉 × 〈−∆′〉 × 〈−∆〉)] = (〈0〉 × 〈0〉)⊗ (
〈
−∆′
〉× 〈−∆〉)
+ 2 · (〈0〉 × 〈1〉)⊗ (〈0〉 × 〈−−∆′〉× 〈−∆〉)
+ 2 · (〈0〉 × 〈1〉)⊗ (〈0〉 × 〈−∆′〉× 〈−−∆〉)
+ (〈1〉 × 〈1〉)⊗ (〈0〉 × 〈0〉 × 〈−∆′〉× 〈−∆〉)
donc ce module de Jacquet contient (〈0〉 × 〈0〉) ⊗ (〈−∆′〉 × 〈−∆〉) avec multiplicite´ 1. Donc la
repre´sentation 〈∆〉 × 〈∆′〉 est irre´ductible d’apre`s le lemme 2.5.
On traite maintenant le cas ge´ne´ral. D’apre`s le paragraphe pre´ce´dent, on peut supposer, quitte
a` passer a` la contragre´diente, que a′ 6≡ 0 mod e. Alors 〈a′, b′〉×〈0, b〉 est une sous-repre´sentation
de :
(7.24)
〈
a′, b′
〉× 〈0〉 × 〈1, b〉 .
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Comme on a suppose´ que n 6 n′, les segments [a′, b′] et [0] ne sont pas lie´s et donc (7.24) est
isomorphe, par hypothe`se de re´currence, a` :
〈0〉 × 〈a′, b′〉× 〈1, b〉 .
D’apre`s la remarque 7.4(2), les segments [a′, b′] et [1, b] ne sont pas lie´s. Par hypothe`se de
re´currence, la repre´sentation 〈a′, b′〉× 〈1, b〉 est donc irre´ductible. On conclut comme dans le cas
2.2 traite´ plus haut, avec π1 = 〈0〉 et π2 = 〈a′, b′〉 × 〈1, b〉.
7.3.4. On suppose ici que e = 2 (ce qui implique, e´tant donne´ que n 6 n′, que n = 1).
Lemme 7.31. — L’induite 〈0〉 × 〈0, 1, 2〉 est irre´ductible.
De´monstration. — La repre´sentation Π = 〈0, 1, 2〉×〈0〉 se plonge dans 〈0, 1〉×〈0〉×〈0〉. D’apre`s
le lemme ge´ome´trique, 〈0, 1〉 ⊗ (〈0〉 × 〈0〉) est irre´ductible et apparaˆıt avec multiplicite´ 1 dans le
module de Jacquet r(2,2)(Π). D’apre`s le lemme 2.5, on en de´duit que Π posse`de une unique sous-
repre´sentation irre´ductible π. Par conse´quent, π∨ est l’unique quotient irre´ductible de Π∨ ≃ Π.
Si Π n’est pas irre´ductible, alors [Π] > [π]+ [π∨]. Remarquons que, d’apre`s la proposition 7.8,
les repre´sentations Z([0, 1, 2]) et L([0, 1, 2]) sont isomorphes parce que e = 2 et n′ est impair.
Appliquons le foncteur K4, qui n’est rien d’autre ici que le foncteur des invariants sous le
groupe 1 + pF ·M4(OF). Plus pre´cise´ment, on va utiliser l’homomorphisme S4. On utilise aussi
la notation z(σ, µ) du paragraphe 3.3, ou` σ est ici le caracte`re trivial de k×F et ou` µ est une
partition. Pour alle´ger les notations, on omettra σ, de sorte qu’on notera simplement z(µ).
D’apre`s les propositions 7.13 et 7.21 et le the´ore`me 3.5, on a :
S4(Π) = z(3) × z(1) = z(3, 1) + k · z(4), k > 0.
Si l’on e´crit [Π] = [π] + [π∨] + [τ ], alors z(3, 1), qui est de multiplicite´ 1, ne peut apparaˆıtre
que dans S4(τ). Comme r(2,2)(Π) est de longueur 2, on a r(2,2)(τ) = {0}, ce qui implique que
r(2,2)(S4(τ)) = {0}. Mais r(2,2)(z(3, 1)) 6= {0} puisque r(1,1,1,1)(z(3, 1)) 6= {0}, ce qui donne une
contradiction.
On suppose maintenant que a′ = 0 et que b′ est pair et > 4. D’apre`s la proposition 7.25(1), la
repre´sentation 〈0〉× 〈∆′〉 est une sous-repre´sentation de 〈0〉× 〈0〉× 〈−∆′〉, laquelle, par le lemme
2.4, posse`de une unique sous-repre´sentation irre´ductible, note´e π, qui apparaˆıt avec multiplicite´ 1
dans 〈0〉×〈0〉×〈−∆′〉. On de´duit que π est l’unique sous-repre´sentation irre´ductible de 〈0〉×〈∆′〉
et y apparaˆıt avec multiplicite´ 1. De meˆme, on montre que 〈0〉×〈∆′〉 posse`de un unique quotient
irre´ductible, note´e π′, qui apparaˆıt avec multiplicite´ 1 dans 〈0〉 × ∆′. Pour prouver que cette
induite est irre´ductible, il suffit donc de montrer que π ≃ π′. Le module de Jacquet associe´ a` la
partition α = (1, 1, . . . , 1) de 〈0〉 × 〈∆′〉 contient comme sous-quotient la repre´sentation :
τ = 〈0〉 ⊗ 〈1〉 ⊗ 〈0〉 ⊗ 〈0〉 ⊗ 〈1〉 ⊗ 〈0〉 ⊗ · · · ⊗ 〈1〉 ⊗ 〈0〉
avec multiplicite´ 2. Montrons que, de meˆme, les modules de Jacquet rα(π) et rα(π
′) contiennent
τ comme sous-quotient avec multiplicite´ 2, ce qui prouvera que π ≃ π′. D’apre`s la proposition
7.25(1), la repre´sentation π est une sous-repre´sentation de l’induite 〈0〉 × 〈∆′1〉 × 〈∆′2〉, avec
∆′1 = [0, 1, 2] et ∆
′
2 = [3, b
′], donc par re´ciprocite´ de Frobenius on trouve que :
Hom(r(4,b′−2)(π), (〈0〉 ×
〈
∆′1
〉
)⊗ 〈∆′2〉) 6= {0}.
D’apre`s le lemme 7.31, la repre´sentation (〈0〉 × 〈∆′1〉)⊗ 〈∆′2〉 est irre´ductible donc :
[rα
(
(〈0〉 × 〈∆′1〉)⊗ 〈∆′2〉) ] 6 [rα(π)].
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Comme τ , d’apre`s le lemme ge´ome´trique, apparaˆıt avec multiplicite´ 2 dans le module de Jacquet
rα ((〈0〉 × 〈∆′1〉)⊗ 〈∆′2〉), on trouve que τ apparaˆıt avec multiplicite´ 2 dans rα(π). De la meˆme
fac¸on, on prouve que τ apparaˆıt avec multiplicite´ 2 dans rα(π
′).
Ceci met fin a` la de´monstration de la proposition 7.27.
7.3.5. On en de´duit le re´sultat suivant.
Corollaire 7.32. — Soient ∆1, . . . ,∆r des segments. Supposons que, pour tous 1 6 i, j 6 r
tels que i 6= j, les segments ∆i et ∆j soient non lie´s. Alors, la repre´sentation :
〈∆1〉 × · · · × 〈∆r〉
est irre´ductible.
De´monstration. — La preuve se fait par re´currence sur r, le cas r = 2 e´tant traite´ par la
proposition 7.27. Supposons donc que r > 3. Si ρiµ
ai
ρi ≃ ρjµ
aj
ρj et ρiµ
bi
ρi ≃ ρjµ
bj
ρj pour tous
1 6 i, j 6 r, alors la preuve est similaire au cas particulier traite´ dans le paragraphe 7.3.3.
Remarquons aussi que, par hypothe`se et d’apre`s la remarque 7.28, 〈∆1〉×· · ·×〈∆r〉 est isomorphe
a` la repre´sentation 〈∆σ(1)〉 × · · · × 〈∆σ(r)〉 pour toute permutation σ de l’ensemble {1, . . . , r}.
On note ∆i = [ai, bi]ρi et on suppose que n(∆1) > n(∆i) pour chaque i. Quitte a` passer
a` la contragre´diente, on peut donc supposer, d’apre`s la remarque 7.4(1), qu’il existe un entier
1 6 r1 < r tel que ρiµ
bi
ρi ≃ ρ1µb1ρ1 pour tout 1 6 i 6 r1 et ρ1µb1ρ1 /∈ supp(∆k) pour tout
r1 < k 6 r. Ainsi, par le lemme ge´ome´trique et par hypothe`se de re´currence, les repre´sentations
irre´ductibles :
〈∆1〉 × · · · × 〈∆r1〉 , 〈∆r1+1〉 × · · · × 〈∆r〉
satisfont aux conditions du lemme 2.8 avec :
β = (deg (∆1) + · · · + deg (∆r1) ,deg (∆r1+1) + · · ·+ deg (∆r))
et donc :
(〈∆1〉 × · · · × 〈∆r1〉)⊗ (〈∆r1+1〉 × · · · × 〈∆r〉)
apparaˆıt avec multiplicite´ 1 dans le module de Jacquet rβ (〈∆1〉 × · · · × 〈∆r〉). On utilise main-
tenant le lemme 2.5 pour en de´duire que 〈∆1〉 × · · · × 〈∆r〉 est irre´ductible.
Pour comple´ter la preuve des the´ore`mes 7.24 et 7.26, il ne reste a` montrer que la proposition
suivante.
Proposition 7.33. — Soient ∆ et ∆′ deux segments lie´s. Alors 〈∆〉 × 〈∆′〉 est re´ductible.
De´monstration. — On peut supposer que ∆ = [a, b]ρ et ∆
′ = [a′, b′]ρ, ou` ρ est une repre´sentation
irre´ductible cuspidale de degre´ m. Quitte a` e´changer ∆ et ∆′, on peut aussi supposer qu’on a
a′ + 1 6 a 6 b′ + 1 6 b. On pose :
∆∪ = [a′, b]ρ, ∆
∩ = [a, b′]ρ, π = 〈∆〉 × 〈∆′〉, ω = 〈∆∪〉 × 〈∆∩〉.
Si a = b′+1, on interpre`te 〈∆∩〉 comme la repre´sentation triviale du groupe trivial G0, de sorte
que ω = 〈∆∪〉. Si l’on pose α = (m, . . . ,m), le lemme ge´ome´trique montre que le nombre de
sous-quotient irre´ductibles (compte´s avec multiplicite´s) de rα(ω) est strictement infe´rieur a` celui
de rα(π).
Lemme 7.34. — On a Hom(π, ω) 6= {0}.
REPRE´SENTATIONS LISSES MODULO ℓ DE GLm(D) 45
De´monstration. — Supposons d’abord que a = b′ + 1, c’est-a`-dire que ω = 〈a′, b〉. Dans ce cas,
le re´sultat de´coule de la proposition 7.25.
Sinon, on peut appliquer l’argument de la partie (2) de la preuve de [39, Proposition 4.6].
Il existe donc un quotient non nul de π qui est une sous-repre´sentation de ω. Supposons que π
est irre´ductible. Elle se plonge donc dans ω, ce qui contredit le fait e´nonce´ plus haut comparant
les modules de Jacquet rα(ω) et rα(π).
8. Repre´sentations re´siduellement non de´ge´ne´re´es de GLm(D)
Dans cette section, on introduit la notion de repre´sentation re´siduellement non de´ge´ne´re´e de
GLm(D), qui ge´ne´ralise celle de repre´sentation non de´ge´ne´re´e de GLn(F). En particulier, toute
repre´sentation irre´ductible cuspidale est re´siduellement non de´ge´ne´re´e. Dans le paragraphe 8.2,
on donne des conditions ne´cessaires a` l’apparition de sous-quotients cuspidaux dans une induite
parabolique. Dans le paragraphe 8.3, on prouve la conjecture d’unicite´ du support supercuspidal
pour GLm(D). Ceci nous permet de classer les repre´sentations re´siduellement non de´ge´ne´re´es
(proposition 8.20) en fonction de leur support supercuspidal.
8.1. Repre´sentations re´siduellement non de´ge´ne´re´es
Lorsque D est non commutative, on ne peut pas de´finir la notion de repre´sentation non de´ge´-
ne´re´e de GLm(D) comme dans [35] parce que la the´orie des de´rive´es de Bernstein et Zelevinski
ne fonctionne pas. On va de´finir la notion de repre´sentation re´siduellement non de´ge´ne´re´e en
utilisant l’homomorphisme Sn de´fini au paragraphe 7.2, qui permet de se ramener a` la notion
de repre´sentation non de´ge´ne´re´e d’un groupe line´aire ge´ne´ral fini. On verra au chapitre 9 (voir
le corollaire 9.12) que, dans le cas de´ploye´, les deux notions co¨ıncident.
8.1.1. Soient m,n > 1 des entiers, soit ρ une repre´sentation irre´ductible supercuspidale
de Gm et soit Ω = Ωρ,n la classe d’inertie du support cuspidal [ρ] + · · · + [ρ] = n · [ρ]. On
choisit un type simple maximal λ = κ⊗ σ contenu dans ρ et on forme le morphisme Sn (voir le
paragraphe 7.2). On rappelle (voir (2.1)) que Irr(Ω) est l’ensemble des classes de repre´sentations
irre´ductibles de G qui sont sous-quotients d’une induite parabolique d’un e´le´ment de Ω.
De´finition 8.1. — Une repre´sentation π ∈ Irr(Ω) est re´siduellement non de´ge´ne´re´e si Sn(π)
posse`de un sous-quotient irre´ductible non de´ge´ne´re´ (voir le paragraphe 3.2).
D’apre`s la proposition 5.11, toute repre´sentation irre´ductible cuspidale dans Irr(Ω) est
re´siduellement non de´ge´ne´re´e. D’apre`s la proposition 7.13, et puisque l’unique sous-quotient
irre´ductible non de´ge´ne´re´ de σ × · · · × σ est st(σ, n) (voir 3.3), la repre´sentation π est re´siduel-
lement non de´ge´ne´re´e si et seulement si Sn(π) contient [st(σ, n)].
Exemple 8.2. — Par exemple, la repre´sentation St(ρ, n) de la de´finition 6.3 est l’unique sous-
quotient irre´ductible re´siduellement non de´ge´ne´re´ de ρ× ρνρ × · · · × ρνn−1ρ .
Cette de´finition ne de´pend ni du choix de λ ni de la de´composition λ = κ⊗ σ.
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8.1.2. Soit maintenant π une repre´sentation irre´ductible quelconque, qu’on de´compose sous
la forme π = π1 × · · · × πr donne´e par le the´ore`me 6.18.
De´finition 8.3. — La repre´sentation π est dite re´siduellement non de´ge´ne´re´e si les repre´-
sentations π1, . . . , πr sont re´siduellement non de´ge´ne´re´es au sens de la de´finition 8.1.
On note Rnd le sous-ensemble de Irr forme´ des classes d’e´quivalence de repre´sentations irre´-
ductibles re´siduellement non de´ge´ne´re´es.
La proposition suivante donne des conditions ne´cessaires et suffisantes d’apparition d’un sous-
quotient irre´ductible re´siduellement non de´ge´ne´re´ dans une induite parabolique.
Proposition 8.4. — Soient π1, . . . , πr des repre´sentations irre´ductibles. Les conditions sui-
vantes sont e´quivalentes :
(1) L’induite :
π1 × · · · × πr
posse`de un sous-quotient irre´ductible re´siduellement non de´ge´ne´re´.
(2) Pour tout 1 6 i 6 r, la repre´sentation πi est re´siduellement non de´ge´ne´re´e.
Si ces conditions son satisfaites, ce sous-quotient irre´ductible re´siduellement non de´ge´ne´re´ est
unique et sa multiplicite´ dans l’induite est 1. On le note St(π1, . . . , πn).
De´monstration. — D’apre`s la de´finition 8.3, on peut se ramener au cas ou` il y a une repre´sen-
tation irre´ductible supercuspidale ρ est des entiers n1, . . . , nr tels que πi ∈ Irr(Ωρ,ni) pour tout
entier i = 1, . . . , r.
On suppose dans un premier temps que π1, . . . , πr sont re´siduellement non de´ge´ne´re´es. Dans
cas, on e´crit :
[Sn(π1 × · · · × πr)] = [Sn1(π1)× · · · × Snr(πr)] > [st(σ, n1)× · · · × st(σ, nr)].
Le re´sultat vient de ce que le membre de droite contient st(σ, n) avec multiplicite´ 1.
On suppose maintenant que π1 n’est pas re´siduellement non de´ge´ne´re´e, c’est-a`-dire que Sn1(π1)
ne contient pas de facteur non de´ge´ne´re´. Le re´sultat de´coule de la proposition 3.3.
Corollaire 8.5. — Soient ∆1, . . . ,∆r des segments. La repre´sentation :
Z(∆1)× · · · × Z(∆r)
contient un sous-quotient irre´ductible re´siduellement non de´ge´ne´re´e si et seulement si tous les
∆i sont de longueur 1.
De´monstration. — D’apre`s la proposition 7.21, pour tout segment ∆, on a :
Sn (Z(∆)) = z(σ, n(∆))
qui est non de´ge´ne´re´e si et seulement si n(∆) = 1. Le re´sultat se de´duit de la proposition 8.4.
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8.1.3. On de´finit maintenant la notion de repre´sentation re´siduellement de´ge´ne´re´e par rap-
port a` une partition. Soit α = (m1, . . . ,mr) une famille d’entiers > 1 de somme m.
De´finition 8.6. — (1) Une repre´sentation irre´ductible π1⊗ · · · ⊗πr du sous-groupe de Levi
Mα de Gm est dite re´siduellement non de´ge´ne´re´e si, pour tout i ∈ {1, . . . , r}, la repre´sentation
πi est re´siduellement non de´ge´ne´re´e au sens de la de´finition 8.3.
(2) Une repre´sentation irre´ductible π de Gm est re´siduellement α-de´ge´ne´re´e si rα(π) posse`de
un sous-quotient irre´ductible re´siduellement non de´ge´ne´re´.
La de´finition 8.6(2) ne de´pend pas de l’ordre des entiers mi. Si β est une famille d’entiers > 1
obtenue par permutation de α, alors les sous-groupes paraboliques Pα et Pβ sont conjugue´s, et
π est re´siduellement α-de´ge´ne´re´e si et seulement si elle est re´siduellement β-de´ge´ne´re´e. Si l’on
oublie l’ordre des mi et qu’on les range dans l’ordre de´croissant, on obtient une partition de m
dite associe´e a` la famille α.
De´finition 8.7. — Soit µ une partition de m. La repre´sentation π est dite re´siduellement µ-
de´ge´ne´re´e si elle est re´siduellement α-de´ge´ne´re´e pour au moins une (donc pour toute) famille α
associe´e a` µ.
On remarque qu’une repre´sentation irre´ductible est re´siduellement non de´ge´ne´re´e si et seule-
ment si elle est re´siduellement (m)-de´ge´ne´re´e.
Proposition 8.8. — Soient µ et ν des partitions. Soit π une repre´sentation re´siduellement
µ-de´ge´ne´re´e et soit σ une repre´sentation re´siduellement ν-de´ge´ne´re´e. Alors π × σ contient un
sous-quotient irre´ductible re´siduellement (µ+ ν)-de´ge´ne´re´.
De´monstration. — Le re´sultat se de´duit du lemme ge´ome´trique et de la proposition 8.4.
8.2. Conditions d’apparition d’un facteur cuspidal dans une induite
Dans ce paragraphe, on donne des conditions ne´cessaires d’apparition d’un facteur cuspidal
dans une induite parabolique. Le re´sultat suivant, qui n’apparaˆıt pas dans [34], est une e´tape
cruciale dans la preuve de l’unicite´ du support supercuspidal (the´ore`me 8.16). Il permet d’utiliser
les arguments de Zelevinski (voir [27]).
Proposition 8.9. — Soient ρ1, . . . , ρn des repre´sentations irre´ductibles cuspidales avec n > 2.
On suppose que :
(8.1) Zρi * {ρ1, . . . , ρn}, i = 1, . . . , n.
Alors aucun sous-quotient irre´ductible de l’induite ρ1 × · · · × ρn n’est cuspidal.
De´monstration. — D’apre`s le the´ore`me 5.8, on peut se ramener au cas ou` les ρi sont toutes
inertiellement e´quivalentes a` une meˆme repre´sentation cuspidale ρ de Gm, m > 1. La condition
(8.1) entraˆıne d’une part que ρ est supercuspidale avec e(ρ) = o(ρ) > 2 (voir la remarque 6.16),
d’autre part qu’il existe des segments ∆1, . . . ,∆r satisfaisant aux conditions suivantes :
(1) on a [ρχ1]+ · · · + [ρχn] = supp(∆1) + · · ·+ supp(∆r) ;
(2) pour tous i 6= j, les segments ∆i et ∆j ne sont pas lie´s ;
(3) pour tout i, la longueur ni de ∆i est 6 e(ρ)− 1.
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Ces segments sont uniques a` l’ordre pre`s. D’apre`s le the´ore`me 7.24, la repre´sentation :
(8.2) Π = L(∆1)× · · · × L(∆r)
est irre´ductible.
Lemme 8.10. — La repre´sentation Π est l’unique sous-quotient irre´ductible re´siduellement non
de´ge´ne´re´ de l’induite ρ1 × · · · × ρn, ou` elle apparaˆıt avec multiplicite´ 1.
De´monstration. — D’abord, Π est un sous-quotient irre´ductible de ρ1 × · · · × ρn. D’apre`s la
proposition 8.4, cette induite contient un unique facteur irre´ductible re´siduellement non de´ge´-
ne´re´. D’apre`s la proposition 8.4 encore, Π est re´siduellement non de´ge´ne´re´e si et seulement si
chaque L(∆i) est re´siduellement non de´ge´ne´re´, ce qui suit de la proposition 7.21.
Lemme 8.11. — La repre´sentation Π n’est pas cuspidale.
De´monstration. — Le re´sultat est imme´diat si r > 2. Si r = 1, Π est une repre´sentation associe´e
a` un segment, qui est par de´finition quotient d’une induite parabolique propre (car n > 2).
La conjonction des lemmes 8.10 et 8.11 et du fait que toute repre´sentation irre´ductible cuspi-
dale est re´siduellement non de´ge´ne´re´e entraˆıne que l’induite ne posse`de pas de sous-quotient
irre´ductible cuspidal.
Exemple 8.12. — Si R est de caracte´ristique nulle, (8.1) est toujours ve´rifie´e.
Soient m,n > 1 et soit ρ une repre´sentation cuspidale de Gm.
Proposition 8.13. — Soient χ1, . . . , χn des caracte`res non ramifie´s de Gm tels que :
(8.3) ρχ1 × · · · × ρχn
posse`de un sous-quotient cuspidal. Alors :
[ρχ1]+ · · · + [ρχn] = [ρχ1]+ [ρχ1νρ]+ · · ·+ [ρχ1νn−1ρ ].
De´monstration. — Quitte a` remplacer ρ par ρχ1, on peut supposer que χ1 est trivial. On e´carte
le cas trivial ou` n = 1, de sorte que, d’apre`s le corollaire 6.13, il existe r > 0 tel que n = e(ρ)ℓr.
Ensuite, d’apre`s la proposition 5.9, on peut supposer que χi = ν
ki
ρ avec ki ∈ Z. Si o(ρ) = 1,
chaque χi est trivial et le re´sultat est imme´diat. On suppose donc dore´navant que o(ρ) > 2,
de sorte que e(ρ) = o(ρ). D’apre`s la proposition 8.9, il existe un entier t > 1 tel que, quitte a`
re´ordonner les χi, on ait :
(1) pour tout i 6 te(ρ), on a [ρχi] = [ρν
i−1
ρ ] ;
(2) la condition (8.1) est ve´rifie´e par les repre´sentations ρχte(ρ)+1, . . . , ρχn.
On e´crit n = te(ρ) + k et on suppose que k > 1. Soit π un sous-quotient irre´ductible cuspidal
de (8.3). Soit π1 un sous-quotient irre´ductible de ρχ1 × · · · × ρχte(ρ) et π2 un sous-quotient
irre´ductible de ρχte(ρ)+1 × · · · × ρχn tels que π soit un sous-quotient irre´ductible de π1 × π2.
Comme π est re´siduellement non de´ge´ne´re´e, c’est vrai aussi de π1 et de π2. En particulier, π1
est e´gal a` St(ρ, e(ρ)t).
Si l’on e´crit t = t′ℓr avec t′ > 1 premier a` ℓ et r > 0, et si l’on pose τ = St(ρ, e(ρ)ℓr), alors
τ est cuspidale non supercuspidale et π1 est e´gale a` St(τ, t
′) d’apre`s la proposition 6.4 et le
lemme 6.9. En particulier, le support cuspidal de π1 est dans N(Zτ ). D’autre part, d’apre`s la
proposition 8.9, le support cuspidal de π2 est dans N(Zρ). D’apre`s le the´ore`me 5.8, l’induite
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π1 × π2 est irre´ductible, ce qui contredit le fait que π est cuspidale. On en de´duit que k = 0, ce
qui met fin a` la de´monstration.
Remarque 8.14. — D’apre`s la proposition 7.21, les repre´sentations L([0, n − 1]ρ) et St(ρ, n)
sont isomorphes si et seulement si n < e(ρ). Si n > e(ρ), la repre´sentation L([0, n − 1]ρ) n’est
jamais re´siduellement non de´ge´ne´re´e. Par exemple, si ρ est le caracte`re trivial de F× et si q est
d’ordre 2 dans R×, alors la repre´sentation L([0, 1]ρ) est un caracte`re de GL2(F).
Remarque 8.15. — Une repre´sentation irre´ductible dont le support cuspidal [ρ1]+ · · · + [ρn]
ve´rifie la condition (8.1) est dite banale. Les repre´sentations banales sont e´tudie´es en de´tail dans
[27].
8.3. Unicite´ du support supercuspidal
Le but de ce paragraphe est de montrer le the´ore`me suivant.
The´ore`me 8.16. — Soient ρ1, . . . , ρn et ρ
′
1, . . . , ρ
′
n′ des repre´sentations irre´ductibles supercus-
pidales. Alors ρ1 × · · · × ρn et ρ′1 × · · · × ρ′n′ ont un sous-quotient irre´ductible en commun si et
seulement si n′ = n et :
(8.4) [ρ1]+ · · ·+ [ρn] = [ρ′1]+ · · ·+ [ρ′n′ ].
Remarque 8.17. — Voir [35] page 598 dans le cas ou` D = F.
De´monstration. — Si (8.4) est ve´rifie´, alors n = n′ et, d’apre`s la proposition 2.2, les repre´sen-
tations ρ1 × · · · × ρn et ρ′1 × · · · × ρ′n′ ont les meˆmes sous-quotients irre´ductibles. Pour prouver
la re´ciproque, on fixe un sous-quotient irre´ductible π commun a` ρ1 × · · · × ρn et ρ′1 × · · · × ρ′n′ ,
et on commence par traiter le cas ou` π est cuspidal. D’apre`s le the´ore`me 5.8, il existe des
repre´sentations irre´ductibles supercuspidales ρ et ρ′ telle que les ρi (les ρ
′
i) soient inertiellement
e´quivalentes a` ρ (a` ρ′). D’apre`s la proposition 8.13, on peut meˆme supposer que :
[ρ1]+ · · ·+ [ρn] = [ρ]+ [ρνρ]+ · · ·+ [ρνn−1ρ ].
Comme π est cuspidal, c’est l’unique sous-quotient irre´ductible re´siduellement non de´ge´ne´re´ de
ρ1 × · · · × ρn. Il est donc isomorphe a` St(ρ, n). On a quelque chose d’analogue pour ρ′, ce
dont on de´duit que St(ρ, n) et St(ρ′, n′) sont tous les deux isomorphes a` π. Le re´sultat est une
conse´quence de la proposition 6.14.
On traite maintenant le cas ge´ne´ral. Soit α une famille d’entiers de somme deg(π) telle que
rα(π) soit cuspidale, et e´crivons [τ1]+ · · ·+[τr] son support cuspidal. Par exactitude du foncteur
de Jacquet, la repre´sentation τ1⊗· · ·⊗τr est un sous-quotient irre´ductible de rα(ρ1×· · ·×ρn) et
de rα(ρ
′
1×· · ·×ρ′n′), ou` α est la famille d’entiers (deg(τ1), . . . ,deg(τr)). Ces repre´sentations ont
chacune une filtration dont les sous-quotients irre´ductibles sont de la forme (1.1). Le re´sultat
e´tant vrai pour les repre´sentations τi on de´duit alors (8.4).
De´finition 8.18. — E´tant donne´e une repre´sentation irre´ductible π ∈ Irr, il existe une unique
somme [ρ1] + · · · + [ρn] ∈ N(S) telle que π soit un sous-quotient irre´ductible de ρ1 × · · · × ρn.
On l’appelle le support supercuspidal de π, que l’on note scusp(π).
Pour s ∈ N(S), on note Irr(s) l’ensemble des classes de repre´sentations irre´ductibles de support
supercuspidal s. On en de´duit une variante supercuspidale du the´ore`me 5.8.
50 ALBERTO MI´NGUEZ & VINCENT SE´CHERRE
The´ore`me 8.19. — Soit r > 1 un entier et soient ρ1, . . . , ρr des repre´sentations irre´ductibles
supercuspidales deux a` deux non inertiellement e´quivalentes. Pour chaque i, on fixe un support
supercuspidal si ∈ N(Ωρi).
(1) Pour chaque i, soit πi une repre´sentation irre´ductible de support supercuspidal si. Alors
π1 × · · · × πr est irre´ductible.
(2) On pose s = s1 + · · · + sr. L’application :
(π1, . . . , πr)→ π1 × · · · × πr
induit une bijection de Irr(s1)× · · · × Irr(sr) dans Irr(s).
La proposition suivante de´coule de l’unicite´ du support supercuspidal et de la proposition 8.4.
Proposition 8.20. — L’application (ρ1, . . . , ρr) 7→ St(ρ1, . . . , ρr) de N(S) dans Rnd est une
bijection, et sa re´ciproque est donne´e par π 7→ scusp(π).
9. Classification des repre´sentations irre´ductibles de GLm(D)
L’objectif de cette section est le the´ore`me 9.36, qui fournit une classification a` la Zelevinski des
repre´sentations irre´ductibles de GLm(D),m > 1, en termes de multisegments. Les multisegments
sont de´finis au paragraphe 9.1. Dans le paragraphe 9.2, on de´finit les multisegments supercus-
pidaux et les multisegments ape´riodiques, et on montre comment passer bijectivement des uns
aux autres. On donne au paragraphe 9.3 une classification des repre´sentations re´siduellement
non de´ge´ne´re´es en fonction de leur support cuspidal. Dans le paragraphe 9.5, on associe a` tout
multisegment m une repre´sentation irre´ductible Z(m). Dans le paragraphe 9.6, on montre que
l’application m 7→ Z(m) est surjective et on calcule ses fibres. Dans le paragraphe 9.7, on e´tudie
la re´duction modulo ℓ des Qℓ-repre´sentations irre´ductibles.
9.1. Multisegments
Dans ce paragraphe, on de´finit la notion de multisegment. On note Seg l’ensemble des classes
d’e´quivalence de segments (de´finition 7.2). Le degre´, la longueur, le support d’un segment ∆ ne
de´pendent que de la classe d’e´quivalence de ce segment, ainsi que les classes de repre´sentations
[Z(∆)] et [L(∆)].
De´finition 9.1. — Un multisegment est un multi-ensemble de classes de segments, c’est-a`-dire
un e´le´ment de N(Seg). On note :
(9.1) Mult = N(Seg)
l’ensemble des multisegments.
Un multisegment non nul s’e´crit sous la forme :
(9.2) m = ∆1 + · · ·+∆r = [a1, b1]ρ1 + · · ·+ [ar, br]ρr ,
ou` chaque ∆i = [ai, bi]ρi est une classe de segments. La longueur, le degre´ et le support, de´finis
pour les segments en (7.3), sont de´finis pour les multisegments par additivite´ :
n(m) =
r∑
i=1
n(∆i), deg (m) =
r∑
i=1
deg (∆i) , supp(m) =
r∑
i=1
supp (∆i)
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de´signent respectivement la longueur, le degre´ et le support de m. On de´finit aussi par additivite´
les applications m 7→ m∨ et m 7→ m− de Mult dans Mult (voir (7.8) et (7.9)). Pour la seconde,
on convient que, si ∆ est un segment de longueur 1, alors ∆− est le multisegment nul.
Voici une se´rie de lemmes qui seront utiles par la suite.
Lemme 9.2. — Soient m,m′ des multisegments tels que m− = m′−. Il existe alors des multi-
segments n et n′ qui sont sommes de segments de longueur 1 et tels qu’on ait m+ n = m′ + n′.
De´monstration. — Si l’on e´tend l’ope´ration m 7→ m− en un endomorphisme de groupe de Z(Seg),
il suffit de prouver que le noyau de cet endomorphisme est re´duit au sous-groupe engendre´ par
les segments de longueur 1, ce qui est imme´diat.
Soit m un multisegment, qu’on e´crit sous la forme (9.2). On pose :
m(1) = [ρ1ν
b1
ρ1]+ [ρ2ν
b2
ρ2]+ · · ·+ [ρrνbrρr ]
la somme des extre´mite´s finales des segments composant m. Ceci de´finit une application m 7→
m(1) de Mult dans N(C). Le lemme suivant est imme´diat.
Lemme 9.3. — On a m(1) = m si et seulement si m− = 0, c’est-a`-dire si et seulement si m est
une somme de segments de longueur 1.
On de´finit maintenant par re´currence des multisegments m(1),m(2), . . . associe´s a` m en posant
m(i+1) = (m−)(i) pour tout i > 1.
Lemme 9.4. — L’application m 7→ (m(1),m(2), . . . ) est injective.
De´monstration. — Soient m et m′ des multisegments tels que m(i) = m′(i) pour tout i > 1. Alors
les multisegments m et m′ ont la meˆme longueur, note´e n. On remarque aussi qu’ils posse`dent
le meˆme nombre de segments, note´ r. On proce`de par re´currence sur n, le cas ou` n = 1 e´tant
imme´diat. En conside´rant les e´galite´s m(i) = m′(i) pour tout i > 2, on obtient m− = m′− par
hypothe`se de re´currence. On de´duit du lemme 9.2 qu’il existe n et n′ des multisegments sommes
de segments de longueur 1 tels que m+ n = m′+ n′. On en de´duit que m(1)+ n(1) = m′(1)+ n′(1).
Mais on a aussi m(1) = m′(1), ce dont on de´duit que n = n′, puis que m = m′.
On introduit maintenant une relation ⊢ sur Mult. Que le lecteur prenne garde au fait que ce
n’est pas une relation d’ordre.
De´finition 9.5. — Soit m un multisegment, qu’on e´crit sous la forme (9.2), et soit n un autre
multisegment. Si n est de la forme :
[a1, c1]ρ1 + · · ·+ [ar, cr]ρr
avec ci ∈ {bi − 1, bi} pour tout i, on e´crit m ⊢ n et on pose δ(m, n) = deg(m)− deg(n).
Remarque 9.6. — (1) Pour tout m ∈ Mult, on a m ⊢ m− et δ(m,m−) = deg(m(1)).
(2) Si m ⊢ n, alors on a m− ⊢ n− et δ(m, n) − δ(m−, n−) = deg(m(1))− deg(n(1)).
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9.2. Multisegments supercuspidaux et ape´riodiques
Dans ce paragraphe on e´tend au cas non deploye´ les de´finitions de [35, V.6]. Un multisegment
m est une pe´riode s’il est de la forme :
(9.3) m = [a, b]ρ + [a+ 1, b + 1]ρ + · · ·+ [a+ n− 1, b+ n− 1]ρ,
avec ρ une repre´sentation irre´ductible cuspidale, a, b ∈ Z et n = e(ρ)ℓr pour r > 0.
De´finition 9.7. — Un multisegment est dit ape´riodique s’il ne contient pas de pe´riode et su-
percuspidal si son support est forme´ de repre´sentations supercuspidales.
Soit ∆ un segment. D’apre`s le the´ore`me 6.14, on peut l’e´crire ∆ = [a, b]St(ρ,n), ou` ρ est une
repre´sentation irre´ductible supercuspidale et n = 1 ou n = e(ρ)ℓr pour r > 0. La repre´sentation
ρ n’est pas unique, mais le multisegment :
∆sc = [a, b]ρ + [a+ 1, b+ 1]ρ + · · ·+ [a+ n− 1, b+ n− 1]ρ
ne de´pend pas du choix de ρ. Ce proce´de´ de´finit par additivite´ une application :
(9.4) m 7→ msc
de Mult vers l’ensemble Multsc des multisegments supercuspidaux, qui est l’indentite´ sur Multsc.
Elle est donc surjective, mais pas injective en ge´ne´ral. Cependant, on a le re´sultat suivant.
Lemme 9.8. — Soit m un multisegment supercuspidal. Il y a un unique multisegment ape´rio-
dique a tel que asc = m.
De´monstration. — On peut se ramener au cas de multisegments dont l’image par (9.4) a un sup-
port dans N(Zρ) avec ρ supercuspidale. Pour alle´ger les notations, on pose Str(ρ) = St(ρ, e(ρ)ℓr)
pour r > 0. Un multisegment ape´riodique s’e´crit :
a =
∑
r>0
∑
n>1
ur,n · [1, n]Str(ρ) + a0
ou` a0 est la partie supercuspidale de a, c’est-a`-dire le plus grand multisegment 6 a dont le support
soit supercuspidal, et ou` ur,n > 0 est la multiplicite´ du segment [1, n]Str(ρ) dans a1 = a − a0.
(On remarque que pour r > 0 la repre´sentation cuspidale Str(ρ) n’est pas supercuspidale. Ceci
implique que o(Str(ρ)) = 1, donc que tout segment de longueur n > 1 de la forme [a, b]Str(ρ) est
e´quivalent a` [1, n]Str(ρ).) L’hypothe`se d’ape´riodicite´ implique que, pour chaque r > 0 et chaque
n > 1, on a ur,n < ℓ. On e´crit maintenant :
m = asc =
∑
r>0
∑
n>1
(
ℓrur,n ·
e(ρ)−1∑
j=0
[j, j + n− 1]ρ
)
+ a0.
Pour n > 1 et a ∈ Z, soient vn,a et wn,a les multiplicite´s du segment [a, a + n − 1]ρ dans m et
dans a0 respectivement. Si o(ρ) = 1, alors pour n > 1 et a ∈ Z on trouve :
vn,a = wn,a +
∑
r>0
ℓr+1ur,n
avec la condition wn,a < ℓ provenant de l’ape´riodicite´ du multisegment a0. Par unicite´ du de´ve-
loppement ℓ-adique de vn,a, on retrouve les wn,a et les ur,n a` partir de m. Si o(ρ) > 1, alors pour
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n > 1 et a ∈ Z on trouve :
vn,a = wn,a +
∑
r>0
ℓrur,n,
avec la condition wn,b = 0 pour au moins un b ∈ Z, provenant de l’ape´riodicite´ de a0. Pour un
tel b, l’unicite´ du de´veloppement ℓ-adique de vn,b permet de retrouver les ur,n a` partir de m.
Puis on en de´duit la valeur de wn,a pour tout a ∈ Z.
En d’autres termes, la restriction de l’application (9.4) a` l’ensemble Multap des multisegments
ape´riodiques induit une bijection de Multap vers Multsc. On note map l’ape´riodise´ d’un multi-
segment m, c’est-a`-dire l’ante´ce´dent de msc par cette bijection. Les applications m 7→ msc et
m 7→ map sont des bijections re´ciproques l’une de l’autre entre les ensembles Multap et Multsc.
E´tant donne´ s ∈ N (C), on pose :
(9.5) Mult(s) = {m ∈ Mult | supp(m) = s}
et on note Mult(s)ap l’intersection Multap ∩Mult(s). On a le lemme suivant.
Lemme 9.9. — On a les proprie´te´s suivantes.
(1) Pour tout m ∈ Multsc, on a supp(m)ap = supp(map).
(2) Pour tout m ∈ Multap, on a supp(m)sc = supp(msc).
(3) Pour tout support supercuspidal s ∈ N (S), l’application m 7→ map induit une bijection :
(9.6) Mult(s)→
∐
t
Mult(t)ap
ou` t de´crit les t ∈ N(C) tels que tsc = s.
De´monstration. — On passe de (1) a` (2) en appliquant les bijections m 7→ msc et m 7→ map entre
Multap et Multsc. Il suffit donc de prouver (1). Il suffit de le prouver lorsque m est une pe´riode,
auquel cas le re´sultat est imme´diat. Pour prouver (3), il suffit de prouver que l’application (9.6)
est bien de´finie, ce qui de´coule de (1).
9.3. Classification des repre´sentations re´siduellement non de´ge´ne´re´es
Dans ce paragraphe, on classe les repre´sentations re´siduellement non de´ge´ne´re´es (voir aussi
la proposition 8.20) en termes de multisegment ape´riodiques. Ceci permet de donner quelques
proprie´te´s de ces repre´sentations, qui seront utiles par la suite.
On note N(C)ap l’image de N(S) par la bijection m 7→ map de Multsc dans Multap, c’est-a`-dire
l’ensemble des supports cuspidaux ape´riodiques.
The´ore`me 9.10. — Soit π une repre´sentation re´siduellement non de´ge´ne´re´e. Il y a un unique
multisegment m = ∆1 + · · ·+∆r tel que, pour tous i 6= j, les segments ∆i,∆j ne soient pas lie´s
et tel que π soit isomorphe a` L(∆1)× · · · × L(∆r).
De´monstration. — Soit s = [τ1]+· · ·+[τn] ∈ N(S) le support supercuspidal de π et soit t = sap le
support cuspidal ape´riodique lui correspondant, qu’on e´crit [ρ1]+ · · ·+[ρt] avec t > 1. Graˆce a` la
condition d’ape´riodicite´, il existe des segments ∆1, . . . ,∆r de la forme ∆i = [ai, bi]ρi satisfaisant
aux conditions suivantes :
(1) on a t = supp(∆1) + · · ·+ supp(∆r) ;
(2) pour tous i 6= j, les segments ∆i et ∆j ne sont pas lie´s ;
(3) pour tout i, la longueur de ∆i est strictement infe´rieure a` e(ρi).
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(On raisonne par re´currence sur t, le cas ou` t = 1 e´tant imme´diat. On choisit un segment ∆1
dont le support est inclus dans t = [ρ1]+ · · ·+ [ρt] et de longueur maximale pour cette proprie´te´.
Puis on applique l’hypothe`se de re´currence a` t− supp(∆1).)
Ces segments sont uniques a` l’ordre pre`s. D’apre`s le the´ore`me 7.24, la repre´sentation :
Π = L(∆1)× · · · × L(∆r)
est irre´ductible, et elle est re´siduellement non de´ge´ne´re´e d’apre`s la proposition 7.21(3). Comme
ρ1 × · · · × ρr est un sous-quotient de τ1 × · · · × τn, on de´duit de la proposition 8.4 que π est
isomorphe a` Π.
On en de´duit le re´sultat suivant.
Proposition 9.11. — L’application (ρ1, . . . , ρr) 7→ St(ρ1, . . . , ρr) est une bijection de N(C)ap
dans Rnd, note´e t 7→ St(t), et sa re´ciproque est donne´e par π 7→ cusp(π).
De´monstration. — Si π est une repre´sentation irre´ductible re´siduellement non de´ge´ne´re´e, on
pose t = scusp(π)ap et on note m le mutisegment donne´ par le the´ore`me 9.10, de sorte que t est
e´gal au support de m. Par construction, π est e´gale a` St(t). Par de´finition, le support cuspidal
de L(∆i) est e´gal au support de ∆i. Le the´ore`me 9.10 implique donc que le support cuspidal de
π est e´gal a` supp(m) = t.
En comparant [35, Theorem V.7] a` la proposition 9.11, on obtient le re´sultat suivant.
Corollaire 9.12. — Soit π une repre´sentation irre´ductible de GLn(F). Alors :
(1) π est non de´ge´ne´re´e si et seulement si π est re´siduellement non de´ge´ne´re´e.
(2) Si µ est une partition de n, alors π est µ-de´ge´ne´re´e [35, V.5] si et seulement si elle est
re´siduellement µ-de´ge´ne´re´e.
De´monstration. — Compte tenu de [35, V.7] et de la remarque 8.14, il suffit de prouver que, pour
toute repre´sentation irre´ductible cuspidale ρ et pour tout entier n 6 e(ρ) − 1, la repre´sentation
St(ρ, n) est isomorphe a` l’unique sous-quotient irre´ductible non de´ge´ne´re´ de l’induite :
ρ× ρνρ × · · · × ρνn−1ρ .
Ceci de´coule de [34, III.5.13].
Le corollaire suivant est une conse´quence de la proposition 7.19.
Corollaire 9.13. — (1) Pour tout support cuspidal t ∈ N(C), on a St(t∨) ≃ St(t)∨.
(2) Soit µ une partition de n. Alors une repre´sentation est re´siduellement µ-de´ge´ne´re´e si et
seulement si sa contragre´diente est re´siduellement µ-de´ge´ne´re´e.
En particulier, une repre´sentation irre´ductible est non de´ge´ne´re´e si et seulement si sa con-
tragre´diente est re´siduellement non de´ge´ne´re´e.
9.4. La partition µm et la repre´sentation Stµ
m
(m)
Dans ce paragraphe, on associe a` tout multisegment m une famille croissante d’entiers µm de
somme deg(m) et une repre´sentation irre´ductible re´siduellement non de´ge´ne´re´e du sous-groupe
de Levi Mµ
m
, que l’on note Stµ
m
(m).
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9.4.1. Soit m un multisegment de degre´ note´ m. On note Part(m) l’ensemble des partitions
µ de m telles que l’induite :
(9.7) I(m) = Z(∆1)× · · · × Z(∆r)
posse`de un sous-quotient irre´ductible µ-de´ge´ne´re´ (de´finition 8.7). Il n’est pas vide, parce qu’on
peut choisir µ de sorte que rµ(I(m)) contienne un sous-quotient irre´ductible cuspidal, qui est
re´siduellement non de´ge´ne´re´ d’apre`s le lemme 8.4.
De´finition 9.14. — On pose :
(9.8) µm = (deg(m
(1)) > deg(m(2)) > . . . ).
C’est une partition de m dont la conjugue´e est la partition associe´e a` (deg(∆1),deg(∆2), . . . ),
la famille des degre´s des segments composant m.
Remarque 9.15. — Par construction, on a µm∨ = µm pour tout multisegment m.
On remarque que tous les multisegments m(i) sont des sommes de segments de longueur 1,
de sorte que, d’apre`s la proposition 8.4, chacune des induites I(m(i)) contient le sous-quotient
irre´ductible re´siduellement non de´ge´ne´re´ St(m(i)).
De´finition 9.16. — Soit t le plus grand entier tel quem(t) 6= 0. On note µm la famille croissante
d’entiers associe´e a` la partition µm, c’est-a`-dire :
(9.9) µm = (deg(m
(t)) 6 deg(m(t−1)) 6 . . . 6 deg(m(1))),
et on note :
(9.10) Stµ
m
(m) = St(m(t))⊗ St(m(t−1))⊗ · · · ⊗ St(m(1)),
qui est une repre´sentation irre´ductible re´siduellement non de´ge´ne´re´e de Mµ
m
.
Lemme 9.17. — La repre´sentation Stµ
m
(m) est l’unique sous-quotient irre´ductible re´siduelle-
ment non de´ge´ne´re´ de rµ
m
(I(m)).
De´monstration. — On va le prouver par re´currence sur la longueur n de m. Si n = 1, le re´sultat
est imme´diat puisqu’alors I(m) est irre´ductible cuspidale. On suppose maintenant que n > 2 et
on pose α = (m−deg(m(1)),deg(m(1))). D’apre`s le lemme ge´ome´trique (§2.4.3) et la proposition
7.16, le module de Jacquet rα(I(m)) est compose´ de repre´sentations de la forme :
I(m1)⊗ I(m2)
avec m1,m2 des multisegments de la forme :
m1 =
r∑
i=1
[ai, ci]ρi , m2 =
r∑
i=1
[ci + 1, bi]ρi , ai − 1 6 ci 6 bi, deg(m2) = deg(m(1)).
D’apre`s le corollaire 8.5, I(m2) contient une repre´sentation re´siduellement non de´ge´ne´re´e si et
seulement si pour tout i, on a ci = bi−1, c’est-a`-dire si m1 = m− et m2 = m(1). Par hypothe`se de
re´currence, la repre´sentation Stµ
m
−
(m−) est l’unique sous-quotient re´siduellement non de´ge´ne´ne´
de rµ
m
−
(I(m−)). On remarque que :
µm− = (deg(m
(t)) 6 deg(m(t−1)) 6 . . . 6 deg(m(2))),
Stµ
m
−
(m−) = St(m(t))⊗ St(m(t−1))⊗ · · · ⊗ St(m(2)).
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On de´duit le re´sultat par transitivite´ des foncteurs de Jacquet.
On renvoie a` la de´finition 9.5 et au paragraphe 3.2 pour les de´finitions de ⊢ et de la relations
d’ordre E sur l’ensemble des partitions.
Lemme 9.18. — Soient m, n deux multisegments tels que m ⊢ n. Alors la partition µm est plus
grande que la partition associe´e a` la famille (δ(m, n), µn).
De´monstration. — On veut montrer que, pour tout k > 1, on a :
k∑
i=1
deg
(
n(i)
)
6
k∑
i=1
deg
(
m(i)
)
si δ(m, n) 6 deg
(
n(k)
)
,(9.11)
δ(m, n) +
k−1∑
i=1
deg
(
n(i)
)
6
k∑
i=1
deg
(
m(i)
)
si δ(m, n) > deg
(
n(k)
)
.(9.12)
La premie`re ine´galite´ de´coule du fait que, pour tout i > 1, on a deg(m(i)) > deg(n(i)). Prouvons
la seconde ine´galite´ par re´currence sur la longueur n de m. Si k = 1, on a deg(m(1)) > δ(m, n).
Si k > 2, d’apre`s la remarque 9.6, l’ine´galite´ (9.11) e´quivaut a` :
k∑
i=2
deg(m(i)) > δ(m, n) +
k−1∑
i=2
deg(n(i)),
c’est-a`-dire :
k−1∑
i=1
deg(m−(i)) > δ(m, n) +
k−2∑
i=1
deg(n−(i)),
ce qui est vrai par hypothe`se de re´currence.
Proposition 9.19. — La partition µm est le plus grand e´le´ment de Part(m), et I(m) posse`de
un unique sous-quotient irre´ductible re´siduellement µm-de´ge´ne´re´. Il apparaˆıt avec multiplicite´ 1
comme sous-quotient dans I(m).
Remarque 9.20. — L’ordre E sur les partitions n’e´tant pas total, il n’est pas e´vident a priori
que Part(m) posse`de un plus grand e´le´ment. Ainsi l’assertion de la proposition 9.19 est triple :
(1) l’ensemble Part(m) admet un plus grand e´le´ment (automatiquement unique) ;
(2) ce plus grand e´le´ment est µm (ce qui implique en particulier que µm ∈ Part(m)) ;
(3) le module de Jacquet rµm(I(m)) posse`de un unique sous-quotient irre´ductible re´siduelle-
ment non de´ge´ne´re´ avec multiplicite´ 1.
De´monstration. — La partition µm appartient a` Part(m) d’apre`s le lemme 9.17 et la de´finition
8.7. Ce lemme implique aussi que rµm(I(m)) a un unique sous-quotient irre´ductible re´siduelle-
ment non de´ge´ne´re´ avec multiplicite´ 1. Soit maintenant ν = (ν1 > ν2 > . . . ) ∈ Part(m). On va
montrer, par re´currence sur m, que l’on a ν E µm.
D’apre`s le lemme ge´ome´trique et la proposition 7.16, la repre´sentation r(m−ν1,ν1)(I(m)) est
soit nulle, soit compose´e de repre´sentations de la forme :
I(m1)⊗ I(m2)
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avec m1,m2 des multisegments de la forme :
m1 =
r∑
i=1
[ai, ci]ρi , m2 =
r∑
i=1
[ci + 1, bi]ρi , ai − 1 6 ci 6 bi, deg(m2) = ν1.
D’apre`s le corollaire 8.5, l’induite I(m2) contient une repre´sentation re´siduellement non de´ge´ne´re´e
si et seulement si pour tout i, on a ci = bi ou ci = bi − 1, c’est-a`-dire si m ⊢ m1. Puisque
ν ∈ Π(m), en e´crivant ν− = (ν2 > . . . ), il existe (par transitivite´ du foncteur de Jacquet)
un sous-quotient irre´ductible de r(m−ν1,ν1)(I(m)) de la forme I(m1) ⊗ I(m2) ou` I(m2) contient
un sous-quotient irre´ductible re´siduellement non de´ge´ne´re´ et ou` I(m1) contient un sous-quotient
irre´ductible re´siduellement ν−-de´ge´ne´re´. La condition sur I(m1) entraˆıne par hypothe`se de re´cur-
rence qu’on a ν− E µm1 . Comme ν1 = δ(m,m1), on en de´duit que ν est plus petite que la partition
associe´e a` (δ(m,m1), µm1). Finalement, on de´duit du lemme 9.18 que ν E µm.
9.4.2. E´tant donne´s deux multisegments m,m′, on va donner dans ce paragraphe des condi-
tions ne´cessaires et suffisantes pour que Stµ
m
(m) et Stµ
m
′
(m′) soient isomorphes.
Lemme 9.21. — Soient m,m′ deux multisegments supercuspidaux. Si Stµ
m
(m) et Stµ
m
′
(m′)
sont isomorphes, alors m = m′.
De´monstration. — L’hypothe`se implique d’une part que µm = µm′ , d’autre part que St(m
(i))
et St(m′(i)) sont isomorphes pour tout i > 1. D’apre`s la proposition 8.20, ceci entraˆıne que
m(i) = m′(i) pour tout i > 1. Le lemme 9.4 implique alors que m = m′.
Lemme 9.22. — Pour tout multisegment m, on a µm = µmsc et Stµm(m) ≃ Stµmsc (msc).
De´monstration. — Remarquons que, par additivite´ de l’application m 7→ m(i), on a :
(9.13) µm+n = µm + µn
pour tous multisegments m et n. D’apre`s la proposition 8.8, il suffit de prouver le lemme lorsque
m est une pe´riode, auquel cas le re´sultat est imme´diat.
On en de´duit la proposition suivante.
Proposition 9.23. — Soient m,m′ deux multisegments. Alors Stµ
m
(m) et Stµ
m
′
(m′) sont iso-
morphes si et seulement si msc = m
′
sc.
9.5. La repre´sentation Z(m)
Dans cette section, on associe a` tout m ∈ Mult une repre´sentation irre´ductible Z(m).
9.5.1. La proposition 9.19 nous permet de donner la de´finition suivante.
De´finition 9.24. — Soit m = ∆1 + · · · +∆r un multisegment. Il y a un unique sous-quotient
irre´ductible de :
(9.14) I(m) = Z(∆1)× · · · × Z(∆r),
note´ Z(m), qui soit re´siduellement µm-de´ge´ne´re´ (voir (9.8) et la de´finition 8.7). Il apparaˆıt avec
multiplicite´ 1 dans I(m) et l’unique sous-quotient re´siduellement non de´ge´ne´re´ de rµ
m
(Z(m)) est
Stµ
m
(m).
Ceci de´coule de l’exactitude du foncteur de Jacquet et de la proprie´te´ de multiplicite´ 1 de la
proposition 9.19.
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Remarque 9.25. — D’apre`s le corollaire 9.12, notre de´finition co¨ıncide avec celle de Vigne´ras
[35, V.9.2] dans le cas ou` D = F.
Exemple 9.26. — Si t ∈ N(C) est un support cuspidal, alors Z(t) ≃ St(t).
Proposition 9.27. — Pour tout multisegment m, on a Z(m)∨ ≃ Z(m∨).
De´monstration. — Par passage a` la contragre´diente, et puisque Z(m) est un sous-quotient irre´-
ductible de I(m), on trouve que Z(m)∨ est un sous-quotient irre´ductible de I(m)∨. Or, d’apre`s la
proposition 7.19, les repre´sentations I(m)∨ et I(m∨) sont isomorphes. D’apre`s le corollaire 9.13 et
la remarque 9.15, la repre´sentation Z(m)∨ est re´siduellement µm-de´ge´ne´re´e, donc re´siduellement
µm∨-de´ge´ne´re´e. On en de´duit que Z(m)
∨ est isomorphe a` Z(m∨).
Proposition 9.28. — Soient m, n des multisegments. Alors la repre´sentation Z(m+ n) est un
sous-quotient de Z(m)× Z(n).
De´monstration. — D’apre`s le lemme 8.8 et (9.13), l’induite Z(m)×Z(n) contient un sous-quotient
π re´siduellement µm+n-de´ge´ne´re´. Comme Z(m)×Z(n) est un sous-quotient de I(m+ n), il en est
de meˆme pour π. Elle est donc par de´finition isomorphe a` Z(m+ n).
9.5.2. Soit m > 1, soient ρ une repre´sentation irre´ductible cuspidale de Gm et κ⊗σ un type
simple maximal contenu dans ρ. On forme l’homomorphisme Sn et on rappelle que Ωρ de´signe la
classe d’inertie de ρ. On a la caracte´risation suivante de Z(m) dans le cas ou` supp(m) ∈ N(Ωρ).
Proposition 9.29. — Soit m un multisegment de longueur n dont le support est dans N(Ωρ).
Alors Z(m) est l’unique sous-quotient irre´ductible de I(m) tel que :
Sn(Z(m)) > [z(σ,m
−1µ′m)],
ou` µ′m est la partition conjugue´e de µm.
De´monstration. — On note ni la longueur de ∆i, de sorte que la partition des ni est e´gale a`
m−1µ′m. D’apre`s les propositions 7.13 et 7.21, on a :
(9.15) Sn(I(m)) = z(σ, n1)× · · · × z(σ, nr).
D’apre`s le the´ore`me 3.5, la repre´sentation z(σ,m−1µ′m) est l’unique sous-quotient irre´ductible
µm-de´ge´ne´re´ de (9.15) et il y apparaˆıt avec multiplicite´ 1.
9.6. Classification des repre´sentations irre´ductibles
Dans ce paragraphe, on e´tudie l’application :
Z : Mult→ Irr.
On prouve qu’elle est surjective et que sa restriction a` Multsc est injective. Puis on e´tudie ses
fibres et on calcule les supports cuspidal et supercuspidal de Z(m) en fonction de m.
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9.6.1. On montre d’abord l’injectivite´ de la restriction de Z a` Multsc.
The´ore`me 9.30. — Soient m,m′ deux multisegments supercuspidaux. Alors les repre´sentations
Z(m) et Z(m′) sont isomorphes si et seulement si m = m′.
De´monstration. — Comme µm est l’unique plus grande partition pour laquelle Z(m) soit re´si-
duellement de´ge´ne´re´e et comme Stµ
m
(m) est l’unique sous-quotient irre´ductible re´siduellement
non de´ge´ne´re´ de rµ
m
(Z(m)), l’hypothe`se implique d’une part que µm = µm′ , et d’autre part que
Stµ
m
(m) et Stµ
m
′
(m′) sont isomorphes. Il ne reste plus qu’a` appliquer le lemme 9.21.
Si m est un multisegment supercuspidal, alors scusp(Z(m)) est e´gal au support de m. Quel est
alors son support cuspidal ? La re´ponse a` cette question est donne´e dans la proposition 9.34.
Lemme 9.31. — Soit m ∈ Multsc. On suppose qu’il y a une repre´sentation irre´ductible super-
cuspidale ρ telle que supp(m) ∈ N(Zρ). S’il existe r > 0 et k > 1 tels que :
cusp (Z(m)) = k · Str(ρ),
alors m n’est pas ape´riodique.
De´monstration. — Comme Stµ
m
(m) est un sous-quotient non de´ge´ne´re´ de rµ
m
(Z(m)) et comme
[rµ
m
(Z(m))] 6 [rµ
m
(I(cusp (Z(m))))], il y a une partition τ = (k1 > k2 > . . . ) de k telle que,
pour tout i > 1, on ait :
St(m(i)) = St (ki · Str(ρ)) .
Notons τ ′ = (k′1 > k
′
2 > . . . > k
′
s) la partition conjugue´e de τ et posons :
m′ = [1, k′1]Str(ρ) + [1, k
′
2]Str(ρ) + · · ·+ [1, k′s]Str(ρ).
Les partitions µm′ et µm sont e´gales et les repre´sentations Stµ
m
′
(m′) et Stµ
m
(m) sont isomorphes.
On de´duit de la proposition 9.23 que m = m′sc. Comme m
′
sc 6= m′, on en de´duit que m n’est pas
ape´riodique.
9.6.2. Le re´sultat suivant donne une classification des repre´sentations irre´ductibles en termes
de multisegments. Soit ZF l’ensemble des caracte`res non ramifie´s de F× de la forme x 7→ |x|iF avec
i ∈ Z. Pour toutm > 0, on note Multapm (ZF) l’ensemble des multisegments ape´riodiques de degre´
m et de support contenu dans N(ZF), et Mult
sc
m l’ensemble des multisegments supercuspidaux
de degre´ m.
Proposition 9.32. — Soit m > 0 un entier.
(1) L’image de Multapm (ZF) par m 7→ Z(m) est l’ensemble des classes de repre´sentations ir-
re´ductibles de Gm dont le support cuspidal est contenu dans N(ZF).
(2) L’application m 7→ Z(m) induit une bijection de Multscm dans Irr(Gm) et, pour m ∈ Multscm,
on a scusp(Z(m)) = supp(m).
(3) Pour tout multisegment m de degre´ m, on a Z(m) ≃ Z(msc) ≃ Z(map).
De´monstration. — On va prouver ce re´sultat par re´currence sur m, le cas m = 1 e´tant trivial.
Supposons donc que la proposition soit vraie pour tout i < m et prouvons-la au rang m.
On prouve d’abord (1). Soit m ∈ Multapm , et supposons que Z(m) n’ait pas le support cuspidal
attendu, c’est-a`-dire qu’il existe des entiers 1 6 i 6 m et r > 0, t > 1 et des repre´sentations
irre´ductibles π1 ∈ Irr(Gi) et π2 ∈ Irr(Gm−i) tels que :
Z(m) ≃ π1 × π2, cusp(π1) = t · Str(1F×).
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D’apre`s le lemme 9.31, on a i < m. La proposition e´tant vraie pour i etm−i, il existe d’apre`s (2)
des multisegments supercuspidaux m1 et m2 tels qu’on ait π1 = Z(m1) et π2 = Z(m2). D’apre`s la
proposition 9.28 et le the´ore`me 9.30, on a m = m1+m2. D’apre`s le lemme 9.31, le multisegment
m1 n’est pas ape´riodique, donc m non plus : contradiction. Soit maintenant s ∈ N(ZF) de degre´
m. On a une application injective :
(9.16) Z : Multap(s)→ Irr(s)⋆
(rappelons que Irr(s)⋆ de´signe l’ensemble des classes de repre´sentations irre´ductibles de support
cuspidal s).
Lemme 9.33. — Les ensembles finis Multap(s) et Irr(s)⋆ ont le meˆme cardinal.
De´monstration. — On utilise les notations du paragraphe 4.3. On e´crit s sous la forme :
[νi1]+ · · ·+ [νin], i1, . . . , in ∈ Z,
ou` ν de´signe la valeur absolue normalise´e de F×. Si l’on note ξ l’image de q dans R et si l’on pose
Ξ = [ξi1]+ · · ·+ [ξin] ∈ N(ξZ), on peut identifier les ensembles Ψ(Ξ) et Multap(s). L’application
V 7→ VI, ou` I de´signe le sous-groupe d’Iwahori standard, induit une bijection de Irr(s)⋆ dans
Irr(HN ,Ξ) (voir [36, 2 et 6]). L’e´galite´ cherche´e est donc une conse´quence de l’e´galite´ entre les
cardinaux respectifs des ensembles Ψ(Ξ) et Irr(Hn,Ξ), qui est donne´e par le corollaire 4.9.
Le lemme 9.33 implique que l’application (9.16) est bijective.
On prouve maintenant (2). Il suffit de prouver que, pour tout s ∈ N(S) de degre´ m, l’applica-
tion m 7→ Z(m) induit une bijection de Mult(s) dans Irr(s). Soit donc un support supercuspidal
s ∈ N(S). La restriction de Z a` Mult(s) est a` valeurs dans Irr(s) d’apre`s la de´finition 9.24, et
elle est injective d’apre`s le the´ore`me 9.30. Il reste donc a` montrer que les ensembles Mult(s) et
Irr(s) ont le meˆme cardinal. D’apre`s le the´ore`me 8.19 et la proposition 5.9, on peut se ramener
au cas ou` s ∈ N (Zρ), avec ρ une repre´sentation irre´ductible supercuspidale. Graˆce a` l’unicite´
du support supercuspidal (voir le the´ore`me 8.16), on a une e´galite´ :
(9.17) Irr(s) =
∐
t∈N(C)
tsc=s
Irr(t)⋆.
D’apre`s le lemme 9.9, on a une bijection :
Mult(s)
≃−→
∐
t∈N(C)
tsc=s
Mult(t)ap.
Il suffit donc de prouver que, pour tout t ∈ N(C) tel que tsc = s, les ensembles finis Mult(t)ap
et Irr(t)⋆ ont le meˆme cardinal. D’apre`s le the´ore`me 6.14, chaque t ∈ N (C) tel que tsc = s se
de´compose sous la forme :
t = t−1 + t0 + t1 + · · ·+ tr, r > −1,
ou` t−1 ∈ N (Zρ) et tk ∈ N
(
ZStk(ρ)
)
pour k > 0, ou` Stk(ρ) de´signe la repre´sentation cuspidale
St(ρ, e(ρ)ℓk). D’apre`s le the´ore`me 5.8, on a une bijection :
Irr(t)⋆ → Irr(t−1)⋆ × Irr(t0)⋆ × · · · × Irr(tr)⋆,
et on a une de´composition analogue :
Mult(t)ap = Mult(t−1)
ap ×Mult(t0)ap × · · · ×Mult(tr)ap,
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de sorte qu’on peut supposer que t est e´gal a` un seul tk, par exemple k = −1 pour simplifier les
notations. Il correspond a` t un support cuspidal t′ ∈ N(ZF′) ou` F′ est une extension finie de F
associe´e a` la repre´sentation cuspidale ρ, et une bijection :
Φt : Irr(t)
⋆ → Irr(t′)⋆
en vertu de [26, Proposition 4.33] et de la bijection de (5.11). On a une bijection analogue :
Mult(t)ap → Mult(t′)ap
graˆce a` la proposition 7.10. On est donc ramene´ a` prouver l’e´galite´ de cardinaux dans le cas ou`
ρ est le caracte`re trivial de F′×. On conclut graˆce a` la partie (1).
On prouve finalement (3). Soit m un multisegment de degre´ m. D’apre`s la partie (2), il existe
m′ ∈ Multscm tel que Z(m′) ≃ Z(m), ce qui implique que µm et µm′ sont e´gales et que Stµm(m) et
Stµ
m
′
(m′) sont isomorphes. Le re´sultat de´coule alors des lemmes 9.21 et 9.22.
9.6.3. La proposition suivante donne le support cuspidal de Z(m) en fonction de m.
Proposition 9.34. — Pour tout multisegment m, on a cusp(Z(m)) = supp(map).
De´monstration. — D’apre`s la proposition 9.32(3), on peut supposer que m = map. On va mon-
trer le lemme suivant par re´currence sur la longueur de m. On note Multap(n) l’ensemble des
multisegments ape´riodiques de longueur n.
Lemme 9.35. — L’application m 7→ Z(m) induit une bijection entre Multap(n) et l’ensemble des
classes de repre´sentations irre´ductibles de support cuspidal de longueur n et, pour tout multi-
segment m ∈ Multap(n), on a cusp(Z(m)) = supp(m).
De´monstration. — D’apre`s la proposition 9.32 et le paragraphe 9.2, l’application :
Z : Multap → Irr
est une bijection. Si n = 1, le re´sultat est trivial. On suppose donc que n > 2 et on pose
t = supp(m). Soient ρ1, . . . , ρr des repre´sentations irre´ductibles cuspidales telles que Z(m) soit
un quotient de ρ1 × · · · × ρr. Du lemme ge´ome´trique on de´duit que r 6 n et, si r = n, on a :
t = [ρ1]+ · · ·+ [ρn],
c’est-a`-dire que cusp(Z(m)) = supp(m). Supposons donc que r < n. Par hypothe`se de re´currence,
il existe un multisegment ape´riodique m′ de longueur r tel que Z(m′) = Z(m), ce qui donne une
contradiction.
Ceci met fin a` la preuve de la proposition 9.34.
On re´sume ici les resultats obtenus dans cette section.
The´ore`me 9.36. — (1) L’application Z : Mult→ Irr est surjective.
(2) E´tant donne´s m,m′ ∈ Mult, on a Z(m) ≃ Z(m′) si et seulement si msc = m′sc.
(3) Pour tout m ∈ Mult, on a scusp(Z(m)) = supp(msc) et cusp(Z(m)) = supp(map).
(4) Pour tout m ∈ Mult, on a Z(m)∨ ≃ Z(m∨).
Remarque 9.37. — Dans le cas ou` D = F, la surjectivite´ de l’application Z n’est pas prouve´e
en de´tail dans [34]. Notre argument est diffe´rent de celui sugge´re´ dans la note de [34, p. 606].
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Remarque 9.38. — L’application m 7→ Z(m) de´pend du choix de la racine carre´e √q effectue´
au paragraphe 1.1.1. Pour e´liminer cette de´pendance, on peut renormaliser Z en posant :
Ẑ([a1, b1]ρ1 + · · ·+ [ar, br]ρr ) = Z([a1, b1]ρ1ν(b1−a1)/2 + · · · + [ar, br]ρrν(br−ar)/2).
L’application m 7→ Ẑ(m) ve´rifie les proprie´te´s 1, 2 et 4 du the´ore`me 9.36, mais pas la proprie´te´ 3
telle quelle. En modifiant convenablement la de´finition du support d’un multisegment, on peut
obtenir pour Ẑ une proprie´te´ analogue a` 3.
9.7. Re´duction modulo ℓ
Soit ℓ un nombre premier diffe´rent de p, soit un entier m > 1 et soit G = Gm.
The´ore`me 9.39. — Soit ρ˜ une Qℓ-repre´sentation irre´ductible cuspidale entie`re de G. On sup-
pose que ρ = rℓ(ρ˜) est une Fℓ-repre´sentation irre´ductible.
(1) Soient a 6 b des entiers. Alors la Qℓ-repre´sentation Z([a, b]ρ˜) est entie`re et :
rℓ (Z([a, b]ρ˜)) = Z ([a, b]ρ) .
(2) Soit un multisegment m˜ = [a1, b1]ρ˜ + · · · + [ar, br]ρ˜ et posons :
m = [a1, b1]ρ + · · ·+ [ar, br]ρ.
Alors Z(m˜) est une repre´sentation entie`re et Z(m) est un facteur irre´ductible de rℓ(Z(m˜)).
De´monstration. — On commence par montrer (1). On note ∆ = [a, b]ρ et ∆˜ = [a, b]ρ˜ et on
pose n = b− a + 1. On fixe un type simple maximal λ = κ ⊗ σ contenu dans ρ, et on forme le
morphisme Sn comme au paragraphe 7.2. Soit κ˜⊗ σ˜ un type simple maximal contenu dans ρ˜ et
relevant κ⊗ σ. Il correspond a` ce rele`vement (§5.3) une β-extension κ˜n et un foncteur :
K˜n : RQℓ(Gmn)→ RQℓ(G¯m′n).
Remarquons, dans un premier temps, que rℓ (Z(∆)) ne contient pas de repre´sentation cuspidale.
En effet, la repre´sentation Sn(Π(∆˜)) contient, par la proposition 7.13 et le paragraphe 3.3, la
repre´sentation st(σ˜, n) avec multiplicite´ 1. Comme Sn(L(∆˜)) contient st(σ˜, n) (voir la proposi-
tion 7.21(3)), la re´duction rℓ(Sn(L(∆˜))) contient st(σ, n). Comme Z(∆˜) 6= L(∆˜) de`s que n 6= 1,
la re´duction rℓ(Sn(Z(∆˜))) ne contient pas de repre´sentation cuspidale. On de´duit que rℓ(Z(∆˜))
ne contient pas de repre´sentation cuspidale.
Par re´currence, on peut supposer que pour tout sous-groupe parabolique propre P = Pα, la
re´duction rℓ(rα(Z(∆˜)) est nulle ou irre´ductible. Si rℓ(Z(∆˜)) n’est pas irre´ductible, comme elle
ne contient pas de repre´sentation cuspidale, il existe un sous-groupe parabolique propre P = Pα
tel que rℓ(rα(Z(∆˜))) soit de longueur au plus 2 : contradiction.
Montrons maintenant (2). Compte tenu de ce qui pre´ce`de et du paragraphe 1.2.3, on a
l’e´galite´ rℓ(I(m˜)) = [I(m)]. Comme le foncteur de Jacquet commute aussi a` la re´duction modulo
ℓ (voir le paragraphe 1.2.4) et que dans le cas fini la re´duction modulo ℓ d’une repre´sentation
non de´ge´ne´re´e contient une repre´sentation non de´ge´ne´re´e, le module de Jacquet :
rµm(rℓ(Z(m˜)))
contient une repre´sentation non de´ge´ne´re´e. Par de´finition de Z(m), on a le re´sultat annonce´.
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The´ore`me 9.40. — Pour tout m > 1, l’homomorphisme de re´duction :
(9.18) rℓ : GQℓ(Gm)
en → G
Fℓ
(Gm)
est surjectif.
De´monstration. — Soit s ∈ N(SFℓ) un support supercuspidal, et soit GFℓ(Gm, s) le sous-groupe
de G
Fℓ
(Gm) engendre´ par Irr(s).
Lemme 9.41. — L’ensemble des repre´sentations de la forme [I(m)], avec m ∈ Multsc(s), est
une base de G
Fℓ
(Gm, s).
De´monstration. — D’apre`s le the´ore`me 9.36, l’ensemble des [Z(m)], m ∈ Multsc(s), est une base
de G
Fℓ
(Gm, s). Il suffit donc de prouver que l’ensemble des [I(m)], m ∈ Multsc(s), qui a le meˆme
cardinal, engendre le Z-module libre G
Fℓ
(Gm, s).
On peut supposer que supp(s) ∈ N(Zρ) avec ρ une repre´sentation supercuspidale. Supposons
qu’il existe m′ ∈ Multsc(s) tel que Z(m′) n’appartienne pas au sous-Z-module engendre´ par les
[I(m)], m ∈ Multsc(s), et choisissons m′ tel que µm′ soit minimal. D’apre`s la proposition 9.19,
on a une de´composition :
[I(m′)] = [Z(m′)]+
∑
m
am[Z(m)]
ou` m de´crit les multisegments dans Multsc(s) tels que µm⊳µm′ (ou` ⊳ de´signe la relation d’ordre
stricte associe´e a` E) et ou` les am sont des entiers > 0. Par minimalite´ de µm′ , les [Z(m)] avec
µm⊳µm′ appartiennent au sous-groupe engendre´ par les [I(m)] avec m ∈ Multsc(s), donc [Z(m′)]
aussi, ce qui conduit a` une contradiction.
Soit π une Fℓ-repre´sentation irre´ductible de Gm et soit s son support supercuspidal. D’apre`s
le lemme 9.41, il existe des am ∈ Z, m ∈ Multsc(s) tels que :
[π] =
∑
m∈Multsc(s)
am [I(m)] .
Par les the´ore`mes 9.39(1) et 5.14, pour tout m ∈Multsc(s), il existe un multisegment m˜ tel que
rℓ([I(m˜)]) = [I(m)]. On en de´duit que :
[π] = rℓ
(∑
m
am [I(m˜)]
)
,
ou` la somme porte sur les m ∈ Multsc(s), et donc (9.18) est surjectif.
Remarque 9.42. — (1) En ge´ne´ral, la re´duction modulo ℓ d’une repre´sentation de la forme
L(∆˜) n’est pas irre´ductible. Par exemple, si ρ˜ est la repre´sentation triviale de F×, si ∆˜ = [0, 1]ρ˜
et si q est d’ordre 2 modulo ℓ, la repre´sentation L(∆˜) contient, d’apre`s [36], un caracte`re et une
repre´sentation cuspidale non supercuspidale.
(2) Si n(∆) < e(ρ), alors rℓ(L(∆˜)) = L(∆) (voir [27]).
(3) En ge´ne´ral, on ne peut pas relever une repre´sentation de la forme L(∆). Par exemple, si ρ
est la repre´sentation triviale de F×, si ∆ = [0, 2]ρ et si q est d’ordre 3 modulo ℓ, la repre´sentation
L(∆) ne peut pas eˆtre releve´e.
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(4) Si rℓ(ρ˜) n’est pas irre´ductible, alors rℓ(Z(∆˜)) ne l’est pas non plus. Par exemple, si ρ˜ est
une Qℓ-repre´sentation cuspidale entie`re telle que rℓ(ρ˜) = [ρ]+ [ρ
′] avec ρ et ρ′ irre´ductibles non
isomorphes, on a :
rℓ(Z([0, 1]ρ˜)) = Z([0, 1]ρ) + Z([0, 1]ρ′) + [ρ× ρ′].
(5) Si ρ est une Fℓ-repre´sentation cuspidale telle qu’il existe une Qℓ-repre´sentation cuspidale
irre´ductible ρ˜ qui rele`ve ρ, alors Z([a, b]ρ) peut eˆtre aussi caracte´rise´ comme la re´duction modulo
ℓ de Z([a, b]ρ˜). Cette de´finition ne de´pend pas du choix de ρ˜ (voir [14, Proposition 2.2.3]).
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