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Abstract 
The established connections between topology and computer science generally involve the inter- 
play of order-theoretic ideas and nonclassical topological spaces with weak separation properties. 
This paper investigates the assumption of continuity with respect to Euclidean topologies for map- 
pings satisfying the restriction that the output data is a rearrangement of some subset of the input 
data. In particular, algorithms for sorting and computing order-statistics define continuous mappings 
with this property. We establish the following results about this special class of mappings. First, 
each mapping satisfies a Lipschirz condition. Second, there are only finitely many such mappings. 
Third, the subsets of Euclidean spaces that uniquely determine the mappings based on sorting or 
computing certain order-statistics are characterized. As a consequence, we obtain a topological 
generalization of the &l Sorting Lemma and a new necessary condition stating that the no proper 
subset of the nonconstant binary sequences determines sorting. 0 1998 Elsevier Science B.V. 
Keywords: Algorithm; Continuous; Determines sorting; Edge-compatible; Euclidean space; 
In-place; Lipschitz; Order-statistic; Permutation; Sorting 
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Introduction 
The present work is motivated by an analysis of the formulation and proof of the O-1 
Sorting Lemma found in [3, Section 1.6.1, Lemma 1.41. The result states “if an oblivious 
comparison-exchange algorithm sorts all input sets consisting of binary sequences (O’s 
and l’s), then it sorts all input sets with arbitrary values”. It generalizes an earlier result 
for sorting networks called the zero-one principle. This result states “if a network with 
n input lines sorts all 2” binary sequences into nondecreasing order, it will sort any 
arbitrary sequence of n numbers into nondecreasing order” [2, 5.3.4, Theorem Z]. 
0166-8641/98/$19.00 0 1998 Elsevier Science B.V. All rights reserved. 
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The proof of the zerodne principle presented in [2] consists of a brief argument 
involving monotonic functions while the proof given in [ 1, Theorem 28.21 supplies addi- 
tional details based on a preliminary result (Lemma 28.1) that is proved by an induction 
argument on the depth of wires in the sorting network. The proof of the O-l Sorting 
Lemma presented in [3] is similar to the proof of the zero-one principle; however, the 
assumptions that (i) the algorithm is based on comparison-exchange operations (compare 
the contents of cell i and cell j and place the smaller value in cell i and the larger value 
in cell j) and (ii) the algorithm is oblivious (the cells to be compared do not depend on 
the results of other comparison-exchange operations) replace the assumption of an actual 
sorting network. In particular, the induction argument on the depth of wires is replaced by 
a general assertion about the behavior of any oblivious comparison+xchange algorithm. 
The present paper introduces a context that allows a reformulation and proof of the O-l 
Sorting Lemma and clarifies the assumptions needed lo establish results of this type. The 
context is based on the following two assumptions. First, for several well-known classes 
of algorithms, there are simple conditions for correctness that may not be explicitly used 
in the design of such algorithms, but are crucial for their correctness. More precisely, 
if an algorithm A computes a mapping gA with n input values and m output values, 
a necessary condition is often represented by a constraint that involves the input and 
output values. 
In this paper, a constraint will have one of the following two forms: 
l [m= l] gA(Z,;...; z,) is a member of (~1,. . . ,xn}; 
l [m = n] gA(Z) = x0 = (%(I)) . . . , z,(,)) for some permutation (T based on z = 
(211.. . , GL). 
For example, the first constraint is satisfied by algorithms that compute the maximum 
or minimum of a set of numbers. The mappings that satisfy this constraint will be 
referred to as order-statistics. The second constraint is satisfied by algorithms that sort a 
set of numbers into nondecreasing order. The mappings that satisfy this constraint will be 
referred to as in-place. Other well-known algorithms may not fall into these categories, 
but also satisfy natural constraints. For example, if an algorithm A computes the convex 
hull of n points pl , . . . ,p, in the plane, then gA(p) = (pk(,), . . . ,p~k(~)) for some subset 
#4(l), . . . . k(s) of indices, where s depends on p = (PI,. . . ,p,). 
The second assumption is that A is a continuous deterministic algorithm: the mapping 
gA is well-defined and continuous on the domain of input values. This is the standard 
notion of continuity for a mapping defined between subsets of Euclidean spaces, not 
a domain-theoretic notion. In particular, we assume that the algorithms can perform 
computations on actual real numbers. Although I do not know a natural restriction on 
the structure of an algorithm A that guarantees the continuity of gA, the correctness of 
A may guarantee continuity. For example, any algorithm that correctly sorts a set of 
numbers in nondecreasing order must be continuous. 
The following discussion provides an outline of the paper and a summary of the main 
results. 
Section 1 introduces the notions of an order-statistic and an in-place mapping. The- 
orem 1 establishes that these mappings satisfy the following strong form of continu- 
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ity: they do not increase distances between sequences with respect to the sup-norm 
metric. Corollary 1 establishes that the mapping that sorts sequences in nondecreas- 
ing order has this property. Theorem 2 establishes that a mapping g defined on Eu- 
clidean n-space satisfies the following property if and only if each coordinate mapping 
is a continuous order-statistic: if y = g(z), then for each nondecreasing mapping f, 
(f(y,), . . , f(gn)) = y(f(q); . , f(xn)). This property of comparison networks was 
established in [ 1, Lemma 28.11. Theorem 3 establishes that there are only jinitely man? 
order-statistics and in-place mappings. Both Theorems 2 and 3 follow from Lemma 5 
which provides a key insight into the structure of these mappings. Corollaries 2 and 
3 give a graph-theoretic characterization of the continuous order-statistics and in-place 
mappings-they correspond to the vertex mappings r defined on permutations that sat- 
isfy the following edge-compatibility condition: for each binary sequence .r, if :c, = .I’, 
is sorted, then xrca) = or. 
Section 2 contains the results that are related to the motivation for the paper. The- 
orem 4 characterizes the subsets F of Euclidean n-space that determine maxima (for 
each continuous order-statistic g, if glF = Max IF, then g = Max) and determine min- 
ima. Corollary 4 establishes that a subset F consisting of binary sequences determines 
maxima (minima) if and only if it contains each binary sequence with a single 1 (0). 
Theorem 5 characterizes the subsets F of Euclidean n-space that determine sorting (for 
each continuous in-place mapping g, if glF = Sort IF, then g = Sort). This result gen- 
eralizes the O-l Sorting Lemma to certain subsets of Euclidean n-space. Corollary 5 
establishes that a subset F consisting of binary sequences determines sorting if and only 
if it contains each nonconstant binary sequence. This result does not seem to be found 
in the literature. 
The appendices provide some additional results and examples that may be helpful for 
the reader. In Appendix A, Theorem A establishes that each continuous order-statistic or 
in-place mapping is uniquely determined by its values on the sequences that are either 
sorted or can be sorted by applying an n-cycle. Appendix B contains two sample sorting 
algorithms. The first algorithm is odd-even transposition sort [3, Section 1.6.11 whose 
correctness is usually established by using the O-l Sorting Lemma. The second algorithm 
provides an example that cannot be described in terms of a sorting network consisting of 
comparison units. I have not seen it discussed in the literature. Appendix C provides lists 
of all continuous order-statistics and in-place mappings in dimensions 2 and 3 as well 
as a list of continuous in-place mappings that sort all binary sequences in dimension 3 
except for one designated nonconstant binary sequence. 
0. Preliminaries 
Assume that n is a positive integer. The symbol R’” denotes Euclidean n-space with 
the sup-norm defined by ]jz - ~11~ = max{Ixi - yil: 1 < i < n} for z,y E R”. For 
each 1 < i 6 72, 7ri denotes the projection mapping onto the ith coordinate. If p, q E ‘FL’“, 
then the open line segment (p, q) = {cxp + (1 - cu)q: 0 < cy < 1) and the closed 
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line segment [p, q] = (p, q) U {p, q}, The symbol 17 denotes the set of binary sequences 
(0, l}“, 0 [l] denotes the constant sequence consisting of O’s [l’s], and B’ = B\{O, 1). 
The symbol D denotes the open dense subset of R” consisting of the sequences with 
distinct elements: 
A mapping g :U + R” defined on a subset U of R” is Lipschitz if there exists a 
constant C such that ]]g(x) - g(y)]la < C]]z - y]loo for each z,y E U. The minimum 
C satisfying this property is denoted by /]g ]]Lir. 
For each 1 6 i < 72, define pi E R” by (ni)j = 0 if j < i and (~.i)j = 1 if j > i. For 
each 1 < i < n, define Si E R” by (&)i = 1 and (&)j = 0 if i # j, and define 6; E R” 
by (S& = 1 - (S&. 
The symbol Perm(n) denotes the set of all permutations of the set { 1, . . . , n}. The 
symbol id denotes the identity permutation. A permutation c E Perm(n) is an n-cycle if 
rz is the smallest positive integer such that on = id. Let C(n) = (0 E Perm(n)]a = id 
or c7 is an n-cycle}. 
For each n, Max : 77,” -+ R[Min] denotes the mapping that computes the maximum 
[minimum] of the coordinates of a sequence. The phrase “x E 7%” is sorted” means 
that x1 6 ... < IC,. For each x E R” and D E Perm(n), define x, E 77,” by x6 = 
(%(l)r . . , z,(,)). Then Sort : 72” + 72” denotes the unique mapping that satisfies the 
following property: for each x E R”, there exists g(x) E Per-m(n) such that Sort(x) = 
x0(Z) is sorted. 
Definition 1. For each p E Perm(n), define S, = {x E Rn]xO is sorted} and B, = 
S, n t3’. 
One can show that each S, is a closed convex subset of R” with Interior($) = 276,. 
Since Bid = {Q 1 1 < i < n}, B, = {(r;i), I 1 < i < n}, where r = a-‘. 
Definition 2. Assume that Z.4 is a subset of R”. For each g : U + R and 1 < i 6 ?z, 
define K(g) = {z E U I g(x) = xi}. For each g:U + 72” and u E Perm(n), define 
Vc(g) = (x E u 1 g(x) = xc}. 
Definition 3. For each p, q E R”, define the predicate 
order(p, 4) = & # j l (pi < J+ =+ qi < qj) A (4% < qj * pi 6 pj). 
In particular, if {p, 4) C S, for some c E Perm(n), then order(p, q) holds. 
The following two elementary results about Euclidean n-space will be used in Sec- 
tion 1. Lemma 1 states that each line segment in R” with one end point in V contains 
only finitely many points that do not belong to D. Lemma 2 states that the line segments 
contained in V are characterized by the order predicate. 
Lemma 1. Suppose p, q E R” and {p, q} n 2) # 0. Then Lp, q] \D is a jinite set. 
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Proof. Suppose q E 23. A straightforward calculation shows that 
(P, q)\D c, {“ijP + (1 - a,,)q: 1 < i < j 6 n}! 
wherewj = l/(l+rij) andrij = (pi-p,)/(qj-qi).Hence I(p,q)\2)1 < n(n-1)/2. q 
Lemma 2. Suppose p, q E 72”. 
(4 (p, q) C v + order(p, 4). 
(b) If {p, q} n ID # 8 and order(p, q), then (p, q) C D. 
Hence for each IS E Perm(n), D n S, is an open convex set. 
Proof. (a) Suppose there exist indices i # j such that pi < pj and qi > qj. Since the 
mapping h : (0,l) 4 (0, +oc) defined by h(ai) = cx/( 1 - cz) is a bijection, there exists 
0 < CY < 1 such that o/(1 - a) = (qi - qj)/(p, -pi). Hence api + (1 - a)qi = 
apj + (1 - cu)qj, so 2 = cxp + (1 - cy)q satisfies 5i = x:j. Therefore, z E (p, q)\D. 
(b) Suppose p E 2) and assume that for some 0 < o < 1, z = cup + (1 - CY)~ 6 V. 
Choose indices i # j such that xi = xj. Since p, # p,, r = a/( 1 - a) = - (qi - 
4j)l(Pi -Pj). S’ mce 0 < Q < 1, qi # qj, If pi < p,, then by the assumption order(p, q), 
qi < qJ ; hence r < 0, which is a contradiction. Similarly, if pi > pj, then qi > qj and 
‘r < 0, which is a contradiction. Hence (p, q) 2 2). 0 
1. Order-statistics and in-place mappings 
Definition 4. Assume that U is a subset of R”. A mapping g : U + R is an order-statistic 
if for each x E U, there exists an index 1 < i(z) < n such that g(z) = xi(z). A mapping 
g : U + 72” is in-place if for each x E U, there exists a permutation c(x) E Perm(n) 
such that g(x) = x~(~). 
Clearly, a mapping g is an order-statistic [in-place] if and only if 
U=U{K(g)Il<i<n} [u=U{V~(g)lo.EPerm(n)}]. 
Throughout the remainder of this section, we will assume that 1 6 i < n and ~7 E 
Perm(n). 
Lemma 3. Assume that U is an open subset of 72”. 
(a) An order-statistic g : U + R is continuous if and only if for each i, Vi(g) is a 
closed set. 
(b) An in-place g : U + R” is continuous if and only if for each CT, V,(g) is a closed 
set. 
Proof. (a) Suppose g is a continuous order-statistic and {x(k)} C V,(g) is a sequence 
converging to x. Then g(x(k)) = (z(k))i converges to zz, so g(x) = xi. Hence x E 
Vi(g), so Vi(g) is a closed set. Conversely, if g is not continuous at 5 E U, there exists 
E > 0 and a sequence {x(k)} C U converging to z such that 
Ig(G)) - g(x) I 3 E for each k. (W 
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Since g is an order-statistic, there exists an index i and a cofinal set of indices {k(j)} 
such that {z(k(j))} C Vi(g). Since g(z(k(j))) = z(k(j))i converges to xi, it follows 
from (#) that z +! K(g). so V%(g) is not a closed set. 
The proof of part (b) is essentially the same as the proof of (a). 0 
Corollary 1. For each n 3 I, Sort : 72.” ----) 72” is a continuous retraction of Rn onto Sid. 
Proof. By definition, Sort is an in-place mapping and for each 0, V,(Sort) = S, is a 
closed set, so by Lemma 3(b), Sort is a continuous mapping. 0 
Let OS(U)[IP(U)] denote the set of continuous order-statistics [in-place mappings] 
defined on a subset ,?A of 72”. If Z.4 = Rn, we will simply write OS(n) [IP(n)]. 
Lemma 4. Assume that U is an open convex subset of R” and p, q E U satisfy 
(P, 4) c 2). 
(a) For each g E OS(U), there exists a unique i such that [p, q] C K(g). 
(b) For each g E II’(U), th ere exists a unique (T such that [p, q] & Vg(g). 
Proof. (a) Suppose z E (p, q). Since g is an order-statistic, there exists i such that 
5 E Vi(g). Define 
F = (0 < a < 1 1 (1 - cy)z + cuq $ K(g)}. 
We claim that F = 0; then [IC, q) C K(g), which establishes that (p, q) C K(g). By 
Lemma 3(a), K(g) is a closed set, so it follows that [p, q] C K(g). 
If F # 0, define Q = inf(F) and let z = (1 - CY)Z + aq. 
If z = z, then by assumption z E Vi(g). If z # 5, then by definition of F, z E 
closure(Vi(g)), so by Lemma 3(a), z E Vi(g). In either case, there exists a sequence 
{Zk] c: (z1g)\K(g) such that Zk converges to z. Since g is an order-statistic, there 
exists a cofinal set {k(j)} an an index m # i such that {zk(j) } G Vm(g). Hence, by d 
Lemma 3(a), 2 E l&(g), so g(z) = z, = zm, which contradicts the fact that z E V. 
Using Lemma 3(b), the same proof also establishes part (b). 0 
Theorem 1. If g is either a continuous order-statistic or a continuous in-place mapping 
dejined on an open convex subset U of R”, then 
(a) g(az) = og(z) for each x E U and Q > 0. 
(b) g is a Lipschitz mapping and IlgljLip = 1. 
Proof. Suppose g is a continuous order-statistic defined on U. 
(a) By definition, g(Oz) = g( (0, , 0)) = 0, so the assertion holds for (u = 0. Suppose 
p E 23 and cy > 0. For each j3 > 0, /3p E D, so by Lemma 4(a), there exists i such that 
IRQPI 5 K(s). H ence g(ap) = (CXP), = a(pi) = ag(p). Since 2) is a dense subset of 
R”, it follows from the continuity of g that (a) holds. 
(b) Choose z, Y E U and suppose x E V. If (5, Y) C ;I), then by Lemma 4(a), there 
exists an index i such that [x, y] C Vi(g). Therefore, 
19(z) - g(y)1 = Ia% - Yil 6 112 - Ylloo. 
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Otherwise, by Lemma 1, there exists a finite sequence 0 < ~1 < . < CY, < 1 such 
that 
where pk = cyk~ + (1 - ak)y. Suppose a0 = 0, po = y, a,+~ = 1, and P,+I = 2. The 
preceding argument shows that 
(g(PQ+,) - S(Pk)( f IlPk+l -Pl,IIcc = (WC+1 - QkN3: - Yllco 
for each 0 < k < m. 
Therefore, the inequality 
(g(z) -S(Y)] 6 c{ Ig(J%+r) - g(RJJ: 0 G k 6 m> 
< C{(ok+r - ok)Jj11: - ~11~~: 0 < k < m} = (llz: - yllm 
holds for each x E D and y E LI. Since g is continuous and 2, f’ U is a dense subset of 
U, it follows that [g(x) -g(y)\ < lllc - y/llM holds for each 2, y E 23, so g is a Lipschitz 
mapping with Ilgj\Lip < 1. Since g((1,. . . , 1)) - g((0,. . . ,O)) = 1, JlglJt,ir = 1. 
If g is a continuous in-place mapping, then for each index i, gi = Ti og is a continuous 
order-statistic. Hence by (a), g(az) = (gi(oz)) = (ogi(Z)) = o(gi(X)) = og(x). By 
(b), for each z,y E U, 
[(g(z) - dY)ll, = max {ISi(~) - Si(Y)I: 1 G i 6 n} G 115 - YIIcQ? 
SO IlgljQ < 1. Since 
The following result clarifies the structure of our specialized mappings. It also provides 
the basic tool that is used in the remainder of the paper. 
Lemma 5. Assume that U is an open convex subset of Rn. 
(4 !fg E OS(U),f or each r, there exists i such that U f~ S, C Vi(g). If U = R” and 
g is an order-statistic, this condition is equivalent to the continuity of g. 
(b) !f g E WU), f or each r, there exists o such that U n ST C &(g). If U = 72” 
and g is in-place, this condition is equivalent to the continuity of g. 
Proof. (a) Suppose g E OS(U) and V = U f~ S, # B. Since V n D is a dense subset 
of V, we can choose p E V n D. Suppose p E Vi(g) and choose IC E V. Since p, z E S,, 
order@, x) holds, so by Lemma 2(b), (p, CE) C D. By Lemma 4(a), there exists m such 
that Cp, Z] C V,,(g). Therefore, p E V%(g) n Vm(g) n V, so i = m. Hence, J: E G(g) = 
K(g), SO v C Vi(g). 
Conversely, suppose g is an order-statistic on 77” that satisfies the condition. For each 
g, let V(C) denote the unique index such that S, C V,(,)(g). Since each S, is a closed 
set, for each u and i, 
F(0, i) = {X E S0 / Xc,(g) = Xi} 
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is a closed set. Hence K(g) = U{z E S, 1 g(z) = xi} = U F(a, i) is a closed set, so 
by Lemma 3(a), g is continuous. q 
The proof technique used in (a) also establishes (b) using Lemmas 2(b), 3(b), and 4(b) 
with K(g) replaced by V,(g) and F(a, i) replaced by F* (a, T) = {z E S, ) q,(T) = z,}. 
Remark. One can also prove Lemma 5 by using a topological argument based on the 
fact that each U fl S, n V is a connected space. However, some form of Lemma 4 seems 
to be needed to prove Theorem 1. 
Definition 5. A mapping g : ‘R” + 77,” preserves monotonic&y if for each nondecreasing 
f:R-,R,f*og=gof*,wheref*isdefinedbyf*(z)=(f(zl),...,f(z,)). 
This property was established for comparison networks in [l, Lemma 28.11. The fol- 
lowing result establishes the connection with the ideas in this paper. 
Theorem 2. A mapping g : 72” + 72” preserves monotonicity if and only if ri o g is a 
continuous order-statistic for each 1 < i < n. 
Proof. Suppose g : 72” + Rn preserves monotonicity. Choose p E S, and let y = g(p). 
Define the mapping f by f(z) = p,,(k), where k = max({i 1 p,(i) < x} U (1)). 
Since X, is sorted, f is a nondecreasing mapping, so f’ o g = g o f”. Therefore, 
f*(y) = f*(g(p)) = (g o f*)(p). By definition, f*(p) = p, so f*(y) = g(p). Since the 
rangeoffis{pr,... ,pn}, it follows that each gi is an order-statistic. 
Choose 1 < i < n and let h = ni o g. We will show that for each (T, there exists 
an index i such that S, C Vi(h). Then it will follow from Lemma 5(a) that h is 
continuous. Choose p E V n S,. By the preceding work, h(p) = p, for some index 
m. We claim that S, C V,(h). Suppose II: E S,. Define f by f(z) = z,(k), where 
k = max({ilp,(i) < z} U (1)). Since p, and 2, are both sorted, f is a nondecreasing 
mapping, and since p E D, f*(p) = z. Therefore, 
h(z) = (xi O 9 O f*)(P) = (Ti O f* O g)(P) = (f’ O ri O S)(P) 
= (f O h)(P) = f(PTrL) = Grl, 
which establishes the result. 
Assume that g : 72” ---f 72” is a mapping such that gi = nisi o g is a continuous order- 
statistic for each 1 < i < 72. Suppose f : R + R is a nondecreasing mapping and 
z E S,. By Lemma 5(a), for each i, there exists k(i) such that S, & V~(~,(gi). Since f 
is nondecreasing, f*(z) E S,. Therefore, 
(gOf*)(z) = (gi(f(~l),...,f(5n))) = (f(Zk(l)),...,f(2k(n))) = (f* 09)(2), 
which establishes that f* o g = g o S*. 0 
Theorem 3. For each n 3 1, OS(n) and P(n) are finite sets. 
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Proof. Suppose g E OS(n). By Lemma 5(a), for each 7, there exists i such that S, 2 
Vi(g). Since there are at most n choices for i, it follows that IOS(n)l < nn!. A similar 
argument using Lemma 5(b) establishes that lIP( 6 (n!)“!. 0 
(9 
(ii) 
(iii) 
In both cases, the upper bounds stated in the proof of Theorem 3 are conservative. 
For example, direct counting arguments show that jOS(3)l = 18 and IIP(3) I = 66, 
as opposed to the upper bounds of 729 and 46656, respectively. A complete listing 
of these sets of mappings is given in Appendix C. 
Theorem A in Appendix A states that continuous order-statistics and in-place 
mappings are determined by their values on the sets S,, where (T E C(n). Since 
ICY(n) I : (n- l)! + 1, it follows that the preceding upper bounds can be improved 
to IOS(n)I 6 n(+‘)!+’ and IIP(n)l < (n!)(n-l)!+‘, respectively. 
The lower bound n! < lIP( follows from the fact that each linear mapping L, 
defined by L,(z) = 2, is an in-place mapping. 
Using Lemma 5, we can show that the continuous order-statistics and in-place map- 
pings defined on R” correspond to mappings on Perm(n) that satisfy natural compatibility 
conditions. These conditions have a natural formulation in terms of a graph G, based 
on the vertex set Perm( n) . 
Supposen32andlet[n,]={l,... , n}. Define the undirected graph G, = (Perm(n), 
En), where 
A pair (a, 7) E E, if and only if (S, n $)\A, # 0, where A, denotes the constant 
sequences. [If :c E (S, n &)\A,, let k = max{i 1 z,(]) = cc,(,)}. Then y E B, n B,, 
where yz = 0 if r-‘(i) < k and y/Z = 1 otherwise.] Hence, for n > 3, G, is the graph 
associated with the set of components {Z, n S,}, where two components are adjacent if 
they share a nontrivial common boundary. (The graph G2 has two vertices and no edges.) 
Fig. 1 shows Gs with edge labels corresponding to the binary sequences that belong to 
B, fl B,, where (a, r) is an edge. 
(12) 
i 
001 011 
fi 
(231 
101 010 
(123)y321) 
Fig. I. 
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Definition 6. A mapping v : Perm(n) --f [n] is edge-compatible if for each u, r E 
Perm(n) and each z E B, f~ B,, xcvcg) = xv(7). 
Lemma 6. If v : Perm(n) + [n] is an edge-compatible mapping, then for each (T, 7 E 
Perm(n) and each x E S, n S,, xvcC) = x,,,~~). 
Proof. Suppose IC E S, fX S, satisfies z~(~) < xv(7). Let m = min{i ( x0(i) = xv(,)}. 
Since 2, is sorted, x,,(~) = min{zj 1 1 < j < n}, so m > 1. Define y E t? by yj = 0 if 
a-l(j) < m and yj = 1 otherwise. Since m > 1, y $! (0, 1). 
Claim 1. y E B, rl B,. 
Proof. By definition, y,,(k) = 0 if k < m and yOcrc) = 1 if k 2 m. Hence y0 is sorted, 
so y E B,. 
To show that y7 is sorted, let s = g-‘(r(k)). Since x, = z, is sorted, if k < m, then 
by the definition of m, z~(~) = x7(k) = x,,(~) < qrn). Hence s < m, so y7ck) = 0. 
If k > m, then x0(s) = G(~c) 2 G(~) = q,), so by the definition of m, s 2 m and 
hence yT(k) = 1. Therefore, y7 is sorted, so y E B,. 0 
Claim 2. yv(o) = 0 and yy(7) = 1. 
Proof. Let s = a-‘(v(g)) and t = c-’ (V(T)). Then x0(S) = qv) < q+) = x~(~). 
Since zv is sorted, it follows that s < m, so yv(a) = 0. Similarly, x,,ct) = xv(,) = z,,(,), 
so by the definition of m, t 3 m and hence Ye = 1. 0 
It follows from Claims 1 and 2 that v is not edge-compatible, which is a contradiction. 
Therefore, xc,(n) = q7). 0 
Corollary 2. 
(a) Suppose v : Perm(n) + [n] is an edge-compatible mapping. Then the mapping 
gv:F + R 
dejked by g”(x) = xv(,,) if x E S, is a continuous order-statistic. 
(b) Suppose g : R” + ‘R is a continuous order-statistic. Then the mapping 
vs : Perm(n) + [n] 
dejined by ~~(0) = i if S, C K(g) is edge-compatible. 
Proof. (a) By Lemma 6, gv is a well-defined order statistic. By definition, S, C 
V,,,,(g,,) for each cr, so by Lemma 5(a), gv is continuous. 
(b) By Lemma 5(a), for each (T, there exists i such that S, s K(g), so v9 is a well- 
defined mapping. Suppose x E B, 0 B, for 0, r E Perm(n). Then x E K(g) n V,(g), 
where i = VJU) and j = v9(r), so g(x) = xi = x~j establishes that v, is edge- 
compatible. •I 
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Definition 7. A mapping X : Perm(n) -+ Perm(n) is edge-compatible if for each 0, r E 
Perm(n) and each x E B, n B,, ccx(o) = x~(~). 
Note. The expression x~(~) = x~(~) denotes the pointwise equality of the two sequences. 
Lemma 7. Suppose X : Perm(n) + Perm(n) is an edge-compatible mapping. Then for 
each o, 7 E Penn(n) and each x E S, n S,, x:x(O) = x,,(~). 
Proof. Choose 1 < i < n and define v by ~(0) = X(o)(i). If C,T E Perm(n) and 
y E B, n B,, then yv(0) = ye = ye = yv(,), so v is an edge-compatible 
mapping. Hence, by Lemma 6, x~(~)(~) = Ox,, = x,,(,.) = XJ,(~)(~). Since this equality 
holds for each i, “c~(~) = z~(~). 0 
Corollary 3. 
(a) Suppose X : Perm(n) 4 Perm(n) is an edge-compatible mapping. Then 
gx:R” +R 
de$ned by gx(x) = x~(~) if x E S, is a continuous in-place mapping. 
(b) Suppose g : 72” -+ R” is a continuous in-place mapping. Then the mapping 
X, : Perm(n) + Perm(n) 
defined by &(a) = T ifs, C VT(g) IS an edge-compatible mapping. 
Proof. The proof used for Corollary 2 establishes the result, where Lemma 7 is used in 
place of Lemma 6 and Lemma 5(b) is used in place of Lemma 5(a). 0 
2. Determining sets 
Definition 8. A subset F L ‘I?” determines maxima [minima] if for each g E OS(n), 
g]F=Max]F+g=Max [g]F=Min]F+g=Min]. 
We say that a subset F G 72” satisfies the property Max [Min] if for each 1 < i < n, 
there exists x E F such that xi > max{xj 1 i # j} [xi < min{xj I i # j}]. 
Theorem 4. A subset F C_ 72” determines maxima [minima] if and only if F sutisjes 
Max [Min]. 
Proof. We will prove the result for maxima; the result for minima is proved in a similar 
manner. 
Suppose F determines maxima. Choose 1 < i < n and define g E OS(n) by 
g(z) = max{xj I i # j}. 
Since g(&) = 0, g # Max, so by assumption there exists x E F such that Max(z) > 
g(z). Hence, Max(x) = xi > max{x, I i # j}, so F satisfies Max. 0 
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Suppose g E OS(n), F satisfies Max, and g/F = Max 1~. First, we will show that 
g(Si) = 1 for each 1 < i < n. Choose X E F such that 
Xi > max{Xjcji # j}. (#I 
Suppose X E S,,. By Lemma 5(a), there exists an index Ic such that S, C Vj(g). By 
assumption, g(X) = Xk = Max(X), so it follows from (#) that i = k. Since X, is sorted, 
it also follows from (#) that i = g(n). Therefore, & E S,, so g(&) = (&)k = (S,), = 1. 
To show that g = Max, choose r E Perm(n) and suppose X E S,. By Lemma 5(a), 
there exists an index k such that S, C vk(g). By definition, S,(,) E S,, so by the 
preceding work, g(&(,)) = (&(,))I, = 1; hence k = ?-(n). Therefore, g(x) = Xk = 
XCrcn) = Max(X) since x, is sorted. 0 
Corollary 4. A subset F C B determines maxima [minima] if and only if F contains 
each sequence Si[S$ 1 < i < n. 
Proof. If each & belongs to F, then clearly F satisfies Max, so by Theorem 4, F 
determines maxima. Conversely, suppose F C B determines maxima and choose 1 < 
i 6 n. By Theorem 4, there exists x E F such that Xi > max{xj 1 i # j}. Since X E Z?, 
xi = 1 and xj = 0 for each i # j; hence x = I&, so Si E F. 
An analogous proof using {S,!} establishes the result for minima. 0 
Example 1. For each p E D, the set Fp = {p, ) 7 = gk, 0 < k < rz} determines both 
maxima and minima, where (T denotes the n-cycle (I 2. . n). 
Definition 9. A subset F C 72” determines sorting if for each g E IP(n), glF = 
sort IF =+ g = sort. 
We say that a subset F 2 72” satisfies property Sort if for each x E 8’, there exists 
y E F such that the following condition holds: 
Vl~i,j,<noxi<Xj~yi<y~. (0) 
If the sequences x and y satisfy (0), there exists g E Perm(n) such that {x, y} & S,. In 
fact, choose any c such that ya is sorted; then it follows from (0) that X, is also sorted. 
The converse statement is false. For example, x = (0, 1, 1) and y = (0, 0, 1) belong to 
S’id, but (0) does not hold. However, the converse holds if y E D. 
Theorem 5. A subset F !& 72” determines sorting if and only if F satisjes Sort. 
Proof. Assume that g E IF’(n), F satisfies Sort, and glF = Sort 1~. First, we will show 
that g(x) is sorted for each x E B’. Choose y E F such that (0) holds. By the above 
remarks, there exists T such that {x, y} C S,. By Lemma 5(b), there exists (T such that 
S, c K(g). Ifg(x) = x, is not sorted, there exist indices i < j such that X0(j) < X0(i). 
Hence by CO), yO(j) < am. However, by assumption, g(y) = Sort(y) = yo, so glo(i) < 
ya(j), which is a contradiction. Therefore, g(B = Sort (8. 
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To establish that g = Sort, we will show that for each 7, S, C VT(g). By Lemma 5(b), 
there exists g such that S, C VO(g). We claim that 0 = 7. Suppose there exists an index 
i such that k = a(i) # m = 7(i). 
Case 1. r-‘(k) < i. Define y E B by yj = 0 if 7-r (j) < i and yj = 1 otherwise. 
Then yk = 0 and ym = 1. By the preceding work, g(y) = Sort(y). Since y E ST, 
g(y) = ya = Sort(y) = y7; hence y,+ = ~~(~1 = ~~(~1 = ym, which is a contradiction. 
Case 2. i < 7-l (Ic). Define y E B by y3 = 0 if 7-l (j) < 7-l (Ic) and yj = 1 
otherwise. Then y E S,, yk = I, and ym = 0, which leads to the same contradiction as 
inCase1. q 
Suppose F does not satisfy Sort. Therefore, there exists p E B’ such that for each 
y E F, we can choose indices i and j such that pi < pj and yi 3 yj. Suppose p E S, 
for some r E Perm(n). Since p $ (0, l}, p, = PG,, for some 1 < r < R Let p denote 
the transposition (T r + 1) and define the set 
P = {a E Perm(n) / K, E S,}. 
and the mapping 
X : Perm(n) -+ Perm(n) 
by A(a) = cr o p if c E P and A(a) = 0 if cr $ P. 
Claim 1. X is an edge-compatible mapping (in the sense of DeJnition 7). 
Suppose (T, r E Perm(n) and z E B, n B,. We must show that x~(~) = x~(~) for 
each of the following cases: 
(9 g $ P, r $ P, 
(ii) 0, r E P, and 
(iii) f7 E P, T f$ P. 
The equality holds for cases (i) and (ii) since 2, = x7 and this equality implies 
5 op = xrp. To establish the equality for case (iii), we will show 
50(T) = %(,+I). (#I 
Since 2, is sorted, it follows from (#) that x~(~) = x,,~ is also sorted. Therefore, since 
x~(~) = x7 is sorted, z~(,,) = x~(~). If (#) is false, then x0(r) = 0 and x,(,+r) = 1 
since x, is sorted. Since x, is sorted and 0 E P, it follows that x0 = K~ = (K~)~, so 
x = K~. Hence z = 6, $ S, since r $ P, which is a contradiction. Therefore, X is an 
edge-compatible mapping. 
It follows from Claim 1 and Corollary 3(a) that the mapping gx defined by 
gx(x) = r~(~) if x E S, 
is a continuous in-place mapping. Define the mapping g E IP(n) by g(x) = gA(x7). 
Claim 2. The mapping g sorts each member of F, but g(p) is not sorted. 
By definition, g(p) = gx(p,) = gx(K?) = (K,)A(id) since &ir E Sid. Since id E P, 
X(id) = p, so g(p) = (K.,), is not sorted. 
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Choose y E F and u such that y7 E S,. If 0 # P, then by definition g(y) = gx(yT) = 
(Y&o) = (YT)O is sorted. Suppose (T E P. Then p7. = 6, E S,, so {p, y} 2 S,, 
where 7r = 7 o 0. By assumption, there exist i and j such that pi < pj and yi > yj. 
Suppose i = rr(lc) and j = r(m). Since pa is sorted, pa = IE~, so pack) < Pi implies 
Ic < T < m. Therefore, since yn is sorted, yi = ~~(~1 < ~~(~1 < Y~(~+,) < ya(m) = yj; 
hence yi 2 yj implies y=(T) = ~~(~+l). Since yx is sorted, it follows that ynp is also 
sorted. Hence, g(y) = gx&) = (Y~)x(~) = (Y~)~~ = yxp is sorted. 0 
Remark. The last table in Appendix C lists the members of IP(3) that sort each member 
of B except for one designated nonconstant sequence. 
The following result is a topological reformulation and generalization of the O-l Sort- 
ing Lemma [3, Section 1.6.1, Lemma 1.41. 
Corollary 5. A subset F c t3 determines sorting if and only if l3’ G F. 
Proof. If a’ C F, then F satisfies Sort, so by Theorem 5, F determines sorting. Con- 
versely, suppose F C B determines sorting and choose 2 E f3’. By Theorem 5, F satisfies 
Sort, so there exists y E F such that (0) holds. Based on the discussion preceding The- 
orem 5, there exists 0 such that {a~, y} & S,. Since Z, and y0 are sorted sequences in 
t?, it follows from (0) that 2, = y,, and hence that 2 = y. Therefore, B’ C F. 0 
Corollary 6. A subset F C ‘D determines sorting if and only if for each x E I?‘, there 
exists y E F and o E Perm(n) such that {x, y} s S,. 
Proof. The result follows from the earlier remarks, Theorem 5, and the definition 
OfD. 0 
Corollary 7. If F C D determines sorting, then IFI 3 (2” - 2)/(n - 1). 
Proof. For each y E F, let a(y) = {x E B’ 1 {x, y} C S, for some g}. Since y E V, it 
belongs to exactly one set S, ; hence, a(y) C B,, so iB(y) ( < 1 B, ( = n - 1. Therefore, 
by Corollary 6, B’ = U{/3(y) ( y E F} implies JB’l = 2” - 2 6 iFl(n - 1). 0 
Example 2. For each p E 2, n Sid, the set F(p) = {p, 1 (T E C(n)} determines sorting. 
To verify that F(p) satisfies the condition stated in Corollary 6, we use Lemma A in 
Appendix A: if c E Perm(n) and x E B,, there exists r E C(n) such that x E B,. If 
2 E B,, then p, E F(p), where p = r-l, and {x, pp} s S,, so the condition is satisfied. 
Example 3. For each p E D n Sid, define the set G(p) = {p, I 7 = uk for some 
0 < Ic < n}, where u = (12. . . n). Then G(p) determines sorting if and only if n 6 3. 
If n 6 3, then G(p) coincides with the set F(p) defined in Example 2. If G(p) 
determines sorting, then by Corollary 7, IG(p)I = n > (2n - 2)/(n - l), which implies 
n < 3. 
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Appendix A. Adjacency theorem 
For each I C { 1,2, . . , n}, define A(1) = {X E ‘R” 1 5, = xj for each i, j E I}. 
Lemma A. For each T E Perm(n) and z E B,, there exists 0 E C(n) such that x E B,. 
Proof. We use induction on the size of the index set. The result holds for n = 2 since 
Perm(2) = {id, (12)). S u pp ose n 3 3 and assume that the result holds for each set of 
size < n.. 
Case 1. r has a fixed point i. Let l..i..n = (1,. . ,n}\{i}. Define 2’ = xii..+., and 
7’ = rli..o..n. If x’ E A(l..i..n) and xi = 0, then z = (0) 1,. . . , 1) E Bid. Similarly, 
if zi = 1, then 2 = (O,... , 0, 1) E Bid. Hence, we can assume that 2’ E &. By the 
induction hypothesis, there exists 0’ E Perm( 1. i. n) such that IC’ E B,, , where U’ = id 
or c’ is an (n - I)-cycle. If 0’ = id, then x’ is sorted, so x E B, implies that x is sorted. 
Therefore, we can assume that g’ is an (n - 1)-cycle on the set 1. i. n. There are four 
cases to consider. In each case, using the fact that 1 E B,, and :r E B,, one can show 
that g is an n-cycle such that x E B,. 
(a) 1; = 1. 0’=(2a~.4,) *(T= (2 1 u3...a,,), 
(b) i = n, fl’= (n- 1 Q...U,) 3 cr= (n- 1 nas...&): 
(c) 1 < i < n and zi = 0, a’=(i-lasY&J =+a=(i-li<Q...U,), 
(d) 1 <i <nandxi = 1, cr’= (if 1 ~...a,) + g= (if1 i u3...un). 
Case 2. 7 has no fixed points. Suppose p = (u(l) . u(k))(b( 1). b(m)), where the 
two cycles are based on distinct sets of indices. We will show that for each II: E B,, 
there exists an n-cycle u on the union of the two index sets such that x E B,. Since r 
is a product of transpositions, this will establish Case 2. 
(a) (31 < i < k 0 xaci) = 1) A (31 6 1 6 m l x6(~) = 1). Without loss of generality, 
suppose i = 1 = 1. Define cr = (a(l)...a(k) b(l)...b(m)). 
(b) Vl < i < k, qi) = 0. [The case Vl < 1 < m l q,(l) = 0 is handled in a similar 
manner.] Without loss of generality, suppose u(k) = max{a(i) / 1 < i < k}. 
(1) 31 < 1 < m l b(l) < u(k). Define (r = (b(l)...b(l) u(l)...u(k) b(l + 1) 
. b(m)). 
(2) Vl < 1 < m>b(l) > u(k). 
l 31 6 1 < m@?&(l) = 0. Define 0 = (b(l)...b(l- 1) u(l)...u(k) b(l)... 
b(m)). 
0 V’I < 1 6 m, q,(l) = 1. In this case, 2 = Kk E Bid. 0 
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Lemma A is false if the statement g E C(n) is replaced by “c is a transposition”. For 
example, in R4, the sequence (1, 1, 0,O) does not belong to B, for any transposition o. 
Examples [n = 5, Case 2, 2 E B,] 
(4 p = (1 2 3)(4 5), 5 = (1 0 0 1 l), i = I= 1, (T = (1 2 3 4 5), 
(b)(l) p=(234)(15), x=(10000), l=l, 0 = (1 2 3 4 5), 
(b) (2) p = (1 2 3)(4 5), x = (0 0 0 1 0), I = 2, ~=(41235). 
Theorem A. Each edge-compatible mapping is determined by its values on C(n). Hence 
each member of OS(n) and IP(n) is determined by its values on the sets S,, (T E C(n). 
Proof. We will use the following notation: for each x E R”, define Z(x) = ]{i: xi = O}]. 
Suppose v : Perm(n) --+ [n] is an edge-compatible mapping and choose T E Perm(n). 
By definition, B, = {x(i) 1 1 6 i < n}, where x(i)T = Q. By Lemma A, for each 
1 < i < n, there exists a(i) E C( n such that x(i) E B,(Q. Define the binary sequence ) 
b as follows: bj = 0 if v(u(J’)) E Z(x(j)) and bj = 1 otherwise. For each 1 6 j < n, 
define H(j) = Z(x(j)) if b, = 0 and H(j) = [n]\Z(x(j)) if bj = 1. We claim that 
Inw.): 1 l<j<n} =l. 
Suppose k,m E nH(j). Since ad = Q, (~(j))~ = 0 if r-l(s) < j and (~(j))~ = 1 
otherwise. 
Case 1. bl = 0. Since k, m E H(1) = 7,(x(l)), x(l)k = ~(1)~ = 0, so k = m = 
T(1). 
Case 2. b,_l = 1. Since k, m E H(n- 1) = [n]\Z(z(n- I)), x(n- l)k = x(n- l)m = 
1, so k = m = T(n). 
Case 3. bl = 1 and b,_l = 0. Let p = min{j 1 bj = 0). Since b,_l = 1, H(p - I) = 
M\~(4zJ - 1)L so z(p - l)k = x(p - l)m = 1. Hence 7-‘(k) 2 p and 7-‘(m) > p. 
Since b, = 0, H(p) = Z(x(p)), so x(p)k = x(P)~ = 0. Hence T-‘(k) < p and 
r-‘(m) < p. Th ere f ore, k = m = 7(p), so ($) is established. 
For each 1 < j < n, x(.J’)~(~) = ~(.$(~(j)) since v is edge-compatible. Hence 
u(r) E fM(j), so it follows from ($) that the value of V(T) is uniquely determined by 
the values {~(g(j))}. 0 
Appendix B. Sample sorting algorithms 
For convenience, we will assume that n > 3 is an even integer. 
Algorithm 1. Odd-Even Transposition Sort [3, Section 1.6.11. 
Define L : 72” -+ 72” by y = L((zi)) where 
y2k-1 = min(x2b-1, x2k}, 
~21~ = m={x2k-1,~2k), 1 < k < n/2. 
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Define R : ‘R” 4 R” by 1~ = R((xi)) where 
y, = .c, ! Yn = Jn. 
~2k = mm{x2k, X2k+1>. ~2k+1 = max(x2k x2k+1>: 1 < k < n/2. 
The mappings L and R belong to IP(n), so for each k, S” belongs to IP(n), where 
S = R o L. It is well known that (a) Sort = S”j2 and (b) k = n/2 is the smallest value 
such that Sort = Sk. 
The following computation illustrates the algorithm with the initial data (8,7,3,4): 
.r 8 7 3 4 
L(x) 7 8 3 4 
S(x) 7 3 8 4 
(LOS)(S) 3 7 4 8 
S*(x) 3 4 7 8 
Algorithm 2. Median Sort. 
Define 0:R3n-2 + R” by O((xz)) = (xxi-*). 
Define I: 72” -+ R3n-2 by l((u3)) = (xi) where 
21 = x2 = a]: X3,-3 = X3n-2 = a,: 
X3&3 = .x3&2 = X3&_l = ak, 2<k<n. 
Define C : R3n-2 4 R3np2 by y = C( (xi)) where 
yi = min{xj.x2}, y2 = min{x3,24: x5}, 
y3 = max{a, x2}, y3+4 = min{x3+3, x3,-2}; 
y3,+3 = max{x3n-6> x3+5. a-4}, y3np2 = max{ x3+3. X3,-2} 3 
and for each 1 < i < 11 - 2, 
y3i = max{x3i-3,X3t-2rX3i-I}, 
y3~3i+1 = median{X3i?x3,+t:a+2}. 
y3r+2 = min{x3i+3, x3i+4, x3i+5}. 
The mappings I and 0 are continuous and C belongs to IP(3n - 2). Hence, for 
each Ic, C” belongs to IP(3n - 2), but in general, g = 0 o C” o I is not an in-place 
mapping. This is shown by the computation given below for k = 3: g is not in-place 
since g((8.7,3.4)) = (3,7,4: 7). 
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2 8 7 3 4 
I(x) 8817133344 
(C O I)(x) 8787373434 
(C2 O I)(x) 7387384374 
(C3 O I)(x) 3377384487 
(C4 O I)(x) 3337474788 
(C5 O I)(x) 3334477878 
(OoC5 o I)(x) 3 4 7 8 
Simulations seem to indicate that k = 3n/2 - 1 is the smallest integer such that Sort = 
0 o C” o I, but I do not have a proof of this fact. 
Appendix C. Listings of mappings 
1. 0S(2) = {TTI,~T~, Min, Max}. 
2. IP(2) = {id, L, S o rtn dc, SOrtnic}, where id is the identity mapping, L is the linear 
mapping defined by L(x, y) = (y, x), and Sor& [Sort”i,] denotes the mapping that sorts 
sequences in nondecreasing [nonincreasing] order. 
3. The following table lists the 18 members of 0S(3). Each column entry indicates the 
projection mapping used on the sets Sid, S(23), Sc321), ,S’C~~), SC 123), and SC ,*I, respectively. 
OS(3) 
id (23) (321) (13) (123) (12) 
111111 
111222 
11123 1 
113322 
11333 1 
32 2 11 3 
32 2 2 3 3 
33 1113 
Continued on next page. 
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(Continued) 
317 
33 12 3 3 
33 3 3 3 3 
22 2 111 
22 2 2 2 2 
22 2 2 3 1 
23 11 11 
23 12 2 2 
23 12 3 1 
23 3 3 2 2 
23 3 3 3 1 
4. The following table lists the 11 mappings h E IP(3) that satisfy 5’id C l&(h). Each 
column entry indicates the permutation used on the sets SCAN), ScX2,1, Sc13), ,S’C~~~), and
Sc12), respectively. For example, the entry (13) in row 7 and column (123) says that 
$123) C V(13,@4. 
IPid(3) = {h E Ip(3)lsid C Vd(h)} 
(23) (321) (13) (123) (12) 
id 
id 
id 
id 
id 
(23) 
(23) 
(23) 
(23) 
(23) 
(23) 
id 
id 
(13) 
(13) 
(13) 
(23) 
(23) 
(23) 
(321) 
(321) 
(321) 
id 
(12) 
(13) 
(321) 
(13) 
(23) 
(123) 
(123) 
(13) 
(321) 
(13) 
id 
(12) 
(13) 
(12) 
(123) 
id 
(13) 
(123) 
(13) 
(12) 
(123) 
id 
(12) 
id 
(12) 
(12) 
id 
id 
(12) 
id 
(12) 
(12) 
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Each g E IP(3) can be written uniquely in the form g = L, o h, where Sid 2 Vo(g), 
L, is defined by L,(x) = xc, and h E IPid(3) is defined by h(x) = (g(x))p, p = K’. 
Therefore, IIP(3) 1 = 66. 
5. The following table lists mappings in IP(3) that sort all members of B except for 
the one designated sequence. The numbers in the left column correspond to rows in the 
above table. For example, the mapping in row 9 sorts all binary sequences except (1 , 0,l). 
The subscripts indicate that the permutation must also be applied to the mapping. For 
example, the entry (7)(12) means that g(z) = h(x)(,z), where h is the mapping in row 7 
of the preceding table. 
Sorts all members of B\{b} 
9 b 
5 (O,l>O) 
8 (l,l,O) 
9 (l,O, 1) 
10 O:O,O) 
(4)(23) (O,O, 1) 
(7)(12) (O,l, 1) 
References 
[l] T.H. Cormen, C.E. Leiserson and R.L. Rive& Introduction to Algorithms (The MIT Press, 
Cambridge, MA, 1992). 
[2] D.E. Knuth, The Art of Computer Programming, Vol. 3, Sorting and Searching (Addison- 
Wesley, Reading, MA, 1973). 
[3] ET. Leighton, Introduction to Parallel Algorithms and Architectures: Arrays l Trees l 
Hypercubes (Morgan-Kaufmann, San Mateo, CA, 1992). 
