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I. INTRODUCTION 
Let G be a subgroup of order g of the symmetric group S, . Let h be 
an irreducible complex character of G. Let A = (Q) be a generic complex 
n-square matrix. Stephen Pierce has suggested defining 
where E, is the r-th elementary symmetric function. Of course, e, depends 
on G and A. 
When r = n, e, = dhc is the generalized matrix function of Schur [3, 121. 
(If G = S, and h = sgn, d,,G = det. If G = S, and h = I, dAG = per, the 
permanent. If G = {I}, dAG = h, the product of the main diagonal elements.) 
When r = 1, e, = tAG is the generalized trace function [S]. (If G = {l}, 
t,G = Tr. If G = ((1 ... n)) and h = 1, tAG = f, the function which sums 
the elements of the matrix it sees.) 
In this note, we seek bounds for / e,(A)l. The results obtained are extensions 
of known results for r = 1 and r = n. 
I I. STATEMENTS 
If A is positive semidefinite Hermitian, write A > 0. In general, if A 3 0, 
B > 0, and A - B 2 0, write A >, B. 
The first result is an example of one difficulty with giving general lower 
bounds for j e,(A)l. 
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THEOREM I. Let G = S, and X = sgn. If 1 < r < n - 1 then e, is 
identically zero. 
Theorem 1 will follow from Theorem 6 (Section III) in which those pairs, 
(G, A), which give rise to an identically zero e, are characterized. For the 
moment, we notice from Theorem 1 that Schur’s inequalities [12] 
dAG(A) > h(1) det A for every A > 0 
extend trivially to e, for 1 < Y < n - 1. The referee points out that Schur’s 
inequalities fail for Y = n - 1. Take n = 2, r = 1, G = S, , A = (-: -i), 
X = sgn and h = 1. 
THEOREM 2. Let A and B be k x n matrices. Then 
e?(A*A) e,(B*B) 3 I e,(A*B)12. 
This result was obtained in [9]. 
THEOREM 3. If A, B 3 0, then 
e,(A + B) 3 e,(A) + e,(B) 3 0. 
In particular, e, is a monotone matrix function, i.e., if A 3 B then e,(A) 3 
e,(B) 2 0. 
I conjecture that Theorem 3 can be improved to an extension of the 
Minkowski inequality. Specifically, it is conjectured that 
e,?((A + B)‘/‘) > e,(A’/‘) + e,(B1/7). 
When r = n, this conjecture was proved by Marcus and Pierce [6]. When 
r = 1 it is trivial. 
Now, let QTn be the set of order preserving l-l functions from {l,..., r} 
to {l,..., n>, 
Qm = {a = (a(l),..., a(r)) : 1 < ol(1) < *a. < a(r) ,( n}. 
For ~EQ~~, let G(a) be the subgroup of G which individually fixes the 
elements of the range of 01, i.e., 
G(a) = {u E G : ua = a>, (1) 
where juxtaposition means function composition. Write g(a) for the order 
of G(U). 
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DEFINITION. If G(a) = {I} for every 01 E $I,, then G is r-semireguhzr. By 
0-semiregular we mean G = (1). In place of I-semiregular, write semiregular 
[111. 
Clearly, if G is r-semiregular and r < n, then G is (r + I)-semiregular. 
Also, every subgroup of S, is (n - 1)-semiregular. 
In general, if H is a subgroup of G and if x is an irreducible character 
of H, we denote by (h / H, x) the number of occurrences of the character x 
in the restriction of X to H. 
COROLLARY 1. Let A be an n-square complex matrix with singular values 
pl>... 3pCL,.Let 
Then pl*c 3 1 e,(A)I. In particular, if G is r-semiregular then 
(2) 
If A > 0, we also have a lower bound: e,.(A) > pcL,rc. 
THEOREM 4. Let A be an n-square normal matrix with eigenvalues p1 ,.. ., pn . 
Suppose G is (r - I)-semiregular. Then 
If, in addition, A is doubly stochastic, 
where p(A) is the rank of A. 
When r = n and h = 1, this theorem was proved in [3]. The case r = n 
and X arbitrary was proved in [I]. 
Under a slightly more restrictive assumption, we can now improve (2). 
COROLLARY 2. Let A be an n-square complex matrix with singular values 
CL1 2 ... 3 pn . If G is (r - I)-semiregular then 
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If A is doubly stochastic, 
I44 < 41) (;)(+,““- 
Finally, we state an extension of the famous van der Waerden conjecture 
in the case A 3 0. 
THEOREM 5. Let A > 0 be doubly stochastic. Suppose h = 1. Then 
(3) 
When r = n and G = S, , (3) becomes 
(4) 
Number (4) was first proved in [4]. When r = 11, (3) is known and, in fact, 
has been extensively generalized (see, for example, [5, Theorem 21). 
III. PROOFS AND THEOREM 6 
The results depend on a representation of e, which we now present. 
Let {Q(U) : o E S,} be the standard representation of S, by n-square 
permutation matrices; the i, j element of Q(D) is aiOtj) . Let r,, be the set 
of functions from {I,..., Y} to (I,..., n}. Let D,, C r,, be the subset of l-l 
functions. Let A = (aij) be n-square. Then 
r! e,(A) = r! OTGh(o) c fi a,(t),,(t) 
WEQ,, t=1 
= zG X4 ,,C, Tn t=1 
= z, W C Ii (6v(t)~o(t)a,(t),(t)) 
w,vcD,, t=l 
(5) 
Let K,(A) be the r-th Kronecker power of A (the n’-square matrix whose 01, p 
entry is IIb, au(m) , a, P E r,, , where r,, is ordered lexicographically). 
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If B = (bij) is another n-square matrix, A . B will denote the Hadumard 
(Schur) product of A and B, i.e., A . B = (a&). Define 
C,(G, 4 = C h(u) K(Q(o-% 
OSG 
Returning to (5) we have 
= f(C,‘(G, 4 . K’(A)), (6) 
where primes indicate the principal submatrix corresponding to D,, and 
(recall) f is the function which sums the elements. 
Now, it is well known that if A and B are two n-square matrices, then 
It follows that the function I,& : G --f the nT-square matrices defined by 
is a representation of G. Thus C,.(G, h) is Hermitian (equal to its conjugate 
transpose). Moreover, using the orthogonality relations, one sees that C,(G, h)2 
is a positive multiple of C,.(G, h). Hence, C,(G, X) > 0. 
To prove Theorem 3, we first recall that if A 3 0 then K,(A) 3 0. 
Hence, K,‘(A) > 0. Since C,(G, h) > 0, it follows that C,‘(G, h) > 0 and 
hence C,‘(G, h) . K,‘(A) 3 0. Now, if A > 0, f(A) = vAvT > 0, where 
v = (l,..., 1) is the row vector each of whose components is 1 and vT is the 
transpose of ZI. It now follows from (6) that A > 0 implies e7(A) > 0. 
It is a standard result (see, e.g., [7, Theorems 3.1 and 3.31) that if A, B > 0 
then &(A + B) 2 K,.(A) + K,(B). Th e same inequality must therefore 
hold for principal submatrices. It follows (as in the previous paragraph) that 
f(C,‘(G, A) . (K,‘(A + B) - K,.‘(A) - K,.‘(B)) > 0. 
Hence, .+(A + B) > er(A) + e,(B)- 
Now, if A >, B, 
e,(A) = e@ + (A - B)) 
2 e,(B) + e,(A - B) 
3 e,(B). 
481/22/3-4 
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To prove Corollary 1, we first assume that A > 0. Thus p1 > ... 3 pr 
are the eigenvalues of A. Therefore ~~1 > A > p,I, and pl’er(l) 2 e,(A) > 
p,‘e,(I). But, 
= & gW(~ I G(4, 1) = c. (8) 
If G is r-semiregular, then G(a) = (I} for all OL E Qm . Hence, c = h(l)(F). 
For general A, we apply Theorem 2 to obtain 
e,(A*A) e,(I) 3 I e&W. 
The eigenvalues of A*A are p12 > ... 3 pn2, and A*A > 0. By the above, 
pfrc’ 3 I e,(412. 
We can now state and prove 
THEOREM 6. Let #? be the representation of (7). Let 8, be its character. 
Then e, is identically zero if and only if h is not a component of 8, . Moreover, 
if h is a component of 8, then e,(A) > 0 f or every positive definite Hermitian 
matrix A. 
Proof. We first observe that h E 6, if and only if 
c h(a) ~r(u-l) > 0. (9) 
OSG 
But, (9) is just the statement that Tr C,(G, A) > 0. Since C,(G, A) > 0, 
if Tr C,(G, A) = 0 then C,(G, A) = 0 and a fortiori C,‘(G, X) = 0. It 
follows from (6) that e,(A) = 0 for every A. 
Conversely, if e,(A) = 0 for every A then e,(l) = 0 and hence, from 
(8), X 1 G(a) does not contain the principal representation for every a E QTn . 
Now if ,k? E r,, , choose 01 EQ,, such that range /3 C range 01 (recall r < n). 
Then G(a) C G(P), with the obvious definition of G@) (see (1)). Hence, 
h / G(p) does not contain 1 as a component. Compute 
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Now, if X E 19~ then, by what we have just proved, e, is not identically 
zero. Then, from (6), C,‘(G, A) # 0, so Tr C,‘(G, A) = e,(l) = c > 0. From 
Corollary 1, e,(A) 3 p,‘c > 0 if A is positive definite Hermitian. 
To prove Theorem 1, it suffices by the above to show that (10) is zero 
for G = S, and X = E. But, if Y < n - 1, for every /3 E r,, there exist 
distinct i andj not contained in the range of fi. It follows that the transposition 
(ij) c S&T). Of course, e(ij) = - 1. 
(This proof of Theorem 1 can be placed in a more general setting. Since 
& is a faithful representation of G, given an irreducible character X on G 
there exists an s such that h E 8, [lo, Theorem 251. If the range of /I (E r,,) 
contains n - 1 distinct integers then G(P) = (1) and (10) is strictly positive. 
It follows that 0, contains every irreducible character of G (C S,) for all 
k 2 n - 1. In a sense, n - 1 is “best possible” since, as Theorem 1 shows, 
sgn is not contained in ok if G = S, and k < n - 1. However, if G is 
r-semiregular then, by (lo), 0, contains every irreducible character of G 
for all k 3 r.) 
We now prove Theorem 4 which is the most difficult result. The proof 
uses the techniques developed by Marcus and Mint in [3]. 
Let U = (uii) be a unitary matrix such that A = U*DU, where D is 
the diagonal matrix whose i, i element is pi . Then 
r! e,(A) = C h(u) 1 fI (U*DULA~~(~) 
OEG WOD,, t=l 
where (11) 
Next, we show that C, > 0 for all y E r,, . So, let y be fixed but arbitrary. 
Then 
(12) 
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Now, K,.( U*) = K,(U)*. Hence, (12) is a value of a positive semidefinite 
quadratic form and thus is nonnegative. 
For Y E r,, , let m,(y) be the number of preimages of t, i.e., the number 
of occurrences of t in (y(l),..., y(r)). From (11) we have (letting O” = I) 
It remains to compute 
Once again, let v = (l,..., 1). Then, from (1 I), 
and 
(13) 
(14) 
(The partial derivative is evaluated at (pr ,..., pm) = v.) On the other hand, 
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where aij does not appear in 1’. So, 
because m,(w) = 1 or 0 for w gQVn. Since A collapses to the identity at 
(Pl ,..a, Pn> = 0, 
%.(A) 1 = c +J) c mi(w) fi T$ aa,, v OOG W-G” t=1 
o(i)=j t#i 
(where, again, we take 00 = 1) 
since G is (r - I)-semiregular. 
Now, by the chain rule, 
se,(A)= n se,(A) aa,, c --. 
ak &+ aaCi apk 
Thus 
= WI (“, I:,. (15) 
Equations (13)-( 15) yield the first assertion. The second inequality follows 
because / pt / < 1 if A is doubly stochastic and (since A is normal) exactly 
p(A) of its eigenvalues are nonzero. 
Corollary 2 follows from Theorems 2 and 4 using the fact (8) that e,(l) = 
h(l)(:) if G is r-semiregular. [If A is doubly stochastic, so is A*A, and 
~(4 = ~(A*41 
We come to Theorem 5. For an arbitrary A > 0, let si be the i-th row 
sum of A and let s be the sum of the elements of A. If s # 0, let M be the 
matrix whose ;, j element is s&/s. It is proved in [5, Lemma 31 that A > 
M 2 0. By Theorem 3, e,(A) > e,(M). Now, 
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If, in addition, A is doubly stochastic then si = 1, s = n and 
-g n 
- 0 nr r . 
IV. REMARKS 
Th e preceding results have analogs for a rather larger class of functions. 
For example, we could replace Q,.% in 
with any of the d sets of [l, 3, 5-7, or 91. 
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