f (n + 1) = f (n) + f (1) = λn + λ = λ(n + 1)
By definition of λ, we have f (n) = λn for n = 1, so by induction, f (n) = λn for all n ∈ N. More generally, we can prove that for x ∈ Q and n ∈ N we have f (nx) = nf (x): It is clearly true for n = 1 and if it is true for n we get:
f ((n + 1)x) = f (nx + x) = f (nx) + f (x) = nf (x) + f (x) = (n + 1)f (x) Let x be a positive rational number, and write it as x = n m , where n, m ∈ N. Now, mf (x) = mf (n/m) = f (n) = nf (1) = λn
Dividing by m we get f (x) = f (n/m) = λ(n/m) = λx. Furthermore, 0 = f (0) = f (x + (−x)) = f (x) + f (−x) so f (x) = −f (−x). Putting it all together we have f (x) = λx for all x ∈ Q.
It is easy to verify that f (x) = λx is a solution for the general equation on R.
Existence of wild solutions
Now consider Cauchy's functional equation on the real numbers, f (x + y) = f (x) + f (y), f : R → R The proof from last section, tells us that f (q) = qf (1) for all rational numbers q, and using the same idea, we can prove that f (qx) = qf (x) for all q ∈ Q and x ∈ R. But this does not imply that f (x) = xf (1) for all the real numbers. However, if we assume that f is continuous, we can show that f (x) = λx for all x ∈ R: We simply choose a sequence (x i ) i∈N of rational numbers that converge to x. By continuity we get
But it is much more fun if we do not have any assumptions on f ! Using axiom of choice we can find non-continuous solutions. The idea is: A priori we only know that f (0) = 0. Now we choose some value for f , e.g. f (1) = 3. This determines f on all the rational numbers, f (q) = 3q for q ∈ Q, but the value of f is not determined on any irrational number. So we make another choice, let's say f ( √ 2) = π. Now the functional equation tells us that f (q 1 + q 2 √ 2) = 3q 1 + πq 2 for all q 1 , q 2 ∈ Q. But for numbers x not on this from, we cannot determine the value of f (x). So we simply continue by choosing more and more values of the function. Unfortunately, we have to make infinitely many choices, so we need axiom of choice. In the rest of these notes, I will assume axiom of choice.
To formalize the above, we consider the set of real numbers as a vector space over Q, in much that same way as you can consider C to be a two dimensional vector space over R. An important difference is, that when we consider R to be a vector space over Q it is infinite dimensional: it even has uncountably many dimensions. We now use the axiom of choice to choose a basis (x i ) i∈I , x i ∈ R (a so-called Hamel basis) and we choose some coefficients (λ i ) i∈I , λ i ∈ R. This defines a linear map from this vector space to itself:
where the q i s are rational numbers, and only finitely many of them are non-zero. I called this function 'linear', so it sounds like it is a nice function. But it is not! It is only linear when we consider R as a vector space over Q and forget about the rest of the structure on R. This function is only linear in the usual sense on R if λi xi is the same for all i. All functions on this form are solutions to the Cauchy's functional equation, and conversely all solutions to Cauchy's functional equation are on this form.
• f is discontinuous.
• f is discontinuous in every point in R.
• f is unbounded on any open interval.
• f is unbounded above on any open interval.
• the graph of f , defined by {(x, f (x))|x ∈ R} ⊂ R 2 , is dense in R 2 , that is, any point in R 2 is the limit of a sequence of points in the graph of f .
All of these statements are true for any non-linear solution to Cauchy's functional equation. I will show that the last one of these is true.
Proof. Let f be a non-linear solution. If (x 1 , y 1 ) and (x 2 , y 2 ) are points in the graph of f , and q is a rational number, we see that the points (x 1 , y 1 )+(x 2 , y 2 ) = (x 1 + x 2 , y 1 + y 2 ) and q(x 1 , y 1 ) = (qx 1 , qy 1 ) are both in the graph too. In words, any linear combination over Q of points in the graph are also in the graph. Since f is non-linear we can find real numbers x 1 and x 2 , both non-zero, such that
x2 . Now the two vectors (x 1 , f (x 1 )) and (x 2 , f (x 2 )) are linearly independent (over R), so they span the plane. That is, any point (x, y) can be written as a(
) for some a, b ∈ R. Let q i and r i be sequences of rational numbers with lim i→∞ q i = a and lim i→∞ r i = b. Now
) is a sequence of points in the plan converging to (x, y), so the graph is dense in R 2 .
More wild facts about non-linear solutions
A function could have a graph that is dense in the plane, but still be 'nice' on a large part of the domain. E.g. there exist functions that are 0 on all irrational numbers, but still have a graph that is dense in the plane. Inspired by this, here is a list of things that would make a function wild even in a measure theory sense. Again, the list is ordered, and again all these statements are true for any non-linear solution to Cauchy's functional equation.
• f is not measurable.
1
• |f | is not dominated by any measurable function.
• If A is measurable set such that f is bounded on A, then A has measure 0.
• If A is measurable set such that f is bounded above on A, then A has measure 0.
• If B ⊂ R is open and non-empty and A ⊂ R is measurable and f (A)∩B = ∅, then A have measure zero.
I will prove that last one.
1 When I write measurable function and measurable set, I always mean Borel-measurable. To reach a contradiction, I will show that under these assumptions, there exist two sequences of sets, A n and B n of subsets of R satisfying:
• Each A n is a subset of an interval of length 1.
• m(A n ) ≥ m(A) > 0 for each n.
• Each B n is an open interval.
• The length of B n tends to infinity as n → ∞.
•
Since f (A) ∩ B = ∅ and f (nx) = nf (x) for n ∈ N we have f (nA) ∩ nB = ∅ for n ∈ N. We assumed that A is contained in an interval of length 1, so nA is contained in an interval of length n. Furthermore, m(nA) = n · m(A) so using the pigeonhole principle we can find an interval I n of length 1 such that m(nA ∩ I n ) ≥ m(A). We see that f (nA ∩ I n ) ∩ nB = ∅ so I choose A n = nA ∩ I n and B n = nB.
I will now use the existence of A n and B n to reach a contradiction. For each n let a n be a number such that A n ⊂ [a n , a n + 1] and let b n and c n be numbers such that B n = (b n , c n ). We know that the graph of f is dense in the plane, so we can find some x n ∈ (a n − 1, a n ) with
. Now the sequences C n = A n − x n and D n = B n − f n satisfy the above five requirements for A n and B n , and furthermore C n ⊂ [0, 2] and the lower and upper bound of D n will tend to minus infinity resp. plus infinity. Now for all x ∈ R there is some N ∈ N such that x ∈ D n for all n ≥ N . But f (C n ) ∩ D n = ∅, so the sequence of indicator functions 1 Cn converge pointwise to the 0-function. It is dominated by 1 [0, 2] which have integral 2, so the dominated convergence theorem tells us that 1 Cn = m(C m ) tends to 0 as n → ∞. But this contradicts m(C n ) ≥ m(A) > 0.
Assuming the axiom of choice we can find a discontinuous solution to Cauchy's functional equation, and if we let B in the above be the set of positive real numbers, we see that any measurable set A with A ⊂ {x|f (x) ≤ 0} must have measure 0. But similarly, any measurable set A with
must also have measure 0. Thus we have found a set, such that neither the set nor its complement contains a set with positive measure.
Extra wild functions
We have seen that the graph of a non-linear solution is in many ways 'spread out all over the plane'. But there are some ways to interpret 'spread out all over the plane' for which this is not true for all solutions. E.g. let (x i ) i∈I , x i ∈ R be a Hamel basis. Now the function
is a solution to Cauchy's functional equation, but f (x) is always rational. However, there exist surjective solutions, so in some ways, some solution functions are 'wilder' than others.
As usual, I will give a list of wild properties a function can have, and as usual the list is ordered such that any of the properties imply the one above. Unlike for the other lists, there are some solution functions that do not satisfy any of the properties, and some that satisfy all of them. Moreover, for any two properties on the list, there exist solutions, that satisfy the upper of the two, but not the lower one.
• f is surjective.
• The graph of f intersects any line in the plane.
• For any continuous function c : R → R there is a x ∈ R with f (x) = c(x).
• For any continuous function c : R → R the set {x ∈ R|f (x) = c(x)} is dense in R.
• For any continuous function c : R → R, any measurable set A ⊂ R with {x ∈ A|f (x) = c(x)} = ∅ have measure 0.
First I will prove that there is a solution f satisfying the third property. The proof of the existence of solutions satisfying the two last properties are similar, and I will sketch those proofs afterwards.
Proof. We begin by choosing a Hamel basis (x i ) i∈I and well-order I. That is, we find an ordering on I such that any subset of I has a least element. The existence of such an ordering (on any set) is equivalent to the axiom of choice. The set {x i |i ∈ I} is a subset of R, so the cardinality of this set is not greater than the cardinality of R. Since x i = x j for i = j we get that |I| ≤ |R|. Assume for contradiction that |I| < |R|. Using the rules for calculations with cardinality we know that |I ×Q| = max(|I|, |Q|) and more generally |(I ×Q) n | = max(|I|, |Q|, |I|, . . . , |Q|) = max(|I|, |Q|). Since any element in R is a linear combination of the x i 's over Q so for any real number y here is a n ∈ N and
To reach this contradiction, we assumed that |I| < |R|, so |I| = |R|. Now, let's see how many continuous functions c : R → R there is. A continuous function is uniquely determined by its value on the rational numbers, so |C| ≤ |R Q | = |R|, where |C| is the set of continuous functions. On the other hand, the constant functions are continuous, and there are R of them, so |C| ≥ |R|. Hence |C| = |R| = |I|, so we can index the set of continuous functions with the set I, so that C = {c i |i ∈ I}. We can now define f (x i ) = λ i = c i (x i ) to make sure that the equation f (x) = c i (x) have a solution. Now f is given by
If we want the set of solutions to f (x) = c(x) to be dense in R, it is a bit more complicated. The idea is, that instead using the set I to index the set of continuous functions, we use it to index the set of continuous functions times the set of open intervals. Unfortunately we cannot be sure that x i is in the open interval corresponding to i. Instead we start by defining f (1) = 0. Now we know that for each i there is a q i ∈ Q such that q + x i is in the open interval corresponding to i, and we define f (
If we want to show that there exist solution functions with the last property, it is much more complicated: Here we need transfinite induction, because we need to choose the elements of the Hamel basis one at a time. We know that the set of (Borel-)measurable set has the same cardinality as R, thus the set of functions c : A → R, that can be defined as a continuous function R → R restricted to a measurable set A with positive measure, has the cardinality |R × R| = |R|. Now we index this set by a set I. Using axiom of choice, we can well-order this set, and we can even choose the ordering such that |{j ∈ I|j < i}| < |I| = |R| for all i ∈ I. Now for each i ∈ I we choose x i and λ i such that x i is in the domain of c i and f (x i ) = c i (x i ) and such that the x i 's to be linear independent over Q.
To show that this is possible, I only need to show that when we have chosen x j for all j < i, we can choose x i such that x i is linearly independent of the {x j |j < i} over Q and in the domain of c i . The rest follows by transfinite induction. We know that measurable sets with positive measure are uncountable, so if we assume the continuum hypothesis (a statement independent of ZFC: it states that a set cannot have a cardinality between |N| and |R|), any measurable set have the same cardinality as R. 2 We know that |{x j |j < i}| = |{j ∈ I|j < i}| < |R| so the cardinality of the linear span over Q of this set is also less than |R|, since you cannot reach |R| by taking countable union and finite products of sets of smaller cardinalities.
3 Since the domain of c i have the same cardinality as R, we can choose an element x i in the domain of c i and not in the linear span of {x j |j < i} and λ i = c i (x i ).
By transfinite induction, we have now chosen x i 's such that they are linearly independent over Q. However, we cannot be sure that they span all of R. So we end by using the axiom of choice once again to extend the set {x i |i ∈ I} to a Hamel basis, and we set the rest of the λ's to be zero. This gives us a solution to Cauchy's functional equation, with a graph that intersects any continuous function on any measurable set with positive measure.
