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1. INTRODUCTION 
As in [7] we consider below an elementary single jump process xt , t > 0, 
with values in a Blackwell space (X, 9). xt has initial value z,, E X and at the 
random time T jumps to the random position z E X. The Levy system of the 
process is a regular family of conditional probabilities (X, A) where, roughly 
speaking, rl describes the probability that the jump occurs at a certain time, 
given that it has not yet happened, and h describes where in X the jump goes, 
given that it happens at a certain time. The object of this paper is to determine 
the new Levy system if the basic probability measure describing the process 
“globally” is replaced by a second absolutely continuous measure. 
Results of this kind are important for discussing the control and filtering 
of jump processes, and martingale techniques were first applied to such problems 
by Boel et al. [I, 21. The representation formulas for the Levy system of a single 
totally inaccessible jump were obtained by Davis [4], and Davis’ techniques are 
extended to the general case below. The converse problem, of how to effect 
an absolutely continuous change of measure, is then discussed and related to 
the paper [9] by van Schuppen and Wong on local martingales under a change of 
probability measure. Finally we discuss, in a formal way, how our results can be 
thought of as describing solutions of stochastic differential equations driven by a 
jump process and indicate possible extensions to multijump processes. Applica- 
tions will be treated in another paper. 
2. THE ELEMENTARY JUMP PROCESS 
Consider a process zct , t > 0, with values in a Blackwell space (X, 9). The 
process starts at the fixed position z, E X and at the random time T jumps 
to the random position z E X. The underlying probability space can, therefore, 
be taken to be 
Q = (Rf{oo}) x x 
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and a sample path of the process is 
Xt(W) = zo if t < T(w), 
=2(w) if t 2 T(w). 
DEFINITION 2.1. The random process with a single jump described above is 
called an elementary jump process. 
We suppose that the behavior of xt is described probabilistically by a measure 
p on Q and require 
tLv+ x bo>) = 0 and p({O} x X) = 0 
so that the probability of a zero jump or a jump at time zero is zero. Write S$ 
for the completion of the u-field generated by xt up to time t, so St is generated 
bY 
aq[O, t])* Y for t < co. 
Here L% denotes the Bore1 field. Write S = Vtcm Pt . For A E Y define 
FtA = dt, co] x A), 
so that FtA is the probability that T > t and z E A. Then put 
F, =FfX and c = inf{t: F, = O}. 
Ft is right continuous and monotonic decreasing, so there are only countably 
many points of discontinuity, denoted by {u}, where 
AF, =F, -F,e.#O. 
The measure on (R; co, @Rf co)) given by FtA is absolutely continuous with 
respect to that given by Ft so there is a Radon-Nikodym derivative X(A, S) 
such that 
FtA -FoA = I lo.tl 
X(A,s)dF,. 
Roughly speaking, h(A, S) is the probability the jump z lies in A given that it 
occurs at time s. Because (X, 9) is a Blackwell space (see [S]) the h(A, s) can be 
chosen to be a regular family of conditional probability measures such that 
(i) h(A,s) > 0 for A E Y, s > 0, 
(ii) X(A, .) is measurable for fixed A E 9, 
(iii) for all s E [0, c[, except perhaps a set of dF measure 0, 
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A(., S) is a probability measure on (X, BY), and if c < 03 and F,- # 0 h(., c) is a 
probability measure on (X, -9). 
Write 
If A(t) = A(t A T) then, again roughly speaking, &A(t) is the probability that 
the jump happens between t and t + St, given that it has not happened up to 
time t. 
DEFINITION 2.2. (A, A) is called the Levy system for the elementary jump 
process xt . It is analogous to the Levy system for a Hunt process. 
For A E 9’ consider the processes 
B(C A) = -s,, t, W s) d&) 
=-I lo.t~Tl 4% 9 dFsiF,- . 
The basic martingales for the jump process xt are described by the following 
result [3, Proposition 31, which is established by elementary integration: 
PROPOSITION 2.3. For each A E 9’ 
Q(& 4 = ~(6 A) - p(t, A) 
is an gt martingale. 
Corresponding to the decomposition of Ft as 
where 
Ft = FtC + Ftd, 
Ftd = c AF, 
o<ust 
and F,c is a continuous monotonic decreasing function, we can write 
Here 
jS(t, A) = B”(t, A) +jd(f> A). 
$“(t, A) = - 1 
f lo.tcrl 
h(A, s) dF,cIF,- 
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and 
jd(t, A) := - c X(A, u) AF,,jF,- . 
O<rr<t*T 
For suitable F measurable functions g on Q, because p(t, A) and &t, A) are 
countably additive in A E 9, we can define the Stieltjes integrals 
i g(s, x) p(ds, dx) =: g(T, z) ‘52 
The stochastic integral Jng dq is then defined by 
[ g(s, x> !I(& 4 = s, & 4 P(k w - c, g(s, 4 B(& 4. ‘R 
The integrals with respect to fc and ~5~ are 
and 
g(s, x)jP(ds, dx) =- 
If E[h] = 0 the last integral in (2.1) can be written -Jjo,tl h(s, x) &(s, x). 
Simple integration then verifies the following martingale representation result of 
[31: 
THEOREM 2.4. Suppose h E Ll(sZ, CL) and E[h] = 0, so that Mt = 
E[h(T, z) I St] is a uniformly integrable Ft martingale with 
M,, = Eh = 0. 
Then M, can be represented as a stochastic integral 
where 
A+, .x> = h(s, 4 + I,,,.K1 IO .s ,xx 47, 4 MT, 4. 
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3. CHANGE OF MEASURE 
We have associated with the basic measure p a Levy system (h, il), which 
describes when the jump probably will happen and where it might go. Consider a 
second probability measure ,E on (Q, 9) which is absolutely continuous with 
respect to EL. p has a Levy system (A, A) and the basic results obtained below are 
expressions for E[dii/dp j 9J, x and if As indicated in the above notation, 
distribution functions and processes associated with ,? will be denoted by pt 
$(t, A), etc. 
Because p << p there is a Radon-Nikodym derivative L = dkldp Write 
Lt =: E[L ISJ. From Theorem 2.4 and the remarks preceding it 
4 = -qT, 4 bT + I,<TC j 
lt.=lXX 
L(s, 4 44, 4 
= L( T, z> Itt,r + It,,FtlFt (3.1) 
and the martingale L, - 1 has a representation as a stochastic integral 
where 
L, - 1 = .I;, I,stg(s, x) q(ds, dx), (3.2) 
g(s, 4 = Lb, 4 - (FsIF,) Is<e . 
Writing E = inf{t:pt = 0) we see z < c and g(s, X) = 0 for s > F. 
THEOREM 3.1. Write 
sb(s, 4 = (Fs-/~.v)(4, 2) - (FJIF,) for s -=c c, 
(b(s, x) = 0 for s > C, and for s = 5 if Frp = 0 or c = a, 
c$(c, x) = (F,-/F+)L(c, x) ;f ;f c<coandpz-#O. 
Then 
Lt = [exp (-ja I,s& x> pC(ds, 4)) 
x ,<cT (1 + jx 9@> 4 Wx, 4 +). u 
>#T 
Proof. We are not supposing that Ft is continuous, so from (3.1) we have 
that 
L,- = FJF+ if s < T. 
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Therefore, L,$- > 0 for s < T and s < 2, (or s < T A c if p+ f 0), and so 
Consider the martingale 
Mt = 12 ~(&$(S, 4 q(ds, dx). s 
Then we notice that (3.2) can be written 
L,-l+ ‘L,-dM,. 
s 0 
From the exponential formula of DolCans-Dade [6] we have, therefore, that 
xow 
L, = EXP M, 
= eMf fl (1 + AM,) cAMu. 
ugt 
at the discontinuities of Ft , and 
AMT = W”, x)+ [x6(T, x) Wx, T)s
Therefore, 
at the jump time T. 
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THEOREM 3.2. Suppose (A, A) is the Levy system of ii. Then a.s. dF: 
&% 4 = j-A (1 + 4 + F .r, d dA) d$-- (1 + 4 + $j j, $ dAj & 
and 
if(t) = j-, t, s, (1 -; 4 + 2 s, $) Vx, 4 d4). s 





l ;L(s, 2) Vx, s) dFs . 
However, 
F/z * J ,?(A, s) dp, 1t,ml - 
=s It,~l x(-4, s) -$+ dF, . 0 
So a.s. dF,: 
&4, 5) e = -A L(s, x) h(dm, s) 1 
=H A ~~(s> 4 + $j h(dx, s). 
Therefore, for s < C, and for s < c if Fc.- # 0, 
q/J, s) F, ni;‘, = s, (5 4 + 2) Gx, 4 
Fe- dF, s ,, 






+ ej 4 + (1 I $jj h(dx, s) . 
B 
If s is a point of continuity of Ft then it is a point of continuity of Ft so AF, = 
OF, = 0 and we obtain the formula of Davis [4]. If, however, AF, # 0 then the 
Radon-Nikodym derivative dpsldF, = AF,IAF,Y and the left-hand side of the 
above equation is 
X(A, s) (F,- + AFs) AF.s -- 
F,- AFs 
= X(A, s) 9 (1 + g,. 
s s 
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Evaluating when A = X, so x(X, s) .= ,A(X, s) = 1, we obtain 
oF, _ AFs 
s( F,- F,- x 
(3.3) 
Substituting 
&A, 4 = s, (1 + C + $ j, 4) %dx, 4/.F, (1+ C + ? J; 4) Wx, 4 
a.s. dF,s for s < C, and for s -( c if F,.- # 0. (3.4) 
Now (1 + (AFs/F8-)) ;= 0 only if s == c, (c < co), and F,- f 0. This situation 
is only of interest here if also c = E and FC- # 0. However, it is easily checked 
that substituting +(c, x) = (Fc-/Fc-) L(c, x) in (3.4) gives the correct expression 
for X(A, c) = X(-A, C), as L(c, x) = (Aj?JAF,) (dh/d/\) (c). NOW 
If F, is continuous we obtain Davis’ formula; in general from (3.3) above, 
4. BASIC MARTINGALES WITH RESPECT TO THE NEW MEASURE 
In the previous section we have supposed that the measure decribing the 
jump is replaced by an absolutely continuous measure and then derived formulas 
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for the new Levy system. We now discuss the converse problem of how to effect 
an absolutely continuous change of measure and we do this by quoting the 
following result of van Schuppen and Wong [9, Theorem 3.21. 
THEOREM 4.1. Suppose Mt is a local martingale on a probability space (Q, P) 
with respect to an increasing family fit of a-fields and suppose that A, = exp Mi 
is a umformly integrable positive martingale with respect to (Q, Z$, P). Define 
a new probability measure P on Q by dP/dP = A, . Consider a second local 
martingale -Y< on (Q, FL , P). Then if the process (X, MJ exists the process 
xt = x, - (X, fvl), 
is a local martingale on (Q, t % P). 
Again we consider the single jump situation so St, , p(t, A), j(t, A), etc., are as 
in Section 2. 
THEOREM 4.2. Suppose $ E L1(p) is such that if 
then 
(i) Lt = exp Mt is a uniformly integrable positive St martingale and 
(ii) E[Lm] = 1. 
Define a new probability measure ,G on (52, 9) by taking its Radon-Nikodym 
derivative to be 
Then for any A E 9’ 
Us 4 = dt, A) - I,, tl r, 46, 4 Wx, s)dd(s) . - 
is an %t martingale. 
Remark 4.3. From the formula of Doleans-Dade [6] we have as in Theorem 
3.1 that 
x exp(--last&, x) B’(4 dx)) 
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Proof. The result follows from Theorem 4.1 because 
q(t, 4 = j, t, j, XAQ(k 4 
and, in effect because 
<!I, 4) = P - y> (see Theorem 3.1 of [7]), 
- j,,.,At, ( jx XAh(h 4j( x4ts, 4 h(h 4j@j’. 
Recalling the definition of fi the result is immediate. 
Remark 4.4. Note that with respect to tZ the process 
is the same as the original process p(t, A); it is just the distribution of the jump 
times and positions that is altered, so with respect to a new Levy system (1, /i): 
and 
q(t, A) = l-44 4 -N, 4, 
so rewriting the result of Theorem 4.2 we have, because all processes are stopped 
at T, that 
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Therefore, 
1+(b+. 3 J‘ + dA] dh, a.s. dF. s- x 
After evaluating for A = X we see 
again verifying the formula of Section 3. 
Finally we note that because p(t, A) is a basic martingale with respect to the 
new measure ,i& the original process q(t, A) can be considered under p as a 
solution of the “stochastic differential equation” 
4 = 4s 2) + 4. 
This is an extension of the Girsanov measure transformation method for 
obtaining solutions of stochastic differential equations. The above equation can 
be thought of as a jump process martingale q together with a “drift term” 
<4,~>. 
It is probable that the above results can be extended to a right constant 
process with several jumps. For example, given the first jump time TI and jump 
position z1 we could suppose that the second jump time T2 and position zs is 
determined by a regular family of conditional probability measures pz(Tl , x2; .). 
For each Tl , z1 $(Tl , z1 , *) would be a probability measure on a second factor 
Q2 = (Ri;{co}) x x with properties similar to p described in Section 2. 
Associated with p2 is a second family of Levy functionals (h2, /P), both of 
which are a regular family of conditional probability measures. $ and pL2 define a 
probability measure P on @ x Q2 by setting 
P(rl x r2) = Jr1 ,u2(s, x; r2) d/G@, x) for .P X r2C Q1 X Q2. 
It is not difficult to see under suitable hypotheses that if p is a second pro- 
bability measure on Q1 x Q2, absolutely continuous with respect to P, then p 
determines a measure p1 < $ on P and a regular family of probability measures 
fi2 such that for almost every (dpl) (Tl , x1) E Q1, ,C2(T, , zl; .) < p2( Tl , z,; .). 
The Levy system (A2, /iz) of CL2 is then related to (X2, A”) by formulas analogous 
to those of Theorem 3.2. 
With care the results should extended to a countable family of jumps, and 
even to accumulation times of jumps, but the technical difficulties in describing 
such a situation appear involved. Most probably the correct setting for the 
generalization for the above result is the “general theory of processes” established 
by Meyer [S] and Dellacherie [5]. 
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