Abstract. Let L be a second order elliptic differential operator on a Riemannian manifold E with no zero order terms. We say that a function h is L-harmonic if Lh = 0. Every positive L-harmonic function has a unique representation
where k is the Martin kernel, E is the Martin boundary and ν is a finite measure on E concentrated on the minimal part E * of E . We call ν the trace of h on E .
Our objective is to investigate positive solutions of a nonlinear equation
for 1 < α ≤ 2 [the restriction α ≤ 2 is imposed because our main tool is the (L, α)-superdiffusion, which is not defined for α > 2]. We associate with every solution u of (*) a pair (Γ, ν), where Γ is a closed subset of E and ν is a Radon measure on O = E \ Γ. We call (Γ, ν) the trace of u on E . Γ is empty if and only if u is dominated by an L-harmonic function. We call such solutions moderate. A moderate solution is determined uniquely by its trace. In general, many solutions can have the same trace.
In an earlier paper, we investigated the case when L is a second order elliptic differential operator in R d and E is a bounded smooth domain in R d . We obtained necessary and sufficient conditions for a pair (Γ, ν) to be a trace, and we gave a probabilistic formula for the maximal solution with a given trace.
The general theory developed in the present paper is applicable, in particular, to elliptic operators L with bounded coefficients in an arbitrary bounded domain of R d , assuming only that the Martin boundary and the geometric boundary coincide. A positive solution u of (0.1) is called moderate if it is dominated by an Lharmonic function. For such u, there exists the minimal L-harmonic majorant h. The trace of u is defined as the finite measure ν which appears in the Martin integral representation of h.
We introduce the operators Q B probabilistically, but they can also be defined analytically. [The equivalence of both approaches follows from [6] .] If u is a solution of (0. The trace of a solution u can be defined as a pair (a closed set Γ, a Radon measure ν on O = E \ Γ) with the following properties:
(i) For every closed B ⊂ O, Q B (u) is moderate and its trace coincides with ν on B.
(ii) If Q B (u) is moderate for B ⊂ Γ, then Q B (u) = 0.
Traces of moderate solutions.
Which measures ν are the traces of moderate solutions? The answer to this question was given in [12] in the classical case when L is an elliptic operator in R d and E is a bounded smooth domain in R d . We introduced a class of exceptional sets on the boundary and we proved that a finite measure ν is the trace of a moderate solution if and only if it does not charge exceptional sets. The class of exceptional sets Γ is described by each of the following two equivalent definitions: 0.2.A. Γ has the Martin capacity 0, which means that if µ(Γ) = 0, then
(Here γ(dx) = g(c, x)dx, g(x, y) is the Green's function, c is a reference point and k(x, y) is the Martin kernel.) 0.2.B. Γ is R-polar, i.e. it is not hit by the range R of (L, α)-superdiffusion (see definitions in Sections 1.2 and 1.3).
In the general case that we are studying now, the equivalence of definitions 0.2.A and 0.2.B is not proved. However we established in [8] that 0.2.B implies 0.2.A. It is natural to call sets which satisfy 0.2.A weakly exceptional and sets which satisfy 0.2.B strongly exceptional. We proved in [8] that the condition "ν does not charge weakly exceptional sets" is sufficient and the condition "ν does not charge strongly exceptional sets" is necessary for ν to be the trace of a moderate solution u.
Traces of arbitrary solutions.
In Sections 6 and 7 we investigate the traces (Γ, ν) of arbitrary solutions of (0.1) under the assumption (N) Q B [Q Γ (u)] = 0 for all solutions u and all pairs of disjoint closed sets B, Γ. In the classical case, (N) holds by Theorem 3.1 in [12] . In Section 8 we establish more general conditions sufficient for (N). [At present we have no examples when (N) is false.]
The following two theorem are proved under assumption (N). 
On assumption (N)
. In Section 8 we introduce the concept of a normal point at the Martin boundary E , and we prove that assumption (N) is satisfied if all points are normal. The definition of a normal point is probabilistic, but we also give an analytic criterion of normality (the existence of an appropriate barriers). The general theory is then applied to the case when E is a bounded domain in R d and L is an elliptic operator in E. We show that (N) holds if: (a) the coefficients of L are bounded; (b) the Martin boundary E coincides with the boundary ∂E of E in Euclidean geometry.
In fact, (a) can be replaced by a weaker condition 8.5.B and, instead of (b), it is sufficient to assume that one of the following two conditions is satisfied:
(a') The transition from ∂E to E does not lead to "pasting together" any pair of points.
(a") No "pasting" is needed for transition from E to ∂E, and only a finite number of points of E correspond to each point of ∂E.
[More precisely, put c → b if c ∈ E , b ∈ ∂E and if there exists a sequence x n ∈ E such that x n → c in the Martin topology and x n → b in the Euclidean topology. One of conditions (a'), (a") holds in all examples described in [1] to demonstrate distinctions between two boundaries. 0.5. Probabilistic solution. The solution described in Theorem B is defined by the formula
where R is the range of (L, α)-superdiffusion (X, P x ) and A ν is a continuous linear additive functional of (X, P x ) with spectral measure ν (see definitions in Sections 1.2, 1.3 and 4.3). In Section 7 we prove that the solution (0.2) dominates all solutions with the same trace.
In general many solutions with the same trace can be constructed by applying formula (0.2) to various Borel sets Γ ⊂ E with the same closure. [An example of nonuniqueness based on this idea was communicated to us by J.-F. Le Gall.] 0.6. Bibliographical notes. Open problems. A pair (Γ, ν) as a characteristic of a positive solution of the equation ∆u = u α first appeared in Le Gall's paper [13] . He proved that in the case of the unit disk D in the plane and α = 2, there is a 1-1 correspondence between all positive solutions and all pairs (Γ, ν), where Γ is a closed subset of ∂D and ν is a Radon measure on ∂D \ Γ (in this case, there exist no exceptional sets, and therefore conditions 0. A. Do there exist any positive solutions of (0.1) which cannot be represented in the form (0.2) with a suitable coanalytic set Γ and measure ν?
B. Is it true in the general setting that the trace uniquely determines a solution if there are no exceptional sets on E ?
C. Can the class of weakly exceptional sets be wider than the class of strongly exceptional sets?
Diffusions.
A general second order elliptic differential operator with no zero order terms on a Riemannian manifold E has the form L = ∆ + Y , where ∆ is the Laplace-Beltrami operator and Y is a first order differential operator (i.e., a vector field). We denote by m(dx) the measure on E determined by the Riemannian metric. The L-diffusion is a Markov process ξ = (ξ t , Π x ) on E with continuous paths and with the transition function p t (x, y)m(dy) where p t (x, y) satisfies the following conditions:
1.1.A. For all t, x, 
1.1.C. For every bounded positive function ϕ ∈ C 1 (E),
is a solution of the boundary value problem
The existence of a function p t (x, y) subject to conditions 1.1.A-C has been proved in [19] , and the existence of the corresponding L-diffusion follows from [2] . If L = ∆, then the corresponding L-diffusion is called the Brownian motion on E.
Solutions of the equation ∆h = 0 are called harmonic functions. We use the name L-harmonic functions for solutions of the equation Lh = 0. Every positive L-harmonic function h has a unique representation
where k is the Martin kernel and ν is a finite measure on the Martin boundary E concentrated on the minimal part E * of E . We call ν the trace of h. Recall that the Martin metric d(x, y) in E is defined in terms of k, that the exit spaceÊ is a compact metric space obtained by completion of E with respect to d and that E =Ê \ E. We say M-limit, M -closure etc. when referring to the corresponding topology.
A path ξ t is defined on a random time interval [0, ζ). The M -limit
exists, a.s., 1 and it belongs to E * . Let σ be the probability measure on E which appears in the Martin representation (1.1) of the L-harmonic function h = 1. Then for every positive Borel function ϕ and for all x, We assume that the function
is finite 2 for all x = y, and we call it Green's function. Green's operator acts on positive Borel functions by the formula
Every domain D in E is a submanifold of E. The L-diffusion on D can be obtained by killing the path at the first exit time τ = inf{t : ξ t / ∈ D} from D. We denote by g D and G D the corresponding Green's function and Green's operator.
We write ∂D for the boundary of D in the topology of E. We putD = D ∪ ∂D.
We say that D n is a standard sequence approximating D if D n are open subsets of D with compact closuresD n and ifD n ↑ D.
1.2.
Superdiffusions. This is a mathematical model of a random cloud. The spatial motion of its infinitesimal parts is described by the L-diffusion ξ = (ξ t , Π x ), and the branching mechanism is determined by a parameter α ∈ (1, 2] . To every open set D in E and to every µ ∈ M = M(E) 3 there corresponds a random measure (X D , P µ ), called the exit measure from D. X D describes the mass distribution of the cloud instantaneously frozen on E \ D, and P µ is a probability measure corresponding to the initial mass distribution µ. All P µ have the same domain F . For every positive Borel function f ,
(τ is the first exit time of ξ from D).
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We denote by P x the measure P δx corresponding to Dirac's measure at the point x.
The joint probability distribution of X D1 , . . . , X Dn is determined by (1.9) and by the Markov property: for every positive F ⊃D -measurable Y ,
where F ⊂D is the σ-algebra generated by X D1 with D 1 ⊂ D and F ⊃D is the σ-algebra generated by X D2 with D 2 ⊃ D.
The existence of a family (X D , P µ ) subject to conditions (1.9) and (1.12) is proved in [3] .
It follows from (1.8)-(1.11) that
1.3. Range and polar sets. Consider the class C of all closed random sets C(ω) with the property that every exit measure X D is concentrated, a.s., on C. There exists a minimal element of C, and it is defined uniquely up to indistinguishability. We denote it by R and call it the range of X. A set B ⊂ E is called R-polar if
for all x ∈ D. (1.14)
1.4. Markov process (X t , P µ ). Besides exit measures X D we also consider random measures X t which describe the mass distribution at a fixed time t. For every positive Borel function f ,
Random measures (X t , P µ ) form a Markov process in the state space M. This is a more traditional model of superdiffusion than the model described in Section 1.2.
Equation
Lu = u α . Operators V D
Class U(D).
We denote by U(D) the class of all positive u such that
and we put U = U(E). We have:
The mean value property) If u ∈ U and ifD is compact, then 
In particular,
Lemma 2.1. Suppose that ϕ is a bounded function on ∂D and
Proof. If f is given by (2.5), then f (ξ t∧τ ) is a bounded continuous martingale, and therefore lim t↑τ f (ξ t ) exists a.s. Clearly, it is equal to f D . Let τ n be the first exit times from a standard sequence D n approximating D. Then, a.s. on {0 < τ < ζ}, τ n < τ and τ n → τ . Therefore f D = lim f (ξ τn ). On the other hand,
because ξ τ is measurable with respect to F ξτ n . Besides,
Formula (2.6) follows from (2.9) and (2.10). If f is given by (2.7), then f (ξ τ ∧t ) is a positive supermartingale and
Formula (2.8) follows from the relation
is bounded above and
Proof. Let D n be a standard sequence approximating D and let τ n be the first exit time from D n . By Ito's formula,
. By applying Fatou's lemma once more, we conclude that Π x u D ≥ u(x) and u ≤ 0 by (2.12).
Theorem 2.1 (Comparison principle). Suppose u, v ∈ C
2 (D) satisfy the following conditions:
v − u is bounded above and
Let τ andτ be the first exit times from D andD. By (2.4), wD = w(ξτ ) = 0 a.s. on {τ < τ}. By (2.14), w D = 0 a.s. on {τ = τ }. It follows from Lemma 2.2 (applied toD) that w ≤ 0 onD, which contradicts the definition ofD.
Operators V D .
With every open set D we associate an operator which acts on positive Borel functions on E by the formula
, and therefore
The following properties of the operators
Action of
Proof. Put u B = u1 B . First, we prove that, for every compact set B ⊂ ∂D, the function w = V D (u B ) has the properties 
and (2.21) implies (2.19). By (2.4) and (2.19),
Consider compact sets B n such that B n ↑ ∂D, and let 
Remark. For every c ≥ 0,
α ≤ 0, and we get (2.22) by the arguments used in proof of (2.17) with w = V D (cu B ).
Probabilistic representation of solutions

Stochastic boundary value of a solution u. Denote by O the class of all open sets
D in E such thatD is compact. Recall that according to Section 1.2, F ⊃D stands for the σ-algebra generated by XD withD ⊃ D. We use the name the germ σ-algebra of X on the Martin boundary for the intersection F (E ) of F ⊃D over all D ∈ O. Note that
for every standard sequence D n approximating E.
for every standard sequence D n approximating E and every µ ∈ M. For all µ ∈ M,
Proof. Suppose that D n is a standard sequence approximating E and put Y n = e − u,XD n . By (1.12), (1.8), (2.15) and (2.17),
Hence (Y n , F ⊂Dn , P µ ) is a bounded submartingale, which implies the existence, P µ -a.s., of lim u, X Dn . Fix a standard sequence D 0 n approximating E and put Z = lim sup u, X D 0 n . If D n is an arbitrary standard sequence, then there exist n 1 < n 2 < · · · such that
There exists, P µ -a.s., a limit of u, X D along the standard sequence (3.5). It coincides, P µ -a.s., with the limit along D n and the limit along D 0 n , which proves (3.2). Formula (3.3) follows from (3.2) and the dominated convergence theorem.
We call Z defined in Theorem 3.1 the stochastic boundary value of u. (If two functions Z 1 and Z 2 satisfy this definition, then Z 1 = Z 2 P µ -a.s. for all µ ∈ M.) The function u defined by formula (3.4) is called the log-potential of Z. Theorem 3.1 can be restated as follows:
Theorem 3.1 bis. For every u ∈ U, there exists a stochastic boundary value Z. The log-potential of Z is equal to u.
Total classes of measures. We say that a subset
* contains all Dirac's measures δ x , x ∈ E. Clearly, the intersection of any countable family of total sets is a total set. To an arbitrary L-harmonic function h there corresponds a total set M 
3.3. Class Z(M * ). Let M * be a total set. Denote by F (E , M * ) the completion of F (E ) with respect to all P µ , µ ∈ M * . The class Z(M * ) consists of all positive F (E , M * )-measurable functions Z subject to the conditions:
and FIN. For all x ∈ E, P x {Z < ∞} > 0. We use the shorter notation Z for Z(M).
Theorem 3.2.
A stochastic boundary value Z of any u ∈ U belongs to Z. Let Z ∈ Z(M * ). Then the log-potential u of Z belongs to U, and Z is M * -equivalent to a stochastic boundary value of u.
Proof. 1
• . The stochastic boundary value is F (E )-measurable. Property CB(M) follows from (3.3) and (3.4). Since u(x) < ∞ for all x ∈ E, (3.4) implies FIN. 2
• . Let u be the log-potential of Z ∈ Z(M * ). By FIN, u < ∞. Suppose µ ∈ M * . By the Markov property (1.12),
for every D ∈ O. Then, by CB(M * ) and 3.2.B,
Let D n be a standard sequence approximating E. All exit measures X D , D ∈ O, are measurable relative to the σ-algebra n F ⊂Dn . Therefore Z is also measurable with respect to this σ-algebra and, by (3.1), (3.7) and (3.8),
It follows from (3.4) and (3.9) that
By 2.1.C, u ∈ U. By (3.9), Z is M * -equivalent to a stochastic boundary value of u determined by (3.2).
It follows from Theorem 3.2 that, for every Z ∈ Z(M * ), there exists an M * -equivalent functionZ ∈ Z.
We denote byZ(M * ) the set obtained from Z(M * ) by identifying M * -equivalent functions. Theorem 3.2 implies:
Theorem 3.2 bis. Formula (3.4) defines a 1-1 mapping fromZ(M * ) onto U. The inverse mapping is given by (3.9).
Properties of log-potential.
Lemma 3.1. Suppose Z 1 , Z 2 ∈ Z(M * ) and let u 1 , u 2 , u be the log-potentials of
Proof. Proposition 2.3.C and Theorem 2.2 imply that if u 1 , u 2 ∈ U, then, for every D,
By (3.12), (2.15) and by the dominated convergence theorem,
Formula (3.10) follows from (3.11) and (3.13).
is a convex cone. The log-potential is a subadditive function on this cone.
Proof. Suppose Z 1 , Z 2 ∈ Z(M * ) and let Z = c 1 Z 1 + c 2 Z 2 , where c 1 , c 2 are positive constants. Denote by u 1 , u 2 , u the log-potentials of Z 1 , Z 2 , Z. Let µ ∈ M * . It follows from (3.2) that Z = lim c 1 u 1 + c 2 u 2 , X Dn P µ -a.s., (3.14)
which implies
Formula (3.15) applied to δ x yields
It follows from 2.3.C and (2.22) that
Since µ ∈ M * ⊂ M * 0 , the right side in (3.17) is finite and, by the dominated convergence theorem,
By (3.15), (3.16), (3.18) and (3.17), condition CB(M * ) holds for Z. By (3.16) and (3.17), Z satisfies FIN. Hence Z ∈ Z(M * ). By (3.10), u is a subadditive function. 
, and the log-potential u n of Z n converges to the log-potential u of Z.
Proof. Clearly, Z ∈ F(E , M * ). If µ ∈ M * , then (3.6) holds for all Z n and, by the monotone convergence theorem and the dominated convergence theorem, it holds for Z. By the dominated convergence theorem, u n ↑ u. By Theorem 3.2, u n ∈ U and, by 2.1.C, u ∈ U. Since u < ∞, Z satisfies FIN.
Solutions determined by continuous linear additive functionals.
(Γ, ν)-solutions 4.1. Continuous linear additive functionals. Let (X t , P µ ) be a superdiffusion in E and let M * be a total subset of M. Denote by F the σ-algebra generated by X s , s < ∞, and by F t the σ-algebra generated by
For every t and every µ, A t is measurable with respect to the P µ -completion of F ; it is also measurable with respect to P µ -completion of
* and all pairs s, t. (Here θ s are the shift operators for X.)
4.1.D. A t is continuous in t for P µ -almost all ω for every µ ∈ M * . If the A n are continuous additive functionals with determining sets M * n , then
. is a continuous additive functional with determining set M * n . Let A andÃ be continuous additive functionals with determining sets M * and M * . We say that functionals A andÃ are equivalent and we write A ∼Ã if P µ {A t =Ã t } = 1 for all t and all µ ∈ M * ∩M * . We say that A andÃ are
the potential and
the log-potential of A. [In the terminology of Section 3.1, u is the log-potential of
We say that a continuous additive functional A is linear if
for all µ in determining set M * .
[Formula (4.4) means that A ∞ satisfies CB(M *
, u is the unique solution of (4.5). By 2.1.A, u ∈ U. Remark. If A n are CLA functionals corresponding to h n ∈ H * * by Theorem 4.1 and if h = h 1 + · · · + h n + · · · ∈ H * * , then A 1 + · · · + A n + . . . is equivalent to the CLA functional corresponding to h.
Classes
4.3.
Continuous linear additive functional with spectral measure ν. Denote by N * the set of all measures ν on E such that Kν ∈ H * . Analogously, ν ∈ N * * if Kν ∈ H * * . Put ν ∈ N if there exist ν n ∈ N * * such that
By (4.6), N ⊃ N * .
Remark 1.
Clearly, every ν ∈ N is Σ-finite. 
By the Radon-Nikodým theorem, • . Properties 4.3.A and B hold for ν ∈ N * * by Theorem 4.1, and they can be obtained for ν ∈ N by a passage to the limit.
We call A ν the CLA functional with spectral measure ν. If ν has the form (4.7), then M * E (ν n ) is a determining set of A ν . A necessary condition for a measure ν to belong to N is given by Proof. By Theorem 3.4, it is sufficient to consider ν ∈ N * * . Let h and u be the potential and the log-potential of A ν , and let µ ∈ M * . By Lemma 5.2 in [10], A ν ∞ is measurable with respect to the P µ -completion of F ⊃D for every D ∈ O and it is measurable with respect to the P µ -completion of F ⊃Dn for every standard sequence D n approximating E. By Theorem 1.2 in [10], u ∈ U. By (1.12) and (4.4), P µ -a.s.,
and therefore
By comparing this formula with (3.2), we note that A ν ∞ is M * -equivalent to a stochastic boundary value of u. It belongs to Z(M * ) by Theorem 3.2.
4.5.
(Γ, ν)-solutions. For every closed set Γ ⊂ E and every ν ∈ N we set
We prove that u ∈ U, and we call u the (Γ, ν)-solution.
We need Proof. It follows from (1.12) that, P µ -a.s.,
Clearly, this implies (4.11). Proof. For every D ∈ O, by (1.12) and (1.13),
Theorem 4.5. If Γ is a closed subset of E , then
where τ is the first exit time from D. Therefore, if h < ∞, then h is L-harmonic. By Jensen's inequality, P x e −Z ≥ e −h(x) and therefore u ≤ h. Hence (5.1) implies that u is moderate.
Let D n be a standard sequence approximating E and let τ n be the first exit time from D n . It follows from (3.2) and Fatou's lemma that
If u is moderate and if it is dominated by an L-harmonic functionh, then
Hence h < ∞ and it is the minimal L-harmonic majorant of u.
Recall that, according to Section 4.2, H
* is the set of all L-harmonic functions h of the form h = u + E(u) with positive u.
5.1.D. The class H * is a convex cone, and it contains with every h all positive L-harmonic functions dominated by h.
Proof. By Lemma 1.2 in [8], to every L-harmonic function h there corresponds a function Z h such that
for every standard sequence D n approximating E. Moreover, If
Remark. It follows from 5.1.D and Minkowski's inequality that the class H * * is a cone with the same properties as H * .
Theorem 5.1. Let ν ∈ N . The following three conditions are equivalent: (i) ν is finite; (ii) the potential h of A ν is finite; (iii) the log-potential u of A
ν is a moderate solution.
Proof. The equivalence of (i) and (ii) is an implication of the relation
which follows from 4.3.B if ν ∈ N * * and which can be obtained by a monotone passage to the limit for an arbitrary ν ∈ N . The equivalence of (ii) and (iii) follows from 5.1.C. Proof. Let τ and τ m be the first exit times from D and fromD m . By (1.13) and (1.5),
Denote by C the intersection of E with the M -closure of D. Note that C is disjoint from B and {ξ τm ∈ D} ↓ {τ = ζ, ξ ζ− ∈ C}. By (1.4), where X m is the restriction of XD m to ∂D. By Lemma 5.1, the second term tends to 0 in P µ -probability as m → ∞. Formula (5.3) will follow from (5.6) if we prove that, for every x ∈ D,
By Lemma 3.1 of [9], X m ≤ X m+1 ≤ X D P x -a.s., and therefore
By (1.13),
where τ m , τ are the first exit moments fromD m , D. Since {ξ τm ∈ ∂D} ↑ {ξ τ ∈ ∂D}, (5.8) implies that X * = X D P x -a.s.
Operators Q B .
To extend the definition of the trace to all u ∈ U, we construct a family of operators Q B : U → U. Let P be a partially ordered set. We say that a sequence p n ∈ P supports P if p 1 ≺ p 2 ≺ · · · ≺ p n ≺ . . . and if, for every p ∈ P, there exists N such that p ≺ p n for all n ≥ N . If ϕ is a positive monotone increasing function on P, then, for every sequence {p n } supporting P, the limit lim ϕ(p n ) exists and does not depend on the choice of {p n }. We call it the limit of ϕ along P.
The set O(B) introduced in Section 5.1 is a partially ordered set relative to the inclusion. By Theorem 2.2, for every u ∈ U and every x ∈ E, V D (u)(x) is a monotone decreasing function on O(B), and therefore there exists a pointwise limit of V D (u) along O(B). We denote it Q B (u).
For every closed set B ⊂ E and for every ε > 0 we put
Note that a sequence D n supports O(E ) if and only if it is a standard sequence approximating E.
Property 2.1.C implies that Q B (u) ∈ U. Operators Q B have the following properties: Proof. If ν is the trace of u, then u is dominated by h defined by (1.1). Let h B be given by (5.4). By (1.4) and (1.5),
where τ ε is the first exit time from D(B, ε). By (2.16), for every sequence D n supporting O(B) and every µ ∈ M. For all µ ∈ M,
Corollary. For every µ ∈ M and every B,
Indeed, (5.17) follows from (5.14) and Lemma 4.1. If B is R-polar, then Z B = 0 P µ -a.s., and Q B (u) = 0 by (5.16).
We call Z B a stochastic boundary value of the solution u on set B. for every standard sequence D n approximating E and every µ. Moreover, P µ e −ZB = P µ e −ZB = P µ e −ẐB = e 
Expression of Z
By (4.11), {R ∩ Γ = ∅} belongs to the P x -completion of F ⊃Dn ; and, by (1.12),
5.6.B. If w Γ is a moderate solution, then Γ is R-polar. Indeed, w Γ is the log-potential of Z(Γ) given by (4.12). By 5.1.C, h(x) = P x Z(Γ) < ∞, which implies 5.6.B.
5.6.C. For every u ∈ U and every closed B ⊂ Γ,
Indeed, by (5.16) and (5.17), A relatively open subset A of E is called moderate if all compact subsets of A are moderate. The union O of all moderate open sets is moderate. Clearly, there exists a unique measure ν on O such that its restriction to an arbitrary compact subset B coincides with ν B . This measure is a Radon measure on O (that is, it is finite on all compact subsets). By 5.1.B, ν(B) = 0 for all R-polar sets B. We call closed set Γ = E \ O the singular set of the solution u, and we call the pair (Γ, ν) the trace of u on E .
6. Trace of (Γ, ν)-solutions 6.1. Normal pairs. According to the definition in Section 5.7, the trace of every u ∈ U is a pair (Γ, ν) with the following properties:
6.1.A. Γ is a closed subset of E . 6.1.B. ν is a Radon measure on O = E \ Γ. 6.1.C. ν does not charge R-polar sets.
We say that x is an explosion point of a measure ν if ν(U ) = ∞ for every neighborhood U of x. If no explosion point belongs to a compact set B, then ν(B) < ∞. Condition 6.1.B is equivalent to: 6.1.B'. O contains no explosion points of ν. For every (Γ, ν) subject to conditions 6.1.A,B,C, we denote by L(Γ, ν) the class of all R-polar relatively open subsets of Γ which contain no explosion points of ν. Note that if Λ = Γ \ Γ 0 ∈ L(Γ, ν), then {R ∩ Γ = ∅} = {R ∩ Γ 0 = ∅} P x -a.s. for all x ∈ E, and therefore a (Γ, ν)-solution is at the same time a (Γ 0 , ν)-solution. We say that (Γ, ν) is a normal pair if the empty set is the only element of L(Γ, ν). Proof. Denote by ν 1 , ν 2 the restrictions of ν to U and to E \ U . Let u 1 and u 2 be the log-potentials of A ν1 and A ν2 . By Lemma 3.1, u ≤ u 1 + u 2 , and, by 5.2.F,
By Theorem 5.1, u 1 is a moderate solution. By Lemma 5. 
Proof. Let U n be a standard sequence approximatingD. By [3, Lemma 2.1], {R ⊂ U n } ⊂ {XD = 0} a.s., which implies the first part of (6.3).
A set Q = {XD = 0, X D1 = X D2 } belongs to F ⊃U , where U =D ∩D 1 =D ∩D 2 . By (1.12), P x (Q) = P x P XU (Q) and, by [5, II.4.6], the second part of (6.3) will be proved if we show that P x (Q) = 0 for all x / ∈ U. We have P x {XD = δ x } = 1 if x / ∈D, and
Lemma 6.3. If (Γ, ν) is the trace of u and if Γ is R-polar and ν is finite, then u is moderate.
Remark. According to the definition of the trace in Section 5.7, if u is moderate, then Γ is empty.
Proof. Let Z be the stochastic boundary value of u and let Z B be its stochastic boundary value on B. Put B n = {x ∈ E : d(x, Γ) ≥ 1/n}. Note that B n ↑ O = E \ Γ. By (3.4) and (5.16),
u(x) = − log P x exp{−Z},
The trace of u n is the restriction of ν to B n , and therefore
Hence, for all x and n,
By 5.4.B, there existsZ such that Z Bn ↑Z P x -a.s. for all x. We have
To prove that u is moderate, it is sufficient to show that, for every x,
We apply Lemma 6.2 to
2) holds if ε < δ and d(x, Γ) < δ − ε for all x / ∈ B n . We conclude from (6.3) that
By passing to the limit, first as ε → 0, then as n → ∞, and finally as δ → 0, we get
Since Γ is R-polar and since P x {Z ≤ Z} = 1 by 5.4.A, we get (6.4).
Proof of Theorem 6.3. 1
• . Let Λ ∈ L(Γ, ν) and let Γ 0 = Γ \ Λ. The theorem will be proved if we show that v = Q B0 (u) is moderate for every closed subset B 0 of
Let (Γ 1 , ν 1 ) be the trace of v. By Lemma 6.3, it is sufficient to to prove that Γ 1 is R-polar and ν 1 is finite. This follows easily from a kind of mean value theorem which is also of independent interest: 
To prove Theorem 7.1, we apply Theorem 7.2 to domains D n = D(Γ, 1/n). Formulae (7.1) and (7.2) imply that
for every n. It follows from (5.14) and (5.17) that For every x ∈D n , the measure XD n is concentrated, P x -a.s., onD = ∂D ∪ D, and therefore
Formula (7.2) will follow from (7.4) if we prove that, for every x ∈ D,
• . Note that u ∂D , XD n = u, X n , where X n is the restriction of the measure XD n to ∂D. Therefore we get (7.5) if we prove that X n ↑ X D P x -a.s. for x ∈ D. This has been already done at the end of the proof of Theorem 5.2. 3
• . Denote byX n the restriction of XD n to D. By (1.12), (1.8) and 2.1.D,
Therefore e − uD ,XD n is a bounded submartingale relative to P x (cf. the proof of Theorem 3.1), and there exists Z * (D) subject to (7.6).
To get (7.1), we recall that, by Section 3.5, the restriction ν B of ν to B is the trace of Q B (u). By Theorem 5.3 and 5.6.E, the corresponding functional A νB satisfies the condition
Hence,
On condition (N)
8.1. In this section we introduce a concept of a normal point of the Martin boundary E and we prove that condition (N) holds if all points of E are normal. In the second part of the section we establish tests of normality. For every c ∈ E , we put V ε (c) = {x ∈ E : d(x, c) < ε}. More generally, V ε (B) = {x ∈ E : d(x, B) < ε} for every B ⊂ E . 
Proof. It is sufficient to prove that
for every x ∈ E and every open set D 0 such that d(D 0 , E \ D) > 0. Consider stopping times σ n , τ n defined as follows: τ 1 = τ ; σ n = inf{t : t > τ n , ξ t ∈ D 0 } if ξ t ∈ D 0 for some t > τ n ; σ n = ζ otherwise; τ n+1 = inf{t : t > σ n , ξ t ∈ E \ D} if ξ t ∈ E \ D for some t > σ n , τ n+1 = ζ otherwise. Put A n = {τ 1 < σ 1 < · · · < σ n < τ n = ζ}. By the strong Markov property,
By Lemma 2.1, Π y {τ = ζ, f E } = Π y {τ = ζ, f D } is equal to 0 for all y, and therefore Π x {A n , f E } = 0. Since the union of the A n coincides with {ξ ζ− ∈ D * 0 }, this implies (8.3).
Lemma 8.2. If
and if all points of D * are normal, then for every x ∈ E, 
For every closed set B disjoint from Γ, there exists δ > 0 such thatũ is bounded in V δ (B). for all x ∈ D and all λ 1 , . . . , λ d ∈ R. We use the notation d 0 (x, y) for the Euclidean distance between x and y. We denote by ∂E the boundary of E in the Euclidean topology of R d , and we put U ε (B) = {x ∈ E : d 0 (x, B) < ε} for an arbitrary B ⊂ ∂E. We say that points c ∈ E and b ∈ ∂E are associated and we write c → b if there exists a sequence x n ∈ E such that d(x n , c) → 0 and d 0 (x n , b) → 0. Note that the set C b = {c ∈ E : c → b} is M -closed, and the set B c = {b ∈ ∂E : c → b} is closed in the Euclidean topology. Proof. If this is false, then there exist ε > 0 and x n ∈ E such that d(x n , c) < 1/n but d 0 (x n , B c ) > ε. Choose a subsequence x n k which converges in the Euclidean topology. Clearly, its limit b belongs to B c , in contradiction to the inequality d 0 (x n k , B c ) > ε. Proof. It follows from Theorem 8.3 that c is normal if, for every ε > 0, there exists δ > 0 such that U δ (B c ) ⊂ V ε (c). Suppose that this condition is not satisfied. Then there exist ε > 0 and a sequence x n ∈ E such that d 0 (x n , B c ) < 1/n and d(x n , c) ≥ ε. Choose a subsequence x n k which converges relative to both metrics Proof. By Lemma 3.1 in [9, p.1978], X D (Γ) ≥ X D1 (Γ) P x -a.s. for every Γ ⊂ D. By (1.13), P x X D (Γ) = Π x {ξ τ ∈ Γ} and P x X D1 (Γ) = Π x {ξ τ1 ∈ Γ}, where τ, τ 1 are the first exit times from D and from D 1 . If x ∈ D 1 , then τ = τ 1 Π x -a.s., and therefore P x X D (Γ) = P x X D1 (Γ).
Proof of Theorem 8.5. It is sufficient to prove that the pair (c, V ε (c)) is admissible for all sufficiently small ε. There exists β > 0 such that d(c, c ) > 2β for all c ∈ C(b), c = c. Suppose that ε < β. Then V ε (C b ) = V ε (c) ∪Ṽ , whereṼ is open and disjoint from V ε (c). By Lemma 8.6, U δ (b) ⊂ V ε (C b ) for some δ. By Theorem 8.3, (c, U δ (B c )) is admissible. Hence (c, U δ (b)) and (c, V ε (C b )) are also admissible. It remains to note that, by Lemma 8.7, X Vε(C b ) = X Vε(c) P x -a.s. for all x ∈ V ε (c).
