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Аннотация
В настоящей работе получены примеры алгебраических тождеств между фундамен-
тальными матрицами обобщённых гипергеометрических уравнений. В некоторых случаях
эти тождества порождают все алгебраические соотношения между компонентами решений
гипергеометрических уравнений.
Обобщённые гипергеометрические функции (см. [1–5]) — это функции вида
𝑙𝜙𝑞(𝑧) = 𝑙𝜙𝑞(?⃗?; ?⃗?; 𝑧) = 𝑙+1𝐹𝑞
(︂
1, 𝜈1, . . . , 𝜈𝑙
𝜆1, . . . , 𝜆𝑞
⃒⃒⃒⃒
𝑧
)︂
=
∞∑︁
𝑛=0
(𝜈1)𝑛 . . . (𝜈𝑙)𝑛
(𝜆1)𝑛 . . . (𝜆𝑞)𝑛
𝑧𝑛,
где 0 6 𝑙 6 𝑞, (𝜈)0 = 1, (𝜈)𝑛 = 𝜈(𝜈 + 1) . . . (𝜈 + 𝑛− 1), ?⃗? = (𝜈1, . . . , 𝜈𝑙) ∈ C𝑙, ?⃗? ∈ (C ∖ Z−)𝑞.
Функция 𝑙𝜙𝑞(?⃗?; ?⃗?; 𝑧) удовлетворяет (обобщённому) гипергеометрическому дифферен-
циальному уравнению
𝐿(?⃗?; ?⃗?; 𝑧) 𝑦 = (𝜆1 − 1) . . . (𝜆𝑞 − 1),
где
𝐿(?⃗?; ?⃗?; 𝑧) ≡
⎛⎝ 𝑞∏︁
𝑗=1
(𝛿 + 𝜆𝑗 − 1)− 𝑧
𝑙∏︁
𝑘=1
(𝛿 + 𝜈𝑘)
⎞⎠ , 𝛿 = 𝑧 𝑑
𝑑𝑧
.
В теории трансцендентных чисел одним из основных методов является метод Зигеля-
Шидловского (см. [4], [5]), который позволяет доказывать трансцендентность и алгебраи-
ческую независимость значений целых функций некоторого класса, включающего в себя
функции 𝑙𝜙𝑞(𝛼𝑧𝑞−𝑙), при условии алгебраической независимости этих функций над C(𝑧).
В статье [6] Ф. Бейкерсом, В. Браунвеллом и Г. Хекманом были введены важные для
установления алгебраической зависимости и независимости функций понятия когради-
ентности и контрградиентности дифференциальных уравнений (фактически эти понятия
возникли ранее в статье Е. Колчина [7]).
Настоящая работа посвящена подробному доказательству и дальнейшему развитию
результатов о коградиентности и контрградиентности, опубликованных в заметках [8] и [9].
В частности, уточняются некоторые результаты статьи [6].
Ключевые слова: гипергеометрические функции, метод Зигеля, алгебраическая незави-
симость.
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Abstract
The examples of algebraic identities between solution matrices of generalized hypergeometric
equations are found in paper. These identities generate all the algebraic identities between
components of solutions of hypergeometric equations in some cases.
Generalized hypergeometric functions (see [1–5]) are defined as
𝑙𝜙𝑞(𝑧) = 𝑙𝜙𝑞(?⃗?; ?⃗?; 𝑧) = 𝑙+1𝐹𝑞
(︂
1, 𝜈1, . . . , 𝜈𝑙
𝜆1, . . . , 𝜆𝑞
⃒⃒⃒⃒
𝑧
)︂
=
∞∑︁
𝑛=0
(𝜈1)𝑛 . . . (𝜈𝑙)𝑛
(𝜆1)𝑛 . . . (𝜆𝑞)𝑛
𝑧𝑛,
where 0 6 𝑙 6 𝑞, (𝜈)0 = 1, (𝜈)𝑛 = 𝜈(𝜈 + 1). . .(𝜈 + 𝑛− 1), ?⃗? = (𝜈1, . . . , 𝜈𝑙) ∈ C𝑙, ?⃗? ∈ (C ∖ Z−)𝑞.
The function 𝑙𝜙𝑞(?⃗?; ?⃗?; 𝑧) satisfies the (generalized) hypergeometric differential equation
𝐿(?⃗?; ?⃗?; 𝑧) 𝑦 = (𝜆1 − 1) . . . (𝜆𝑞 − 1),
where
𝐿(?⃗?; ?⃗?; 𝑧) ≡
𝑞∏︁
𝑗=1
(𝛿 + 𝜆𝑗 − 1)− 𝑧
𝑙∏︁
𝑘=1
(𝛿 + 𝜈𝑘), 𝛿 = 𝑧
𝑑
𝑑𝑧
.
The Siegel-Shidlovskii method (see [4], [5]) is one of the main methods in the theory
of transcendental numbers. It permits to establish the transcendency and the algebraic
independence of the values of entire functions of some class, which contains the functions
𝑙𝜙𝑞(𝛼𝑧
𝑞−𝑙), provided that these functions are algebraically independent over C(𝑧).
F. Beukers, W.D. Brownawell and G. Heckman introduced in paper [6] notions of cogredience
and contragredience of differential equations, which are important for determination of algebraic
dependence and independence of functions (these notions appeared firstly in paper [7] of
E. Kolchin really).
This work contains detailed proof and further development of results connected with
cogredience and contragredience, that have been published in notes [8], [9]. Some results in
[6] have been revised particularly.
Keywords: hypergeometric functions, Siegel’s method, algebraic independence.
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1. Введение
Пусть Z+ = N ∪ {0}, Z− = Z ∖N, C[𝑧±1] = C[𝑧, 𝑧−1], 𝛿𝑗𝑖 — символ Кронекера, 𝑀(𝑞,𝐾) —
множество всех матриц размера 𝑞×𝑞 с элементами из кольца 𝐾, 𝐺𝐿(𝑞,𝐾) — полная линейная
группа в𝑀(𝑞,𝐾). При 𝛾, 𝛽 ∈ C, ?⃗? = (𝜇1, . . . , 𝜇𝑛) ∈ C𝑛 положим 𝛾?⃗?+𝛽 = (𝛾𝜇1+𝛽, . . . , 𝛾𝜇𝑛+𝛽).
Для векторов ?⃗? = (𝜇1, . . . , 𝜇𝑛), ?⃗? = (𝜂1, . . . , 𝜂𝑛) будем писать ?⃗? ∼ ?⃗?, если существует переста-
новка 𝜋 чисел 1, . . . , 𝑛 такая, что 𝜇𝑖 − 𝜂𝜋(𝑖) ∈ Z, 𝑖 = 1, . . . , 𝑛.
Если Φ1, Φ2 — произвольные фундаментальные матрицы двух линейных однородных диф-
ференциальных уравнений с коэффициентами из C(𝑧) и выполняется одно из равенств
Φ1 = 𝑔𝐵Φ2𝐶, Φ1(Φ2𝐶)
𝑇 = 𝑔𝐵,
где 𝐶 ∈ 𝐺𝐿(𝑞,C), 𝐵 ∈ 𝐺𝐿(𝑞,C(𝑧)), 𝑔 = 𝑔(𝑧) — функция с условием 𝑔′/𝑔 ∈ C(𝑧), то (см. [6])
исходные дифференциальные уравнения называются коградиентными (соответственно контр-
градиентными).
Явный вид уравнения 𝐿(?⃗?; ?⃗?;𝛼𝑧𝑝) 𝑦 = 0, получаемого из 𝐿(?⃗?; ?⃗?; 𝑧) 𝑦 = 0 подстановкой
𝑧 −→ 𝛼𝑧𝑝, где 𝛼 ∈ C, 𝑝 ∈ N, приведён в лемме 1 и (6). Фундаментальную систему решений
уравнения 𝐿(?⃗?; ?⃗?;𝛼𝑧𝑝) 𝑦 = 0 при 𝜆𝑖 − 𝜆𝑘 /∈ Z, 𝑖 ̸= 𝑘 образуют, например, функции (следствие
леммы 1)
𝑧(1−𝜆𝑘)𝑝𝑙𝐹𝑞−1(?⃗? + 1− 𝜆𝑘; ?⃗?+ 1− 𝜆𝑘;𝛼𝑧𝑝), 𝑘 = 1, . . . , 𝑞. (1)
Теорема 1. Пусть ?⃗? ∈ C𝑙, ?⃗? ∈ C𝑞, 𝑞 > max(2, 𝑙), 𝛼 ∈ C, 𝑝 ∈ N, Φ1,Φ2
— произвольные фундаментальные матрицы дифференциальных операторов 𝐿(?⃗?; ?⃗?;𝛼𝑧𝑝) и
𝐿(1− ?⃗?; 2− ?⃗?; (−1)𝑞−𝑙𝛼𝑧𝑝). Тогда:
1∘. Существует матрица 𝐶 ∈ 𝐺𝐿(𝑞,C) такая, что
Φ1(Φ2𝐶)
𝑇 = 𝐵, (2)
где 𝐵 = ‖𝑏𝑖,𝑗‖𝑖,𝑗 ∈ 𝐺𝐿(𝑞,C[𝑧±1, (1− 𝛼𝑧𝑝)𝜀]), 𝜀 = −𝛿𝑙𝑞, причём
𝑏𝑘,𝑞−𝑘+1 = (−1)𝑘𝑐0𝑧1−𝑞(1− 𝛼𝑧𝑝)𝜀, 𝑐0 ∈ C, 𝑘 = 1, . . . , 𝑞,
а выше этих элементов стоят нули.
2∘. Если 𝜆𝑖−𝜆𝑘 /∈ N, 𝑖, 𝑘 = 1, . . . , 𝑞, а Φ1,Φ2 соответствуют множествам функций (1) и
𝑓𝑘 = 𝑧
(𝜆𝑘−1)𝑝
𝑙𝐹𝑞−1(𝜆𝑘 − ?⃗?;𝜆𝑘 + 1− ?⃗?; (−1)𝑞−𝑙𝛼𝑧𝑝), 𝑘 = 1, . . . , 𝑞, (3)
то в равенстве (2) 𝐶 = diag(𝑐1, . . . , 𝑐𝑞),
𝑐𝑘 = (−1)𝑘
∏︁
16𝑖<𝑗6𝑞; 𝑖,𝑗 ̸=𝑘
(𝜆𝑖 − 𝜆𝑗); 𝑐0 = 𝑝𝑞−1
∏︁
16𝑖<𝑗6𝑞
(𝜆𝑖 − 𝜆𝑗),
пустое произведение скобок равно 1.
Следствие. Пусть 𝑞 > max(2, 𝑙), 𝜆𝑖 − 𝜆𝑘 /∈ N, 𝑖, 𝑘 = 1, . . . , 𝑞, числа 𝑐𝑘 определены в
теореме 1. Тогда
𝑞∑︁
𝑘=1
𝑐𝑘 𝑙𝐹𝑞−1(?⃗? + 1− 𝜆𝑘; ?⃗?+ 1− 𝜆𝑘; 𝑧) 𝑙𝐹𝑞−1(𝜆𝑘 − ?⃗?;𝜆𝑘 + 1− ?⃗?; (−1)𝑞−𝑙𝑧) = 0. (4)
Различные формулировки теоремы 1 и несколько следствий из неё были опубликованы
автором в 2008 – 2013 гг. ([10], [8], [11, лемма 5]). В 2015 г. Ф. Бейкерс и Ф. Жуэ [12], а
в 2016 г. Р. Фенг, А. Кузнецов и Ф. Янг [13] опубликовали результаты, часть из которых
вытекает из формул (2) и (4).
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Теорема 1 даёт нетривиальные примеры контрградиентности дифференциальных уравне-
ний. Из статей [6, 7], где введено это понятие, не было ясно, существует ли контрградиентность
вообще и насколько она характерна для случая гипергеометрических уравнений.
Если разности соответствующих параметров двух гипергеометрических функций являют-
ся целыми числами, то такие функции называются смежными или ассоциированными. Из [11,
лемма 12] и [14] следует, что однородные линейные дифференциальные уравнения, соответ-
ствующие уравнениям, которым удовлетворяют смежные функции, являются коградиентны-
ми.
В следующей теореме решается вопрос о том, возможны ли коградиентность или контр-
градиентность гипергеометрических уравнений при несовпадающих 𝑙.
Теорема 2. Уравнения 𝐿(?⃗?𝑘; ?⃗?𝑘;𝛼𝑘𝑧
𝑝𝑘)𝑦 = 0, где 𝛼𝑘 ∈ C, 𝑝𝑘 ∈ N, ?⃗?𝑘 = (𝜈𝑘,1, . . . , 𝜈𝑘,𝑙𝑘) ∈ C𝑙𝑘 ,
?⃗?𝑘 = (𝜆𝑘,1, . . . , 𝜆𝑘,𝑞𝑘) ∈ (C ∖ Z−)𝑞𝑘 , 𝑘 = 1, 2, с условием
𝑞1 = 𝑞2 = 2, 𝑙1 = 1, 𝑙2 = 0, 𝑝2 = 2𝑝1, 𝛼
2
1 = 16𝛼2,
(5)
?⃗?1 − 𝜆1,𝑗 ∼ ±2(?⃗?2 − 𝜆2,1), 1 6 𝑗 6 2, 2𝜈1,1 − 𝜆1,1 − 𝜆1,2 ∈ Z,
являются коградиентными и контрградиентными.
2. Вспомогательные утверждения
Лемма 1 (см. [11, лемма 1]). Функция (либо, при 𝑙 > 𝑞, формальный степенной ряд)
𝑧𝛾𝑙𝜙𝑞(?⃗?; ?⃗?;𝛼𝑧
𝑝), где ?⃗? ∈ C𝑙, ?⃗? ∈ (C∖Z−)𝑞, 𝛼, 𝛾 ∈ C, 𝑙, 𝑞 ∈ Z+, 𝑙+𝑞 ̸= 0, 𝑝 ∈ Z, удовлетворяет
дифференциальному уравнению(︃
𝑞∏︁
𝑖=1
(𝛿 + 𝑝(𝜆𝑖 − 1)− 𝛾)− 𝛼𝑝𝑞−𝑙𝑧𝑝
𝑙∏︁
𝑖=1
(𝛿 + 𝑝𝜈𝑖 − 𝛾)
)︃
𝑦 = 𝑝𝑞𝑧𝛾
𝑞∏︁
𝑖=1
(𝜆𝑖 − 1),
пустое произведение скобок равно 1.
Следствие. Если 𝜆𝑖 − 𝜆𝑘 /∈ Z, 𝑖 ̸= 𝑘, 𝑞 > max(1, 𝑙), то функции (1) образуют фундамен-
тальную систему решений уравнения 𝐿(?⃗?; ?⃗?; 𝛼𝑧𝑝)𝑦 = 0.
Лемма 2 (см. [11, лемма 2]). Пусть ?⃗? ∈ C𝑙, ?⃗? ∈ C𝑞, 𝑞 > max(1, 𝑙), 𝛼 ∈ C, 𝑝 ∈ N,
𝑓1, . . . , 𝑓𝑞 — фундаментальная система решений уравнения
𝐿(?⃗? + 1− 𝜆𝑠; ?⃗?+ 1− 𝜆𝑠;𝛼𝑧𝑝)𝑦 = 0, 1 6 𝑠 6 𝑞.
Тогда функции 𝑧(1−𝜆𝑠)𝑝𝑓1, . . . , 𝑧(1−𝜆𝑠)𝑝𝑓𝑞 образуют фундаментальную систему решений урав-
нения 𝐿(?⃗?; ?⃗?;𝛼𝑧𝑝)𝑦 = 0.
Лемма 3. [9, лемма 1]. Пусть Φ,Φ1,Φ2 — фундаментальные матрицы, отвечающие на-
борам функций {𝑣1, . . . , 𝑣𝑞}, {𝑧𝛽𝑣1, . . . , 𝑧𝛽𝑣𝑞} и {𝑒𝛾𝑧𝑣1, . . . 𝑒𝛾𝑧𝑣𝑞} соответственно, 𝛽, 𝛾 ∈ C.
Тогда
Φ1 = 𝑧
𝛽𝐵1Φ, Φ2 = 𝑒
𝛾𝑧𝐵2Φ,
где 𝐵1 ∈ 𝐺𝐿(𝑞,C[𝑧−1]), 𝐵2 ∈ 𝐺𝐿(𝑞,C), причём матрицы 𝐵1, 𝐵2 являются нижнетреуголь-
ными с единицами на главной диагонали и не зависят от 𝑣1, . . . , 𝑣𝑞.
Из лемм 2 и 3 вытекает
Лемма 4. Пусть ?⃗? ∈ C𝑙, ?⃗? ∈ C𝑞, 𝑞 > max(2, 𝑙), 𝛼 ∈ C, 𝑝 ∈ N, Φ1,Φ2
— произвольные фундаментальные матрицы дифференциальных операторов 𝐿(?⃗?; ?⃗?;𝛼𝑧𝑝) и
𝐿(?⃗? + 1− 𝜆𝑠; ?⃗?+ 1− 𝜆𝑠;𝛼𝑧𝑝), 1 6 𝑠 6 𝑞. Тогда
Φ1 = 𝑧
(1−𝜆𝑠)𝑝𝐵Φ2𝐶,
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где 𝐶 ∈ 𝐺𝐿(𝑞,C), 𝐵 — нижнетреугольная матрица из 𝑆𝐿(𝑞,C[𝑧−1]) с единицами на главной
диагонали.
Лемма 5. [9, лемма 2]. Пусть Φ = Φ(𝑧), Ψ = Ψ(𝑧) — фундаментальные матрицы, отве-
чающие наборам функций {𝑣1(𝑧), . . . , 𝑣𝑞(𝑧)} и {𝑣1(𝛼𝑧𝑝), . . . , 𝑣𝑞(𝛼𝑧𝑝)} соответственно, 𝛼 ∈ C,
𝑝 ∈ N. Тогда
Ψ(𝑧) = 𝐵Φ(𝛼𝑧𝑝),
где 𝐵 ∈𝑀(𝑞,C[𝑧]) — нижнетреугольная матрица с определителем |𝐵| = (𝛼𝑝𝑧𝑝−1)𝑞(𝑞−1)/2, не
зависящая от 𝑣1, . . . , 𝑣𝑞.
Как следует из леммы 1, уравнение 𝐿(?⃗?; ?⃗?;𝛼𝑧𝑝)𝑦 = 0 при 𝑞 > 𝑙 имеет вид
(1− 𝛼𝑧𝑝)𝜀𝑧𝑞𝑦(𝑞) +
(︁
(𝜆1 + · · ·+ 𝜆𝑞 − 𝑞)𝑝+ (𝑞 − 1)𝑞
2
− 𝜀1𝛼𝑝𝑧𝑝−
−𝜀𝛼
(︁
(𝜈1 + · · ·+ 𝜈𝑞)𝑝+ (𝑞 − 1)𝑞
2
)︁
𝑧𝑝
)︁
𝑧𝑞−1𝑦(𝑞−1)+ (6)
+ · · ·+ 𝑝𝑞((𝜆1 − 1) . . . (𝜆𝑞 − 1)− 𝛼𝜈1 . . . 𝜈𝑙𝑧𝑝)𝑦 = 0,
где 𝜀 = 𝛿𝑙𝑞, 𝜀1 = 𝛿
𝑙+1
𝑞 .
Лемма 6. Пусть ?⃗? ∈ C𝑙, ?⃗? ∈ (C ∖ Z−)𝑞, 𝑙, 𝑞 ∈ Z+, 𝑞 > max(1, 𝑙), 𝛼 ∈ C, 𝑝 ∈ N. Тогда:
1∘. Определитель Вронского уравнения 𝐿(?⃗?; ?⃗?;𝛼𝑧𝑝)𝑦 = 0 равен
𝑊 = 𝑐𝑧−(𝜆1+···+𝜆𝑞−𝑞)𝑝−(𝑞−1)𝑞/2(1− 𝛼𝑧𝑝)(𝜆1+···+𝜆𝑞−𝜈1···−𝜈𝑞−𝑞)𝜀𝑒𝛼𝑧𝑝𝜀1 , (7)
где 𝑐 ∈ C ∖ {0}, 𝜀 = 𝛿𝑙𝑞, 𝜀1 = 𝛿𝑙+1𝑞 .
2∘. Если 𝜆𝑖 − 𝜆𝑘 /∈ Z, 𝑖 ̸= 𝑘, а 𝑊 отвечает функциям (1), то
𝑐 = 𝑝𝑞(𝑞−1)/2
∏︁
16𝑖<𝑗6𝑞
(𝜆𝑖 − 𝜆𝑗).
Доказательство. При 𝛼 = 𝑝 = 1 равенство (7) вытекает из (6) и формулы Лиувилля.
Отсюда, сделав подстановку 𝑧 −→ 𝛼𝑧𝑝, с помощью леммы 5 получаем утверждение 1∘ лем-
мы 6 при произвольных 𝛼 и 𝑝. Для доказательства утверждения 2∘ в предположении, что
𝜆1, . . . , 𝜆𝑞 /∈ Z, рассмотрим члены наименьшей степени разложений по 𝑧 функций (1) и их
производных, составляющих определитель 𝑊 :⃒⃒⃒⃒
⃒⃒⃒⃒ 𝑧
𝑝−𝜆1𝑝 . . . 𝑧𝑝−𝜆𝑞𝑝
(𝑧𝑝−𝜆1𝑝)′ . . . (𝑧𝑝−𝜆𝑞𝑝)′
. . . . . . . . .
(𝑧𝑝−𝜆1𝑝)(𝑞−1) . . . (𝑧𝑝−𝜆𝑞𝑝)(𝑞−1)
⃒⃒⃒⃒
⃒⃒⃒⃒ = 𝑧−(𝜆1+···+𝜆𝑞−𝑞)𝑝−(𝑞−1)𝑞/2·
·
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒
1 . . . 1
𝑝− 𝜆1𝑝 . . . 𝑝− 𝜆𝑞𝑝
. . . . . . . . .∏︀
06𝑖6𝑞−2
(𝑝− 𝜆1𝑝− 𝑖) . . .
∏︀
06𝑖6𝑞−2
(𝑝− 𝜆𝑞𝑝− 𝑖)
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒ . (8)
В полученном числовом определителе элемент, стоящий в 𝑘-й строке и 𝑗-м столбце, яв-
ляется многочленом от −𝜆𝑗𝑝 с коэффициентами, не зависящими от 𝑗 и старшим членом
(−𝜆𝑗𝑝)𝑘−1. Поэтому, последовательно вычитая из каждой строки некоторую линейную ком-
бинацию предыдущих, мы получим определитель Вандермонда от −𝜆1𝑝, . . . , −𝜆𝑞𝑝, равный 𝑐.
Если же какое-либо из 𝜆1, . . . , 𝜆𝑞 принадлежит Z, то утверждение 2∘ получается с помощью
предельного перехода, так как функции 𝑙𝐹𝑞(𝑧) непрерывно зависят от параметров (см. [3,
§§2.1, 2.2]). Лемма 6 доказана.
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Напомним, что сопряжённым к дифференциальному уравнению
𝐿𝑦 ≡ 𝑎𝑚𝑦(𝑚) + · · ·+ 𝑎1𝑦′ + 𝑎0𝑦 = 0
называется уравнение
𝐿𝑣 ≡ (−1)𝑚(𝑎𝑚𝑣)(𝑚) + · · · − (𝑎1𝑣)′ + 𝑎0𝑣 = 0
(см., например, [15, гл. 2, §5]). Таким же образом определяются сопряжённые дифференци-
альные операторы 𝐿 и 𝐿.
Лемма 7. [11, лемма 4]. Пусть ?⃗? − 𝜁 ∈ C𝑙, ?⃗? − 𝜂 ∈ C𝑞, 𝛼, 𝛾 ∈ C, 𝑙, 𝑞 ∈ Z+, 𝑙 + 𝑞 ̸= 0,
𝑝 ∈ N, 𝜁, 𝜂 — произвольные аналитические функции. Тогда
𝑧𝛾𝐿(?⃗?; ?⃗?;𝛼𝑧𝑝) = (−1)𝑞𝑧𝛾𝐿
(︂
1− ?⃗? + 1 + 𝛾
𝑝
; 2− ?⃗?+ 1 + 𝛾
𝑝
; (−1)𝑞−𝑙𝛼𝑧𝑝
)︂
.
Лемма 8. Пусть ?⃗? ∈ C𝑙, ?⃗? ∈ C𝑞, 𝑞 > max(2, 𝑙), 𝛼 ∈ C, 𝑝 ∈ N, Φ1,Φ2 — произволь-
ные фундаментальные матрицы дифференциальных операторов 𝐿(?⃗?; ?⃗?;𝛼𝑧𝑝) и 𝐿(1− ?⃗?; 2− ?⃗?;
(−1)𝑞−𝑙𝛼𝑧𝑝). Тогда существует матрица 𝐶 ∈ 𝐺𝐿(𝑞,C) такая, что
Φ1(Φ2𝐶)
𝑇 = 𝐵 ∈ 𝐺𝐿(𝑞,C[𝑧±1, (1− 𝛼𝑧𝑝)𝜀]), 𝜀 = −𝛿𝑙𝑞.
Доказательство. Согласно лемме 7, в которой положим 𝛾 = −1, 𝜁 ≡ 𝜂 ≡ 0, свой-
ствам решений сопряжённых дифференциальных уравнений (см., например, [15, гл. 2, §5.2])
и формулам (6), для любой фундаментальной матрицы Φ1 уравнения 𝐿(?⃗?; ?⃗?;𝛼𝑧𝑝)𝑦 = 0 най-
дётся фундаментальная матрица Φ2 уравнения 𝐿(1 − ?⃗?; 2 − ?⃗?; (−1)𝑞−𝑙𝛼𝑧𝑝)𝑦 = 0 такая, что
Φ1Φ
𝑇
2 = 𝐵 = ‖𝑏𝑖,𝑗‖𝑖,𝑗 является матрицей, у которой
𝑏𝑘,𝑞−𝑘+1 = (−1)𝑘𝑎−10 , 𝑎0 = 𝑧𝑞−1(1− 𝛼𝑧𝑝)−𝜀, 𝑘 = 1, . . . , 𝑞,
а выше этих элементов стоят нули. Здесь 𝑎0 — старший коэффициент уравнения 𝑧−1𝐿(?⃗?; ?⃗?;
𝛼𝑧𝑝)𝑦 = 0. Другими словами, если ?⃗? и ?⃗? — фундаментальные системы решений, соответ-
ствующие Φ1,Φ2, то для скалярных произведений их производных имеем (?⃗?(𝑠), ?⃗?(𝑘)) = 0 при
𝑠 + 𝑘 < 𝑞 − 1 и (?⃗?(𝑠), ?⃗?(𝑘)) = (−1)𝑘𝑎−10 при 𝑠 + 𝑘 = 𝑞 − 1. Дифференцируя эти скалярные
произведения и заменяя с помощью дифференциальных уравнений (6) производные ?⃗?(𝑞), ?⃗?(𝑞)
на линейные комбинации векторов ?⃗?(0), . . . , ?⃗?(𝑞−1), ?⃗?(0), . . . , ?⃗?(𝑞−1), получим, что все элементы
матрицы 𝐵 принадлежат C[𝑧±1, (1− 𝛼𝑧𝑝)𝜀]. Лемма 8 доказана.
3. Доказательство теоремы 1
Первое утверждение теоремы 1 следует из леммы 8 и её доказательства. Перейдём к доказа-
тельству второго утверждения теоремы. Предположим, что разность любых двух параметров
𝜆1, . . . , 𝜆𝑞 не принадлежит Z. Согласно леммам 1 и 7 функции (3) образуют фундаменталь-
ную систему решений оператора 𝐿(1 − ?⃗?; 2 − ?⃗?; (−1)𝑞−𝑙𝛼𝑧𝑝). В качестве Φ1 и Φ2 возьмём
фундаментальные матрицы, соответствующие множествам функций (1) и (3). Тогда, как уже
было сказано, найдётся вектор ?⃗? = {𝑔1, . . . , 𝑔𝑞}, где все 𝑔𝑘 являются линейными комбина-
циями функций (3) с коэффициентами из C, такой, что скалярные произведения вектора с
компонентами (1) и векторов ?⃗?, ?⃗?′, . . . , ?⃗?(𝑞−2) равны нулю. Рассмотрев в этих скалярных про-
изведениях слагаемые, не содержащие дробных степеней 𝑧, приходим к выводу, что можно
положить 𝑔𝑘 = 𝑎𝑘𝑓𝑘, 𝑘 = 1, . . . , 𝑞. Числа 𝑎𝑘 найдём следующим образом. Рассмотрим вектор,
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компоненты которого являются членами наименьшей степени разложений по 𝑧 соответству-
ющих компонент вектора ?⃗?, т. е. вектор {𝑎1𝑧(𝜆1−1)𝑝, . . . , 𝑎𝑞𝑧(𝜆𝑞−1)𝑝}. Известно (см. [15, гл. 2,
§5.2], что в качестве ?⃗? можно взять вектор {𝐴𝑞,1, . . . , 𝐴𝑞,𝑞}(𝑎0𝑊 )−1, где 𝐴𝑞,𝑘 — алгебраиче-
ские дополнения к элементам последней строки вронскиана 𝑊 , отвечающего функциям (1),
𝑎0 = 𝑧
𝑞−1(1 − 𝛼𝑧𝑝)−𝜀 — старший коэффициент соответствующего уравнения (6), делённого
на 𝑧. Заменим каждый элемент фундаментальной матрицы, соответствующей (1), на млад-
ший член его разложения по степеням 𝑧. В предположении, что 𝜆1, . . . , 𝜆𝑞 /∈ Z, получаем, что
член наименьшей степени разложения по 𝑧 функции 𝐴𝑞,𝑘 равен алгебраическому дополнению
элемента с такими же индексами определителя в левой части равенства (8). Следовательно,
𝐴𝑞,𝑘 = (−1)𝑞+𝑘𝑧(𝜆𝑘−
∑︀
𝜆𝑠+𝑞−1)𝑝−(𝑞−1)(𝑞−2)/2 𝑝(𝑞−1)(𝑞−2)/2
∏︁
16𝑖<𝑗6𝑞; 𝑖,𝑗 ̸=𝑘
(𝜆𝑖 − 𝜆𝑗).
Умножив члены наименьшей степени разложений по 𝑧 компонент вектора {𝐴𝑞,1, . . . , 𝐴𝑞,𝑞}
на член наименьшей степени произведения 𝑧1−𝑞(1−𝛼𝑧𝑝)𝜀𝑊−1, получим вектор {𝑎1𝑧(𝜆1−1)𝑝, . . . ,
𝑎𝑞𝑧
(𝜆𝑞−1)𝑝}, где числа 𝑎𝑘 совпадают с диагональными элементами матрицы 𝐶 в формулировке
теоремы 1, делёнными на число 𝑐, вычисленное в лемме 6. Таким образом, для рассматривае-
мого случая утверждение 2∘ теоремы 1 доказано. Если же некоторые из параметров 𝜆1, . . . , 𝜆𝑞
совпадают между собой или с целыми числами, то утверждение 2∘ получается с помощью
предельного перехода, так как функции 𝑙𝐹𝑞(𝑧) и, следовательно, все компоненты матрицы
Φ1(Φ2𝐶)
𝑇 непрерывно зависят от параметров (см. [3, §§2.1, 2.2]).
4. Доказательство теоремы 2
Прежде всего заметим, что для дифференциальных уравнений 2-го порядка понятия ко-
градиентности и контрградиентности совпадают (см. [7]).
Рассмотрим гипергеометрические функции Куммера
𝐴𝜇,𝜈(𝑧) = 1𝜙2(𝜈; 1, 𝜇; 𝑧) = 1𝐹1
(︂
𝜈
𝜇
⃒⃒⃒⃒
𝑧
)︂
=
∞∑︁
𝑛=0
(𝜈)𝑛
𝑛!(𝜇)𝑛
𝑧𝑛,
удовлетворяющие уравнениям
𝑧−2𝐿(𝜈; 1, 𝜇; 𝑧) 𝑦 ≡ 𝑦′′ +
(︁
−1 + 𝜇
𝑧
)︁
𝑦′ − 𝜈
𝑧
𝑦 = 0, (9)
и функции
𝐾𝜆(𝑧) = 0𝜙2(1, 𝜆+ 1;−𝑧2/4) = 0𝐹1
(︂ −
𝜆+ 1
⃒⃒⃒⃒
− 𝑧
2
4
)︂
=
∞∑︁
𝑛=0
(−1)𝑛
𝑛!(𝜆+ 1)𝑛
(︁𝑧
2
)︁2𝑛
,
отличающиеся от функций Бесселя 𝐽𝜆(𝑧) с индексом 𝜆 только множителем (𝑧/2)𝜆(Γ(𝜆+1))−1
и удовлетворяющие уравнениям
𝑧−2𝐿(1, 𝜆+ 1;−𝑧2/4) 𝑦 ≡ 𝑦′′ + 2𝜆+ 1
𝑧
𝑦′ + 𝑦 = 0. (10)
Имеет место тождество (см., например, [2, п. 7.1, формула (4б)])
𝐾𝜆(𝑧) = 𝑒
∓𝑖𝑧𝐴2𝜆+1,𝜆+1/2(±2𝑖𝑧). (11)
Более того, нетрудно проверить, что для произвольного решения 𝑓(𝑧) уравнения (10)
функция 𝑒𝑧/2𝑓(∓𝑖𝑧/2) удовлетворяет уравнению (9), где 𝜇 = 2𝜆 + 1, 𝜈 = 𝜆 + 1/2.
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Отсюда с помощью подстановки 𝑧 −→ ±2𝑖𝑧 получаем, что фундаментальная матрица
уравнения 𝐿(1, 𝜆 + 1;−𝑧2/4) 𝑒±𝑖𝑧𝑦 = 0 является фундаментальной матрицей уравнения
𝐿(𝜆 + 1/2; 1, 2𝜆 + 1;±2𝑖𝑧) 𝑦 = 0. Если Φ1,Φ2 — произвольные фундаментальные матрицы
операторов 𝐿(𝜆+1/2; 1, 2𝜆+1;±2𝑖𝑧) и 𝐿(1, 𝜆+1;−𝑧2/4) соответственно, то из этого согласно
лемме 3 (и её доказательству из [9]) вытекают тождества
𝑒±𝑖𝑧
(︂
1 0
±𝑖 1
)︂
Φ2 = Φ1𝐶, Φ2 = 𝑒
∓𝑖𝑧
(︂
1 0
∓𝑖 1
)︂
Φ1𝐶, 𝐶 ∈ 𝐺𝐿(𝑞,C),
обобщающие тождество (11). Таким образом, уравнения 𝐿(1, 𝜆+ 1;−𝑧2/4) 𝑦 = 0 и 𝐿(𝜆+ 1/2;
1, 2𝜆 + 1;±2𝑖𝑧) 𝑦 = 0 коградиентны, что и должно быть согласно теореме 2. Рассмотрим три
следующих преобразования: подстановку 𝑧 −→ 𝛼𝑧𝑝, где 𝛼 ∈ C, 𝑝 ∈ N; переход от набора
параметров ?⃗?, ?⃗? к ?⃗? + 1− 𝜆𝑠, ?⃗?+ 1− 𝜆𝑠, где 1 6 𝑠 6 𝑞; изменение любого параметра на целое
число. При этих преобразованиях согласно леммам 5, 4 и [11, лемма 12] коградиентность
уравнений не нарушается, как и условие (5).
Предположим теперь, что для каких-либо двух гипергеометрических уравнений условие
(5) справедливо. Пусть ?⃗?1 − 𝜆1,𝑗 ∼ 2(?⃗?2 − 𝜆2,1). Поскольку нумерация параметров в нашем
распоряжении, будем считать 𝑗 = 1. Ввиду леммы 4 коградиентность уравнений достаточно
установить в случае 𝜆1,1 = 𝜆2,1 = 1, откуда, учитывая [11, лемма 12], (0, 𝜆1,2−1) = 2(0, 𝜆2,2−1)
и 𝜆1,2 = 2𝜆2,2 − 1. Пусть ?⃗?1 − 𝜆1,𝑗 ∼ −2(?⃗?2 − 𝜆2,1). Рассуждая аналогично и считая 𝑗 = 2,
получим (1− 𝜆1,2, 0) ∼ −2(0, 𝜆2,2 − 1), откуда снова 𝜆1,2 = 2𝜆2,2 − 1. В обоих случаях, полагая
𝜆2,2 = 𝜆 + 1, имеем 𝜆1,2 = 2𝜆 + 1, 𝜈1,1 = 𝜆 + 1/2. Сделав подстановку 𝑧𝑝 −→ (±2𝑖/𝛼1)𝑧,
приходим к гипергеометрическим уравнениям, коградиентность которых установлена выше.
5. Заключение
Условия для коградиентности и контрградиентности гипергеометрических уравнений и,
следовательно, для алгебраической зависимости их решений, исследовались в статьях [6] и [16].
Необходимо отметить, что в этих работах, а также в статье автора [11], выпал из рассмотре-
ния описанный в теореме 2 случай алгебраической зависимости между элементами фундамен-
тальных матриц уравнений 2-го порядка. Можно показать, что в остальных случаях теоремы
статей [6], [11], [16] справедливы. Таким образом, согласно результатам статьи [11], когради-
ентность и контрградиентность однородных гипергеометрических уравнений, элементы фун-
даментальных матриц которых связаны только соотношением Лиувилля, может возникнуть
лишь по причинам, описанным в теоремах 1 и 2, лемме 4 и лемме 12 статьи [11] либо при
сочетании этих причин.
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