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A STRUCTURE THEOREM FOR P1 − Spec k-BIMODULES
A. NYMAN
Abstract. Let k be an algebraically closed field. Using the Eilenberg-Watts
theorem over schemes [4], we determine the structure of k-linear right exact
direct limit and coherence preserving functors from the category of quasi-
coherent sheaves on P1
k
to the category of vector spaces over k. As a conse-
quence, we characterize those functors which are integral transforms.
1. Introduction
Throughout, we work over an algebraically closed field k. For any k-algebra R,
we let ModR denote the category of right R-modules, and for any k-scheme X , we
let QcohX denote the category of quasi-coherent sheaves on X . The purpose of
this note is to prove the following (Theorem 4.1):
Theorem. If F : QcohP1k → Modk is a k-linear right exact direct limit and coher-
ence preserving functor then there exists a coherent torsion sheaf T and nonnegative
integers n, ni such that
F ∼= ⊕∞i=−nH
1(P1, (−)(i))⊕ni ⊕H0(P1,−⊗ T ).
Our motivation for determining the structure of such functors is twofold.
Our first motivation comes from the characterization of direct limit preserv-
ing right exact functors between module categories of k-algebras carried out in-
dependently by Eilenberg [1] and Watts [6]. The characterization (known as the
Eilenberg-Watts theorem) says that if R and S are k-algebras and F : ModR →
ModS is a k-linear right exact direct limit preserving functor, then F is an integral
transform, i.e. is isomorphic to − ⊗RM , where M is a k-central R− S-bimodule.
In [4], k-linear direct limit preserving right exact functors between categories of
quasi-coherent sheaves on schemes are studied. The main result in [4] is that such
functors are almost integral transforms. To describe the result more precisely, we
introduce some notation. We let X be a quasi-compact and separated scheme and
we let Y be a separated scheme. We let Bimodk(X − Y ) denote the category of
k-linear right exact direct limit preserving functors from QcohX to QcohY and we
let
W : Bimodk(X − Y )→ QcohX × Y,
denote the Eilenberg-Watts functor (see [4, Section 5] for details). We let pr1,2 :
X × Y → X,Y denote standard projection maps and we recall a
Definition 1.1. A k-linear functor F : QcohX → QcohY is totally global if for
every open immersion u : U → X with U affine, Fu∗ = 0.
The Eilenberg-Watts theorem over schemes is the following
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Theorem 1.2. [4, Section 6] If F is an object in Bimodk(X − Y ) then there exists
a natural transformation
ΓF : F −→ pr2∗(pr
∗
1−⊗OX×Y W (F ))
such that ker ΓF and cok ΓF are totally global. Furthermore, if X is affine, then
ΓF is an isomorphism.
The result leaves open the question of whether there is a more precise description
of the structure of such functors when X is not affine. Our structure theorem
addresses this question in caseX = P1k and Y = Spec k. It follows immediately from
the structure theorem that a coherence preserving functor F in Bimodk(P
1
k−Spec k)
is an integral transform, i.e. ΓF is an isomorphism, if and only if F is exact on
short exact sequences of vector bundles (Corollary 4.2).
Our second motivation for proving the structure theorem is related to non-
commutative algebraic geometry. The objects of study in this subject are non-
commutative spaces, which are certain abelian categories which serve as general-
izations of categories of quasi-coherent sheaves on quasi-compact and separated
schemes. Maps between such spaces are taken to be equivalence classes of adjoint
pairs of functors between the spaces (see [5, Definition 2.3] for a more precise dis-
cussion). The fact that this notion of map is so general has the benefit of increased
flexibility but also has the drawback of deviating too far from its commutative ori-
gin. In order to obtain a more restricted notion of map in the non-commutative
setting, it may thus be instructive to study the question of when a map between
categories of quasi-coherent sheaves on schemes is isomorphic to (f∗, f∗) for some
morphism f of schemes. It follows from our structure theorem that a coherence pre-
serving functor F in Bimodk(P
1
k−Spec k) is isomorphic to f
∗ where f : Spec k → P1k
is a morphism of schemes if and only if F is exact on short exact sequences of vector
bundles and dimk(F (O(n))) = 1 for some n (Corollary 4.3).
Notation and Conventions: In addition to the notation introduced above, we
let Functk(QcohX,QcohY ) denote the abelian category of k-linear functors from
QcohX to QcohY . We routinely use the fact that in this category, a kernel of a
natural transformation Υ : F → G is the functor which assigns to an object M
the kernel of ΥM and which assigns to a morphism φ : M → N the induced
morphism kerΥM → kerΥN . A cokernel of Υ can be defined similarly. We denote
the full subcategory of Bimodk(X − Y ) consisting of coherence preserving functors
by bimodk(X − Y ).
We will routinely invoke ΓF ,W (F ), ker ΓF and cok ΓF from Theorem 1.2 without
explicit reference to Theorem 1.2. We write P1 for P1k. All unadorned tensor
products are over OP1 , and we write O(i) for OP1(i).
We shall abuse notation by identifying Qcoh(Spec k) with the category Modk.
Other notation and conventions will be introduced locally.
2. The structure of W (F )
Although some of the properties of the Eilenberg-Watts functor W will play a
crucial role in the proof of our main result, the details of the construction of W ,
which are somewhat complicated, will not be needed in what follows. For this
reason, we refer the reader to [4, Section 5] for the definition of W . Our main goal
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in this section is to prove that if F ∈ bimodk(P1 − Spec k) then W (F ) is coherent
torsion.
Proposition 2.1. If F ∈ bimodk(P1 − Spec k) then W (F ) is coherent torsion.
Proof. We claim that, to prove the proposition, it suffices to prove that if p ∈ P1
is a closed point, U is the complement of p in P1 and u : U → P1 is inclusion, then
F (u∗u
∗OP1) is finite dimensional. To prove the claim, we first note that u
∗W (F ) ∼=
W (Fu∗) by [4, Proposition 5.2], where we have abused notation by identifying
P
1 ×Speck Spec k with P1. By the proof of [4, Proposition 2.2], W (Fu∗) has k-
module structure F (u∗u
∗OP1). Therefore, the finite dimensionality of F (u∗u
∗OP1)
would imply the finite dimensionality of u∗W (F ). Since p is arbitrary, the fact that
W (F ) is coherent, and hence torsion, would follow.
We now proceed to prove that F (u∗u
∗OP1) is finite dimensional, which will
establish the result. To this end, by [3, Corollary 1.9], there is a short exact
sequence
0→ OP1 → u∗u
∗OP1 → H
1
p(OP1)→ 0
where H1p : QcohP
1 → QcohP1 is the functor which sends a quasi-coherent sheaf F
to the first cohomology of P1 with coefficients in F and support in p. Applying the
right exact functor F to this sequence yields an exact sequence
F (OP1)→ F (u∗u
∗OP1)→ F (H
1
p(OP1))→ 0.
Thus, to prove that F (u∗u
∗OP1) is finite dimensional, it suffices to prove that
F (H1p(OP1)) is zero.
To prove that F (H1p(OP1)) vanishes, we first recall that if I is the ideal sheaf of
p and we let On := OP1/I
n for n ≥ 1, then
H1p(OP1)
∼= lim
→
Ext1O
P1
(On,OP1)
where the direct system is induced by the canonical quotient maps On → Om for
n ≥ m ([3, Theorem 2.8]). Thus, the proposition will follow if we can show that
F (lim
→
Ext1O
P1
(On,OP1)) ∼= lim
→
F (Ext1O
P1
(On,OP1)) is zero. To prove this final fact,
we first leave it as a straightforward exercise to show that lim
→
Ext1O
P1
(On,OP1)
is isomorphic to the direct limit of the direct system (Oi, µij) where for i < j,
µij : Oi → Oj is the inclusion of Oi as the kernel of the canonical quotient Oj →
Oj−i and µii is the identity map. We next note that since there are epimorphisms
Oj → Oi for all i ≤ j andOP1 → Oi for all i and since F is right exact, dimkF (Oi) ≤
dimkF (Oj) ≤ dimkF (OP1) for all i ≤ j. It follows from this that there exists a
natural number n0 such that dimkF (Oi) = dimkF (Oj) for all i, j ≥ n0. Therefore,
for i, j such that n0 ≤ i ≤ j, the canonical quotient map Oj → Oi induces an
isomorphism F (Oj)→ F (Oi), and thus, in this case, the canonical inclusion µj−i,j
induces the zero map F (Oj−i)→ F (Oj). It follows that lim
→
F (On) is zero, so that
F (H1p(OP1)) is zero. The result follows. 
Corollary 2.2. If F ∈ bimodk(P1 − Spec k), then cokΓF = 0. Thus, there is a
short exact sequence
0→ ker ΓF → F
ΓF→ H0(P1,−⊗W (F ))→ 0
in Functk(QcohP
1,Qcoh(Spec k)).
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Proof. Since W (F ) is coherent torsion by Proposition 2.1, the functor H0(P1,−⊗
W (F )) is right exact and commutes with direct limits. Thus, a diagram chase
establishes that cokΓF is right exact and commutes with direct limits as well.
Since k is algebraically closed, it follows from [4, Corollary 7.3] and [4, Theorem
7.12] that there exist integers m,ni ≥ 0 such that
cok ΓF ∼= ⊕
∞
i=−mH
1(P1, (−)(i))⊕ni .
Thus, if cokΓF were nonzero, cokΓF (O(i)) would have arbitrarily large dimension
for negative i ∈ Z. On the other hand, H0(P1,O(i) ⊗W (F )) has constant dimen-
sion. Since there is an epimorphism H0(P1,O(i) ⊗ W (F )) → cokΓF (O(i)), we
conclude that cokΓF = 0. 
We end this section by describing a situation we shall encounter several times
throughout this note. Suppose F ∈ Functk(QcohX,Qcoh(Spec k)) is right exact. If
(2-1) 0→M→N → P → 0
is a short exact sequence in QcohX , G is an object in QcohX and Υ : F →
H0(X,− ⊗OX G) is a natural transformation, then we have a commutative (but
not necessarily exact) diagram
(2-2)
F (M) → F (N ) → F (P) →0


y


y


y
0→H0(X,M⊗OX G)→H
0(X,N ⊗OX G)→H
0(X,P ⊗OX G)
induced by Υ. The top row is always exact, while the bottom row is exact in case
P is flat. If the bottom row is exact, the Snake Lemma implies that there is an
exact sequence
(2-3) kerΥ(M)→ kerΥ(N )→ kerΥ(P)→
cokΥ(M)→ cokΥ(N )→ cokΥ(P)
in Qcoh(Spec k).
3. The structure of ker ΓF
Throughout this section, suppose F ∈ bimodk(P1−Spec k) is such that W (F ) is
nonzero. Since, by Proposition 2.1, W (F ) is coherent torsion, it has finite support.
For the remainder of this note, we let p ∈ P1 be a closed point outside the support
of W (F ) and we let q ∈ P1 be a closed point in the support of W (F ).
Let A = k[x0, x1] denote the polynomial ring with the usual grading, let [−]
denote the shift functor in the category of graded A modules, and let f, g : A[−1]→
A denote multiplication by linear forms whose corresponding morphisms in QcohP1,
α0 : O(−1) → O and β0 : O(−1)→ O, have cokernels k(p) and k(q), respectively.
For any morphism δ0 : O(−1)→ O corresponding to multiplication by a linear form
h : A[−1] → A, we define δi : O(i − 1) → O(i) to be the morphism corresponding
to the ith shift of h.
Lemma 3.1. (1) The morphism ker ΓF (αi) is epic. Thus, there is a nonneg-
ative integer m such that dimk(ker ΓF (O(i))) = m for all sufficiently large
i.
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(2) The image of the morphism kerΓF (βj−1) contains
(ker ΓF (αj))
−1(im(ker ΓF (βj))).
Therefore, if ker ΓF (βi) is epic then ker ΓF (βj) is epic for all j ≤ i.
Proof. The sequence (2-3) in the case (2-1) is
0→ O(i − 1)
αi→ O(i)→ k(p)→ 0,
Υ = ΓF , and G =W (F ), has an exact subsequence
ker ΓF (O(i − 1))
ker ΓF (αi)
→ ker ΓF (O(i))→ 0
since ker ΓF is totally global by Theorem 1.2. Therefore, kerΓF (αi) is epic. The
second statement in (1) follows from this.
To prove (2), we note that in the case (2-1) is
(3-1) 0 −→ O(j − 2)
(αj−1,−βj−1)
−→ O(j − 1)⊕2
βj+αj
−→ O(j) −→ 0,
Υ = ΓF , and G =W (F ), the sequence (2-3) has an exact subsequence
(3-2) ker ΓF (O(j − 2))
(ker ΓF (αj−1),− ker ΓF (βj−1))
−→
ker ΓF (O(j − 1))
⊕2 ker ΓF (βj)+ker ΓF (αj)−→ kerΓF (O(j)) −→ 0
by Corollary 2.2. If a ∈ (ker ΓF (αj))−1(im(ker ΓF (βj))), then there exists a b ∈
kerΓF (O(j − 1)) such that ker ΓF (αj)(a) = kerΓF (βj)(b). Therefore, by exactness
of (3-2), (b,−a) is in the image of (ker ΓF (αj−1),− kerΓF (βj−1)), so that a is in
the image of ker ΓF (βj−1). The first part of (2) follows. To prove the second part
of (2), we note that if kerΓF (βi) is epic, then the first part of (2) implies that
(ker ΓF (αi))
−1(im(ker ΓF (βi))) = kerΓF (O(i − 1)) so that ker ΓF (βi−1) is epic as
well. 
Corollary 3.2. If m = 0 in Lemma 3.1(1), then ker ΓF (βi) is epic for all i. It
follows that there exist integers n, ni ≥ 0 such that
ker ΓF ∼= ⊕
∞
i=−nH
1(P1, (−)(i))⊕ni .
Proof. Either kerΓF (O(n)) = 0 for all n (in which case the last result is clear)
or there exists n0 minimal such that ker ΓF (O(i)) = 0 for all i ≥ n0. Therefore,
kerΓF (βi) is trivially epic for all i ≥ n0. The first result now follows immediately
from Lemma 3.1(2).
To prove the second result, we prove that ker ΓF is admissible [4, Definition 7.1].
To this end, we note that it is half-exact on vector bundles by the exactness of
(2-3) in case (2-1) is an exact sequence of vector bundles, Υ = ΓF and G =W (F ).
We next note that kerΓF (αi) is epic for all i by Lemma 3.1(1) while ker ΓF (βi) is
epic for all i by the argument in the first paragraph. Since p is an arbitrary point
outside the support of W (F ) while q is an arbitrary point in the support of W (F ),
and since any nonzero map δ : O(i − 1) → O(i) has cokernel k(r) for some closed
point r ∈ P1, it follows that ker ΓF (δ) is epic. Therefore, since k is algebraically
closed, kerΓF (γ) is epic for all nonzero γ ∈ HomO
P1
(O(m),O(n)).
It remains to check that kerΓF commutes with direct limits. This follows from
the fact that both F and H0(P1,−⊗W (F )) commute with direct limits. Therefore,
[4, Theorem 7.12] implies the second result. 
6 A. NYMAN
For the remainder of this section, we will prove that m from Lemma 3.1(1) must
equal 0. Our strategy will be to use the fact that if m > 0, we can embed a functor
which is not totally global into ker ΓF , thus obtaining a contradiction. Our strategy
is made possible by the fact that natural transformations Ω : F → G between direct
limit preserving functors in Functk(QcohP
1,Qcoh(Spec k)) such that G is totally
global may be constructed inductively. The precise result (used implicitly in the
proof of [4, Proposition 7.6]) is given by the following
Lemma 3.3. Let F and G be direct limit preserving k-linear functors from QcohP1
to QcohY such that G is totally global. Suppose for all n ∈ Z, morphisms ΩO(n) :
F (O(n))→ G(O(n)) are defined such that the diagram
F (O(i))
F (ψ)
→ F (O(i + 1))
Ω
O(i)


y


yΩO(i+1)
G(O(i)) →
G(ψ)
G(O(i + 1))
commutes for all i ∈ Z and all ψ ∈ HomO
P1
(O(i),O(i+1)). Then there is a unique
natural transformation Ω : F → G such that ΩO(n) = ΩO(n) for all n. Furthermore,
(1) if ΩO(n) is monic for all n and F vanishes on coherent torsion modules,
then Ω is monic, and
(2) if ΩO(n) is epic for all n then Ω is epic.
Proof. By [4, Lemma 7.5], to construct Ω, it suffices to construct a natural transfor-
mation Ω : F |cohP1 → G|cohP1 where cohP
1 denotes the full subcategory of QcohP1
consisting of coherent OP1 -modules. Uniqueness follows from [4, Lemma 7.5]. We
will see from the construction of Ω below that if ΩO(n) is monic for all n and F
vanishes on coherent torsion modules, then Ω is monic so that (1) follows from [4,
Lemma 7.5]. Similarly, we will see that if ΩO(n) is epic for all n then Ω is epic so
that (2) follows from [4, Lemma 7.5].
If T is coherent torsion, we define ΩT : F (T )→ G(T ) to be the zero map.
Next, we define ΩF when F is isomorphic to O(n). Let α : F → O(n) be an
isomorphism. Define
ΩF := (G(α))
−1ΩO(n)F (α).
If β : F → O(n) is another isomorphism, then β = bα for some 0 6= b ∈ k, whence
(G(β))−1 = b−1(G(α))−1 and F (β) = bF (α); thus the definition of ΩF does not
depend on the choice of α.
Next, we define ΩF for arbitrary F by writing F as a direct sum of indecompos-
ables, say F = ⊕Fi, and defining ΩF := ⊕ΩFi .
To show that Ω is a natural transformation we must show that
(3-3)
F (F)
F (ψ)
−→F (G)
Ω
F


y


yΩG
G(F)−→
G(ψ)
G(G)
commutes for all F and G and all maps ψ : F → G. It suffices to check this when
F and G are indecomposable. The diagram commutes when G is torsion because
G(G) = 0. If G is torsion-free and F torsion, then ψ = 0 so the diagram commutes.
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Thus, the only remaining case is that when F ∼= O(i) and G ∼= O(j) with i ≤ j.
The case i = j is straightforward and we omit the verification in this case. Thus,
we may suppose i < j.
Write ψ = β−1φα where α : F → O(i) and β : G → O(j) are isomorphisms
and 0 6= φ : O(i) → O(j). Since k is algebraically closed, we can write φ as a
composition φjφj−1 · · ·φi+1 where each φl : O(l − 1)→ O(l) is monic. Now
ΩO(j)F (φj) · · ·F (φi+1) = G(φj) · · ·G(φi+1)ΩO(i)
and the fact that ΩGF (f) = G(f)ΩF now follows from a straightforward computa-
tion, which we omit. 
We define a functor Rq : QcohP
1 → Qcoh(Spec k) by
Rq(−) := H
0(P1, ((−)/H0q(−))⊗ k(q)),
where, H0q : QcohP
1 → QcohP1 is the functor which sends a quasi-coherent sheaf to
its subsheaf with support at q. In the case that the integer m from Lemma 3.1(1)
is greater than 0, we will embed Rq in ker ΓF in the proof of Proposition 3.6.
Lemma 3.4. The functor Rq
(1) is k-linear,
(2) commutes with direct limits, and
(3) Rq(T ) = 0 for all coherent torsion modules T . Furthermore,
(4) Rq(αn) is an isomorphism for all n, and
(5) Rq(βn) = 0 for all n.
Proof. Since H0q is k-linear and since Functk(QcohX,QcohY ) is abelian, Rq is a
composition of k-linear functors, and (1) follows. To prove (2), we note that it
suffices to prove H0q commutes with direct limits. This is a straightforward exercise,
which we omit. Part (3) follows from the fact that the support of T /H0q(T ) does
not include q.
We now prove (4). Since H0q vanishes on vector bundles, Rq(αn) = H
0(P1, αn ⊗
k(q)). Therefore, it suffices to prove that αn⊗k(q) is an isomorphism. To this end,
since p is disjoint from the support of k(q), it follows that −⊗ k(q) is exact when
applied to 0→ O(n− 1)
αn→ O(n)→ k(p)→ 0 and the result follows.
To prove (5), we first note that, as in the proof of (4), Rq(βn) = H
0(P1, βn⊗k(q)).
Therefore, it suffices to prove that βn ⊗ k(q) = 0. To this end, we apply − ⊗ k(q)
to the short exact sequence 0 → O(n − 1)
βn
→ O(n) → k(q) → 0 to obtain an
exact sequence O(n − 1) ⊗ k(q)
βn⊗k(q)
→ O(n) ⊗ k(q)
∼=
→ k(q) → 0. It follows that
βn ⊗ k(q) = 0 as desired. 
Recall that by Lemma 3.1(1), there exist integers n0 and m such that the di-
mension of ker ΓF (O(n)) equals m for all n ≥ n0. This notation is employed in the
following result, which is used in the proof of Proposition 3.6.
Lemma 3.5. Suppose m 6= 0. Then there exists a closed point r in the support
of W (F ) corresponding to γ0 : O(−1) → O such that cok(ker ΓF (γn)) 6= 0 for all
n > n0.
Proof. If not, then for an arbirary point q in the support of W (F ), there ex-
ists an integer nq > n0 such that cok(ker ΓF (βnq )) = 0 and so ker ΓF (βnq ) is
an isomorphism. It follows from Lemma 3.1(2) that for any q in the support of
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W (F ), ker ΓF (βn0+1) is an isomorphism. On the other hand, by Lemma 3.1(1),
kerΓF (αn0+1) is an isomorphism. Thus, ker ΓF (δ) is an isomorphism for all nonzero
δ ∈ HomO
P1
(O(n0),O(n0 + 1)). However, if x0, x1 are indeterminates,
det(x0 ker ΓF (αn0+1) + x1 ker ΓF (βn0+1))
is a homogeneous polynomial of degreem > 0 in x0, x1. Therefore, it has a nontriv-
ial zero. Since ker ΓF is k-linear, this provides a nonzero δ ∈ HomO
P1
(O(n0),O(n0+
1)) such that ker ΓF (δ) is not an isomorphism, and the contradiction establishes
the result. 
Proposition 3.6. The constant m in Lemma 3.1(1) is 0. Therefore, there exist
nonnegative integers li and l such that there is an exact sequence
(3-4) 0→ ⊕∞i=−lH
1(P1, (−)(i))⊕li → F
ΓF→ H0(P1,−⊗W (F ))→ 0
Proof. The second part of the proposition follows from the first part in light of
Corollary 2.2 and Corollary 3.2.
To prove the first part of the proposition, we proceed by contradiction. Suppose
m 6= 0. We let r denote the closed point in the support of W (F ) shown to exist
in Lemma 3.5. We show that there is a monic natural transformation ∆ : Rr →
kerΓF . This contradicts the fact that if u : U → P1 is inclusion of an affine open
subscheme containing r then Rr(u∗u
∗OP1) 6= 0 while, since ker ΓF is totally global,
kerΓF (u∗u
∗OP1) = 0.
The functor Rr is k-linear and commutes with direct limits by Lemma 3.4(1)
and (2), and ker ΓF is k-linear and commutes with direct limits since it is a kernel
of a natural transformation between k-linear functors which commute with direct
limits by Corollary 2.2. Furthermore, if T is coherent torsion, then Rr(T ) = 0 by
Lemma 3.4(3). Therefore, to define a monomorphism ∆ : Rr → ker ΓF , it suffices,
by Lemma 3.3, to define, for all n ∈ Z, a monomorphism ∆O(n) : Rr(O(n)) →
kerΓF (O(n)) such that
(3-5)
Rr(O(i))
Rr(ψ)
→ Rr(O(i + 1))
∆
O(i)


y


y∆O(i+1)
ker ΓF (O(i)) →
ker ΓF (ψ)
kerΓF (O(i + 1))
commutes for all i ∈ Z and all ψ ∈ HomO
P1
(O(i),O(i + 1)). In our construction
of ∆, we will retain the notation both preceding the statement of Lemma 3.5 and
defined in the statement of Lemma 3.5.
We begin by defining ∆O(n0). To this end we let an0 be a generator of Rr(O(n0))
and we let 0 6= bn0 ∈ ker ΓF (O(n0)) be in the kernel of ker ΓF (γn0+1). Such an
element exists by Lemma 3.5. We define ∆O(n0)(an0) = bn0 and extend linearly.
We define ∆O(n0+1) as follows: we let an0+1 ∈ Rr(O(n0+1)) be Rr(αn0+1)(an0).
Since Rr(αn0+1) is an isomorphism by Lemma 3.4(4), an0+1 6= 0 so is a basis for
Rr(O(n0 + 1)). We define ∆O(n0+1)(an0+1) = ker ΓF (αn0+1)(bn0) =: bn0+1 and
extend linearly. The fact that ∆O(n0+1) is monic follows immediately from the fact
that, by choice of n0, ker ΓF (αn0+1) is an isomorphism by Lemma 3.1(1).
We now check that (3-5) commutes in case i = n0. Since, by construction,
the diagram commutes when ψ = αn0+1, we need only check that it commutes
when ψ = γn0+1. By Lemma 3.4(5), Rr(γn0+1) = 0 and bn0 is chosen so that
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kerΓF (γn0+1)(bn0) = 0, so the diagram commutes for all ψ ∈ HomOP1 (O(n0),O(n0+
1)) as desired.
Now suppose n > n0 and for all j such that n0 < j ≤ n, we have defined a monic
∆O(j) such that (3-5) commutes when i = j − 1.
We define ∆O(n+1) as follows. Let an+1 ∈ Rr(O(n+1)) be Rr(αn+1)(an) where
an is some nonzero element of Rr(O(n)). Since Rr(αn+1) is an isomorphism by
Lemma 3.4(4), an+1 6= 0 so is a basis for Rr(O(n + 1)). If bn = ∆O(n)(an),
then by the induction hypothesis, bn 6= 0 and bn = kerΓF (αn)(bn−1) for some
bn−1 ∈ ker(ker ΓF (γn)). We define ∆O(n+1)(an+1) = ker ΓF (αn+1)(bn) and extend
linearly. Since ker ΓF (αn+1) is an isomorphism by Lemma 3.1(1), ∆O(n+1) is monic.
We check that (3-5) commutes when i = n and ψ = γn+1, from which it will
follow that the diagram commutes for all ψ ∈ HomO
P1
(O(n),O(n+1)). By Lemma
3.4(5), Rr(γn+1) = 0. Thus, we must show that ker ΓF (γn+1)(bn) = 0. To show
this, we note that the exactness of (3-2) implies the sequence
(3-6) ker ΓF (O(n− 1))
(ker ΓF (αn),−ker ΓF (γn))
−→ ker ΓF (O(n))
⊕2
ker ΓF (γn+1)+ker ΓF (αn+1)
−→ ker ΓF (O(n + 1))→ 0
is exact. Thus, since (bn, 0) = (ker ΓF (αn),− kerΓF (γn))(bn−1) ∈ ker ΓF (O(n))⊕2,
we must have
ker ΓF (γn+1)(bn) + ker ΓF (αn+1)(0) = 0 ∈ ker ΓF (O(n+ 1))
so that ker ΓF (γn+1)(bn) = 0 as desired.
We now define ∆O(n) for all n < n0. We begin by defining ∆O(n0−1). To this
end, we let an0−1 = Rr(αn0)
−1(an0), which makes sense by Lemma 3.4(4). We
claim there exists an element
bn0−1 ∈ ker ΓF (αn0)
−1(bn0) ∩ ker(ker ΓF (γn0))
and we define ∆O(n0−1)(an0−1) = bn0−1 and extend linearly. We note that the claim
will imply that ∆O(n0−1) is monic and that (3-5) commutes in case i = n0 − 1. To
prove the claim, we note that (3-6) is exact for any value of n. In particular,
when n = n0, exactness of (3-6) implies that (bn0 , 0) ∈ kerΓF (O(n0))
⊕2 must be of
the form (ker ΓF (αn0),− ker ΓF (γn0))(bn0−1) for some bn0−1 ∈ ker ΓF (O(n0 − 1))
whence the claim.
Finally, suppose n < n0 and for all j such that n ≤ j < n0, we have defined
monic ∆O(j) such that (3-5) commutes in case i = j.
The definition of ∆O(n−1) as well as the proof that it is monic and makes (3-5)
commute in case i = n−1 is identical to the proof of these properties for ∆O(n0−1),
and we omit it. The proposition follows. 
4. Proof of the structure theorem
In this section, we assume F ∈ bimodk(P1 − Spec k). By Proposition 2.1, we
know W (F ) is coherent torsion.
Theorem 4.1. There exist nonnegative integers l, li such that
F ∼= ⊕∞i=−lH
1(P1, (−)(i))⊕li ⊕H0(P1,−⊗W (F )).
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Proof. In case W (F ) = 0, Theorem 1.2 implies that F ∼= kerΓF . Therefore, the
result follows from [4, Lemma 7.2] and [4, Theorem 7.12].
If W (F ) 6= 0, Proposition 3.6 applies. We prove that the short exact se-
quence (3-4) splits, i.e. we construct a natural transformation Λ : F → kerΓF
which splits the inclusion Θ : ker ΓF → F from Theorem 1.2 in the category
Functk(QcohP
1,Qcoh(Spec k)). The functors F and ker ΓF are k-linear and com-
mute with direct limits and ker ΓF is totally global. Thus, to construct Λ it suffices,
by Lemma 3.3, to define, for all n ∈ Z, a morphism ΛO(n) such that ΛO(i)ΘO(i) is
the identity for all i ∈ Z and such that the diagram
(4-1)
F (O(i))
Fψ
→ F (O(i + 1))
Λ
O(i)


y


yΛO(i+1)
ker ΓF (O(i)) →
ker ΓF (ψ)
kerΓF (O(i + 1))
commutes for all i ∈ Z and all ψ ∈ HomO
P1
(O(i),O(i+1)). Once Λ is constructed,
we will show that ΛΘ is the identity.
By Proposition 3.6, there exists n0 ∈ Z such that ker ΓF (O(n)) = 0 for all
n ≥ n0. For such n, we define ΛO(n) = 0.
We now proceed to define ΛO(n) for n < n0 inductively. We begin by defining
ΛO(n0−1). To this end, we pick a subspace Bn0−1 ⊂ F (O(n0 − 1)) complimentary
to the image of ΘO(n0−1). If a ∈ ker ΓF (O(n0 − 1)) and b ∈ Bn0−1 then we define
ΛO(n0−1)(ΘO(n0−1)(a) + b) = a. It follows immediately that ΛO(n0−1)ΘO(n0−1) is
the identity and that (4-1) commutes in case i = n0 − 1.
Next, suppose there is an n < n0 such that for all j with n ≤ j ≤ n0 we have
defined ΛO(j) with the property that ΛO(j)ΘO(j) is the identity and makes (4-1)
commute when i = j.
We now define ΛO(n−1). We do this by constructing a subspace Bn−1 of F (O(n−
1)) complementary to ΘO(n−1)(ker ΓF (O(n−1))) and defining ΛO(n−1)(ΘO(n−1)(a)+
b) = a, where b ∈ Bn−1. We will then see that, by choice of Bn−1, ΛO(n−1) makes
(4-1) commute when i = n− 1.
Let Bn ⊂ F (O(n)) denote the kernel of ΛO(n). We define Bn−1 ⊂ F (O(n − 1))
as follows. We note that the image under ΘO(n−1) of the kernel of
(ker ΓF (αn),− ker ΓF (βn)) : ker ΓF (O(n− 1))→ ker ΓF (O(n))
⊕2,
which we denote by K, is contained in Fα−1n (Bn) ∩ Fβ
−1
n (Bn). We define Bn−1 ⊂
Fα−1n (Bn) ∩ Fβ
−1
n (Bn) to be a complimentary subspace to K in Fα
−1
n (Bn) ∩
Fβ−1n (Bn).
We claim that Bn−1 is complimentary to the image of ΘO(n−1). To prove the
claim, consider the exact sequence
(4-2) 0 −→ O(n− 1)
(αn,−βn)
−→ O(n)⊕2
βn+1+αn+1
−→ O(n+ 1) −→ 0.
The sequence (4-2) induces a diagram
(4-3)
ker ΓF (O(n− 1))→kerΓF (O(n))⊕2→ker ΓF (O(n+ 1))→0


y


y


y
F (O(n− 1)) → F (O(n))⊕2 → F (O(n + 1)) →0
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whose verticals are inclusions and whose top row is exact by the exactness of (2-3)
in case Υ = ΓF and (2-1) is (4-2). We begin the proof of the claim by showing that
Bn−1 intersected with image of ΘO(n−1) is 0. Suppose x is in the intersection. By
the commutativity of (4-3), Fαn(x) ∈ Bn ∩ΘO(n)(ker ΓF (O(n))). Thus, Fαn(x) =
0 and similarly, Fβn(x) = 0. Since the middle vertical of (4-3) is an inclusion, and
since x ∈ ΘO(n−1)(ker ΓF (O(n − 1))), say x = ΘO(n−1)(a), it follows again from
the commutativity of (4-3) that ker ΓF (αn)(a) = 0 = ker ΓF (βn)(a). Thus, x is in
the image, under ΘO(n−1), of the kernel of the top left horizontal. Therefore, by
choice of Bn−1, x = 0.
To complete the proof of the claim, it remains to show that
ΘO(n−1)(ker ΓF (O(n− 1))) +Bn−1 = FO(n− 1).
To this end, it suffices to show
(4-4) ΘO(n−1)(ker ΓF (O(n − 1))) + Fα
−1
n (Bn) ∩ Fβ
−1
n (Bn) = F (O(n− 1)).
To prove (4-4), suppose x ∈ F (O(n− 1)). Then (Fαn,−Fβn)(x) has the form
(ΘO(n)(a1) + b1,ΘO(n)(a2) + b2) ∈ F (O(n))
⊕2
where a1, a2 ∈ kerΓF (O(n)) and b1, b2 ∈ Bn. Since the bottom row of (4-3)
is exact, (ΘO(n)(a1) + b1,ΘO(n)(a2) + b2) is in the kernel of the second map in
the bottom row. By the induction hypothesis, the diagram (4-1) commutes in
case i = n. It follows that (a1, a2) ∈ ker ΓF (O(n))⊕2 is in the kernel of the
second top horizontal of (4-3). Therefore, there exists a c ∈ ker ΓF (O(n − 1))
which maps to (a1, a2) ∈ ker ΓF (O(n))⊕2 via the top left horizontal of (4-3) so
that (Fαn,−Fβn)(x − ΘO(n−1)(c)) = (b1, b2) ∈ F (O(n))
⊕2. We conclude that
x−ΘO(n−1)(c) ∈ Fα
−1
n (Bn)∩Fβ
−1
n (Bn), establishing the claim that Bn−1 is com-
plementary to the image of ΘO(n−1) in F (O(n− 1)).
We define ΛO(n−1)(ΘO(n−1)(a)+b) = a, where b ∈ Bn−1. It follows immediately
that ΛO(n−1)ΘO(n−1) is the identity and that (4-1) commutes in the case that
i = n− 1.
To show that ΛΘ is the identity, we note that by construction of Λ, (ΛΘ)M =
idker ΓF (M) for all coherent M. Thus, by the uniqueness statement of Lemma 3.3,
the composition ΛΘ is the identity functor. The result follows. 
Corollary 4.2. The following are equivalent:
(1) The natural transformation ΓF is an isomorphism.
(2) dimk(F (O(i))) is constant.
(3) F is exact on short exact sequences of vector bundles.
Proof. We first prove (1) if and only if (2): if ΓF is an isomorphism, then F ∼=
H0(P1,− ⊗W (F )). Therefore, since W (F ) is coherent torsion, dimk(F (O(i))) is
independent of i. Conversely, if dimk(F (O(i))) is constant, Theorem 4.1 implies
kerΓF = 0.
Next we prove (1) if and only if (3): If ΓF is an isomorphism then, since W (F )
is coherent torsion by Proposition 2.1, F is exact on vector bundles. Conversely,
since Theorem 4.1 implies there exist nonnegative integers n, ni such that F ∼=
⊕∞i=−nH
1(P1, (−)(i))⊕ni ⊕ H0(P1,− ⊗W (F )), F exact on vector bundles implies
that ni = 0 for all i. It follows that ΓF is an isomorphism. 
Corollary 4.3. The following are equivalent:
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(1) F ∼= f∗ where f : Spec k → P1 is a morphism of k-schemes.
(2) dimk(F (O(i))) = 1 for all i.
(3) F is exact on short exact sequences of vector bundles and dimk(F (O(i))) =
1 for some i.
Proof. We first prove (1) if and only if (2): if F ∼= f∗ where f : Spec k → P1 is
a morphism of schemes over k, then f∗ = H0(P1,− ⊗ k(r)) for some closed point
r in P1, whence the forward direction. Conversely, by Theorem 4.1, there exist
nonnegative integers n, ni such that F ∼= ⊕∞i=−nH
1(P1, (−)(i))⊕ni ⊕ H0(P1,− ⊗
W (F )). Therefore, if dimk(F (O(i))) = 1 for all i, ni = 0 for all i, and dimk(O(i)⊗
W (F )) = 1 for all i. Since W (F ) is coherent torsion, W (F ) ∼= k(r) for some closed
point r ∈ P1.
Next we prove (2) if and only if (3): if dimk(F (O(i))) = 1 for all i, then Corollary
4.2 implies that F is exact on vector bundles and trivially implies the second part
of (3). Conversely, if F is exact on vector bundles, Corollary 4.2 implies that
dimk(F (O(i))) is constant. Since it equals 1 for some i, it equals 1 for all i, whence
(2). 
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