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Available online 12 June 2011In this article, a theory is presented which assumes that the visual P1 reflects the same
cognitive and physiological functionality as alpha (with a frequency of about 10 Hz).
Whereas alpha is an ongoing process, the P1 is the manifestation of an event-related
process. It is suggested that alpha and the P1 reflect inhibition that is effective during early
access to a complex knowledge system (KS). Most importantly, inhibition operates in two
different ways. In potentially competing and task irrelevant networks, inhibition is used to
block information processing. In task relevant neural networks, however, inhibition is used
to increase the signal to noise ratio (SNR) by enabling precisely timed activity in neurons
with a high level of excitation but silencing neurons with a comparatively low level of
excitation. Inhibition is increased to modulate the SNR when processing complexity and
network excitation increases and when certain types of attentional demands – such as top–
down control, expectancy or reflexive attention – increase. A variety of findings are reviewed
to demonstrate that they can well be interpreted on the basis of the suggested theory. One
interesting aspect thereby is that attentional benefits (reflected e.g., by a larger P1 for
attended as compared to unattended items at contralateral sites) and costs (reflected e.g., by
a larger P1 at ipsilateral sites) can both be interpreted in terms of inhibition. In the former
case an increased P1 is associated with a more effective processing of the presented item
(due to an inhibition modulated increase in SNR), in the latter case, however, with a
suppression of item processing (due to inhibition that blocks information processing).
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ERP1. Introduction
The aim of this paper is to present a theory that tries to bridge
the gap between ongoing oscillatory brain activity in the alpha
frequency range and the generation of early components
of the visual event-related potential (ERP). It is suggested
that early ERP components – and the P1 in particular – are
generated at least in part by oscillations in the alpha
frequency range (cf. Klimesch et al. 2007a,b and Sausengian Science Foundation (
c.at.
CC BY-NC-ND license.et al. 2007 for an extensive discussion and review of this issue).
Thus, we start with a brief outline of the functionality of alpha
in this section. Then, in Section 2, we discuss the functionality
of the P1 in relation to alpha on the basis of a brief selective
literature review. In Section 3, the details of the proposed
theory are presented, and its explanatory power and pre-
dictions are discussed. The central hypothesis thereby is that
the P1 amplitude reflects inhibition that enables the suppres-
sion of task irrelevant and potentially competing processes.FWF Project P21503-B18).
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this theory with respect to cognitive and physiological
processes.
1.1. Basic assumptions
The proposed theory is based on two general assumptions
about the generation and modulation of the visual P1
component.
(1) The first assumption relates the P1 component to alpha
oscillations and comprises three aspects:
(1a) The P1 is generated and modulated at least in part
by alpha oscillations.
(1b) The P1 reflects the same type of functionality as
alpha does.
(1c) The functionality of alpha can be explained on the
basis of the inhibition-timing hypothesis (Klimesch
et al. 2007a).
(2) The second assumption refers to the cognitive rele-
vance of the P1 amplitude and states that it is not a
sensory-evoked component, but instead a manifesta-
tion of early stimulus categorization that operates
under top–down control or in a default like mode.
The inhibition-timing hypothesis is the central link be-
tween the inferred (physiological and cognitive) functionality
of alpha and the P1. Thus,we startwith a brief summary of this
hypothesis (see Klimesch et al. 2007a for an extensive review).
The central idea is that alpha reflects inhibitory processes
(operating under top–down control or in a default like mode)
that control cortical activation. Alpha amplitude (or power)
is associated with a certain level of inhibition whereas
phase reflects the time and direction of a rhythmic change in
inhibition (build up of and release from inhibition). For event-
related processes and the generation of early ERP components
we assume that alpha phase reorganization will be a powerful
mechanism for the event-related timing of cortical processes
that underlie the generation of the P1 (cf. Klimesch et al.,
2007b).
With respect to its cognitive functionality, we have
suggested that alpha reflects a basic processing mode that
controls the flow of information in the cortex of the human
brain (Klimesch et al. 2007a,b). It enables access to a complex
long-term storage system, which we have termed knowledge
system (KS) in order to emphasize that it comprises not only
traditional long-term memory (LTM) – a system closely
associated with the storage of declarative information – but
any type of knowledge including procedural and implicit-
perceptual knowledge.
Traditional theories about the structure of LTM, such as the
ACT- and ACT*-model proposed by Anderson (1981, 1983) and
Anderson and Pirolli (1984) are characterized by the assump-
tion that memory search can be described by a spreading
activation process that is initiated at some point in the storage
network (for a review and critical evaluation of traditional
spreading activation theories cf. Klimesch, 1994). One impor-
tant question, these models did not attempt to explain, is the
way in which the memory network is accessed. Here, the
focus is primarily on those processes that provide access toinformation, stored in memory. An important assumption
here is that perception, encoding, and recognition are
processes that are closely related to the access of information
in the KS. During perception, the extraction of global stimulus
features is an important early stage of encoding that allows to
narrow down the search area in memory. This early stage of
encoding can be considered an early stage of stimulus
categorization that is based on global features. It operates to
establish an ‘access field’which is considered a necessary step
for initiating a spreading activation process that underlies
stimulus recognition.
The perceptual analysis of more global stimulus features
will be strongly influenced by expectancy and is considered a
fast process that precedes the actual recognition of a stimulus.
Early categorization operates under the top–down control of
attentional processes that are guided by specific expectations.
In the absence of expectancy, early categorization may
operate in a default-like mode that is guided by reflexive
attention. This means that those stimulus properties that
elicit reflexive attention (such as e.g., color or size) enhance
stimulus recognition.
The KS provides us with the basic ability to be continuously
semantically orientated in our environment with respect to all
kinds of information that represent our knowledge of that
environment (Klimesch et al., 2010). Within the visual proces-
sing domain, the perception and transient representation of
objects and their locations allow us to be continuously
oriented in space and time. These processes that control the
flow of information into (the KS of) the brain establish
transient mental representations but are not (directly) in-
volved in the encoding of new (episodic) information. This
distinction is important because access to the knowledge
system is considered a continuous process that may modify
information stored in this system without creating new
episodic memories.
With respect to physiology, the central idea is that those
processes that enable and control access to the KS are
reflected by alpha oscillations. Thus, alpha is not associated
with attention in the sense of a global mechanism (e.g., not
including vigilance) as was suggested from the early days of
EEG research. We assume a rather specific function for alpha
not only with respect to the type of cognitive processes but
also with respect to physiology. With respect to physiology
one important aspect is that alpha operates to inhibit task
irrelevant neural structures and thereby helps to establish a
more focused access to the KS. Theremay be different kinds of
attentional processes comprising e.g., also thosewhich rely on
excitatory processes only. In addition, there may be different
kinds of attention, related to different cognitive processing
modes, such as a sustained focus on the encoding of new or
alerting information. We consider alpha a specific kind of
attention that is related to inhibitory control processes of the
KS.
The next section is a selective review about variables that
typically modulate P1 amplitude and/or latency. The most
important examples are (1) spatial attention, (2) reflexive
attention, (3) object based attention, (4) target properties
investigated in search paradigms, and (5) perceptual features.
The aim of this brief review is to provide evidence for the
second assumption stating that the P1 amplitude reflects early
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based on the analysis of global stimulus properties.2. The P1 component and early categorization
processes
2.1. Spatial attention: Location-based selection and early
stages of visual processing
The spatial location of a relevant stimulus or object may be
considered an important variable that influences early stages
of visual processing and access to the KS. For the investigationTy
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Fig. 1 – (A) Two different designs for the investigation of spatial att
block of trials – either to stimuli (S) in the left or right hemifield. Thu
other to unattend (ua). In type 2 paradigms, a cue is used to direct a
illustrated for the attend left condition, a cuemay bevalid (e.g., in 75
paradigmare shown.Data are fromMangun et al. (2001), the figure
scalp sites contralateral and ipsilateral to the presented stimulus.
stimuli were obtained by averaging the waveforms from the left o
attended leftwaveforms recorded from the right occipital site (cf. al
that the P1 is generally larger in the attended hemisphere, regardl
contralateral) or not (attend ipsilateral). Also note the latency diffe
red line marks a latency of 120ms. Ipsilateral P1 components are
requested.of spatial attention, at least three types of paradigms can be
distinguished. The first two investigate top–down controlled
spatial selection processes. As illustrated in Fig. 1A, type 1
paradigms are designed to direct attention to a specific
location – usually to the left or right hemifield – over a run
(block) of trials simply by instructing subjects to do so. Type 2
paradigms use a cue to direct attention to a specific location
on a trial per trial basis. Type 3 paradigms are used to study
reflexive attention, either using a cue or not.
Convergent evidence from type 1 and 2 paradigms in-
dicates that stimuli flashed at an attended location elicit a
larger P1 than stimuli flashed at unattended locations (e.g.,
Heinze et al. 1994; Heinze and Mangun, 1995; Mangun et al.,Valid trials
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ttention to the left or right hemifield on a trial per trial basis. As
%of all trials) or invalid. (B) The findings obtained froma type 1
is reprintedwith permission. The ERPswere collapsed over the
As an example, contralateral occipital scalp sites for attended
ccipital site for attended right stimuli with the waveforms for
so the respective arrowheads in Fig. 1A for ‘contra attend’). Note
ess of whether this hemisphere received a stimulus (attend
rences between contra- and ipsilateral recordings. The vertical
clearly delayed by about 5 ms. Request to reprint is currently
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Hillyard et al. 1998; Hillyard and Anllo-Vento, 1998). As a
first example, let us consider the findings from a type 1
paradigm (attend left vs. right hemifield) used in a study by
Mangun et al. (2001). Stimuli were gratings of vertically
oriented black and white stripes and were presented for
100 ms. Targets were slightly shorter than standards and
appeared in 25% of all trials. All stimuli were randomly
presented to the left or right hemifield. Subjects were
instructed to respond to a target in the attended hemifield
only. The results for standard stimuli are depicted in Fig. 1B
and show that the P1 is larger for attended as compared to
unattended (=ignored) stimuli. Most interestingly, however,
this finding not only is obtained for recording sites over the
contralateral, but also for the ipsilateral hemisphere. As is
evident from Fig. 1B, the P1 is primarily modulated by
attention and not by stimulus presentation. The attended
hemisphere (see the ‘attend’ condition in Fig. 1B) shows a
general larger P1, regardlesswhether this hemisphere receives
a stimulus (contralateral, attend) or not (ipsilateral, attend).
This fact is also manifested statistically as a main effect for
attention (at temporo-parietal sites) with an absence of
significant interactions with hemifield of presentation and
hemisphere of recording for the P1.
The important finding here is the large ipsilateral P1 and
the fact that the P1 is modulated by attention in the ipsilateral
hemisphere in the same way as in the contralateral hemi-
spheres. We argue that this finding suggests an inhibitory
function of the P1 and conflicts with traditional interpreta-
tions. For the sake of clarity, we distinguish between three
different hypotheses, which we term the (i) baseline, (ii)
stimulus enhancement (or evoked), and (iii) inhibition hy-
pothesis. The baseline hypothesis was suggested by Hillyard
et al. (1998), Luck et al. (1994), and Luck andHillyard (1995). The
idea here is that relative to a neutral baseline (e.g., relative to a
neutral cue) the P1 is not increased by attention, but
suppressed in the unattended condition. This interpretation
is interesting because it also assumes an inhibitory function of
the P1 but in the sense that inhibition reduces the P1
amplitude. Or in other words, if irrelevant information must
be suppressed, the P1 will be smaller as compared to a case
where attention is focused on relevant information. The
stimulus enhancement or evoked hypothesis predicts that
the P1 is enlarged if the processing of a stimulus (which evokes
an ERP-component) is enhanced by attention. If a stimulus is
not attended, it still will elicit an evoked component, but the
component will be smaller as compared to attended stimuli.
The inhibition hypothesis – which will be introduced below –
assumes that the P1 reflects inhibitory processes that have
different functions in task relevant and task irrelevant neural
structures. In the former, inhibition operates to increase the
signal to noise ratio (SNR), in the latter inhibition operates to
block information processing. The central prediction here is
that inhibition increases the P1. The question, in which way
inhibition shapes the P1 amplitude in task relevant and
irrelevant neuronal structures is discussed in detail in
Section 3.
The critical point now is the claim that the baseline and
enhancement hypotheses will not be able to explain why a
large P1 is generated at ipsilateral recording sites. Bothinterpretations appear plausible to explain the findings for
the contra- but not those observed for the ipsilateral hemi-
sphere. Because the ipsilateral side is not (directly) involved in
the processing of the stimulus, the appearance of a large
ipsilateral P1 in the unattended hemisphere is difficult to
interpret in terms of the baseline and enhancement hypoth-
eses. Both hypotheses would clearly have to assume that the
ipsilateral P1 should always be smaller than the contralateral
P1.
It could be objected, however, that the large ipsilateral P1
simply is an artifact which is due to volume conduction.
Depending on the location and spatial orientation of a dipole,
ERP components on the scalp will vary in amplitude size and/
or polarity. Because volume conduction is extremely fast
(operating at the speed of light), the peak latencies of the
components must be identical for all recording sites. Inspec-
tion of Fig. 1B, however, clearly indicates that all ipsilateral P1
components are shifted in latency by about 5 ms. The extent of
the latency shift is even more pronounced in the examples
shown in Figs. 2 and 4, where the ipsilateral P1 components
are delayed by about 20 ms ormore. These findings are in good
agreement with other studies showing that the delayed
ipsilateral P1 must be modeled by a separate dipole that is
clearly distinct from that which is used to model the
contralateral P1 (cf. Di Russo et al., 2002).
This remarkable finding of a large ipsilateral P1 appears to
be even more pronounced in type 2 paradigms. The reason for
this may be seen in the fact that in type 2 paradigms a cue
directs attention to different locations on a trial per trial basis.
Thus, the attentional top–down control may be more effortful
(and requiremore inhibitory control) than in type 1 paradigms
where over an entire run of trials attention remains focused
on the same location. As an example for a type 2 paradigm,
Freunberger et al. (2008a) found that P1 amplitudes are
actually larger (and delayed) over ipsi- as compared to
contralateral recording sites (cf. Fig. 2). In this experiment,
targets were white bars on black background presented either
right or left from the center of the computer monitor. Subjects
had to indicate by a button press, whether the bar was small or
large. Frequencies for small and large targets were 50% and
were equally distributed to the different experimental condi-
tions. In half of themattentionwas cued to the right and in the
other half attention was cued to the left hemifield. In 75% of
the trials, cue and target locations were congruent (valid
condition) and the remaining 25% were incongruent (invalid
condition).
2.2. Reflexive attention
Cue predictability is closely related to top–down control. High
predictability enables focused, top–down controlled attention,
whereas low predictability is associated with unfocused
attention. If a cue is non-predictive, the P1 for cued and
uncued locations is of equal magnitude (e.g., Hopf and
Mangun, 2000) which means that top–down controlled atten-
tion is unfocused and equally distributed to cued and uncued
locations. This phenomenon is used in experiments studying
reflexive spatial attention where a non predictive cue is used
to avoid top–down controlled attentional focus and to induce
reflexive attention e.g., by the presentation of a target at the
Fig. 2 – Results from a type 2 spatial cuing paradigm from Freunberger et al. 2008a. At the beginning of each trial, an arrow,
pointing to either the right or the left, was foveally presented. Subjects were instructed to focus their attention on the cued
hemifield. After an interval with a duration ranging between 600 and 800 ms (jittered between trials), a small or large white bar
on black background was presented for 50 ms. Subjects had to indicate by button press whether the bar was small or large.
Frequencies for small and large targets were 50%, and were equally distributed between the different experimental conditions.
The intertrial intervalwas 2300 ms. A total of 1024 trialswere run. In half of them, attentionwas cued to the right hemifield, and
in the other half, attention was cued to the left hemifield. In 75% of the trials, cue and target location were congruent (valid
condition), and in the remaining 25%, they were incongruent (invalid condition). Reprinted with permission.
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paradigms, the critical factor is the cue-to-target interstimulus
(ISI) interval as e.g., a study by Hopfinger and Mangun (1998)
revealed. At short ISIs (between about 50–250 ms) a target
presented at the same location as the cue elicits a larger P1
than a target presented at the uncued location. At long ISIs
(between about 550–750 ms), however, the opposite finding is
observed: The P1 is smaller at the cued location.
Reflexive non-spatial attention can be studied by using
targets with pop-out stimulus properties (e.g., color targets).
Research reviewed by Taylor (2002) shows that pop-out targets
generally elicit a larger P1 than non-pop out targets. In a
similar way, Busch, Herrmann and colleagues have shown
that stimulus size and eccentricity elicit a larger P1 (cf.
Section 2.5). Hemifield preferences for object features may
also be considered a special type of reflexive attention (cf.
Section 2.3.1).
2.3. Object based attention
The recognition of an object is a fast process. It can be
accomplished within a few hundred milliseconds. As an
example, complex pictures (such as e.g., natural scenes) can
be categorized with a median reaction time (RT) of about
380 ms (e.g., VanRullen and Thorpe, 2001a). As RT is ameasure
that comprises also the motor response, one interestingquestion is, when an object can be identified. This question
can be investigated by determining the time, when the ERP
waveforms for targets and non targets start to differ. Research
by Thorpe et al. (1996) and VanRullen and Thorpe (2001b) have
shown that differences between targets and non targets can
be found reliably at around 150 ms. Other studies, however,
found very early differences starting already about 50–80 ms
(cf. the review in Rousselet et al., 2007). At least two factors are
of importance here, object category and type of comparison.
As an example, faces represent a category that may be
processed particularly fast (cf. Thorpe et al., 1996). But also
the type of comparison plays an important role. If targets and
non targets are compared one has to consider the possibility
that stimuli of the target and non target category (e.g. human
faces vs. animal faces) may differ with respect to ‘low level’
physical properties. One way to tackle only object specific
effects is to change the target status of the stimulus category.
As an example, in counterbalanced blocks subjects are asked
to respond to human faces (and to ignore animal faces) and
then to respond to animal faces (and to ignore human faces).
The calculation of task related differences between e.g.,
human faces as targets vs. non targets will now show
differences that are object specific. By using such an approach,
Rousselet et al. (2007) were able to demonstrate that for faces,
object specific differences emerged already around 100 ms.
Differences that may be due to low-level properties were
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findings are well in line with the hypothesis that early
categorization takes place in the (extended) time window of
the P1 component.
It should also be emphasized that the typical sequence of
ERP components that can be observed for visual stimuli allows
tomake a similar conclusion. It is well documented that the P1
is not the first component in the visual ERP. It is preceded by
the C1 component (with a latency of about 80 ms) that can be
observed reliably when stimuli are flashed in different
quadrants of the visual field and if a large number of trials
are used for averaging. Source analyses and its strict
retinotopic relationship indicate that the C1 is generated in
the striate cortex around the calcarine fissure (Di Russo et al.,
2002). This indicates that the P1 with a latency of about 100 ms
is preceded by sensory specific processes (see also Foxe and
Simpson, 2002). The P1 usually is followed by a negative
component, the N1, with a latency of about 160 ms. Source
analyses have indicated that the P1 is generated in extrastriate
regions (e.g., Di Russo et al. 2002; Mangun et al. 1997) whereas
the N1 (or N1-like components, such as the N200) which is
associated with stimulus recognition or identification is
generated at more anterior regions of the ventral pathway
(e.g., Allison et al. 1999, 2002). Thus, the temporal sequence of
the three ERP components is well in line with the hypothesis
that the P1 reflects early stimulus categorization that precedes
stimulus recognition or identification (reflected by N1-like or
even later components; e.g., Doniger et al. 2000) but follows
sensory processes (reflected by the C1).
In summarizing, the time course of processing visual
information may be characterized by three consecutive time
windows that are associated with different ERP components,
sensory encoding (around about 80 ms), early categorization
(around about 100 ms) and stimulus recognition (around about
150 ms). With respect to terminology, we will distinguish
primarily between early categorization and recognition (or
identification) in the sense that early categorization is a
process that precedes and enables recognition (or identifica-
tion). The meaning of recognition or identification depends
strongly on the type of task. In a categorization task (e.g., in a
go/no go task requiring the distinction of targets and non
targets on the basis of global features) the terms categoriza-
tion and recognition can be used synonymously because
recognition may already be possible on the basis of global
features. If, however, the analysis of very specific features is
required, we will use the term stimulus identification instead
of recognition.
2.3.1. Artificial and natural objects
Because spatially based attention effects on P1 amplitude are
large and well documented, the experimental demonstration
of object (feature) based attention effects requires a careful
control of spatial location with respect to object information.
In an elegant study with artificial objects by Valdes-Sosa et al.
(1998) subjects had to judge one of two superimposed
transparent stimuli, covering the same location in space.
Thus, the ‘attentional spotlight’ (Posner, 1980) is focused at a
single location where stimulus properties are varied. If
attentional effects on the P1 amplitude can still be observed,
these must be due to object based attention. The authors usedtwo sets of dots with different colors that were varied with
respect to coherent movement. In the 2-object condition both
sets of dots were rotating, creating the impression of two
moving, transparent surfaces, sliding across each other. In the
1-object condition one set was rotating, the other was
stationary. Subjects had to perform an oddball task in which
the target was defined by color of the dots and the direction of
a linear, simultaneous displacement of one set of dots. At
random intervals the rotating dots of one color were displaced
in different directions for 150 ms. ERPs were recorded in
synchrony with the onset of the displacement. The results
showed a significant increase in P1 amplitude for attended (as
compared to unattended) stimuli in the two (but not single)
object condition, thereby demonstrating that P1 amplitude is
modulated by object based attention.
The attentional ‘spotlight’ may be moved by top–down
control processes but also by reflexive attention. This issue
was investigated in a study by Handy et al. (2003) in order to
demonstrate object-based attention effects on P1 amplitude.
The logic of the experimental design refers to findings
showing that the right (as well as the lower) visual field is
dominant for the processing of (visual) object features that
elicit object specific motor programs (object-specific motor
features). Objects belonging to the tool category (as compared
to non-tools) are particularly likely to activate this type of
features (e.g., Danckert and Goodale, 2001; Kenemans et al.,
2000). The basic prediction is the following: If a picture of a tool
is presented at the right visual field, object-specific motor
features direct the attentional spotlight also to the right
hemifield. The validity of this prediction can be tested, e.g., by
flashing a target stimulus to the same or opposite hemifield. If
the spotlight is focused to the dominant hemifield, the target
flashed in that hemifield should elicit a larger P1 than a target
flashed to the opposite hemifield. To avoid the influence of
top–down processes, the authors used an ‘incidental encod-
ing’ paradigm. Subjects were presented a pair of objects (one
in each hemifield) and were told to ignore these objects and to
wait until a target (square wave grating) appears super-
imposed on one of the objects. They had to respond with a
left or right button press indicating the spatial location of the
target. The results clearly document the influence of object
based attention on the P1 and show that amplitudes were
larger for targets in the dominant (as compared to the non-
dominant) hemifield, but only when the target was preceded
by a tool in that hemifield.
These and related findings (cf. Nobre et al., 2006) are
consistent with the hypothesis that the P1 reflects early
stimulus categorization but not object identification or
recognition (cf. e.g, Debruille et al., 1998). During this early
stage of categorization global features are probably more
important than specific features (such as e.g. verbal-linguistic
features) that are analyzed in subsequent time windows (see
e.g., the findings reported by Cristescu and Nobre, 2008, Ruz
and Nobre, 2008).
Finally, there is evidence that the appearance of a P1 is
associatedwith theability to recognizeastimulus.Asanexample,
in a study by Freunberger et al. (2008b) a series of 4 pictures with
decreasing levels of distortion (high, medium, low, and no
distortion) was presented in each trial. Subjects had to indicate
by a button press, when they recognized the object. The
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Fig. 3 – (A) The experimental procedure of an object recognition paradigm and the ERPs elicited by each of 4 pictures presented
in a single trial (Freunberger et al. 2008b). The pictures were obtained by distorting images from real objects or from
meaningless objects (controls). Each picturewas presented for 1 s. The subjects had to indicate, by a button press, whether they
could recognize an object or not. The trains of pictures were presented from high to low levels of distortion. It was assured that
subjects could recognize an object within level 2 but not earlier. (B) Same data as in (A) for the object condition, but ERPs for each
level of distortion are shown superimposed. Note the lack of a P1 component for level 4 pictures which never could be
recognized. The ERPs shown here represent unpublished data that were obtained from the study by Freunberger et al. (2008b).
Reprinted with permission.
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pictures (with high distortion) which never could be recognized
didnot elicit a P1. The P1 emerged,whenobject featureswere less
distorted, thus, enabling early categorization and object recogni-
tion. Very similar – although non-significant – effects were
obtained in a study with fragmented pictures by Doniger et al.
(2000). The ratherweak effects of this study aremost likely due to
the fact that subjects had to give a recognition response to each of
the 8 pictures in a trial. Thus, subjects were probably not able to
establish a continuousprocessmode that enhances thedetection
of gradually emerging stimulus features. In contrast, the study by
Freunberger et al. (2008b) favored focus on early categorization
because subjects were asked to respond as soon as possible
during the stream of picture presentation.2.3.2. Faces
For the encoding of faces there is clear evidence that early
categorization can be observed in the P1-latency range. As an
example, Allison et al. (1999) observed larger P1-amplitude
differences at occipital sites between different categories such
as scrambled faces, checkerboards, butterflies or flowers. Most
interestingly, these intracranial recordings demonstrated that
the P1 is absent in areas of the fusiform gyrus, where the
largest face specific N200 components were found (cf. Allison
et al., 2002). These findings suggest again that early categori-
zation is reflected by the P1-component (which is confined to
occipital regions), and show in addition that object recognition
takes place at a later time window and at more anterior
regions of the ventral pathway.
59B R A I N R E S E A R C H 1 4 0 8 ( 2 0 1 1 ) 5 2 – 7 1One of the most robust findings is that scrambled and/or
inverted faces (as compared to upright faces) elicit a larger P1
(e.g., Allison et al., 1999; Itier and Taylor, 2004; Linkenkaer-
Hansen et al., 1998; Sagiv and Bentin, 2001) that in addition
tends to be longer in latency (Linkenkaer-Hansen et al., 1998;
Sagiv and Bentin, 2001; Taylor et al. 2001c). Object-based
attentional effects (larger P1 for attended as compared to
unattended faces) are also reported for faces (e.g., Gazzaley et
al., 2008).
2.3.3. Words
Lexical decision tasks (requiring aword vs. non-word decision)
allow the investigation of sensory-, syntactic- and semantic
categorization processes. With respect to the P1 component,
several studies have reported increased amplitudes with
increasing orthographic neighborhood size (N), increasing
word length, but decreasing word frequency, and decreasing
orthographic typicality (e.g., Hauk and Pulvermüller, 2004;
Hauk et al. 2006a,b; Segalowitz and Zheng, 2009; for a review,
cf. Dien, 2009). According to Coltheart et al. (1977), N is a
variable reflecting the orthographic relatedness of a letter
string with words stored in memory. A large N indicates that
many related words are stored in lexical memory. This most
likely elicits competition/inhibition which increases proces-
sing complexity during early categorization of a letter string.
This seems to be indeed the case as e.g., the results from Hauk
et al. (2009) show. A very similar interpretation applies for the
effects of word length, because it is plausible to assume that
long words increase processing complexity. In a study where
the effects of word length were studied by controlling for the
negative correlation with word frequency, Hauk and Pulver-
müller (2004) observed that long words produced a larger P1
than short words. An interesting aspect of the findings of Hauk
and Pulvermüller (2004) is that the latency of the P1-word
length effect was shorter than that for word frequency. This
finding suggests that word length affects early graphemic
search/categorization processes that precede those related to
accessing the lexicon.
Thus, it appears that processing complexity affects the
amplitude of the P1. If early categorization is difficult because
processing complexity is high (for a large N and long words a
large number of similar memory entries or features must be
processed), the P1 tends to be large. A similar interpretation
holds true for infrequent words and low orthographic
typicality.
Another interesting finding is that the P1 for words and
pseudowords usually is of similar magnitude (e.g. Hauk et al.
2006a; Khateb et al. 2002). This is not surprising, if we consider
the fact that pseudowords are constructed to exhibit a similar
orthographic ‘surface characteristic’ as real words and that the
P1 reflects early categorization (related to graphemic–phonetic
features) that precedes access to lexical memory.
2.4. Target properties investigated in search paradigms
Target-search paradigms clearly show that the P1 to the target
stimulus is larger than the P1 to non-target stimuli (cf. the data
reviewed by Taylor, 2002). This not only holds true for artificial
stimuli (such as geometric forms, line-patterns or letters) but
also for stimuli depicting natural objects (e.g., Batty andTaylor, 2002). Most interestingly the largest P1 is elicited for
targets requiring a conjunction search as compared to targets
that are characterized by single features, including color pop-
out features (e.g. Taylor and Khan, 2000). Furthermore, the
latency of the P1 for a conjunction search tends to be longer
than those for single features (cf. Taylor et al. 1999, 2001a).
Most surprisingly, however, is the finding that array size
increases P1 amplitude but decreases latency. In a search
paradigm in which array size was varied between 5, 9 and 17
items, the largest P1 and the shortest P1 latencies were found
for the largest array with 17 items (Taylor et al., 2001b).
2.5. Perceptual features
Although the C1 component is primarily associated with
perceptual encoding, research by Herrmann seems to imply
that the P1 component also is a sensory component (Busch et
al., 2004; 2006a,b; Fründ et al., 2007). We try to show here that
the P1 is not modulated by physical properties per se but only
if they are relevant for early categorization or if they elicit
reflexive attention.
One important physical property that affects sensory
processes is stimulus size. Due to the retinotopic architecture
of V1, large stimuli are processed in large cortical areas and
small stimuli in small areas. If an electrophysiological
parameter is directly affected by stimulus size, it appears
save to conclude that it is directly modulated by physical
stimulus properties. As an example, let us consider the study
by Busch et al. (2006b) who used abstract stimuli that
consisted of two areas, a small circular center and a large
surrounding. In keeping global stimulus size identical (the
center area plus the surrounding area is of the same size for all
stimuli), two experimental conditions with a small target
(consisting of the center area) and a large target (consisting of
the surround area) were compared. In different blocks of trials
either the center or the surround area was the target stimulus.
In both conditions targets were defined by the orientation of
one of two possible gratings. Thus, in both conditions, targets
were defined by the same physical property. Busch et al.
(2006b) observed that target size did not affect P1 amplitude
size. Large and small targets elicited P1 amplitudes of identical
magnitude.
In a simple object (square vs. circle) discrimination task,
Busch et al. (2004), however, found that P1 amplitude in-
creases with increasing stimulus size, decreases with increas-
ing eccentricity (stimuli presentedmore laterally elicit smaller
P1 components) but is unaffected by exposure duration. The
respective findings – as depicted in Fig. 4 – show in addition
that for eccentric stimuli, P1 amplitudes are much larger over
ipsilateral recording sites. Is this unequivocal evidence that
the P1 is a sensory ERP component? Let us first consider the
effect of stimulus size. In contrast to Busch et al. (2006b)
overall stimulus size was not kept constant. The size of the
targets varied from trial to trial. Stimulus size might not only
be considered a pure physical property. A large object (e.g., a
large animal) may be more important (and potentially e.g.,
more dangerous) than a small object. A very similar argument
may hold true for eccentricity. A more laterally presented
object may tend to elicit an orienting response (e.g., an eye
movement toward the object). The argument here is that some
A) Size-block B) Eccentricity-block
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Fig. 4 – The P1 component (recorded at representative recording sites) is modulated by stimulus size (A) and eccentricity (B).
Data are from Busch et al. (2004), and the figure is reprinted with permission. In the size-block the P1 amplitude decreases with
decreasing stimulus size. In the eccentricity-block the P1 is larger for central (solid line) than for eccentric stimuli (dotted line:
medium eccentric; dashed line: highly eccentric stimuli). Note large latency differences at ipsilateral recordings.
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and color) may already represent a ‘pop-out’ characteristic
that elicits reflexive attention and a larger P1.
Another interesting question is the following: What
happens when two stimulus categories are very similar (or
even identical) at the level of global stimulus features (such as
spatial frequency, size, contrast, orientation and second order
image statistics) and differ primarily (or even only) at the level
of specific features? As an example let us consider the study by
Busch et al. (2006a) who used color pictures of familiar, natural
objects and unfamiliar ‘nonsense’ objects as targets and non-
targets respectively. Unfamiliar objects were obtained by
distorting the images of natural objects in a way that spatial
frequencies were matched. This resulted in unfamiliar pic-
tures having a very similar ‘stimulus-surface’ as familiar
objects with respect to color and figural elements. The
interesting finding of this study was that P1 amplitude
differences between familiar and unfamiliar objects were
abolished. This finding is consistent with the suggested
hypothesis that the P1 reflects early categorization which is
based on global stimulus feature. If global stimulus features
are very similar between the respective stimulus categories,
the P1 amplitudes will also be of similar size. The earlier
discussed findings from Busch et al. (2006b) allow for an even
more straight forward interpretation. Large and small targets
were defined on the bases of the same stimulus property
(orientation of the grating). Despite differences in target size,
P1 amplitudes were identical in amplitude size.
It should also be emphasized that behaviorally significant
changes in P1 can be observed that are independent of
stimulus features. As an example, in a speeded reaction time
task, Fründ et al. (2007) observed significant changes in P1
amplitude sizes, although the same stimulus (a black square)
was presented in all trials. Subjects were instructed to respond
with a button press as quickly as possible. To keep them
motivated, they received feedback about response latency.
Trials were sorted with respect to response speed. P1amplitude was significantly larger in trials with short
response latencies. The interpretation is that fluctuations in
attentional top down control during stimulus perception
underlie the observed differences in P1 amplitude.
Finally it should be mentioned that hemifield location also
is a variable that affects P1 amplitude. It has been shown that
stimuli presented in the upper hemifield (above fixation) elicit
much larger P1 amplitudes than those presented in the lower
hemifield (e.g., Gunter et al. 1994). These and related findings
(see also Section 2.3.1 and e.g., Danckert and Goodale, 2001;
Handy et al. 2003; Kenemans et al., 2000) suggest that different
hemifields are dominant for and interact with the processing
of different stimulus features.
2.5.1. The P1 is not a sensory evoked component
In the preceding section, it was argued that the P1 is not
affected by stimulus properties per se. In other words, the
assumption is that the P1 is not a sensory evoked component.
But what are the defining properties of a sensory evoked
component? Here, two properties are emphasized. A sensory
evoked component is generated in response to a stimulus by
a (i) feed-forward, bottom-up process, that is (ii) primarily
of excitatory nature. A variety of more recent findings
obtained with voltage sensitive dyes emphasize the existence
of feed-forward, excitatory processes in V1 and complex
feedback activation processes betweenV1 and ‘higher’ cortical
regions. The interesting point here is that feedback to V1 is
evident already at (but not before) about 100 ms poststimulus
(for a review, cf. Roland, 2010). These findings suggest that
in the cortex, excitatory feed-forward processes dominate
in a period of up to 100 ms, whereas a complex interplay
between feed-forward and feedback activation processes
(occurring in parallel) characterizes the time period beyond
100 ms. Based on these findings, we suggest that sensory
evoked processes can be considered excitatory neuronal
activation processes that dominate in a period of up to about
100 ms poststimulus.
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is observed in spatial cueing tasks most likely reflects an
inhibitory process. A large component appearing over task
irrelevant brain regions is not what one would expect for an
excitatory, sensory evoked component. In the next sections
we will provide further evidence for the assumption that the
P1 component reflects inhibitory processes. If this assumption
can be validated, this would provide strong evidence against
the view that the P1 is sensory evoked. The reason is that an
evoked component can hardly be considered inhibitory of
nature. As a working hypothesis, it is suggested that the P1
reflects an inhibitory feedback wave from ‘higher’ cortical
areas that operates as an inhibitory filter to control feed-
forward sensory processes.3. The P1 inhibition timing hypothesis
The aim here is to explain the functionality of the P1 on the
basis of the inhibition timing hypothesis, which we have
applied for the interpretation of alpha oscillations (Klimesch
et al. 2007a,b,c). If the amplitudes of an inhibitory oscillation
(e.g., an oscillation, generated by inhibitory interneurons) are
increased, the time window, in which action potentials (APs)
are elicited in target cells, becomes increasingly smaller. Thus,
with an increase in amplitudes of an inhibitory oscillation, the
timing of excitatory activity becomesmore precise. The critical
issuehere is the assumption that inhibitionmay increase up to
a point where the generation of APs is completely blocked.
Such a process cannot be explained by a further increase in
amplitudes, because thiswill only narrow the timewindow for
excitation but will never completely block the generation of
APs. Thus, some additional process is necessary to explain
blocking of information processing. One possibility lies in the
assumption that an increase in amplitudes is accompanied by
an increase in firing threshold. Thus, we assume two different
types of inhibitory processes. Phasic inhibition modulates the
generation of APs in away that only cells with a very high level
of excitation are still able to fire. This may be considered a
mechanism that controls the signal to noise ratio (SNR) in
task relevant networks. In contrast to phasic inhibition, tonic
inhibition leads to a complete blocking of firing. This mecha-
nism is not useful to control information processing in task
relevant networks. It is, however, a very efficient mechanism
to silence activity in potentially interfering, competing and
task irrelevant networks.
The central idea is that the P1 reflects inhibition that is used
to control activity in two different neuronal structures, task-
relevant and task irrelevant ones. In task relevant structures
inhibition is used to increase the SNR during early categoriza-
tion by enabling precisely timedactivity in neuronswith ahigh
level of excitation but silencing neurons with a comparatively
low level of excitation. As an example, for spatial attention
paradigms, the assumption is that inhibition operates to
increase the SNR in the contralateral hemisphere only,
whereas inhibition is used to block information processing in
potentially competing regions of the ipsilateral hemisphere.
Inhibition shapes the P1 component on the basis of three
variables, alpha amplitude, phase locking and polarity. A large
amplitude with little jitter between trials (reflecting a largeextent of phase reorganization or phase locking) and with a
polarity that is associated with the inhibitory phase (this most
likely is the cycle with positive polarity) is assumed to reflect a
high extent of inhibition. The basic assumption, illustrated in
Fig. 5A is that the P1 reflects an inhibitory filter (established
synchronously in a parallel distributed network) during early
categorization that is generated to enhance stimulus proces-
sing by increasing the SNR in task relevant networks. For
potentially competing networks the P1 reflects the blocking of
information processes.
Inhibition (and the size of the P1) is modulated by different
cognitive processes that depend on task demands. Two
classes of cognitive processes are considered. One relates to
the task specific early categorization of a stimulus affecting
processing complexity (C), the other to different attentional
processes, such as top–down attentional control (T), default
mode attentional control (D), and suppression of distracting
information (S). All of these processes interact in a complex
way. Nonetheless, in experimentally well controlled tasks,
some of these variables can be varied, whereas others can be
kept constant. The experimental variation of attentional
processes is a typical characteristic of tasks that are used to
investigate the P1. Spatial cuing paradigms are a good
example. According to our hypotheses, two different process-
es, T and S are of primary importance in this type of tasks. In
type 1 tasks, T is experimentally manipulated by instructing
subjects to attend to the left or right hemifield. In type 2 tasks,
T is varied by the cue and its validity. T establishes a top–
down control process that operates to increase SNR in task
relevant networks. In contrast, S is a process that blocks
information processing in interfering networks. Thus, atten-
tional benefits – associated with the influence of T – and
attentional costs – associatedwith the influence of S – are both
due to an increase in inhibition which leads to an increase in
P1 amplitude. The difference between T and S is seen in
different inhibitory processes that operate in task relevant vs.
interfering networks (cf. Fig. 5A). Attentional processes are
not the only class of cognitive processes that affect the P1
component. Processing complexity (C) during early stimulus
categorization is another important cognitive process that
shapes the P1. As an example, orthographic neighborhood size
(N), and word length may be considered variables that directly
affect C. A pop-out color target search may be considered an
example affecting D, the focused search for a complex target
lacking pop-out features may be considered an example
affecting primarily T, whereas the processing of a distractor
item may be considered an example for S.
3.1. A new interpretation of old findings
In this section we apply the proposed theory particularly to
those findings which are difficult to interpret in terms of
stimulus evoked activity or on the basis of an enhancement
hypothesis. An overview over the findings reviewed in
Section 2 and their interpretation on the basis of the P1
inhibition timing hypothesis are presented in Fig. 5B.
The central prediction of the proposed theory rests on
inhibition and on the idea that suppression of task irrelevant
andpotentially competing information and or neural structures
leads to a particularly large increase in the P1 amplitude. Under
A)
B)
Fig. 5 – (A) Basic assumptions about the interrelations between cognitive and physiological processes, and the way they affect
electrophysiological correlates andmeasures. Two classes of cognitive processes are considered. One relates to the task specific
processing of a stimulus affecting processing complexity (C), the other to different attentional processes, top–down attentional
control (T), default mode attentional control (D), and suppression of distracting information and/or processes (S). All of these
processes interact in a complex way. In experimentally well controlled tasks, some of these variables can be varied, whereas
others can be kept constant. As an example for C, orthographic neighborhood size (N), and word length may be considered
variables that directly affect processing complexity. For attentional processes, a pop-out color target may be considered an
example affecting D, the focused search for a complex target lacking pop-out features may be considered an example affecting
primarily T, whereas the processing of a distractor item may be considered an example for S. With respect to physiology, the
central assumption is that inhibition increases the SNR in task relevant networks – by silencing many but the most excitatory
cells – and thereby allows for a more selective processing. In interfering/competing networks, however, inhibition is further
increased and is used to block information processing. On the measurement level an increase in inhibition is reflected by an
increase in alpha amplitudes. The extent of inhibition may very well depend on the extent of excitatory processes in task
relevant as well as in potentially interfering networks. The critical prediction for the generation of the P1 component is that it is
directly affected by an increase in alpha power and/or phase locking. (B) Overview of findings demonstrating the influence of
processing complexity (C) and different attentional processes (T, D, and S).
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least as large or larger than for task relevant processes where
inhibition is used to increase the SNR. As a first example let us
consider the finding of a large ipsilateral P1 amplitude. We
assume that the increased ipsilateral P1 reflects inhibition of
task irrelevant and potentially competing processes. Thus,
successful suppression of distraction (S) helps to maintain a
focused top–down processing mode (T) at contralateral brain
regions that enhance information processing. An increased P1,
can also be found during recognition of task irrelevant
information. As an example let us consider Experiment 2 in
the study by Freunberger et al. (2008a). The experiment con-
sisted of a semantic (living/non-living) picture categorization
task with meaningful and meaningless pictures. Meaningful
pictures represent living, and non-living objects. Meaningless
pictures were obtained by distorting pictures of living and non-
living objects. We predict that the P1 will be larger for distorted
pictures because they can be considered task irrelevant with
respect to semantic categorization. Thus, this prediction also
focuses on inhibition, but not in the sense of suppressing
activity in potentially interfering brain regions, but in the sense
of suppressing task irrelevant processes. Distorted pictures
(withno semanticmeaning)mayvery early (on thebasis of their
sensory features) be categorized as semantically meaningless
which allows suppression of irrelevant ‘spreading activation
processes’ aiming at identifying the stimulus. The findings are
in line with this interpretation and show that the P1 for
meaningless pictures is delayed and significantly larger than
for the ‘task- or processing-relevant’ pictures denoting living
andnon-livingobjects (cf. Fig. 6).Most importantlywecouldalso
show that the alpha-filtered ERPs exhibit differences in the P1
range that are similar to those of the unfiltered ERPs. Finally, it
shouldbementioned that ingo/nogo tasks,whereonlyone type
ofstimulusmustbeattendedandprocessed, theP1will be larger
for the go- as compared to the no go-stimulus. (e.g. Rousselet
et al., 2007).O2[µV]
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Fig. 6 – ERPs for the (living/non-living) semantic
categorization task used in Experiment 2 by Freunberger
et al. (2008a). Although meaningless, distorted (crystallized)
pictureswere characterized by a pronounced P1–N1 complex.
Reprinted with permission.Another interesting finding, well in line with our theory is
that increasing processing complexity (C) during early cate-
gorization is associated with an increase in P1 amplitude.
Particularly for faces the inversion of an image has a strong
effect on task difficulty. Thus, the increased P1 in response to
inverted but also scrambled faces (e.g., Allison et al., 1999; Itier
and Taylor, 2004; Linkenkaer-Hansen et al., 1998; Sagiv and
Bentin, 2001) can indeed be associated with increased proces-
sing demands during early categorization. A very similar
interpretation can be applied for the encoding of words or
pseudowords. Increased P1 amplitudes were found with
increasing orthographic neighborhood size (N) and increasing
word-length (for a review, cf. Dien, 2009). According to our
hypothesis processing complexity (C) would be high in both
cases leading to an increase in SNR that operates to select
specific entry points into lexical memory. As a consequence,
ERP amplitudes increase in the latency range of the P1. In
contrast to neighborhood size and word length, word fre-
quency and orthographic typicality decrease P1 amplitude
(Hauk et al. 2006a,b). According to our interpretation, for
common and typical words, processing complexity C is low
and, thus, P1 amplitude is small.
Findings from target search paradigms are also well in line
with the influence of C. The difficult conjunction search elicits
a larger P1 than the much easier pop-out search which
is associated with D. Both processes, C and D lead to a
modulation of SNR in task relevant networks (for a discussion
of theoretical considerations see e.g., Navalpakkam and Itti,
2007), but the more difficult of the two processes has a
stronger effect on SNR and hence on the size of the P1
amplitude. Another interesting finding is that the P1 is larger
for large search arrayswhich aremore difficult to process than
small search arrays.
3.2. Evidence for a direct relation between ongoing alpha
oscillations and P1 amplitude
Several properties of the P1 show similarities with alpha
oscillations. As an example, the latency of the P1 (of about
100 ms) corresponds to the length of the alpha period which is
100 ms for a typical alpha frequency of 10 Hz. More specifical-
ly, P1 latency is significantly correlated with individual alpha
frequency (Klimesch et al. 2004), and alpha phase locking is
largest in the time window of the P1 (Klimesch et al. 2004).
Furthermore, alpha power predicts the size of the P1
amplitude (Freunberger et al., 2008a) and significant phase
alignment of alpha oscillations predicts P1 latency (Gruber et
al. 2005). Finally, under certain task demands, latency
differences in the topography of the P1 can be explained by
traveling alpha waves (Klimesch et al. 2007c).
It is important to emphasize here that phase reorganiza-
tion appears as a necessary and logical consequence of an
oscillation theory (cf. Klimesch et al. 2007b for an extensive
discussion of this issue). If it is assumed that oscillations play
an important role for the timing of sensory and cognitive
processes this basic function must be evident also during the
event-related response and phase reorganization is an oblig-
atory consequence to avoid the potential problem that a
stimulus may fall in the unfavorable phase of an oscillatory
cycle.
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the ERP is not limited to early components, such as the P1.
There is empirical evidence that baseline shifts of alpha (cf.
Nikulin et al., 2007) and asymmetric alpha amplitude modu-
lations (Mazaheri and Jensen, 2008) have a strong influence on
slow evoked responses.
In the following, we discuss findings that document a
complex relationship between ongoing alpha and the P1
component. We focus on two different aspects. One aspect
emphasizes the cognitive-functional relationship between
alpha and the P1, and the other focuses on quantitative and
physiological aspects.
3.2.1. The functional relationship between ongoing alpha and
P1 amplitude
Before we start to consider a quantitative relationship
between ongoing alpha and P1 amplitude it is important to
emphasize that prestimulus alpha power is predictive for good
memory and perceptual performance. For memory perfor-
mance, we have shown that large resting or prestimulus alpha
power is positively associated with performance (Doppelmayr
et al., 2002; Klimesch et al., 2000; Vogt et al., 1998) whereas
during actual task performance, small power (large event
related desynchronization or ERD) is related to good perfor-
mance (e.g., Doppelmayr et al., 2005; Klimesch et al., 1997).
Most interestingly for perceptual performance (in tasks target
detection under threshold or near threshold conditions), small
prestimulus alpha power (Ergenoglu et al., 2004) and a small
ERD or even event related synchronization (ERS) during actual
task performance (Hanslmayr et al., 2005) is predictive for
good performance. A variety of studies have meanwhile
documented that a state of low prestimulus alpha power is
associated with improved detection and discriminability of
threshold-level stimuli (Hanslmayr et al. 2007a; Mathewson
et al. 2009; Romei et al. 2007, 2008; Van Dijk et al. 2008).
There is, thus, good evidence for a double dissociation
between pre- and poststimulus alpha power and the type of
cognitive performance. Good memory performance is associ-
ated with large prestimulus but small poststimulus alpha
power, whereas good perception performance is related
to small prestimulus power with little or no ERD during
perception performance. We have interpreted these findings
in terms of cortical inhibition and excitation preceding task
performance. Perception performance appears to be enhanced
if the cortex already is activated (as indicated by small
prestimulus power), whereas memory performance is en-
hanced if the cortex is not activated (as indicated by large
prestimulus power) before a task is performed. This interpre-
tation is quite plausible if we assume that for visual target
detection a high level of cortical excitation will be helpful to
analyze a visual input. When a specified and well known
target must be detected, memory traces are probably ‘pre-
activated’ and as a consequence inhibition must be reduced.
For memory performance, on the other hand, an initial
(prestimulus) activation of the cortex may be detrimental
because it may interfere with (or even suppress) the high
selectivity that is required for accessing a memory trace
during actual task performance.
In considering these findings and their interpretation, let
us nowmake predictions for a traditional spatial cuing task inwhich a target must be detected in the right or left visual field.
The prediction for prestimulus alpha power at the contralat-
eral side is a decrease in power, whereas for the ipsilateral
side, we expect an increase in power. Because the functional
meaning of the P1 amplitude is similar to that of ongoing
alpha, we also expect a larger ipsilateral P1. We have tested
this prediction in Experiment 1 of the study by Freunberger
et al. (2008a). As observed in other studies (e.g., Busch et al.
2004), we also found that the P1 is larger over ipsi- as com-
pared to contralateral recording sites. In our study (using a
type 2 paradigm with a jittered ISI between cue and target; cf.
Freunberger et al. 2008a) this difference was highly significant.
Most importantly, however, we also observed that alpha
power is significantly larger over ipsi- as compared to con-
tralateral recordings. In contrast to the P1 which is interpreted
as evoked alpha activity (that is short and transient), alpha
power can be monitored over the entire time course of a trial.
According to our hypothesis that alpha reflects (functional)
inhibition, we expected significant differences during the
poststimulus period that are due to the sidewhere the target is
presented. In general, ipsilateral alpha power should be larger
than contralateral alpha power. For the prestimulus period,
we expect differences in alpha power that are induced by the
cue. In invalid trials subjects will expect the target at the
‘wrong’ location. Thus, for invalid trials, the target is expected
in the ipsilateral hemisphere (with respect to actual target
presentation) and hence the power in the contralateral
hemisphere will be larger. As an example, if in the invalid
condition the cue points to the left hemifield, we expect larger
prestimulus alpha power over the left hemisphere which is
contralateral to the actual target presentation. Thus, for the
prestimulus period, we expected larger power over ipsilateral
sites in the valid condition but larger power over contralateral
sites in the invalid condition. This expected pattern of results
could be confirmed statistically and is illustrated in Fig. 7. It
should be noted that around 100 ms poststimulus (cf. the black
vertical line in Fig. 7) there is the ‘crossing point’ (and, thus, no
power difference) between invalid ipsi- and contralateral
upper alpha power. Beyond that time, ipsilateral alpha
power increases, whereas contralateral power decreases,
indicating most likely the (delayed) reorientation of attention
to the hemifield where the target appeared.
Indirect evidence for a positive relationship between alpha
power and P1 amplitude comes from research about schizo-
phrenia and frontal lobe dysfunction. The prefrontal cortex is
considered to play an important role for the inhibition of
irrelevant information and the modulation of the P1–N1
complex in attentional cuing paradigms. Studies with schizo-
phrenic patients have shown reliably that resting EEG is
characterized by diminished alpha power and increased theta
and delta power (e.g., Itil et al., 1972, 1974;Miyauchi et al., 1990;
Sponheim et al., 1994, 2000). Sponheim et al. (2000) have
demonstrated that even within a group of schizophrenic
patients, diminished alpha power is related to increased
negative symptomatology and deviant brain morphology.
Haenschel et al. (2007) observed that during the encoding of
items in a memory scanning task, the P1 is decreased in
schizophrenic patients, but increases with load in healthy
control subjects. Thus, it appears plausible to assume that
the difficulties schizophrenic patients have with inhibiting
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Fig. 7 – Time course of upper alpha power at Po3 for valid and invalid trials plotted separately for ipsilateral and contralateral
target presentations. Note the ‘crossing point‚’ between ipsilateral and contralateral presentations. For a discussion of the
findings, see text. Data are from Freunberger et al (2008a). Reprinted with permission.
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and a reduced P1.
3.2.2. Quantitative relationships between ongoing alpha and
P1 amplitude
When trying to establish that a certain quantitative relation-
ship between ongoing alpha and P1 amplitude exists at least
two different aspects must be considered. On the one hand,
task type – as described in the previous section – changes the
direction of poststimulus reactivity in a complex but predict-
able way. On the other hand, if early evoked responses are
generated/influenced at least in part by ongoing alpha, P1
amplitudewill not only depend on alpha power but also by the
extent of phase locking of ongoing alpha activity. As a
consequence, any simple prediction in the sense that the P1
will be positively or negatively related to prestimulus power
must fail if the functionality of alpha (depending on the type
of cognitive demand) and the extent of phase locking are
ignored.
A good example, demonstrating this problem, is the issue
of phase reset. If the influence of task type is not considered, a
positive relationship between ongoing oscillatory activity andthe amplitude of the evoked response is predicted. The central
hypothesis then is that ongoing oscillatory activity simply
resets the phase to a certain value (e.g., to the positive peak) in
response to the presentation of a stimulus. Thus, if a positive
relationship between the amplitude of ongoing oscillatory
activity and the amplitude of the evoked response cannot be
observed, this is taken as evidence against phase reset (cf. e.g.,
Becker et al. 2007). Although there is good evidence for phase
reset (e.g., Fell et al., 2004; Hanslmayr et al. 2007b; Lakatos
et al., 2005), a proof is very difficult because of methodological
reasons (for critical reviews see Sauseng et al. 2007; Klimesch
et al. 2006). It is important, however, to emphasize that phase
reset is only one and a very specific mechanism that can be
derived and predicted from an oscillatory ERP model (for a
review see Klimesch et al 2007b). Other mechanisms are e.g.,
evoked oscillations (i.e. an oscillation is elicited by stimula-
tion), prestimulus phase alignment or any type of the
influence of (peristimulus) phase on ERPs and performance.
In agreement with this notion, several studies have shown
that the phase of ongoing alpha oscillations has an influence
on ERPs and on task performance (for more recent studies see
e.g., Busch et al. 2009; Busch and VanRullen, 2010; Mathewson
66 B R A I N R E S E A R C H 1 4 0 8 ( 2 0 1 1 ) 5 2 – 7 1et al., 2009; Makeig et al. 2002; Lakatos et al. 2008). In addition,
it has also been demonstrated that increased alpha phase
locking is associated with good performance (e.g., Klimesch
et al. 2004; Yamagishi et al. 2008).
The conclusion, thus, is that the investigation of a quanti-
tative relationshipmust be based on at least the following two
requirements, the control of task type and phase. The latter is
difficult, but can be based on the following considerations. If a
task requires that attention operates in a rhythmic mode
(Schroeder and Lakatos, 2009) which is the case in tasks with
predictable stimulus occurrence (e.g., in tasks with a fixed –
and not jittered – cue to target ISI) anticipation (as reflected by
phase locking) may be considered an important factor for task
performance. If, however, the processing of a stimulus is not
predictable phase locking should be less important and the
evoked response should be more dependent on the amplitude
of ongoing phase. In proceeding from these considerations,
Rajagovindan and Ding (2010) have demonstrated (for a tradi-
tional spatial cuing task) that an inverse U-shaped function
defines the quantitative relationship between prestimulus
alpha power and P1 amplitude. The interesting fact thereby
is that the trial to trial fluctuations of prestimulus alpha
power are directly related to P1 amplitude in a quantitatively
predictive way. The inverse U-shaped function indicates that
P1 is largest for a medium level of prestimulus alpha power
and smallest either for a very high or low level of alpha.
For our hypothesis the findings of Rajagovindan and Ding
(2010) are of great interest, because they possibly document
the operating range of the control of the SNR, as described in
Section 3. But the control of the SNR should be effective only
for task relevant networks. Indeed, the inverse U-shaped
function was found only for attended items in the contralat-
eral hemisphere. For unattended items in the ipsilateral
hemisphere the function (between alpha power and the P1)
was a flat line. According to our model at ipsilateral sites,
alpha and P1-amplitude are increased to a level that enables
the blocking of information processing. Thus, there is no
modulation of SNR and hence no U-shaped function describ-
ing the relationship between alpha power and the P1. Finally,
we should mention that in the study by Rajagovindan and
Ding (2010) the ipsilateral P1 was not larger than the con-
tralateral P1. This may be due to differences in task demands
and the level of excitation in task irrelevant networks.
The reason for this consideration is that a certain level of
inhibition allowing blocking of information processing may
depend on the level of excitation in that network.
3.2.3. Dissociating the influence of alpha power and phase
locking on P1 amplitude size
The influence of oscillatory amplitude and phase can be
estimated by calculating power and phase locking (e.g., by the
phase locking index, PLI cf. Schack and Klimesch, 2002).
Increasing power and increasing PLI (decreasing jitter between
trials) are capable of increasing the amplitude of an ERP
component.
In a recent study we tried to dissociate the influence of
these two factors on P1 amplitude size (Freunberger et al.
2009). The basic idea was to use a cue in order to induce a
power change that precedes the processing of an item. In a
memory scanning task each item of the memory set waspreceded by a cue that indicated either to remember or to
ignore the next following item. As earlier performed studies
(e.g., Klimesch et al. 1999) indicated, a processing mode that is
related to the suppression of potentially competing items
should lead to an increase in power. On the other hand, a cue
indicating that the next itemmust be remembered should not
induce an increase in power, but instead elicit an increase in
phase locking possibly reflecting a precise timing in distributed,
task-relevant networks. This assumption is based on findings,
showing that increased phase locking is associated with an
increased probability that an item will later be remembered
(Bäuml, et al. 2008, Klimesch et al. 2004). Freunberger et al (2009)
could indeed show that the ignore cue elicited an increase in
alpha power preceding the presentation of the following item.
Most interestingly, despite this increase in alpha power, the P1
was smaller for the ignored items as compared to the to-be-
remembered items. On the other hand, phase locking as
measuredby thePLIwas significantly larger for the remembered
items. Furthermore, we found that the ratio of the PLI for to-be-
remembered vs. not-to-be-remembered itemswas significantly
correlated for alphabutnot theta. This findingalso suggests that
alpha phase lockingmodulates the P1 component for the to-be-
remembered items.
3.3. Predictions
The proposed theory has several consequences for physiolog-
ical and cognitive processes that can best be described in
terms of predictions. One important prediction with respect to
physiology is that inhibition leads to the blocking of informa-
tion processing in task irrelevant and potentially interfering
neural structures. It is, however, not clear in which way an
oscillation is capable of doing that. One possibility would be to
predict a baseline shift as is illustrated in Fig. 8. Another –
probably even more interesting – possibility would be to
predict that alpha plays a role for phase coding, as was
suggested by Nadasdy (2010) for fast frequencies in the
gamma range. The central idea is that topographical phase
differences in traveling waves code information. A stationary
wave, characterized by a lack of topographical phase differ-
ences, will not be able to code information but would lead – via
spatial summation – to a large amplitude at a scalp electrode.
Another important prediction, linking physiological and
cognitive processes, is that the P1 amplitude should exhibit
topographical phase differences that can be explained by a
traveling alpha wave. There are two reasons for this predic-
tion. First, we have assumed that alpha reflects a basic
processing mode that controls the flow of information into
the brain (Klimesch et al. 2007a,b). Second, this flow of
information is associated with early categorization processes
in a time window that follows sensory processes and precedes
stimulus identification. It is plausible to assume that this
process can be described as a spreading activation process
from the primary visual cortex to parietal and/or temporal
cortices (cf. Klimesch et al. 2007c).
A third prediction can be made stating that the P1 is not a
‘component’ in the traditional sense, but instead ismanifested
‘only’ as peak (or trough) in a certain time window and is part
of a wave comprising also earlier and later ‘components’.
Whether, or not the earlier and later components correspond
Fig. 8 – The proposed influence of alpha – as an inhibitory oscillation – on neuronal communication. Three cases are
distinguished. Case 1 characterizes a situation inwhich alpha is not task relevant. The amplitude is small and has no impact on
the firing rate which is symbolized by short vertical lines representing action potentials (APs) in the lower panel of the figure. If
alpha is task relevant (cf. Case 2), the amplitude increases and starts to inhibit the generation of action potentials (APs) in target
cells during the inhibitory phase of the oscillation. Depending on the excitation level of target cells, the impact of the inhibitory
oscillation may be small (cf. Cell 2) or large (cf. Cell 1). With an increase in amplitudes, the inhibitory baseline increases, which
means that inhibition increases not only during the phases with maximal inhibition (here plotted as troughs) but also during
those with minimal inhibition (here plotted as peaks). Case 3 characterizes a situation where inhibition increases further,
leading to a complete silencing of target cells. This case is assumed for task irrelevant and potentially competing neuronal
structures.
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empirical evidence for this view (Klimesch et al. 2007c).
Finally, these considerations clearly suggest that neither
the P1 nor alpha can be considered a unitary phenomenon.
They largely depend on topography, task demands and other
factors. This view is well in line with studies showing that pre-
and poststimulus alpha depend on each other in a complex
way, as e.g., Van Dijk et al. (2008).4. Discussion
The P1 is responsive to a variety of different task demands,
such as e.g., attention to spatial location, target predictability,
stimulus saliency, and category specific hemifield dominance.
Thus, a simple interpretation of the cognitive functionality of
the P1, e.g., in the sense that it reflects ‘early attentional
processes’ is hardly possible. A good example is the study by
Handy et al. (2003) which found a larger P1 for items belonging
to the tool category (as compared to non-tools) in the
dominant (as compared to the non-dominant) hemifield
even in an incidental encoding paradigm in which subjects
were instructed to ignore the meaning of the presented items.
Another example is the finding that the P1 may be larger for
items that are task irrelevant (e.g., Freunberger et al. 2008b).
These findings rule out the possibility to interpret the P1 onthe basis of a stimulus enhancement hypothesis reflecting the
facilitating influence of early attentional processing.
It is also not possible to explain the functionality of the P1
in terms of a stimulus evoked component. The findings
reported by Mangun et al (2001) are particularly impressive
because they show the same magnitude of P1 modulation in
the contralateral and ipsilateral hemispheres as well. Like-
wise, in a speeded reaction time task, Fründ et al. (2007) were
able to show that – for the same stimulus – the P1 amplitude
was significantly larger in trials where subjects gave a fast
response. Finally, the ERP lacks a P1 in cases where an
expected stimulus cannot be recognized (cf. the ERP to highly
distorted pictures in Fig. 3).
Here, we have argued that the P1 reflects inhibition that is
needed to filter out relevant stimulus features in task relevant
networks and to block information processing in potentially
competing and task irrelevant networks. The argument is that
this inhibitory filter is used to enable early stimulus catego-
rization by establishing ‘access routes’ to information stored
in a complex KS. According to our interpretation, one crucial
assumption is that inhibition comprises two different aspects.
One aspect relates to the modulation of the SNR in task
relevant networks, another to the blocking of information
processing in competing and task irrelevant networks or brain
regions. The attentional modulation at contra and ipsilateral
brain sites can easily be explained on the basis of this
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that was used to interpret early attentional effects on the P1
(cf. Section 2.1).
Another important aspect of thepresentedhypothesis is that
the functionality of alpha is very similar to those of a ‘default
modesystem’ (as suggestedbyRaichle et al. 2001)whichplaysan
important role for consciousness. This system provides us with
the very basic function to monitor the world around us and to
continuously update semantic information. It enables us to
be ‘semantically’ oriented in a constantly changing environ-
ment. It represents the meaning of objects surrounding us
and events we encounter. Or put in other words, it allows us to
be oriented in time and space. In a similar way as alpha, the
default mode system is not associated with working memory
demands. However, activation of the working memory system
would require resources of the default mode system (see e.g.,
Scheeringa et al. 2008), but not vice versa. Based on these con-
siderations, the P1 is the event-relatedmanifestation of ongoing
alpha oscillations. It is interesting to note that in the visual
domain, eye fixations play an important role for monitoring the
world around us and that in response to the onset of a saccade a
large P1 can be observed (by using themethod of fixation related
potentials) that apparently ismodulated at least in part by alpha
oscillations (Ossandon et al., 2010).
One critical aspect of our hypothesis is that the P1 is
generated at least in part by alpha oscillations. It is important,
however, to emphasize that this assumption does not
necessarily depend on a phase reset. The controversy between
the evoked and phase reset model for the generation of early
ERP components has unnecessarily narrowed and focused the
potential influence of oscillations on ERPs by considering only
one and highly specific mechanism, namely phase reset.
There are different mechanisms other than phase reset that
may have an important influence on the generation of ERPs
(for a discussion see Klimesch et al., 2007b). One such
mechanism is prestimulus phase alignment in cases where
the appearance of a stimulus or event can easily be predicted.
It also should be emphasized that even in a case where alpha
would be the only driving force for the generation of the P1, its
amplitude may very well be influenced by stimulus evoked
processes. On the other hand, however, aswe have argued, the
P1 cannot be considered to be solely generated by an evoked
response to a stimulus.
The ultimate aim of any theory is the formulation of a
quantitative relationship between the postulated processes to
enable a precise prediction of the neural and behavioral
response. Future research may reveal, whether a specific
quantitative function regulates the extent of an event-related
change in inhibition as well as in excitation in response to a
stimulus and/or task demands. Several studies proceed from a
sigmoid function that characterizes the ‘local’ neuronal gain
related to a sensory input (cf. Destexhe et al. 2001; Freeman,
1979; Rajagovindan and Ding, 2010). The basic idea is that an
increase in excitation in a task relevant network depends on
background/spontaneous activity. The larger this activity is,
the larger the gain. This relationship is not linear but obeys a
sigmoidal function. The important point for our theory is that
we have to consider two functions, one for excitatory and
another for inhibitory activity. The latter regulates the local
inhibitory gain in the task relevant network in order tooptimize SNR. This means that the inhibitory background
activity and the event-related inhibitory gain depend on the
excitatory background activity and the excitatory event-
related gain. As a consequence, in order to increase the SNR
in task relevant networks inhibitionwill increase as excitation
increases. These considerations suggest that the P1 reflects
the event related change in background inhibitory activity
and allows the following predictions. (i) For task relevant
networks, an inverted U-shaped function may be predicted
between prestimulus (ongoing) alpha power (reflecting inhib-
itory background activity) and P1 amplitude (reflecting the
event related change in inhibition), provided phase locking
does not play a specific or interfering role. The inverted U-
shaped function simply means that beyond a certain level of
background activity, the level of event-related inhibition is
reduced in order to avoid blocking of information processing
in task relevant networks. This prediction is very similar to
that of Rajagovindan and Ding (2010) with the only but
important difference that (according to their view) the
inverted U-shaped function (between ongoing alpha and P1
amplitude) is thought to reflect excitatory processes. (ii) For
task competing networks, there is no need to control/modify
the SNR. Thus, inhibition may be set to a certain level
(depending again on excitation), which does not reflect the
local inhibitory gain (and the modulation of SNR) but the
blocking of information processing.Acknowledgments
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