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1. Introduction
1.1. Context and motivation
This thesis is concerned with ground state properties of two-dimensional correlated
superconductors and fermionic superfluids. The former have attracted a lot of research
interest since the discovery of high-temperature superconductivity in cuprate materials
by Bednorz and Müller [1] more than a quarter of a century ago. Somewhat later,
successes in experiments with cold atomic gases of fermions (for reviews see [2, 3]) opened
a new chapter not only in atomic physics but also in condensed matter physics [4] and
renewed the interest in low-dimensional systems of correlated fermions. In such systems,
fluctuation effects are particularly strong due to the low dimensionality. This often leads
to competing instabilities and rich phase diagrams. The behaviour of low-dimensional
fermionic systems at finite temperatures is also of interest, because it may deviate from
Landau-Fermi liquid theory. The cuprates for example exhibit anomalous transport
properties in their normal state (see [5] for a review), where in particular the so-called
pseudogap is observed. The latter characterizes a phase without apparent symmetry
breaking, but with gaps in the one-particle and magnetic excitation spectra, whose origin
is not understood to date. A similar effect was predicted for attractively interacting
fermions [6] and has recently been observed in experiments with cold atoms [7].
Shortly after the discovery of high-temperature superconductivity in the cuprates,
Anderson [8] suggested that the Hubbard model on the two-dimensional square lattice
should contain the essential ingredients to describe these materials. Zhang and Rice [9]
emphasized that the interesting physics at low energies should even be captured in the
single-band Hubbard model. The latter was originally proposed by Hubbard [10] for
the description of ferromagnetism and correlation driven metal-insulator transitions in
systems with partially occupied atomic d-shells. Besides, it was independently suggested
for the study of ferromagnetism in such systems by Kanamori [11] and Gutzwiller [12].
Since then, it has been used to describe very different phenomena in condensed matter
physics. The progress in the field of cold atom physics made it even possible to simulate
this model using optical lattices. The three-dimensional fermionic case was first realized
by Köhl et al. [13], allowing for the observation of a metal to band insulator transition.
Recently, first indications of short-range antiferromagnetic correlations were observed [14].
The Hubbard model is described by the Hamiltonian
H = ∑
i,j,σ
tijc
†
iσcjσ − µ
∑
i,σ
niσ + U
∑
i
ni↑ni↓ (1.1)
where tij describes the hopping amplitudes between the lattice sites labelled by i and
j, c(†)iσ annihilates (creates) a fermion with spin projection σ on site i and niσ = c
†
iσciσ
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Figure 1.1.: Visualization of the parameters in the Hubbard model.
is the density of fermions with spin projection σ on site i. The chemical potential µ
determines the fermionic density and is included for convenience. In this work, the
hopping amplitudes are restricted to
tij =
{ −t in case sites i, j are nearest neighbours and
−t′ in case sites i, j are next-nearest neighbours. (1.2)
The fermions interact via an on-site interaction of strength U . This short-range interaction
can be seen as arising from the Coulomb interaction between charged particles that is
screened by degrees of freedom which are not contained in the (effective) model any
more. In this sense one can speak about superconductivity in the Hubbard model, while
it is more appropriate to speak about superfluidity in case the microscopic interaction
is short ranged. Note however that the spectrum of collective excitations is different
for charged or neutral particles [15–17]: In a superfluid, the phase mode of the gap is
a massless Goldstone mode with a linear dispersion. In a superconductor, it becomes
an excitation with the dispersion of the plasma mode due to the Coulomb interaction
via the Anderson-Higgs mechanism. The model parameters are visualized in figure 1.1.
After Fourier transformation to momentum space, the fermionic dispersion reads
ξ(k) = −2t(cos kx + cos ky)− 4t′ cos kx cos ky − µ, (1.3)
where momenta are measured in units of the inverse lattice constant. In the following,
the nearest neighbour hopping t is used as unit of energy and is set to one.
The seemingly simple model in (1.1) can lead to complex behaviour through the com-
petition between the kinetic energy that delocalizes the fermions and the interaction
energy that localizes them. In the cuprates the kinetic and interaction energies seem to
be of similar size [18]. The resulting competition between delocalization and localiza-
tion tendencies gives rise to enhanced charge as well as spin fluctuations and a strong
renormalization of fermionic quasiparticles. The intermediate correlation regime is also
of interest in systems of attractively interacting fermions, where the so-called BCS-BEC
crossover occurs [19–21]. It describes a state that is neither a BCS superfluid of weakly
bound Cooper pairs nor an interacting (hard-core) Bose gas of small molecules. The
former is found for weak and the latter for strong attraction between the fermions. The
intermediate coupling regime is characterized by strong fluctuations.
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The regime where the kinetic and interaction energies are comparable is difficult
to describe theoretically. Most methods approach it either from weak or from strong
coupling. Strong-coupling methods include Quantum Monte Carlo (QMC) simulations,
dynamical mean-field theory (DMFT) [22, 23] (see [24] for a review), slave-particle gauge
theories (see [25] for a review) and large-N [26] or gradient [27] expansions for the t-J
model. QMC is exact up to numerical and statistical errors and was extensively applied
to the Hubbard model (see for example [28–35], or [36, 37] for reviews). However, for
the repulsive Hubbard model away from half-filling, the so-called sign-problem imposes
severe limitations on the accessible temperatures and system sizes [30], making the
detection of d-wave superfluidity a formidable task [29–32]. DMFT solves the atomic
limit exactly and can be seen as a large-N expansion in the coordination number of the
lattice. One milestone achieved by DMFT was to provide an accurate description of the
Mott-Hubbard metal-insulator transition in high dimensions [38–40]. The method or its
cluster extensions can describe long-range order also for non-local order parameters [41],
but the accessible correlation lengths for fluctuations are small (restricted by the size of
the cluster, see for example [42]). This prevents from describing the effects of spatially
long-range collective mode fluctuations in correlated superfluids or superconductors.
Weak-coupling methods usually depart from a Fermi liquid or mean-field state and
treat the fluctuations around it. Such methods include self-consistent resummations of
perturbation theory like the fluctuation exchange approximation (FLEX) [43] (see [44] for
a review), the parquet approach [45], self-consistent perturbation theory around an ordered
state [46] or renormalization group (RG) methods [47–49]. The FLEX approximation
allows to describe spin-fluctuation mediated pairing in the repulsive Hubbard model and
yielded a lot of insight into the properties of the normal and superfluid phases (see for
example the book by Manske [50] for an overview). However, it resums only a small set of
diagrams of perturbation theory and its application cannot be justified in the interesting
case of competing instabilities. This is different for the parquet approach, which takes all
interaction channels into account on equal footing. The price to pay is that the parquet
self-consistency equations are very complex and were solved numerically only in a few
cases (see for example [51]). (Functional) Renormalization group methods proved as a
vital alternative, as they resum perturbation theory in a scale-separated way and treat
all interaction channels on equal footing. Besides, they are physically transparent and
able to treat critical phenomena or fluctuations with long correlation lengths.
For weakly correlated fermions, competing instabilities occur only for special Fermi
surface geometries. For curved and regular Fermi surfaces, i. e. Fermi surfaces without
flat pieces or saddle points where the Fermi velocity vanishes, the only weak-coupling
instability of the Fermi liquid is towards superfluidity (or superconductivity) [52]. This
changes in the presence of flat Fermi surface pieces, which give rise to nesting and enhance
the singularities of fermionic propagator loops in perturbation theory. This is also the case
if the Fermi surface contains saddle points, which entail so-called van Hove singularities in
the density of states. These play an important role not only in weakly correlated systems,
but also in (strongly correlated) cuprate superconductors [53]. Examples for interesting
Fermi surface geometries are shown in figure 1.2. The left panel shows Fermi surfaces
that arise in a system with only nearest neighbour hopping for fillings slightly below,
11
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Figure 1.2.: Fermi surfaces slightly below, at and slightly above van Hove filling for t′ = 0
(left) and t′ = −0.25 (right). The grey line shows the umklapp surface or
magnetic Brillouin zone boundary.
at and slightly above half-filling. In the half-filled case, the Fermi surface is perfectly
nested. Below or above half-filling, the Fermi surface is curved but has nevertheless pieces
where the curvature is small. The right panel shows Fermi surfaces for an intermediate
value of t′ = −0.25 for fermionic densities below, at and above van Hove filling. At van
Hove filling, the saddle points of the dispersion (1.3) at k = (0, pi) and symmetry related
points are part of the Fermi surface. In the non-interacting system, this is the case for
µ = 4t′. For negative (positive) values of t′, another class of interesting Fermi points, the
so-called hot spots, appears above (below) van Hove filling. These are located at the
crossing points of the Fermi surface and the umklapp surface, which is formed by the
lines connecting (0, pi) with (pi, 0) and similarly for symmetry related points. An example
for a Fermi surface with hot spots is shown in the right panel of figure 1.2. Hot spots
allow for scattering processes between low energy states in which the momenta of the
particles are conserved only up to a reciprocal lattice vector. These drive and couple
different scattering channels, which gives rise to interesting low energy physics [54, 55].
Perturbative renormalization group methods have a long history in statistical mechanics
and in the study of one-dimensional fermionic systems (for reviews see [56, 57] and [47],
respectively). They were first applied to fermionic systems in higher dimensions by
mathematicians in order to obtain rigorous statements [58–61] and were popularised
among physicists by several authors [62–65]. The perturbative renormalization group or
scaling theory originally proposed by Kadanoff [66] and Wilson [67, 68] was reformulated
later in terms of exact flow equations for generating functionals. The latter RG schemes
were termed exact or functional RG because they are based on exact flow equations for
generating functionals and yield flow equations for coupling functions. Starting from the
partition function, Polchinski [69] derived an exact hierarchy of flow equations for bosonic
amputated connected Green functions and used it to prove renormalizability of certain
12
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scalar field theories. A similar scheme for fermionic fields was derived by Brydges and
Wright [70]. Based on the generating functional for Wick-ordered effective interactions, an
alternative hierarchy was formulated by Wieczerkowski [71] and Salmhofer [72] for bosonic
and fermionic fields, respectively. These schemes turned out to be particularly useful for
proving rigorous results. Hierarchies of flow equations for one-particle irreducible (1PI)
vertex functions for bosons and fermions were derived by Wetterich [73] and Salmhofer
and Honerkamp [74], respectively. The 1PI scheme turned out to be convenient for
practical calculations because it i) contains non-trivial renormalization contributions for
the determination of Fermi liquid instabilities already on one-loop level in an equation that
is local in the scale parameter, ii) contains only one-particle irreducible renormalization
contributions and iii) allows for a convenient treatment of self-energy insertions. Functional
renormalization group methods proved very successful in the classification of weak-
coupling instabilities of the Fermi liquid for example in the two-dimensional Hubbard
model (see [54, 75–88] for an incomplete list and [49] for a recent review). These studies
unambiguously established the formation of d-wave superfluidity in the weak coupling
regime, but were not able to access the symmetry broken phase. A drawback of the
presently available truncations of the hierarchy of renormalization group equations for
fermions is that they are restricted to weak microscopic interactions [74].
Spontaneous symmetry breaking in fermionic systems can be studied within the
functional RG using several approaches that vary with respect to the fields in the effective
action. The fermionic two-particle interaction can be decoupled and bosonic auxiliary
fields describing collective degrees of freedom be introduced via Hubbard-Stratonovich
transformations [89]. One way to proceed is to integrate out the fermions completely
and to study an effective action for the order parameter fields. Alternatively, keeping the
fermionic degrees of freedom, the RG flow can be computed for a mixed fermionic and
bosonic action. Following this approach Baier et al. [90] studied antiferromagnetism in the
half-filled repulsive Hubbard model. They demonstrated that the low-energy collective
behaviour, which is described by the non-linear sigma model, can be recovered from
truncated flow equations. Baier et al. pointed out that the correct fermionic one-loop flow
is captured only if the regenerated two-fermion interactions are not neglected, as is usually
done in the simplest truncations, but treated for example by dynamical bosonization as
suggested by Gies and Wetterich [91]. Floerchinger and Wetterich [92] proposed an exact
flow equation that allows to perform Hubbard-Stratonovich transformations continuously
during the flow. Functional RG flows of mixed fermionic and bosonic actions were also used
to study superfluidity in the two-dimensional attractive Hubbard model [93] or in three-
dimensional continuum systems of attractively interacting fermions [94–96]. However,
the decoupling of the fermionic two-particle interaction by a Hubbard-Stratonovich
transformation is ambiguous if several possible channels exist, as in the case of competing
instabilities. The ambiguity can be resolved by keeping the microscopic fermionic
interaction explicitly in the action and dynamically bosonizing only the fluctuation
contributions [97], which requires the introduction of several bosonic fields. This approach
was used to investigate antiferromagnetism and d-wave superfluidity [98] in the two-
dimensional repulsive Hubbard model at finite temperatures. Note that the choice of
auxiliary fields or the truncation of the effective action is not straightforward in situations
13
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where several interaction channels compete.
Instead of introducing bosonic degrees of freedom, spontaneous symmetry breaking
can also be studied within a purely fermionic formalism, where all interaction channels
are kept on equal footing. This also allows to gain insight about feedback effects of
critical fluctuations to other interaction channels. Salmhofer et al. [99] showed that
reduced models exhibiting spontaneous symmetry breaking can be solved exactly within
a modified one-loop truncation of the fermionic RG hierarchy proposed by Katanin [100]
that takes into account certain renormalization contributions from the two-loop level
as additional self-energy insertions. Gersch et al. [101] applied the modified one-loop
truncation to the attractive Hubbard model and demonstrated that it is possible to
continue fermionic RG flows beyond the critical scale also in non-reduced models without
employing another method for the low energy modes. This avoids issues like a dependence
of the results on the scale where the method is changed that appear in hybrid approaches,
for example when combining functional RG and mean-field theory (see for example [102]).
The study by Gersch et al. [101] yielded reasonable results for the superfluid gap even
with a rather simple approximation for the fermionic two-particle vertex. The external
pairing field could be chosen at least two orders of magnitude smaller than the final
value of the superfluid gap without encountering unphysical divergences at finite scales.
Despite these successes, the work by Gersch et al. [101] leaves room for improvements.
First, the momentum resolution of the vertex was rather low, which is an issue due to the
large values of the phase mode of the superfluid gap that occur at and below the critical
scale. Second, the question about the compatibility of global Ward identities and the
modified one-loop truncation remained an open problem. Third, the study did not clarify
to what extent the renormalization by collective mode fluctuations is taken into account
in the Katanin scheme. Fourth, the approximations employed by Gersch et al. did not
allow to clarify whether singularities in non-Cooper channels exist in the vertex in the
limit of a vanishing external pairing field. These methodological issues are addressed in
this thesis. Besides extending and improving the work by Gersch et al. for the attractive
Hubbard model, the fermionic RG is also applied to the repulsive Hubbard model in
order to study its d-wave superfluid ground state.
1.2. Thesis outline
This thesis is organized as follows: In the first part, consisting of chapters 2 to 5,
methodological developments are discussed, which are at the heart of this thesis. In the
second part that includes chapters 6 to 8, applications of the developed framework to
several model systems are presented. In chapter 9, the thesis is summarised.
Ground state properties of correlated superfluids are studied within this thesis using the
functional renormalization group method. In order to make the thesis self-contained, this
method is introduced in chapter 2 and the flow equations for fermionic 1PI vertex functions
are rederived, including terms in third order in the effective interaction. This derivation
is similar to those given by Salmhofer and Honerkamp [74] or by Metzner et al. [49].
In chapter 3, the structure of the Nambu two-particle vertex in a singlet superfluid
14
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is clarified. The number of independent components of the vertex is reduced to a
minimum by exploiting symmetries, in particular spin rotation invariance, while discrete
symmetries like inversion or time reversal symmetry yield constraints on their momentum
and frequency dependence. This simplifies the identification of singular dependences of
the vertex on external momenta and frequencies, allowing for the definition of interaction
channels. Parts of this chapter were published in [103].
The decomposition of the vertex in interaction channels forms the basis for the
formulation of channel-decomposed renormalization group equations in chapter 4. These
equations extend ideas by Husemann and Salmhofer [86] to the case of symmetry breaking
in the Cooper channel. They allow to isolate the singular dependences of the flow equations
on external momenta and frequencies in one variable per equation, thus providing a good
starting point for the formulation of approximations for the effective interactions in the
channels and their efficient computation. In chapter 4, channel-decomposed RG equations
on one-loop level, which are based on the modified one-loop truncation by Katanin [100],
and equations on two-loop level, which take all renormalization contributions to the
two-particle vertex in third order in the effective interaction into account, are presented.
Besides providing a good starting point for the formulation of approximations, the
channel-decomposed flow equations yield insight into the singularity structure of the
Nambu two-particle vertex in the limit where the external pairing field vanishes. In
particular, the feedback of phase fluctuations on non-Cooper channels can be studied
because all interaction channels are present in the purely fermionic formulation. The
channel-decomposition scheme on one-loop level was published in [103].
In chapter 5, the question about the compatibility of truncated flow equations and
global conservation laws is addressed. It is found that the Katanin scheme is compatible
with the Ward identity for global charge conservation only up to terms of third order in
the effective interaction. This is improved by considering all renormalization contributions
to the two-particle vertex in third order in the effective interaction, i. e. on two-loop level.
It is demonstrated in chapter 7 that the Ward identity can be enforced in the numerical
solution of flow equations by fixing the relation between singular quantities through the
Ward identity. This completes the methodological part of this thesis.
In chapter 6, the exact solution of a reduced pairing and forward scattering model
is presented. It yields insight into the vertex in a singlet superfluid in the limit where
the external pairing field vanishes. Capturing the exact solution of this model within
the channel-decomposition scheme is important for the description of the singularities
associated with the critical scale for superfluidity in non-reduced models. Subsequently,
small momentum transfers are allowed for and the resummation of all chains of Nambu
particle-hole diagrams yields insight into the singular momentum and frequency de-
pendence of various components of the vertex. Parts of this chapter were published
in [103].
In chapters 7 and 8, the application of the channel-decomposition scheme to the
attractive and the repulsive Hubbard model is described, respectively. The attractive
Hubbard model can be seen as a good testing ground for new approximation schemes
because it has an s-wave superfluid ground state in a large portion of parameter space
that is present already on mean-field level, while fluctuations renormalise its properties
15
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like the size of the order parameter. In chapter 7, approximations for the momentum and
frequency dependence of the vertex that are applied within the channel-decomposition
scheme are discussed. Subsequently, numerical results for the fermionic two-particle
vertex and self-energy are presented. Their momentum and frequency dependence as well
as the impact of fluctuations on their flow are of particular interest.
In chapter 8, the computation of ground state properties of the repulsive Hubbard
model is described in case d-wave superfluidity is the leading instability. This constitutes
an extension of former instability analyses that allows to compute not only critical scales
but also the properties of the d-wave superfluid ground state. The approximations
employed in this chapter are less sophisticated than those of chapter 7. Nevertheless, it
is demonstrated that the channel-decomposition scheme is able to cope with competition
of instabilities and symmetry breaking into phases that are not captured by mean-field
theory.
In chapter 9, the thesis is summarised and conclusions are drawn. Furthermore,
some interesting directions for future research that are based on the methodological
developments of this thesis are outlined.
16
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Theoretical framework
17

2. Functional renormalization group
In this chapter, the derivation of functional renormalization group equations for one-
particle irreducible (1PI) vertex functions for fermionic fields is outlined. Flow equations
in the 1PI formalism were first derived for bosonic fields by Wetterich [73] and for
fermionic fields by Salmhofer and Honerkamp [74]. The derivation in this chapter is very
similar to the one presented by Metzner et al. [49] and uses the sign convention of the
book by Negele and Orland [104]. More extensive derivations and discussions can be
found in the reviews by Berges et al. [57] and Metzner et al. [49].
The derivation starts from the generating functional for connected Green functions
G[η¯, η] = ln
∫
DµQ[χ¯, χ]e−V[χ¯,χ]−(χ¯,η)−(η¯,χ) (2.1)
where η, η¯ are Grassmann source fields and χ, χ¯ Grassmann fields representing the
physical fermionic degrees of freedom. V [χ¯, χ] is the interaction part of the microscopic
action and
DµQ[χ¯, χ] =
1
detQDχ¯Dχe
(χ¯,Qχ) (2.2)
the measure with (−Q) being the kernel of the bilinear part of the action, i. e. the
inverse bare one-particle Green function (−Q) = (G0)−1. The ‘scalar product’ notation
(χ¯, η) = ∑α χ¯αηα implies the summation over a multi-index including for example
Matsubara frequencies, momenta and spin or Nambu indices. Connected Green functions
are obtained after functional differentiation of G[η¯, η] with respect to the source fields.
For the derivation of renormalization group differential equations, an infrared cutoff
that suppresses low-energy modes in the functional integral is introduced in the bilinear
part of the action by replacing Q→ QΛ. Consequently, the generating functional becomes
scale-dependent, G → GΛ, and reads
GΛ[η¯, η] = ln
∫
DµQΛ [χ¯, χ]e−V[χ¯,χ]−(χ¯,η)−(η¯,χ) (2.3)
with the scale dependent measure
DµQΛ [χ¯, χ] =
1
detQΛDχ¯Dχe
(χ¯,QΛχ). (2.4)
The regularization has to fulfil the requirement that the generating functional vanishes
at an initial scale Λ0, where all fermionic modes in the functional integral are suppressed,
and that the full generating functional is recovered for Λ→ 0, where all fermionic modes
are taken into account. It is usually chosen as an infrared regularization that suppresses
low-energy modes at high scales. Apart from that the regularization scheme can be chosen
19
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with considerable freedom, including momentum and / or frequency cutoffs, interaction
cutoffs [84] and temperature cutoffs [80]. Even the external pairing field can be treated
as a regulator (see chapter 7).
The functional renormalization group differential equation follows after differentiation
of GΛ with respect to the scale Λ
∂ΛGΛ = e−GΛ∂ΛeGΛ =
= −∂Λ(ln detQΛ) + e−GΛ 1detQΛ
∫
D[χ¯, χ]e(χ¯,QΛχ)−V[χ¯,χ]−(χ¯,η)−(η¯,χ)(χ¯, Q˙Λχ) =
= tr(Q˙ΛGΛ0 )− e−G
Λ
(
δ
δη
, Q˙Λ
δ
δη¯
)
eGΛ , (2.5)
where the first term results from differentiation of the determinant and the second from
differentiation of the exponential factor in the measure (2.4). In the last equality, the
relation
∂Λ ln detQΛ = ∂Λ tr lnQΛ = − tr(GΛ0 Q˙Λ) (2.6)
was exploited and the χ-fields were expressed through derivatives with respect to η-fields.
Evaluating the remaining functional derivatives yields the functional renormalization
group differential equation
∂ΛGΛ = tr(Q˙ΛGΛ0 )−
(
δGΛ
δη
, Q˙Λ
δGΛ
δη¯
)
+ tr
(
Q˙Λ
δ2GΛ
δη¯δη
)
(2.7)
where tr
(
Q˙Λ δ
2GΛ
δη¯δη
)
= ∑α,β Q˙Λαβ δ2GΛδη¯βδηα . This functional renormalization group equation
describes how the scale dependent generating functional GΛ changes when the cutoff is
successively lowered and more modes are taken into account. Renormalization group
equations for connected Green functions follow from this functional renormalization group
equation by expansion of both sides in the source fields and comparison of coefficients.
Starting from (2.7), renormalization group equations for one-particle irreducible vertex
functions can easily be derived. Their generating functional is the so-called effective
action Γ[φ¯, φ], the Legendre transform of the generating functional for connected Green
functions G[η¯, η],
Γ[φ¯, φ] = −G[η¯, η]− (η¯, φ)− (φ¯, η), (2.8)
with fermionic Grassmann fields φ = φ[η¯, η] and φ¯ = φ¯[η¯, η]. The Legendre transform is
an involution so that G[η¯, η] is also the Legendre transform of Γ[φ¯, φ]. The generating
functionals and the fields are connected by
φ¯ = δG
δη
φ = −δG
δη¯
η¯ = δΓ
δφ
η = −δΓ
δφ¯
. (2.9)
These relations follow from the condition that Γ[φ¯, φ] (or G[η¯, η]) is stationary under
variation of η and η¯ (or φ¯ and φ) while φ¯ and φ (or η and η¯) are kept fixed.
The introduction of an infrared cutoff in G also makes the effective action and the
relations between η, η¯ and φ, φ¯ scale dependent while the fields φ and φ¯ are fixed.
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Consequently, the scale dependent generating functional for one-particle irreducible
vertex functions reads
ΓΛ[φ¯, φ] = −GΛ[η¯Λ, ηΛ]− (η¯Λ, φ)− (φ¯, ηΛ) (2.10)
where
ηΛ = ηΛ[φ¯, φ] η¯Λ = η¯Λ[φ¯, φ] (2.11)
and
φ¯ = δG
Λ
δηΛ
φ = −δG
Λ
δη¯Λ
η¯Λ = δΓ
Λ
δφ
ηΛ = −δΓ
Λ
δφ¯
. (2.12)
At the initial scale Λ0, ΓΛ0 [φ¯, φ] equals the regularized bare action of the system. For
Λ = 0, the full effective action ΓΛ=0[φ¯, φ] = Γ[φ¯, φ] is obtained. After differentiation of
equation (2.10) with respect to Λ, most terms cancel, yielding
∂ΛΓΛ = −∂ΛGΛ = − tr
(
Q˙ΛGΛ0
)
+
(
δGΛ
δηΛ
, Q˙Λ
δGΛ
δη¯Λ
)
− tr
(
Q˙Λ
δ2GΛ
δη¯ΛδηΛ
)
. (2.13)
The GΛ-functional on the right-hand side has to be expressed through the ΓΛ-functional.
For the second term this is straightforward using the above relations. The last term is
rewritten by exploiting the exact reciprocity relation (see for example [104]) δ2GΛδη¯δη − δ2GΛδη¯δη¯
− δ2GΛ
δηδη
δ2GΛ
δηδη¯
 =
 δ2ΓΛδφ¯δφ δ2ΓΛδφ¯δφ¯
δ2ΓΛ
δφδφ
δ2ΓΛ
δφδφ¯
−1 (2.14)
(note that the entries of this matrix carry two fermionic multi-indices from the functional
derivatives besides the “field index”). This yields
∂ΛΓΛ = − tr(Q˙ΛGΛ0 )− (φ¯, Q˙Λφ)− tr(Q˙Λ[(δ2ΓΛ)−1]11) (2.15)
where
[(δ2ΓΛ)−1]11 =
 δ2ΓΛδφ¯δφ δ2ΓΛδφ¯δφ¯
δ2ΓΛ
δφδφ
δ2ΓΛ
δφδφ¯
−1

11
= δ
2GΛ
δη¯ΛδηΛ
. (2.16)
In this chapter, bold symbols denote matrices in the “particle-hole space” spanned by
the fields φ, φ¯ or derivatives thereof. Expanding the effective action in the source fields,
its second functional derivative can be written as
δ2ΓΛ =
 δ2ΓΛδφ¯δφ δ2ΓΛδφ¯δφ¯
δ2ΓΛ
δφδφ
δ2ΓΛ
δφδφ¯
 = −(GΛ)−1 + Γ˜Λ = −(GΛ)−1(1−GΛΓ˜Λ) (2.17)
where Γ˜Λ is at least quadratic in the fields and GΛ is the (field independent) fermionic
propagator. In the following, the shorthand notation
δ2ΓΛ
δφ¯δφ
= ΓΛφ¯φ (2.18)
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is partially used for functional derivatives of the effective action or for matrix elements
of Γ˜Λ. Because of the field independent part in δ2ΓΛ, its inverse can be computed from
a geometric series,
(δ2ΓΛ)−1 = −(1−GΛΓ˜Λ)−1GΛ = −
∞∑
n=0
(
GΛΓ˜Λ
)n
GΛ. (2.19)
Inserting this expression into equation (2.15) yields the functional renormalization group
equation for one-particle irreducible vertex functions
∂ΛΓΛ = − tr(Q˙ΛGΛ0 )− (φ¯, Q˙Λφ) + tr
(
Q˙Λ
[ ∞∑
n=0
(
GΛΓ˜Λ
)n
GΛ
]
11
)
. (2.20)
From this equation it can be inferred that the renormalization contributions to one-
particle irreducible vertex functions are given by one-loop diagrams which are obtained
by forming trees of vertices and closing them with the so-called single-scale propagator
SΛ = GΛQ˙ΛGΛ = ∂ΛGΛ|ΣΛ=const., (2.21)
where GΛ is the regularized full one-particle Green function (see below). The renormaliz-
ation group flow described by equation (2.15) has to be integrated from an initial scale
Λ0 where no modes are taken into account in the generating functional, to the scale Λ = 0
where the full generating functional is recovered.
For bosonic fields, an equation very similar to (2.20) can be used as a starting point
for non-perturbative RG calculations without truncation of the bosonic potential [57].
For fermionic Grassmann fields, the above equation is only meaningful after expansion
in the source fields and comparison of coefficients as an equation for vertex functions.
In the following, this expansion is restricted to terms with up to six Grassmann fields
φ¯, φ in the effective action. Furthermore, only normal vertices (with an equal number
of Grassmann creators and annihilators) are considered, making the derived equations
appropriate for the normal state (in spinor representation) or a fermionic superfluid that
is invariant under spin rotations around at least one axis (in Nambu representation).
Thus, the effective action is expanded as
ΓΛ[φ¯, φ] = Γ(0) Λ +
∑
α,β
Γ(2) Λαβ φ¯αφβ +
1
(2!)2
∑
α,β,γ,δ
Γ(4) Λαβγδφ¯αφ¯βφγφδ
+ 1(3!)2
∑
α,β,γ,δ,µ,ν
Γ(6) Λαβγδµνφ¯αφ¯βφ¯γφδφµφν + . . . ,
(2.22)
where the Greek (multi-) indices collect quantum numbers like for example frequencies,
momenta and spin or Nambu indices. The coefficient of the quadratic term φ¯φ is the
inverse of the full one-particle propagator
Γ(2) Λαβ = (GΛ)−1αβ . (2.23)
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∂Λ = −
Figure 2.1.: Diagrammatic representation of the renormalization group equation for the
self-energy. The slashed line represents the single-scale propagator SΛ.
The coefficients of φ¯nφn are the antisymmetrized one-particle irreducible n-particle vertex
functions. For this ansatz, the matrix propagator that appears in the flow equations
reads
GΛ =
(
GΛ 0
0 −(GΛ)T
)
(2.24)
where (GΛ)Tαβ = GΛβα.
Analytical expressions for the flow equations are obtained after inserting the ansatz for
the fermionic effective action (2.22) in equation (2.20) and differentiation with respect to
source fields. The equations for the interaction correction to the density of the grand
canonical potential, the self-energy and the two-particle vertex read
∂ΛΓ(0) Λ = tr(Q˙Λ(GΛ −GΛ0 )) (2.25)
∂ΛΓ(2) Λαβ + ∂ΛQΛαβ = ∂ΛΣΛαβ = −
∑
γδ
SΛδγΓ
(4) Λ
αγδβ (2.26)
∂ΛΓ(4) Λαβγδ =
∑
a,b,c,d
[
(SΛabGΛcd + SΛcdGΛab)(Γ
(4) Λ
αbcδΓ
(4) Λ
dβγa − Γ(4) Λβbcδ Γ(4) Λdαγa)
− 12(SΛabGΛdc + SΛdcGΛab)Γ(4) ΛαβdaΓ(4) Λbcγδ
]
−∑
a,b
SΛbaΓ
(6) Λ
αβabγδ.
(2.27)
The three terms in the square bracket on the right hand side of equation (2.27) are
termed direct particle-hole diagram (ΠPH,d), crossed particle-hole diagram (ΠPH,cr) and
particle-particle diagram (ΠPP). The RG equation for the three-particle vertex is quite
lengthy and thus not given explicitly. An approximation that includes terms up to the
third order in the effective interaction is discussed below. The flow equation for the
self-energy is shown diagrammatically in figure 2.1. The topological structure of diagrams
that renormalise higher-order vertex functions is shown exemplarily for the two- and
three-particle vertex in figures 2.2(a) and 2.2(b).
In the following, the derivation of a two-loop renormalization group equation for the
fermionic two-particle vertex is presented. The result is very similar to the third-order
G˙-scheme by Salmhofer et al. [74], but might be more suitable for the extension of the
channel-decomposition scheme by Husemann and Salmhofer [86] or of chapter 4 to the
two-loop level. For obtaining the feedback of the three-particle vertex on the flow of the
two-particle vertex in third order in the effective interaction, it is sufficient to consider only
renormalization contributions to the three-particle vertex that originate from the third
diagram on the right hand side of the diagrammatic equation in figure 2.2(b). The reason
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a)
∂Λ = − +
|
b)
∂Λ =
|
+
−
+
|
Figure 2.2.: Simplified diagrammatic representation of the one-loop renormalization
group equations for the two- (a) and three-particle (b) vertex illustrating
the topological structure of diagrams.
is that the other two diagrams are at least of fourth order in the effective interaction
because the three- and four-particle vertex are at least O((Γ(4) Λ)3) and O((Γ(4) Λ)4),
respectively. Within this approximation, the RG equation for the three-particle vertex is
obtained after the evaluation of the functional derivatives in
∂ΛΓ(6) Λαβµνγδ =
δ6
δφδδφγδφνδφ¯µδφ¯βδφ¯α
(
1
3∂Λ,S tr(G
ΛΓ˜Λφ¯φG
ΛΓ˜Λφ¯φG
ΛΓ˜Λφ¯φ)
− ∂Λ,S tr(GΛΓ˜Λφ¯φGΛΓ˜Λφ¯φ¯(GΛ)T Γ˜Λφφ
)
|φ=φ¯=0
(2.28)
where ∂Λ,S is a shorthand for the operation ∂Λ,SGΛ = SΛ = ∂ΛGΛ|ΣΛ=const. and Γ˜Λφ¯φ
etc. represent the matrix elements of Γ˜Λ as defined in (2.17) containing the second
functional derivatives of the effective action with respect to the fields. Up to terms of
fourth order in Γ(4) Λ, it is possible to replace ∂Λ,SGΛ by ∂ΛGΛ (because the self-energy
insertions are themselves at least of order Γ(4) Λ) and furthermore to let the scale-derivative
also act on the vertices (because ∂ΛΓ(4) Λ is at least of order (Γ(4) Λ)
2). In this manner,
the right hand side of equation (2.28) can be written as a total derivative with respect to
Λ and hence integrated, yielding
Γ(6) Λαβµνγδ =
δ6
δφδδφγδφνδφ¯µδφ¯βδφ¯α
(
1
3 tr(G
ΛΓ˜Λφ¯φG
ΛΓ˜Λφ¯φG
ΛΓ˜Λφ¯φ)
− tr(GΛΓ˜Λφ¯φGΛΓ˜Λφ¯φ¯(GΛ)T Γ˜Λφφ
)
|φ=φ¯=0
(2.29)
for a system with only two-particle interactions on the microscopic level (note that GΛ0
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Figure 2.3.: Simplified diagrammatic representation of the two-loop equation for the
fermionic two-particle vertex. The second and the third diagram on the right
hand side can be classified as two-loop contributions with non-overlapping
and overlapping loops, respectively.
vanishes). The evaluation of the functional derivatives in the first line yields
(Γ(6) Λαβµνγδ)(1) = 13
δ6
δφδδφγδφνδφ¯µδφ¯βδφ¯α
tr(GΛΓ˜Λφ¯φG
ΛΓ˜Λφ¯φG
ΛΓ˜Λφ¯φ)|φ=φ¯=0
=
∑
a,b,c,d,e,f
GΛabG
Λ
cdG
Λ
ef
(
Γ(4) ΛαbeδΓ
(4) Λ
βdaνΓ
(4) Λ
µfcγ − Γ(4) ΛαbeδΓ(4) ΛµdaνΓ(4) Λβfcγ + Γ(4) ΛαbeγΓ(4) ΛµdaνΓ(4) Λβfcδ
− Γ(4) ΛαbeγΓ(4) ΛβdaνΓ(4) Λµfcδ + Γ(4) ΛαbeδΓ(4) ΛµdaγΓ(4) Λβfcν − Γ(4) ΛαbeδΓ(4) ΛβdaγΓ(4) Λµfcν
− Γ(4) ΛαbeγΓ(4) ΛµdaδΓ(4) Λβfcν + Γ(4) ΛαbeγΓ(4) ΛβdaδΓ(4) Λµfcν − Γ(4) ΛαbeνΓ(4) ΛµdaγΓ(4) Λβfcδ
+ Γ(4) ΛαbeνΓ
(4) Λ
βdaγΓ
(4) Λ
µfcδ + Γ
(4) Λ
αbeνΓ
(4) Λ
µdaδΓ
(4) Λ
βfcγ − Γ(4) ΛαbeνΓ(4) ΛβdaδΓ(4) Λµfcγ
)
(2.30)
and the second line is equal to
(Γ(6) Λαβµνγδ)(2) = −
δ6
δφδδφγδφνδφ¯µδφ¯βδφ¯α
tr(GΛΓ˜Λφ¯φG
ΛΓ˜Λφ¯φ¯(G
Λ)T Γ˜Λφφ
)
|φ=φ¯=0
=
∑
a,b,c,d,e,f
GΛabG
Λ
cdG
Λ
ef
(
Γ(4) ΛαβcaΓ
(4) Λ
fdγδΓ
(4) Λ
µbeν + Γ
(4) Λ
αβcaΓ
(4) Λ
fdνγΓ
(4) Λ
µbeδ + Γ
(4) Λ
αβcaΓ
(4) Λ
fdδνΓ
(4) Λ
µbeγ
+ Γ(4) ΛβµcaΓ
(4) Λ
fdγδΓ
(4) Λ
αbeν + Γ
(4) Λ
βµcaΓ
(4) Λ
fdνγΓ
(4) Λ
αbeδ + Γ
(4) Λ
βµcaΓ
(4) Λ
fdδνΓ
(4) Λ
αbeγ
+ Γ(4) ΛµαcaΓ
(4) Λ
fdγδΓ
(4) Λ
βbeν + Γ(4) ΛµαcaΓ
(4) Λ
fdνγΓ
(4) Λ
βbeδ + Γ(4) ΛµαcaΓ
(4) Λ
fdδνΓ
(4) Λ
βbeγ
)
.
(2.31)
These contributions are formally split for a more convenient diagrammatic representation,
where they differ in the direction of internal propagators. While all internal propagators
in the former have the same mathematical sense, they run in different directions in
the latter. The insertion of this approximation for the three-particle vertex into the
flow equation (2.27) for the two-particle vertex yields a two-loop equation for Γ(4) Λ in
O((Γ(4) Λ)3) that is schematised diagrammatically in figure 2.3. Including external multi-
indices and arrows on fermionic propagators, the two-loop contributions are depicted
diagrammatically in figures 2.4 and 2.5. Note that the (non-simplified) diagrammatic
equations contain all signs and combinatorial factors that arise for the given configuration
of propagators and effective interactions.
The two-loop contributions can be classified into diagrams with non-overlapping or
overlapping loops (in the sense of Feldman et al. [105]), whose topological structure is
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Figure 2.4.: Diagrammatic representation of the two-loop renormalization contributions
to the two-particle vertex Γ(4) Λ as obtained from equation (2.30).
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Figure 2.5.: Diagrammatic representation of the two-loop renormalization contributions
to the two-particle vertex Γ(4) Λ as obtained from equation (2.31). Some
contributions have been simplified by exploiting symmetries of the vertex
under the exchange of particles (making, however, exchange symmetries of
the right hand side less transparent).
27
2. Functional renormalization group
schematised in the second and the third diagram on the right hand side of the equation
in figure 2.3, respectively. Diagrams with non-overlapping loops arise if the single-scale
propagator in the two-loop contributions in equation (2.27) begins and ends at the
same vertex, yielding insertions of scale-differentiated self-energies. These can effectively
be included in the one-loop equation by replacing single-scale propagators by scale-
differentiated full propagators [99, 100] using the relation
∂ΛG
Λ = SΛ −GΛ∂ΛΣΛGΛ (2.32)
that follows from (2.21). This yields
∂ΛΓ(4) Λαβγδ =
∑
a,b,c,d
[
∂Λ(GΛabGΛcd)(Γ
(4) Λ
αbcδΓ
(4) Λ
dβγa − Γ(4) Λβbcδ Γ(4) Λdαγa)
− 12∂Λ(GΛabGΛdc)Γ(4) ΛαβdaΓ(4) Λbcγδ
]
−∑
a,b
(
SΛbaΓ
(6) Λ
αβabγδ
)
overlapping
(2.33)
where the last term contains contributions in O((Γ(4) Λ)3) with overlapping loops, in
which the single-scale propagator begins and ends at different vertices. The diagrams
with overlapping loops are usually neglected due to phase space arguments, which are
valid above the critical scale [74]. Note that up to terms of O((Γ(4) Λ)4), it would be
possible to replace SΛ by ∂ΛGΛ in the last term of (2.33).
Neglecting diagrams with overlapping loops, one arrives at the modified one-loop
equation for the two-particle vertex as proposed by Katanin [100],
∂ΛΓ(4) Λαβγδ = Π
PH,d
αβγδ − ΠPH,crαβγδ − 12ΠPPαβγδ
=
∑
a,b,c,d
[
∂Λ(GΛabGΛcd)(Γ
(4) Λ
αbcδΓ
(4) Λ
dβγa − Γ(4) Λβbcδ Γ(4) Λdαγa)
− 12∂Λ(GΛabGΛdc)Γ(4) ΛαβdaΓ(4) Λbcγδ
]
.
(2.34)
This equation is shown diagrammatically in figure 2.6 including all distinct diagrams and
arrows on the lines. In comparison to the O((Γ(4) Λ)2)-contributions in equation (2.27),
the single-scale propagators are replaced by scale-differentiated full propagators through
the inclusion of self-energy feedback from the third order in Γ(4) Λ. The truncation
consisting of this equation and the flow equation for the self-energy allows to solve
mean-field models exactly [99] and to continue RG flows to the symmetry-broken phase
also in models with non-reduced interactions like the attractive Hubbard model [101]. It
serves as the basis for the one-loop channel-decomposition scheme for a singlet superfluid
that is presented in section 4.1.
Up to terms of fourth order in the two-particle vertex, equation (2.33) is equivalent
to the so-called third-order-G˙Λ scheme by Salmhofer et al. [99], in which the diagram
with overlapping loops involving a single-scale propagator is replaced by its total scale
derivative with full propagators on the lines. The above equation seems to provide
a better starting point for the extension of the channel-decomposition scheme to the
two-loop level, which is discussed in section 4.3.
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Figure 2.6.: Diagrammatic representation of the renormalization group equation for the
two-particle vertex in the modified one-loop truncation by Katanin [100]. The
dots denote scale derivatives acting on the products of fermionic propagators.
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3. Nambu vertex in a singlet
superfluid
In this chapter, the structure of the Nambu two-particle vertex in a singlet superfluid is
studied. By exploiting symmetries, the number of its independent components describing
normal and anomalous effective interactions is reduced to a minimum. This simplifies
the identification of the singular dependences of the vertex on external momenta and
frequencies and allows for a decomposition of the vertex in interaction channels. The latter
provides the starting point for the derivation of channel-decomposed renormalization
group equations for the vertex, which are presented in chapter 4.
3.1. General structure and symmetries
In this section, the structure of the two-particle vertex in a singlet superfluid is studied
and simplified by exploiting symmetries. In this work, the following symmetries are
assumed to hold:
• spin rotation invariance
• inversion symmetry
• time reversal symmetry
• translation invariance.
In addition, the effective action is assumed to be Osterwalder-Schrader positive, reflect-
ing the hermiticity of the Hamiltonian in the functional integral formalism [106, 107].
The action of the symmetry operations associated with time reversal and positivity is
summarized in appendix A.
The vertex part of the effective action of a singlet superfluid can be written as
V [ψ¯, ψ] = V(2+2)[ψ¯, ψ] + V(3+1)[ψ¯, ψ] + V(4+0)[ψ¯, ψ] (3.1)
where ψ,ψ¯ represent fermionic Grassmann fields in spinor representation. The first term
on the right hand side describes the normal effective interaction and the other terms
anomalous effective interactions. The latter appear due to the breaking of the gauge
symmetry for global charge conservation in a superfluid, similarly to the anomalous
self-energy. They describe processes in which the number of particles is not conserved
because of scattering to and out of the fermionic condensate (similar to the interacting
Bose gas, see for example [104]). In spinor representation, they are described by operators
with an unequal number of creation and annihilation operators. Salmhofer et al. [99]
showed that linear combinations of the normal effective interaction in the Cooper channel
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and the anomalous (4+0)-effective interaction, which creates or annihilates four particles,
describe the amplitude and phase mode of the superfluid gap. In the presence of other
interaction channels besides the Cooper channel, anomalous (3+1)-effective interactions
appear that create three particles and annihilate one or vice versa, mixing the particle-
particle and the particle-hole channels [16]. These were also included in the fermionic RG
study by Gersch et al. [101], but their physical significance was not clarified completely
and symmetries were not fully exploited.
Taking advantage of symmetries allows to formulate an ansatz that sheds some light
on the physical meaning of the anomalous effective interactions and leads to great
simplifications of their structure – in particular for a system with spin rotation invariance.
The implementation of this symmetry is more transparent in spinor representation,
which is why the ansatz is first formulated in this representation and then rewritten in
Nambu representation. The latter representation greatly simplifies the diagrammatics
in a superfluid, because only vertices with an equal number of Nambu creation and
annihilation operators appear. The operators in spinor representation (c(†)) and Nambu
representation (a(†)) are related through the mapping
a†k,+ = c
†
k↑ ak,+ = ck↑
a†k,− = c−k↓ ak,− = c
†
k↓
(3.2)
while the Grassmann fields in spinor representation (ψ and ψ¯) and Nambu representation
(φ and φ¯) are related by
φ¯k+ = ψ¯k↑ φk+ = ψk↑
φ¯k− = ψ−k↓ φk− = ψ¯−k↓
(3.3)
where k = (k0,k) collects Matsubara frequencies and momenta. For the implementation of
spin rotation invariance, it is most straightforward first to construct general spin rotation
invariant interaction operators and to subsequently obtain an ansatz for the vertex part
of the fermionic effective action by replacing fermionic operators by Grassmann fields
and by endowing the coefficients with the most general frequency dependence. Before
presenting the construction of ansätze for the anomalous effective interaction, the outlined
procedure is demonstrated for the normal effective interaction. Its spin structure is well
known and can for example be found in [78, 86].
3.1.1. Normal (2+2)-effective interaction
Spinor representation
In this subsection, an ansatz for the normal part of the effective interaction in a singlet
superfluid V(2+2)[ψ¯, ψ] is constructed. It describes scattering processes in which the
number of particles is conserved,
V(2+2)[ψ¯, ψ] ∝ ψ¯ψ¯ψψ. (3.4)
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The construction starts with a general (2+2)-interaction operator that commutes with
the z-component of spin,
OV =aV1234c
†
1↑c
†
2↑c3↑c4↑ + bV1234c
†
1↓c
†
2↓c3↓c4↓ + dV1234c
†
1↑c
†
2↓c3↑c4↓ + eV1234c
†
1↓c
†
2↑c3↓c4↑
+ fV1234c
†
1↑c
†
2↓c3↓c4↑ + gV1234c
†
1↓c
†
2↑c3↑c4↓
(3.5)
where 1, 2, 3 and 4 are dummy indices representing an arbitrary set of quantum numbers
that is summed over. The coefficients aV , bV , dV , eV , fV as well as gV are arbitrary
functions of the fermionic quantum numbers without any assumed symmetries. They carry
the superscript V , because the normal (2+2)-vertex is termed V below. Spin rotation
invariance imposes relations between the coefficient functions, which are obtained from
computing the commutator
[Sx, OV ] != 0 (3.6)
and comparison of coefficients for different operators. Solving the resulting linear system
of equations yields1
fV = gV aV = dV + fV
eV = dV bV = dV + fV
and reduces the number of independent coefficients to two. Thus, OV can be written as
OV =(dV1234 + fV1234)(c
†
1↑c
†
2↑c3↑c4↑ + c
†
1↓c
†
2↓c3↓c4↓) + dV1234(c
†
1↑c
†
2↓c3↑c4↓ + c
†
1↓c
†
2↑c3↓c4↑)
+ fV1234(c
†
1↑c
†
2↓c3↓c4↑ + c
†
1↓c
†
2↑c3↑c4↓).
(3.7)
Setting dV = −αV + βV and f = αV + βV yields an operator whose spin structure
resembles the decomposition of a two-particle interaction operator into a spin singlet
part and a spin triplet part (with yet unsymmetrized coefficients):
OV =αV1234(c
†
1↑c
†
2↓c3↓c4↑ + c
†
1↓c
†
2↑c3↑c4↓ − c†1↑c†2↓c3↑c4↓ − c†1↓c†2↑c3↓c4↑)
+βV1234
[
c†1↑c
†
2↓c3↑c4↓ + c
†
1↓c
†
2↑c3↓c4↑ + c
†
1↑c
†
2↓c3↓c4↑ + c
†
1↓c
†
2↑c3↑c4↓
+ 2(c†1↑c
†
2↑c3↑c4↑ + c
†
1↓c
†
2↓c3↓c4↓)
]
.
(3.8)
Replacing operators through Grassmann variables
c†1σ1 → ψ¯k1σ1 c1σ1 → ψk1σ1 , (3.9)
adding quantum numbers including Matsubara frequencies with k = (k0,k)
αV1234 → V Sk1k2k3k4 βV1234 → V Tk1k2k3k4 (3.10)
and symmetrizing the coefficients through the replacement
ψ¯k1σ1ψ¯k2σ2ψk3σ3ψk4σ4 →
1
4(ψ¯k1σ1ψ¯k2σ2 − ψ¯k2σ2ψ¯k1σ1)(ψk3σ3ψk4σ4 − ψk4σ4ψk3σ3) (3.11)
1All dummy indices appear in the same order and are therefore suppressed, aV ≡ aV1234.
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in order to incorporate the indistinguishability of the fermions, the final result can be
written as2
V(2+2)[ψ¯, ψ] =
1
2
∑
ki,σi
(Sσ1σ2σ3σ4V Sk1k2k3k4 + Tσ1σ2σ3σ4V
T
k1k2k3k4)ψ¯k1σ1ψ¯k2σ2ψk3σ3ψk4σ4 . (3.12)
Equation (3.12) is the well-known singlet-triplet decomposition of the normal effective
interaction with Sσ1σ2σ3σ4 = 12(δσ1σ4δσ2σ3 − δσ1σ3δσ2σ4) and Tσ1σ2σ3σ4 = 12(δσ1σ4δσ2σ3 +
δσ1σ3δσ2σ4) being the projection operators on the spin singlet and triplet components of
the interaction. After symmetrization, the singlet and the triplet vertex are symmetric
and antisymmetric, respectively, under the exchange of the incoming or the outgoing
particles,
V Sk1k2k3k4 = V
S
k2k1k3k4 = V
S
k1k2k4k3 = V
S
k2k1k4k3 (3.13)
V Tk1k2k3k4 = −V Tk2k1k3k4 = −V Tk1k2k4k3 = V Tk2k1k4k3 . (3.14)
However, for the definition of interaction channels, it is more convenient to use vertex
functions that are symmetric only under the simultaneous exchange of both incoming
and outgoing particles,
Vk1k2k3k4
def= V Sk1k2k3k4 + V
T
k1k2k3k4 = Vk2k1k4k3 . (3.15)
In terms of vertex functions with this exchange symmetry, the normal effective interaction
reads
V(2+2)[ψ¯, ψ] =
1
4
∑
ki,σi
(δσ1σ4δσ2σ3Vk1k2k3k4 − δσ1σ3δσ2σ4Vk1k2k4k3)ψ¯k1σ1ψ¯k2σ2ψk3σ3ψk4σ4 (3.16)
and equals the ansatz used by Husemann and Salmhofer [86].
The symmetries mentioned at the beginning of this section entail the following con-
straints on the momentum and frequency dependence of Vk1k2k3k4 :
Vk1k2k3k4 ∝ δk1+k2,k3+k4 Translation invariance
Vk1k2k3k4 = Vk2k1k4k3 Exchange of particles
Vk1k2k3k4 = V ∗¯k4k¯3k¯2k¯1 Positivity
Vk1k2k3k4 = VRk4Rk3Rk2Rk1 Time reversal
Vk1k2k3k4 = VRk1Rk2Rk3Rk4 Space inversion
(3.17)
where k¯ = (−k0,k), Rk = (k0,−k) and ∗ denoting complex conjugation.
2Note that temperature and volume prefactors are absorbed in the summation symbols. In the
ansatz for the effective action, momentum and frequency summation symbols should be read as∑
k1,k2,k3,k4
(. . .) ≡ (βL)−1∑k1,k2,k3,k4(. . .) where β = T−1 is the inverse temperature and L the
volume of the system. In the flow equations, one factor (βL)−1 appears per momentum and frequency
integration.
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Nambu representation
The rewriting of the effective interaction (3.16) in Nambu representation is straightforward,
albeit lengthy. Applying the relations (3.3) to (3.16) yields
V(2+2)[φ¯, φ] =
1
4
∑
ki,si
[
(Vk1k2k3k4 − Vk1k2k4k3)δs1+δs2+δs3+δs4+
+ (V−k4,−k3,−k2,−k1 − V−k3,−k4,−k2,−k1)δs1−δs2−δs3−δs4−
+ Vk1,−k4,−k2,k3δs1+δs2−δs3+δs4− + Vk2,−k3,−k1,k4δs1−δs2+δs3−δs4+
− Vk1,−k3,−k2k4δs1+δs2−δs3−δs4+ − Vk2,−k4,−k1,k3δs1−δs2+δs3+δs4−
]
×
× φ¯k1s1φ¯k2s2φk3s3φk4s4 .
(3.18)
3.1.2. Anomalous (3+1)-effective interaction
Spinor representation
The construction of an ansatz for the anomalous (3+1)-effective interaction that creates
three particles and annihilates one or vice versa,
V(3+1)[ψ¯, ψ] ∝ ψ¯ψ¯ψ¯ψ and ∝ ψ¯ψψψ, (3.19)
works similarly to the normal (2+2)-effective interaction. It is sufficient to consider
interaction operators that create three particles and annihilate one, because the part of
the operator or action that creates one particle and annihilates three can be fixed by
demanding hermiticity of the interaction operator or Osterwalder-Schrader positivity of
the action. For such (3+1)-operators, spin rotation invariance around the z-axis holds if
the commutator
[Sz, c†σ1c
†
σ2c
†
σ3cσ4 ] = (σ1 + σ2 + σ3 − σ4)c†σ1c†σ2c†σ3cσ4 (3.20)
vanishes. This is the case if the spin of the annihilation operator equals that of one creation
operator and if the spin of the other two creation operators are opposite. Constructing
the linear combination of all such (3+1)-operators yields
OΩ =aΩ1234c
†
1↑c
†
2↑c
†
3↓c4↑ + bΩ1234c
†
1↑c
†
2↓c
†
3↑c4↑ + dΩ1234c
†
1↓c
†
2↑c
†
3↑c4↑
+eΩ1234c
†
1↓c
†
2↓c
†
3↑c4↓ + fΩ1234c
†
1↓c
†
2↑c
†
3↓c4↓ + gΩ1234c
†
1↑c
†
2↓c
†
3↑c4↓
(3.21)
with coefficients that depend on an arbitrary set of quantum numbers. They carry the
superscript Ω, because the anomalous (3+1)-vertex is termed Ω below. Spin rotation
invariance around all axes requires
[Sx, OΩ] != 0 (3.22)
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to hold in addition. Comparing coefficients of different operators in the resulting expression
leads to a system of four linearly independent equations3
fΩ = −bΩ gΩ = bΩ + aΩ
eΩ = −aΩ dΩ = −bΩ − aΩ
that reduces the number of independent coefficient functions from six to two. Therefore,
the operator OΩ simplifies to
OΩ = aΩ1234(c
†
1↑c
†
2↑c
†
3↓c4↑ + c
†
1↑c
†
2↓c
†
3↓c4↓ − c†1↓c†2↑c†3↑c4↑ − c†1↓c†2↓c†3↑c4↓)
+ bΩ1234(c
†
1↑c
†
2↓c
†
3↑c4↑ + c
†
1↑c
†
2↓c
†
3↓c4↓ − c†1↓c†2↑c†3↑c4↑ − c†1↓c†2↑c†3↓c4↓)
(3.23)
with yet unsymmetrized coefficient functions.
In order to shed some light on the physical meaning of the anomalous (3+1)-effective
interactions, it is convenient to redefine the coefficient functions analogously to the
singlet-triplet decomposition of the normal interaction. This rewriting is not mandatory,
but does not reduce the generality of the ansatz and helps in defining interaction channels
(see section 3.2). Introducing
aΩ1234 = ηΩ1234 + ιΩ1234 bΩ1234 = ηΩ1234 − ιΩ1234,
the operators are regrouped into
OΩ = ιΩ1234
∑
σ
c†1σ(c†2↑c
†
3↓ − c†2↓c†3↑)c4σ
+ ηΩ1234
[∑
σ
σc
†
1σ(c†2↑c
†
3↓ + c
†
2↓c
†
3↑)c4σ + 2(c
†
1↑c
†
2↓c
†
3↓c4↓ − c†1↓c†2↑c†3↑c4↑)
] (3.24)
where ↑ = 1, ↓ = −1. After symmetrization under those exchanges of particles that
leave the spin wave-function invariant (i. e. exchange of particles 2 and 3), the spin
structure of the first term suggests that it describes the interaction between Cooper
pairs and charge density fluctuations. The role of the second term is not so obvious
because of the triplet structure of the involved operators. It is expected to describe
interaction processes between particle-particle and particle-hole pairs involving a spin flip
(for example the scattering of two fermions out of the condensate into a spin triplet final
state). Introducing fermionic Grassmann fields and quantum numbers as above leads to
the ansatz for the anomalous (3+1)-effective interaction
V(3+1)[ψ¯, ψ] =
1
2
∑
ki
[
ΩSk1k2k3k4
∑
σ
ψ¯k1σ(ψ¯k2↑ψ¯k3↓ − ψ¯k2↓ψ¯k3↑)ψk4σ
+ ΩTk1k2k3k4
(∑
σ
σψ¯k1σ(ψ¯k2↑ψ¯k3↓ + ψ¯k2↓ψ¯k3↑)ψk4σ
+ 2(ψ¯k1↑ψ¯k2↓ψ¯k3↓ψk4↓ − ψ¯k1↓ψ¯k2↑ψ¯k3↑ψk4↑)
)
+ conj.
]
(3.25)
3All dummy indices appear in the same order and are therefore suppressed, aΩ ≡ aΩ1234.
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where the terms involving one creation and three annihilation operators follow from
the invariance under Osterwalder-Schrader positivity (abbreviated by “conj.”). The
superscripts S and T stand for singlet and triplet following the spin structure of the
particle-particle pair operators.
Differently from the normal effective interaction, it is preferable to defer the total
antisymmetrization of the coefficient functions in the anomalous (3+1)-effective interaction
to the Nambu representation. The reason is that the apparent symmetry of the spin
part of the above ansatz under the exchange of particles is less transparent after total
antisymmetrization. More importantly, some exchange symmetries of the antisymmetrized
coefficient functions would disappear again in Nambu representation because of the
mapping between creation and annihilation operators4. Therefore, it seems convenient to
work with ΩS and ΩT instead of the totally antisymmetrized coefficients and to exploit
only those particle-exchange symmetries that leave the spin wave functions invariant, so
that
ΩSk1k2k3k4 = Ω
S
k1k3k2k4 Ω
T
k1k2k3k4 = −ΩTk1k3k2k4 . (3.26)
These exchange symmetries also leave the total momentum of the particle-particle pair
invariant. In this form, the anomalous (3+1)-effective interaction provides a good starting
point for the definition of interaction channels (see section 3.2).
The discrete symmetries mentioned at the beginning of this section imply the following
relations for ΩSk1k2k3k4 and ΩTk1k2k3k4 :
Ωik1k2k3k4 ∝ δk1+k2+k3,k4 Translation invariance
ΩSk1k2k3k4 = ΩSk1k3k2k4 Exchange of particles
ΩTk1k2k3k4 = −ΩTk1k3k2k4
Ωik1k2k3k4 = Ωi
∗
−k1,−k2,−k3,−k4 Time reversal and positivity
Ωik1k2k3k4 = ΩiRk1Rk2Rk3Rk4 Space inversion
(3.27)
with i ∈ {S, T}, k¯ = (−k0,k), Rk = (k0,−k) and ∗ denoting complex conjugation.
Nambu representation
Demanding spin rotation invariance yields substantial simplifications for the anomalous
components of the Nambu vertex in a singlet superfluid. Gersch et al. [101] only exploited
spin rotation invariance around one axis and had to deal with four functions describing
the anomalous (3+1)-effective interactions, out of which two were independent because
of particle-exchange symmetries and time reversal symmetry. Invariance under spin
rotations around all axes reduces the number of independent functions describing the
anomalous (3+1)-effective interaction in Nambu representation to only one and the
discrete symmetries further constrain its momentum and frequency dependence.
4The Nambu vertices are given by linear combinations of spinor vertices that transform differently
under the exchange of particles. These linear combinations are less symmetric than the individual
terms.
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The anomalous (3+1)-effective interaction in Nambu representation is obtained from
equation (3.25) by use of the relations (3.3) and antisymmetrization through
φ¯k1s1φ¯k2s2φk3s3φk4s4 →
1
4(φ¯k1s1φ¯k2s2 − φ¯k2s2φ¯k1s1)(φk3s3φk4s4 − φk4s4φk3s3), (3.28)
yielding
V(3+1)[φ¯, φ] =
1
4
∑
ki,si
[
Ωk1k2k3k4δs1+δs2+δs3−δs4+ − Ωk1k2k4k3δs1+δs2+δs3+δs4−
+ Ω−k4,−k3,−k1,−k2δs1+δs2−δs3−δs4− − Ω−k4,−k3,−k2,−k1δs1−δs2+δs3−δs4−
+ Ω∗−k4,−k3,−k2,−k1δs1+δs2−δs3+δs4+ − Ω∗−k4,−k3,−k1,−k2δs1−δs2+δs3+δs4+
+ Ω∗k1k2k4k3δs1−δs2−δs3−δs4+ − Ω∗k1k2k3k4δs1−δs2−δs3+δs4−
]
×
× φ¯k1s1φ¯k2s2φk3s3φk4s4 (3.29)
where Ωk1k2k3k4 is related to ΩSk1k2k3k4 and ΩTk1k2k3k4 by
Ωk1k2k3k4 =
1
2(Ω
S
k1k2,−k3,k4 + Ω
S
k1,−k3,k2k4 − ΩSk2k1,−k3,k4 − ΩSk2,−k3,k1k4)
+ 12(Ω
T
k1k2,−k3,k4 − ΩTk2k1,−k3,k4 + ΩTk2,−k3,k1k4 − ΩTk1,−k3,k2k4
+ 2ΩT−k3,k2k1k4 − 2ΩT−k3,k1k2k4) =
= ΩSk1k2,−k3,k4 − ΩSk2k1,−k3,k4 + ΩTk1k2,−k3,k4 − ΩTk2k1,−k3,k4 + 2ΩT−k3,k2k1k4 .
(3.30)
The first equality holds without any assumption on the symmetries under the exchange
of indices of Ωik1k2k3k4 while the second equality holds for the partial symmetrization
described above. Ωk1k2k3k4 is antisymmetric with respect to the exchange of the first two
indices,
Ωk1k2k3k4 = −Ωk2k1k3k4 , (3.31)
and time reversal invariance implies
Ωk1k2k3k4 = Ω∗−k1,−k2,−k3,−k4 . (3.32)
Without time reversal invariance, there is still only one independent function Ωk1k2k3k4 ,
but the simple relation to its complex conjugate ceases to hold.
3.1.3. Anomalous (4+0)-effective interaction
Spinor representation
For the construction of a spin-rotation invariant ansatz for the anomalous (4+0)-effective
interaction, it is sufficient to consider the part of the effective interaction that creates
four particles and annihilates none. As for the anomalous (3+1)-effective interaction, the
other part involving four annihilation operators can be fixed subsequently by demanding
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Osterwalder-Schrader positivity of the action or hermiticity of the operator. The starting
point is a linear combination of all interaction operators that create four particles and
conserve the spin projection for example in the z direction. This requirement is fulfilled
if two spin up and two spin down particles are created, leading to
OW = aW1234c
†
1↑c
†
2↓c
†
3↑c
†
4↓ + bW1234c
†
1↓c
†
2↑c
†
3↓c
†
4↑ + dW1234c
†
1↑c
†
2↓c
†
3↓c
†
4↑
+ eW1234c
†
1↓c
†
2↑c
†
3↑c
†
4↓ + fW1234c
†
1↑c
†
2↑c
†
3↓c
†
4↓ + gW1234c
†
1↓c
†
2↓c
†
3↑c
†
4↑.
(3.33)
In this ansatz, aW , bW , dW , eW , fW and gW are arbitrary coefficient functions without any
assumed symmetries. They carry the superscriptW , because the anomalous (4+0)-vertex
is termedW below. This ansatz obviously commutes with Sz. The total spin is conserved
by this interaction operator, if it also commutes with Sx,
[Sx, OW ] != 0. (3.34)
This commutator yields relations among the coefficient functions. Demanding that
prefactors of distinct operators vanish leads to a linear system of eight equations, out of
which four are independent5:
aW + eW + gW = 0 bW + dW + fW = 0
aW + eW + fW = 0 bW + dW + gW = 0
aW + dW + fW = 0 bW + eW + gW = 0
aW + dW + gW = 0 bW + eW + fW = 0.
This system is for example solved by
bW = aW gW = fW eW = dW aW + dW + fW = 0
where two coefficients out of aW , dW and fW are independent. Thus, the above operator
simplifies to
OW = aW1234(c
†
1↑c
†
2↓c
†
3↑c
†
4↓ + c
†
1↓c
†
2↑c
†
3↓c
†
4↑) + dW1234(c
†
1↑c
†
2↓c
†
3↓c
†
4↑ + c
†
1↓c
†
2↑c
†
3↑c
†
4↓)
+ fW1234(c
†
1↑c
†
2↑c
†
3↓c
†
4↓ + c
†
1↓c
†
2↓c
†
3↑c
†
4↑).
(3.35)
Regrouping terms by defining
dW = αW + βW aW = βW − αW fW = −2βW (3.36)
yields
OW = αW1234(c
†
1↑c
†
2↓c
†
3↓c
†
4↑ + c
†
1↓c
†
2↑c
†
3↑c
†
4↓ − c†1↑c†2↓c†3↑c†4↓ − c†1↓c†2↑c†3↓c†4↑)
+ βW1234
[
c†1↑c
†
2↓c
†
3↓c
†
4↑ + c
†
1↓c
†
2↑c
†
3↑c
†
4↓ + c
†
1↑c
†
2↓c
†
3↑c
†
4↓ + c
†
1↓c
†
2↑c
†
3↓c
†
4↑
− 2(c†1↑c†2↑c†3↓c†4↓ + c†1↓c†2↑c†3↑c†4↑)
]
,
(3.37)
5All dummy indices appear in the same order and are therefore suppressed, aW ≡ aW1234.
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where the spin-wave function of the operator part in the first line is odd under the
exchange 1 ↔ 2 or 3 ↔ 4 and resembles singlet Cooper pairs whereas the spin-wave
function of the operator part in the second line is even under these transformations and
resembles triplet Cooper pairs. As for the anomalous (3+1)-effective interaction, the
regrouping through (3.36) is not mandatory, but simplifies the definition of interaction
channels and the channel-decomposition of the renormalization group equations6.
Adding quantum numbers and replacing operators by Grassmann fields yields the
ansatz for the anomalous (4+0)-contribution in the vertex part of the effective action:
V(4+0)[ψ¯, ψ] = −18
∑
ki,σi
[
W Sk1k2k3k4(δσ1σ4δσ2σ3 − δσ1σ3δσ2σ4)ψ¯k1σ1ψ¯k2σ2ψ¯k3σ3ψ¯k4σ4
+W Tk1k2k3k4
[
(ψ¯k1↑ψ¯k2↓ + ψ¯k1↓ψ¯k2↑)(ψ¯k3↓ψ¯k4↑ + ψ¯k3↑ψ¯k4↓)
− 2(ψ¯k1↑ψ¯k2↑ψ¯k3↓ψ¯k4↓ + ψ¯k1↓ψ¯k2↓ψ¯k3↑ψ¯k4↑)
]
+ conj.
]
.
(3.38)
The prefactor of this ansatz is chosen in such a way that the linear combinations of
normal (2+2)- and anomalous (4+0)-effective interactions that describe the amplitude
and phase mode of the superfluid gap are the same as in [99, 101]. The ansatz is invariant
under those particle exchanges that leave the spin structure unaltered if the coefficients
fulfil
W Sk1k2k3k4 = W
S
k2k1k3k4 = W
S
k1k2k4k3 = W
S
k2k1k4k3 = W
S
k4k3k2k1
W Tk1k2k3k4 = −W Tk2k1k3k4 = −W Tk1k2k4k3 = W Tk2k1k4k3 = W Tk4k3k2k1
(3.39)
where the last identity follows after reversing the order of the four fields. The total
antisymmetrization is deferred until Nambu fields are introduced because some possible
exchange symmetries of the (4+0)-vertices in spinor representation are lost again in the
Nambu representation due to the mapping between creation and annihilation operators.
Furthermore, the above expression is most convenient for the identification of singular
momentum dependences and the definition of interaction channels.
The discrete symmetries impose further constraints on the momentum and frequency
dependence of W Sk1k2k3k4 and W Tk1k2k3k4 :
W ik1k2k3k4 ∝ δk1+k2+k3+k4,0 Translation invariance
W ik1k2k3k4 = W i ∗−k1,−k2,−k3,−k4 Time reversal and positivity
W ik1k2k3k4 = W iRk1Rk2Rk3Rk4 Space inversion
(3.40)
where i ∈ {S, T}, k¯ = (−k0,k), Rk = (k0,−k) and ∗ denoting complex conjugation.
6Different choices, for example with aW and dW being independent and fW = −aW − dW fixed, allow
to regroup the operators into singlet Cooper pairs. Introducing interaction channels in the obvious
way with the total momentum of the Cooper pairs as singular dependence, one runs into the problem
that no term with transfer momentum k1 + k2 appears in Nambu representation. However, such
a term is required to achieve an assignment of diagrams to interaction channels according to the
singular momentum dependence of fermionic loop integrals (see chapter 4). Note that this problem
arises only for the anomalous (4+0)-triplet interactions that are defined below
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Nambu representation
In Nambu representation, the anomalous (4+0)-effective interaction reads after applying
the relations (3.3) to equation (3.38) and subsequent antisymmetrization as for the
anomalous (3+1)-effective interactions
V(4+0)[φ¯, φ] =
1
4
∑
ki
(Wk1k2k3k4φ¯k1+φ¯k2+φk3−φk4− +W ∗¯k4k¯3k¯2k¯1φ¯k1−φ¯k2−φk3+φk4+) (3.41)
where
Wk1k2k3k4 = W Sk1,−k4,−k3,k2 −W Sk1,−k3,−k4,k2
+W Tk1,−k4,−k3,k2 −W Tk1,−k3,−k4,k2 + 2W Tk1,k2,−k3,−k4 .
(3.42)
The behaviour of W Sk1k2k3k4 and W Tk1k2k3k4 under the discrete symmetry operations and
the exchange of particles gives rise to additional symmetries of the Nambu anomalous
(4+0)-effective interaction,
Wk1k2k3k4 = W ∗−k1,−k2,−k3,−k4 = W−k4,−k3,−k2,−k1 = W
∗¯
k1,k¯2,k¯3,k¯4
, (3.43)
where the first equality holds due to time reversal symmetry, the second due to exchange
symmetries and the third due to the combination of time reversal and inversion symmetry.
3.2. Channel-decomposition of vertex
The effective interactions that were introduced in the last section depend on three
equivalent and independent fermionic momenta and frequencies. The parametrization or
approximate description of these dependences for example within the so-called N -patch
approximation is a cumbersome task (see for example [76, 77] for studies of the symmetric
phase of the Hubbard model or [101] for a study of symmetry breaking in the attractive
Hubbard model). A more efficient description is possible after the identification of the
singular dependences of the vertex on combinations of external momenta and frequencies,
which are called transfer momenta7. This identification allows to write the vertex as
a sum of several terms called interaction channels, each depending possibly singularly
on a specific transfer momentum. The effective interactions in the channels are then
parametrized in terms of a singular “bosonic” transfer momentum and two more regular
“fermionic” relative momenta. This idea was applied by Karrasch et al. to the frequency
dependent vertex in the single-impurity Anderson model [108] and by Husemann and
Salmhofer to the symmetric state of the repulsive Hubbard model [86]. It is extended
for the description of the two-particle vertex in a singlet superfluid in this work. Note
that this idea of parametrization differs from a non-relativistic analogue of Mandelstam
variables, which yield a description of the vertex in terms of three equivalent bosonic
momenta and frequencies [109].
7For the sake of brevity, in this section the term momentum usually refers to momentum and frequency.
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After the definition of interaction channels for the normal and anomalous effective
interactions and the identification of their singular dependences on external momenta,
the effective interactions in the channels are parametrized as boson-mediated interactions
and expanded in bosonic exchange propagators and fermion-boson vertices8. In chapter 4,
this channel-decomposition scheme serves as the basis for an efficient treatment of the
singularities of the diagrams in the renormalization group equations for the two-particle
vertex. In chapter 6, the reduced pairing and forward-scattering model is solved within
the channel-decomposition scheme in order to motivate the identification of singular
dependences of the vertex at and below the critical scale for superfluidity.
3.2.1. Definition of interaction channels
Normal (2+2)-effective interaction
The normal effective interaction is described by an ansatz very similar to the one by
Husemann and Salmhofer [86]. Interaction channels are introduced as two-particle
interactions with different spin symmetries, yielding
V (2+2)[ψ¯, ψ] = U
∑
ki
δk1+k2,k3+k4ψ¯k1↑ψ¯k2↓ψk3↓ψk4↑+
+ 12
∑
ki,σ,σ′
Ck1k2k3k4ψ¯k1σψ¯k2σ′ψk3σ′ψk4σ+
+ 12
∑
ki,σ,σ′
Pk1k2k3k4ψ¯k1σψ¯k2σ′ψk3σ′ψk4σ
+ 12
∑
ki,σi
Mk1k2k3k4~τσ1σ4 · ~τσ2σ3ψ¯k1σ1ψ¯k2σ2ψk3σ3ψk4σ4
(3.44)
where the first term describes the local interaction of the Hubbard model and the other
terms charge-charge, pairing and spin-spin interactions. The Hubbard interaction is not
assigned to a specific channel in order to avoid ambiguities [86]. Although the formulas
below are stated for a local microscopic interaction as appropriate for the Hubbard model,
they can easily be adapted to more general microscopic interactions by replacements like
Pk1k2k3k4 → P (0)k1k2k3k4 + Pk1k2k3k4 for the Cooper channel as an example, where P (0)k1k2k3k4
explicitly describes the (momentum dependent) microscopic interaction while Pk1k2k3k4
absorbs fluctuation corrections, and similarly for the other channels. The functions C, P
and M are symmetric under the simultaneous exchange of indices 1↔ 2 and 3↔ 4 and
transform under the discrete symmetries as described in (3.17) for Vk1k2k3k4 .
The singular dependences of the normal part of the vertex on external momenta
and frequencies are identified as those of a Fermi liquid. In the particle-hole channel,
8Note that the notion “bosonic propagator” is used somewhat sloppily in this work but follows the
terminology introduced by Husemann et al. [86, 87]. The effective interactions in the channels do
not necessarily satisfy the positivity requirements for ‘true’ bosonic propagators [87]. However, this
does not impose problems within a purely fermionic formalism, but is the reason why the “bosonic
propagators” are also called “exchange propagators” as in [87].
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the vertex may depend singularly on small momentum and frequency transfers due to
forward-scattering (see for example [110, 111]) or on large total momentum and small
frequency transfers due to umklapp and backward scattering or approximate nesting
of the Fermi surface, yielding enhanced 2kF -scattering for special Fermi momenta kF
(see for example [47, 112]). The singular momentum and frequency dependence of the
charge-charge and spin-spin interaction is therefore identified as
Ck1k2k3k4 = C k1+k4
2 ,
k2+k3
2
(k3 − k2)δk1+k2,k3+k4 (3.45)
Mk1k2k3k4 = M k1+k4
2 ,
k2+k3
2
(k3 − k2)δk1+k2,k3+k4 (3.46)
where the transfer momentum k3−k2 describes the possibly singular “bosonic” momentum
and frequency dependence of the channel while k1+k42 and
k2+k3
2 describe the more regular
dependences on the “fermionic” relative momenta of the particle-hole pairs9. The Cooper
channel depends singularly on the total momentum of the incoming particle-particle pair
due to repeated scattering in the vicinity of the Fermi surface (see for example [110, 113]).
The total momentum is therefore identified as the “bosonic” transfer momentum for the
pairing channel,
Pk1k2k3k4 = P k1−k2
2 ,
k4−k3
2
(k1 + k2)δk1+k2,k3+k4 . (3.47)
Singularities usually arise if k1 + k2 vanishes, but the pairing interaction may also be
enhanced at larger momenta for special Fermi surface geometries due to umklapp or
2kF -scattering. The dependences on k1−k22 and
k4−k3
2 are expected to be more regular
because they describe the relative motion of the scattered particle-particle pairs.
Inserting this ansatz in equation (3.16) yields
Vk1k2k3k4 = δk1+k2,k3+k4(U + Pk1k2k3k4 + Ck1k2k3k4 − 2Mk1k2k4k3 −Mk1k2k3k4)
=δk1+k2,k3+k4
[
U + P k1−k2
2 ,
k4−k3
2
(k1 + k2) + C k1+k4
2 ,
k2+k3
2
(k3 − k2)
− 2M k1+k3
2 ,
k2+k4
2
(k4 − k2)−M k1+k4
2 ,
k2+k3
2
(k3 − k2)
]
.
(3.48)
Applying the symmetry relations (3.17) to the effective interaction in every channel yields
Pkk′(q) = PRk,Rk′(Rq) = Pk′,k(q) = P ∗−k′,−k(−q) = P−k,−k′(q) (3.49)
Ckk′(q) = CRk,Rk′(Rq) = Ckk′(−q) = C∗−k,−k′(q) = Ck′,k(−q) (3.50)
Mkk′(q) = MRk,Rk′(Rq) = Mkk′(−q) = M∗−k,−k′(q) = Mk′,k(−q) (3.51)
where the first equality follows from inversion symmetry, the second from inversion and
time reversal symmetry, the third from inversion symmetry and Osterwalder-Schrader
9At this stage it is worth illustrating why a decomposition of the effective particle-hole interaction into
a singlet and a triplet part is inconvenient for the definition of channels: In this case, the transfer
momentum is not invariant under the exchange of incoming or outgoing particles,
Ck1k2k3k4 = C k1+k4
2 ,
k2+k3
2
(k3 − k2) Ck2k1k3k4 = C k2+k4
2 ,
k1+k3
2
(k3 − k1)
and similarly for the magnetic channel. This is different for the Cooper channel.
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positivity and the last from the invariance under the exchange of the incoming and the
outgoing particles.
In contrast to the particle-hole channel, it is favourable to decompose the effective
interaction in the Cooper channel in a singlet and a triplet part. The reason is that the
total momentum of the Cooper pair in (3.47) is not only invariant under the exchange of
the incoming and the outgoing particles, but also under the separate exchange of the
incoming or the outgoing particles. The effective interaction in the Cooper channel is
therefore written as
Pk1k2k3k4 = P Sk1k2k3k4 + P
T
k1k2k3k4 (3.52)
where
P Sk1k2k3k4 = P
S
k2k1k3k4 = P
S
k1k2k4k3 = P
S
k2k1k4k3 (3.53)
P Tk1k2k3k4 = −P Tk2k1k3k4 = −P Tk1k2k4k3 = P Tk2k1k4k3 . (3.54)
Bosonic transfer momenta are introduced as above,
P Sk1k2k3k4 = δk1+k2,k3+k4P
S
k1−k2
2 ,
k4−k3
2
(k1 + k2) (3.55)
P Tk1k2k3k4 = δk1+k2,k3+k4P
T
k1−k2
2 ,
k4−k3
2
(k1 + k2) (3.56)
Pkk′(q) = P Skk′(q) + P Tkk′(q), (3.57)
but P S/T posses further exchange symmetries,
P Skk′(q) = P S−k,k′(q) = P Sk,−k′(q) = P S−k,−k′(q) (3.58)
P Tkk′(q) = −P T−k,k′(q) = −P Tk,−k′(q) = P T−k,−k′(q). (3.59)
The singlet and triplet pairing interactions P S/T transform under the discrete symmetries
as described above for P .
Anomalous (3+1)-effective interaction
Because of the presence of the singlet-pair operator in the first line of (3.25), it is expected
that the (3+1) singlet vertex ΩSk1k2k3k4 depends singularly on the total momentum of the
particle-particle pair, which equals the momentum transfer to the other particle. For the
(3+1)-triplet vertex ΩTk1k2k3k4 the same singular dependence is assumed and it is shown
in chapter 4 that this identification allows for a unique assignment of the diagrams in
the flow equations to the interaction channels. The bosonic and fermionic momentum
dependences of the anomalous (3+1)-effective interaction are therefore defined as
ΩSk1k2k3k4 = Ω
S
k1+k4
2 ,
k2−k3
2
(k2 + k3)δk1+k2+k3,k4 (3.60)
ΩTk1k2k3k4 = Ω
T
k1+k4
2 ,
k2−k3
2
(k2 + k3)δk1+k2+k3,k4 . (3.61)
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It is convenient to split the anomalous (3+1)-effective interaction into real (X) and
imaginary (X˜) parts,
ΩSkk′(q) = XSkk′(q) + iX˜Skk′(q) (3.62)
ΩTkk′(q) = XTkk′(q) + iX˜Tkk′(q). (3.63)
Due to the exchange symmetries of the pair operators, the singlet interactions are even
in the second fermionic momentum k′ while the triplet interactions are odd,
ΩSk,−k′(q) = ΩSkk′(q) ΩTk,−k′(q) = −ΩTkk′(q), (3.64)
and similarly for the real and imaginary parts. No such symmetry holds for the first
fermionic momentum k. The discrete symmetries yield the relations
Ωikk′(q) = ΩiRk,Rk′(Rq) = Ωi ∗−k,−k′(−q) = Ωi ∗k¯,k¯′(q¯) (3.65)
for i ∈ {S, T}, where the first equality follows from inversion symmetry, the second from
time reversal symmetry and the third from the combination of both discrete symmetries.
Using these definitions, the Nambu vertex in equation (3.30) can be rewritten as
Ωk1k2k3k4 = ΩSk1+k4
2 ,
k2+k3
2
(k2 − k3)− ΩSk2+k4
2 ,
k1+k3
2
(k1 − k3) (3.66)
+ ΩTk1+k4
2 ,
k2+k3
2
(k2 − k3)− ΩTk2+k4
2 ,
k1+k3
2
(k1 − k3)− 2ΩTk4−k3
2 ,
k1−k2
2
(k1 + k2).
Anomalous (4+0)-effective interaction
The presence of the pair operators in (3.38) suggests that W Sk1k2k3k4 and W Tk1k2k3k4 depend
singularly on the total momentum and frequency of the particle-particle pairs. The
interaction channels for the anomalous (4+0)-effective interaction with their singular
dependence on external momenta and frequencies are therefore defined as
W Sk1k2k3k4 = W
S
k1−k2
2 ,
k4−k3
2
(k1 + k2)δk1+k2+k3+k4,0 (3.67)
W Tk1k2k3k4 = W
T
k1−k2
2 ,
k4−k3
2
(k1 + k2)δk1+k2+k3+k4,0 (3.68)
with the total momentum of the pairs as bosonic and the relative momenta of the pairs
as fermionic dependences. The exchange symmetries in equation (3.39) imply
W Skk′(q) = W S−k,k′(q) = W Sk,−k′(q) = W S−k,−k′(q) = W Sk′,k(−q) (3.69)
W Tkk′(q) = −W T−k,k′(q) = −W Tk,−k′(q) = W T−k,−k′(q) = W Tk′,k(−q), (3.70)
while invariance under time reversal and space inversion yields
W ikk′(q) = W i ∗−k,−k′(−q) = W iRk,Rk′(Rq) (3.71)
for i ∈ {S, T}, respectively. The combination of time reversal symmetry and exchange
symmetries yields
W ikk′(q) = W i ∗kk′(−q) = W i ∗k′k(q). (3.72)
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In terms of W i, the anomalous (4+0)-effective interaction in Nambu representation reads
Wk1k2k3k4 = W Sk1+k4
2 ,
k2+k3
2
(k3 − k2)−W Sk2+k4
2 ,
k1+k3
2
(k3 − k1) (3.73)
+W Tk1+k4
2 ,
k2+k3
2
(k3 − k2)−W Tk2+k4
2 ,
k1+k3
2
(k3 − k1) + 2W Tk1−k2
2 ,
k3−k4
2
(k1 + k2).
Effective interactions for the amplitude and phase mode of the superfluid gap
At and below the critical scale for superfluidity, the normal effective interaction in the
Cooper channel and the anomalous (4+0)-effective interaction are singular. Specific
linear combinations of these interactions describe the amplitude and phase mode of the
superfluid gap [99, 101]. Besides being less singular below the critical scale, these linear
combinations are physically more transparent. The phase mode describes the Goldstone
degree of freedom of the superfluid state and is only regularized by the external pairing
field, whereas the amplitude mode is regularized below the critical scale by the generated
superfluid gap. The replacement of normal and anomalous effective interactions in the
Cooper channel by effective interactions describing the amplitude and phase mode is
simplified by the isolation of singular momentum and frequency dependences in bosonic
transfer momenta. No approximation is required for this step, which allows to simplify
the Nambu structure of the vertex considerably at the same time.
In the singlet channel, the effective interactions describing the amplitude and phase
mode of the superfluid gap ASkk′(q) and ΦSkk′(q) are defined as
ASkk′(q) = ReP Skk′(q) + ReW Skk′(q) =
= ReP Sk+ q2 , q2−k, q2−k′,k′+ q2 +W
S
k+ q2 ,
q
2−k, q2−k′,k′+ q2
(3.74)
ΦSkk′(q) = ReP Skk′(q)− ReW Skk′(q)
= ReP Sk+ q2 , q2−k, q2−k′,k′+ q2 −W
S
k+ q2 ,
q
2−k, q2−k′,k′+ q2 .
(3.75)
Here and in the following, it is assumed that the gap is real valued, which is no limitation
in a system with time reversal symmetry and invariance under spatial inversions. For the
triplet channel, similar combinations are introduced (with S → T ) in order to simplify
the Nambu structure as for the singlet channel, but the terms amplitude and phase
mode are not meaningful there (because the superfluid gap is assumed to have singlet
symmetry). The imaginary parts are just renamed for convenience in
νikk′(q) = ImP ikk′(q) ν˜ikk′(q) = ImW ikk′(q) (3.76)
with i ∈ {S, T}. The insertion of these definitions into the above ansatz for the normal
and anomalous effective interactions in the Cooper channel and the reorganization of
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k3
k4
k2
k1
= + k3−k2 − k1−k3 +
k1+k2
Figure 3.1.: Diagrammatic representation of the decomposition of the Nambu two-particle
vertex in bare interaction, particle-hole channels and particle-particle channel.
Kronecker symbols using Pauli matrices yield
V (2+2)[φ¯, φ] + V(4+0)[φ¯, φ] =
= 14
∑
ki,si
δk1+k2,k3+k4
{1
2
∑
i∈S,T
[
Aik1+k4
2 ,
k2+k3
2
(k3 − k2)τ (1)s1s4τ (1)s2s3+
+ Φik1+k4
2 ,
k2+k3
2
(k3 − k2)τ (2)s1s4τ (2)s2s3 + νik1+k4
2 ,
k2+k3
2
(k3 − k2)(τ (1)s1s4τ (2)s2s3 − τ (2)s1s4τ (1)s2s3)−
− ν˜ik1+k4
2 ,
k2+k3
2
(k3 − k2)(τ (1)s1s4τ (2)s2s3 + τ (2)s1s4τ (1)s2s3)− (3↔ 4)
]
+
+ ATk1−k2
2 ,
k4−k3
2
(k1 + k2)τ (3)s1s2τ
(3)
s3s4 + iν
T
k1−k2
2 ,
k4−k3
2
(k1 + k2)(τ (0)s1s2τ
(3)
s3s4 + τ
(3)
s1s2τ
(0)
s3s4)+
+ ΦTk1−k2
2 ,
k4−k3
2
(k1 + k2)τ (0)s1s2τ
(0)
s3s4 + iν˜
T
k1−k2
2 ,
k4−k3
2
(k1 + k2)(τ (0)s1s2τ
(3)
s3s4 − τ (3)s1s2τ (0)s3s4)
}
×
× φ¯k1s1φ¯k2s2φk3s3φk4s4 (3.77)
where the Pauli matrices τ (i) and the unit matrix τ (0) describe the dependence on Nambu
indices and “(3↔ 4)” is a shorthand for the terms in the square brackets with indices 3
and 4 exchanged10.
Effective interactions in the Nambu particle-hole and particle-particle channels
For later convenience, it is useful to write the Nambu two-particle vertex as a sum of
effective interactions in the Nambu particle-hole and particle-particle channels,
Γ(4) Λs1s2s3s4(k1k2k3k4) = Us1s2s3s4 + V
PH
s1s2s3s4
(
k1+k4
2 ,
k2+k3
2 ; k3 − k2
)
(3.78)
− V PHs2s1s3s4
(
k2+k4
2 ,
k1+k3
2 ; k3 − k1
)
+ V PPs1s2s3s4
(
k1−k2
2 ,
k4−k3
2 ; k1 + k2
)
,
as shown diagrammatically in figure 3.1. The terms on the right hand side represent the
(antisymmetrized) local microscopic interaction Us1s2s3s4 and the effective interactions
in the Nambu particle-hole channel V PHs1s2s3s4(
k1+k4
2 ,
k2+k3
2 ; k3 − k2), which appears twice
in order to incorporate exchange symmetries, as well as in the Nambu particle-particle
10In this expression, the invariance under simultaneous exchange of particles 1↔ 2 and 3↔ 4 of the
term involving ν˜(k3 − k2) is not obvious. This is due to simplifications that arise from time reversal
symmetry and invariance under space inversion. The expression can be cast in a more symmetric
form by noting that
ν˜ikk′(q) = ν˜ik′k(−q)
holds in a system that is invariant under time reversal and space inversion.
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channel V PPs1s2s3s4(
k1−k2
2 ,
k4−k3
2 ; k1 + k2). Collecting terms with the corresponding transfer
momenta, one obtains
Us1s2s3s4 = U(δs1−4,+−+− + δs1−4,−+−+ − δs1−4,+−−+ − δs1−4,−++−) (3.79)
V PHs1s2s3s4(k, k
′; q) =
(
Ckk′(q) +Mkk′(q)
)
δs1−4,++++ +
(
C∗kk′(q) +M∗kk′(q)
)
δs1−4,−−−−
+
(
Mk,−k′(−q)− Ck,−k′(−q)
)
δs1−4,+−−+
+
(
M∗k,−k′(−q)− C∗k,−k′(−q)
)
δs1−4,−++−
+
∑
i∈S,T
[
1
2A
i
kk′(q)τ (1)s1s4τ
(1)
s2s3 +
1
2Φ
i
kk′(q)τ (2)s1s4τ
(2)
s2s3
+ 12ν
i
kk′(q)(τ (1)s1s4τ
(2)
s2s3 − τ (2)s1s4τ (1)s2s3)
− 12 ν˜ikk′(q)(τ (1)s1s4τ (2)s2s3 + τ (2)s1s4τ (1)s2s3)
+ Ωikk′(−q)δs1−4,++−+ + Ωik′k(q)δs1−4,+++− + Ωikk′(q)δs1−4,+−++
− Ωi ∗k′k(−q)δs1−4,+−−− − Ωi,∗k′k(q)δs1−4,−−−+ − Ωi ∗kk′(q)δs1−4,−+−−
− Ωi ∗kk′(−q)δs1−4,−−+− + Ωik′k(−q)δs1−4,−+++
]
(3.80)
V PPs1s2s3s4(k, k
′; q) = 2Mkk′(q)δs1−4,+−−+ + 2M∗kk′(q)δs1−4,−++−
− 2Mk,−k′(q)δs1−4,+−+− − 2M∗k,−k′(q)δs1−4,−+−+
+ ATkk′(q)τ (3)s1s2τ
(3)
s3s4 + Φ
T
kk′(q)τ (0)s1s2τ
(0)
s3s4
+ iνTkk′(q)(τ (0)s1s2τ
(3)
s3s4 + τ
(3)
s1s2τ
(0)
s3s4)
+ iν˜Tkk′(q)(τ (0)s1s2τ
(3)
s3s4 − τ (3)s1s2τ (0)s3s4)
− 2ΩTk′k(q)δs1−4,++−+ + 2ΩT−k′,k(q)δs1−4,+++− − 2ΩT ∗−k,k′(q)δs1−4,+−−−
+ 2ΩT ∗kk′(q)δs1−4,−+−− − 2ΩTkk′(q)δs1−4,+−++ + 2ΩT−k,k′(q)δs1−4,−+++
+ 2ΩT ∗k′k(q)δs1−4,−−+− − 2ΩT ∗−k′,k(q)δs1−4,−−−+ (3.81)
where δs1−4,abcd = δs1aδs2bδs3cδs4d. Note that the effective interaction in the Nambu
particle-hole channel describes (spinor) particle-hole as well as (spinor) particle-particle
processes and similarly for the Nambu particle-particle channel. In the above expressions
for V PHs1s2s3s4 and V PPs1s2s3s4 , all Kronecker symbols may be replaced by Pauli matrices as
for the effective interactions in the Cooper channel. However, this does not simplify the
Nambu structure of the expressions, wherefore the results are stated in appendix B only
for completeness.
3.2.2. Boson propagators and fermion-boson vertices
In order to achieve an efficient description of the singular dependences of the vertex
on momenta and frequencies, the effective interactions in the channels are described as
boson-mediated interactions, similar to the work by Husemann and Salmhofer [86] or
Husemann et al. [87]. The idea is to expand the effective interaction in the channels in
bosonic exchange propagators and fermion-boson vertices, where the former capture the
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singular dependence on the transfer momentum and frequency while the latter describe
the more regular dependence on the fermionic relative momenta and frequencies. As an
example, the amplitude mode of the superfluid gap is written as
Akk′(q) =
∑
α,β
Aαβ(q)hAα (q, k)hAβ (q, k′) (3.82)
with bosonic propagators Aαβ(q) and fermion-boson vertices hAα (q, k). The (multi-)
indices α and β label a conveniently chosen orthonormal set of basis functions describing
the dependence of the fermion-boson vertices on q and k. In principle, different basis
functions can be chosen for each channel.
The bosonic propagators have to be approximated in a way that captures the singular
momentum and frequency dependence of the channels. Their singularities can be inferred
from resummations of perturbation theory, from the singularity structure of the diagrams
in the RG equations or from RG calculations for example within the N -patch approxim-
ation. The approximations for the bosonic propagators are motivated in chapter 6 and
described in detail in chapters 7 and 8 for the Hubbard model.
The approximations for the fermion-boson vertices are discussed in the following,
because they influence the symmetry properties of the bosonic propagators. The coupling
between fermions and bosons is described similarly to the work by Husemann et al. [87]
for the repulsive Hubbard model as
hα(q, k) = fα(k)gα(q, k0) (3.83)
for every channel. fα(k) are basis functions for the description of the dependence on the
fermionic relative momentum. In this work, they are either chosen as lattice form factors
fulfilling ∫ d2k
(2pi)2fα(k)fβ(k) = δαβ (3.84)
or as Fermi surface harmonics fulfilling∫
kF
ds
LF
fα(k)fβ(k) =
∫ dθ
2pim(θ)fα(kF (θ))fβ(kF (θ)) = δαβ (3.85)
where m(θ) is the measure for the integration along the Fermi surface (see section 4.2).
In a system with inversion symmetry, the basis functions fα(k) can be chosen as to have
a fixed parity with respect to the inversion of momenta,
fα(−k) = ζαfα(k) (3.86)
where ζα = ±1. In expansions like (3.82), it is assumed that both basis functions for
the momentum dependence have the same parity11, i. e. ζα = ζβ. gα(q, k0) describes
the dependence of the effective interaction on the fermionic relative frequency and is
assumed to be even in q and k0 in the following. This excludes possible particle-hole or
11For the Cooper channel this is not an approximation but follows from symmetries (see below).
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particle-particle fluctuations with an odd dependence on the fermionic frequency. Such
interactions may arise in the Cooper channel [114] but are expected to be subdominant.
Similarly to the above example, the bosonic propagators and fermion-boson vertices for
the Cooper channel are defined as
A
S/T
kk′ (q) =
∑
α,β
A
S/T
αβ (q)hAα (q, k)hAβ (q, k′) (3.87)
ΦS/Tkk′ (q) =
∑
α,β
ΦS/Tαβ (q)hΦα(q, k)hΦβ (q, k′) (3.88)
ν
S/T
kk′ (q) =
∑
α,β
ν
S/T
αβ (q)hνα(q, k)hνβ(q, k′) (3.89)
ν˜
S/T
kk′ (q) =
∑
α,β
ν˜
S/T
αβ (q)hν˜α(q, k)hν˜β(q, k′) (3.90)
where the sums on the right hand side run over the corresponding subset of basis functions
with even or odd parity for the singlet and triplet channel, respectively. The same idea
of decomposition is also applied to the effective interactions in the spinor particle-hole
channel and to the anomalous (3+1)-effective interaction:
Ckk′(q) =
∑
α,β
Cαβ(q)hCα (q, k)hCβ (q, k′) (3.91)
Mkk′(q) =
∑
α,β
Mαβ(q)hMα (q, k)hMβ (q, k′) (3.92)
X
S/T
kk′ (q) =
∑
α,β
X
S/T
αβ (q)hXPHα (q, k)h
XA
β (q, k′) (3.93)
X˜
S/T
kk′ (q) =
∑
α,β
X˜
S/T
αβ (q)hX˜PHα (q, k)h
X˜Φ
β (q, k′) (3.94)
For the anomalous (3+1)-effective interaction, the superscript S/T refers to the parity of
hXA or hX˜Φ .
Exploiting the orthogonality of the basis functions for the dependence on the fermionic
momenta, symmetry properties of the bosonic propagators can be deduced from those of
the effective interactions in the channels. As an example, inserting symmetry related
expressions for Akk′(q) in∫ d2k
(2pi)2
∫ d2k′
(2pi)2fα(k)fβ(k
′)Akk′(q) = Aαβ(q)gAα (k0)gAβ (k′0), (3.95)
which holds for the above ansatz for hAα (q, k), yields constraints on Aαβ(q). Symmetry
properties of the other bosonic propagators follow similarly and this procedure can also be
applied when using Fermi surface harmonics as basis functions for the dependences on the
fermionic momenta. It should be noted that Pkk′(q) andWkk′(q) are individually invariant
under more symmetry operations than the linear combinations Akk′(q) and Φkk′(q). Time
reversal invariance and the positivity requirement lead for example to two relations for
Pkk′(q), while only their combination yields a symmetry constraint onWkk′(q). Exploiting
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the symmetry relations for the effective interactions in the particle-particle channel leads
to
A
S/T
αβ (q) = A
S/T
αβ (Rq) Φ
S/T
αβ (q) = Φ
S/T
αβ (Rq) Inversion (3.96)
ν
S/T
αβ (q) = ν
S/T
αβ (Rq) ν˜
S/T
αβ (q) = ν˜
S/T
αβ (Rq)
A
S/T
αβ (q) = A
S/T
αβ (q¯) Φ
S/T
αβ (q) = Φ
S/T
αβ (q¯) Time Rev. and Pos. (3.97)
ν
S/T
αβ (q) = −νS/Tαβ (q¯) ν˜S/Tαβ (q) = −ν˜S/Tαβ (q¯)
ν˜
S/T
αβ (q) = ν˜
S/T
βα (−q) Exchange. (3.98)
Besides the last relation, the invariance under the exchange of particles implies that
A
S/T
αβ (q), Φ
S/T
αβ (q), ν
S/T
αβ (q) and ν˜
S/T
αβ (q) are block-diagonal with respect to the parity of
the form factors, i. e. the matrices are non-zero only if ζαζβ = 1. The combination of the
three symmetry relations for ν˜ yields
ν˜
S/T
αβ (q) = −ν˜S/Tβα (q), (3.99)
which implies that the diagonal components ν˜S/Tαα vanish. For the particle-hole channel,
the procedure described above yields
Mαβ(q) = Mβα(−q) Cαβ(q) = Cβα(−q) Exchange of particles (3.100)
Mαβ(q) = Mαβ(−q) Cαβ(q) = Cαβ(−q) Time reversal (3.101)
Mαβ(q) = M∗αβ(Rq) Cαβ(q) = C∗αβ(Rq) Positivity (3.102)
Mαβ(q) = Mαβ(Rq) Cαβ(q) = Cαβ(Rq) Inversion. (3.103)
The combination of these relations implies that Mαβ(q) and Cαβ(q) are real, symmetric
with respect to α, β and even functions in q0 and q. The bosonic propagators for the
anomalous (3+1)-effective interaction fulfil
X
S/T
αβ (q) = ζαζβX
S/T
αβ (Rq) X˜
S/T
αβ (q) = ζαζβX˜
S/T
αβ (Rq) Inversion (3.104)
X
S/T
αβ (q) = X
S/T
αβ (q¯) X˜
S/T
αβ (q) = −X˜S/Tαβ (q¯) Time Rev. and Pos. (3.105)
Within the above approximation for the fermion-boson vertices and the bosonic
propagators, the Nambu structure of the effective interactions in the Nambu particle-hole
and particle-particle channel can be cast to a relatively compact form with the help of
Pauli matrices. The simplifications occur because of the assumed q-independence of the
momentum dependent part of the fermion-boson vertices, fα(q,k) ≈ fα(k), that allows
to collect terms like Mk,k′(q) and Mk,−k′(q) in equations (3.80) and (3.81). Inserting the
expansions in boson propagators and fermion-boson vertices, the effective interactions in
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the Nambu particle-hole and particle-particle channels read
V PHs1s2s3s4(k, k
′; q) =
∑
α,β
[
Cαβ(q)hCα (q, k)hCβ (q, k′)
(
1+ζα
2 τ
(3)
s1s4τ
(3)
s2s3 +
1−ζα
2 τ
(0)
s1s4τ
(0)
s2s3
)
+Mαβ(q)hMα (q, k)hMβ (q, k′)
(
1−ζα
2 τ
(3)
s1s4τ
(3)
s2s3 +
1+ζα
2 τ
(0)
s1s4τ
(0)
s2s3
)
+ 12Aαβ(q)h
A
α (q, k)hAβ (q, k′)τ (1)s1s4τ
(1)
s2s3 +
1
2Φαβ(q)h
Φ
α(q, k)hΦβ (q, k′)τ (2)s1s4τ
(2)
s2s3
+ 12ναβ(q)h
ν
α(q, k)hνβ(q, k′)(τ (1)s1s4τ
(2)
s2s3 − τ (2)s1s4τ (1)s2s3)
− 12 ν˜αβ(q)hν˜α(q, k)hν˜β(q, k′)(τ (1)s1s4τ (2)s2s3 + τ (2)s1s4τ (1)s2s3)
+Xαβ(q)hXPHα (q, k)h
XA
β (q, k′)τ (3)s1s4τ
(1)
s2s3 +Xβα(q)h
XA
α (q, k)h
XPH
β (q, k′)τ (1)s1s4τ
(3)
s2s3
+ X˜αβ(q)hX˜PHα (q, k)h
X˜Φ
β (q, k′)τ (3)s1s4τ
(2)
s2s3 − X˜βα(q)hX˜Φα (q, k)hX˜PHβ (q, k′)τ (2)s1s4τ (3)s2s3
]
(3.106)
and
V PPs1s2s3s4(k, k
′; q) =
=
∑
α,β
[
Mαβ(q)hMα (q, k)hMβ (q, k′)
(
(1− ζα)τ (1)s1s2τ (1)s3s4 + (1 + ζα)τ (2)s1s2τ (2)s3s4
)
+ ATαβ(q)hA,Tα (q, k)h
A,T
β (q, k′)τ (3)s1s2τ
(3)
s3s4 + Φ
T
αβ(q)hΦ,Tα (q, k)h
Φ,T
β (q, k′)τ (0)s1s2τ
(0)
s3s4
+ iνTαβ(q)hν,Tα (q, k)h
ν,T
β (q, k′)(τ (3)s1s2τ
(0)
s3s4 + τ
(0)
s1s2τ
(3)
s3s4)
+ iν˜Tαβ(q)hν˜,Tα (q, k)h
ν˜,T
β (q, k′)(τ (0)s1s2τ
(3)
s3s4 − τ (3)s1s2τ (0)s3s4)
− 2XTαβ(q)hXPH,Tα (q, k)hXA,Tβ (q, k′)τ (1)s1s2τ (3)s3s4
− 2XTβα(q)hXA,Tα (q, k)hXPH,Tβ (q, k′)τ (3)s1s2τ (1)s3s4
− 2X˜Tαβ(q)hX˜PH,Tα (q, k)hX˜Φ,Tβ (q, k′)τ (1)s1s2τ (0)s3s4
− 2X˜Tβα(q)hX˜Φ,Tα (q, k)hX˜PH,Tβ (q, k′)τ (0)s1s2τ (1)s3s4
]
,
(3.107)
respectively. The superscript T stands for triplet and indicates that only terms with
fermion-boson vertices of odd parity are kept in the sums. The tensor products of
Pauli matrices together with the unit matrix form an orthogonal basis in the space of
4x4-matrices and this property can be exploited for an efficient evaluation of the Nambu
index sums that appear when deriving flow equations for the effective interactions in the
channels. It should be noted that the expression (3.106) and (3.107) simplify considerably
within the approximations that are applied in chapters 7 and 8.
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renormalization group equations
In chapter 3, a decomposition of the Nambu two-particle vertex in interaction channels
that isolate the singular dependences of the vertex on external momenta and frequencies
was presented. In this chapter, a reorganisation of the diagrams in the renormalization
group equation for the vertex is described that serves as the basis for the formulation
of approximations for the effective interactions in the channels and for their efficient
computation. It is guided by the leading singular dependence of the diagrams on external
momenta and the exact solution of a reduced pairing and forward scattering model (see
chapter 6). Capturing the latter within the channel-decomposition scheme is important
for a correct treatment of the singularities in the Cooper channel at the critical scale for
superfluidity.
The idea of deriving channel-decomposed RG equations for the vertex by assigning
diagrams to interaction channels according to their singular dependence on external
momenta and frequencies was applied before to the single impurity Anderson model by
Karrasch et al. [108] and to the repulsive Hubbard model in the symmetric state by
Husemann and Salmhofer [86]. It is extended to the case of symmetry breaking in the
Cooper channel in this chapter.
In the derivation of channel-decomposed RG equations, the same symmetries are
assumed to hold as in chapters 2 and 3, making the equations suitable for the description
of a spin rotation invariant singlet superfluid in Nambu representation or for a symmetric
(non-superfluid) system in spinor representation. The equations reduce to the channel-
decomposition scheme by Husemann and Salmhofer [86] in the absence of symmetry
breaking.
This chapter is organized as follows. In section 4.1, the channel-decomposition scheme
on one-loop level is presented. The channel-decomposed RG equations are derived in
subsection 4.1.1. Estimates for the impact of phase fluctuations in the infrared on one-loop
level are discussed in subsection 4.1.2, yielding insight into the singular behaviour of the
vertex in the limit of a vanishing external pairing field. In section 4.2, flow equations for
bosonic propagators and fermion-boson vertices are derived from those for the effective
interactions. The channel-decomposition scheme is extended to the two-loop level in
section 4.3. The channel-decomposed flow equations are derived in subsection 4.3.1.
Estimates for the impact of phase fluctuations on the infrared flow on two-loop level are
discussed in subsection 4.3.2.
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4.1. One-loop level
In this section, the channel-decomposition scheme by Husemann and Salmhofer [86]
is extended for the description of singlet superfluidity. The channel-decomposed flow
equations on one-loop level are obtained by assigning diagrams to interaction channels
according to their singular dependences on external momenta and frequencies. The
resulting equations capture the exact solution of the reduced pairing and forward scattering
model, which is discussed in chapter 6. In chapters 7 and 8, the obtained equations are
applied to the attractive and the repulsive Hubbard model, respectively.
4.1.1. Channel-decomposed renormalization group equations
In chapter 3, an ansatz for the Nambu two-particle vertex is formulated in terms of
effective interactions that depend singularly on a bosonic transfer momentum. It can be
written as
Γ(4) Λs1s2s3s4(k1, k2,k3, k4) = Us1s2s3s4 + V
PH,Λ
s1s2s3s4
(
k1+k4
2 ,
k2+k3
2 ; k3 − k2
)
(4.1)
− V PH,Λs2s1s3s4
(
k2+k4
2 ,
k1+k3
2 ; k3 − k1
)
+ V PP,Λs1s2s3s4
(
k1−k2
2 ,
k4−k3
2 ; k1 + k2
)
(see also equation (3.78)) where the terms on the right hand side describe the antisymmet-
rized local microscopic interaction Us1s2s3s4 and the effective interactions in the Nambu
particle-hole channel V PH,Λs1s2s3s4(k, k′; q) as well as in the Nambu particle-particle channel
V PP,Λs1s2s3s4(k, k′; p). They collect the effective interactions with the corresponding transfer
momenta from the ansatz in chapter 3. This decomposition is illustrated diagrammatic-
ally in figure 3.1 on page 47. Expressions for V PH,Λs1s2s3s4(k, k′; q) and V PP,Λs1s2s3s4(k, k′; p) for
a singlet superfluid with full spin rotation invariance can be found in equations (3.80)
and (3.81).
In order to assign the diagrams in the RG equation to interaction channels according
to transfer momenta, the multi-indices in the one-loop RG equation for the two-particle
vertex (2.34) are specialised to momenta, Matsubara frequencies and Nambu indices,
yielding
∂ΛΓ(4) Λs1s2s3s4(k1, k2, k3, k4) = Π
PH,d
s1s2s3s4(k1, k2, k3, k4)− ΠPH,crs1s2s3s4(k1, k2, k3, k4)
− 12ΠPPs1s2s3s4(k1, k2, k3, k4)
(4.2)
where
ΠPH,ds1s2s3s4(k1, k2, k3, k4) =
∑
p,s′i
∂Λ
(
GΛs′1s′2(p)G
Λ
s′3s
′
4
(q)
)
× Γ(4) Λs1s′2s′3s4(k1, p, q, k4)Γ
(4) Λ
s′4s2s3s
′
1
(q, k2, k3, p)
∣∣∣
q=p+k3−k2
(4.3)
ΠPH,crs1s2s3s4(k1, k2, k3, k4) =
∑
p,s′i
∂Λ
(
GΛs′1s′2(p)G
Λ
s′3s
′
4
(q)
)
× Γ(4) Λs2s′2s′3s4(k2, p, q, k4)Γ
(4) Λ
s′4s1s3s
′
1
(q, k1, k3, p)
∣∣∣
q=p+k3−k1
(4.4)
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ΠPPs1s2s3s4(k1, k2, k3, k4) =
∑
p,s′i
∂Λ
(
GΛs′1s′2(p)G
Λ
s′4s
′
3
(q)
)
× Γ(4) Λs1s2s′4s′1(k1, k2, q, p)Γ
(4) Λ
s′2s
′
3s3s4
(p, q, k3, k4)
∣∣∣
q=k1+k2−p
(4.5)
for a system with translation invariance (note that k4 = k1 + k2 − k3 due to momentum
conservation is implicit). The fermionic loop integrands in the different contributions
depend singularly on the following combinations of external momenta:
ΠPH,ds1s2s3s4(k1, k2, k3, k4) : k3 − k2
ΠPH,crs1s2s3s4(k1, k2, k3, k4) : k3 − k1
ΠPPs1s2s3s4(k1, k2, k3, k4) : k1 + k2
where ki = (k0,i,ki). If these transfer momenta vanish or become equal to special large
momenta, the Fermi surface singularities of the fermionic propagators coincide and
give rise to large or singular contributions to the flow. Above the critical scale, the
two-particle vertex is non-singular and a unique assignment of diagrams to interaction
channels according to the transfer momenta in the fermionic loops is possible, yielding
the channel decomposition scheme by Husemann and Salmhofer [86]. This assignment
for the symmetric state allows to describe the generation of an attractive interaction
in the d-wave pairing channel in the repulsive Hubbard model [86] through the Kohn-
Luttinger mechanism [115]. At and below the critical scale, the one-loop flow equation
as proposed by Katanin cannot be justified by the improved power counting arguments
of Salmhofer and Honerkamp [74]. The reason is that in this regime, the growth of
the effective interactions with decreasing scale is not any more outbalanced by the
reduction of the available phase space due to the fermionic single-scale propagators in
diagrams with overlapping loops. An exact solution of the flow equations is nevertheless
possible for reduced models [99], where higher-order contributions that are neglected
in the truncation are suppressed by the restrictions on the momentum dependence of
the effective interactions. In non-reduced models, the one-loop flow and the channel-
decomposition can be justified at least in the weak-coupling regime by limitations on the
phase space for scattering by singular effective interactions in the Cooper channel that
arise from their momentum and frequency dependence or by the presence of an external
pairing field that regularises the singularities in the Cooper channel. In chapter 6, it
is shown that the exact solution of a reduced pairing and forward scattering model is
captured within the channel-decomposition scheme if the renormalization contributions
in the flow equations for the vertex are assigned to the channels according to the transfer
momenta in the fermionic loops. This motivates the extension of this decomposition
scheme to the case of symmetry breaking below the critical scale also for non-reduced
models. Comparing the singular dependences of the fermionic loops on external momenta
in (4.2) with the dependences of the vertex on transfer momenta in the flow equation
∂ΛΓ(4) Λs1s2s3s4(k1, k2, k3, k4) = ∂ΛV
PH,Λ
s1s2s3s4
(
k1+k4
2 ,
k2+k3
2 ; k3 − k2
)
− ∂ΛV PH,Λs2s1s3s4
(
k2+k4
2 ,
k1+k3
2 ; k3 − k1
)
+ ∂ΛV PP,Λs1s2s3s4
(
k1−k2
2 ,
k4−k3
2 ; k1 + k2
) (4.6)
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and assigning diagrams to interaction channels according to the transfer momenta, one
obtain
∂ΛV
PH,Λ
s1s2s3s4
(
k1+k4
2 ,
k2+k3
2 ; k3 − k2
)
= ΠPH,ds1s2s3s4(k1, k2, k3, k4) (4.7)
∂ΛV
PP,Λ
s1s2s3s4
(
k1−k2
2 ,
k4−k3
2 ; k1 + k2
)
= −12ΠPPs1s2s3s4(k1, k2, k3, k4). (4.8)
The crossed particle-hole diagram yields equation (4.7) with the indices of particles 1
and 2 exchanged. The flow equation (4.7) is depicted diagrammatically in figure 4.1 in a
compact and in figure 4.2 in a more detailed way. Equation (4.8) is depicted in figures 4.3
and 4.4 in the same way.
The assignment of diagrams to interaction channels does not involve approximations
by itself. However, the necessity of approximations for the momentum and frequency
dependence of the vertex makes a careful assignment necessary in order to capture the
leading singular behaviour at and below the critical scale for superfluidity in models
with non-reduced interactions. Having in mind approximations like the expansion
of the effective interactions in exchange propagators and fermion-boson vertices as in
subsection 3.2.2 together with a projection of the flow of effective interactions on exchange
propagators using a small number of angular momentum channels, it is discussed in the
remainder of this section that the leading singularities are indeed captured within the
above decomposition scheme at least at weak coupling and for not too small external
pairing fields. Furthermore, it is outlined how renormalization group equations for the
effective interactions in the channels can be obtained from these equations.
Inserting the ansatz (4.1) into the right hand side of equation (4.2), one obtains 48
diagrams (each of the three diagrams in (4.2) involving the two-particle vertex gives rise
to 16 diagrams involving the effective interactions in the channels) that can be subdivided
in three classes: propagator renormalization, vertex correction and box diagrams. Each
class has a different singularity structure as a function of the external momenta and
is therefore discussed separately in the following. Figure 4.5(a) shows an example of
a propagator renormalization diagram. Their assignment to interaction channels is
straightforward, because as shown exemplarily in the figure, the transfer momenta of
the fermionic loop and of the effective interactions coincide. This is similar for the
vertex-correction diagrams, of which an example is shown in figure 4.5(b). In these
diagrams, the singularities of the fermionic loop and of one effective interaction coincide,
while it is not possible to bring the transfer momentum k3 − k2 to the argument of the
other effective interaction. These diagrams can therefore be assigned according to the
singular dependence of the fermionic loop.
The box diagrams are somewhat more complicated because depending on the choice
of external momenta, the transfer momentum can be transported through the diagram
either by the fermions or by the effective interactions, as shown in figure 4.6. Their
assignment to interaction channels according to the singular dependence on external
momenta is therefore not unique. This ambiguity is however lifted, if the flow is treated
in a two-step process. In the first step, the fermionic regulator is removed in the presence
of an external pairing field that regularises the singularities of the effective interactions
in the Cooper channel. In the weak-coupling regime, fluctuation contributions involving
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∂Λ
k′+q/2
k−q/2
k+q/2
q
k′−q/2
= ∂Λ,G
k′+q/2
k−q/2
k+q/2
k′−q/2
Figure 4.1.: Diagrammatic representation of the flow equation for the effective interaction
in the particle-hole channel on one-loop level. ∂Λ,G denotes differentiation of
the propagator loop with respect to Λ.
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Figure 4.2.: Detailed diagrammatic representation of the flow equation for the effective
interaction in the particle-hole channel on one-loop level. The (small) dots
denote Λ-derivatives acting on both internal fermionic lines.
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∂Λ
p/2−k′
p/2+k′
p
p/2+k
p/2−k
= −
1
2
∂Λ,G
p/2−k
p/2+k
p/2−k′
p/2+k′
Figure 4.3.: Diagrammatic representation of the flow equation for the effective interaction
in the particle-particle channel on one-loop level. ∂Λ,G denotes differentiation
of the propagator loop with respect to Λ.
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Figure 4.4.: Detailed diagrammatic representation of the flow equation for the effective
interaction in the particle-particle channel on one-loop level. The (small)
dots denote Λ-derivatives acting on both internal fermionic lines.
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Figure 4.5.: Examples for propagator renormalization (a) and vertex correction (b) dia-
grams. The loop momentum and frequency p is integrated over.
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effective interactions in the Cooper channel are further suppressed by the narrowness
of the support around their point-singularities as a function of the transfer momentum.
For this step it is plausible to assign the box diagrams in such a way that the transfer
momentum is transported through the diagram by the fermionic propagators. As discussed
in chapter 7 and appendix E, this assignment also allows for a correct treatment of the
detrimental effects of (spinor) particle-hole fluctuations on the superfluid gap in the weak-
coupling limit. Furthermore, in case the RG contributions to the effective interactions
are projected on bosonic propagators, this assignment may lead to a higher degree of
consistency and an improvement of the fulfilment of the Ward identity for the global
U(1) charge symmetry. The reason is that the approximations due to the projection of
fluctuation contributions in the flow equations for the self-energy or for the vertex are
comparable for this assignment in case the self-energy is expanded with respect to the
same basis functions as the fermion-boson vertices1. In the second step, the external
pairing field is treated as an additional regulator that is removed in a flow. This allows for
a controlled treatment of the singularities that arise from the effective interactions in the
Cooper channel. However, it is shown in subsection 4.1.2 that the box diagrams do not
give rise to infrared singularities if the external pairing field is sent to zero in a flow after
integrating out the fermions, independently from the choice of the external momenta.
Thus, the above assignment according to the transfer momenta in the fermionic loops
captures the singular behaviour of the one-loop flow.
In the following, two ways of obtaining renormalization group equations for the various
effective interactions in a singlet superfluid with full spin rotation invariance are discussed.
Eventually, both lead to the same equations within the same framework of approximations
for the vertex. The first way demonstrates more transparently that all diagrams in the flow
equation for the two-particle vertex can be assigned uniquely to effective interactions. The
second option allows for a more efficient evaluation of Nambu index sums, especially in
case the effective interactions are decomposed in bosonic propagators and fermion-boson
vertices as presented in subsection 3.2.2.
As discussed in section 3.1, the Nambu two-particle vertex in a spin rotation-invariant
system is described by three independent coefficient functions for the normal, anomalous
(3+1)- and anomalous (4+0)-effective interactions. Flow equations for these functions
are obtained after specifying the external Nambu indices in (4.2). The choice s1 = +,
1This assertion is based on numerical experiments for the attractive Hubbard model within the
approximations of chapter 7. For this model, different assignments of the terms that involve
anomalous fermionic propagators have been tested, which are expected to give rise to the dominant
contributions from the box diagrams below the critical scale. In comparison to the assignment scheme
discussed in the main text, the assignment of the box diagram contributions that involve anomalous
propagators according to the bosonic singularity yielded very similar results for most quantities.
However, the deviation of the gap as obtained from the RG equation from the value fulfilling the
cutoff Ward identity at the same scale came out larger than for the channel-decomposition scheme
discussed in the main text. The difference between the results is attributed in particular to the
projection of the flow of the effective interactions on bosonic propagators with a limited number of
angular momentum channels.
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k4=k−q/2
k3=k′+q/2
p−q/2
p−k
k2=k′−q/2 k
′
−p
p+q/2
k1=k+q/2 k4=k−q/2
k3=k′+q/2
p+k
p+q/2
k1=k+q/2 q/2−p
p+k′
k2=k′−q/2
Figure 4.6.: Example for the momentum and frequency dependence of propagators and
effective interactions in box diagrams. The diagram on the right is obtained
from the one on the left by exchanging momenta on outgoing lines and
relabelling of internal momenta. Note that the direction of arrows on the
lines is chosen exemplarily as in the Nambu particle-hole diagram. The
described scattering process (for example spinor particle-particle or particle-
hole) is determined by the choice of external Nambu indices. The loop
momentum and frequency p is integrated over.
s2 = −, s3 = + and s4 = − yields a flow equation for the normal effective interaction,
∂ΛV
Λ
k1,−k4,−k2k3 = ∂ΛΓ
(4) Λ
+−+−(k1, k2, k3, k4)
= ΠPH,d+−+−(k1, k2, k3, k4)− ΠPH,cr+−+−(k1, k2, k3, k4)− 12ΠPP+−+−(k1, k2, k3, k4)
= ∂ΛPΛk1+k4
2 ,
k2+k3
2
(k3 − k2)− 2∂ΛMΛk1−k2
2 ,
k3−k4
2
(k1 + k2)
+ ∂ΛCΛk1+k3
2 ,−
k2+k4
2
(k1 − k3)− ∂ΛMΛk1+k3
2 ,−
k2+k4
2
(k1 − k3),
(4.9)
where V Λk1k2k3k4 from (3.48) is used. Equating terms with the same transfer momenta
yields
∂ΛP
Λ
k1+k4
2 ,
k2+k3
2
(k3 − k2) = ΠPH,d+−+−(k1, k2, k3, k4) (4.10)
∂ΛM
Λ
k1−k2
2 ,
k3−k4
2
(k1 + k2) = 14Π
PP
+−+−(k1, k2, k3, k4) (4.11)
∂ΛC
Λ
k1+k3
2 ,−
k2+k4
2
(k1 − k3)− ∂ΛMΛk1+k3
2 ,−
k2+k4
2
(k1 − k3) = −ΠPH,cr+−+−(k1, k2, k3, k4). (4.12)
After renaming of external momenta and reexpressing ofMΛ in the last line, the equations
read
∂ΛP
Λ
kk′(q) = Π
PH,d
+−+−(k + q2 , k
′ − q2 , k′ + q2 , k − q2) (4.13)
∂ΛM
Λ
kk′(q) = 14Π
PP
+−+−(k + q2 ,
q
2 − k, k′ + q2 , q2 − k′) (4.14)
∂ΛC
Λ
kk′(q) =14Π
PP
+−+−(k + q2 ,
q
2 − k, k′ + q2 , q2 − k′)
− ΠPH,cr+−+−(k + q2 ,− q2 − k′, k − q2 , q2 − k′).
(4.15)
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The choice s1 = +, s2 = +, s3 = − and s4 = + leads to a flow equation for the anomalous
(3+1)-effective interaction ΩΛk1k2k3k4 in (3.66),
∂ΛΩΛk1k2k3k4 = ∂ΛΓ
(4) Λ
++−+(k1, k2, k3, k4)
= ΠPH,d++−+(k1, k2, k3, k4)− ΠPH,cr++−+(k1, k2, k3, k4)− 12ΠPP++−+(k1, k2, k3, k4)
= ∂ΛΩS,Λk1+k4
2 ,
k2+k3
2
(k2 − k3)− ∂ΛΩS,Λk2+k4
2 ,
k1+k3
2
(k1 − k3)
+ ∂ΛΩT,Λk1+k4
2 ,
k2+k3
2
(k2 − k3)− ∂ΛΩT,Λk2+k4
2 ,
k1+k3
2
(k1 − k3)
− 2∂ΛΩT,Λk4−k3
2 ,
k1−k2
2
(k1 + k2).
(4.16)
Equations for the singlet and triplet parts follow after comparison of transfer momenta,
yielding
∂ΛΩS,Λk1+k4
2 ,
k2+k3
2
(k2 − k3) + ∂ΛΩT,Λk1+k4
2 ,
k2+k3
2
(k2 − k3) = ΠPH,d++−+(k1, k2, k3, k4) (4.17)
∂ΛΩT,Λk4−k3
2 ,
k1−k2
2
(k1 + k2) = 14Π
PP
++−+(k1, k2, k3, k4) (4.18)
for the Nambu direct particle-hole and particle-particle diagrams. The Nambu crossed
particle-hole diagram and the effective interactions with transfer momentum k1 − k3
lead to an equation that is equivalent to the first of the two. After renaming of external
momenta, the anomalous (3+1)-effective interaction can be computed from
∂ΛΩT,Λkk′ (q) = 14Π
PP
++−+(k′ + q2 ,
q
2 − k′, q2 − k, k + q2) (4.19)
∂ΛΩS,Λkk′ (q) =Π
PH,d
++−+(k − q2 , k′ + q2 , k′ − q2 , k + q2)
− 14ΠPP++−+(k′ + q2 , q2 − k′, q2 − k, k + q2).
(4.20)
Analogously, the scale dependence of the anomalous (4+0)-effective interaction is obtained
from the scale derivative of (3.73),
∂ΛW
Λ
k1k2k3k4 = ∂ΛΓ
(4) Λ
++−−(k1, k2, k3, k4)
= ΠPH,d++−−(k1, k2, k3, k4)− ΠPH,cr++−−(k1, k2, k3, k4)− 12ΠPP++−−(k1, k2, k3, k4)
= ∂ΛW S,Λk1+k4
2 ,
k2+k3
2
(k3 − k2)− ∂ΛW S,Λk2+k4
2 ,
k1+k3
2
(k3 − k1)
+ ∂ΛW T,Λk1+k4
2 ,
k2+k3
2
(k3 − k2)− ∂ΛW T,Λk2+k4
2 ,
k1+k3
2
(k3 − k1)
+ 2∂ΛW T,Λk1−k2
2 ,
k3−k4
2
(k1 + k2).
(4.21)
The comparison of transfer momenta of diagrams and effective interactions yields
∂ΛW
S,Λ
k1+k4
2 ,
k2+k3
2
(k3 − k2) + ∂ΛW T,Λk1+k4
2 ,
k2+k3
2
(k3 − k2) = ΠPH,d++−−(k1, k2, k3, k4) (4.22)
∂ΛW
T,Λ
k1−k2
2 ,
k3−k4
2
(k1 + k2) = −14ΠPP++−−(k1, k2, k3, k4) (4.23)
61
4. Channel-decomposed renormalization group equations
for the Nambu direct particle-hole and particle-particle diagrams, while the Nambu
crossed particle-hole diagram yields an equation that is equivalent to the first. After the
renaming of external momenta, the equations read
∂ΛW
S,Λ
kk′ (q) =Π
PH,d
++−−(k + q2 , k
′ − q2 , k′ + q2 , k − q2)
− 14ΠPP++−−(k + q2 , q2 − k, q2 − k′, k′ + q2)
(4.24)
∂ΛW
T,Λ
kk′ (q) = 14Π
PP
++−−(k + q2 ,
q
2 − k, q2 − k′, k′ + q2) (4.25)
where the exchange symmetries of W T,Λkk′ (q) were exploited in the last line in order to
eliminate a minus sign. Equations for AΛkk′(q), ΦΛkk′(q), νΛkk′(q) and ν˜Λkk′(q) follow from
suitable linear combinations of these equations. It should be noted that this set of
equations is not unique: Because of spin rotation invariance, different sets of external
Nambu indices could be chosen in order to derive flow equations for the same quantities.
In terms of Nambu particle-hole and particle-particle diagrams, these differ from the
above set of equations. However, after the insertion of the effective interactions the
detailed equations are the same due to symmetries.
Alternatively, the flow equations can be obtained by projection on Pauli matrices.
This is particularly useful when the effective interactions are expanded in exchange
propagators and fermion-boson vertices as described in subsection 3.2.2. A glimpse on
equations (3.80) and (3.81) shows that due to symmetries (in particular spin rotation
invariance), it is sufficient to consider the flow equation for the effective interaction in the
Nambu particle-hole channel. In V PH,Λs1s2s3s4(k, k′; q) every interaction channel is uniquely
attached to a specific product of Pauli matrices, so that it is possible to obtain the
renormalization contributions for that channel by projection. The Pauli matrices together
with the unit matrix form a basis in the space of 2× 2 matrices that is orthogonal with
respect to the scalar product
< A,B >= 12 tr(A
†B) = 12
∑
s1,s2
(A†)s2s1Bs1s2 (4.26)
where A and B are 2× 2 matrices, that is,
< τ (i), τ (j) >= 12 tr((τ
(i))†τ (j)) = δij. (4.27)
This projection scheme can be extended to tensor products of the unit matrix and Pauli
matrices, which form a basis in the space of 4× 4 matrices. In this basis, the effective
interactions can be rewritten by defining
V PH,Λij (k, k′; q) =
1
4
∑
si
τ (i)s4s1τ
(j)
s3s2V
PH,Λ
s1s2s3s4(k, k
′; q) (4.28)
for the Nambu particle-hole and similarly for the Nambu particle-particle channel. As an
example, the effective interaction that describes amplitude fluctuations of the superfluid
gap is obtained by projection with τ (1),
V PH,Λ11 (k, k′; q) =
1
4
∑
si
τ (1)s4s1τ
(1)
s3s2V
PH,Λ
s1s2s3s4(k, k
′; q) = 12
∑
α,β
AΛαβ(q)hA,Λα (q, k)h
A,Λ
β (q, k′).
(4.29)
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Flow equations for V PH,Λij (k, k′; q) follow from
∂ΛV
PH,Λ
ij (k, k′; q) =
1
4
∑
si
τ (i)s4s1τ
(j)
s3s2∂ΛV
PH,Λ
s1s2s3s4(k, k
′; q)
= 14
∑
si
τ (i)s4s1τ
(j)
s3s2Π
PH,d
s1s2s3s4(k +
q
2 , k
′ − q2 , k′ + q2 , k − q2)
(4.30)
where
∂ΛV
PH,Λ
s1s2s3s4(k, k
′; q) = ΠPH,ds1s2s3s4(k +
q
2 , k
′ − q2 , k′ + q2 , k − q2)
=
∑
p,s′i
∂Λ(GΛs′1s′2(p−
q
2)G
Λ
s′3s
′
4
(p+ q2))Γ
(4) Λ
s1s′2s
′
3s4
(k + q2 , p− q2 , p+ q2 , k − q2)
× Γ(4) Λs′4s2s3s′1(p+
q
2 , k
′ − q2 , k′ + q2 , p− q2).
(4.31)
In order to “perform” the sums over Nambu indices, it is convenient to define
CΛij(q; k, k′) =
1
2
∑
si
τ (i)s4s1τ
(j)
s3s2Γ
(4) Λ
s1s2s3s4(k +
q
2 , k
′ − q2 , k′ + q2 , k − q2) (4.32)
LΛij(p, q) =
1
2
∑
si
τ (i)s1s4τ
(j)
s2s3G
Λ
s3s1(p− q2)GΛs4s2(p+ q2) (4.33)
where CΛij inherit the exchange symmetry
CΛij(q; k, k′) = CΛji(−q; k′, k) (4.34)
from the vertex and where LΛij are defined in such a way that the flow equation can be
written as a matrix product. This yields
∂ΛV
PH,Λ
ij (k, k′; q) =
1
2
∑
p,m,n
CΛim(q; k, p)∂ΛLΛmn(p, q)CΛnj(q; p, k′). (4.35)
The evaluation of the sums in this expression is more convenient than the summation
over Nambu indices, especially in a numerical implementation. A similar projection
scheme can be applied to the effective interaction in the Nambu particle-particle channel.
Expressions for CΛij and LΛij that result within the approximations of chapters 7 and 8
for the attractive and repulsive Hubbard model can be found in subsection D.1 in the
appendix.
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The flow equations for exchange propagators and fermion-boson vertices follow from
∑
α,β
∂Λ
[
AΛαβ(q)hA,Λα (q, k)h
A,Λ
β (q, k′)
]
= 2∂ΛV PH,Λ11 (k, k′; q) (4.36)
∑
α,β
∂Λ
[
ΦΛαβ(q)hΦ,Λα (q, k)h
Φ,Λ
β (q, k′)
]
= 2∂ΛV PH,Λ22 (k, k′; q) (4.37)
∑
α,β
∂Λ
[
νΛαβ(q)hν,Λα (q, k)h
ν,Λ
β (q, k′)
]
= ∂ΛV PH,Λ12 (k, k′; q)− ∂ΛV PH,Λ21 (k, k′; q) (4.38)
∑
α,β
∂Λ
[
ν˜Λαβ(q)hν˜,Λα (q, k)h
ν˜,Λ
β (q, k′)
]
= −∂ΛV PH,Λ12 (k, k′; q)− ∂ΛV PH,Λ21 (k, k′; q) (4.39)
∑
α,β
∂Λ
[
XΛαβ(q)hXPH,Λα (q, k)h
XA,Λ
β (q, k′)
]
= ∂ΛV PH,Λ31 (k, k′; q) (4.40)
∑
α,β
∂Λ
[
X˜Λαβ(q)hX˜PH,Λα (q, k)h
X˜Φ,Λ
β (q, k′)
]
= ∂ΛV PH,Λ32 (k, k′; q) (4.41)
∑
α,β
∂Λ
[
CΛαβ(q)hC,Λα (q, k)h
C,Λ
β (q, k′)1+ζα2
]
+
∑
α,β
∂Λ
[
MΛαβ(q)hM,Λα (q, k)h
M,Λ
β (q, k′)1−ζα2
]
= ∂ΛV PH,Λ33 (k, k′; q)
(4.42)
∑
α,β
∂Λ
[
CΛαβ(q)hC,Λα (q, k)h
C,Λ
β (q, k′)1−ζα2
]
+
∑
α,β
∂Λ
[
MΛαβ(q)hM,Λα (q, k)h
M,Λ
β (q, k′)1+ζα2
]
= ∂ΛV PH,Λ00 (k, k′; q)
(4.43)
by projection as described in the next section (note that ζα = ζβ is assumed in the
derivations in chapter 3). For a numerical implementation, it is convenient to rewrite (4.35)
as
∂ΛV
PH,Λ
ij (k, k′; q) =
1
2
∑
p,m,n
CΛim(q; k, p)∂ΛLΛmn(p, q)CΛjn(−q; k′, p). (4.44)
by exploiting the exchange symmetry of CΛij. The external fermionic momenta k and k′
then appear in the first “fermionic” argument of CΛ, which simplifies the projection on
the bosonic propagators.
4.1.2. Absence of non-Cooper infrared singularities on one-loop
level in a fermionic s-wave superfluid
In this subsection, the impact of phase fluctuations on the one-loop RG flow below the
critical scale is discussed. For an attractively interacting Fermi system with an s-wave
superfluid ground state, it is shown that the box diagrams are non-singular if the flow is
treated in a two-step process with the elimination of the fermionic regulator in the first
step and the removal of the external pairing field in the second step. Thus, no singular
feedback to other channels is possible and the singularities of the one-loop flow are those
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found by resumming all chains of Nambu particle-hole bubble diagrams (see chapter 6
and in particular section 6.3). This justifies the channel-decomposition on one-loop level
with an assignment of diagrams according to the transfer momenta in the fermionic loops
as discussed in subsection 4.1.1. In order to obtain this result, relatively simple estimates
and ansätze are used for the fermionic propagators and effective interactions. These can
however be justified by Ward identities (see for example [113, 116, 117]) or numerical
results for the attractive Hubbard model as a prototypical model (see chapter 7). Finite
prefactors are usually omitted for simplicity and convenience as they do not influence
the singular behaviour. The assumptions and estimates seem appropriate to judge the
singular behaviour of the values of effective interactions (for example at the extrema of
the exchange propagators). However, they are not accurate enough for conclusions on the
behaviour for example of bosonic wave-function renormalization constants parametrizing
the dependence of the vertex on transfer momenta and frequencies, which are often
influenced by subtle cancellations.
The most singular renormalization contributions to non-Cooper channels on one-loop
level arise from box diagrams involving the phase mode that have the form∫ d3p
(2pi)3∂Λ
(
GΛs1s2(p− q2)GΛs3s4(p+ q2)
)
ΦΛ(p+ k)ΦΛ(p+ k′) (4.45)
where k and k′ are the external fermionic momenta and ΦΛ is the propagator for the
phase mode in the s-wave channel. The vertex-correction diagrams yield less singular
contributions to the non-Cooper channels, as can be shown with estimates similar to those
presented below. The above contributions appear in the flow equations for all channels
and the fermionic loop integrands decide on their impact similar to BCS coherence
factors. They have the largest impact on the flow for vanishing transfer momentum
q = 0, equal external fermionic momenta k = k′, vanishing external fermionic frequency
and a fermionic momentum on the Fermi surface k = (0,kF ). In order to gauge the
contribution of the above diagram in case the external pairing field is removed during the
fermionic flow, a particular regularization scheme is assumed for concreteness, so that
estimates for the scale-derivative of the fermionic self-energy can be obtained. In this
section, an additive frequency regulator is used as in chapters 7 and 8, which replaces
the linear frequency term of the inverse bare fermionic propagator roughly by the scale Λ
for small frequencies,
RΛ(k0) = i sgn(k0)
√
Λ2 + k20 − ik0 def= iR˜Λ(k0)− ik0. (4.46)
However, the choice of the fermionic regularization is not expected to influence the singular
infrared behaviour of the diagrams. For small transfer momenta q, the propagator for
the phase mode is expected to behave like
ΦΛ(q) ∼ − 1∆Λ(0) + ZΛΦq20 + AΛΦq2
(4.47)
where ∆Λ(0) is the external pairing field. This dependence on the external pairing field and
the transfer momentum can be obtained from a resummation of chains of Nambu particle-
hole bubbles (see section 6.3) and can be justified non-perturbatively by Ward identities
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(see chapter 5 or the work by Castellani et al. [116] as well as Pistolesi et al. [117]). In
particular, it follows that ZΛΦ and AΛΦ are finite.
For the above choice of momenta, the contribution of the box diagram reduces to
βΛ ∼
∫ d3p
(2pi)3∂Λ
(
GΛs1s2(p+ k)G
Λ
s3s4(p+ k)
)
(ΦΛ(p))2, (4.48)
independently from whether the diagram is assigned according to the fermionic or the
bosonic singularity. In order to obtain the infrared-scaling behaviour of G˙Λ, it is necessary
to estimate Σ˙Λ. Looking at the flow equations for the self-energy, which can be found in
appendix C, one finds that the most singular fluctuation contribution involves an integral
over the single-scale propagator and the propagator for the phase mode of the gap,∫ d3p
(2pi)3S
Λ(k + p)ΦΛ(p). (4.49)
The absolute value of the single-scale propagator is bounded from above due to the
presence of the gap and decays fast enough at high frequencies in order to assure
convergence of the integral in the ultraviolet. In a two-dimensional system and at zero
temperature, the integral exists even for ∆Λ(0) → 0 because the singularity of the Goldstone
propagator is integrable. Under the assumption that the effective interactions for charge
forward-scattering CΛ(0) and amplitude fluctuations of the superfluid gap AΛ(0) remain
finite in the infrared (an assumption to be justified below), the low-energy behaviour of
Σ˙Λ is dominated by the behaviour of the numerator of the single-scale propagator. For
small frequencies, one finds
SΛ(p) ∼ max
(
(R˜Λ(p0)− Im ΣΛ(p))∂ΛR˜Λ(p0),∆Λ(p)∂Λ∆Λ(0)
)
. (4.50)
Assuming that the low-frequency behaviour of the imaginary part of the normal self-
energy can be approximated by Im ΣΛ(p) ≈ p0 − (ZΛf )−1p0, where ZΛf is the fermionic
quasiparticle weight, this result can sloppily be approximated up to finite proportionality
constants by
SΛ(p) ∼ max(Λ, ∂Λ∆Λ(0)). (4.51)
Note that if necessary, the high frequency decay of the single-scale propagator has to be
considered in order to make integrals finite in the ultraviolet. This yields the estimate
Σ˙Λ ∼ max(Λ, ∂Λ∆Λ(0)).
Within the above assumptions and approximations, a rough estimate for the contribu-
tion of the box diagram reads
βΛ ∼ max(Λ, ∂Λ∆Λ(0))
∫ d3p
(2pi)3 (Φ
Λ(p))2. (4.52)
Ignoring the periodicity of the lattice and extending the momentum integrations to
infinity, which seems to be reasonable because the biggest contributions arise from a
small vicinity of p = 0, the integration can easily be performed, yielding
βΛ ∼ max(Λ, ∂Λ∆
Λ
(0))
AΛφ
√
ZΛφ∆Λ(0)
. (4.53)
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The behaviour of this result for Λ→ 0 and ∆Λ(0) → 0 is discussed for three different cases
in the following.
1. Fermionic flow in the presence of an external pairing field (Λ is sent to zero while
∂Λ∆Λ(0) = 0 and ∆Λ(0) = const.): In this case, the contribution of the box diagram
scales to zero with the fermionic scale,
βΛ ∼ Λ√
∆(0)
→ 0 (4.54)
for Λ → 0. Note that phase fluctuations may give rise to large renormalization
contributions although the diagram scales to zero, if the external pairing field is
chosen very small.
2. ∆(0)-flow after Λ-flow (Λ = 0 and ∂Λ∆Λ(0) 6= 0): In this case, the contribution of the
box diagram reads
βΛ ∼ ∂Λ∆
Λ
(0)√
∆Λ(0)
. (4.55)
Writing ∂ΛαΛ = βΛ and exploiting the chain-rule, one can readily show that the
contribution of the box diagram to the dummy variable α is finite in the pairing
field flow:
∂Λα
Λ = ∂α
Λ
∂∆Λ(0)
∂∆Λ(0)
∂Λ = β
Λ ∼ ∂Λ∆
Λ
(0)√
∆Λ(0)
or equivalently
∂α(∆(0))
∂∆(0)
= (∆(0))−1/2. (4.56)
The singularity of the right hand side does not result in singular contributions
to the vertex because the pairing field flow is integrated over a finite interval for
∆(0). Thus, no singularities arise in the one-loop flow from the box diagrams. The
same result can be obtained after making an ansatz for the scale dependence of the
external pairing field.
3. ∆(0)-flow during Λ-flow (Λ > 0 and ∂Λ∆Λ(0) 6= 0): If the external pairing field is
removed in the fermionic flow, the strength of the singularity of the right hand side
depends on the scale dependence of the external pairing field. Choosing
∆Λ(0) ∼ Λ2, (4.57)
one obtains
βΛ ∼ O(1), (4.58)
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which is integrated over a finite Λ-interval. If the external pairing field is removed
slower, for example as
∆Λ(0) ∼ Λ, (4.59)
the box diagram scales in the infrared as
βΛ ∼ Λ−1/2, (4.60)
which is an integrable singularity in the Λ-flow.
In summary, the above discussion reveals that the box diagrams may be singular when
the fermionic regulator or the external pairing field is removed, but that they do not result
in singular contributions to the effective interactions in the sense of infrared divergences
of couplings. However, the degree of singularity of the box diagrams depends on how the
fermionic regulator or the external pairing field is removed. The most convenient scheme
seems to be a two-step procedure in which the fermionic regulator is removed in the first
flow and the external pairing field in the second one. It is noteworthy that the above
estimate was computed for a particular momentum on the Fermi surface. The projection
of the diagrams on the flow of bosonic propagators would further decrease the degree
of singularity in case the expansion of the effective interaction is restricted to a small
number of basis functions for the dependence on the fermionic momenta.
4.2. Projection on bosonic propagators
In the last section, channel-decomposed renormalization group equations for the two-
particle vertex on one-loop level were derived. These are used to compute the renormaliz-
ation group flow of the effective interactions in the channels, which can be parametrized
as boson-mediated interactions. In this section, the extraction of the flow of the bosonic
propagators and the fermion-boson vertices from the RG equation for the effective inter-
actions is discussed. The presentation is schematic because the procedure applies to the
Nambu particle-hole as well as Nambu particle-particle channel and is applicable to the
formulation of the flow equations in equations (4.13) to (4.25) or (4.35) to (4.44).
In the following, the effective interactions are approximated as described in subsec-
tion 3.2.2 using the decomposition
V Λ(k, k′; q) =
∑
α,β
V Λαβ(q)hΛα(q, k)hΛβ (q, k′)
=
∑
α,β
V Λαβ(q)gΛα(q, k0)fα(k)gΛβ (q, k′0)fβ(k′)
(4.61)
where V Λ represents an exchange propagator in the particle-hole or particle-particle
channel. The form factors for the dependence on the fermionic momenta are assumed to
be scale-independent. The flow equation reads schematically
∂Λ
(∑
α,β
V Λαβ(q)gΛα(q, k0)fα(k)gΛβ (q, k′0)fβ(k′)
)
= ∂ΛV Λ(k, k′; q) (4.62)
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where the right hand side represents equations (4.13) to (4.25) or (4.35) to (4.44). In
the first step, the orthogonality of the momentum-dependent form factors is exploited
in order to get rid of the dependence on k and k′ on both sides of the equations. The
projection is first discussed for fα(k) being lattice form factors and second for fα(k)
being Fermi surface harmonics.
Husemann and Salmhofer [86] proposed to extract the renormalization contributions
to the bosonic propagators by expansion of the dependence of the effective interactions
on the fermionic momenta with respect to lattice form factors and projection with the
help of their orthogonality property∫ d2k
(2pi)2fα(k)fβ(k) = δαβ (4.63)
where the integral is over the first Brillouin zone. Exploiting this relation yields
∂Λ
(
V Λαβ(q)gΛα(q, k0)gΛβ (q, k′0)
)
=
∫ d2k
(2pi)2
∫ d2k′
(2pi)2fα(k)fβ(k
′)∂ΛV Λ(k, k′; q). (4.64)
This projection scheme is referred to in the following as “Brillouin zone averaging” scheme.
Taking into account the s- and d-wave channels, the channel-decomposition combined
with this projection scheme allows to capture the leading instabilities of the repulsive
Hubbard model at van Hove filling [86]. In principle, the approximation for the effective
interaction can systematically be improved through the inclusion of additional lattice form
factors. However, the possible number of form factors is relatively small in practice due
to the increasing numerical complexity. At and below the critical scale for superfluidity,
strongly peaked functions have to be projected in the fluctuation contributions to the flow.
Restricting to the s-wave channel, only the Brillouin zone averaged propagators effectively
contribute and the resulting “local approximation” might lead to an underestimation of
fluctuation contributions in the RG flow.
Alternatively, it is possible to extract the renormalization contributions to the fermion-
boson vertices and the bosonic propagators by averaging the external fermionic momenta
over the Fermi surface. This improves the approximation for the low energy effective
interactions in the fluctuation contributions in comparison to the above projection scheme
when using a small number of basis functions for the fermionic momentum dependences.
The reason is that averaging over Fermi momenta yields an expansion for the momentum
dependence of the effective interactions tangential to the Fermi surface, while the (in the
sense of power counting) irrelevant momentum dependence perpendicular to the Fermi
surface is neglected. The basis functions fα(k) have to fulfil the orthogonality condition∫
kF
ds
LF
fα(k)fβ(k) =
∫ dθ
2pim(θ)fα(kF (θ))fβ(kF (θ)) = δαβ (4.65)
where the integration runs along the Fermi surface. LF denotes the length of the Fermi
surface, ds a line element along the Fermi surface and m(θ) the measure for this line
integration expressed as an integration over the angle θ. The measure reads
m(θ) = 1∫dθ
2pi |∂k(θ)|
|∂k(θ)| (4.66)
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where
|∂k(θ)| =
√
(∂θkF (θ))2 + (kF (θ))2 (4.67)
for kF (θ) being a parametrization of the Fermi surface in the first Brillouin zone and
kF (θ) = |kF (θ)| being the Fermi momentum in the direction θ. The scheme outlined below
is equivalent to conventional Fermi surface averaging for vanishing transfer momenta
q = 0. For finite transfer momenta q 6= 0, generically not all four external momenta
k ± q2 and k′ ± q2 lie on the Fermi surface (this is possible only in special cases due to
momentum conservation). In this case, the Fermi surface averaging can be performed
approximately by averaging over all external momenta separately.
In order to motivate this projection scheme, consider the contribution of the box
diagram in figure 4.6 on page 60 for vanishing momentum transfer q = 0. Suppressing
fermion-boson vertices and form factors on the right-hand side of the equation for brevity
(the full result is given below), it reads in a schematic way
[∂ΛV Λ(k, k′; q = 0)]Box =
∫ d3p
(2pi)3∂Λ
(
GΛ(p)GΛ(p)
)
V Λ(p− k)V Λ(k′ − p) (4.68)
where V Λ represents the exchange propagator for some interaction channel2. Suppose
the effective interaction V Λ(q) is strongly peaked at q = 0 and the scale Λ is relatively
small. Then, the scale-differentiated fermionic propagators effectively restrict the loop
momentum p to small frequencies |p0| . Λ and to momenta p in the vicinity of the Fermi
surface. Consequently, the dominant contributions to the flow will come from small
fermionic frequencies k0, k′0 and fermionic momenta k, k′ close to the Fermi surface. It
seems therefore reasonable to project the renormalization contributions on the flow of the
exchange propagator and the fermion-boson vertices by averaging the external momenta
over the Fermi surface,
[∂Λ(V Λαβ(0)gΛα(0, k0)gΛβ (0, k′0))]Box =
∫ d3p
(2pi)3
∫ dθ
2pim(θ)fα(kF (θ))
∫ dθ′
2pim(θ
′)fβ(kF (θ′))×
× ∂Λ
(
GΛ(p)GΛ(p)
)
V Λ(p0 − k0,p− kF (θ))V Λ(p0 − k′0,p− kF (θ′)).
(4.69)
For finite transfer momenta q, the contribution of the box diagram reads schematically
[∂ΛV Λ(k, k′; q)]Box =
∫ d3p
(2pi)3∂Λ
(
GΛ(p− q2)GΛ(p+ q2)
)
V Λ(p− k)V Λ(k′ − p). (4.70)
The effective interaction V Λ(p − k) connects states k − q/2 with p − q/2 and k + q/2
with p+ q/2 (see figure 4.6 on page 60). Thus, it can effectively be written as
V Λ(p0−k0,p−k) = 12
[
V Λ(p0−k0, (p−q/2)−(k−q/2))+V Λ(p0−k0, (p+q/2)−(k+q/2))
]
(4.71)
2V Λ is assumed to be even in momentum and frequency for the sake of simplicity in the presentation.
The generalization for exchange propagators that are odd in particular in the transfer frequency is
straightforward.
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(and similarly for V Λ(k′ − p)). At small scales, the scale-differentiated fermionic propag-
ators restrict p− q2 and p+ q2 to small frequencies and to a small vicinity of the Fermi
surface. Assuming that V Λ(q) is strongly peaked around q = 0, the diagram yields the
largest contributions if k ± q/2 also lie close to the Fermi surface. Considering k ± q/2
as Fermi momenta and averaging over the terms with kF = k + q/2 and kF = k − q/2
separately, the projected contribution of the box diagram can be approximated as
[∂Λ(V Λαβ(q)gΛα(q, k0)gΛβ (q, k′0))]Box =
∫ d3p
(2pi)3∂Λ
(
GΛ(p− q2)GΛ(p+ q2)
)
×
× 12
[
V Λα,FS(p0 − k0,p− q/2) + V Λα,FS(p0 − k0,p+ q/2)
]
×
× 12
[
V Λβ,FS(p0 − k′0,p− q/2) + V Λβ,FS(p0 − k′0,p+ q/2)
]
(4.72)
where
V Λα,FS(p0,p) =
∫ dθ
2pim(θ)fα(kF (θ))V
Λ(p0,p− kF (θ)). (4.73)
Note that the approximation of separately averaging over all external momenta is only
necessary in the fluctuation contributions contained in the vertex correction and box
diagrams. Including all contributions, in case the fermionic momenta are averaged over
the Fermi surface, the renormalization contributions to the exchange propagators and
fermion-boson vertices thus follow from
∂Λ
[
V Λαβ(q)gΛα(q, k0)gΛβ (q, k′0)
]
=
∫
kF
ds
LF
∫
k′F
ds′
LF
fα(kF )fβ(k′F )∂ΛV Λ(k, k′; q)
=
∫ dθ
2pi
∫ dθ′
2pim(θ)fα(kF (θ))m(θ
′)fβ(kF (θ′))∂ΛV Λ(k, k′; q),
(4.74)
where the right hand side is to be understood as described above.
Both projection schemes yield flow equations in which both sides depend on the
fermionic frequencies k0, k′0 as well as on the bosonic transfer momentum q,
∂Λ
[
V Λαβ(q)gΛα(q, k0)gΛα(q, k′0)
]
=
∫
k,α
∫
k′,β
∂ΛV
Λ(k, k′; q)
= ∂ΛV Λαβ(q)gΛα(q, k0)gΛα(q, k′0) + V Λαβ(q)∂ΛgΛα(q, k0)gΛα(q, k′0)
+ V Λαβ(q)gΛα(q, k0)∂ΛgΛα(q, k′0).
(4.75)
The right hand side of the first line is a shorthand for the projected flow equation for
the effective interaction in equations (4.64) or (4.74). Flow equations for the bosonic
propagator and the fermion-boson vertices follow after specification of the fermionic
frequencies, very similar to the procedure in [87]. Using the normalization condition
gΛα(q, k0 = 0) = 1, the flow equation for the bosonic propagator follows after setting
k0 = k′0 = 0,
∂ΛV
Λ
αβ(q) =
∫
k,α
∫
k′,β
∂ΛV
Λ(k, k′; q)|k0=k′0=0 (4.76)
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due to ∂ΛgΛα(q, k0 = 0) = 0. In order to obtain flow equations for the fermion-boson
vertices, k0 is chosen non-zero and k′0 set to zero, yielding3
∂Λg
Λ
α(q, k0) =
1
V Λαβ(q)
[∫
k,α
∫
k′,β
∂ΛV
Λ(k, k′; q)|k′0=0 − gΛα(q, k0)∂ΛV Λαβ(q)
]
q0=0
. (4.77)
The choice k0 = 0, k′0 6= 0 yields a similar equation.
Consider as an example the renormalization contributions to the amplitude mode in
case Fermi surface harmonics are used as basis function. After projection, equation (4.36)
reads
∂Λ
[
AΛαβ(q)gA,Λα (q, k0)g
A,Λ
β (q, k′0)
]
= 2
∫
kF
ds
LF
fα(kF )
∫
k′F
ds′
LF
fβ(k′F )∂ΛV
PH,Λ
11 (k, k′; q)
(4.78)
and inserting (4.44) on the right hand side yields
=
∑
p,m,n
∫
kF
ds
LF
fα(kF )CΛim(q; k, p)∂ΛLΛmn(p, q)
∫
k′F
ds′
LF
fβ(k′F )CΛjn(−q; k′, p). (4.79)
Defining
CΛim,α(q; k0, p) =
∫
kF
ds
LF
fα(kF )CΛim(q; k, p)|k=(k0,kF ), (4.80)
the renormalization contributions to the exchange propagator and the fermion-boson
vertices can be written as
∂Λ
[
AΛαβ(q)gA,Λα (q, k0)g
A,Λ
β (q, k′0)
]
=
∑
p,m,n
CΛim,α(q; k0, p)∂ΛLΛmn(p, q)CΛjn,β(−q; k′0, p).
(4.81)
The renormalization contributions to AΛαβ(q) or gA,Λα (q, k0) follow from this equation
after choosing the external fermionic frequencies as explained above. The projected CΛ-
functions are easily obtained from the expressions stated in section D.1 in the appendix.
4.3. Two-loop level
In this section, the channel-decomposition scheme is extended to the two-loop level. This
is interesting from a methodological point of view because the comparison of the obtained
equations with those of a mixed fermion-boson RG (for example in [93]) provides some
insight about the fluctuation contributions that are included in the fermionic one- and
two-loop renormalization group schemes. The two-loop channel-decomposition scheme
is applied to the attractive Hubbard model in subsection 7.3.4, where some numerical
results are presented.
3In case the flow is started at an initial scale Λ0 where V Λαβ(q) = 0, this flow equation for the fermion-
boson vertex is formally ill-defined because a zero appears in the denominator. Husemann et al. [87]
discussed two ways how to resolve this problem in practice. It does not appear in case the high-energy
modes are treated perturbatively as in chapters 7 and 8.
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Figure 4.7.: Illustration of the reorganisation of two-loop diagrams with overlapping loops
in a one-loop diagram with a scale-differentiated effective interaction that
represents the one-loop result without Σ˙Λ-insertions.
A Fermi system with attractive interactions behaves very similarly to an interacting
Bose gas below the critical scale for superfluidity [93]. The reason is that the fermions
are gapped and the remaining low-energy degrees of freedom are collective fluctuations
of the order parameter. The bosonic propagators in the ansatz in chapter 3 should
therefore behave as in an interacting Bose gas (see for example [116–119]). As discussed
in subsection 4.1.2, this low-energy physics is not fully captured by the fermionic one-loop
truncation because the singularities of the diagrams are not strong enough. The one-loop
box diagrams contain “bosonic” loops formed out of two propagators for the phase mode,
which could give rise to singular behaviour. However, their contributions are multiplied
with a scale factor or an external pairing field stemming from the fermionic single-scale
propagator, so that no singularities are caused when integrating the flow. In order to
recover the correct infrared behaviour, the fermionic equivalent of a bosonic single-scale
propagator is required in the diagrams. In this section, it is demonstrated that the
relevant contributions can be found in a two-loop truncation of the fermionic RG, i. e.
on the three-particle level.
4.3.1. Channel-decomposed renormalization group equations
The starting point for the extension of the channel-decomposition scheme to the two-loop
level is the two-loop RG equation for the fermionic two-particle vertex (2.33). The aim
is to reorganise the diagrams in third order in the effective interaction in a way that
highlights the physical significance of different terms and possibly allows for an efficient
numerical implementation. In the two-loop contributions with overlapping loops shown
in the third diagram on the right hand side of the schematic equation in figure 2.3 on
page 25, the insertion of two vertices that are connected by a single-scale and a full
propagator is reminiscent of the one-loop RG contribution to the two-particle vertex
(without Σ˙Λ-insertions). Thus, the question arises whether it is possible to replace all such
insertions by one-loop scale-derivatives of effective interactions, as shown exemplarily in
figure 4.7. It turns out that such a reorganization is indeed possible for all contributions
because for every choice of external labels and directions of arrows on the lines, there
exist two two-loop diagrams that differ only in the position of the fermionic single-scale
propagator in the inner loop that connects the same vertices. These insertions form
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Figure 4.8.: Diagrammatic representation of the two-loop flow equation for the two-
particle vertex after reorganising diagrams as shown in figure 4.7. ∂Λ,G
denotes Λ-derivatives acting on the fermionic propagator loops. Effective
interactions with dots represent their one-loop scale-derivative without Σ˙Λ-
insertions.
exactly the one-loop contributions to the scale-derivative of the two-particle vertex,
see equations (4.7) and (4.8) or figures 4.1 and 4.3. The result of this reorganization
is shown in figure 4.8, where ∂Λ,G acts only on the fermionic propagators and where
dots on “bosonic” lines represent the one-loop result for the scale-differentiated effective
interaction in the unmodified 1PI scheme.
In order to highlight the singularity structure of the diagrams and to assign them to
interaction channels, it is necessary to insert the decomposition of the two-particle vertex
in interaction channels as shown in figure 3.1 on page 47 into the two-loop equation. The
structure of the diagrams on two-loop level is very similar to that on one-loop level, but
with the scale-derivative acting on the effective interactions instead of on the fermionic
propagators. Furthermore, no two-loop propagator renormalization diagrams exist, which
is a simple consequence of the topological structure of the two-loop diagrams. With
a similar argument as on one-loop level, the two-loop vertex-correction diagrams are
assigned according to the transfer momentum in the fermionic loop that coincides with
the transfer momentum of one effective interaction. The two-loop box diagrams have the
same multiple singularities as those on one-loop level, see figure 4.6. Differently to the
one-loop case, it is argued that on two-loop level the box diagrams should be assigned
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Figure 4.9.: Diagrammatic representation of the two-loop flow equation for the effective
interaction in the (Nambu) particle-hole channel. The first line contains the
one-loop contributions and the two-loop two-boson exchange contributions.
The second and the third line describe two-loop vertex corrections.
according to their bosonic singularity. The reason is that the two-loop diagrams become
only important close to the critical scale [74] and below, where a strong momentum
dependence has already developed. Furthermore, Goldstone mode fluctuations give rise
to infrared singularities in the two-loop box diagrams when the external pairing field is
removed (see below), while the fermionic propagator in an s-wave superfluid is bounded.
Using simple estimates for the contributions of Goldstone mode fluctuations and analogies
to the partially bosonized RG, it can be shown that the singularities that give rise to the
infrared behaviour of an interacting Bose gas are contained in the two-loop box diagrams
(see subsection 4.3.2). Consequently, they should be regarded as effective two-boson
exchange diagrams. This yields the channel-decomposed RG equations for the effective
interactions in the particle-hole and particle-particle channel on two-loop level as shown
diagrammatically in figures 4.9 and 4.10, respectively. In these diagrams, ∂Λ,V or the dot
on “bosonic” lines act only on the effective interactions, representing the one-loop result
(without Σ˙Λ-insertions) for their scale-derivatives.
Analytical expressions for the two-loop flow equations are only given for the particle-
hole channel, which is sufficient for a system with full spin rotation invariance. The
scale-derivatives of effective interactions that appear in the two-loop contributions are
given by
∂Λ,V V
PH,Λ
s1s2s3s4
(
k1+k4
2 ,
k2+k3
2 ; k3 − k2
)
= ΠPH,ds1s2s3s4(k1, k2, k3, k4)|∂Λ→∂Λ,S (4.82)
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Figure 4.10.: Diagrammatic representation of the two-loop flow equation for the effective
interaction in the (Nambu) particle-particle channel. The first line and the
first two diagrams in the second line contain the one-loop contributions and
the two-loop two-boson exchange diagrams. The other diagrams contain
two-loop vertex corrections.
∂Λ,V V
PP,Λ
s1s2s3s4
(
k1−k2
2 ,
k4−k3
2 ; k1 + k2
)
= −12ΠPPs1s2s3s4(k1, k2, k3, k4)|∂Λ→∂Λ,S , (4.83)
where ∂Λ → ∂Λ,S indicates that the scale-derivative acts only on the fermionic regulator.
The two-loop flow equation for the effective interaction in the particle-hole channel then
reads
∂ΛV
PH,Λ
s1s2s3s4(k, k
′; q) = ΠPH,ds1s2s3s4(k +
q
2 , k
′ − q2 , k′ + q2 , k − q2) (4.84)
+
∑
p,s′i
(
Us1s′2s′3s4 + V
PH,Λ
s1s′2s
′
3s4
(k, p; q)
)
GΛs′1s′2(p−
q
2)G
Λ
s′3s
′
4
(p+ q2)×
× ∂Λ,V Γ(4) Λs′4s2s3s′1(p+
q
2 , k
′ − q2 , k′ + q2 , p− q2)
+
∑
p,s′i
∂Λ,V Γ(4) Λs1s′2s′3s4(k +
q
2 , p− q2 , p+ q2 , k − q2)GΛs′1s′2(p−
q
2)G
Λ
s′3s
′
4
(p+ q2)×
×
(
Us′4s2s3s′1 + V
PH,Λ
s′4s2s3s
′
1
(p, k′; q)
)
−∑
p,s′i
GΛs′1s′2(p− k)G
Λ
s′3s
′
4
(p− k′)∂Λ,V
(
V PP,Λs1s′2s′3s3
(k − p2 + q4 , k′ − p2 + q4 ; p+ q2)×
× V PP,Λs2s′4s′1s4(k
′ − p2 − q4 , k − p2 − q4 ; p− q2)
)
−∑
p,s′i
GΛs′1s′2(p+ k)G
Λ
s′3s
′
4
(k′ − p)∂Λ,V
(
V PH,Λs1s2s′3s′1
(k + p2 +
q
4 , k
′ − p2 − q4 ; q2 − p)×
× V PH,Λs′2s′4s3s4(k +
p
2 − q4 , k′ − p2 + q4 ; p+ q2)
)
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−∑
p,s′i
GΛs′1s′2(p+ k)G
Λ
s′3s
′
4
(p+ k′)∂Λ,V
(
V PH,Λs1s′4s3s′1
(k + p2 +
q
4 , k
′ + p2 +
q
4 ;
q
2 − p)×
× V PH,Λs′2s2s′3s4(k +
p
2 − q4 , k′ + p2 − q4 ; p+ q2)
)
where
∂Λ,V Γ(4) Λs1s2s3s4(k1, k2, k3, k4) = −∂Λ,V V PH,Λs2s1s3s4
(
k2+k4
2 ,
k1+k3
2 ; k3 − k1
)
+ ∂Λ,V V PP,Λs1s2s3s4
(
k1−k2
2 ,
k4−k3
2 ; k1 + k2
)
.
(4.85)
The first line of (4.84) contains the one-loop contributions, the second and third lines
the two-loop vertex corrections and the last three lines the two-loop two-boson exchange
contributions.
In a numerical implementation, the evaluation of the flow equations on two-loop level
proceeds in two steps. In the first, the one-loop contributions involving single-scale
propagators and Σ˙Λ-insertions are evaluated separately. In the second step, the two-loop
contributions involving ∂Λ,V Γ(4) Λ are computed using the one-loop result. In order to
obtain two-loop flow equations for exchange propagators and fermion-boson vertices,
equation (4.84) is further evaluated as described in sections 4.1.1 and 4.2. Analytical
expressions for the two-loop vertex correction diagrams can easily be read off from those
on one-loop level, because they differ only in the objects the scale-derivatives act on.
For the two-loop two-boson exchange contributions, analytical expressions are given in
section D.2 in the appendix.
Analytical estimates for the singular infrared behaviour of a fermionic s-wave superfluid
on two-loop level, which were recently completed and are discussed in the next subsection,
indicate that the one-loop box diagrams might not be assigned optimally in the two-loop
channel-decomposition scheme. In comparison to the one-loop level, these diagrams be-
come more singular in the two-loop flow due to self-energy insertions (see subsection 4.3.2)
and may lead to logarithmic singularities in certain interaction channels in the limit
where the external pairing field vanishes due to “bosonic” loops involving two propagators
for the phase mode and anomalous fermionic propagators. In an improved version of
the two-loop channel-decomposition scheme, the one-loop box diagrams with anomalous
fermionic propagators should therefore be assigned as two-boson exchange contributions
according to their bosonic singularity. The one-loop box diagrams with normal fermionic
propagators should nevertheless be assigned according to the fermionic singularity. This
is important above the critical scale in order to capture the Kohn-Luttinger effect [115]
within the channel-decomposition scheme [86]. Below the critical scale and in particular
in pairing field flows, the one-loop box diagrams with normal propagators are expected
to be less important and remain non-singular in the limit where the external pairing field
vanishes.
Note that this change in the assignment of diagrams is not expected to have a significant
impact on two-loop flows with fixed or flowing external pairing fields as long as the
latter is not too small. In the weak-coupling regime and on one-loop level, it has been
checked for the attractive Hubbard model that the results of flows with fixed external
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pairing fields are indeed similar irrespective of whether the box diagrams with anomalous
propagators are assigned according to their bosonic or fermionic singularity. Due to the
weak singularity of the one-loop box diagrams, the issue about their assignment seems
to become relevant only in the limit where the external pairing field vanishes. In the
discussion of this limit in the next subsection, the one-loop box diagrams are therefore
considered to be assigned according to their bosonic singularity. They then always appear
together with more singular two-loop contributions and do not give rise to singularities
beyond those discussed in the next subsection.
4.3.2. Infrared singularities due to phase fluctuations in a
fermionic s-wave superfluid
In order to investigate the feedback of phase fluctuations on other interaction channels,
the estimates from subsection 4.1.2 are extended to the two-loop level in the following.
It is demonstrated that the singular infrared behaviour of the amplitude mode that is
expected in a fermionic s-wave superfluid [93] is captured in the fermionic RG on two-loop
level. Besides it is found that no singular feedback to non-Cooper channels exists.
In order to obtain these results, a pairing field flow is considered in which the fermionic
regulator vanishes and the external pairing field is treated as the flow parameter. The
bosonic exchange propagators for the s-wave Cooper channel and the imaginary part of
the anomalous (3+1)-effective interaction are parametrized by the following ansätze at
small transfer momenta and frequencies:
ΦΛ(q) ∼ − 1∆Λ(0) + ZΛΦq20 + AΛΦq2
(4.86)
νΛ(q) ∼ − q0∆Λ(0) + ZΛν q20 + AΛν q2
(4.87)
X˜Λ(q) ∼ q0∆Λ(0) + ZΛX˜q20 + AΛX˜q2
(4.88)
AΛ(q) ∼ − 1√
∆Λ(0) + ZΛAq20 + AΛAq2
. (4.89)
The first three ansätze are motivated by a resummation of all chains of Nambu particle-hole
diagrams (see chapter 6) and can be justified non-perturbatively using Ward identities [116,
117]. The ansatz for AΛ(q) is inspired by the results by Pistolesi et al. [117] as well as
Strack et al. [93]. It reproduces the singular infrared scaling of the amplitude mode that
was described by Strack et al. [93] in terms of divergent wave function renormalization
factors. The above-mentioned works indicate that the coefficients AΛi and ZΛi in the
ansätze remain finite. Furthermore, it is assumed that all other exchange propagators
remain finite in the limit where the external pairing field vanishes, which has to be
justified below. The above ansätze are inserted into (4.84) together with appropriate
ansätze for the low-energy behaviour of the fermionic propagators. When evaluating
the renormalization contributions for vanishing transfer momentum q and for external
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fermionic momenta on an almost circular Fermi surface for simplicity, the components of
the fermionic propagator behave as
GΛ+−(k + p) = FΛ(k + p) ≈
1
∆Λ (4.90)
GΛ++(k + p) = GΛ(k + p) ≈
ip0 + vFp · ekF
(∆Λ)2 (4.91)
for small p and k = (0,kF ) together with appropriate ultraviolet cutoffs, where vF is the
Fermi velocity and ekF a unit vector pointing in the direction of kF . Note that the shape
of the Fermi surface is not expected to influence the conclusions of this section. When
averaging external fermionic momenta over the Fermi surface, the term vFp · ekF has to
be replaced by a term ∼ p2 for an almost circular Fermi surface.
The most interesting two-loop contributions arise from the two-loop two-boson exchange
diagrams. The reason is that the two-loop vertex-correction diagrams are non-singular for
non-Cooper channels and are less singular than the other renormalization contributions
in the Cooper channel. This can be seen by estimating the integral
∫ d3q
(2pi)3∂Λ,V Φ
Λ(q) (4.92)
which appears in the most singular contributions from vertex corrections on two-loop
level. An estimate for ∂Λ,V ΦΛ(q) can be obtained from (4.86) by letting ∂Λ,V act only on
the external pairing field. Extending the momentum and frequency integration in the
resulting integral to infinity, it yields
∂Λ∆Λ(0)
∫ d3q
(2pi)3
1
(∆Λ(0) + ZΛΦq20 + AΛΦq2)2
∼ ∂Λ∆
Λ
(0)√
∆Λ(0)
. (4.93)
Inserting for example the ansatz ∆Λ(0) ∼ Λ2 for the scale dependence of ∆Λ(0), the integral
turns out to be non-singular. For non-Cooper channels, it is multiplied by non-singular
effective interactions in the flow equations.
The evaluation of the two-loop two-boson (TB) exchange contributions is only demon-
strated for the amplitude mode, density forward scattering and the real part of the
anomalous (3+1)-effective interaction, because these lead to the most interesting results.
The estimation of the contributions to the other channels can be done analogously. The
full renormalization contributions of the two-loop two-boson exchange diagrams can be
found in subsection D.2 in the appendix4, while only the most singular terms are shown
in the text in order to keep the discussion clear. The renormalization contributions to the
4The expressions given in the appendix are valid in case the external fermionic momenta are averaged
over the Brillouin zone or the Fermi surface. In comparison to the evaluation for external momenta
on the Fermi surface, some contributions involving magnetic propagators cancel due to averaging.
However, these cancellations do not influence the most singular terms involving propagators in the
Cooper channel.
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amplitude mode can be read off from (D.31) in the appendix, where the most singular
contribution yields
∂ΛA
Λ(0)|TB ∼ (∆Λ)−2
∫ d3p
(2pi)3∂Λ,V
(
(AΛ(p))2 + (ΦΛ(p))2
)
+ . . . (4.94)
The prefactor (∆Λ)−2 arises from anomalous fermionic propagators. Differentiating the
above ansätze for the exchange propagators in the Cooper channel with respect to the
scale dependence of ∆Λ(0) and inserting the resulting expressions into this equation, it is
found that the term ∼ ∂Λ,V (ΦΛ(p))2 yields the largest contribution, leading to
∂ΛA
Λ(0)|TB ∼
∂Λ∆Λ(0)
(∆Λ(0))3/2
. (4.95)
All other contributions receive extra momentum or frequency factors from the fermionic
or bosonic propagators that weaken the singularities. Using the chain rule, this equation
can be rewritten as
∂∆(0)A
∆(0)(0)|TB ∼ (∆(0))−3/2. (4.96)
Because all other contributions to ∂ΛAΛ(0) are less singular, it yields
A∆(0)(0) ∼ (∆(0))−1/2 (4.97)
for the singular behaviour of the amplitude mode in the limit where the external pairing
field vanishes. Using the ansatz ∆Λ(0) = Λ2 in order to mimic the infrared scaling of the
phase mode in the work by Strack et al. [93], this result is equivalent to
AΛ(0) ∼ Λ−1, (4.98)
as found by Strack et al.
A similar estimate shows that the density forward scattering channel does not receive
singular feedback from phase fluctuations. The most singular contribution in (D.33) in
the appendix reads
∂ΛC
Λ(0)|TB ∼
∫ d3p
(2pi)3 ReG
Λ(k+p) ReGΛ(k′+p)∂Λ,V
(
(AΛ(p))2+(ΦΛ(p))2
)
+. . . (4.99)
Evaluating the right hand side for k = k′ = (0,kF ), it is found that the integral is
non-singular because the fermionic propagators contribute an extra factor ∼ p2 in the
integrand (or a higher power if the external fermionic momenta are averaged over the
Fermi surface) in comparison to (4.94). This contribution is thus finite, but larger than
the terms represented by the ellipsis, so that
∂ΛC
Λ(0)|TB ∼ O(1). (4.100)
The corresponding contribution (D.34) to the real part of the anomalous (3+1)-
effective interaction is potentially more singular, because in the dominant term one
80
4.3. Two-loop level
normal fermionic propagator is replaced by an anomalous one in comparison to (4.99).
It reads
∂ΛX
Λ(0)|TB ∼
∫ d3p
(2pi)3F
Λ(k+ p) ReGΛ(k′+ p)∂Λ,V
(
(ΦΛ(p))2− (AΛ(p))2
)
+ . . . (4.101)
Evaluating this expression for k = k′ = (0,kF ), a simple scaling analysis suggests that
it leads to a logarithmic singularity, X∆(0)(0) ∼ log ∆(0). However, a closer inspection
reveals that the integral vanishes due to ReGΛ(k′ + p)|k=(0,kF ) ∼ p · ekF being an odd
function in p in a small vicinity of the Fermi surface. In case the external fermionic
momenta are averaged over the Fermi surface, the averaged ReGΛ(k′+p)|k=(0,kF ) becomes
quadratic in |p|, which suffices to suppress the logarithmic singularity.
In subsection 4.1.2, it was assumed that the amplitude mode AΛ(0) is non-singular,
leading to ∂Λ∆Λ ∼ ∂Λ∆Λ(0). This changes on two-loop level, so that a comment about the
one-loop propagator renormalization contributions with self-energy insertions is in order.
Repeating the estimates for the self-energy from subsection 4.1.2 with AΛ(0) ∼ (∆Λ(0))−1/2,
one obtains
∂Λ∆Λ ∼ AΛ(0)∂Λ∆Λ(0) ∼ (∆Λ(0))−1/2∂Λ∆Λ(0) + . . . (4.102)
Using the chain rule, this equation can readily be integrated, yielding
∆∆(0) ∼ ∆1/2(0) + const., (4.103)
where the integration constant is the anomalous self-energy in case of spontaneous
symmetry breaking. For extrapolating pairing field flows to ∆(0) → 0, it is convenient to
insert for example the ansatz ∆Λ(0) ∼ Λ2 for the scale dependence of the external pairing
field. The right hand side of (4.102) is then of the order of one and ∆Λ becomes linear in
Λ. The change in the infrared scaling of ∂Λ∆Λ modifies the propagator renormalization
contributions, for example
∂ΛA
Λ(0)|Prop. Renorm. = (AΛ(0))2∂Λ,ΣLΛ11(0) + . . . ∼ (AΛ(0))2∂Λ∆Λ ∼ (AΛ(0))3∂Λ∆Λ(0)
(4.104)
for the amplitude mode where ∂Λ,Σ acts only on the fermionic self-energy. This contribu-
tion is as singular as the one that arises from phase fluctuations. For the real part of the
anomalous (3+1)-effective interaction,
∂ΛX
Λ(0)|Prop. Renorm. =
(
AΛ(0)CΛ(0) + (XΛ(0))2
)
∂Λ,ΣL
Λ
13(0) + . . . , (4.105)
the right hand side could lead to a logarithmic singularity. However, it has a vanishing
prefactor as for the two-loop contributions. The reason is that ∂Λ,ΣLΛ13(0) vanishes in
the infrared due to the approximate particle-hole symmetry of the ansatz for the normal
propagator (4.91).
It should be noted that the propagator renormalization contributions to the phase
mode involving self-energy insertions,
∂ΛΦΛ(0)|Prop. Renorm. = (ΦΛ(0))2∂Λ,ΣLΛ22(0) + . . . ∼ (ΦΛ(0))2∂Λ∆Λ
∼ (∆Λ(0))−5/2∂Λ∆Λ(0),
(4.106)
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have a stronger singularity than the corresponding one-loop contributions,
∂ΛΦΛ(0)|One-loop ∼ (∆Λ(0))−2∂Λ∆Λ(0). (4.107)
This could spoil the scaling behaviour ΦΛ(0) ∼ (∆Λ(0))−1 in the two-loop RG flow, which
would violate the Ward identity for global charge conservation. However, in the numerical
evaluation of the two-loop flow for the attractive Hubbard model (which is discussed
in subsection 7.3.4), the scaling ΦΛ(0) ∼ (∆Λ(0))−1 was observed down to the smallest
accessible external pairing fields. This may be a consequence of cancellations arising
from Ward identities.
As discussed at the end of the last subsection, the one-loop box diagrams also become
more singular on two-loop level due to ∂Λ∆Λ ∼ (∆Λ(0))−1/2∂Λ∆Λ(0) instead of ∂Λ∆Λ ∼
∂Λ∆Λ(0), which alters the estimate for these diagrams from subsection 4.1.2 to
βΛ|Two-Loop flow ∼ (∆Λ(0))−1∂Λ∆Λ(0). (4.108)
The one-loop box diagrams would therefore lead to logarithmic singularities in various
channels if they are assigned according to the transfer momenta in the fermionic loops.
However, due to this “bosonic” singularity, the one-loop box diagrams with anomalous
fermionic propagators should be assigned to interaction channels according to their
bosonic singularity (i. e. as one-loop two-boson exchange diagrams) as suggested at the
end of subsection 4.3.1. In this case, these diagrams would lead to logarithmically singular
contributions to the amplitude mode, which are, however, less singular than those from
phase fluctuations on two-loop level, and would not give rise to singularities in other
channels.
4.4. Conclusion: Theoretical framework
In this chapter, channel-decomposed renormalization group equations for the Nambu two-
particle vertex in a singlet superfluid were presented, in which the singular dependence on
momenta and frequencies is isolated in only one variable per interaction channel. They
thus form a good starting point for the formulation of approximations for the effective
interactions in the channels and their efficient computation.
The channel-decomposed equations on one-loop level extend work for the symmetric
phase by Husemann and Salmhofer [86] to the superfluid phase. They are based on
the modified one-loop truncation by Katanin [100] and allow to solve mean-field models
exactly [103]. The two-loop channel-decomposition scheme allows to efficiently take
into account the renormalization contributions to the two-particle vertex in third order
in the effective interaction with overlapping loops that are neglected in the modified
one-loop truncation. This is accomplished by reexpressing these contributions as effective
one-loop diagrams involving the scale-derivative of the effective interactions as computed
on one-loop level.
The assignment of diagrams to interaction channels in the flow equations is facilitated
by organizing the description of spontaneous symmetry breaking within the fermionic
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RG as a two step process: In the first step, fermionic modes are integrated out in the
presence of an external pairing field that regularizes the singularities at and below the
critical scale. In the second step, the external pairing field is regarded as a regulator that
is removed in a flow. This allows to control the size of effective interactions during the
flow and to study the effects of long-range phase fluctuations in a systematic way.
Using simple estimates for the renormalization contributions on one- and two-loop
level, the singularity structure of the fermionic two-particle vertex in an s-wave superfluid
was clarified. In the limit where the external pairing field vanishes, the singular behaviour
of the vertex on one-loop level is the same as in a resummation of all chains of Nambu
particle-hole bubble diagrams. The infrared divergence of the amplitude mode that is
expected in a fermionic superfluid at zero temperature due to phase fluctuations [93] is
captured on two-loop level. No singular feedback of pairing fluctuations to non-Cooper
channels is found.
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5. Truncated flow equations and
global conservation laws
The underlying symmetries of a theory lead to constraints on the Green functions [120].
Baym and Kadanoff [121] and Baym [122] emphasised the importance of conservation
laws for the computation of physical observables, in particular of transport properties,
and identified necessary conditions on Green functions for being compatible with the
symmetries of the system. In addition, they suggested a construction scheme for so-called
conserving approximations, and Baym [122] realized their connection to the concept of
Φ-derivability. These works were devoted to local conservation laws and the associated
Ward identities, which are usually incompatible with truncated flow equations, as Enss
discussed in some detail [123]. Katanin [100] showed within the 1PI formalism for fermions
that local Ward identities are violated by terms of some order in the effective interaction
that depends on the specific truncation. In a truncation where the n-particle vertex
is set to zero, local Ward identities are violated by terms of n-th order in the effective
interaction, i. e. on the truncation level. The fulfilment of local Ward identities in the
one-loop truncation can be improved by taking into account the self-energy feedback from
the third order in the effective interaction [100]. Within this so-called Katanin scheme,
local Ward identities are violated by terms of third order in the effective interaction with
overlapping loops only. Besides improving the fulfilment of Ward identities, this scheme
solves mean-field models exactly [99, 124] (see also chapter 6).
Going beyond the Katanin scheme by including higher orders in the truncation is a
cumbersome task for fermionic systems. There are vital alternatives if the motivation
for this is only to improve the Ward identity fulfilment and not to take higher-order
fluctuation effects into account. Schütz et al. [125] obtained the exact solution of the
one-dimensional Tomonaga-Luttinger model by introducing collective fields and closing
of the hierarchy of renormalization group equations through Dyson-Schwinger equations
as well as the Ward identities associated with the separate conservation of charge at each
Fermi point. Blaizot et al. [126] derived a closed set of flow equations for φ4-theory in
three-dimensions within a Φ-derivable approximation and pointed out that its solution
might be easier than that of the self-consistency equations associated with the same
Luttinger-Ward functional. The two-particle irreducible (2PI) RG formalism [107] may
also be of interest because it is directly connected to the Luttinger-Ward functional of
Φ-derivable approximations. However, truncations of the 2PI hierarchy of flow equations
are not necessarily conserving [127].
The situation for Ward identities that arise from global conservation laws is not so
clear. These impose way less stringent constraints on the theory and may be fulfilled even
if local Ward identities are violated. Their compatibility with truncated flow equations is
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of interest, because it decides on whether truncated flow equations may generate massless
Goldstone modes in case of spontaneous symmetry breaking. From this point of view,
the work by Gersch et al. [101] is encouraging because it demonstrated that the Katanin
scheme yields reasonable results for the flow of the superfluid gap and its phase mode also
in the attractive Hubbard model. Furthermore, it is noteworthy that the external pairing
field could be chosen around two orders of magnitude smaller than the final value of the
superfluid gap in that study without running into unphysical divergences. However, this
numerical study did not conclusively answer the question about the fulfilment of global
Ward identities because besides possible violations due to the truncation of the hierarchy
of flow equations, further violations may arise from approximations on the momentum
and frequency dependence of the self-energy and the two-particle vertex.
In this chapter, the compatibility of truncated flow equations with the Ward identities
associated with the global U(1) charge symmetry is discussed. First, functional Ward
identities for connected Green functions and one-particle irreducible vertex functions
are derived. The latter were presented before by Salmhofer et al. [99]. Subsequently,
Ward identities relating the one-particle Green function with connected two-particle
Green functions or the anomalous self-energy with the two-particle vertex are derived. A
scheme is presented that allows to obtain global Ward identities for higher order vertex
functions from the corresponding flow equations, which is applied for the derivation of
truncated Ward identities for the anomalous components of the two-particle vertex. The
compatibility of truncated flow equations and Ward identities is subsequently discussed
under the assumption that the two-particle vertex fulfils the Ward identity that is obtained
by truncating the hierarchy of Ward identities on the same level of approximation as that
of the flow equations. It follows that the flow of the superfluid gap in the Katanin scheme
is incompatible with the Ward identity. The reason is the “incomplete” consideration of
contributions in third order in the effective interaction. Under the above assumption for
the vertex, compatibility of the flow equation and the Ward identity for the gap would
be achieved if all contributions in third order in the effective interaction are taken into
account in the flow equation and the Ward identity for the vertex.
The notation in this chapter is the same as in chapter 2 and Nambu representation (see
chapter 3) is used if not stated differently. The scale dependence of objects is suppressed
for notational convenience but can easily be added by replacing all objects by their
scale-dependent counter-parts, yielding so-called cutoff Ward identities [123].
5.1. Ward identity for connected Green functions
The derivation of a functional Ward identity for connected Green functions starts from
their generating functional
G[η, η¯,∆(0), ∆¯(0)] = ln
∫
DµQ(χ¯, χ)e−V[χ¯,χ]−(χ¯,η)−(η¯,χ)−(χ¯,∆(0)χ)−(χ¯,∆¯(0)χ) (5.1)
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where χ, χ¯ are fermionic Nambu Grassmann fields representing the microscopic degrees
of freedom and the external pairing field
∆(0),αβ = ∆(0)(kα)δkα,kβδsα,+δsβ ,− ∆¯(0),αβ = ∆¯(0)(kα)δkα,kβδsα,−δsβ ,+ (5.2)
acts as an additional source term. Being bilinear in the fields, it could be absorbed in the
measure but is kept explicit in the generating functional for convenience. In the effective
action, the external pairing field is absorbed in the anomalous self-energy, specifying
its initial conditions in a flow. Greek symbols represent multi-indices that collect for
example momenta, frequencies and Nambu indices, α = (kα, sα).
The invariance of the system under global U(1) gauge transformations requires the
action and the measure in the above functional integral to be invariant under the
transformation
χ¯→ χ¯′ = χ¯eiτ (3)θ
χ→ χ′ = e−iτ (3)θχ
(5.3)
with θ being the gauge phase and τ (3) being a Pauli matrix that acts on the Nambu
index of fields. The latter is connected to the operator for the fermionic density in terms
of Nambu fields,
ni = φ¯i+φi+ − φ¯i−φi− =
∑
s,s′
τ
(3)
ss′ φ¯isφis′ (5.4)
n =
∑
k
(φ¯k+φk+ − φ¯k−φk−) =
∑
k,s,s′
τ
(3)
ss′ φ¯ksφks′ (5.5)
in real and momentum space, respectively. The generating functional is invariant under
the above transformation, if the source fields are transformed according to
η → η′ = e−iτ (3)θη
∆(0) → ∆′(0) = e−2iθ∆(0)
η¯ → η¯′ = η¯eiτ (3)θ
∆¯(0) → ∆¯′(0) = e2iθ∆¯(0).
(5.6)
The invariance of G under the gauge transformation can be stated as the condition
d
dθ
G[η′, η¯′,∆′(0), ∆¯′(0)] = 0 (5.7)
or equivalently
d
dθ
G
[
e−iτ (3)θη, η¯eiτ (3)θ, e−2iθ∆(0), e2iθ∆¯(0)
]
θ=0
= 0. (5.8)
Accomplishing the derivatives using the chain rule and taking care of multi-indices in
the “scalar product notation” yields the functional Ward identity for connected Green
functions
1
2
(
η, τ (3)
δG
δη
)
− 12
(
η¯, τ (3)
δG
δη¯
)
+ tr
(
∆T(0),
δG
δ∆(0)
)
− tr
(
∆¯T(0),
δG
δ∆¯(0)
)
= 0 (5.9)
87
5. Truncated flow equations and global conservation laws
where tr(∆T(0), δGδ∆(0) ) =
∑
α,β ∆(0),αβ δGδ∆(0),αβ and similarly for the last term. Applying
functional derivatives with respect to η or η¯ at vanishing fermionic sources yields Ward
identities for connected Green functions.
The Ward identity that connects the anomalous propagator with connected two-particle
Green functions follows after functional differentiation with respect to η¯k,− and ηk,+,
yielding
−〈ψk,−ψ¯k,+〉 =
∑
k′
[
∆¯(0)(k′)〈ψk,−ψ¯k,+; ψ¯k′,−ψk′,+〉−∆(0)(k′)〈ψk,−ψ¯k,+; ψ¯k′,+ψk′,−〉
]
(5.10)
where 〈A;B〉 = 〈AB〉 − 〈A〉〈B〉. This Ward identity expresses Goldstone’s theorem
and yields information on singularities of two-particle Green functions: Spontaneous
symmetry breaking is obtained if the external pairing field is sent to zero ∆(0) → 0 while
the anomalous fermionic propagator remains finite. The Ward identity then requires
some components of the two-particle Green function to diverge like 1/∆(0).
5.2. Ward identity for one-particle irreducible vertex
functions
5.2.1. Functional Ward identity
In order to have exact relations connecting those quantities that are computed in the
functional renormalization group for one-particle irreducible vertex functions, it is con-
venient to derive a functional Ward identity for these quantities from equation (5.9).
The necessary steps are similar to those that led in chapter 2 from the flow equation
for the generating functional for connected Green functions to the one for the effective
action: The source fields and the corresponding derivatives of the generating functional
for connected Green functions have to be rewritten in terms of their conjugate fields and
corresponding derivatives of the effective action. Derivatives with respect to the external
pairing field are most conveniently expressed through derivatives with respect to the
fermionic sources,
δG
δ∆(0),αβ
=
(
δG
δηα
δG
δη¯β
+ δ
2G
δηαδη¯β
)
δkα,kβδsα,+δsβ ,−
δG
δ∆¯(0),αβ
=
(
δG
δηα
δG
δη¯β
+ δ
2G
δηαδη¯β
)
δkα,kβδsα,−δsβ ,+,
(5.11)
and then treated accordingly. Defining the shorthand
δ∆(0),αβ = ∆(0),αβ − ∆¯(0),αβ, (5.12)
equation (5.9) can be rewritten as
1
2
(
η, τ (3)
δG
δη
)
− 12
(
η¯, τ (3)
δG
δη¯
)
+
(
δG
δη
, δ∆(0)
δG
δη¯
)
+ tr
(
δ∆T(0)
δ2G
δηδη¯
)
= 0. (5.13)
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Expressing G through Γ by using relations (2.10) and (2.14) from chapter 2, the functional
Ward identity for the effective action reads
1
2
(
φ¯, τ (3)
δΓ
δφ¯
)
+ 12
(
δΓ
δφ
, τ (3)φ
)
= (φ¯, δ∆(0)φ) + tr
(
δ∆(0)
[
(δ2Γ)−1
]
11
)
. (5.14)
The application of functional derivatives with respect to φ¯ and φ yields Ward identities
for one-particle irreducible vertex functions. Cutoff Ward identities that are valid in
the presence of a regulator at intermediate scales Λ follow after endowing the effective
action Γ and possibly the external pairing field ∆(0) with a scale dependence (similar to
chapter 2 for the former and chapter 7 for the latter).
5.2.2. Ward identity for superfluid gap
Of particular interest is the Ward identity for the anomalous self-energy that obtains
after differentiation of (5.14) with respect to φ¯α and φβ at vanishing source fields. It
relates the anomalous self-energy to the two-particle vertex and reads
1
2(τ
(3)
αα − τ (3)ββ )Γ(2)αβ = ∆(0),αβ − ∆¯(0),αβ +
∑
γ,δ,µ,ν
(∆(0),γδ − ∆¯(0),γδ)GδνGµγΓ(4)ανµβ. (5.15)
As for the anomalous Green function, sustaining a finite anomalous self-energy in the
limit of a vanishing external pairing field requires some components of the vertex to
diverge inversely proportional to the external pairing field. This expresses Goldstone’s
theorem and implies the existence of long-range (or “massless”) excitations due to the
spontaneous breaking of the global U(1) charge symmetry.
Specialising the multi-indices to α = (k,+) as well as β = (k,−) and using Γ(2)(k,+),(k,−) =
∆(k), one obtains after explicitly writing out the Nambu summations
∆(k)−∆(0)(k) = (5.16)∑
p
[
∆(0)(p)
(
G−+(p)G++(p)Γ(4)+++−(k, p, p, k) + (G−+(p))2Γ
(4)
++−−(k, p, p, k)
+G−−(p)G++(p)Γ(4)+−+−(k, p, p, k) +G−−(p)G−+(p)Γ
(4)
+−−−(k, p, p, k)
)
− ∆¯(0)(p)
(
G++(p)G+−(p)Γ(4)+++−(k, p, p, k) + (G+−(p))2Γ
(4)
+−+−(k, p, p, k)
+G++(p)G−−(p)Γ(4)++−−(k, p, p, k) +G+−(p)G−−(p)Γ
(4)
+−−−(k, p, p, k)
)]
.
This expression simplifies considerably if the phase of the superfluid gap equals that of the
external pairing field, ∆(0)(k)/|∆(0)(k)| = ∆(k)/|∆(k)|, because then relations similar to
∆(0)(k)G−+(k) = ∆¯(0)(k)G+−(k) hold and all terms involving anomalous (3+1)-effective
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interactions cancel, yielding
∆(k)−∆(0)(k) = (5.17)∑
p
[
∆(0)(p)
(
(G−+(p))2Γ(4)++−−(k, p, p, k) +G++(p)G−−(p)Γ
(4)
+−+−(k, p, p, k)
)
− ∆¯0(p)
(
(G+−(p))2Γ(4)+−+−(k, p, p, k) +G++(p)G−−(p)Γ
(4)
++−−(k, p, p, k)
)]
.
If the external pairing field is chosen real, the Ward identity simplifies further and reads
∆(k)−∆(0)(k) =
∑
p
∆(0)(p)LΛ22(p, 0)
(
Γ(4)+−+−(k, p, p, k)− Γ(4)++−−(k, p, p, k)
)
(5.18)
where LΛ22(p, 0) = G++(p)G−−(p)− (G+−(p))2. Inserting the expressions for the vertex
from chapter 3 on the right hand side and keeping only terms that do not vanish in case
the external pairing field is formally sent to zero, the Ward identity for the ground state
reduces to
∆(k)−∆0(k) =
∑
p
∆(0)(p)LΛ22(p, 0)Φkp(0) + . . . (5.19)
where the ellipsis represents terms that vanish for ∆(0) → 0 (note that the fluctuation
contributions are integrable in two dimensions and at zero temperature). This relation
indicates that the momentum and frequency dependence of the superfluid gap arises mostly
from the dependence of the phase mode of the superfluid gap on the relative momenta
and frequencies or from the fermion-boson vertices after an appropriate expansion if the
external pairing field is small.
5.2.3. Ward identity for higher vertex functions
The functional Ward identity (5.14) has a strong formal resemblance to the functional
flow equation (2.15),
∂ΛΓΛ = − tr(Q˙ΛGΛ0 )− (φ¯, Q˙Λφ)− tr(Q˙Λ[(δ2ΓΛ)−1]11),
which can be exploited for the derivation of Ward identities for higher order vertex
functions. The left hand side of the Ward identity (5.14) follows after straightforward
evaluation of the functional derivatives for the effective action. The right hand side is
obtained by replacing the matrix for the inverse bare propagator Q˙Λ in the flow equation
by the matrix −δ∆0. This implies that diagrammatic representations of Ward identities
have the same topological structure as the flow equations and in particular that there is
an infinite hierarchy of Ward identities.
In order to be useful, the infinite hierarchy of Ward identities has to be truncated as
that of the flow equations. Approximating the three-particle vertex as in chapter 2, the
Ward identity for the two-particle vertex can be closed and read of from the two-loop flow
equations with the help of the above replacement rules. This truncated Ward identity
becomes exact for reduced models in the thermodynamic limit due to the same arguments
as for the flow equations (see [99] or chapter 6). In the presence of fluctuations, the
truncation of the hierarchy of Ward identities can be justified similarly to the truncation
of the hierarchy of flow equations.
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5.3. Incompatibility of truncated flow equations and
global Ward identities in the modified one-loop
truncation
In this section, the question about the fulfilment of the Ward identity for global charge
conservation in the Katanin scheme is addressed. The idea is to derive a flow equation
for the superfluid gap from the scale derivative of the corresponding cutoff Ward identity.
The resulting flow equation should equal the one in the 1PI hierarchy if the flow of
the anomalous self-energy is compatible with the Ward identity. Scale derivatives of
the fermionic propagator and the vertex are determined from the flow equations in the
Katanin scheme. This generates higher-order contributions in the two-particle vertex
that have to be eliminated by exploiting the Ward identities for the gap and the vertex.
The use of the Ward identity for the gap has to be justified a posteriori by showing that
the flow is compatible with the Ward identity. The Ward identity for the two-particle
vertex involves the three-particle vertex and thus has to be truncated. In this section, it
is truncated on the same level of approximation as the flow equation and is obtained from
the latter as described in subsection 5.2.3. It is assumed that the flow of the vertex in the
Katanin scheme is compatible with the truncated Ward identity. This is a subtle issue
that is discussed in more detail below. Under these assumptions, it is possible to show
that the contributions in the scale-differentiated Ward identity in first order in the vertex
equal those in the flow equation for the anomalous self-energy in the 1PI scheme while
all contributions in second order in the vertex vanish. However, there remain some third
order contributions with overlapping loops, which lead to an incompatibility of truncated
flow equations and Ward identities. This incompatibility arises from the incomplete
consideration of contributions in third order in the two-particle vertex.
The starting point for the derivation of this result is the Ward identity for the superfluid
gap (5.15) written in the form
δ∆Λαβ = δ∆Λ(0),αβ +
∑
γ,δ,µ,ν
Γ(4) ΛαγδβGΛδµδ∆Λ(0),µνGΛνγ (5.20)
where δ∆ has the same Nambu matrix structure as δ∆(0), but the external pairing field
is replaced by the superfluid gap. Differentiation with respect to the scale Λ yields
∂Λδ∆Λαβ = ∂Λδ∆Λ(0),αβ +
∑
γ,δ,µ,ν
(
∂ΛΓ(4) ΛαγδβGΛδµδ∆Λ(0),µνGΛνγ + Γ
(4) Λ
αγδβδ∆Λ(0),µν∂Λ(GΛδµGΛνγ)
+ Γ(4) Λαγδβ∂Λδ∆Λ(0),µνGΛδµGΛνγ
)
,
(5.21)
where ∂ΛΓ(4) Λ is given by the modified one-loop equation (2.34),
∂Λδ∆Λαβ = ∂Λδ∆Λ(0),αβ +
∑
γ,δ,µ,ν
((
ΠPH,dαγδβ − ΠPH,crαγδβ − 12ΠPPαγδβ
)
GΛδµδ∆Λ(0),µνGΛνγ
+ Γ(4) Λαγδβδ∆Λ(0),µν∂Λ(GΛδµGΛνγ) + Γ
(4) Λ
αγδβ∂Λδ∆Λ(0),µνGΛδµGΛνγ
)
.
(5.22)
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The contribution from the Nambu direct particle-hole diagram and the first term in the
second line, ∑
γ,δ,µ,ν
(
ΠPH,dαγδβGΛδµδ∆Λ(0),µνGΛνγ + Γ
(4) Λ
αγδβδ∆Λ(0),µν∂Λ(GΛδµGΛνγ)
)
=
∑
γ,δ,µ,ν
( ∑
a,b,c,d
∂Λ(GΛabGΛcd)Γ
(4) Λ
αbcβΓ
(4) Λ
dγδaG
Λ
δµδ∆Λ(0),µνGΛνγ + Γ
(4) Λ
αγδβδ∆Λ(0),µν∂Λ(GΛδµGΛνγ)
) (5.23)
can be simplified after some renaming of summation indices by exploiting the Ward
identity for the superfluid gap,
=
∑
γ,δ,µ,ν
Γ(4) Λαγδβ∂Λ(GΛδµGΛνγ)
(
δ∆Λ(0),µν +
∑
a,b,c,d
Γ(4) ΛµdaνGΛabδ∆Λ(0),bcGΛcd
)
︸ ︷︷ ︸
δ∆Λµν
. (5.24)
Thus, the scale-differentiated Ward identity reduces to
∂Λδ∆Λαβ = ∂Λδ∆Λ(0),αβ +
∑
γ,δ,µ,ν
(
Γ(4) Λαγδβ∂Λ(GΛδµGΛνγ)δ∆Λµν + Γ
(4) Λ
αγδβ∂Λδ∆Λ(0),µνGΛδµGΛνγ
−
(
ΠPH,crαγδβ + 12Π
PP
αγδβ
)
GΛδµδ∆Λ(0),µνGΛνγ
) (5.25)
and after the replacement of scale-differentiated propagators by single-scale propagators
and self-energy insertions (using (2.32)), it reads
= ∂Λδ∆Λ(0),αβ +
∑
γ,δ,µ,ν
(
Γ(4) Λαγδβδ∆Λµν∂Λ,S(GΛδµGΛνγ) + Γ
(4) Λ
αγδβ∂Λδ∆Λ(0),µνGΛδµGΛνγ+
+
∑
a,b,c,d
Γ(4) ΛαγδβΓ
(4) Λ
acdb S
Λ
dc
(
GΛδaG
Λ
bµδ∆ΛµνGΛνγ +GΛδµδ∆ΛµνGΛνaGΛbγ
)
−
(
ΠPH,crαγδβ + 12Π
PP
αγδβ
)
GΛδµδ∆(0),µνGΛνγ
)
,
(5.26)
where ∂Λ,SGΛ = SΛ. The contributions in the second line of this equation can be rewritten
by exploiting the (truncated) Ward identity for the two-particle vertex, which is obtained
from the flow equation for the two-particle vertex including two-loop contributions with
non-overlapping loops1 as described in subsection 5.2.3. This yields after some renaming
of summation indices
∂Λδ∆Λαβ = ∂Λδ∆Λ(0),αβ −
∑
γ,δ,µ,ν
Γ(4) Λαγδβ
(
1
2(τ
(3)
αα + τ (3)γγ − τ (3)δδ − τ (3)ββ )SΛδγ
− δ∆Λµν∂Λ,S(GΛδµGΛνγ)− ∂Λδ∆Λ(0),µνGΛδµGΛνγ
)
+
∑
a,b,c,d,δ,γ
(
Γ(4) ΛαdδaΓ
(4) Λ
bγcβ + Γ(4) ΛαγcaΓ
(4) Λ
bdδβ + Γ
(4) Λ
αbcδΓ
(4) Λ
γdaβ
)
×
×GΛcd
(
SΛab(GΛδ∆ΛGΛ)δγ − ∂ΛGΛab(GΛδ∆(0)GΛ)δγ
)
.
(5.27)
1Or equivalently by replacing the matrix G˙Λ in the flow equation in the Katanin scheme by the matrix
−GΛδ∆ΛGΛ (which exploits the Ward identity for the gap).
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Using relations like ∆Λ+−(p)
(
GΛ+−(p)GΛ−+(p) − GΛ++(p)GΛ−−(p)
)
= GΛ+−(p), it is easy to
show that the first line equals the flow equation for the anomalous self-energy with
appropriate signs as in δ∆Λ,
∂Λδ∆Λαβ = 12(τ
(3)
αα − τ (3)ββ )
(
∂Λδ∆Λ(0),αβ −
∑
γ,δ,µ,ν
Γ(4) ΛαγδβSΛδγ
)
+
∑
a,b,c,d,δ,γ
(
Γ(4) ΛαdδaΓ
(4) Λ
bγcβ + Γ(4) ΛαγcaΓ
(4) Λ
bdδβ + Γ
(4) Λ
αbcδΓ
(4) Λ
γdaβ
)
×
×GΛcd
(
SΛab(GΛδ∆ΛGΛ)δγ − ∂ΛGΛab(GΛδ∆Λ(0)GΛ)δγ
)
.
(5.28)
The second line contains contributions in third order in the effective interaction, because
SΛab(GΛδ∆ΛGΛ)δγ−∂ΛGΛab(GΛδ∆Λ(0)GΛ)δγ =
= SΛab
(
GΛ(δ∆Λ − δ∆Λ(0))GΛ
)
δγ
− (G˙Λ − SΛ)ab(GΛδ∆Λ(0)GΛ)δγ
(5.29)
is at least of first order in the effective interaction due to
(G˙Λ − SΛ)ab =
∑
c,d,e,f
GΛaeΓ
(4) Λ
ecdf S
Λ
dcG
Λ
fb
(δ∆Λ − δ∆Λ(0))ab =
∑
c,d
Γ(4) Λacdb (GΛδ∆Λ(0)GΛ)dc.
(5.30)
The third order contributions have different topological structures and are therefore not
expected to cancel. It thus follows that
∂Λδ∆Λαβ = 12(τ
(3)
αα − τ (3)ββ )∂Λ∆Λαβ +O
(
(Γ(4) Λ)3
)
, (5.31)
if the hierarchies of flow equations and Ward identities are truncated by setting contri-
butions to the two-particle vertex from the third order in the effective interaction with
overlapping loops to zero and if the vertex fulfils the truncated Ward identity on the
same level of approximation.
The latter assumption is discussed in the following. The reexamination of the above
derivation reveals a surprising result: If the hierarchies of flow equations and Ward
identities were closed by setting the three-particle vertex to zero, the Ward identity for
global charge conservation connecting the gap and the vertex would be fulfilled according
to the above calculation and for the underlying assumptions. However, within this
truncation it is not possible to meaningfully continue the flow to the symmetry broken
state even in the reduced BCS model [99], because the vertex diverges at a finite scale
for small external pairing fields. The reason for this discrepancy is that, contrary to the
above assumption, the truncated Ward identity for the vertex in the standard one-loop
truncation is violated even by singular terms and the above conclusion therefore not
valid. The above result for the Katanin scheme is therefore to be understood in the sense
that even if the vertex fulfilled the truncated Ward identity, the flow of the self-energy
would not be compatible with the Ward identity. Additional remainder terms appear
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in (5.28) if the vertex does not obey the truncated Ward identity. The question arises
whether the remainder terms appearing in equation (5.28) or those from the truncated
Ward identity for the vertex give larger contributions, or whether these contributions are
singular in the limit of a vanishing external pairing field.
The above result for the unmodified one-loop scheme poses the question whether the
flow of the anomalous self-energy and the Ward identity would be compatible under the
above assumptions in case all third-order contributions (i. e. also those with overlapping
loops) were taken into account in the flow equations and the Ward identity. The answer
to this question is indeed affirmative, as a straightforward but lengthy calculation shows.
It would be interesting to know whether the complete consideration of the third-order
contributions to the two-particle vertex is also favourable for the fulfilment of the Ward
identity for the vertex. This is conceivable because the two-loop approximation amounts
to the use of the same approximation for the three-particle vertex in the flow equation
and the Ward identity, which may lead to a higher degree of consistency. If the vertex
fulfilled the truncated Ward identity within the two-loop scheme, Goldstone’s theorem
would be respected and a massless Goldstone mode generated in the limit of a vanishing
external pairing field. Otherwise, the terms violating the Ward identity for the vertex
due to the truncation would give rise to remainder terms of fourth order in the effective
interaction in the scale-differentiated Ward identity for the gap (similar to the case of
local Ward identities, see [100]). In summary, besides allowing to describe the singular
infrared physics of a fermionic superfluid at zero temperature, the two-loop truncation
may possibly improve the fulfilment of global Ward identities.
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6. Reduced pairing and forward
scattering model
In this chapter, a model with reduced interactions in the pairing and forward scattering
channels is studied. The modified one-loop truncation described in chapter 2 yields the
exact flow for that model. Analysing the flow yields insight into the role of various anom-
alous interactions and their singularities at and below the critical scale for superfluidity.
Besides it is shown that the exact solution is contained within the channel-decomposition
scheme described in chapter 4. After discussing the exact solution of the reduced model,
small momentum and frequency transfers are allowed for in the interactions and the
vertex is computed by resumming all chains of Nambu particle-hole diagrams. This serves
as the starting point for the formulation of approximations for the singular momentum
and frequency dependences of the vertex.
The reduced model is specified by the action
S[ψ¯, ψ] = S0[ψ¯, ψ] + Vp[ψ¯, ψ] + Vc[ψ¯, ψ] + Vm[ψ¯, ψ] (6.1)
that consists of a quadratic term S0[ψ¯, ψ] and several interaction terms Vp/c/s[ψ¯, ψ].
S0[ψ¯, ψ] =
∑
k,σ
ψ¯kσ(−ik0 + ξ(k))ψkσ +
∑
k
∆(0)(k)(ψ¯k↑ψ¯−k↓ + ψ−k↓ψk↑) (6.2)
contains the kinetic energy ξ(k) = (k)− µ measured from the chemical potential µ and
an external pairing field ∆(0)(k). The latter breaks the global U(1) charge symmetry
explicitly and spontaneous symmetry breaking is obtained in the limit ∆(0) → 0. The
interaction terms describe reduced interactions in the pairing, charge forward scattering
and magnetic forward scattering channel, respectively:
Vp[ψ¯, ψ] =
1
2
∑
k,k′,σ,σ′
V (k, k′)ψ¯kσψ¯−kσ′ψ−k′σ′ψk′σ (6.3)
Vc[ψ¯, ψ] =
1
2
∑
ki,σ,σ′
Fc(k, k′)ψ¯kσψ¯k′σ′ψk′σ′ψkσ (6.4)
Vm[ψ¯, ψ] =
1
2
∑
k,k′,σi
Fm(k, k′)~τσ1σ4 · ~τσ2σ3ψ¯kσ1ψ¯k′σ2ψk′σ3ψkσ4 . (6.5)
They are of the form (3.44) but restricted to interaction processes with zero momentum
transfer,
P (k, k′; q) = V (k, k′)δq,0 C(k, k′; q) = Fc(k, k′)δq,0 M(k, k′; q) = Fm(k, k′)δq,0 (6.6)
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and correspond to a spin-rotation invariant normal vertex of the form (3.16) with
Vk1k2k3k4 = V (k1, k4)δk1,k2δk3,−k4 + Fc(k1, k2)δk1,k4δk2,k3
− Fm(k1, k2)(2δk1,k3δk2,k4 + δk1,k4δk2,k3)
(6.7)
on the microscopic level.
Due to the restricted momentum dependence of the interaction terms, the model (6.1)
is exactly solvable in the thermodynamic limit, similarly to the reduced BCS model [128]
in which only Vp contributes and whose RG flow was discussed extensively within the 1PI
scheme by Salmhofer et al. [99]. Gersch [129] discussed the model (6.1) without magnetic
forward scattering, Fm = 0, within a resummation of all contributing Feynman diagrams.
6.1. Exact integral equation and Ward identity
Due to the restricted momentum dependence of the interactions in the reduced pairing
and forward scattering model, a straightforward generalization of the arguments given by
Salmhofer et al. [99] shows that all contributions to Γ(2) Λ and Γ(4) Λ that are discarded in
the truncation consisting of equations (2.26) and (2.34) vanish in the thermodynamic limit.
The restricted momentum dependence of the interaction terms leads to the following
constraints on the external momenta of the various contributions to the one-loop flow of
the Nambu two-particle vertex in (4.2) in the thermodynamic limit:
ΠPH,ds1s2s3s4(k1, k2, k3, k4) ∝ δk1,k4δk2,k3 (6.8)
ΠPH,crs1s2s3s4(k1, k2, k3, k4) ∝ δk1,k3δk2,k4 (6.9)
ΠPPs1s2s3s4(k1, k2, k3, k4) ∝ δk1,−k2δk3,−k4 . (6.10)
It is sufficient to consider the flow equation for the Nambu vertex with k1 = k4 and
k2 = k3, since the non-vanishing matrix elements for other choices of momenta follow
from symmetries (in particular spin rotation invariance). Choosing k1 = k4 def= k and
k2 = k3 def= k′, only the direct Nambu particle-hole term contributes and the flow equation
simplifies to
∂ΛΓ(4) Λs1s2s3s4(k, k
′, k′, k) = ΠPH,ds1s2s3s4(k, k
′, k′, k)
=
∑
p,s′i
∂Λ(GΛs′1s′2(p)G
Λ
s′3s
′
4
(p))Γ(4) Λs1s′2s′3s4(k, p, p, k)Γ
(4) Λ
s′4s2s3s
′
1
(p, k′, k′, p). (6.11)
This differential equation is equivalent to the Bethe-Salpeter-like integral equation
Γ(4) Λs1s2s3s4(k, k
′, k′, k) = Γ(4)Λ0s1s2s3s4(k, k
′, k′, k)
+
∑
p,s′i
Γ(4)Λ0s1s′2s′3s4(k, p, p, k)G
Λ
s′1s
′
2
(p)GΛs′3s′4(p)Γ
(4) Λ
s′4s2s3s
′
1
(p, k′, k′, p) (6.12)
that sums up all chains of Nambu particle-hole bubble diagrams (note that GΛ0s1s2(p) = 0).
Inserting this implicit solution for Γ(4) Λ into the flow equation for the self-energy (2.26)
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and exploiting the relation between the single-scale propagator and the full propagator
differentiated with respect to the scale (2.32), the flow of the self-energy can be integrated,
yielding
ΣΛs1s2(k)− ΣΛ0s1s2(k) = −
∑
k′,s3,s4
GΛs4s3(k
′)Γ(4) Λ0s1s3s4s2(k, k
′, k′, k). (6.13)
This is just the well-known mean-field equation for the self-energy, which is exact in the
reduced model.
The exact solution determined by equations (6.12) and (6.13) fulfils the Ward identity
for global charge conservation [99] (see subsection 5.2.2 for a brief derivation),
∆Λ(k)−∆(0)(k) =
∑
k′,s,s′
∆(0)(k′)
(
GΛs+(k′)GΛ−s′(k′)−GΛs−(k′)GΛ+s′(k′)
)
Γ(4) Λ+s′s−(k, k′, k′, k),
(6.14)
which connects the anomalous self-energy ∆Λ(k) with the two-particle vertex. This Ward
identity implies that some component of the Nambu vertex diverges ∼ ∆−1(0) in case of
spontaneous symmetry breaking in order to yield a finite superfluid gap in the limit
∆(0) → 0.
In the reduced model, the vertex with external momenta k1 = k4 def= k and k2 = k3 def= k′
equals the microscopic interaction plus the effective interaction in the Nambu particle-hole
channel,
Γ(4) Λs1s2s3s4(k, k
′, k′, k) = Γ(4) Λ0s1s2s3s4(k, k
′, k′, k) + V PH,Λs1s2s3s4(k, k
′; 0). (6.15)
Comparing the flow equation (6.11) with the one for the effective interaction in the
Nambu particle-hole channel within the channel-decomposition scheme (4.7) for the same
choice of external momenta, one finds that both coincide. This implies that the exact
solution of the reduced pairing and forward scattering model is indeed captured within
the channel-decomposition scheme.
6.2. Explicit solution
An explicit solution of the Bethe-Salpeter equation (6.12) for the Nambu two-particle
vertex can be obtained for a separable momentum dependence of the interaction terms.
In this special case the singularities of the Nambu vertex become particularly transparent.
The effective interaction in the Nambu particle-hole channel V PH,Λs1s2s3s4(k, k′) is of the
form (3.80) supplemented by a delta function that restricts the momentum transfer q to
zero. In the following, the bare coupling functions V , Fc and Fm as well as the external
pairing field ∆(0) are assumed to be real and frequency independent. Then the Nambu
vertex Γ(4) Λ and the self-energy ΣΛ are also real and frequency independent, such that
the complex conjugation operations in (3.80) can be omitted. In this and the following
section, the microscopic interaction is included in the effective interaction in the Nambu
particle-hole channel for convenience because only one channel is present,
V PH,Λ0s1s2s3s4(k, k
′; 0) = Γ(4) Λ0s1s2s3s4(k, k
′, k′, k). (6.16)
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Dependences on vanishing transfer momenta are usually suppressed in this section, for
example Lij(p) ≡ Lij(p, q = 0) or AΛ(k, k′) ≡ AΛ(k, k′; q = 0). Using the 4x4-matrix
representation of the Nambu vertex from chapter 4, the integral equation (6.12) can be
written in matrix form as
Vˆ PH,Λ(k, k′) = Vˆ PH,Λ0(k, k′) +
∑
p
Vˆ PH,Λ0(k, p)(2LˆΛ(p))Vˆ PH,Λ(p, k′) (6.17)
where (Vˆ PH,Λ(k, k′))ij = V PH,Λij (k, k′) and similarly for the other matrices. In matrix
representation, Vˆ PH,Λ(k, k′) reads
Vˆ PH,Λ(k, k′) =

1
2F
Λ
+ (k, k′) 0 0 0
0 12A
Λ(k, k′) 0 XΛ(k′, k)
0 0 12Φ
Λ(k, k′) 0
0 XΛ(k, k′) 0 12F
Λ
− (k, k′)
 (6.18)
where
FΛ+ (k, k′) = CΛ(k, k′) +MΛ(k, k′) +MΛ(k,−k′)− CΛ(k,−k′)
FΛ− (k, k′) = CΛ(k, k′) +MΛ(k, k′)−MΛ(k,−k′) + CΛ(k,−k′).
For the reduced interactions (6.3) to (6.5), the bare interaction in the Nambu particle-hole
channel reads
Vˆ PH,Λ0(k, k′) =

1
2F
Λ0
+ (k, k′) 0 0 0
0 12V (k, k
′) 0 0
0 0 12V (k, k
′) 0
0 0 0 12F
Λ0− (k, k′)
 . (6.19)
The momentum dependence of the bare interactions is assumed to factorize in the
following,
V (k, k′) = g(0)fp(k)fp(k′)
Fc(k, k′) = g(0)c fc(k)fc(k′)
Fm(k, k′) = g(0)m fm(k)fm(k′),
(6.20)
where fp(k), fc(k) and fm(k) are arbitrary reflection invariant form factors. The following
result can easily be generalized to frequency dependent bare interactions with real fi
that fulfil fi(k) = fi(k¯) = fi(Rk) for all channels by replacing fi(k) with fi(k) in the
formulas. The momentum dependence of the flowing interactions then also factorizes,
AΛ(k, k′) = gΛa fp(k)fp(k′) (6.21)
ΦΛ(k, k′) = gΛφ fp(k)fp(k′) (6.22)
CΛ(k, k′) = gΛc fc(k)fc(k′) (6.23)
MΛ(k, k′) = gΛmfm(k)fm(k′) (6.24)
XΛ(k, k′) = gΛx fc(k)fp(k′) (6.25)
FΛ+ (k, k′) = 2gΛmfm(k)fm(k′) (6.26)
FΛ− (k, k′) = 2gΛc fc(k)fc(k′). (6.27)
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The momentum dependences in the integral equation (6.12) can be eliminated after
introducing the matrix
fˆ(k) =

fm(k) 0 0 0
0 fp(k) 0 0
0 0 fp(k) 0
0 0 0 fc(k)
 , (6.28)
which allows to rewrite the integral equation as
Vˆ PH,Λ(k, k′) def= fˆ(k)Vˆ PH,Λfˆ(k′) (6.29)
= fˆ(k)Vˆ PH,Λ0 fˆ(k′) + fˆ(k)Vˆ PH,Λ0
∑
p
fˆ(p)(2LˆΛ(p))fˆ(p)Vˆ PH,Λfˆ(k′)
or equivalently as
Vˆ PH,Λ = Vˆ PH,Λ0 + Vˆ PH,Λ0(2LˆΛf )Vˆ PH,Λ, (6.30)
where Lˆf collects the fermionic loop integrands including the p-dependent form factors.
It is defined as
LˆΛf =
∑
p
fˆ(p)LˆΛ(p)fˆ(p) =

lΛm 0 0 0
0 lΛa 0 lΛx
0 0 lΛφ 0
0 lΛx 0 lΛc
 (6.31)
with matrix elements
lΛm =
∑
p
f 2m(p)LΛ00(p) =
∑
p
f 2m(p)
[
GΛ++(p)2 +GΛ+−(p)2
]
lΛa =
∑
p
f 2p (p)LΛ11(p) =
∑
p
f 2p (p)
[
GΛ++(p)GΛ−−(p) +GΛ+−(p)2
]
lΛφ =
∑
p
f 2p (p)LΛ22(p) =
∑
p
f 2p (p)
[
GΛ++(p)GΛ−−(p)−GΛ+−(p)2
]
lΛx =
∑
p
fc(p)fp(p)LΛ13(p) = 2
∑
p
fc(p)fp(p)GΛ++(p)GΛ+−(p)
lΛc =
∑
p
f 2c (p)LΛ33(p) =
∑
p
f 2c (p)
[
GΛ++(p)2 −GΛ+−(p)2
]
.
(6.32)
The explicit solution for the flowing couplings is obtained by solving the matrix equa-
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tion (6.30) for Vˆ PH,Λ, yielding
gΛa =
(g(0)c )−1 − 2lΛc
2dΛ , (6.33)
gΛφ =
1
(g(0))−1 − lΛφ
, (6.34)
gΛx =
lΛx
2dΛ , (6.35)
gΛc =
(g(0))−1 − lΛa
2dΛ , (6.36)
gΛm =
1
(g(0)m )−1 − 2lΛm
, (6.37)
where
dΛ =
[
(g(0))−1 − lΛa
][
(2g(0)c )−1 − lΛc
]
− (lΛx )2. (6.38)
Note that gΛm and gΛφ are coupled to other interactions only indirectly via the propagators
while gΛa , gΛc and gΛx are coupled also directly.
Inserting the bare interaction with separable momentum dependence in the mean-
field equation, one finds that the interaction-driven part of the self-energy adopts the
momentum dependence of the form factors,
∆Λ(k)−∆(0)(k) = −g(0)fp(k)
∑
p
fp(p)GΛ+−(p) (6.39)
ΣΛ(k)− Σ(0)(k) = −2g(0)c fc(k)
∑
p
fc(p)GΛ++(p) (6.40)
where ΣΛ+−(k) = ∆Λ(k)−∆(0)(k) and ΣΛ++(k) = ΣΛ(k). Assuming also ∆(0)(k) = δ(0)fp(k)
and Σ(0)(k) = σ(0)fc(k), one obtains
∆Λ(k) = δΛfp(k) (6.41)
ΣΛ(k) = σΛfc(k). (6.42)
In the following, the behaviour of various components of the Nambu vertex as a function
of the flow parameter Λ is discussed, in particular the singularities near and below the
critical scale Λc for spontaneous breaking of the global U(1) symmetry, at which the
vertex diverges for ∆(0) → 0. It is assumed that superfluidity is the only instability of the
system and no instabilities occur in the forward scattering channel, i. e. gΛc and gΛm remain
finite for all Λ. For Λ > Λc and ∆(0) = 0 the anomalous propagator GΛ+−(k) = FΛ(k)
vanishes such that lΛa = lΛφ , lΛx = 0 and lΛc = lΛm. The anomalous components of the
Nambu vertex also vanish and
gΛa = gΛφ =
1
(g(0))−1 − lΛa
. (6.43)
The critical scale is defined as the scale where
lΛca = −
∑
p
f 2p (p)GΛc(p)GΛc(−p) = (g(0))−1, (6.44)
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where GΛ(p) = GΛ++(p), such that gΛca diverges.
For Λ < Λc and ∆(0) → 0 or for any Λ and ∆(0) 6= 0, anomalous components appear in
the propagator and the vertex. Using the relation
FΛ(k) = ∆Λ(k)[GΛ(k)GΛ(−k) + FΛ(k)2], (6.45)
the gap equation (6.39) can be written in the form
δΛ − δ(0) = g(0)δΛlΛφ . (6.46)
Inserting this into the solution for ΦΛ(k, k′) yields
ΦΛ(k, k′) = δ
Λ
δ(0)
V (k, k′). (6.47)
Note that the same relation holds also in the reduced BCS model [99] and that it is
neither affected by the forward scattering nor the anomalous (3+1)-effective interaction.
In contrast to the phase component ΦΛ of the vertex, the amplitude component AΛ is
regularized by the gap below the critical scale. Slightly below Λc, it behaves as
AΛ(k, k′) ∝ 1δ(0)
δΛ +O((δΛ)2)
. (6.48)
For ∆(0) → 0, this component is therefore of order (δΛ)−2 slightly below Λc. The
anomalous (3+1)-interaction behaves as
XΛ(k, k′) ∝ δ
Λ
δ(0)
δΛ +O((δΛ)2)
(6.49)
and is therefore of order (δΛ)−1 slightly below Λc for ∆(0) → 0.
The above results are illustrated by plotting the flow of the self-energy and the
components of the Nambu vertex for a specific choice of model parameters and at zero
temperature. The kinetic energy ξ(k) enters only via the density of states, which is
chosen as a constant D(ξ) = 1 with |ξ| ≤ 1. All form factors in the interaction terms
are chosen as unity, fp(k) = fc(k) = fm(k) = 1 and the bare couplings as g(0) = −0.5,
g(0)c = 0.2 and g(0)m = 0. The qualitative features of the flow do not depend on the size
of the couplings. The magnetic coupling is chosen zero because the magnetic channel
is decoupled from the rest. The flow is computed for a sharp cutoff acting on the bare
kinetic energy, such that |ξ| > Λ in the fermionic propagators. Since all bare couplings
are momentum independent, also the flowing self-energy and the various components of
the flowing Nambu vertex are momentum independent.
Figure 6.1 shows the flow of the gap δΛ for various values of the external pairing field
δ(0). Note the sharp onset of δΛ at the critical scale Λc for δ(0) = 0. This singularity is
obviously smeared out for δ(0) > 0. The flow of the phase component ΦΛ of the Nambu
vertex is shown in the left panel of figure 6.2 and its value at the end of the flow as a
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Figure 6.1.: Flow of the superfluid gap δΛ for various values of the external pairing field
δ(0).
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Figure 6.2.: Left: Flow of the phase component of the Nambu vertex ΦΛ = gΛφ for various
values of δ(0). Right: gΛ=0φ as a function of δ(0). Note that ΦΛ is momentum
independent due to the choice fp(k) = 1.
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Figure 6.3.: Flow of the amplitude component of the Nambu vertex AΛ = gΛa (left) and
of the anomalous (3+1)-effective interaction XΛ = gΛx (right) for various
values of δ(0). Note that AΛ and XΛ are momentum independent due to the
choice fp(k) = fc(k) = 1.
function of δ(0) in the right panel. Note that ΦΛ has the same shape as δΛ and that ΦΛ=0
diverges as (δ(0))−1 for small δ(0), as described by equation (6.47). Figure 6.3 shows the
flow of AΛ and XΛ. Both diverge at the critical scale Λc for δ(0) → 0, but decrease again
for Λ < Λc due to the growing gap. Note that XΛ is much smaller than AΛ on all scales.
Figure 6.4 shows the flow of the normal component of the self-energy and of the effective
interaction for charge forward scattering. For the chosen multiplicative momentum cutoff,
CΛ does not flow above the critical scale.
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Figure 6.4.: Flow of the normal self-energy σΛ and the effective interaction in the charge-
forward scattering channel CΛ = gΛc for various values of δ(0). Note that CΛ
is momentum independent due to the choice fc(k) = 1.
6.3. Resummation approach for small transfer
momenta
This section briefly discusses a generalization of the model (6.1) allowing for small mo-
mentum and frequency transfers in the interaction. The vertex is obtained by resumming
chains of Nambu particle-hole diagrams using a generalization of the integral equa-
tion (6.12). This is referred to as random-phase approximation (RPA) in the following
and is equivalent to a solution of the channel-decomposed flow equations for the vertex
where only the propagator renormalization contribution is kept. Differently from the
reduced model, the Bethe-Salpeter like integral equation does not yield the exact solution
for the generalization. However, it yields some insight into the properties of collective
excitations. The focus of this section is not on their dynamical properties which are
well-known – see for example the textbook by Popov [89] or more recent discussions by de
Melo et al. [130], Belkhir and Randeria [16] and Gersch et al. [101] – but on singularities
of the vertex for vanishing momentum and frequency transfer in the limit where the
external pairing field goes to zero.
The generalized model is defined by an action similar to (6.1), consisting of the bare
action (6.2) and interaction terms that generalize to
Vp[ψ¯, ψ] =
1
2
∑
k,k′,q,σ,σ′
V (k, k′; q)ψ¯k+q/2,σψ¯q/2−k,σ′ψq/2−k′,σ′ψq/2+k′,σ (6.50)
Vc[ψ¯, ψ] =
1
2
∑
k,k′,q,σ,σ′
Fc(k, k′; q)ψ¯k+q/2,σψ¯k′−q/2,σ′ψk′+q/2,σ′ψk−q/2,σ (6.51)
Vm[ψ¯, ψ] =
1
2
∑
k,k′,q,σi
Fm(k, k′; q)~τσ1σ4 · ~τσ2σ3ψ¯k+q/2,σ1ψ¯k′−q/2,σ2ψk′+q/2,σ3ψk−q/2,σ4 , (6.52)
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where V (k, k′; q) and Fi(k, k′; q) are peaked around q = 0. The latter implies that the
RPA for the Nambu particle-hole channel yields a reasonable approximation for the
momentum and frequency dependence of the vertex, which becomes exact in the limit
where the momentum and frequency transfer is restricted to zero (yielding the reduced
model). Using the matrix formulation for the Nambu vertex from chapter 4, the integral
equation for the effective interaction in the Nambu particle-hole channel reads
Vˆ PH,Λ(k, k′; q) = Vˆ PH(0) (k, k′; q) +
∑
p
Vˆ PH(0) (k, p; q)(2Lˆ(p, q))Vˆ PH,Λ(p, k′; q) (6.53)
where hats denote matrices and Vˆ PH(0) (k, k′; q) is a straightforward generalization of (6.19).
Similarly to the reduced model, Vˆ PH(0) is absorbed into Vˆ PH,Λ in this section because only
one channel is present. The singularities of the effective interaction become particularly
transparent for a separable dependence on the fermionic momenta k and k′,
V (k, k′; q) = V (q)fp(k)fp(k′)
Fc(k, k′; q) = Fc(q)fc(k)fc(k′)
Fm(k, k′; q) = Fm(q)fm(k)fm(k′),
(6.54)
where fi(k) = fi(k¯) = ζifi(Rk) with ζi = ±1 being the parity. For the above bare
interactions, the flowing interactions also factorize
CΛ(k, k′; q) = CΛ(q)fc(k)fc(k′) (6.55)
MΛ(k, k′; q) = MΛ(q)fm(k)fm(k′) (6.56)
AΛ(k, k′; q) = AΛ(q)fp(k)fp(k′) (6.57)
ΦΛ(k, k′; q) = ΦΛ(q)fp(k)fp(k′) (6.58)
νΛ(k, k′; q) = νΛ(q)fp(k)fp(k′) (6.59)
XΛ(k, k′; q) = XΛ(q)fPH(k)fp(k′) (6.60)
X˜Λ(k, k′; q) = X˜Λ(q)fPH(k)fp(k′), (6.61)
with scale-independent form factors and fPH(k) = 1+ζ2 fc(k) +
1−ζ
2 fm(k). The basis
functions for the dependence on the fermionic momenta have been chosen in a way
that allows to eliminate them from the integral equation by a matrix multiplication
(see below). Due to symmetries, νΛ(q) and X˜Λ(q) are odd functions of the “bosonic”
frequency q0, while all other propagators are even.
The effective interaction in the Nambu particle-hole channel with a separable depend-
ence on the fermionic momenta can be written in matrix form similarly to the reduced
model,
Vˆ PH,Λ(k, k′; q) = fˆ(k)Vˆ PH,Λ(q)fˆ(k′) (6.62)
where fˆ(k) is the matrix in (6.28) with fc and fm replaced by the parity dependent fPH.
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The matrix for Vˆ PH,Λ(q) reads
Vˆ PH,Λ(q) =

1
2F
Λ
+ 0 0 0
0 12A
Λ 1
2ν
Λ XΛ
0 −12νΛ 12ΦΛ −X˜Λ
0 XΛ X˜Λ 12F
Λ
−
 (q) (6.63)
where
FΛ+ (q) = (1− ζ)CΛ(q) + (1 + ζ)MΛ(q) (6.64)
FΛ− (q) = (1 + ζ)CΛ(q) + (1− ζ)MΛ(q). (6.65)
Note that the block diagonal structure of Vˆ PH,Λ(q) is a consequence of the expansion of
the effective interactions in the channels with respect to q-independent basis functions fi
for the fermionic momenta (see subsection 3.2.2). In the more general case, for example
the upper right or lower left corner of the matrix would contain combinations of the
imaginary parts of the effective interaction in the charge and magnetic channels. Note
further that the effective interactions in the magnetic and charge channel change their
position in the matrix depending on the parity of the basis functions. This implies that
anomalous (3+1)-effective interactions couple the singlet pairing and the singlet charge
channel for ζ = 1 while they couple the triplet pairing and the triplet magnetic channel
for ζ = −1 on the RPA level.
The dependence on the fermionic momenta can be eliminated from the integral equation
for the effective interaction similarly to the reduced model, resulting in
Vˆ PH,Λ(q) = Vˆ PH(0) (q) + Vˆ PH(0) (q)(2Lˆf (q))Vˆ PH,Λ(q) (6.66)
where
LˆΛf (q) =
∑
p
fˆ(p)LˆΛ(p, q)fˆ(p). (6.67)
The entries of this matrix are straightforward generalizations of (6.32), where LˆΛ(p)
in (6.31) has to be replaced by LˆΛ(p, q). In comparison to (6.32), two additional loop
integrals appear for the imaginary parts,
lΛν (q) =
∑
p
f 2p (p)LΛ12(p, q) = Lf,12(q) = −Lf,21(q)
lΛx˜ (q) =
∑
p
fp(p)fPH(p)LΛ23(p, q) = Lf,23(q) = −Lf,32(q).
(6.68)
The above integral equation can then easily be solved for Vˆ PH,Λ(q), yielding
Vˆ PH,Λ(q) =
(
(Vˆ PH(0) (q))−1 − 2Lˆf (q)
)−1
(6.69)
for q such that Vˆ PH(0) (q) 6= 0.
The following discussion is restricted to the even parity channel in which superfluidity
occurs and it is assumed that minq V (q) is located at q = 0. Furthermore, it is assumed
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that no other instability is present in the particle-hole channel. The block diagonal
structure of Vˆ PH,Λ and LˆΛf allows to immediately read of the effective interaction in the
magnetic channel,
MΛ(q) =
(
(Fm(q))−1 − 2lΛm(q)
)−1
. (6.70)
The other non-zero entries are obtained after inverting the matrix in A
Λ νΛ 2XΛ
−νΛ ΦΛ −2X˜Λ
2XΛ 2X˜Λ 2CΛ
 (q) = −
−V
−1 + lΛa lΛν lΛx
−lΛν −V −1 + lΛφ lΛx˜
lΛx −lΛx˜ (−2Fc)−1 + lΛc

−1
(q).
(6.71)
For q = 0, the structure of this equation becomes the same as in the reduced model
because lΛν and lΛX˜ are odd functions in q0. The explicit solution for the components reads
AΛ = − 1
dΛRPA
((
−V −1 + lΛφ
)(
(−2Fc)−1 + lΛc
)
+
(
lΛx˜
)2)
(6.72)
ΦΛ = − 1
dΛRPA
((
−V −1 + lΛa
)(
(−2Fc)−1 + lΛc
)
−
(
lΛx
)2)
(6.73)
νΛ = 1
dΛRPA
(
lΛν
(
(−2Fc)−1 + lΛc
)
+ lΛx lΛx˜
)
(6.74)
CΛ = − 12dΛRPA
((
−V −1 + lΛa
)(
−V −1 + lΛφ
)
+
(
lΛν
)2)
(6.75)
XΛ = 12dΛRPA
((
−V −1 + lΛφ
)
lΛx − lΛν lΛx˜
)
(6.76)
X˜Λ = − 12dΛRPA
(
lΛν l
Λ
x +
(
−V −1 + lΛa
)
lΛx˜
)
(6.77)
where the dependences on q are suppressed on both sides of the equations for brevity and
dΛRPA =
[(
−V −1 + lΛa
)(
(−2Fc)−1 + lΛc
)
−
(
lΛx
)2](−V −1 + lΛφ)
+ 2lΛν lΛx lΛx˜ +
(
−V −1 + lΛa
)(
lΛx˜
)2
+
(
(−2Fc)−1 + lΛc
)(
lΛν
)2
.
(6.78)
For q = 0, the result for ΦΛ reduces to
ΦΛ(0) =
(
V −1(0)− lΛφ (0)
)−1
, (6.79)
implying that the anomalous (3+1)-effective interactions do not influence ΦΛ(q) for q = 0
but for q 6= 0. They thus renormalize the momentum and frequency dependence of the
phase mode of the superfluid gap.
In RPA, the anomalous self-energy follows from the same mean-field gap equation as
in the reduced model and its momentum and frequency dependence equals that of fp.
Assuming ∆(0)(k) = ∆(0)fp(k), the gap equation reads
∆Λ −∆(0) = −V (0)
∫ d3p
(2pi)3fp(p)G
Λ
+−(p) = V (0)∆ΛlΛφ (0). (6.80)
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Inserting this result into (6.79), one finds that the phase mode at q = 0 diverges as
ΦΛ(0) = ∆
Λ
∆(0)
V (0) (6.81)
for ∆(0) → 0 and Λ < Λc, which is the same relation as in the mean-field model.
This is not the only singular dependence of the effective interaction on ∆(0). Additional
singular dependences appear in the imaginary parts of the normal effective interaction
in the pairing channel νΛ and the anomalous (3+1)-effective interaction X˜Λ. Their
singular behaviour becomes most transparent after an expansion of the numerators and
the denominator in the above expressions with respect to small momentum and frequency
transfers at Λ = 0, where no regulator induced dependences appear (quantities without
denoted scale dependence are for Λ = 0 in the following). dRPA(q) is expanded to O(q20)
and O(q2), while the numerators are expanded only up to O(q0) and O(q0). This yields
the approximation
dRPA(q) ≈ d0 + d1q20 + d2q2 (6.82)
for the denominator where
d0 = −V −1 ∆(0)∆
[(
−V −1 + la
)(
(−2Fc)−1 + lc
)
−
(
lx
)2]
(0) (6.83)
d1 =
1
2∂
2
q0dRPA(q)|q=0 (6.84)
d2 =
1
2d∆qdRPA(q)|q=0 (6.85)
with ∆q =
∑d
i=1 ∂
2
qi
being the Laplace operator in d dimensions. Note that d1 and d2
remain finite in the limit ∆(0) → 0 for an s- and d-wave superfluid. The numerators in
ν(q) and X˜(q) can be approximated as(
lΛν
(
(−2Fc)−1 + lΛc
)
+ lΛx lΛx˜
)
(q) ≈ βνq0 (6.86)(
lΛν l
Λ
x +
(
−V −1 + lΛa
)
lΛx˜
)
(q) ≈ βX˜q0 (6.87)
for small q0 where
βν = ∂q0
(
lΛν
(
(−2Fc)−1 + lΛc
)
+ lΛx lΛx˜
)
(q)|q=0 (6.88)
βX˜ = ∂q0
(
lΛν l
Λ
x +
(
−V −1 + lΛa
)
lΛx˜
)
(q)|q=0 (6.89)
are finite in the limit of a vanishing external pairing field. Consequently, it is possible to
approximate the imaginary parts of the effective interactions for small transfer momenta
and frequencies q by
ν(q) ≈ βνq0
d0 + d1q20 + d2|q|2
∆(0)→0−→ βνq0
d1q20 + d2|q|2
(6.90)
X˜(q) ≈ − βX˜q0
d0 + d1q20 + d2|q|2
∆(0)→0−→ − βX˜q0
d1q20 + d2|q|2
. (6.91)
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The phase mode behaves for small q like
ΦΛ(q) ≈ − αφ
d0 + d1q20 + d2|q|2
∆(0)→0−→ − αφ
d1q20 + d2|q|2
, (6.92)
where αφ is the numerator of (6.73) evaluated at q = 0. For small q this approximation
is equivalent to an expansion of the matrix elements of the right-hand side of (6.71) up
to second order in the transfer momentum and frequency before the computation of the
inverse.
After sending ∆(0) to zero, the limits q0 → 0 and |q| → 0 do not commute any more
for ν(q) and X˜(q), which diverge ∼ q−10 when the frequency is sent to zero after the
momentum. This behaviour of the ν-propagator is well-known for superfluids (see for
example [89, 116, 117]). The singular behaviour of the imaginary part of the anomalous
(3+1)-effective interaction in a superfluid with short-range interactions in the charge
channel seems not to be known in the published literature.
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In this chapter, the channel-decomposition scheme of chapter 4 is applied to study the
ground state of the two-dimensional attractive Hubbard model with Hamiltonian (1.1)
and U < 0. Its microscopic action is given by
S[ψ¯, ψ] =
∑
k,σ
ψ¯kσ(−ik0 + ξ(k))ψkσ + U
∑
k,k′,q
ψ¯k+q↑ψ¯k′−q↓ψk′↓ψk↑ (7.1)
where the negative U describes a local attraction between fermions that occupy the same
lattice site and ξ(k) is the fermionic dispersion in (1.3) (Note that t ≡ 1 is used as the
unit of energy.). This model is of relevance for the description of narrow-band systems
with local non-retarded attractive interactions (see [131] for a review) or for experiments
with gases of ultracold fermionic atoms (see [2, 3] for reviews). As a model for the study
of correlated fermions, it is of interest also because its ground state shows a crossover
from the physics of weakly bound Cooper pairs in the weak-coupling regime to that of
strongly bound bosonic molecules in the strong-coupling regime [19–21]. This BCS-BEC
crossover attracted a lot of interest in the past decades, which qualifies the model as a
good testing ground for new approximation schemes. Note however that this crossover
was mostly studied in three-dimensional continuum systems, which could be obtained
from the attractive Hubbard model in the low-density limit. At finite temperatures, the
attractive Hubbard model can be employed for the study of pseudogap phenomena or of
Kosterlitz-Thouless physics (see for example [6, 132–134]).
This chapter is organized as follows. The approximations that are applied to the
fermionic self-energy and two-particle vertex within the channel-decomposition scheme
are described in sections 7.1 and 7.2, respectively. Numerical results for flows of these
objects are discussed for different fermionic densities and interactions in section 7.3
together with representative examples for their dependence on momenta and frequencies.
This chapter is summarised and some conclusions are drawn in section 7.4
7.1. Approximation for fermionic propagator
The fermionic propagator is parametrized as
(GˆΛ)−1(k) = (GˆΛ0 )−1(k) + ΣˆΛ(k) (7.2)
where
(GˆΛ0 )−1(k) =
(−(ik0 +RΛ(k)) + ξ(k) + δξΛ(k) ∆(0)(k)
∆(0)(k) −(ik0 +RΛ(k))− ξ(k)− δξΛ(k)
)
(7.3)
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is the regularized bare propagator in Nambu representation and
ΣˆΛ(k) =
(
ΣΛ++(k) ΣΛ+−(k)
ΣΛ−+(k) ΣΛ−−(k)
)
=
(
Σ(k) ∆Λ(k)−∆(0)(k)
∆Λ(k)−∆(0)(k) −Σ(−k)
)
(7.4)
is the fermionic self-energy. Its anomalous component ∆Λ(k) is chosen real and the
second equality follows from symmetries. RΛ(k) is a regulator for the singularities of the
fermionic propagator and is chosen as an additive frequency regulator,
RΛ(k) = i sgn(k0)
√
k20 + Λ2 − ik0 def= iR˜Λ(k)− ik0. (7.5)
It effectively replaces small frequencies k0 with |k0|  Λ by sgn(k0)Λ and is non-continuous
at k0 = 0. This choice is preferred over a (step-function like) Litim regulator [135],
because a sharp cutoff cannot be exploited for reducing the number of integrations in the
renormalization contributions in the Katanin scheme. The reason is that the diagrams
with scale-differentiated self-energy insertions contribute also for higher frequencies
independently from the choice of the cutoff. Furthermore, the Litim cutoff would not
result in frequency-independent integrands even for small k0 with |k0|  Λ in case the
self-energy depends non-linearly on frequency.
The external pairing field ∆(0)(k) breaks the global U(1) charge symmetry explicitly
and is chosen independent of momentum and frequency in this chapter, ∆(0)(k) = ∆(0). It
is constant (independent of Λ) during the integration over the fermionic modes for Λ > 0
and can be removed subsequently in an additional flow where the fermionic regulator
RΛ(k) vanishes and where ∆(0) serves as the flow parameter. In such a pairing field flow,
the external pairing field acts as an additive mass regulator for the phase mode, because
the Ward identity for the global U(1) symmetry dictates
(−ΦΛ(0))−1 = mΛΦ ∼ ∆(0). (7.6)
δξΛ(k) is a counterterm that accounts for deformations of the Fermi surface. It is
defined by
δξΛ(k) = −ΣΛ(k0 = 0,k). (7.7)
A general description of the counterterm method can be found in the book by Noz-
ières [136], more recent applications in perturbation theory and within the fRG in [105,
137] and [101], respectively. Note that ∆(0)(k) and δξΛ(k) are part of the bare action
and propagator so that their scale-derivatives contribute to the single-scale propagator.
The full propagator reads
GˆΛ(k) =
(
GΛ++(k) GΛ+−(k)
GΛ−+(k) GΛ−−(k)
)
=
(
GΛ(k) FΛ(k)
FΛ(k) −GΛ(−k)
)
, (7.8)
where the last equality holds due to symmetries. The normal and anomalous component
are given by
GΛ(k) = i(R˜
Λ(k)− Im ΣΛ(k)) + ξ(k) + δξ(k) + Re ΣΛ(k)
DΛ(k) (7.9)
FΛ(k) = ∆
Λ(k)
DΛ(k) (7.10)
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where
DΛ(k) =
(
R˜Λ(k)− Im ΣΛ(k)
)2
+
(
ξ(k) + δξΛ(k) + Re ΣΛ(k)
)2
+
(
∆Λ(k)
)2
. (7.11)
For the attractive Hubbard model, the momentum dependence of the normal self-energy
ΣΛ(k) = ΣˆΛ++(k), the anomalous self-energy ∆Λ(k) = ΣˆΛ+−(k) and the counterterm are
neglected,
ΣΛ(k) = ΣΛ(k0) (7.12)
∆Λ(k) = ∆Λ(k0) (7.13)
δξΛ(k) = δξΛ. (7.14)
The frequency dependence of the self-energy is discretised on a geometric grid of around
30 frequencies between k0 = 0 and k0 ≈ 350. The grid points are computed from
q0,i = δ + αq0,i−1 = δ
αi − 1
α− 1 (7.15)
for i ≥ 1 and q0,0 = 0 with typical parameters being α = 1.5 and δ = 10−3. Neglecting
the momentum dependence is most appropriate away from half- or van Hove-filling, when
the Fermi surface is a slightly deformed circle. In this approximation, the counterterms
fixes the Fermi level, while deformations of the Fermi surface are neglected. Note that
the normal self-energy cannot simply be neglected because this may entail the violation
of the Ward identity for global charge conservation. This can be seen in the exactly
solvable reduced pairing and forward scattering model. Giering and Salmhofer [88]
studied the impact of the momentum dependence of the normal self-energy on the
flow of the two-particle vertex in the symmetric phase of the repulsive Hubbard model
at van Hove filling and found only very small changes of the stopping scales or the
hopping amplitudes. Neumayr and Metzner [137] and Gersch et al. [101] studied the
momentum dependence of the anomalous self-energy tangential to the Fermi surface within
renormalized perturbation theory and fermionic one-loop RG for U = −2, respectively.
Both found only a small variation of the anomalous self-energy along the Fermi surface, in
the former work even close to half-filling. Note however that an exact theorem connects the
on-site and the nearest-neighbour component of s-wave gap in the Hubbard model [138].
The renormalization contributions to the self-energy are computed as Fermi surface
averages. The anomalous self-energy is for example computed from
∂Λ∆Λ(k0) =
∫
kF
ds
LF
∂Λ∆Λ(k0,kF ) (7.16)
and analogously for the normal self-energy. This is similar to the projection of the flow
of the effective interactions on that of the exchange propagators described in section 4.2.
The above approximation can be regarded as an expansion of the momentum dependence
of the self-energy tangential to the Fermi surface with respect to orthonormal basis
functions (for example Fermi surface harmonics, see [139]) where only the first term in
115
7. Attractive Hubbard model
the expansion is kept. The flow of the counterterm is obtained from the condition that
the normal self-energy vanishes for k0 = 0 and for momenta on the Fermi surface for all
scales,
∂Λδξ
Λ + ∂Λ Re ΣΛ(k0 = 0) != 0. (7.17)
At the scale Λ, the counterterm and the self-energy are known and only their scale-
derivatives have to be calculated from equation (7.17), which is a linear integral equation
for ∂ΛδξΛ(k). In case the momentum dependence of the normal self-energy and of the
counterterm are neglected, the linear integral equation can be solved analytically.
For the regulator (7.5), the fermionic propagator is strictly zero only for Λ→∞. One
therefore has to introduce an upper cutoff Λ0, from which the RG flow is integrated
numerically, by hand. The high-energy flow for modes with Λ > Λ0 can be integrated
approximately. Λ0 is chosen of the order of several times the bandwidth (usually around
Λ0 = 100− 150) so that the coupling between channels is negligible for the high-energy
modes. These can then be treated in mean-field and random-phase approximation1 in the
presence of an infrared-regulator, which provides a starting point for the low-energy flow
that fulfils the Ward identity for global charge conservation within the numerical accuracy.
At the scale Λ0, the self-energy and the counterterm are determined self-consistently
in first order in the microscopic interaction U and are independent of momentum and
frequency2,
∆Λ0(k) = ∆Λ0 = −U
∫ d3p
(2pi)3F
Λ0(p) + ∆(0) (7.18)
ΣΛ0(k) = ΣΛ0 = −U
∫ d3p
(2pi)3 e
ip0ηGΛ0(p)|η→0+ = −δξΛ0 . (7.19)
For the above choice of Λ0, the correction to the external pairing field is rather small. In
contrast, the normal self-energy and the counterterm are of the order of U because of
the Hartree term. They read
ΣΛ0 = −δξΛ0 = U2
∫ d2p
(2pi)2
1− ξ(p)√
Λ20 + ξ(p)2 + ∆Λ0(p)2
 , (7.20)
which reduces to ΣΛ0 ≈ U/2 if Λ0 is sufficiently large but finite. This contribution does
not influence the flow of self-energies and vertices at all, because in their flow equations,
either ∂ΛδξΛ(p) or δξΛ(p) + Re ΣΛ(p) appear. However, it would influence physical
observables that are computed from the flow of the interaction correction to the grand
canonical potential.
In order to compare fRG results for the attractive Hubbard model with results from
other methods, an approximation for the fermionic density of the interacting system
1Note that random-phase approximation refers to the resummation of all chains of Nambu particle-hole
bubble diagrams, as in chapter 6.
2For Λ → ∞, the initial conditions for the self-energy and the counterterm read ∆Λ→∞ = ∆(0),
ΣΛ→∞ = 0 and δξΛ→∞ = 0.
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is needed. The reason is that the flow of the anomalous and the normal self-energy or
equivalently of the counterterm lead to a renormalization of the relation between the
chemical potential µ and the fermionic density n. In the following, the fermionic density
is computed from the full propagator through the relation
n = −2
∫ d3p
(2pi)3 e
ip00+GΛ=0(p). (7.21)
This is possible because, firstly, shifts of the Fermi surface are avoided with the coun-
terterm, secondly the neglected momentum dependence of the self-energy is expected to
be small away from half- or van Hove-filling and thirdly because the frequency dependence
of the self-energy is taken into account. Note that within this approximation, the density
of the system is only known after evaluating the flow. In order to avoid numerically
expensive repetitions of flows, a chemical potential is accepted if the density of the system
at the end of the flow agrees with the requested density to within 3%.
7.2. Approximation for two-particle vertex
In this section, the approximations for the vertex in the attractive Hubbard model that
are applied within the framework of chapter 3 are described. In order to parametrize
the vertex as a boson mediated interaction, it is decomposed in bosonic propagators and
fermion-boson vertices. For U < 0, the expansion is restricted to the s-wave channel with
fs(k) = 1. This approximation seems to be justified for the attractive Hubbard model
because away from half-filling the ground state is always an s-wave superfluid and the
pairing interaction is dominant from the outset. At weak-coupling, bosonic propagators
in higher angular momentum channels and off-diagonal components should be negligible
because they are generated only in O(U3) or higher.
The s-wave approximation substantially simplifies the flow equations because all triplet
terms can be omitted and the effective interaction in the Nambu particle-particle channel
reduces to the magnetic one (see equation (3.107)). Within this approximation, the
fermion-boson vertices depend only on frequency. The parametrization of the different
channels is described in more detail in the following, first for the effective interactions in
the Cooper channel as well as for the imaginary part of the anomalous (3+1)-effective
interaction and second for the effective interactions in the spinor particle-hole channel as
well as the real part of the anomalous (3+1)-effective interaction.
At the scale Λ0, the fluctuation corrections to the microscopic interaction are computed
as described in section 6.3 by summing up all chains of Nambu particle-hole diagrams,
yielding
Vˆ PH,Λ0(q) = [1ˆ− 2Uˆ LˆΛ0(q)]−1Uˆ − Uˆ (7.22)
where (Vˆ PH,Λ(q))ij = V PH,Λij (q) and (Uˆ)ij = 12Uδij diag(−1, 1, 1, 1). Within the approxim-
ations described above, the effective interaction in the Nambu particle-particle channel
is fixed by symmetry. The fermion-boson vertices at the scale Λ0 are independent of
frequency and set to one.
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Particle-particle channel and imaginary part of (3+1)-effective interaction
The description of the momentum and frequency dependence of the effective interactions
in the spinor particle-particle channel is discussed together with that of the imaginary
part of the anomalous (3+1)-effective interactions, because their singularity structure
is very similar. Within the approximations described above, the effective interactions
reduce to
AΛkk′(q) = AΛ(q)gA,Λ(k0)gA,Λ(k′0) (7.23)
ΦΛkk′(q) = ΦΛ(q)gΦ,Λ(k0)gΦ,Λ(k′0) (7.24)
νΛkk′(q) = νΛ(q)gν,Λ(k0)gν,Λ(k′0) (7.25)
X˜Λkk′(q) = X˜Λ(q)gX˜PH,Λ(k0)gX˜Φ,Λ(k′0) (7.26)
ν˜Λkk′(q) = 0 (7.27)
where the dependence of the fermion-boson vertices on q is neglected. As additional
simplifications, gν,Λ is approximated by gΦ,Λ, which is justified because νΛ(q) has a small
impact on the results in the coupling range considered and because gA,Λ and gΦ,Λ differ
only slightly on all scales in the weak-coupling regime. Besides, gX˜PH,Λ and gX˜Φ,Λ are
approximated by gC,Λ and gΦ,Λ, respectively. The flow of gA,Λ and gΦ,Λ is evaluated at
q = 0, the evaluation of gC,Λ is described below. The imaginary part of the anomalous
(4+0)-effective interaction ν˜Λ vanishes because of the restriction to exchange propagators
that are diagonal with respect to the form factor index due to symmetries.
The exchange propagators AΛ(q), ΦΛ(q), νΛ(q) and X˜Λ(q) are singular for small
momenta and frequencies q at and below the critical scale for superfluidity, as can be
seen from the resummation of diagrams in the Nambu particle-hole channel in chapter 6.
It is therefore important to accurately describe the neighbourhood of q = 0. This could
be done by expanding the inverse bosonic propagators around their extrema, as it is
usually done for bosonized theories. As an example, the propagator for the amplitude
mode could be described by the ansatz
−(AΛ(q))−1 = mΛA + AΛAq2 + ZΛAq20 + . . . , (7.28)
which can be justified by power counting arguments after partial bosonization or resumma-
tions of perturbation theory as in chapter 6 in the presence of a gap. In order to improve
the description of processes with intermediate transfer momenta and frequencies and to
allow for more general momentum and frequency dependences, the low order polynomials
are replaced by general functions, which are discretised on a grid of frequencies and
momenta. The amplitude and phase mode of the superfluid gap are described by
−(AΛ(q))−1 = mΛA(q0) + FΛA (q) (7.29)
−(ΦΛ(q))−1 = mΛΦ(q0) + FΛΦ (q), (7.30)
where the frequency dependent “masses” mΛA/Φ(q0) and “kinetic energies” FΛA/Φ(q) are
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defined as
mΛA(q0) = −
(
AΛ(q0, q = 0)
)−1
(7.31)
FΛA (q) = −
(
AΛ(q0 = 0, q)
)−1
+
(
AΛ(q0 = 0, q = 0)
)−1
(7.32)
and similarly for the phase mode3. The imaginary parts νΛ(q) and X˜Λ(q) are odd
functions in q0, motivating the ansatz
−q0(νΛ(q))−1 = mΛν (q0) + FΛν (q) (7.33)
q0(X˜Λ(q))−1 = mΛX˜(q0) + F
Λ
X˜(q) (7.34)
where
mΛν (q0) = −
q0
νΛ(q0, q = 0)
(7.35)
mΛX˜(q0) =
q0
X˜Λ(q0, q = 0)
(7.36)
FΛν (q) = −
q0,1
νΛ(q0,1, q)
+ q0,1
νΛ(q0,1, q = 0)
(7.37)
FΛX˜(q) =
q0,1
X˜Λ(q0,1, q)
− q0,1
X˜Λ(q0,1, q = 0)
(7.38)
and q0,1 being the lowest non-zero frequency in the grid. Within this approximation, the
flow equations for the exchange propagators have to be solved for q0 = 0 or q0 = q0,1 and
finite q or for finite q0 and q = 0. The momentum dependence of the imaginary parts is
computed at the lowest non-zero frequency q0,1 in the grid because of the antisymmetry
of these propagators4. The above ansatz then provides an “interpolation scheme” for
obtaining the momentum and frequency dependence of the propagators away from the
sets of momenta and frequencies where they are computed. It yields a good description of
the vertex as obtained from a resummation of all chains of Nambu particle-hole bubbles.
In comparison to a three-dimensional discretisation, this approximation allows to
reduce the numerical effort for the solution of the flow equations considerably while
the singular momentum and frequency dependence is still captured. Besides, it is more
flexible in the description of generated momentum and frequency dependences than a
simple parametrization and allows for example for terms that are linear in the frequency
3Note that (AΛ(q0 = 0, q = 0))−1 could also be added to mΛA instead of FΛA in the ansatz.
4In order to avoid problems arising from the limited numerical accuracy of integration routines occurring
at very small frequencies and for finite momenta, it is favourable to exploit the approximately linear
scaling of these propagators as a function of small frequencies
νΛ(q0, q) ≈ sνΛ(q0/s, q) (7.39)
(and similarly for X˜Λ(q0, q)) by evaluating the renormalization contributions to the momentum
dependence at a finite frequency well below the maximum of |νΛ(q0,0)| or |X˜Λ(q0,0)| (which roughly
occurs for q0 ∼ O(Λ) or q0 ∼ O(∆1/2(0) )) and subsequent rescaling.
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Figure 7.1.: Example for the distribution of momentum grid points in the first quadrant
of the Brillouin zone for the particle-particle channel.
∝ |q0|. Such terms are induced for the above choice of the regulator in all exchange
propagators at intermediate and high scales.
In order to accurately describe the singularities in the Cooper channel, the grid points
should be denser near q0 = 0 and q = 0 and can be sparser for large frequencies and
momenta. The frequency dependence of the exchange propagators is therefore computed
on a geometric grid of 30 to 40 frequencies between q0 = 0 and q0 ≈ 350. The grid
points are computed as in equation (7.15) with typical parameters being α = 1.45 and
δ = 5 · 10−4. The fermion-boson vertices are evaluated for the same frequencies. For
frequencies above the maximal frequency in the grid, the propagators are smoothly
suppressed to zero. The maximal frequency in the grid is chosen high enough in order to
assure insensitivity of the results to its choice or to the high-frequency cutoff procedure.
The momentum dependence is computed on a grid in polar coordinates with the centre at
q = 0. The angular dependence is computed for seven angles in the first quadrant of the
Brillouin zone and 25 to 30 points are used in the radial direction with qr,n ∼ n3 so that
many points are placed in the vicinity of q = 0. An example for a typical distribution
of grid points is shown in figure 7.1. This grid yields a satisfactory description of the
momentum dependence even for momenta in the vicinity of q = (pi, pi) where the exchange
propagators in the Cooper channel vary slowly away from half- or van Hove-filling. Note
that due to the symmetries of the system, it is sufficient to compute the propagators
only for one octant of the Brillouin zone. The propagators for non-grid frequencies
and momenta are determined by cubic and bicubic spline interpolation, respectively.
The above approximation together with this discretisation scheme yields an efficient
approximation for the singular dependences of the exchange propagators. Roughly 150
couplings per propagator suffice to yield a good momentum and frequency resolution
even if the exchange propagators become very large.
For the above ansatz, it is assumed that the functionsmΛi and FΛi are positive. However,
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for certain parameters (usually close to half-filling or for stronger interactions), νΛ(q0,1, q)
may change sign as a function of momentum in the vicinity of q = (pi, 0) and symmetry
related points. This is not problematic from a physical point of view, but leads to
problems within the above approximation (because it may entail artificial zeros in the
denominators). In the spirit of the above ansatz, such complications can be circumvented
as long as the extremum of |νΛ(q0,1, q)| is at q = (q0,1,0) by adding the “mass” and
the “kinetic energy” with an appropriate sign in such a way that the result equals the
computed values for q = (q0,1, q) or q = (q0,0). It should be noted that |νΛ(q0, q)| is very
small in the regions where the sign changes occur, so that no significant impact on the
results is expected.
Particle-hole channel and real part of (3+1)-effective interaction
In this section, the description of the momentum and frequency dependence of the effective
interactions in the (spinor) particle-hole channel and of the real part of the anomalous
(3+1)-effective interaction is discussed. These describe forward scattering for small and
(incommensurate) density-wave fluctuations for large transfer momenta. Similarly to the
Cooper channel, the aim is to capture the singular momentum and frequency dependence
of the bosonic propagators near important points in momentum and frequency space.
This requires a good description of a neighbourhood of q = 0 for forward scattering
and of incommensurate peaks, which are located on the Brillouin zone boundary for the
fermionic densities considered in this chapter, for density wave fluctuations. Within the
approximations described above, the effective interactions reduce to
CΛkk′(q) = CΛ(q)gC,Λ(k0)gC,Λ(k′0) (7.40)
MΛkk′(q) = MΛ(q)gM,Λ(k0)gM,Λ(k′0) (7.41)
XΛkk′(q) = XΛ(q)gXPH,Λ(k0)gXA,Λ(k′0) (7.42)
where the momentum dependence of the fermion-boson vertices is neglected. As an addi-
tional simplification, gXPH,Λ and gXA,Λ are approximated by gC,Λ and gA,Λ, respectively.
In order to allow for different approximations for forward scattering and density wave
fluctuations, processes with small and large momentum transfers are described separately.
They are assembled for example in the density channel as
CΛ(q) = CΛ0 (q)Θ(qmax − |q|) + CΛpi (q)Θ(|q| − qmax) (7.43)
and similarly for the other propagators. qmax is typically chosen of the order of pi/3
and the (2pi-periodized) theta functions are replaced by smooth partitions of unity in
the numerical implementation. The approximations for the (in-) commensurate density
wave fluctuations are very similar to those for the Cooper channel and motivated by an
expansion of the momentum and frequency dependence of the inverse propagators in low
order polynomials at the (in-) commensurate peaks,
−(MΛpi )−1(q) = mΛM(q0) + FΛM(q) (7.44)
−(CΛpi )−1(q) = mΛC(q0) + FΛC (q) (7.45)
(XΛpi )−1(q) = mΛX(q0) + FΛX(q) (7.46)
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where
mΛM(q0) = −
1
MΛpi (q0, q = QΛM)
(7.47)
mΛC(q0) = −
1
CΛpi (q0, q = QΛC)
(7.48)
mΛX(q0) =
1
XΛpi (q0, q = QΛX)
(7.49)
FΛM(q) = −
1
MΛpi (q0 = 0, q)
+ 1
MΛpi (q0 = 0, q = QΛM)
(7.50)
FΛC (q) = −
1
CΛpi (q0 = 0, q)
+ 1
CΛpi (q0 = 0, q = QΛC)
(7.51)
FΛX(q) =
1
XΛpi (q0 = 0, q)
− 1
XΛpi (q0 = 0, q = QΛX)
. (7.52)
Note that the positions of the incommensurate peaks of magnetic, charge and anomalous
channel, QΛM , QΛC and QΛX , respectively, differ in general. For intermediate fermionic
densities, they move quite far away from q = pi during the flow. The momentum
and frequency dependence at the incommensurate peaks may become singular due to
2kF scattering [112]. However, it is smeared in the presence of a superfluid gap and
is pronounced only for small microscopic interactions U where the gap is small. Away
from half-filling, the momentum dependence of the propagators for incommensurate
density wave fluctuations can thus be discretised on a simple (not necessarily equidistant)
Cartesian grid. A good description of the momentum dependence is obtained for 15-
25 points per momentum coordinate in one quadrant of the Brillouin zone. Due to
symmetries, the propagators have to be computed only for one octant of the Brillouin
zone. For the frequency dependence, the same grid is used as for the bosonic propagators
in the Cooper channel. Very close to half-filling, the use of a polar grid with centre
q = pi may become more economic in order to obtain a better description of interaction
processes with momentum transfer pi. Note that for some parameters, the propagator
for anomalous (3+1)-fluctuations XΛ(q) may also be plagued by sign changes in its
momentum dependence near (pi, 0) and symmetry related points. These can be captured
within the spirit of the above approximation by adding the frequency dependent mass with
an appropriate sign as described above for the imaginary part of the effective interaction
in the Cooper channel. In regions where the sign changes occur, XΛ(0, q) is very small
and should thus not have a significant impact on the results.
The momentum and frequency dependence of the inverse propagators for forward
scattering cannot be separated as for the other interaction channels due to the finite-scale
manifestations of Landau damping. Furthermore, a parametrization as a boson mediated
interaction as above is complicated by the fact that the effective interactions in the
magnetic and the anomalous (3+1)-channel change sign for small q and finite q0. In
order to capture these effects, the momentum and frequency dependence is discretised on
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the same footing. However, a three-dimensional discretisation seems not to be feasible
due to the required numerical effort. Away from van Hove filling, a two-dimensional
discretisation is possible because the propagators have an approximate radial symmetry
in their momentum dependence around q = 0, so that
MΛ0 (q0, q) ≈MΛ(q0, |q|) (7.53)
CΛ0 (q0, q) ≈ CΛ(q0, |q|) (7.54)
XΛ0 (q0, q) ≈ XΛ(q0, |q|) (7.55)
holds for small |q|. These approximations capture the singular momentum and frequency
dependence of the channels and provide a good approximation at least for the vertex that
is obtained from a resummation of all chains of Nambu particle-hole bubble diagrams.
In the numerical implementation, the frequency dependence is discretised on the same
grid as for the other channels and the momentum dependence is discretised with around
ten momentum points between q = 0 and q = (qmax, 0). Note that such a radial
approximation breaks down close to van Hove filling, where incommensurate peaks
appear near q = 0 (see for example [140, 141]). At quarter-filling, it has been checked
that the results for the forward scattering propagators do not depend sensitively on the
direction in which the evaluation points for the momentum dependence are chosen, thus
justifying the radial approximation.
The frequency dependence of the fermion-boson vertices is evaluated for the same grid
of frequencies as for the exchange propagators. Its renormalization is determined at the
position of the incommensurate peaks q = QΛM and QΛC , which are the extrema of the
corresponding exchange propagators. The dependence of the fermion-boson vertices on
the transfer momentum q is neglected, because the difference between the fermion-boson
vertices for forward scattering and for incommensurate density-wave fluctuations was
found to be small above the critical scale in the parameter range considered below. This
is in agreement with findings by Husemann et al. [87] for the symmetric phase of the
repulsive Hubbard model. Below the critical scale, the fermion-boson vertices for the
particle-hole channel as evaluated above are only weakly renormalized.
7.3. Numerical results
In this section, numerical results for properties of the superfluid ground state of the
two-dimensional attractive Hubbard model, which were obtained within the channel-
decomposition scheme for the flow equations and the vertex, are presented. After
describing the numerical setup in subsection 7.3.1, results for the vertex and the self-energy
on one-loop level are discussed in subsection 7.3.2. This is followed by a discussion of the
violation of the Ward identity for global charge conservation in the numerical calculations
and its impact on the results in subsection 7.3.3. Furthermore, the implementation of a
coordinate projection scheme that allows to enforce the Ward identity in the numerical
solution of the flow equations is described (see for example [142]) and flows at fixed
external pairing fields are compared to pairing field flows. Subsequently, the impact of
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fluctuations on two-loop level on the flow of exchange propagators and self-energies is
examined in subsection 7.3.4. This sets the stage for the discussion of the impact of
fluctuations on the superfluid gap.
Most results in this section were obtained by using the coordinate projection scheme
in order to enforce the Ward identity. If not stated differently, lines in plots are guides
to the eyes. For quantities at the end of the fermionic flow, the dependence on Λ is
usually suppressed in the notation for convenience, for example AΛ=0(q) ≡ A(q). Typical
parameters are microscopic interactions in the range |U | = 1− 3, next-nearest neighbour
hoppings t′ = −0.1, 0, 0.1, fermionic densities n = 0.5 or 0.78 and external pairing fields
ranging from ∆(0) = ∆MF/1000 to ∆MF/50, where ∆MF is the mean-field gap for the
same parameters and at the same density. In pairing field flows on one-loop level that
include the frequency dependence of the vertex, the external pairing field could at least be
reduced to ∆MF/5000 without encountering divergences. Some results are presented for a
nearly half-filled system with n = 0.95. This parameter space is restricted with regards to
larger couplings or fillings closer to half-filling by the applicability of the parametrization
of the exchange propagators as presented in section 7.2, which is discussed in some detail
in section 7.4.
The projection of the flow equations for the effective interactions on those for the bosonic
propagators is performed within the “Fermi surface averaging” scheme (see section 4.2)
if not stated differently. This scheme was compared to projection by “Brillouin zone
averaging” for |U | = 2 − 3 at fixed external pairing field on one-loop level and the
differences in the results were found to be relatively small. Above the critical scale, the
choice of the projection scheme leaves the flow of the dominant couplings (the extrema
of the exchange propagators) almost unaffected, while noticeable differences arise away
from the extrema (i. e. for subdominant couplings). Below the critical scale, the choice of
the projection scheme has also some impact on the flow of the exchange propagators in
the Cooper channel at the extrema, but only a minor impact on the flow of the superfluid
gap. These differences arise likely from the better treatment of the strong momentum
dependence of the exchange propagators in the pairing channel in the “Fermi surface
averaging” scheme. The reason is that this scheme provides a better approximation for
the effective interactions between states in the vicinity of the Fermi surface in case a
small number of form factors is used. This is why the renormalization contributions to
the exchange propagators are obtained by averaging external momenta over the Fermi
surface in the following, in particular in pairing field or two-loop flows.
7.3.1. Numerical setup
By discretising the momentum and frequency dependence of the self-energy and the
vertex, the functional renormalization group equations are transformed into a system
of non-linear ordinary differential equations (ODE). For the discretisation as described
above, roughly 2000 coupled equations have to be solved with three-dimensional integrals
on the right hand sides. The numerical solution of this ODE system constitutes a
considerable effort. Strongly depending on the parameters, it requires between a day
and a week on 16 to 24 CPU cores for one-loop calculations or even longer for two-loop
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calculations.
When evaluating the right hand side of the flow equations, the projection integrals
over the external fermionic momenta can be carried out and tabulated before integrating
over the loop momentum and frequency, thus resulting in three-dimensional integrals.
The use of the “Fermi surface averaging scheme” for the projection prevents from
“pre-computing” the integrations over the loop momentum in order to reduce the loop
integrals to one-dimensional ones over the loop frequency, as it was done by Husemann
and Salmhofer [86], Husemann et al. [87] and Giering and Salmhofer [88]. Besides, the
“momentum integrated loop integrals” would have to be tabulated in a four-dimensional
space of frequencies for all loops with a high resolution, which seems quite expensive
with respect to memory. The three-dimensional loop integrals are therefore carried out
with an adaptive integration algorithm for integrands of moderate dimension [143, 144].
An implementation of this algorithm for C/C++ is available in the public domain [145].
This algorithm is much faster than three iterated one-dimensional integrations, however,
at the prize that the achievable accuracies are somewhat lower. They are nevertheless
sufficient for the computation of the right hand side of the ODE system as long as the
accuracy goals of the ODE solver are not too strict. The relative accuracy goal for the
integration routine was chosen as rel = 10−3 together with a tiny absolute accuracy goal,
which should provide some security. It has been checked that different algorithms yield
the same result within the accuracy goals for typical integrands, scales and microscopic
parameters.
The system of ordinary differential equations is solved using routines from the GNU
Scientific Library [146]. The accuracy of the numerical results was benchmarked by
solving flows with a third-order Runge-Kutta routine and a fifth-order Runge-Kutta
routine and the error tolerances were adjusted in such a way that the differences between
the results were small (corresponding to absolute and relative error tolerances of about
10−4 for the fifth-order Runge-Kutta routine or of about 5 · 10−3 for the third-order
Runge-Kutta routine). The third-order Runge-Kutta routine was used for most of the
calculations because it performed better regarding the runtime and the scale-resolution.
This numerical framework has been tested for the exactly solvable reduced pairing and
forward scattering model by comparing the obtained numerical solution of the flow with
the exact solution. For external pairing fields that were two orders of magnitude smaller
than the final gap, only tiny differences were found between the two solutions, which
arose from the finite accuracy in numerical routines. In particular, the violation of the
Ward identity due to numerical errors that accumulated during the entire flow was of the
order of the accuracy goals of the numerical routines. For smaller external pairing fields
(for example ∼ ∆MF/1000), the Ward identity was violated noticeably below the critical
scale due to numerical errors. These arose due to the very pronounced singularities at
the critical scale in the reduced model for such small external pairing fields and could
be cured with the coordinate projection scheme discussed below. Note that from the
numerical point of view, the situation improves for flows with fluctuations, because the
singularities at the critical scale are significantly broadened in that case and numerical
errors do not seem to influence the results even for the smallest (fixed) external pairing
fields considered without coordinate projection (∼ ∆MF/1000).
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Figure 7.2.: Scale dependence of the amplitude mode AΛ(0) and the phase mode ΦΛ(0)
of the superfluid gap for different external pairing fields, U = −2, t′ = −0.1
and n = 1/2.
7.3.2. Vertex and self-energy on one-loop level
In this section, numerical results for the vertex and the self-energy on one-loop level
are presented. Their flow as well as their dependence on momenta and frequencies
are discussed, firstly for the vertex and secondly for the self-energy. The results were
obtained by numerically solving the flow equations from section 4.1.1. Note that negative
exchange propagators give rise to attractive effective interactions within the employed
sign convention.
Vertex on one-loop level
The flow of the singular effective interactions in the Cooper channel on one-loop level is
qualitatively similar to that of the corresponding couplings in the reduced pairing and
forward scattering model in chapter 6 or the reduced BCS model [99]. In comparison to
mean-field flows, the critical scale and the magnitude of the propagators are diminished
by fluctuations and the singularities at the critical scale are broadened. This can be seen
in figure 7.2 that shows the flow of the amplitude and phase mode of the superfluid gap for
different external pairing fields for U = −2 and t′ = −0.1 at quarter-filling. The largest
external pairing field in the figure, ∆(0) = 2 · 10−3, corresponds to ∆MF/100 (or roughly
∆Λ=0/50). For U = −2, stable numerical calculations without artificial singularities could
be performed with external pairing fields that are at least three orders of magnitude
smaller than the mean-field gap. The exchange propagator for the phase mode at the end
of the flow ΦΛ=0(0) grows inversely proportional to the external pairing field. In contrast,
the exchange propagator for the amplitude mode AΛ(0) depends only weakly on ∆(0) at
the end of the flow on one-loop level. The influence of the external pairing field on the
flow of AΛ(0) is strongest near the critical scale, where the flow of AΛ(0) follows ΦΛ(0)
the longer the smaller ∆(0). The scale dependence of AΛ(0) and ΦΛ(0) is qualitatively
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Figure 7.3.: Momentum (left) and frequency (right) dependence of the exchange propag-
ators for the amplitude AΛ and phase ΦΛ mode of the superfluid gap for
U = −2, n = 0.5, t′ = −0.1 and ∆(0) ≈ ∆MF/200
similar for all fillings and couplings considered.
A good overall picture of the exchange propagators AΛ(q) and ΦΛ(q) is obtained by
looking at their momentum and frequency dependence for several scales Λ, as shown in
figure 7.3. The figure shows their dependence on small transfer momenta and frequencies
for U = −2 and t′ = −0.1 at quarter-filling above the critical scale (Λ ≈ 2Λc), at the
critical scale (Λ ≈ Λc) and at the end of the flow. For small momenta, the propagators
are almost radially symmetric around q = 0 and to a good approximation quadratic in
|q|. The frequency dependence of (AΛ(q0,0))−1 and (ΦΛ(q0,0))−1 at small frequencies
is well described by a quadratic ansatz of the form aΛ + bΛ|q0|+ cΛq20. The linear term
∼ |q0| is dominant above the critical scale, as can be seen in the right panel of figure 7.3,
and is at least in parts induced by the chosen regulator. Below the critical scale, the
quadratic term becomes dominant and the coefficient of the linear term small. Depending
on the parameters, at small scales the coefficient of the linear term in the quadratic fit
for (AΛ(q0,0))−1 may assume (small) negative values due to the renormalization of the
amplitude mode by phase fluctuations or numerical artefacts. The frequency dependence
of Φ(q0, q = 0) at small q0 is, up to small deviations at the lowest frequencies which
are considered as numerical artefacts, consistent with a Lorentzian like decay. The
dependence of Φ(q) on small frequencies and momenta is therefore consistent with a
linear dispersion of the phase mode in the limit ∆(0) → 0, as expected in a fermionic
superfluid [16, 89]. The decay of the exchange propagators at high frequencies is also
quadratic, but the coefficient differs from that for small frequencies. Such a behaviour
was also found by Husemann et al. [87] for the exchange propagators in the repulsive
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Figure 7.4.: Singular dependence of the phase mode Φ and the imaginary part of the
effective interactions in the Cooper channel ν as well as in the anomalous
(3+1)-channel X˜ on the external pairing field ∆(0) for U = −2, t′ = −0.1
and n = 0.5 as obtained from a pairing field flow. The lines are quadratic
fits that miss the point of origin by an amount of the order of 10−4 along
the ordinate.
Hubbard model. ΦΛ(q) reaches large values below the critical scale but decays very fast
away from q = 0. This fast decay restricts the phase space for pairing fluctuations in
the weak-coupling regime. Their impact is overestimated in particular for Φ(q) if the
frequency dependence of the vertex is neglected.
The above-mentioned singular dependence of Φ on the external pairing field is shown
in figure 7.4 together with the singular dependence of the imaginary parts of the normal
effective interaction in the Cooper channel ν and of the anomalous (3+1)-effective
interaction X˜ as obtained from a pairing field flow for U = −2 and t′ = −0.1 at quarter-
filling. The inverse propagators for the phase mode is proportional to the external pairing
field and the imaginary parts are rescaled in such a way that a linear dependence on
the external pairing field appears. The dependence of the imaginary parts on small
frequencies is well captured by
ν(q0,0) ∼ − q0∆(0) + αq20
(7.56)
(see (6.90)) and similarly for X˜. As a function of momentum, ν and X˜ decay very rapidly
away from q = 0. Determining the position of the extrema of the exchange propagators
as a function of frequency and evaluating them at the extremum yields the scaling relation
ν(q0,min,0) ∼ (∆(0))−1/2 for q0,min = (∆(0)/α)1/2 (7.57)
and similarly for X˜ where q0,min is the position of the extremum. This scaling relation
holds as long as the coefficient α varies weakly with ∆(0). The other exchange propagators,
which are discussed in the following, approach finite values for ∆(0) → 0. The singular
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Figure 7.5.: Scale dependence of the distance of the incommensurate peaks from (pi, pi)
along the Brillouin zone boundary in the magnetic, charge and anomalous
(3+1)-density wave channels. The upper curves are for U = −2, t′ = −0.1
and n = 0.5, the lower curves for U = −2, t′ = 0 and n = 0.78.
behaviour of the vertex on one-loop level in the limit of a vanishing external pairing field
is therefore the same as in a resummation of all chains of Nambu particle-hole bubble
diagrams (see section 6.3).
The scale dependence of the exchange propagators in the magnetic and density channels
and for the real part of the anomalous (3+1)-effective interaction depends qualitatively
stronger on U or on the filling than for the Cooper channel. The flow of the couplings
for forward scattering and (incommensurate) density wave fluctuations are shown in
figures 7.6, 7.9 and 7.11 for the magnetic, density and anomalous (3+1)-channel, respect-
ively. Figures 7.7, 7.8, 7.10 and 7.12 show their momentum and frequency dependences
during or at the end of the flow. In the density range considered in this chapter and at low
scales, the exchange propagators for density wave fluctuations develop incommensurate
peaks which are located on the Brillouin zone boundary. Their distance qi,Λinc from q = pi
is shown in figure 7.5 as a function of Λ for n = 0.5 and n = 0.78. It was determined
from the extremum of the interpolated momentum dependence of the propagators and is
accurate only to within the distance between grid points (roughly pi/NPH where NPH ∼ 25
is the number of grid points in one direction). Note that this distance may differ for the
three channels, in particular below the critical scale.
Figure 7.6 shows the scale dependence of the effective interaction for spin forward
scattering and incommensurate spin density wave fluctuations for different fillings at
U = −2. Above the critical scale, the fluctuation corrections to the microscopic interaction
in the magnetic channel are negative (i. e. attractive) but remain smaller than |U | in
absolute value. The reason is that the microscopic interaction U is repulsive in the
magnetic channel. Despite being weak, magnetic fluctuations play an important role in
reducing the size of the effective interactions in the Cooper channel or the superfluid
gap. Below the critical scale, the magnetic exchange propagator gets suppressed for small
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Figure 7.6.: Scale dependence of the effective interaction for magnetic forward scattering
MΛ(0) (full curves) and (in-) commensurate spin density wave fluctuations
MΛ(0,QΛM ) (dashed curves) for different fermionic densities n and U = −2.
frequencies and even becomes repulsive for small q. This sign change is driven by pairing
fluctuations, because M(q = 0) vanishes in RPA due to the presence of the gap. As can
be seen in figure 7.7, which shows the magnetic exchange propagator at the end of the
flow, the peak at q = 0 is narrow and not very high for U = −2 so that it does not have
a significant impact on the flow of other channels. This changes for larger couplings,
where the peak gets broader and increases in height. The effective interaction for spin
density wave fluctuations remains small even close to half-filling. Its incommensurate
peaks move towards q = pi with increasing filling as expected.
While MΛ(0) changes sign below the critical scale, MΛ(q0,0) changes sign already
on higher scales for finite q0. This can be seen in the left panel of figure 7.8. Such an
effect was also found by Husemann et al. [87] and by Giering and Salmhofer [88] in the
frequency dependence of the exchange propagator for charge forward scattering in the
symmetric phase of the repulsive Hubbard model within similar approximations. At
van Hove filling and with the normal self-energy neglected, it may result in a scattering
instability where the exchange propagator diverges at a finite transfer frequency q0, thus
describing a singular interaction between (imaginary) time modulated densities [87].
When including the frequency dependence of the imaginary part of the normal self-energy,
the scattering instability is suppressed, but the exchange propagator for the density
channel may nevertheless reach large values at finite transfer frequencies for q = 0 [88].
The sign change at finite frequencies in the magnetic exchange propagator in the attractive
Hubbard model seems to be a related phenomenon. The reason is that the negative U in
the attractive model is repulsive in the magnetic channel and this is also the case for the
positive U in the density channel in the repulsive model. It is therefore interesting to
follow the evolution of the frequency dependence of the magnetic exchange propagator
for q = 0 below the critical scale in the attractive model, which was not possible in
the study by Husemann et al. or by Giering and Salmhofer for the propagator in the
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density channel of the repulsive model. The scale dependence of MΛ(q0,0) for Λ < Λc
is shown in the right panel of figure 7.8, where MΛ(q0,0) remains relatively small in
value because the system is away from van Hove filling. Below the critical scale, the
opening of the superfluid gap and pairing fluctuations push the low-frequency part of the
exchange propagator to positive values. At the end of the flow, M(q0,0) is repulsive for
all frequencies q0 and its extremum is located at q0 = 0.
The exchange propagator CΛ(q) gets enhanced during the flow due to the resummation
of chains of particle-hole bubbles in comparison to second order perturbation theory,
because of the negative U being attractive in the density channel. This enhancement
is however small away from half-filling, as can be seen by comparing figure 7.9 that
shows the flow of the couplings for density forward scattering and charge density wave
fluctuations to figure 7.6 for the magnetic channel or in figure 7.10 that shows the
momentum dependence of the exchange propagator in the density channel at the end of
the flow for U = −2 and n = 0.5 or n = 0.78. For these couplings and fermionic densities,
the exchange propagator remains smaller than the microscopic interaction in absolute
value. This changes very close to half-filling, where U + 2CΛ(0,pi) becomes comparable
to U +PΛ(0,0) above the critical scale, but never exceeds it. At half-filling and for t′ = 0,
both interaction channels become degenerate [131].
The exchange propagator for the real part of the anomalous (3+1)-channel XΛ(q)
remains smaller than that in the density channel on all scales for all couplings, densities
and external pairing fields considered. In comparison to a resummation of all chains of
Nambu particle-hole bubble diagrams, it is suppressed and its singularity at the critical
scale considerably broadened by fluctuations, in particular at q = 0. Nevertheless it has
to be taken into account in order to avoid artefacts like non-monotonic flows of ΦΛ(0)
even for small interactions U . While the (incommensurate) peaks in X(0, q) grow when
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approaching half-filling, X(0) first increases and then starts to decrease with increasing
filling. A similar behaviour is obtained in random-phase approximation (as described in
chapter 6), where in particular X(0) vanishes in the presence of particle-hole symmetry.
The real part of the anomalous (3+1)-effective interaction X(q) depends only weakly
on the external pairing field. This is similar to the findings for the reduced pairing and
forward scattering model in chapter 6, but contradicts results by Gersch [129] for the
attractive Hubbard model, who finds a weak divergence for ∆(0) → 0.
The exchange propagators are coupled to the fermions via fermion-boson vertices whose
frequency dependence is renormalized during the flow. It is shown for Λ = 0, U = −2,
t′ = −0.1 and quarter-filling in figure 7.13. The fermion-boson vertices are even functions
of the fermionic frequency k0 within the employed approximations and normalized to one
at k0 = 0. Their frequency dependence is similar to that found by Husemann et al. [87]
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labelled “no g(k0)” was obtained without frequency dependent renormaliz-
ation of the fermion-boson vertices.
for the repulsive Hubbard model, albeit with repulsive and attractive channels exchanged
due to the different sign of the microscopic interaction U . The fermion-boson vertices for
the Cooper channel gA and gΦ show a similar frequency dependence with a monotonic
increase at low and intermediate frequencies and a saturation at around the value for the
highest frequency in the plot towards high frequencies. gA increases somewhat faster for
small frequencies, as shown in the inset. gA and gΦ differ stronger with increasing U . The
fermion-boson vertex for the density channel gC shows a small dip at low frequencies and
increases towards high frequencies, where it saturates at roughly the value for the highest
frequency in the plot. The fermion-boson vertex for the magnetic channel gM shows a
small peak at low frequencies and decays towards high frequencies to a value that roughly
equals that at the highest frequency in the plot. The small peak appears only below
the critical scale and may be related to the suppression of the incommensurate peak of
the magnetic exchange propagator at small transfer frequencies. Except for this peak in
gM , the fermion-boson vertices show a qualitatively similar frequency dependence on all
scales. The renormalization of the fermion-boson vertices in particular in the Cooper
channel has a strong impact on the frequency dependence of ∆(k0) (see below), but not
on its value at k0 = 0. It has also some impact on the flow of ΦΛ and thereby on the
Ward identity fulfilment (see subsection 7.3.3). The other self-energies and exchange
propagators are only weakly influenced by the frequency dependence of the fermion-boson
vertices. This is similar to the findings by Husemann et al. [87] for the repulsive Hubbard
model in the symmetric state.
Self-energy on one-loop level
In the parameter range that is considered in this chapter, the ground state of the attractive
Hubbard model is a fermionic superfluid formed out of weakly renormalized fermionic
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interactions U for n = 1/2 and t′ = −0.1.
quasiparticles. The renormalization of the quasiparticles occurs already at high and
intermediate scales and is therefore discussed before the anomalous self-energy, which is
generated at lower scales. Figure 7.14 and 7.15 show the imaginary part of the normal
self-energy Im ΣΛ(k0) (which is an odd function in k0) for different interactions U at
Λ = 0 and the flow of the fermionic quasiparticle weight at the Fermi energy, respectively.
The latter is determined from Im ΣΛ(k0) through
ZΛf =
(
1− ∂k0 Im ΣΛ(k0)
)−1∣∣∣
k0=0
, (7.58)
where the derivative is approximated by finite differences of the flowing self-energy at
the lowest frequencies. At higher frequencies, the curves in figure 7.14 almost coincide
after rescaling with U−2. At the lowest frequencies, the dependence of Im Σ(k0) on U is
not quadratic, as can be seen in figure 7.15 for the quasiparticle weight. The results for
U = −2 in figure 7.14 show that the frequency-dependent renormalization of the fermion-
boson vertices has almost no impact on Im ΣΛ(k0). The minima of ZΛf in figure 7.15 occur
somewhat below the critical scale and are expected to be a consequence of using an additive
frequency regulator. They arise from a small reduction of Im ΣΛ(k0) below the critical
scale that may be a consequence of partially taking into account the renormalization of
the self-energy by low energy modes below the gap already on higher scales. Despite the
imaginary part of the normal self-energy being small and the quasiparticle weight at the
Fermi energy being only slightly suppressed, the renormalization of the quasiparticles
has a significant impact on the size of the superfluid gap even for weak interactions (see
subsection 7.3.5).
The imaginary part of the normal self-energy or the quasi-particle weight become
anisotropic for non-circular Fermi surfaces. In order to justify the neglect of the momentum
dependence of Im ΣΛ, the renormalization of ZΛf has been evaluated for different momenta
on the Fermi surface using the momentum-independent self-energy in the fermionic
propagators. This yields information on the anisotropy that would arise from the
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momentum dependence of the Fermi velocity or the low-energy effective interaction.
The result is that the anisotropy stays small at quarter-filling in the range of couplings
considered. Even for U = −2.5, t′ = 0 and n = 0.95 (corresponding to µ = −0.11), the
anisotropy between the quasiparticle weights at the Fermi points (kF,x, 0) and (kF,xy, kF,xy)
remains smaller than 6%, thus justifying the neglect of the momentum dependence of
Im ΣΛ. For larger couplings and closer to half- or van Hove-filling, the anisotropy grows
and it may become more appropriate to evaluate the self-energy at the Fermi point with
the smallest Fermi velocity.
The real part of the normal self-energy (not shown) has only a minor influence on
the results. The relevant combination δξ + Re Σ(k0), which appears in the fermionic
propagator, vanishes for k0 = 0 by definition, grows quadratically for small k0 and
saturates at a positive value towards high frequencies that is of the order of the maximum
of | Im Σ(k0)|. After rescaling with U−2, the frequency dependence of δξ + Re Σ(k0) for
different values of U coincide to a good approximation for all frequencies. Note that
δξ+ Re Σ(k0) is irrelevant in the sense of power counting due to its quadratic dependence
on k0 for small frequencies.
At lower scales, the large effective interaction in the Cooper channel promotes the
gap from values of the order of the small external pairing field to sizeable values. This
is shown in figure 7.16 for different interactions U . For the chosen cutoff and in the
weak-coupling regime, the gap at the end of the flow ∆(k0 = 0) roughly equals the critical
scale Λc as determined from the maximum of |AΛ(0)| as a function of Λ,
∆Λ=0(k0 = 0) ≈ Λc. (7.59)
Furthermore, for Λ < Λc and small external pairing fields, the scale dependence of the
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gap roughly follows
∆Λ(k0 = 0) ≈
√
(∆Λ=0(k0 = 0))2 − Λ2 ≈
√
Λ2c − Λ2. (7.60)
On the mean-field level in the weak-coupling regime (where the change of the normal
self-energy below the critical scale is negligible), these relations hold for the chosen
regulator and for any fermionic dispersion or density of states as equalities. They can be
read off immediately from the mean-field equation for ∆(0) → 0,
∆Λ = −U
∫ d3p
(2pi)3F
Λ(p) = −U
∫ d3p
(2pi)3
∆Λ
p20 + Λ2 + ξ(p)2 + ∆Λ
2 , (7.61)
after dividing both sides through ∆Λ. The only Λ-dependence of the right hand side
then arises from the sum Λ2 + ∆Λ2 in the denominator, which thus has to be constant
below the critical scale. Noting that ∆Λc = 0, the constant can be fixed for Λ = 0 or
Λ = Λc, yielding Λ2 + ∆Λ
2 = (∆Λ=0)2 = Λ2c and therefore
∆Λ = ±
√
Λ2c − Λ2 (7.62)
for Λ < Λc. For the additive frequency regulator and on mean-field level, this result
implies the singular behaviour ∆Λ.Λc ∼ √Λc − Λ for Λ . Λc, which is the same as for a
sharp momentum [99] or a sharp frequency [93] cutoff. Note however that the behaviour
for Λ→ 0 differs for the additive or multiplicative cutoffs. The numerical results for the
smallest external pairing fields indicate that the singular behaviour of ∆Λ for Λ . Λc on
one-loop level is the same as in mean-field approximation at least for |U | . 2. In the
weak-coupling regime and for small ∆(0), the scale dependence of the gap is excellently
described by (7.60), and (7.59) holds to a very good approximation. The validity of the
mean-field relation between the gap and the critical scale on one-loop level was also noted
by Gersch et al. [101]. However, for other cutoffs than the one employed in this chapter,
the equality (7.59) holds only up to a factor of one (see for example [99]). For larger
couplings, the scale dependence of the gap deviates increasingly from the mean-field
dependence and the gap seems to increase slower just below the critical scale but faster for
Λ→ 0. This could be caused by phase fluctuations that tend to suppress the amplitude
mode below the critical scale on one-loop level, which in turn slows down the growth of ∆Λ,
and to enhance the fermionic gap in the flow equation for the anomalous self-energy. The
latter was also found by Strack [147], who noted that Goldstone fluctuations enhance the
fermionic gap. The good agreement in the weak-coupling regime may be a consequence
of an approximate “renormalized mean-field structure” in the flow equations. In this
regime, pairing fluctuations are expected to have only a small impact on the size of the
gap due to phase-space restrictions that arise from the fast decay of the corresponding
propagators in momentum and frequency space. Furthermore, the Fermi surface average
of the effective interactions in the particle-hole channel flows only relatively slowly below
Λc. This indicates that the dominant fluctuation contributions in the flow equation for
∆Λ and AΛ(0) could roughly be absorbed into a weakly scale-dependent effective U . The
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Figure 7.17.: Dependence of the superfluid gap ∆(k0 = 0) on the microscopic interaction
U for Λ = 0 and ∆(0) → 0 (from quadratic extrapolations of pairing field
flows). The lines for the two lower densities are fits to ∆ = a exp(−b/|U |).
flow then becomes similar to that of a renormalized mean-field model. This picture
becomes more accurate with decreasing U .
Despite the increasing deviations of the scale dependence of ∆Λ(0) from the mean-field
result with increasing |U |, the gap at the end of the flow follows the weak-coupling
U -dependence
∆ = a exp(−b/|U |) (7.63)
to a good approximation in the coupling range considered. This can be seen in figure 7.17
that shows ∆Λ=0(0) for different interactions U together with fits to (7.63). Note that
the prefactor a is renormalized in comparison to the mean-field result. This is discussed
in section 7.3.5, or in appendix E for the limit |U | → 0. The good agreement implies
that the attractive Hubbard model is well inside the BCS regime in the coupling range
considered, in agreement with other methods [148, 149].
In contrast to the frequency dependence of the normal self-energy, the frequency
dependence of the anomalous self-energy is strongly affected by the renormalization
of the fermion-boson vertices. This can be seen in figure 7.18 that shows ∆(k0) in
case the renormalization of the fermion-boson vertices is taken into account (“with
g(k0)”) or neglected (“without g(k0)”). Results labelled “∆RG” were obtained from the
renormalization group equation while those labelled “∆WI” were computed from the
Ward identity at the end of the flow (using the normal self-energy and the vertex from
the RG). Obviously, a reasonable frequency dependence of ∆(k0) is only obtained in case
the frequency dependence of the fermion-boson vertices is taken into account. This can
be understood from the Ward identity for global charge conservation in the limit of a
small (momentum and frequency independent) external pairing field,
∆Λ(k) = ∆(0)ΦΛ(0)hΦ,Λ(0, k)
∫ d3p
(2pi)3h
Φ,Λ(0, p)LΛ22(p, 0) + . . . , (7.64)
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where the ellipsis represents terms that vanish for ∆(0) → 0 (see equation (7.65) for the
Ward identity including all contributions that appear within the approximations employed
in this chapter). Within the approximation that effective interactions are decomposed
into bosonic exchange propagators and fermion-boson vertices, the dependence of the
right hand side on k in the limit ∆(0) → 0 stems solely from the fermion-boson vertex.
This finding can also be understood from the structure of the flow equation for the
anomalous self-energy: The strong increase of the gap at the critical scale is caused
by the (regularized) singularity of AΛ(0). Neglecting the fermion-boson vertices, the
contribution in the flow equation involving AΛ(0) would give rise to a momentum and
frequency independent gap and a dependence on k would only arise from the fluctuation
contributions. These are, however, non-singular and much smaller than the leading term
proportional to AΛ(0) due to phase space restrictions as well as the small size of the
effective interactions in the particle-hole channel. It has been checked at quarter-filling
that only an indeed tiny momentum dependence of the superfluid gap along the Fermi
surface would be generated within the employed approximations. The latter was also
found in the N -patch study by Gersch et al. [101].
7.3.3. Ward identity for global charge conservation
In section 5.3 evidence is provided that the Ward identity for global charge conservation
is violated in the Katanin truncation. Further Ward identity violating contributions
may arise from the approximations for the momentum and frequency dependence of
self-energies and vertex functions that are applied in order to make the numerical solution
of the flow equations tractable. Within the approximations of section 7.1 and 7.2, the
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Ward identity that relates the anomalous self-energy, the external pairing field and the
vertex reads
∆Λ(k) = ∆(0) + ∆(0)
∫ d3p
(2pi)3L
Λ
22(p, 0)
[
U + ΦΛ(0)gΦ,Λ(k0)gΦ,Λ(p0)
+ 12
(
AΛ(p− k)gA,Λ
(
k0+p0
2
)2 − ΦΛ(p− k)gΦ,Λ(k0+p02 )2)
+ CΛ(p− k)gC,Λ
(
k0+p0
2
)2 − 3MΛ(p− k)gM,Λ(k0+p02 )2
] (7.65)
This Ward identity is violated if the scaling relation Φ(q = 0) ∝ ∆−1(0) is not fulfilled for
small ∆(0) or equivalently if the gap ∆ deviates from the gap ∆WI that would fulfil the
Ward identity for a given vertex and normal self-energy. Besides the question about the
severity of the violation of the Ward identity, it is also of interest where it arose from,
that is whether the truncation or the approximations are the main source of the violation
of the Ward identity in practical calculations. The first part of this section discusses the
impact of different approximations on the violation of the Ward identity. The result is
that the violation of the Ward identity becomes more severe with increasing interaction
U and that it is also influenced by the approximations for the non-singular dependences
of the vertex. All results in the first part of this section were obtained within the Katanin
scheme without further modifications. In the second part of this section, the application
of a so-called coordinate projection scheme for enforcing invariants or conservation laws
in the numerical solution of ordinary differential equations is discussed. This scheme
allows to avoid artefacts of the violation of the Ward identity like non-monotonic flows
of ΦΛ(0) also for larger couplings U .
Before discussing the impact of different approximations on the Ward identity fulfilment,
it is interesting to know how severe the deviations are or how small the external pairing
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Figure 7.20.: Dependence of the relative deviation of the superfluid gap ∆Λ(k0 = 0) from
the Ward identity value ∆ΛRG(k0 = 0) on the RG scale Λ and the interaction
strength U . The external pairing field is ∆(0) ≈ ∆MF/200 in all calculations.
field could be chosen without running into unphysical divergences. Solving the flow
equations for U = −2, t′ = −0.1 and n = 1/2 within the approximations of sections 7.1
and 7.2 for different external pairing fields and extrapolating the “Goldstone mass”
mΦ = (−Φ(0))−1 to ∆(0) = 0 as shown in figure 7.19, it is found that mΦ would vanish
and Φ(0) diverge already for a finite external pairing field. According to the quadratic
fit in figure 7.19, the divergence of Φ(0) would occur at an external pairing field of the
order 10−5. This is roughly one order of magnitude smaller than the smallest external
pairing fields of order ∆MF/1000 ≈ 2 · 10−4 that were used in numerical calculations for
the above parameters. For this latter external pairing field, the exchange propagator for
the phase mode at the end of the flow Φ(0) is roughly six percent larger than required
for the fulfilment of the Ward identity. For larger external pairing fields, Φ(0) typically
comes out too small. Note that the situation rapidly worsens for larger interactions.
The discussion in section 5.3 implies that the violation of the Ward identity within
the modified one-loop truncation depends strongly on the interaction U and that the
above-mentioned deviations grow rapidly with U . In subsection 7.3.2, it was argued that
the RG flow becomes more mean-field like with decreasing microscopic interaction because
of the shrinking phase space for pairing fluctuations and the absence of singularities
in the particle-hole channel. A simple approximation for the flow equations allows to
recover the perturbative solution for the gap involving the particle-particle irreducible
vertex in second order in U , which is expected to be asymptotically exact in the limit
U → 0 (see appendix E). It is thus expected that the Ward identity fulfilment improves
for smaller interactions. For finite U , the relative deviation of the gap ∆Λ from the
Ward identity value ∆ΛWI roughly grows with U4. This can be seen in figure 7.20 that
shows the scale dependence of the relative deviation rescaled with U4 as a function of
Λ/Λc at quarter-filling. The curves for |U | < 2 deviate from those shown in the figure
after rescaling due to numerical errors caused by the smallness of critical scales and
gaps. For n = 0.78, the agreement between the rescaled curves is worse, nevertheless
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rescaling with U4 yields a better agreement than rescaling with for example U3. The
relative deviation of the gap from the Ward identity value thus depends strongly on the
microscopic interaction U , but the scaling exponent should not be taken too serious: It
may differ from the U3-scaling that is expected in lowest order from the discussion in
section 5.3 and could be influenced by the truncation of the hierarchy of flow equations
for the effective interactions or the approximations for the non-singular dependences of
the vertex or the self-energy.
This is also true for the prefactor, as can be seen in figure 7.21. This figure compares
the relative deviation of the gap ∆Λ from the value ∆ΛWI that would fulfil the cutoff Ward
identity (7.65) (using the normal self-energy and the vertex from the RG) for different
approximations. The results are for U = −2, t′ = −0.1, ∆(0) = ∆MF/200 and n = 1/2,
but similar trends were also observed for other parameters. The labels “FS av.” and
“BZ av.” imply that the RG contributions to the exchange propagators were obtained
by projection through averaging external fermionic momenta over the Fermi surface
or over the Brillouin zone (as described in subsection 3.2.2), respectively. Note that
the RG contributions to the self-energy were computed for the Fermi momentum with
the smallest Fermi velocity (kF,x, 0) for the results labelled “BZ av.”, while they were
computed as Fermi surface average in the calculations labelled “FS av.” (except the result
labelled ΣkF , where the self-energy was also evaluated for (kF,x, 0)). The label “static”
refers to calculations with frequency-independent vertex and self-energy. Calculations
without frequency-dependent renormalization of the fermion boson vertices are labelled
by “no g(k0)”. The curve labelled “CP” uses coordinate projection in order to enforce
the Ward identity (as described below) and shows the deviation that is generated during
one step of the ODE solver before projection or that accumulates during several steps
of the ODE solver. The figure should not be misunderstood in the sense that the gap
as obtained from the RG equations depends sensitively on the employed approximation.
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The improved calculations using the coordinate projection scheme show that it is the
exchange propagator for the phase mode that is susceptible to violations of the Ward
identity. For the chosen external pairing field, ΦΛ(0) typically comes out too small and
the relative deviation as shown in the figure 7.21 is therefore positive. The relative
deviation grows monotonically above the critical scale Λc ≈ 0.1 in all approximations.
Below the critical scale, it typically saturates or continues to grow. The slight decreases
seen in the figure are usually a consequence of the fact that the gap grows faster than
the violation of the Ward identity just below the critical scale.
The “static” approximation does the worst job regarding the Ward identity fulfilment.
Taking into account the frequency dependence of the exchange propagators yields improve-
ments on all scales. This is expected in particular for lower scales where the neglect of the
frequency dependence of the phase mode is an arguable approximation with regards to the
large values it achieves. It is interesting to compare the result where the projection on the
flow of exchange propagators is done via averaging external fermionic momenta over the
entire Brillouin zone or the Fermi surface. Above Λc, the violation of the Ward identity
evolves similarly in both approximations and this is also true for the self-energy and the
vertex. However, below Λc, the violation of the Ward identity as measured in the figure
saturates when averaging external momenta over the Fermi surface, while it continues
to grow when averaging external momenta over the whole Brillouin zone. For U = −2,
the critical scale is relatively small, so that only a narrow vicinity of the Fermi surface
effectively contributes to the low energy flow. Averaging external momenta over the
Fermi surface should therefore yield a better approximation for the effective interaction
between the relevant low-energy states, in particular because ΦΛ(q) depends strongly
on the transfer momentum. The evaluation of the RG contributions to the self-energy
for a momentum on the Fermi surface should lead to an even better consideration of
fluctuation contributions. At least for the parameters in the figure, it does not improve
the Ward identity fulfilment – presumable because different approximations are used for
the effective interactions in the flow equations for the self-energy and the vertex. This
assertion is substantiated by the finding that the Ward identity fulfilment is improved if
the flow of the self-energy is also computed in a local approximation (not shown in the
figure). The frequency-dependent renormalization of the fermion-boson vertices leads
to improvements in particular at high scales. At these scales, contributions from higher
frequencies, where the fermion-boson vertices differ from one, should have a significant
impact. At low scales, the dominant contributions to the flow arise from small frequencies,
where the fermion-boson vertices typically show a relatively weak quadratic dependence
on the fermionic frequency and thus differ only mildly from one (see figure 7.13).
The violation of the Ward identity as described above suggests that it is not possible to
obtain a massless Goldstone boson or spontaneous symmetry breaking within the above
approximations in the modified one-loop truncation as proposed by Katanin. The reason
is that the scaling relation Φ(0) ∼ 1/∆(0) is violated so that no reasonable limit ∆(0) → 0
exists. This is a major obstacle for going to larger interactions U , where phase fluctuations
become more important and the effects of the violation of the Ward identity more severe.
Because improvements of the parametrization did not reduce the violation of the Ward
identity to reasonably small values for larger U and because the discussion in section 5.3
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implies that the Ward identity is already violated by the truncation, it would be desirable
to enforce the Ward identity in the numerical solution of the flow equations. From the
point of view of mathematics, the Ward identity is an invariant that together with the
flow equations forms a system of differential algebraic equations (DAE). Such systems can
be solved numerically with special algorithms for which numerical implementations are
available5. However, the numerical solution of the flow equations using such a DAE solver
turned out to be infeasible due to the relatively large number of flowing couplings within
the employed approximation scheme6. A numerically cheaper alternative is provided by
coordinate projection or stabilization schemes [142, 151–153]. Most results in this work
are obtained by using the coordinate projection scheme suggested by Ascher et al. [142]
that combines the numerical solution of the ODE system with a projection of the flowing
quantities on the manifolds that are spanned by the invariants (the Ward identities) in a
way that the projected solution stays as close to the original solution of the ODE system
as possible and that deviations from the invariant manifold are damped exponentially.
Schematically, the idea is as follows. Suppose one is looking for the solution of a (system)
of ordinary differential equations
∂ty = f(t, y) (7.66)
under the constraint that
h(t, y(t)) = 0 (7.67)
holds for all t. The numerical solution for y(t) will typically violate7 the invariant h. It
can be enforced by modifying the ODE system to
∂ty = f(t, y)−HT (HHT )−1h(t, y(t)) (7.68)
where H = ∂y ◦ h = ∂yihj. The second term does not alter the solution of the ODE
system if the invariant is fulfilled. Otherwise, it projects the solution towards the manifold
that is spanned by the invariant and ensures that the violation of the invariant is of the
order of the numerical error if the ODE system and the invariant are compatible [153].
Note that the solution of the projected ODE system may be seen as the solution of
the DAE system with a rather crude approximation for the Jacobian and only one
Newton iteration for solving the DAE system per discrete step of the ODE solver. In
this work, the coordinate projection is applied for the Goldstone mass mΛΦ = −1/ΦΛ(0),
the amplitude mass mΛA = −1/AΛ(0) and the gap at zero frequency ∆Λ(0). The concrete
implementation of the coordinate projection scheme is discussed in appendix F. If desired,
the projection could be improved by taking into account more variables. However, this
choice is expected to capture the largest terms in the gradient of the Ward identity with
respect to the flowing couplings. Even the derivative of the Ward identity with respect
to the amplitude mass is quite small.
5An implementation of a DAE-solver in C/C++ is for example contained in the SUNDIALS suite [150].
6The reason is that DAE solvers require the computation of the Jacobian of the DAE system, which
involves a much higher number of integral evaluations than the evaluation of the right hand side of
the flow equations.
7This is usually true for non-linear constraints even if the ODE system is compatible with the invari-
ant [151], although the resulting deviations may be very small.
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Figure 7.22.: Comparison between the anomalous self-energy ∆ (top) and the propagators
for the phase mode Φ (centre) as well as the amplitude mode A (bottom)
as obtained at the end of fermionic flows with fixed external pairing field
∆(0) (symbols) and from pairing field flows (lines) evaluated with (“CP ∆”)
or without (“no CP”) coordinate projection for n = 1/2 and t′ = −0.1. The
left column is for U = −2 and the right column for U = −3. The colours
are the same in all plots.
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The effects of enforcing the Ward identity can be seen in figure 7.22. It compares
results of fermionic flows with fixed external pairing fields and pairing field flows that were
evaluated with (labelled “CP ∆”) or without (labelled “no CP”) coordinate projection for
enforcing the Ward identity for the gap. Results are shown for the gap at zero frequency
∆(k0 = 0), the propagator for the phase mode Φ(q = 0) and the propagator for the
amplitude mode A(q = 0) at zero transfer momentum and frequency for a quarter-filled
system. The left column is for U = −2, the right column for U = −3. For U = −2, the
results with or without projection show good agreement for fixed or flowing external
pairing fields. This is a simple consequence of the fact that the violation of the Ward
identity (measured for example as relative deviation of the gap) is small for this interaction
strength. The inverse propagator for the phase mode in the pairing field flow would,
however, extrapolate to a finite value instead of zero in the limit ∆(0) → 0. For the
larger interaction, the quantitative agreement between flows with or without coordinate
projection slightly worsens. In summary, enforcing the Ward identity for the gap improved
its fulfilment while the flow was not changed qualitatively (also for the quantities that
are not shown).
7.3.4. Vertex and self-energy on two-loop level
In subsection 7.3.2, the vertex and the self-energy as obtained from one-loop RG flows
into the symmetry broken phase were discussed. In chapter 4, it is argued that the
one-loop approximation is justifiable below the critical scale as long as the phase space
for pairing fluctuations (of the amplitude or phase mode) is limited by the fast decay
of the corresponding exchange propagators away from q = 0, which is the case at least
in the weak-coupling regime. The two-loop channel-decomposition scheme presented
in subsection 4.3.1 allows to efficiently take into account fluctuation contributions on
two-loop level, so that the assertion on the validity of the one-loop approximation can
be checked. Besides, as motivated in subsection 4.3.2, phase fluctuations on two-loop
level drive the infrared divergence of the amplitude mode that is expected for a fermionic
superfluid. In this subsection some numerical results of two-loop flows for the vertex and
the self-energy for fixed and flowing external pairing fields are presented and compared
with results of the one-loop approximation. The result is that for |U | = 2− 3, the flows
do not change qualitatively in the presence of a not too small external pairing field (for
example ∼ ∆MF/300). Quantitatively, the critical scale and the gap are further reduced
by fluctuations on two-loop level, which is discussed in more detail in the next section
for various parameters.
The two-loop flows were numerically evaluated within the same numerical framework
and using the same approximations as on one-loop level, except that the frequency-
dependence of the fermion-boson vertices was neglected. The parametrization of the
momentum and frequency dependence of the vertex as discussed in section 7.2 also
provides an ansatz for the one-loop scale derivative of the vertex, which appears in the
two-loop flow equations, simply by differentiation of the parametrization with respect to
Λ. It should be noted that more pronounced deviations of the momentum and frequency
dependence of the exchange propagators from that of simple bosonic propagators appear
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Figure 7.23.: Comparison between one- (1L) and two-loop (2L) flows of the superfluid
gap ∆Λ(k0 = 0) in a quarter-filled system with t′ = −0.1 for U = −2 and
U = −3.
on two-loop level. The stronger renormalization of the effective interactions leads to
sign changes in the frequency dependence of for example the amplitude as well as the
phase mode at zero transfer momentum and of the magnetic exchange propagator at the
incommensurate peak. These occur however at frequencies that are much higher than
the relevant scales (typically q0 & 20 at small scales) and are not expected to have a
significant impact on the results. They are treated within the spirit of the approximations
described in section 7.2 by adding the momentum dependent part to the frequency
dependent mass with an appropriate sign that avoids artificial singularities (Note that
the exchange propagators as well as their scale-derivatives coincide with the computed
values despite this modification.).
The two-loop flows of the gap or of the amplitude and phase mode at a fixed external
pairing field resemble one-loop flows with a larger external pairing field and a smaller
microscopic interaction qualitatively. This can be seen in figures 7.23 and 7.24, respectively.
The same conclusion holds for the flow of the extrema of νΛ(q0,0) and X˜Λ(q0,0). The
fermionic quasi-particle weight also shows a very similar scale dependence on one- and two-
loop level. Notable changes occur in the spinor particle-hole channel for small momentum
and frequency transfers. The effective interaction for charge forward-scattering is strongly
suppressed at the critical scale or may even change sign. The frequency dependence of
CΛ(q0,0) below the critical scale resembles the frequency dependence of the effective
interaction for magnetic forward scattering at intermediate scales (see figure 7.8). The
effective interaction for magnetic forward scattering shows a sign change at q = 0 during
the flow as on one-loop level, but the height of the positive peak below the critical scale
is strongly reduced. The real part of the anomalous (3+1)-effective interaction for small
q is also strongly suppressed in comparison to the one-loop level.
The most prominent change in comparison to the one-loop approximation is expected
in the two-loop flow of the propagator for the amplitude mode at q = 0. The discussion
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Figure 7.24.: Comparison between one- (1L) and two-loop (2L) flows of the amplitude
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Figure 7.25.: Dependence of the inverse of the propagator for the amplitude mode A(0) on
the external pairing field ∆(0) on one- and two-loop level for a quarter-filled
system with U = −3 and t′ = −0.1.
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in subsections 4.1.2 and 4.3.2 indicates that A(0) saturates at a finite value for ∆(0) → 0
on one-loop level while it diverges as
A(0) ∝ (∆(0))−1/2
on two-loop level. Figure 7.25 compares pairing field flows of −(A(0))−1 on one- and
two-loop level for U = −3, n = 0.5 and t′ = −0.1, in which the external pairing field
was reduced from ∆(0) = 0.01 ≈ ∆MF/60 by roughly a factor of 30 during the flow. The
numerical results show that the amplitude mode is strongly enhanced on two-loop level.
Furthermore, -(A(0))−1 on two-loop level bends downwards with decreasing external
pairing field while it seems to saturate on one-loop level. However, from the numerical
results it is not possible to judge whether the expected linear scaling in (∆(0))−1/2 for
∆(0) → 0 can be reproduced8. Besides, the exchange propagators CΛ and XΛ near q = 0
also get slightly enhanced in absolute value with decreasing ∆(0), but it is not possible to
infer whether they remain finite or become singular in the limit ∆(0) → 0.
This would require flows for smaller external pairing fields, which are, however, not
accessible within the present framework of approximations due to purely technical issues:
The aforementioned deviations of the frequency dependence of the phase mode from
Lorentzian like decay at small frequencies, which are present already at the end of the
fermionic flow and considered as numerical artefacts (see 7.3.2), grow during the two-loop
pairing field flow. For small external pairing fields, this leads to a plateau in Φ(q0,0)
at small q0, so that the description of the infrared behaviour becomes unreliable. It is
expected that these issues would be absent if the pairing field flow were started with a
quadratic fit to ΦΛ=0(q0,0) as its frequency dependence instead of the computed one.
7.3.5. Reduction of superfluid gap by fluctuations
In this section, the impact of fluctuations on the superfluid gap is discussed and results of
renormalization group calculations within the one- and two-loop channel-decomposition
scheme are compared with those of other methods and mean-field theory. The latter
is known to overestimate the size of order-parameters because the detrimental effect of
fluctuations is not taken into account. The mean-field gap ∆MF is obtained by solving
∆ = ∆(µ) = −U
∫ d3p
(2pi)3F (p) n = n(µ,∆) = −2
∫ d3p
(2pi)3 e
ip00+G(p) (7.69)
self-consistently at the same density as in the interacting system. For Fermi systems
with attractive contact interactions, it is well-known that fluctuations reduce the critical
8At the end of the two-loop flow, the correlation length of the phase mode ξΦ can be estimated by
fitting the ansatz
Φ(q0 = 0, q) =
Φ(0)
1 + ξ2Φq2
to numerical data at small momenta. For the flow shown in figure 7.25, this yields ξΦ ≈ 40 lattice
constants, which might be too small for resolving the infrared singularities that are expected in a
fermionic superfluid [93].
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n = 0.95, t′ = 0 n = 0.8, t′ = 0 n = 0.5, t′ = −0.1
∆/∆MF 0.367 0.284 0.30
Table 7.1.: Ratio between the superfluid gap as obtained with the particle-particle ir-
reducible vertex in second order in U and the mean-field result in the limit
U → 0 for different parameters. These results were obtained as described in
appendix E.
m 0 0.025 0.1 0.25
ms/ms,cl 0.6 0.65 0.73 0.77
Table 7.2.: Staggered magnetization ms divided by the classical result ms,cl as a function
of the uniform magnetization m in the Heisenberg model in a magnetic
field. The data is taken from figure 9 in [160], where it was obtained from
quantum Monte Carlo simulations and linear spin-wave theory (with very
good agreement between both methods).
temperature even in the weak-coupling limit [154]. The ground state gap is affected in the
same way, so that the ratio between the ground state gap and the critical temperature does
not change in comparison to mean-field theory [155]. The reduction of the order parameter
at finite interactions was addressed in many studies. For the attractive Hubbard model
it was for example studied with perturbative methods [46, 137, 155], several variants of
functional RG [93, 101, 102], QMC [35] or DMFT [148, 156]. The reduction of the critical
temperature by fluctuations was addressed in the two-dimensional attractive Hubbard
model for example using QMC [157], the T -matrix approximation [158] or DMFT [159]
and in three-dimensional continuum models for example using perturbative methods [154]
or the functional RG [94].
For small microscopic interactions, the reduction of the gap by particle-hole fluctu-
ations can be estimated within second order perturbation theory for the particle-particle
irreducible vertex [46, 137, 155]. This approximation is asymptotically exact in the limit
U → 0 and can be reproduced (non-self-consistently) from the one-loop RG using a
rather simple approximation (see appendix E). Some results for the ratio ∆/∆MF in the
limit of a vanishing interaction U are given in table 7.1. In the opposite strong-coupling
limit for U → −∞, the attractive Hubbard model with a fermionic density n and t′ = 0
can be mapped to the Heisenberg model in a magnetic field with a uniform magnetization
m = 12(1− n) [131]. The gap ratio ∆/∆MF of the attractive Hubbard model in that limit
translates to the ratio between the staggered magnetization ms and the corresponding
classical result ms,cl of the Heisenberg model. Some results for ms/ms,cl from Lüscher and
Läuchli [160] are presented in table 7.2. The reduction of the staggered magnetization in
the Heisenberg model without magnetic field by fluctuations has been studied by QMC
simulations [161] and in 1/S-expansion [162–164], yielding ms/ms,cl = 0.6.
Before presenting results for the ratio ∆/∆MF as a function of the interaction |U |
for different fillings, the impact of several approximations for the self-energy and the
vertex on the flow of ∆Λ(0) is discussed. Figure 7.26 shows the scale dependence
151
7. Attractive Hubbard model
0 0.1 0.2
Λ
0
0.1
0.2
∆
Λ
(k
0
=
0)
MF
1L, ΣˆΛ, g static
1L full
1L ReΣΛ, ∆Λ, g static
1L, static
2L
Figure 7.26.: Influence of different approximations (see text) on the flow of the anomalous
self-energy ∆Λ(k0 = 0) for U = −2, n = 1/2 and t′ = −0.1.
of the gap for U = −2 and t′ = −0.1 at quarter-filling for an external pairing field
∆(0) = 10−3 ≈ ∆MF/200. The result labelled “MF” was obtained by neglecting fluctuations
and yields the mean-field approximation for Λ = 0. All other results include fluctuation
contributions and used different approximations for the frequency dependence of the
self-energy and the vertex. The almost indistinguishable third and fourth curves from the
top were obtained within the approximations described in sections 7.1 and 7.2 (labelled
“1L, full”) and by neglecting the frequency dependence of the real part of the normal
self-energy Re ΣΛ, of the gap ∆Λ and of the fermion-boson vertices gΛ (but taking the
frequency dependence of the exchange propagators and Im ΣΛ into account). The result
labelled “1L, Σˆ, g static” was obtained by also neglecting the frequency dependence of
Im ΣΛ. The result labelled “1L, static” was obtained for frequency-independent self-energy
and exchange propagators. Almost indistinguishable from the static one-loop result is
the flow including fluctuations on two-loop level (labelled “2L”). In comparison to the
mean-field flow, the critical scale as well the gap are reduced when taking fluctuations
into account. The overall shape of the curves is, however, very similar in all cases. The
frequency-dependence of Re ΣΛ, ∆Λ and of the fermion-boson vertices has almost no
impact on ∆(0) for this coupling (note that their frequency dependence is irrelevant
in the sense of power counting). This is different for the imaginary part of the normal
self-energy, whose neglect increases the critical scale and the gap by roughly 20%, despite
the fact that Im ΣΛ(k0) is small. Fluctuations on two-loop level reduce the gap and
the critical scale significantly in comparison to the full one-loop flow with frequency
dependences considered. This is also true if the frequency dependence of the vertex
and the self-energy are neglected completely. Remarkably, the critical scales and gaps
for the static one-loop and the two-loop flows are very similar. These tendencies were
also found for other parameters. Note however that the stronger suppression of Λc
and ∆Λ(0) in the static approximation in comparison to the full one-loop flow may be
model- or regularization-dependent. Husemann et al. [87] and Giering and Salmhofer [88]
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found a different order of the critical scales in the repulsive Hubbard model at van Hove
filling. Using a similar channel-decomposition scheme for the vertex and a so-called
Ω-regularization, they found that the critical scales are lower when taking the frequency
dependence of the vertex and of the imaginary part of the normal self-energy into account.
In the following, the reduction of the gap by fluctuations is compared for different fillings
as a function of the microscopic interaction U for the static one-loop approximation, the
one-loop approximation with frequency dependences and the two-loop approximation.
Figure 7.27 shows the ratio ∆/∆MF for the quarter-filled system with t′ = −0.1, at an
intermediate fermionic density of n = 0.78 with t′ = 0 and for the almost half-filled
system with n = 0.95 and t′ = 0. The gaps were obtained from pairing field flows and
subsequent quadratic extrapolation to ∆(0) → 0.
For all parameters, the reduction of the superfluid gap by fluctuations is strongest in
the weak-coupling regime and becomes weaker with increasing |U |. This trend is more
pronounced on one-loop level with frequency-dependent vertex and self-energy than in
the static one-loop and the two-loop approximations. The increase of ∆/∆MF with |U | is
expected from the behaviour in the limits U → 0 and U → −∞, as can be seen from
tables 7.1 and 7.2, respectively. The data in the figures suggests that the gap ratio
may extrapolate in the limit U → 0 to a similar value for all approximations, which is
close to the asymptotic weak-coupling result. For larger couplings, all results for ∆/∆MF
are smaller than the expected values for the limit U → −∞. However, the increasing
spread between the one- and the two-loop results hints at a rapidly growing importance
of fluctuation contributions beyond the Katanin truncation.
The obtained results agree well with values reported in the literature. For U = −2,
good agreement of ∆/∆MF is found with the results obtained by Gersch [129] and
Gersch et al. [101] within the fermionic one-loop RG using the Katanin scheme or by
Reiss [165] and Reiss et al. [102] using a combination of functional RG and mean-field
approximation. Gersch et al. [101] obtained an almost constant gap ratio at quarter-filling
in the coupling range considered. Reiss [165] found the same increase of ∆/∆MF as in
figures 7.27(a) to (c), albeit at somewhat different parameters. The results by Gersch
seem not to approach the asymptotic weak-coupling result, which might however be a
consequence of the use of the so-calledN -patch approximation for the vertex [76] with only
twelve patches along the Fermi surface per momentum argument. Interestingly, the static
approximation within the channel-decomposition scheme leads to a stronger reduction of
the gap in comparison to the results by Gersch, although the low-energy description of
the vertex is expected to be the same in both cases. This discrepancy might be related to
the low momentum resolution for the singular dependences of the vertex in the study by
Gersch or to the different choices of the cutoff (the gaps in the study by Gersch et al. were
mostly obtained from an interaction flow using the counterterm method). Garg et al. [156]
studied the attractive Hubbard model at quarter-filling within the DMFT and obtained
∆/∆MF = 0.33− 0.66 for |U | = 1.5− 3, which is similar to the results obtained in this
work, albeit with a stronger increase of the ratio with |U |. Bauer et al. [148] used the
same method and obtained ∆/∆MF = 0.386 for U = −1.4 at quarter-filling, which is very
close to the one-loop result with included frequency dependence of the vertex and the
self-energy. Neumayr and Metzner [137] used renormalized perturbation theory in second
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Figure 7.27.: Reduction of the superfluid gap ∆(k0 = 0) by fluctuations on one- (1L)
and two-loop (2L) level in comparison to the mean-field result ∆MF as a
function of the interaction |U | for (a) n = 1/2, t′ = −0.1, (b) n = 0.78,
t′ = 0 and (c) n = 0.95, t′ = 0. The frequency dependence of the vertex
and the self-energy was included for results labelled “1L” and “2L”, while
it was neglected for results labelled “1L, static”.
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order and obtained ∆/∆MF ≈ 1/3 for U = −2, n = 0.9 and t′ = −0.15 (van Hove filling).
This ratio is similar to the weak-coupling expectation for U → 0, but smaller than the
one- and two-loop RG results obtained at n = 0.78 or n = 0.95 for the same interaction.
The reduction of the gap by fluctuations for intermediate couplings could be compared
to the results of the Quantum Monte Carlo study by Singer et al. [35]. For n = 0.2 and
U = −4, they found a reduction of the gap to around one half of the mean-field value.
A similar reduction is obtained for n = 0.5 from the static one-loop approximation or
by extrapolating the two-loop result to U = −4. The extrapolated one-loop result with
included frequency dependence is somewhat larger. Note that Singer et al. used in their
study a relatively small lattice (with 12× 12 sites), on which phase fluctuations with long
wave length are suppressed. Strack et al. [93] found ∆/∆MF = 0.25 at quarter-filling for
|U | = 2− 4 in a one-loop RG study for a mixed fermion-boson action that was obtained
via a Hubbard-Stratonovich transformation from the attractive Hubbard model.
7.4. Conclusion: Attractive Hubbard model
In this chapter, the ground state of the attractive Hubbard model in the weak-coupling
regime was investigated using the parametrization of the Nambu two-particle vertex
from chapter 3 and the channel-decomposed renormalization group equations from
chapter 4. The Nambu two-particle vertex was described as a boson mediated interaction,
where the momentum and frequency dependence of the exchange propagators was
approximated using an efficient 2+1-dimensional discretisation. The fermionic self-
energy was approximated as frequency dependent but independent of momentum. The
description of the singular dependences of the vertex on external momenta and frequencies
within the channel-decomposition scheme extends and improves work by Gersch et al. [101],
who neglected frequency dependences and described momentum dependences within the
N -patch approximation using a small number of patches.
Following the discussions in chapter 5, the fulfilment of the Ward identity for global
charge conservation in numerical solutions of the flow equations was investigated. The
Ward identity was fulfilled to a good approximation at weak coupling, but the viola-
tion grew rapidly with the microscopic interaction and depended also weakly on the
approximations for the non-singular dependences of the vertex. The Ward identity could
however be enforced on the flow by fixing the relation between the gap and the mass of
the phase mode through the Ward identity instead of the flow equations. This allowed to
numerically integrate one- or two-loop flows with external pairing fields that were three
or two orders of magnitude smaller than the final gap, respectively, without encountering
unphysical divergences. Alternatively, a somewhat larger external pairing field could
be used in the fermionic flow, which could subsequently be reduced by a factor of at
least ten in a pairing field flow. Note that this works even on two-loop level where the
violation of the Ward identity is even larger when it is not enforced in the flow.
Treating the external pairing field as a regulator allowed to study the singular behaviour
of the Nambu two-particle vertex in the limit where the external pairing field vanishes.
On one-loop level, the vertex behaved as in a resummation of all chains of Nambu
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particle-hole bubble diagrams. On two-loop level, the amplitude mode received strong
renormalizations from phase fluctuations. However, the accessible external pairing fields
were too large to numerically reproduce the asymptotic infrared behaviour of a fermionic
superfluid or an interacting Bose gas that was shown to be captured within the two-loop
truncation in subsection 4.3.2.
The reduction of the superfluid gap by fluctuations was studied for different fillings
and microscopic interactions. Results were obtained on one- and two-loop level including
frequency dependences of the self-energy and exchange propagators as well as on one-loop
level within a static approximation. The different approximations yielded similar results
in the weak-coupling regime, but the spread became larger with increasing interaction
strength. This indicates that two-loop fluctuations become at least quantitatively im-
portant when going to larger interactions. Besides, in the coupling range considered the
gap on one-loop level followed a BCS-like dependence on the interaction strength with a
renormalized prefactor. These results are in good agreement with values reported in the
literature.
An interesting question concerns the coupling range of applicability of the modified
one-loop scheme by Katanin in the symmetry broken phase. It captures exact solutions
of reduced models exhibiting spontaneous symmetry breaking and this allows to justify
the continuation of RG flows beyond the critical scale in the weak-coupling regime
although certain effective interactions become large. The one-loop truncation with
frequency dependences neglected seems to break down when the microscopic interaction
surmounts one half of the bandwidth. In this case, a divergence of the effective interaction
for magnetic forward scattering occurred at finite scales below the critical scale for
superfluidity. This divergence can be traced back to a mutual reinforcement of the growth
of the effective interaction for magnetic forward scattering, the superfluid gap and the
phase mode. It is expected to arise from the overestimation of phase fluctuations due to
the neglect of the frequency dependence of exchange propagators. When including the
frequency dependence, the flow equations could be numerically integrated for |U | ≤ 3. For
larger couplings, the employed discretisation scheme broke down below the critical scale
due to sign changes in the exchange propagators or due to maxima being renormalized to
local minima and vice versa. This is however a merely technical problem that arises from
the specific discretisation scheme for the exchange propagators and could be overcome
with larger computational power. Due to these issues, no statement about the range of
applicability of the modified one-loop scheme by Katanin is possible in case the frequency
dependence of exchange propagators is taken into account.
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In this chapter, the two-dimensional repulsive Hubbard model is studied at zero tem-
perature using the one-loop channel-decomposition scheme of chapter 4. Its microscopic
action is the same as in chapter 7 except that the local interaction is repulsive, U > 0.
The repulsive version of the Hubbard model is more interesting than the attractive one
in the sense that it exhibits competition of instabilities and superfluidity cannot be
obtained in a simple mean-field approximation on the microscopic level. The repulsive
Hubbard model has been extensively studied as a model for the electronic structure
of copper-oxide planes in cuprate materials (for reviews on its knows properties, see
for example [36, 166]). Very different methods indicate the existence of d-wave pairing
correlations or superfluidity1 near half- or van Hove filling. Examples are the FLEX
approximation [43, 167], instability analyses within the functional RG [76, 77, 79, 80, 85–
87, 97, 168], a combination of functional RG and mean-field theory that allowed to
study the ground state phase diagram [102] or a functional RG study using dynamical
bosonization in order to obtain the phase diagram at finite temperatures [98]. These
studies were devoted to the repulsive Hubbard model in the weak-coupling regime. For
intermediate interactions, numerical evidence for d-wave superfluidity or pairing was
obtained from cluster extensions of dynamical mean-field theory [41, 42, 169–171] or
variational QMC [172, 173]. The results of (non-variational) QMC studies for t′ = 0
are controversial: Earlier works found an increase in the d-wave pairing susceptibility
when reducing the temperature [29, 30], while a more recent work finds no sign of d-wave
superfluidity [31]. However, in the presence of a finite next-nearest neighbour hopping t′,
a Kosterlitz-Thouless transition was detected at low temperatures [32].
Husemann and Salmhofer [86] studied the repulsive Hubbard model in the symmetric
phase using a similar channel-decomposition scheme and approximations for the vertex
that are comparable to those employed in this chapter. They confirmed that the Kohn-
Luttinger mechanism for pairing from electronic interactions [115] is captured within
the channel-decomposition scheme and found that antiferromagnetic spin fluctuations
generate an attractive interaction in the d-wave pairing channel. The aim of this chapter
is to extend the study by Husemann and Salmhofer to the symmetry broken phase in case
d-wave superfluidity is the leading instability. In this case, the d-wave superfluid gap in
the ground state is obtained as a function of the interaction U , the next-nearest neighbour
hopping t′ and the fermionic density n or the Fermi level F . If d-wave superfluidity is
not the leading instability, the flow has to be stopped at some scale Λc where the effective
1Note that it is very common to speak about superconductivity in the repulsive Hubbard model. In
this work, the notion superfluidity is preferred because no long-range Coulomb interaction is present
so that the phase mode in the symmetry-broken state is expected to be a Goldstone mode with a
linear dispersion – as briefly discussed in chapter 1.
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interactions become large. The approximations for the self-energy and the vertex are
similar to those of chapter 7, but less sophisticated because dependences on frequency
are neglected.
This chapter is organized as follows. The approximations for the self-energy and the
exchange propagators that are applied within the channel-decomposition scheme are
described in more detail in sections 8.1 and 8.2. Results for the dependence of the critical
scale and the pairing gap on various control parameters are presented in section 8.3
together with representative flows of the self-energy and the exchange propagators as
well as examples for their momentum dependence at the end of the flow.
8.1. Approximation for fermionic propagator
The description of the fermionic propagator is similar to the one used in section 7.1.
The fermionic kinetic energy is given by the tight-binding dispersion (1.3) and the
additive frequency regulator (7.5) is used in this chapter, too. The fermionic self-energy
is independent of frequency due to the neglect of the frequency dependence of the vertex
(see section 8.2). Differently from chapter 7, the momentum dependence of the anomalous
self-energy has to be taken into account for the repulsive Hubbard model because the
gap has nodes. In this chapter, the momentum dependence of the anomalous self-energy
is described by the ansatz
∆Λ(k) = ∆Λfd(k) (8.1)
where fd(k) = cos kx− cos ky is a form factor with dx2−y2-symmetry. The external pairing
field is chosen as ∆(0)(k) = ∆(0)fd(k). Note that for this ansatz, the maximal gap in
the propagator occurs at k = (0, pi) and symmetry-related points and its absolute value
is given by 2∆Λ. The flow of ∆Λ is determined from the d-wave projection of the flow
equation for the anomalous self-energy at zero fermionic frequency,
∂Λ∆Λ =
∫ d2k
(2pi)2fd(k)∂Λ∆
Λ(k0 = 0,k). (8.2)
In this chapter, the flow of the self-energy is determined from Brillouin zone averages and
not from Fermi surface averages. The motivations for choosing this projection scheme are
that it is simpler from a computational point of view and that the differences between
the schemes turned out to be small for the self-energy and the leading couplings in the
attractive Hubbard model. The same projection scheme is used for the extraction of the
flow of the exchange propagators from that of the effective interactions2 (see section 8.2),
too. The above ansatz can be seen as an expansion of the anomalous self-energy with
respect to lattice form factors of dx2−y2-symmetry in which only the lowest order term is
kept.
The imaginary part of the normal self-energy is zero due to the neglect of the frequency
dependence of the vertex, Im ΣΛ(k) = 0. Its real part is approximated as a momentum
2Besides, the use of the same projection scheme for the flow of the self-energy and the effective
interactions yielded a higher degree of consistency from the point of view of Ward identity fulfilment
in the attractive Hubbard model (see subsection 7.3.3).
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and frequency independent constant Re ΣΛ(k) ≈ Re ΣΛ that describes a shift of the Fermi
surface. Its flow is determined from the s-wave projection of the flow of the normal
self-energy at vanishing frequency,
∂Λ Re ΣΛ =
∫ d2k
(2pi)2∂Λ Re Σ
Λ(k0 = 0,k). (8.3)
Note that Re ΣΛ cannot simply be neglected because this may entail a violation of the
Ward identity for global charge conservation even in reduced models. The shift of the
Fermi surface resulting from Re ΣΛ could in principle be treated within the counter term
method as in chapter 7. However, in case a momentum and frequency independent
counter term was considered, the linear equation for its determination did not have a
unique solution at van Hove filling for all scales in the range of couplings considered
below3. The above approximation for the normal self-energy can be seen as arising from
an expansion of its momentum dependence with respect to lattice form factors, where only
the first term is kept. Within the approximations for the vertex of section 8.2, the higher
order terms, which renormalize the hopping amplitudes, are expected to be small. They
were computed and indeed found to be small within the functional RG using the N -patch
scheme by Honerkamp and Salmhofer [54] or using the channel-decomposition scheme
for the symmetric state by Giering and Salmhofer [88] for similar model parameters as in
this chapter.
The numerical integration of the flow equations was started at a scale Λ0 that is of
the order of several times the bandwidth (Λ0 ≈ 100 − 150). The initial condition for
the normal self-energy is determined self-consistently in first order in U as in chapter 7.
The anomalous self-energy at this scale is approximated by the external pairing field,
∆Λ0 = ∆(0).
In section 8.3, the numerical results are compared with those of other methods mostly
at the same fermionic density. The latter is obtained from the full fermionic propagator
as explained in chapter 7. However, due to the neglect of the frequency dependence of the
self-energy in this chapter, the density is expected to be less accurate than that obtained
there. Within the approximations for the fermionic propagator described above, a Fermi
level of the interacting system can be defined at the scale Λ as the chemical potential
shifted by the real part of the normal self-energy,
ΛF = µ− Re ΣΛ. (8.4)
The (interacting) system is at van Hove filling if F = vHF = 4t′.
8.2. Approximation for two-particle vertex
In this chapter, the vertex in the repulsive Hubbard model is parametrized as a boson-
mediated interaction within the channel-decomposition scheme of chapter 3. The fre-
quency dependence of the exchange propagators as well as of the fermion-boson vertices
3This problem might however be an artefact of neglecting the momentum dependence of the self-energy
and of the counter-term.
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is neglected. The dependence of the effective interactions on the fermionic momenta
is described by scale-independent lattice form factors. For the amplitude mode as an
example, the expansion of the effective interaction reduces to
AΛkk′(q) =
∑
α,β
AΛαβ(q)fα(k)fβ(k), (8.5)
and similarly for the other channels. In the sum on the right hand side, only the s- and
dx2−y2-wave channels with form factors
fs(k) = 1 fd(k) = cos kx − cos ky (8.6)
are kept. These approximations were also applied by Husemann and Salmhofer in their
study of the symmetric state of the repulsive Hubbard model [86]. The restriction to
the s- and d-wave channels is motivated by the results for the effective interactions in
all previous fRG studies of the Hubbard model for the model parameters that are of
interest in this chapter (see for example the review by Metzner et al. [49]). In principle,
the right hand side of (8.5) contains diagonal and off-diagonal terms with respect to
the form factor index. However, Husemann and Salmhofer found that the off-diagonal
terms in the expansion of the normal effective interaction remain very small even at
van Hove filling [86, 174]. The off-diagonal components of the propagators for the
normal and the anomalous (4+0)-effective interactions are therefore neglected. The
off-diagonal components of the anomalous (3+1)-effective interactions should however be
kept. They are necessary for exactly solving a reduced model with pairing and forward-
scattering interactions in the s- and d-wave channels with an instability towards d-wave
pairing within the functional RG (see appendix G). In such a model, the off-diagonal
exchange propagators in the anomalous (3+1)-channel lead to a coupling between the
s-wave forward scattering channel and the d-wave pairing channel and vice versa, while
the diagonal anomalous (3+1)-exchange propagators vanish4. The diagonal exchange
propagators in the anomalous (3+1)-channel are therefore expected to be small also in
the repulsive Hubbard model and are thus neglected. The frequency dependence of the
vertex and the self-energy is neglected because Husemann et al. [87] and Giering and
Salmhofer [88] found that it does not change the leading instabilities at van Hove filling
for model parameters similar to those studied in this chapter. In the static approximation,
the imaginary parts of the effective interaction νΛss, νΛdd, X˜Λsd and X˜Λds vanish. In summary,
the following exchange propagators are taken into account:
AΛii(q) ΦΛii(q) CΛii (q) MΛii (q) XΛsd(q) XΛds(q) (8.7)
where i ∈ {s, d}. In the following, one of the form factor indices of diagonal exchange
propagators is dropped for convenience, for example AΛdd(q) ≡ AΛd (q). In the normal
state above the critical scale, the d-wave forward scattering interactions MΛd and CΛd
4This can be understood from equation (6.32) in chapter 6: In a d-wave superfluid with unbroken
fourfold rotation symmetry of the lattice, the anomalous (3+1)-bubble lΛx is non-zero only if one of
the two form factors fc or fp is of s-wave and the other of d-wave symmetry due to the presence of
the d-wave gap in the anomalous propagator.
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are subleading and remain small for the model parameters that are of interest in this
chapter [141]. However, they were kept in order to study possible feedback from d-wave
pairing fluctuations below the critical scale.
The momentum dependence of the exchange propagators was discretised as described
in section 7.2. A grid in polar coordinates with centre q = 0 was used for the propagators
in the spinor particle-particle channel and for XΛsd in order to efficiently describe their
sharp peaks at this point. The propagators in the spinor particle-hole channel and XΛds
were discretised on a non-equidistant Cartesian grid, whose grid points were adapted
for a good description of the incommensurate peaks of MΛs (q). The renormalization
contributions to the exchange propagators were obtained from the flow equations for the
effective interactions at vanishing fermionic frequencies by orthogonal projection using
lattice form factors for the dependence on fermionic momenta.
The effective interaction in the s-wave channel at the scale Λ0, where the numerical
solution of the flow equations was started, was determined as described in chapter 7 by
resumming all chains of Nambu particle-hole diagrams in the presence of a regulator.
The bosonic propagators in the d-wave channel at this scale were set to zero, as they are
much smaller than those in the s-wave channel.
8.3. Numerical results on one-loop level
In this section, numerical results for the Hubbard model are presented that were obtained
within the channel-decomposition scheme on one-loop level. The dependence of the
critical scales for (incommensurate) antiferromagnetism or d-wave superfluidity and of
the d-wave superfluid gap on the microscopic interaction U , the Fermi level F , the
next-nearest neighbour hopping t′ or the fermionic density n are discussed together with
representative flows. For the chosen values of t′ and µ, only instabilities towards d-wave
superfluidity and antiferromagnetism occurred. The obtained results are compared with
the literature at the end of this section. Note that lines in plots are guides to the eye if
not stated differently. The dependence on Λ is suppressed in the notation for quantities
at the end of the flow for convenience, for example AΛ=0d (q) ≡ Ad(q).
The flow equations for the self-energy and the exchange propagators were numerically
integrated using the same computational framework as described in subsection 7.3.1 for
the attractive Hubbard model. In order to enforce the Ward identity for global charge
conservation, which reads
∆Λ(k) = ∆0(k) +
∑
α∈{s,d}
∫ d3p
(2pi)3 ∆0(p)L
Λ
22(p, 0)
[
Uδαs + ΦΛα(0)fα(k)fα(p)
+
(
1
2
(
AΛα(p− k)− ΦΛα(p− k)
)
+ CΛα (p− k)− 3MΛα (p− k)
)
fα(k+p2 )
2
] (8.8)
within the approximations of sections 8.1 and 8.2, in the flow, the coordinate projection
scheme discussed in subsection 7.3.3 was also employed in the calculations presented in
this chapter. The projection was done for ∆Λ, Re ΣΛ, ΦΛd (0) as well as AΛd (0) and was
implemented as described in appendix F.
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For the parameters discussed in the following, the flows were either integrated until
Λ = 0 was reached in case the leading instability was towards d-wave superfluidity, or
stopped at some critical or stopping scale Λc where the magnetic exchange propagator
fulfilled
max
q
|MΛs (q)| & 100. (8.9)
In the absence of an external symmetry breaking field, a magnetic instability would occur
if MΛs (q) diverges. The critical scales obtained with the above stopping criterion yield a
good estimate for this divergence scale. Note that for the external pairing fields employed
in this chapter, which were chosen roughly two orders of magnitude smaller than the
final gap, the d-wave pairing interaction did not reach the stopping criterion (8.9) at
the critical scale for superfluidity. In the absence of an external pairing field, this would
however be the case at a scale that is only slightly smaller than the Λc as obtained from
the maximum of the flowing |AΛd (0)|, because the pairing interaction grows very rapidly
for Λ & Λc. Besides, it has been checked that the correlation lengths (as obtained from
fitting Lorentzians to the momentum dependence around the peaks) were significantly
larger in the d-wave pairing channel than in the magnetic channel if an instability towards
d-wave superfluidity occurred.
In case antiferromagnetism is the dominant instability, the Fermi level and the fermionic
density at the critical scale are taken as estimates for their value at the end of the flow.
This allows to plot the dependence of the critical scales for antiferromagnetism and for
pairing on the Fermi level or the fermionic density together, yielding an impression of the
evolution of typical energy scales for both instabilities. In the weak-coupling regime and
for the chosen regulator, the critical scale for antiferromagnetism provides an estimate
for the size of the antiferromagnetic gap. For t′ = 0 and n = 1, they become equal on
the mean-field level5. For finite t′, this estimate however becomes unreliable close to
half-filling where n(µ) is a non-analytic function even on the mean-field level [165]. This
non-analytic behaviour cannot be reproduced if the flow is stopped at a finite scale, so
that the assignment of estimates for the gap to chemical potentials or densities becomes
ambiguous. The equality of critical scales and gaps for antiferromagnetism away from
half-filling was confirmed on the mean-field level by comparing flows without fluctuations
to results by Reiss [165]. It was also established in the weak-coupling regime on one-loop
level for s-wave superfluidity in subsection 7.3.2 and is also valid to a good approximation
for d-wave superfluidity (see below). In the latter case, the critical scale Λc equals the
maximal d-wave gap (that is found at k = (0, pi) within the employed approximations)
and not some Fermi surface average.
The approximate equality of the critical scale for d-wave pairing Λc and of the maximal
d-wave gap at the end of the flow ∆(0, pi) can be seen in figures 8.1 and 8.4. These figures
5For t′ = 0 and n = 1, the Fermi surface is perfectly nested, (k + pi) = −(k), and the chemical
potential is fixed by particle-hole symmetry. The mean-field equation for the antiferromagnetic gap
then becomes equal to that for the superfluid gap in the attractive Hubbard model. This is not
surprising because the repulsive and attractive Hubbard model on a bipartite lattice can be mapped
onto each other [131, 175]. For the attractive case, the equality between the critical scale and the
superfluid gap on the mean-field level was established in chapter 7 for the chosen regulator for any
lattice and fermionic density in the weak-coupling regime.
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Figure 8.1.: Critical scale Λc and d-wave pairing gap ∆(k = (0, pi)) as a function of
the Fermi level F for U = 2.5 and various t′. Regions where only Λc
(dashed lines) is shown have dominant (incommensurate) antiferromagnetic
correlations. Regions where also ∆(0, pi) (solid lines with symbols) is shown
have a d-wave superfluid ground state. The vertical lines mark van Hove
filling where F = vHF = 4t′.
show the dependence of the critical scales Λc for superfluidity or antiferromagnetism
and of the maximal pairing gap ∆(0, pi) on the Fermi level F for various next-nearest
neighbour hoppings t′ for U = 2.5 and U = 3, respectively. In case superfluidity is the
leading instability, either ∆(0, pi) and Λc are shown together or only ∆(0, pi) is shown
for the sake of clarity of the plot. In case antiferromagnetism is the leading instability,
only the critical scale is shown. The critical scales could also be obtained from the
functional RG for the symmetric phase. Those for antiferromagnetism were determined
for comparison with other renormalization group schemes and for the substantiation of
the discussion. Figures 8.1 and 8.4 are discussed in detail in the following together with
representative flows of self-energies and exchange propagators.
ForU = 2.5, the dependence of critical scales and gaps on the Fermi level was determined
for t′ = −0.1, −0.2 and −0.3, and is shown in figure 8.1. For t′ = −0.1, only instabilities
towards incommensurate antiferromagnetism were found for fermionic densities below
van Hove filling. It is expected that d-wave superfluidity appears for smaller F , but
there the incommensurate peaks in the magnetic exchange propagator become very
sharp and hard to describe accurately using the employed discretisation of momentum
space. The behaviour for t′ = −0.2 is more interesting. For Fermi levels slightly above
van Hove filling, the system is unstable towards (commensurate) antiferromagnetism
while it shows d-wave superfluidity for smaller and larger fermionic densities (or Fermi
levels). Mean-field theory predicts commensurate antiferromagnetic order for U = 2.25,
t′ = −0.2 and 4t′ < F < 0 [165] and this is expected to be similar for U = 2.5. Above
van Hove filling, antiferromagnetic order is found in mean-field theory if U exceeds a
critical value. On one-loop level, fluctuations suppress the effective interaction so that
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Figure 8.2.: Representative flow to the d-wave superfluid state showing the scale depend-
ence of leading interactions in the left panel and of subleading interactions
in the right panel. Parameters are U = 2.5, t′ = −0.2 and µ = 0.4 corres-
ponding to F = −0.72 or n = 0.88 and ∆(0) = 5 · 10−5 ≈ ∆/250.
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Figure 8.3.: Flow of the d-wave pairing gap ∆(k = (0, pi)) for the same parameters as in
figure 8.2.
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the antiferromagnetic instability disappears when F is sufficiently larger than vHF . The
antiferromagnetic fluctuations are nevertheless strong and drive an instability towards
d-wave pairing. This can be seen in figure 8.2, which shows the flow of the exchange
propagators in the d-wave pairing channel for q = 0 as well as the magnetic exchange
propagator at q = pi in the left panel and the flow of some subleading interactions6 in the
right panel for U = 2.5, t′ = −0.2 and F = −0.72 (slightly above van Hove filling). Note
that the exchange propagators in the s-wave pairing channel AΛs and ΦΛs are of the order
of U at low scales. They weaken the (repulsive) s-wave component of the pairing vertex
and furthermore oppose the tendency of the system to become antiferromagnetic. The
flow of the superfluid gap for the same parameters as in figure 8.2 is shown in figure 8.3.
For the larger t′ = −0.3, no instability towards antiferromagnetism was found. Due to the
stronger frustration of antiferromagnetic fluctuations, a larger effective interaction would
be required to drive a magnetic instability. The system therefore has a d-wave superfluid
ground state with the maximum of ∆(0, pi) occurring slightly above van Hove filling.
This is different from the weak-coupling behaviour in the limit U → 0 as determined
by Raghu et al. [176]. Instead of a maximum at van Hove filling, Raghu et al. find
a pronounced dip in the pairing strength in the d-wave channel, and p-wave pairing
becomes the dominant instability7.
The dependence of Λc and of ∆(0, pi) on F for U = 3 is shown for various t′ in the
upper panel of figure 8.4. The lower left panel shows an enlarged view on the region
around the van Hove points at vHF = 4t′. The lower right panel shows the same data as
the upper panel, but as a function of the hole doping away from half-filling x = 1−n. The
dependence of Λc and of ∆(0, pi) on F is qualitatively similar to the case of U = 2.5 shown
in figure 8.1. However, the extension of antiferromagnetic or d-wave superfluid regions
changes considerably when going to the larger interaction. For t′ = 0 and t′ = −0.1,
antiferromagnetism is the leading instability in a broad range of fermionic densities or
Fermi levels around van Hove filling8. For t′ = −0.2, antiferromagnetism is found in a
small region of fillings above van Hove filling. The instabilities are towards commensurate
antiferromagnetism for vHF < F < 0 and towards incommensurate antiferromagnetism
otherwise. The character of the dominant antiferromagnetic fluctuations is determined
in the same way except for t′ = 0. This can be seen in figure 8.5 that shows the
distance qMinc of the incommensurate peaks in MΛs (q), which are located on the Brillouin
zone boundary, from q = pi as a function of the Fermi level measured from van Hove
filling, F − vHF . For t′ = 0, the transition from commensurate to incommensurate
antiferromagnetic correlations appears at a finite doping away from half-filling, consistent
6In the parameter regime studied in this chapter, other subleading exchange propagators like those in
the d-wave particle-hole channel remained considerably smaller than U on all scales and are therefore
not shown. The scale dependence of the (singular) anomalous exchange propagator XΛsd(q) at q = 0
is qualitatively similar to that of XΛ(0) in the attractive Hubbard model, but it also remained small.
7Note however that the approach by Raghu et al. is not valid right at van Hove filling, because they treat
the particle-hole channel perturbatively and only the particle-particle channel within the perturbative
renormalization group. At van Hove filling, all channels have to be treated on equal footing due to
competition of instabilities [77]. Treating all channels in an unbiased way for U = 1, the functional
RG study by Halboth and Metzner [79] yielded a maximum of Λc at van Hove filling.
8Note that the results for t′ = 0 are symmetry around F = 0 due to particle-hole symmetry.
165
8. Repulsive Hubbard model
−1 −0.5 0
ǫF
0
0.1
0.2
0.3
∆
(0
,π
),
Λ
c
t′ = 0, Λc
t′ = 0, ∆(0, π)
t′ = −0.1, Λc
t′ = −0.1, ∆(0, π)
t′ = −0.2, Λc
t′ = −0.2, ∆(0, π)
t′ = −0.25, ∆(0, π)
t′ = −0.3, ∆(0, π)
−1.25 −1 −0.75 −0.5
ǫF
0
0.05
0.1
∆
(π
,0
),
Λ
c
0 0.1 0.2 0.3
x = 1− n
0
0.1
0.2
∆
(0
,pi
),
Λ
c
Figure 8.4.: Critical scale Λc and d-wave pairing gap ∆(k = (0, pi)) for U = 3 and various
t′ as a function of the Fermi level F (upper panel and enlarged view on
region with van Hove points in lower left panel) and of the hole doping
away from half-filling x = 1− n (lower right panel). Regions where only Λc
(dashed lines) is shown have dominant (incommensurate) antiferromagnetic
correlations. Regions where ∆(0, pi) (solid lines with symbols) is shown have
a d-wave superfluid ground state.
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Figure 8.5.: Distance of the incommensurate peaks QM = (pi ± qMinc, pi), (pi, pi ± qMinc) of
the magnetic exchange propagator MΛs (q) from q = pi as a function of the
Fermi level measured as F − vHF for U = 3 and various t′ either for Λ = 0
or Λc. qMinc is only an estimate in case incommensurate antiferromagnetism
is the leading instability. The right plot is symmetric around F = 0.
with results by Krahl et al. [177]. For t′ = 0, −0.1 and −0.2, the ground state is a
d-wave superfluid when the critical scales for antiferromagnetism become small on both
sides of the antiferromagnetic dome. It is interesting to note that the d-wave pairing
gaps for F > vHF (above the antiferromagnetic dome) are slightly larger than those
found for F < vHF . For t′ = −0.25 and −0.3, no antiferromagnetic instability is found.
The ground state shows d-wave superfluidity for all chemical potentials considered, but
antiferromagnetic fluctuations are nevertheless strong (in particular for t′ = −0.25). The
maximal values of Λc and of ∆(0, pi) are found in all cases for Fermi levels considerably
above van Hove filling. Besides, the superfluid domes are asymmetric around their
maximum and ∆(0, pi) drops slower when increasing the Fermi level beyond that of the
maximum.
The behaviour described above can be understood from properties of the Fermi surface.
Of particular interest are the saddle points of the dispersion at k = (0,±pi), (±pi, 0) and
the so-called hot spots where the Fermi surface intersects the umklapp surface. The
latter consists of the lines that connect (0, pi) with (pi, 0) and similarly for symmetry
related points, as shown in figure 1.2. At the saddle points, the gradient of the fermionic
dispersion vanishes, giving rise to a logarithmically singular density of states and stronger
singularities of the particle-hole and particle-particle bubbles. These enhance scattering
processes with transfer momenta q = 0 or pi that connect the saddle points, leading
to a competition of instabilities at low energy scales [178–180] or even to a truncation
of the Fermi surface at the hot spots [181]. Hot spots exist for Fermi levels between
F = vHF (where they coincide with the saddle points) and F = 0 (where they merge on
the Brillouin zone diagonals). Their existence enlarges the low energy phase space for
scattering processes with momentum transfers q = pi and allows for umklapp scattering
between Fermi points. The relevance of the interplay between hot spots and saddle points
has been pointed out by Honerkamp et al. [54, 82].
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Figure 8.6.: Cuts through the magnetic exchange propagator Ms(q) along the Brillouin
zone boundary at the end of the flow for U = 3 and t′ = −0.25.
For F < vHF , the Fermi surface lies inside the umklapp surface and no hot spots
exist. For t′ = 0 and −0.1, the approximate nesting of the Fermi surface leads to large
critical scales for (incommensurate) antiferromagnetism and d-wave pairing becomes
the leading instability only far below van Hove filling. For the larger negative values
of t′, magnetic fluctuations are increasingly frustrated due to the stronger curvature of
the Fermi surface and the resulting inferior approximate nesting. For t′ ≤ −0.2, the
effective interaction is not strong enough to drive an instability towards incommensurate
antiferromagnetism. The nevertheless strong antiferromagnetic fluctuations give rise to
d-wave pairing with sizeable gaps. The critical scales shrink quickly when going further
away from van Hove filling because of the worsening coupling of the incommensurate
antiferromagnetic fluctuations to the d-wave pairing channel. The latter is caused by the
increasingly large distance of the incommensurate peaks from q = pi, which is shown in
figure 8.5 and for t′ = −0.25 also in figure 8.6.
For F > vHF , the dependence of the critical scales and gaps on the Fermi level is
characterized by the existence of hot spots and their interplay with the saddle point
regions. As mentioned above, scattering processes between the hot spots and between
the saddle points enhance effective interactions with momentum transfer q = pi. In the
presence of a sizeable interaction U , the saddle points can significantly contribute to the
flow at intermediate scales although they lie below the Fermi level. The flow is therefore
not only driven by the saddle points and hot spots, but by an entire region around
them. The increased phase space outbalances the growing distance between the saddle
points and the Fermi level as well as the decreasing density of states at the Fermi level,
leading to a strong mutual reinforcement of different channels, in particular between
antiferromagnetic and d-wave pairing fluctuations. This can be seen in figure 8.7 that
shows the renormalized local repulsion Ueff and the effective nearest-neighbour exchange
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Figure 8.7.: Renormalized local repulsion Ueff and nearest-neighbour exchange integral
Jeff (left panel) as well as value of the magnetic exchange propagator Ms(q)
at the (in-) commensurate peak (right panel) at the end of the flow as a
function of the Fermi level F for U = 3 and t′ = −0.25. The grey dashed
vertical lines mark van Hove filling.
interaction Jeff as extracted from the vertex9 at the end of the flow in the left panel and
the value of Ms(q) at the (in-) commensurate peak in the right panel (showing in parts
the same data as in figure 8.6). At van Hove filling, the incommensurate peaks in Ms(q)
merge without significantly increasing the value at the peak. However, Ms(q = pi) is
strongly enhanced above van Hove filling, and decreases quickly in absolute value after
passing through the extremum. Ueff and Jeff are largest slightly above van Hove filling,
which is a consequence of the enhancement of magnetic fluctuations in the presence of hot
spots. Jeff is not enhanced as strongly as Ms(pi), because the growth of the latter occurs
mainly via the formation of a pronounced peak at q = pi. Qualitatively similar results
were also obtained for other values of t′. The amplification of magnetic fluctuations due
9These quantities are defined by
UΛeff =
∫
d2k
(2pi)2
∫
d2k′
(2pi)2
∫
d2q
(2pi)2V
S,Λ
k+q/2,k′−q/2,k′+q/2,k−q/2|k0=k′0=q0=0
=
∫
d2q
(2pi)2
[
U + 12
(
AΛs (q) + ΦΛs (q)
)
+ CΛs (q)− 3MΛs (q)
] (8.10)
JΛeff = 112
∫
d2k
(2pi)2
∫
d2k′
(2pi)2
∫
d2q
(2pi)2 (cos qx + cos qy)
∑
σi
~τσ4σ1 · ~τσ3σ2× (8.11)
× (V Λk+q/2,k′−q/2,k′+q/2,k−q/2δσ1σ4δσ2σ3 − V Λk+q/2,k′−q/2,k−q/2,k′+q/2δσ1σ3δσ2σ4)|k0=k′0=q0=0
=
∫
d2q
(2pi)2 (cos qx + cos qy)M
Λ
s (q)− 14
∫
d2q
(2pi)2
[
1
2
(
AΛd (q) + ΦΛd (q)
)
+ CΛd (q)−MΛd (q)
]
.
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to the interplay between saddle points and hot spots is the reason why the maximal
critical scales and gaps for antiferromagnetism and d-wave pairing occur above van Hove
filling. The distance between the Fermi level with the maximal critical scale or gap and
van Hove filling increases with increasing U , as can be seen by comparing figures 8.1
and 8.4. The reason is that the saddle point region becomes larger if the hot spots move
away from the saddle points, from which the system can profit for stronger interactions.
This is different from the weak-coupling regime studied for example by Halboth and
Metzner [79], where the maximal critical scales occur precisely at van Hove filling. The
asymmetric shape of the superfluid dome can also be understood in the above saddle point
plus hot spot scenario. This picture suggests that the magnetic exchange propagator for
F > 
vH
F should consist of a broad contribution around q = pi and a peak at this transfer
momentum. This is indeed the case as can be seen in figure 8.6 for F > 4t′ (= −1.0
for the parameters in the figure). With increasing F > vHF , the peak decreases while
the broad contribution is almost unchanged, giving rise to the slower decrease of the
pairing gap for Fermi levels beyond that for the maximal gap for t′ = −0.3 and −0.25.
Note that the broad contribution in Ms(q) is more pronounced for t′ = −0.3 than for
t′ = −0.25. For the smaller t′ = −0.1 and −0.2, it is not visible and Ms(q) just shows a
(nevertheless broad) peak at q = pi. The above mechanism for the interplay between
saddle points and hot spots becomes ineffective at the upper end of the antiferromagnetic
dome for t′ = −0.1, thus giving rise to the fast drop of the critical scale. Note that this
drop takes place close to the value of F where the hot spots disappear. The vanishing
of the antiferromagnetic instability for Fermi levels above van Hove filling at t′ = −0.1
and −0.2 again gives way to d-wave pairing, which is caused by the nevertheless strong
antiferromagnetic fluctuations in this parameter region. Note that d-wave superfluidity
was also detected on both sides of the antiferromagnetic instability in the weak-coupling
regime by Halboth and Metzner [79] within the functional RG and in the intermediate
correlation regime by Kancharla et al. [169] within cellular DMFT. Although the last two
paragraphs referred mostly to the results for U = 3, the interpretation applies equally
well to the case of U = 2.5.
The question arises whether phase fluctuations play a role in the suppression of Λc or
∆(0, pi) for fillings above the one with the maximal gap for the values of U considered in this
chapter. Such a mechanism was suggested for the suppression of the critical temperature
for superconductivity in underdoped cuprates by Emery and Kivelson [182, 183]. For
the ground state, the inspection of the flow equations shows that the effect of quantum
phase fluctuations in the repulsive Hubbard model on one-loop level is similar to that in
the attractive case (see subsection 7.3.2). It is found that quantum phase fluctuations
suppress AΛd and therewith the growth of ∆Λ just below the critical scale while they tend
to enhance the growth of ∆Λ for Λ→ 0. The net effect of quantum phase fluctuations
on one-loop level is therefore not obvious, but is expected to be small in the coupling
range considered. However, it is reasonable that thermal phase fluctuations have a more
drastic effect on the critical temperature than quantum phase fluctuations on the ground
state gap or critical scale. Besides it is worth mentioning that Emery and Kivelson
addressed the question about the reduction of the critical temperature for a doped
insulator where the condensate density is proportional to the hole concentration and the
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Coulomb interaction poorly screened. In the coupling range considered in this chapter
and in the presence of a sufficiently negative t′, the system is in contrast not a doped
insulator and n = 1 thus not a distinguished filling. At half-filling and for t′ = −0.3,
−0.25 or −0.2, the system rather is a d-wave superfluid, as shown in the lower right panel
of figure 8.4.
An interesting question about the phase diagram of the two-dimensional Hubbard model
is whether it shows coexistence of antiferromagnetism and d-wave superfluidity. Such a
behaviour was found by Reiss et al. [102] within a combination of RG and mean-field
theory and by Kancharla et al. [169] within cellular dynamical mean-field theory, while
Friederich et al. [98] did not find indications for a coexistence region within the functional
RG using dynamical bosonization. The channel-decomposition scheme for symmetry
breaking in the Cooper channel does not allow to fully address this issue because the
antiferromagnetic phase cannot be accessed. However, no secondary instabilities towards
antiferromagnetism were found once the system became superfluid, as can be seen in
figures 8.1 and 8.4. For all parameters considered, the antiferromagnetic peak in MΛs (q)
either stopped to grow, continued to grow only slowly or was even suppressed slightly
when the superfluid gap opened. Superfluid regions with antiferromagnetism as secondary
instability should therefore be smaller than the distance between the closest points with
dominant instability towards antiferromagnetism or d-wave pairing in figures 8.1 and 8.4.
This result may however be sensitive to improvements of the approximations like the
inclusion of (dynamical) self-energy corrections or the averaging scheme for the extraction
of the renormalization contributions to the exchange propagators.
An important issue about superfluidity in the repulsive Hubbard model is whether a
more negative next-nearest neighbour hopping t′ enhances the tendency towards pairing
as well as the critical temperature. It is related to the problem whether a more negative
t′ or a larger hopping range may increase the critical temperature for superconductivity
in cuprate superconductors. This was suggested by Raimondi et al. [184, 185] and
Pavarini et al. [186] after phenomenological analyses of multi-band models for various
cuprate materials. The variational Quantum Monte Carlo study of the one-band Hubbard
model by Yamaji et al. [172] supports this phenomenological trend and indicates the
existence of an optimal t′ for pairing10 between −0.1 and −0.15 for U = 8 and n = 0.84.
However, numerical studies of the repulsive Hubbard model within the DCA on small
clusters by Maier et al. [41] or of the t-t′-J model within the density matrix renormalization
group (DMRG) for few-leg ladders by White et al. [187] or Martins et al. [188] yield the
opposite trend. In functional RG studies at van Hove filling [80, 86], a certain threshold
value for −t′ is necessary in order to find instabilities towards d-wave superfluidity in the
ground state, because antiferromagnetism is the leading instability for small −t′. Above
this threshold value, the critical scale for superfluidity decreases when −t′ increases. At
van Hove filling, a similar trend is also found in this work. Considering also fermionic
densities away from van Hove filling, the largest gaps arise for t′ = −0.2. For smaller and
larger values of t′, the maximal (as a function of the density) superfluid gaps decrease.
It was mentioned above that on mean-field level, the critical scale for antiferromagnetism
10In the sense that the condensation energy is maximal. The largest gap is found for t′ ≈ −0.2.
171
8. Repulsive Hubbard model
for t′ = 0 and F = 0 equals the antiferromagnetic gap. Assuming that this equality
holds also on one-loop level, the resulting estimate for the antiferromagnetic gap can
be compared with the result of other methods. Figure 8.4 shows that Λc ≈ 0.38 for
U = 3. This value can be compared with the mean-field gap ∆AFMF = 0.85 and the
critical scale ΛRPAc = 0.87 in the absence of fluctuation contributions. The latter two
differ due to the finite right hand side of the stopping criterion (8.9). It follows that
Λc/ΛRPAc ≈ 0.44, suggesting that the antiferromagnetic gap is reduced to roughly one
half of the mean-field value due to fluctuations on one-loop level. This result compares
well with the corresponding ratio for the attractive Hubbard model close to half-filling in
chapter 7 and is slightly larger than the ratio for the antiferromagnetic order parameter
as obtained by Hirsch [28] from QMC simulations of the half-filled repulsive Hubbard
model. Furthermore, the estimate for the size of the antiferromagnetic gap is in very good
agreement with the result obtained by Bauer et al. [148] using DMFT. For U = 2, t′ = 0
and n = 1, the channel-decomposition scheme yields a critical scale for antiferromagnetism
Λc ≈ 0.17, which is in good agreement with the result by Reiss [165] from a combination
of RG and mean-field theory or with the above-mentioned studies.
The repulsive Hubbard model was studied by several authors within the fermionic RG
in the symmetric phase in a parameter regime similar to the one in this work. Using the
N -patch approximation, the model was studied by Honerkamp and Salmhofer [80] at
van Hove filling and by Honerkamp et al. [54], Honerkamp [81] and Katanin [168] away
from van Hove filling. Using the channel-decomposition scheme, it was studied at van
Hove filling by Husemann and Salmhofer [86], Husemann et al. [87] as well as Giering
and Salmhofer [88]. In these studies, the leading instabilities for U = 3 were either
found to be the same, or discrepancies appearing close to the boundaries of regions with
different dominant instabilities might be attributed to the choice of different regularization
schemes or stopping criteria. The leading instabilities found in this work are in good
agreement with the result of the above-mentioned RG studies. However, the critical
scales differ (also between the above-mentioned works) by a factor of up to three, which
can at least in parts be attributed to the choice of different regularization schemes or
stopping criteria11. The extension of the d-wave superfluid phase for U = 3 and t′ = −0.3
as a function of the Fermi level in figure 8.4 is similar to that found by Honerkamp
and Salmhofer [54]. Friederich et al. [98] studied the repulsive Hubbard model at finite
temperatures using dynamical bosonization. They allowed for symmetry breaking in the
d-wave pairing as well as the antiferromagnetic channel and presented a finite temperature
phase diagram for U = 3 and t′ = −0.1. The Fermi level that marks the transition from a
d-wave superfluid to an antiferromagnetic state in the work by Friederich et al. at higher
temperatures compares well with the one shown in figure 8.4. However, at the lowest
temperatures they find a superfluid phase with a sizeable extension while the one found in
this work is rather small. Furthermore the critical scales for antiferromagnetism as shown
in figure 8.4 are larger than the pseudocritical temperatures found by Friederich et al.,
while the superfluid gaps for this value of t′ in figure 8.4 are much smaller than their
11Discrepancies in the critical scales of up to a factor of two due to the choice of different regularization
schemes were also noted by Honerkamp et al. [84].
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critical temperatures for superfluidity.
In variational QMC studies by Yamaji et al. [172] or Baeriswyl et al. [173], d-wave
superfluidity was found in the ground state of the Hubbard model with t′ = 0 for U = 4
and n = 0.84 in the former and for U = 8 and 0.05 . x . 0.2 in the latter. Besides,
Yamaji et al. found that commensurate spin-density wave order breaks down for n < 0.84
at U = 8 and t′ = −0.1, and is replaced by d-wave pairing for smaller fillings. For U = 4,
t′ = 0 and at a small but finite temperature, the self-consistent FLEX approximation
predicts a rather quick breakdown of antiferromagnetism when the system is doped
away from half-filling, followed by a sizeable d-wave superfluid phase between x ∼ 0.06
and ∼ 0.18 [43, 45] or d-wave superfluidity with a sizeable gap and critical temperature
for x = 0.125 [167, 189]. Cluster extensions of DMFT like DCA [41, 42] or cellular
DMFT [169, 170] find d-wave superfluidity in a broad range of interactions, dopings and
next-nearest neighbour hoppings at a finite temperature on small clusters. In particular,
both methods find a sizeable critical temperature or order parameter for d-wave pairing
even for t′ = 0 when the system is doped sufficiently away from half-filling. Note that
going to a larger value of U may not help to enlarge the parameter space for pairing within
the static one-loop approximation (leaving aside the question whether this is justifiable).
This can be seen by comparing figure 8.1 and 8.4, showing that the parameter space with
dominant instability towards antiferromagnetism grows with increasing U .
8.4. Conclusion: Repulsive Hubbard model
In this chapter, the channel-decomposition scheme for the renormalization group equations
and the vertex in a singlet superfluid was applied to the repulsive Hubbard model. The
dependence of the critical scale and the superfluid gap on the microscopic interaction, on
the fermionic density and the next-nearest neighbour hopping were computed on one-loop
level. This constitutes the first continuation of RG flows within a purely fermionic
formalism to a symmetry broken phase that is not captured by mean-field theory.
The channel-decomposition scheme provided a good starting point for an efficient and
physically transparent description of the effective interactions. However, the employed
approximations leave room for improvements. First, a static approximation was used
for the exchange propagators as well as the self-energy and the momentum dependence
of the latter was parametrized in a rather simple way. Second, the ground state in the
parameter regime where antiferromagnetism is the leading instability is not accessible
within the present scheme. Third, it would be preferable to extract the renormalization
contributions to the exchange propagators from the flow of the effective interactions by
averaging external fermionic momenta over the Fermi surface instead of over the entire
Brillouin zone. Although the differences in the results for the two projection schemes
were found to be small in the attractive Hubbard model in chapter 7, the choice of the
projection scheme may enhance the critical scales and gaps for d-wave pairing in the
repulsive case because the pairing interaction is generated by fluctuations that mostly
involve fermionic low-energy states.
Nevertheless, a good agreement of the leading instabilities and a qualitative agreement
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of the critical scales with those of other fermionic one-loop RG studies was obtained
and the superfluid gaps are in reasonable agreement with results of other methods like
DMFT, DCA or FLEX. However, in comparison to FLEX or variational QMC, notable
differences are present for small values of t′ in that the fermionic RG on one-loop level
yields a slower breakdown of antiferromagnetism with doping and a weaker tendency
towards d-wave pairing.
Interestingly, the largest gaps (and critical scales) were not found at, but slightly
above van Hove filling. The reason is the interplay between scattering processes that
involve the saddle points and the hot spots on the Fermi surface, which leads to enhanced
antiferromagnetic fluctuations and a mutual reinforcement of the d-wave pairing and the
magnetic channel at low scale.
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9. Conclusions
In this thesis, fluctuation effects in two-dimensional fermionic superfluids at zero tem-
perature were studied. For this purpose, an ansatz for the Nambu two-particle vertex
that incorporates symmetries was formulated and its singular dependences on external
momenta and frequencies were identified. This allowed for the derivation of channel-
decomposed renormalization group equations, which served as the basis for the formulation
of approximations for the effective interactions and their efficient computation. The
channel-decomposition scheme was applied to the attractive and repulsive Hubbard
model. The methodological advancements and the results of applications are summarized
together with interesting directions for future research in the following.
9.1. Efficient description of vertex and
channel-decomposition scheme
At the heart of this thesis is an ansatz for the fermionic two-particle vertex in a singlet
superfluid. By exploiting symmetries, in particular spin rotation invariance, the number
of its independent component functions was reduced to only three, which describe normal
and anomalous effective interactions. Discrete symmetries yielded further constraints on
their momentum and frequency dependence. The singular dependence of these functions
on external momenta and frequencies was identified. This allowed for the definition of
interaction channels, for which functional renormalization group equations were derived
within the one-particle irreducible formalism by assigning renormalization contributions to
interaction channels according to their leading singular dependence on external momenta
and frequencies. The resulting channel-decomposed renormalization group equations
constitute an extension of ideas by Karrasch et al. [108] and of work by Husemann and
Salmhofer [86] first for the description of symmetry breaking in the particle-particle
channel and second to the two-loop level.
The renormalization contributions on one-loop level were assigned to the interaction
channels according to the transfer momenta and frequencies in the fermionic loops, because
their singularities give rise to a singular dependence of the vertex at and below the critical
scale. The renormalization contributions on two-loop level were assigned according to
the transfer momenta in the exchange propagators, because the two-loop contributions
become important only when a significant momentum dependence has developed in
the vertex, i. e. close to and below the critical scale. In the channel-decomposed flow
equations the singular dependence on momenta and frequencies is isolated in one variable
per channel, thus providing a good basis for the formulation of approximations for
the effective interactions in the channels and their efficient computation. The flow
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equations on two-loop level were reformulated as effective one-loop equations in which
the scale-derivatives of the effective interactions on one-loop level appear. This could
make the two-loop RG a manageable tool for the investigation of systems with competing
instabilities.
The flow to the symmetry broken phase was treated by a two-step procedure. In the
first step, the fermionic modes were integrated out in the presence of an external pairing
field. This allowed treating the singularities at the critical scale for symmetry breaking
while the size of the effective interactions was limited. Subsequently, the external pairing
field was considered as a regulator that was removed in a second flow. The external
pairing field then mainly acted as a regulator for the phase mode of the superfluid gap,
allowing to investigate the effects of phase fluctuations in a controlled way.
The channel-decomposition scheme yielded insight into the singular behaviour of the
two-particle vertex in a fermionic superfluid in the limit where the external pairing field
vanishes. Estimates of the size of renormalization contributions showed that the singular
behaviour on one-loop level is the same as in a resummation of all chains of Nambu
particle-hole bubble diagrams. The exact asymptotic infrared behaviour of an interacting
Bose gas is therefore not captured within the fermionic one-loop RG. The reason is that
the appearing diagrams involving Goldstone mode fluctuations are not singular enough
to generate the expected divergence of the amplitude mode. This is different on two-loop
level. The estimates further indicate that non-Cooper channels do not receive singular
feedback from phase fluctuations even on two-loop level.
9.2. Attractive Hubbard model
Key results
In chapter 7, the ground state of the attractive Hubbard model in two dimensions was
studied within the channel-decomposition scheme on one- and two-loop level. This extends
previous work by Gersch et al. [101] first by including the frequency dependence of the
vertex as well as of the self-energy and second by considering fluctuations on two-loop
level. It was demonstrated that the channel-decomposition scheme indeed allows for an
efficient and accurate description of the singular dependences of the vertex on momenta
and frequencies. From the methodological point of view, the first fermionic two-loop RG
study of symmetry breaking as well as the first such study on one- and two-loop level
that considered the full frequency dependence of the vertex and the self-energy were
performed.
Using the external pairing field as a regulator proved to be a convenient tool for
the study of the effects of phase fluctuations. Within the employed framework of
approximations, the external pairing field on one-loop level could be chosen at least
three orders of magnitude smaller than the final value of the gap without running into
unphysical divergences at finite scales. In pairing field flows a somewhat larger external
pairing field could be reduced by almost two orders of magnitude. On one-loop level, it
was found that the singular behaviour of the vertex in the limit of a vanishing external
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pairing field is the same as in a resummation of all chains of Nambu particle-hole bubble
diagrams, confirming the analytical estimates. On two-loop level, the amplitude mode
is strongly enhanced for small external pairing fields in comparison to the one-loop
level. However, results for smaller external pairing fields would be required in order
to numerically reproduce the expected infrared scaling of the amplitude mode or the
absence of singularities in non-Cooper channels that were found in analytical estimates.
The combination of the analytical estimates in chapter 4 with the numerical study in
chapter 7 provided a comprehensive understanding of the interaction vertex in a fermionic
s-wave superfluid.
The presented study yielded results for the superfluid gap and its reduction by fluctu-
ations in comparison to the mean-field approximation that are in good agreement with
values reported in the literature. The reduction of the gap is caused by particle-hole and
collective mode fluctuations.
Criticism
The main points of criticism on the application of the channel-decomposition scheme
to the attractive Hubbard model concern the discretisation scheme for the exchange
propagators. While the 2+1-dimensional discretisation1 allowed for an efficient and flexible
description of the momentum and frequency dependence of the exchange propagators in
the weak-coupling regime, it turned out to be inadequate for larger couplings. However,
the problems were of purely technical origin, arose from sign changes or from maxima
being renormalized into local minima and could be cured with larger computational power.
These issues hindered the computation of RG flows for larger microscopic interactions.
Furthermore, the results of one- and two-loop pairing field flows at the largest couplings
considered depended to some extent on the size of the initial external pairing field,
indicating that the approximations for the vertex and the self-energy leave room for
improvements.
It should be noted that the study of fluctuation effects in models with only one
obviously dominant channel appears to be easier after partial bosonization (via Hubbard-
Stratonovich transformations). Functional RG studies for mixed fermion-boson actions
that were parametrized with a few running couplings allowed for example to capture the
singular infrared behaviour of a fermionic superfluid in the two-dimensional attractive
Hubbard model [93] or the renormalization of the BCS-BEC crossover by collective mode
and particle-hole fluctuations in a three-dimensional continuum model for attractively
interacting fermions [94]. However, the presented study made it possible to describe the
singular infrared behaviour and the renormalization of the superfluid ground state by
particle-hole fluctuations in a unified framework at least in the BCS regime.
1Computation of the frequency dependence at a singular momentum and of the momentum dependence
at a singular frequency as described in section 7.2.
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Outlook
An interesting question that was not answered in this thesis concerns the range of
interactions where the fermionic one-loop RG for symmetry breaking is applicable. The
one-loop scheme by Katanin allows for the exact solution of reduced models and this
can be seen as an important ingredient for going to larger interactions. The reason is
that the solution of the BCS gap equation together with an adjustment of the fermionic
density already captures many aspects of the BCS-BEC crossover [19–21]. Furthermore,
in three-dimensional continuum systems, important collective fluctuation effects on the
BEC side are already captured by taking Gaussian fluctuations around the saddle point
into account [190]. Besides, the thermodynamics of the crossover from large to small
pairs is well captured within the self-consistent T -matrix approximation [158]. However,
the BCS-BEC crossover in the attractive Hubbard model takes place for microscopic
interactions that are comparable to the bandwidth (see for example [6, 34, 35, 149, 191]).
Under which circumstances systems with such a large microscopic interaction can
be treated within simple truncations of the functional RG hierarchy is a subject of
debate [192]. The issue is that the involved strong coupling problem is different from the
one encountered within the fermionic RG for symmetry breaking in the weak-coupling
regime, which was addressed in this thesis. In the latter, the renormalization contributions
from the “critical” exchange propagators or effective interactions are constrained by the
available phase space. Furthermore, the most singular part of the flow is similar to that
of a reduced model and thus well-captured within the Katanin scheme. In contrast, if
the microscopic interaction is of the order of the bandwidth, the effective interactions are
large from the outset and all states thus strongly coupled. State of the art truncations of
the fermionic RG may possibly be justifiable if a single channel is dominant, but not in
the case of competition of instabilities [49, 74].
The ideal route for the investigation of the question about the applicability of the
Katanin scheme therefore seems to be the attractive Hubbard model at low densities.
In this case, the momentum dependence of all exchange propagators becomes radially
symmetric to a very good approximation and a discretisation of momentum and fre-
quency dependences is possible on equal footing and numerically feasible. This allows
to circumvent the technical problems encountered in this thesis and to concentrate on
the question of applicability of the truncation. The results for the low-density limit can
easily be compared to those of studies of two-dimensional continuum models (see for
example [193]). The question about the range of applicability is certainly also of interest
for the two-loop channel-decomposition scheme and can be addressed within a similar
framework.
Another problem that merits further examination is the infrared behaviour within
the two-loop scheme. In this thesis, it was not possible to numerically confirm that the
amplitude mode diverges in the limit of a vanishing external pairing field as expected in
a fermionic superfluid or whether non-Cooper channels indeed do not receive singular
feedback from phase fluctuations. The fermionic two-loop scheme may be advantageous for
studying the singularity structure of the two-particle vertex in a superfluid in comparison
to approaches that use partial bosonization because all interaction channels are present
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during the entire flow. However, tackling this problem requires improvements of the
approximations for the vertex, possibly with simplified parametrizations for the singular
exchange propagators, so that smaller external pairing fields can be reached in the pairing
field flows.
The extension of the work in this thesis to finite temperatures is also of interest. At
higher temperatures, a pseudogap phase without symmetry breaking but with gaps in
the one-particle and magnetic excitation spectra is expected [133, 191]. A pseudogap can
be obtained from the functional RG in the symmetric phase if the full frequency depend-
ence of the fermionic self-energy is taken into account at finite temperatures [194, 195].
At lower temperatures, a Kosterlitz-Thouless phase with quasi long-range superfluid
order is expected [196–198]. This phase is peculiar because it shows algebraic order
parameter correlations due to massless Goldstone excitations without spontaneous sym-
metry breaking [198] and the superfluid density shows a universal jump at the transition
point [199].
Starting from bosonic effective actions, the Kosterlitz-Thouless transition was studied
within the field-theoretic RG [200] or within the functional RG [201, 202]. An RG study
for a fermionic model was presented by Krahl and Wetterich [203] using the functional
RG for a mixed fermion-boson action. Krahl and Wetterich reproduced all characteristics
of the Kosterlitz-Thouless transition except the jump in the superfluid density by using
a rather simple truncation of the effective action. In the functional RG studies [201–203],
a finite renormalized order parameter was generated at intermediate scales, while the
unrenormalized order parameter flowed to zero in the infrared.
This gives a first idea about how to cope with the technical challenges associated
with the Kosterlitz-Thouless phase, namely the jump in the superfluid density at the
transition point and the formation of a massless Goldstone mode without spontaneous
symmetry breaking, within the fermionic RG. They may be accomplished by generating
an anomalous self-energy at finite scales, which subsequently has to be suppressed to zero
by fluctuations. In the fermionic RG, a finite external pairing field would be required in
order to regularize the Goldstone fluctuations and has to be sent to zero in a pairing field
flow. These considerations indicate the need to take into account the full momentum and
frequency dependence of the normal self-energy in order to be able to describe gapped
fermionic degrees of freedoms in the absence of an anomalous expectation value.
9.3. Repulsive Hubbard model
Key results
In chapter 8, the channel-decomposition scheme for a singlet superfluid on one-loop level
was applied to the two-dimensional repulsive Hubbard model at zero temperature. In case
d-wave superfluidity was the leading instability, the RG flows were continued beyond the
critical scale into the symmetry-broken phase. This extends former instability analyses
for the Hubbard model, allowing to study properties of the d-wave superfluid ground
state. The presented study constitutes the first continuation of purely fermionic RG
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flows to a symmetry-broken phase that is not captured by mean-field theory.
The d-wave superfluid gap as well as the critical scales for pairing and (incommensurate)
antiferromagnetism were determined as a function of the microscopic interaction, the
fermionic density (or equivalently the Fermi level) and the next-nearest neighbour hopping.
The leading instabilities are in good agreement and the critical scales in qualitative
agreement with those of other fermionic one-loop RG studies. Furthermore, the superfluid
gaps are in reasonable agreement with results of other methods like DMFT, DCA and
FLEX for similar parameters. However, for small values of the next-nearest neighbour
hopping, in the fermionic one-loop RG the tendency of the system towards d-wave
pairing was found to be weaker and the phase space with dominant instability towards
(incommensurate) antiferromagnetism was found to be larger than for example in the
FLEX approximation or in variational QMC simulations.
The next-nearest neighbour hopping has a significant impact on the dominant instability
or the size of the d-wave pairing gap in the range of microscopic interactions considered in
this work. Below half-filling, the maximal d-wave superfluid gaps appear for intermediate
(negative) values of the next-nearest neighbour hopping, suggesting the existence of an
optimal value for pairing. Interestingly, as a function of the fermionic density at fixed
interaction and (negative) next-nearest neighbour hopping, the largest critical scales
and gaps appear for fillings slightly above van Hove filling. This is attributed to the
amplification of antiferromagnetic fluctuations through umklapp scattering in between hot
spots and the large available phase space for antiferromagnetic and pairing fluctuations
due to the presence of saddle points in the dispersion close to the Fermi level.
Criticism
The presented study of d-wave superfluidity within the channel-decomposition scheme
has some sore points. First, only an order parameter in the d-wave pairing channel was
provided, but not in the magnetic channel. The competition or coexistence of d-wave
superfluid and antiferromagnetic order or the occurrence of secondary instabilities could
therefore only be investigated in parts. Second, the approximations for the vertex and
the self-energy leave room for improvements. Most notably, an improved approximation
should take the frequency dependence of the exchange propagators and of the self-energy
into account.
The renormalization contributions to the exchange propagators and the self-energy
should furthermore be determined for external fermionic momenta on the Fermi surface
as it was done for the attractive Hubbard model. This yields a better approximation for
the low-energy effective interaction and may enhance the tendency towards pairing, as the
latter mainly involves fermionic states near the Fermi surface. The impact of this change
on the phase diagram could however be small, as the leading instabilities were found to
be the same with similar critical scales in studies using the N -patch approximation [54]
and the channel-decomposition scheme [86].
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Outlook
Despite the above-mentioned weaknesses, the channel-decomposition scheme and the
employed approximations provide a good starting point for more sophisticated studies
of ground state properties of the repulsive Hubbard model within the fermionic RG.
Such a study should include the frequency dependence of the vertex and the self-energy,
as they provide valuable information on the dynamics of collective excitations and the
renormalization of fermionic quasi-particles.
A very interesting direction for future research is the fusion of the channel-decomposition
scheme for singlet superfluidity with the recently proposed such scheme for antiferromag-
netism by Maier and Honerkamp [204]. This would allow for an improved study of the
competition or coexistence of antiferromagnetism and d-wave superfluidity. The scheme
proposed by Maier and Honerkamp is appropriate for the description of commensurate
antiferromagnetism and has only been applied to mean-field models so far. In a large
portion of phase space, the dominant magnetic instability is, however, towards incom-
mensurate antiferromagnetism, which is difficult to describe within a purely fermionic
formalism because the fermionic propagator becomes non-diagonal with respect to mo-
mentum [177]. Alternatively, in case the leading instability is not towards superfluidity
the RG approach could be combined with a self-consistent resummation of perturbation
theory for the low-energy modes as done by Reiss et al. [102]. The self-energy and the
vertex as obtained from the RG then serve as the input for the self-consistency problem.
In comparison to the work by Reiss et al., the channel-decomposition scheme allows
to include the frequency dependence of the vertex and the self-energy. This makes it
possible to investigate self-energy effects and the renormalization of quasi-particles in
the self-consistency problem for the low-energy modes. The inclusion of the frequency
dependence of the vertex would furthermore allow to study fluctuation contributions on
two-loop level.
In this thesis, the two-loop channel-decomposition scheme was only applied to the
attractive Hubbard model away from van Hove or half-filling. In this case, only the
Cooper channel is singular and no competition of instabilities appears. The two-loop
contributions then do not change the flow qualitatively above the critical scale. This may
be different for stronger interactions or in the presence of van Hove singularities close to
the Fermi level. The latter implies that the arguments for the justification of one-loop
flows cease to be valid because the bounds for the feedback of the three-particle vertex
to the two-particle vertex break down [74]. In the presence of van Hove singularities
or stronger interactions, two-loop fluctuations are therefore expected to lead at least to
larger quantitative changes of critical scales and gaps, and may also shift the boundaries
between regions with different leading instabilities. It would be interesting to study the
impact of two-loop fluctuations in particular on the critical scales for incommensurate
antiferromagnetism. Their strong suppression may change the obtained phase diagram for
small next-nearest neighbour hoppings and could increase the tendency towards pairing.
The application of the two-loop scheme to the repulsive Hubbard model is also of interest
because the d-wave superfluid gap is affected by contributions to the particle-particle
irreducible vertex in fourth order in the microscopic interaction even in the weak-coupling
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limit [205, 206]. Yanase et al. [206] point out a subtle interplay between vertex corrections
and self-energy insertions. It is therefore not obvious whether fluctuations on two-loop
level enhance or suppress d-wave superfluidity.
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10. Deutsche Zusammenfassung
In dieser Dissertation werden Grundzustandseigenschaften von zweidimensionalen fermi-
onischen Supraflüssigkeiten im Rahmen der funktionalen Renormierungsgruppenmethode
untersucht. Dazu wird ein Ansatz für den fermionischen Zweiteilchenvertex formuliert,
welcher eine effiziente und genaue Beschreibung der wichtigen singulären Impulsabhängig-
keiten erlaubt. Für den Ansatz werden Flussgleichungen hergeleitet, die als Ausgangspunkt
für die Formulierung von Näherungen für den Vertex sowie zu dessen Berechnung die-
nen. Die methodischen Entwicklungen werden auf das attraktive und das repulsive
Hubbard-Modell angewendet, um deren Grundzustandseigenschaften zu untersuchen.
Diese Modellsysteme sind relevant für die Simulation von Experimenten mit ultrakalten
Atomen in optischen Gittern oder für die Beschreibung der elektronischen Struktur der
Kupferoxidebenen in Cupraten.
Die Arbeit ist in zwei Hauptteile gegliedert. In Teil I, der die Kapitel 2 bis 5 umfasst,
werden methodische Entwicklungen beschrieben. Diese werden in Teil II in den Kapiteln 6
bis 8 auf verschiedene Modellsysteme angewendet.
In Kapitel 2 wird die funktionale Renormierungsgruppenmethode für fermionische
Systeme vorgestellt und die Herleitung von Flussgleichungen für einteilchenirreduzible
Vertexfunktionen skizziert. Renormierungsgleichungen für den fermionischen Zweiteilchen-
vertex werden in zwei Trunkierungen hergeleitet, im Katanin-Schema [100] sowie in einer
Erweiterung, die alle Renormierungsbeiträge in der dritten Ordnung in der effektiven
Wechselwirkung berücksichtigt. Bei der Katanin-Trunkierung handelt es sich um eine
Ein-Schleifen-Trunkierung, bei der Erweiterung um Flussgleichungen auf Zwei-Schleifen-
Niveau.
In Kapitel 3 wird die Struktur des fermionischen Zweiteilchenvertex in einer fer-
mionischen Singulett-Supraflüssigkeit untersucht. Durch Ausnutzen von Symmetrien –
insbesondere Spinrotationsinvarianz –wird der Vertex vereinfacht, so dass drei Funktionen
zur Beschreibung der Impuls- und Frequenzabhängigkeit der normalen und anomalen
Komponenten ausreichen. Dies erleichtert die Identifikation von singulären Abhängig-
keiten des Vertex von externen Impulsen und Frequenzen und ermöglicht die Zerlegung
des Vertex in eine Summe von Termen, genannt Wechselwirkungskanäle, die jeweils
singulär von einem Transferimpuls abhängen. Als Ausgangspunkt für eine effiziente
Parametrisierung werden die effektiven Wechselwirkungen in den Kanälen in bosonische
Austauschpropagatoren und Fermion-Boson-Vertizes zur Beschreibung der singulären
bzw. regulären Abhängigkeiten der Vertex zerlegt.
Für die effektiven Wechselwirkungen in den Kanälen werden in Kapitel 4 Renormie-
rungsgleichungen hergeleitet. Dazu werden die singulären Abhängigkeiten der Renor-
mierungsbeiträge zum Zweiteilchenvertex von externen fermionischen Impulsen und
Frequenzen analysiert. Dies erlaubt die Zuordnung von Renormierungsbeiträgen zu Wech-
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selwirkungskanälen gemäß den führenden singulären Abhängigkeiten. Diese sogenannten
nach Wechselwirkungskanälen zerlegten Flussgleichungen bilden einen guten Ausgangs-
punkt für die Formulierung von Näherungen für die effektiven Wechselwirkungen in den
Kanälen sowie für deren effiziente Berechnung, da die singuläre Abhängigkeit von externen
Impulsen und Frequenzen in eine Variable pro Gleichung isoliert ist. Diese Zerlegung der
Flussgleichungen nach Wechselwirkungskanälen erweitert die Arbeit von Husemann und
Salmhofer [86] für die Fortsetzung von Renormierungsgruppenflüssen jenseits der kri-
tischen Skala für Suprafluidität auf Ein-Schleifen-Niveau, sowie auf Zwei-Schleifen-Niveau.
Mit Hilfe von analytischen Abschätzungen für die führenden Fluktuationsbeiträge wird
gezeigt, dass das singuläre Verhalten des Vertex im Grenzfall eines verschwindenden ex-
ternen Paarungsfeldes auf Ein-Schleifen-Niveau das gleiche ist wie in einer Resummation
aller Ketten von Nambu-Teilchen-Loch-Schleifendiagrammen. Auf Zwei-Schleifen-Niveau
führen Phasenfluktuationen des suprafluiden Ordnungsparameters (bzw. der Gapfunkti-
on) zu einer starken Renormierung der Amplitudenmode, wie sie im Grundzustand einer
fermionischen Supraflüssigkeit [93] oder eines wechselwirkenden Bose-Gases [116, 117]
erwartet wird. In den weiteren Wechselwirkungskanälen neben dem Cooper-Kanal treten
keine weiteren Infrarotsingularitäten der effektiven Wechselwirkungen auf.
In Kapitel 5 wird die Kompatibilität von trunkierten Flussgleichungen mit der Ward-
Identität für globale Ladungserhaltung untersucht. Diese ist von Interesse, weil die
Erfüllung der Ward-Identität die Generierung einer masselosen Goldstone-Mode in der
symmetriegebrochenen Phase garantieren würde. Das Ergebnis ist, dass die von Kata-
nin [100] vorgeschlagene Trunkierung nur bis auf Beiträge in dritter Ordnung in der
effektiven Wechselwirkung mit der Ward-Identität für globale Ladungserhaltung kom-
patibel ist. In Kapitel 7 wird jedoch gezeigt, dass die Erfüllung der Ward-Identität in
der Lösung der Flussgleichungen erzwungen werden kann, indem die Relation zwischen
suprafluidem Ordnungsparameter und Masse der Phasenmode über die Ward-Identität
und nicht über die Flussgleichungen festgelegt wird. Dies schließt den methodischen
Teil der Dissertation ab. In den weiteren Kapiteln wird die Anwendung des Kanalzerle-
gungsschemas für den Vertex und die Flussgleichungen auf verschiedene Modellsysteme
diskutiert.
In Kapitel 6 wird ein reduziertes Modell mit anziehender Paarungswechselwirkung
und Vorwärtsstreuung untersucht. Dieses ist im Rahmen der Molekularfeldnäherung
bzw. einer Resummation aller Ketten von Nambu-Teilchen-Loch-Schleifendiagrammen
exakt lösbar und kann auch im Rahmen der von Katanin vorgeschlagenen Trunkierung
der Flussgleichungen exakt gelöst werden. Die Lösung des Modells gewährt Einblicke in
die Struktur des Vertex und dessen Singularitäten im Grenzfall eines verschwindenden
externen Paarungsfeldes. Im zweiten Teil des Kapitels werden kleine endliche Impuls-
und Frequenzüberträge im Vertex zugelassen. Dadurch ist das Modell nicht mehr exakt
lösbar, durch die Resummation von Diagrammen können jedoch Informationen über die
dynamischen Eigenschaften des Vertex sowie dessen singuläres Verhalten bei endlichen
Transferimpulsen und -frequenzen gewonnen werden. Die Ergebnisse dieses Kapitels
gehen in die in den Kapiteln 7 und 8 formulierten Näherungen für den Vertex ein.
In Kapitel 7 wird das attraktive Hubbard-Modell als Modell für Fermionen mit einer
anziehenden lokalen Wechselwirkung untersucht. Dieses besitzt in einem großen Teil des
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Parameterraums einen suprafluiden Grundzustand mit s-Wellen-Symmetrie und kann
daher als gutes Testsystem für neue Näherungsverfahren angesehen werden. Die Rechnun-
gen in diesem Kapitel erweitern die Arbeit von Gersch et al. [101] in mehreren Aspekten.
Die Zerlegung des Vertex nach Wechselwirkungskanälen ermöglicht eine genaue und
effiziente Beschreibung der singulären Impulsabhängigkeiten des Vertex sowie von dessen
Frequenzabhängigkeit. Dies ist wichtig, da insbesondere die mit der Phasenmode des
Ordnungsparameters assoziierte effektive Wechselwirkung unterhalb der kritischen Skala
sehr groß wird. Zudem wurde die Frequenzabhängigkeit der fermionischen Selbstenergie
berücksichtigt. Neben umfangreichen Ergebnissen in Ein-Schleifen-Näherung werden auch
einige Ergebnisse der Zwei-Schleifen-Näherung präsentiert.
Das singuläre Verhalten des Vertex für kleine externe Paarungsfelder wird in einem
Zwei-Schritt-Verfahren untersucht: Im ersten Schritt werden die fermionischen Moden
im Beisein eines externen Paarungsfeldes ausintegriert. Im zweiten Schritt wird das
externe Paarungsfeld als Regulator betrachtet und in einem weiteren Fluss entfernt. Auf
Ein-Schleifen-Niveau werden die analytischen Abschätzungen aus Kapitel 4 für das sin-
guläre Verhalten des Vertex im Grenzfall eines verschwindenden externen Paarungsfeldes
bestätigt. Auf Zwei-Schleifen-Niveau wird die Amplitudenmode bei kleinen externen
Paarungsfeldern deutlich verstärkt, die numerisch handhabbaren externen Paarungsfelder
sind jedoch zu groß um das analytisch gefundene singuläre Verhalten zu reproduzieren.
Die analytischen Abschätzungen aus Kapitel 4 und die numerischen Ergebnisse aus
Kapitel 7 ergeben zusammen ein umfassendes Verständnis des Zweiteilchenvertex in einer
fermionischen Supraflüssigkeit mit s-Wellen-Symmetrie.
Neben der Impuls- und Frequenzabhängigkeit des Vertex sowie der Frequenzabhän-
gigkeit der Selbstenergie ist auch der Einfluss von Fluktuationen auf die Größe des
suprafluiden Ordnungsparameters von Interesse. Im behandelten Bereich von Wechselwir-
kungen ist das System eine Supraflüssigkeit im BCS-Regime, Vertex und Selbstenergie
sind jedoch stark renormiert. Die Ein-Schleifen-Rechnung ergibt Ordnungsparameter, die
je nach Parametern zwischen 38 und 55% des Ergebnisses der Molekularfeldnäherung
betragen. Auf Zwei-Schleifen-Niveau ist die Reduktion etwas stärker und die Ordnungs-
parameter betragen zwischen 30 und 40% des Ergebnisses der Molekularfeldnäherung.
Diese Ergebnisse sind in guter Übereinstimmung mit Resultaten in der Literatur.
In Kapitel 8 wird das repulsive Hubbard-Modell als Modell für Fermionen mit einer
abstoßenden lokalen Wechselwirkung untersucht. Dieses zeigt konkurrierende Instabilitä-
ten und die Paarungswechselwirkung, die bei niedrigen Skalen zu Suprafluidität führen
kann, wird bei hohen und mittleren Skalen durch antiferromagnetische Fluktuationen ge-
neriert. Im betrachteten Parameterbereich treten Instabilitäten zu Antiferromagnetismus
oder d-Wellen-Suprafluidität auf. Im letzteren Fall wird der Renormierungsgruppen-
fluss in Ein-Schleifen-Näherung in die symmetriegebrochene Phase fortgesetzt, was die
Untersuchung des suprafluiden Grundzustands ermöglicht. Dies erweitert Instabilitäts-
analysen im Rahmen der funktionalen Renormierungsgruppenmethode und stellt die
erste Fortsetzung von rein fermionischen Renormierungsgruppenflüssen in eine symme-
triegebrochene Phase, die nicht in Molekularfeldnäherung für das mikroskopische Modell
existiert, dar. In diesem Kapitel wird die Impulsabhängigkeit des Vertex untersucht, seine
Frequenzabhängigkeit sowie die der Selbstenergie werden vernachlässigt. Im Rahmen
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dieser Näherung wird der Ordnungsparameter für d-Wellen-Suprafluidität als Funktion
der mikroskopischen Wechselwirkung, der Amplitude für das Hüpfen zu übernächsten
Nachbarn und der fermionischen Dichte untersucht. Die maximalen Ordnungsparameter
für d-Wellen-Suprafluidität treten unterhalb von Halbfüllung bei mittelgroßen negativen
Werten der Amplitude für das Hüpfen zu übernächsten Nachbarn (gemessen in Einheiten
der Amplitude für das Hüpfen zu nächsten Nachbarn) auf. Als Funktion der fermionischen
Dichte und bei festgehaltener Wechselwirkung sowie (negativer) Amplitude für das Hüp-
fen zu übernächsten Nachbarn tritt das Maximum des suprafluiden Ordnungsparameters
interessanterweise bei fermionischen Dichten oberhalb von van Hove-Füllung auf. Die
Ursachen hierfür sind die Verstärkung der antiferromagnetischen Fluktuationen durch
Umklappstreuung zwischen “Hot spots” bei niedrigen Skalen sowie der große Phasenraum
für antiferromagnetische und Paarungsfluktuationen durch die Nähe der Sattelpunkte der
fermionischen Dispersion zur Fermifläche. Die Ergebnisse für den Ordnungsparameter
stimmen qualitativ mit den Resultaten anderer Methoden für ähnliche Parameter überein.
In Kapitel 9 werden die Ergebnisse dieser Arbeit zusammengefasst und kritisch disku-
tiert. Zudem werden interessante Fragestellungen für mögliche Forschungsvorhaben, die
auf den methodischen Entwicklungen dieser Dissertation aufbauen, erläutert.
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A. Symmetry properties of fermionic
Green and vertex functions
In this appendix, the behaviour of fermionic Green and vertex functions under time
reversal and the conjugation operation that is associated with Osterwalder-Schrader
positivity is summarised. These symmetry operations yield useful constraints on the
momentum and frequency dependence of Green and vertex functions.
A.1. Osterwalder-Schrader positivity
The Hamiltonian in quantum mechanics is a hermitian operator so that the time evolution
as described by Schrödingers’s equation is unitary. In the imaginary time functional
integral formalism, this is reflected by the so-called Osterwalder-Schrader positivity of
the (effective) action. Positivity requires the action to be invariant under the transforma-
tion [106, 107]
θ(ψkσ) = ψ¯k¯σ θ(ψ¯kσ) = ψk¯σ (A.1)
θ(ψσ(τ, r)) = ψ¯σ(−τ, r) θ(ψ¯σ(τ, r)) = ψσ(−τ, r) (A.2)
with θ2 = 1 and k¯ = (−k0,k) for k = (k0,k), which is accompanied by complex
conjugation and reordering of Grassmann fields similar to taking the adjoint of an
operator. The transformation acts on spinor and Nambu fields in the same way.
For a compact notation of the transformation laws for normal and anomalous Green
and vertex functions in spinor notation, a charge index is defined by
ψ¯kσ = ψk,+,σ ψkσ = ψk,−,σ, (A.3)
which is flipped under the θ-conjugation, θ(ψk,c,σ) = ψk¯,c¯,σ with c¯ = − for c = + and
c¯ = + for c = −. Using this charge index notation, the fermionic two-particle vertex
transforms according to
θ[Γ(4)(k1c1σ1, k2c2σ2, k3c3σ3, k4c4σ4)] = Γ(4)
∗(k¯4c¯4σ4, k¯3c¯3σ3, k¯2c¯2σ2, k¯1c¯1σ1) (A.4)
and similarly for other vertex functions. The behaviour of Green functions under the
θ-conjugation is very similar, for example
θ[G(k1c1σ1, k2c2σ2)] = G∗(k¯2c¯2σ2, k¯1c¯1σ1) (A.5)
θ[G(k1c1σ1, k2c2σ2, k3c3σ3, k4c4σ4)] = G∗(k¯4c¯4σ4, k¯3c¯3σ3, k¯2c¯2σ2, k¯1c¯1σ1) (A.6)
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for the one- and two-particle Green functions. Osterwalder-Schrader positivity requires
Green functions to be invariant under θ, for example
θ[G(k1c1σ1, k2c2σ2)] = G(k1c1σ1, k2c2σ2) = G∗(k¯2c¯2σ2, k¯1c¯1σ1) (A.7)
for the one-particle Green function. Similar relations also apply for the vertices and
Green functions in Nambu representations where σi have to be read as Nambu indices
and ∑ ci = 0 for a system with spin rotation invariance around at least one axis. These
relations can be exploited in making an ansatz for the part of the anomalous interactions
with “more creation than annihilation operators” and completion of the other terms by
requiring Osterwalder-Schrader positivity.
For the quadratic part of the fermionic action in a system with translation invariance
(in spinor notation),
S0[ψ¯, ψ] =
∑
k,σ
(−ik0 + ξ(k) + Σ(k))ψ¯kσψkσ +
∑
k
(∆(k)ψ¯k↑ψ¯−k↓ + ∆˜(k)ψ−k↓ψk↑), (A.8)
Osterwalder-Schrader positivity implies
Σ(k) = Σ∗(k¯) ∆˜(k) = ∆∗(k¯) (A.9)
for the self-energies. Relations for vertex functions follow in a similar way. As an example,
consider the normal effective interaction
V(2+2)[ψ¯, ψ] = 14
∑
ki,σi
Γ(4) Λσ1σ2σ3σ4(k1k2k3k4)ψ¯k1σ1ψ¯k2σ2ψk3σ3ψk4σ4 . (A.10)
The invariance under the above transformation yields after some renaming of indices
Γ(4)σ1σ2σ3σ4(k1k2k3k4) = Γ
(4)∗
σ4σ3σ2σ1(k¯4k¯3k¯2k¯1) (A.11)
where
Γ(4)σ1σ2σ3σ4(k1k2k3k4) = Γ
(4)(k1,+, σ1; k2,+, σ2; k3,−, σ3; k4,−, σ4). (A.12)
Similar relations hold in Nambu representation.
A.2. Invariance under time reversal
The antiunitary transformation of time reversal in the framework of quantum mechanics
is presented very comprehensibly in the book by Messiah [207]. Transformation laws
for fermionic operators can be found in [208] and for fermionic field operators in [209].
The presentation in this section is similar to that given in [210] and addresses Green and
vertex functions for imaginary times or frequencies.
The antiunitary time reversal operator K is defined through its action on the funda-
mental observables of position, momentum and spin [207], which transform according
to
KrK† = r KpK† = −p KsK† = −s. (A.13)
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Being antiunitary, the operator K can be written as a product of a unitary operator and
the operator for complex conjugation. The above relations are fulfilled for
K = e−ipisy/~K0 = e−ipisy/~K0,pS0, (A.14)
where K0 and K0,p are the operators for complex conjugation in real and momentum
space, respectively, and S0 is the operator for spatial inversion. The fermionic creation
and annihilation operators transform under K according to
KckσK
† = σc−k,σ¯ Kc†kσK† = σc
†
−k,σ¯ (A.15)
with ↑ = 1, ↓ = −1 and σ¯ =↑ for σ =↓ and vice versa. The asymmetry in the
transformation of operators with spin-↑ and spin-↓ is a peculiarity of fermions, for which
the application of K2 does not yield unity, but (−1)N where N is the number of particles
in the system [207]. The imaginary time Heisenberg operators, defined by
c†kσ(τ) = eHτc
†
kσe−Hτ ckσ(τ) = eHτckσe−Hτ , (A.16)
transform according to
Kckσ(τ)K† = σc−k,σ¯(τ) Kc†kσ(τ)K† = σc
†
−k,σ¯(τ). (A.17)
Note that the imaginary time is not inverted under the action of K, in contrast to real
time Heisenberg operators. In Nambu representation, the above transformation laws read
KaksK
† = sa†ks¯ Ka
†
ksK
† = saks¯ (A.18)
with + = 1 and − = −1 and similarly for the imaginary time Heisenberg operators.
Note that in Nambu representation, creation and annihilation operators are mapped onto
each other under time reversal due to the inversion of the spin projection.
Transformation laws for spinor or Nambu Grassmann fields follow immediately from
the properties of the field operators,
Kψ¯kσK
† = σψ¯−k,σ¯ KψkσK† = σψ−k,σ¯ (A.19)
Kφ¯ksK
† = sφk,s¯ KφksK† = sφ¯k,s¯. (A.20)
The behaviour of Green functions under time reversal can be derived from their defini-
tion as expectation values of time ordered operators. Assuming that the Hamiltonian H
commutes withK and that time reversal invariance is not broken, besides the eigenvectors
|n〉 of H with H|n〉 = En|n〉, the time reversed eigenstates K|n〉 are also eigenstates of
H with the same eigenvalue,
H(K|n〉) = K(H|n〉) = En(K|n〉). (A.21)
In a grand-canonical ensemble, the expectation value of some operator A is computed via
〈A〉 = tr(ρA) = ∑
n
ρn〈n|A|n〉 with ρn = 1
Z
e−β(En−µNn) ∈ R (A.22)
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and Z = tr(exp(−β(H − µN))). Evaluating the trace with respect to the basis spanned
by K|n〉 or K†|n〉,
〈A〉 = tr(ρA) = ∑
n
(〈n|K†)ρAK†|n〉 (A.23)
and exploiting (〈n|K†)ρ = ρn(〈n|K†) as well as the antilinearity1 of K, one obtains
〈A〉 = ∑
n
ρn(〈n|K†)AK†|n〉 =
∑
n
ρn〈n|(KAK†)|n〉∗ = 〈KAK†〉∗. (A.24)
Thus, in a system with time reversal invariance, the relation
〈A〉 = 〈KAK†〉∗ (A.25)
holds. Choosing for example A = T{ckσ(τ)c†kσ} where T is the time ordering operator
that orders along the imaginary time axis, one obtains a constraint on the momentum
and frequency dependence of the normal one-particle Green function in a system with
time reversal invariance. Relations for higher order Green functions follow similarly and
imply relations for vertex functions.
Using the charge index notation in spinor representation, the action of the time reversal
operator can be expressed as
K[G(k1c1σ1, k2c2σ2)] = σ1σ2G(Rk2c¯2σ¯2, Rk1c¯1σ¯1) (A.26)
K[G(k1c1σ1, k2c2σ2, k3c3σ3, k4c4σ4)] =
= σ1σ2σ3σ4G(Rk4c¯4σ¯4, Rk3c¯3σ¯3, Rk2c¯2σ¯2, Rk1c¯1σ¯1)
(A.27)
for the normal and anomalous one- and two-particle Green functions and as
K[Γ(4)(k1c1σ1, k2c2σ2, k3c3σ3, k4c4σ4)] =
= σ1σ2σ3σ4Γ(4)(Rk4c¯4σ¯4, Rk3c¯3σ¯3, Rk2c¯2σ¯2, Rk1c¯1σ¯1)
(A.28)
for normal and anomalous two-particle vertex functions. Similar relations hold for the
self-energy and higher-order Green as well as vertex functions. In a time reversal invariant
system, the Green functions have to be invariant under K, for example
K[G(k1c1σ1, k2c2σ2)] = G(k1c1σ1, k2c2σ2), (A.29)
yielding constraints on the momentum and frequency dependence of Green and vertex
functions. This implies ∆(k) ∈ R in the above ansatz for the quadratic part of the
fermionic action. In order to constrain the momentum and frequency dependence of the
anomalous components of the vertex in spinor representation, it is useful to combine time
reversal invariance with positivity, because this yields a relation between components
with the same charge indices:
Γ(4)(k1c1σ1, k2c2σ2, k3c3σ3, k4c4σ4) =
= σ1σ2σ3σ4Γ(4) ∗(−k1c1σ¯1,−k2c2σ¯2,−k3c3σ¯3,−k4c4σ¯4).
(A.30)
1For a brief overview of properties of antilinear operators, see the book by Messiah [207].
194
A.2. Invariance under time reversal
In Nambu notation, the transformation of the vertex under time reversal reads somewhat
differently because the order of the arguments does not change. The reason is that besides
the reordering of operators due to the complex conjugation, their order is also changed
because of the flipping of spin indices and the subsequent mapping from Nambu creation
to annihilation operators and vice versa. In Nambu representation, the above relation
for the two-particle vertex reads
Γ(4)Nambu(k1s1, k2s2, k3s3, k4s4) = s1s2s3s4Γ
(4)
Nambu(−k1s¯1,−k2s¯2,−k3s¯3,−k4s¯4) (A.31)
for a system with time reversal invariance where s¯ = − for s = + and vice versa. Note
that the charge index is omitted because all Nambu vertices that appear in this work are
normal (with an equal number of Nambu creation and annihilation operators). The label
“Nambu” has been added to avoid confusion as the rest of this section mostly deals with
spinor representation.
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B. Parametrization of Nambu
vertex
In subsection 3.2.1, the dependence of the Nambu two-particle vertex on the external
Nambu indices is partially reformulated using Pauli matrices. This reformulation is
completed for all channels in the following, but it does not simplify the structure of
the effective interactions in the (spinor) particle-hole channel in the general case. Sim-
plifications occur only after the decomposition of the effective interactions in bosonic
propagators and fermion-boson vertices as in subsection 3.2.2. For the normal effective
interaction in the Cooper channel and the anomalous (3+1)-effective interaction, the
sum over singlet and triplet parts is suppressed for brevity in this section and they are
to be understood for example as
Akk′(q) = ASkk′(q) + ATkk′(q). (B.1)
In case either the singlet or the triplet part are present, it is specified explicitly. The
effective interaction in the Nambu particle-hole channel then reads
V PHs1s2s3s4(k, k
′; q) =
∑
i,j
V PHij (k, k′; q)τ (i)s1s4τ
(j)
s2s3 (B.2)
where
V PH00 (k, k′; q) = 12
(
ReCkk′(q) + ReMkk′(q) + ReMk,−k′(−q)− ReCk,−k′(−q)
)
(B.3)
V PH01 (k, k′; q) = i2
(
X˜kk′(q) + X˜kk′(−q)
)
= V PH10 (k′, k; q) (B.4)
V PH02 (k, k′; q) = − i2
(
Xkk′(q)−Xkk′(−q)
)
= −V PH20 (k′, k; q) (B.5)
V PH03 (k, k′; q) = i2
(
ImCkk′(q) + ImMkk′(q) + ImCk,−k′(−q)− ImMk,−k′(−q)
)
(B.6)
V PH11 (k, k′; q) = 12Akk′(q) (B.7)
V PH12 (k, k′; q) = 12
(
νkk′(q)− ν˜kk′(q)
)
(B.8)
V PH13 (k, k′; q) = 12
(
Xk′k(q) +Xk′k(−q)
)
= V PH31 (k′, k; q) (B.9)
V PH21 (k, k′; q) = −12
(
νkk′(q) + ν˜kk′(q)
)
(B.10)
V PH22 (k, k′; q) = 12Φkk′(q) (B.11)
V PH23 (k, k′; q) = −12
(
X˜k′k(q)− X˜k′k(−q)
)
= −V PH32 (k′, k; q) (B.12)
V PH30 (k, k′; q) = i2
(
ImCkk′(q) + ImMkk′(q)− ImCk,−k′(−q) + ImMk,−k′(−q)
)
(B.13)
V PH33 (k, k′; q) = 12
(
ReCkk′(q) + ReMkk′(q)− ReMk,−k′(−q) + ReCk,−k′(−q)
)
. (B.14)
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For the effective interaction in the Nambu particle-particle channel one obtains
V PPs1s2s3s4(k, k
′; q) =
∑
i,j
V PPij (k, k′; q)τ (i)s1s2τ
(j)
s3s4 (B.15)
where
V PP00 (k, k′; q) = ΦTkk′(q) (B.16)
V PP01 (k, k′; q) = −i
(
X˜Tk′k(q)− X˜T−k′,k(q)
)
= V PP10 (k′, k; q) (B.17)
V PP02 (k, k′; q) = i
(
XTk′k(q) +XT−k′,k(q)
)
= −V PP20 (k′, k; q) (B.18)
V PP03 (k, k′; q) = i
(
νTkk′(q) + ν˜Tkk′(q)
)
(B.19)
V PP30 (k, k′; q) = i
(
νTkk′(q)− ν˜Tkk′(q)
)
(B.20)
V PP11 (k, k′; q) = ReMkk′(q)− ReMk,−k′(q) (B.21)
V PP12 (k, k′; q) = ImMk,−k′(q) + ImMkk′(q) (B.22)
V PP21 (k, k′; q) = ImMk,−k′(q)− ImMkk′(q) (B.23)
V PP22 (k, k′; q) = ReMkk′(q) + ReMk,−k′(q) (B.24)
V PP13 (k, k′; q) = XT−k,k′(q)−XTkk′(q) = V PP31 (k′, k; q) (B.25)
V PP23 (k, k′; q) = X˜Tkk′(q) + X˜T−k,k′(q) = −V PP32 (k′, k; q) (B.26)
V PP33 (k, k′; q) = ATkk′(q). (B.27)
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C. Flow equations for fermionic
self-energy
In this section, flow equations for the fermionic self-energy are presented within the
framework of approximations of chapters 3 and 4. The expressions are valid in case
the expansion of the effective interactions in exchange propagators and fermion-boson
vertices is restricted to fermion-boson vertices that can be written as
hiα(q, k) = giα(q, k0)fα(k) (C.1)
where
fα(k) = fα(−k), (C.2)
i. e. all contributions with form factors of odd parity are neglected. The projection of the
momentum dependence has to be performed as described in chapters 7 or 8.
The flow equation for the anomalous self-energy reads
∂ΛΣΛ+−(k) = ∂Λ(∆Λ(k)−∆Λ(0)(k)) = −
∑
s1,s2
∫ d3p
(2pi)3S
Λ
s1s2(p)Γ
(4) Λ
+s2s1−(k, p, p, k) (C.3)
= −
∫ d3p
(2pi)3
[
SΛ+−(p)
(
Γ(4) Λ+−+−(k, p, p, k) + Γ
(4) Λ
++−−(k, p, p, k)
)
+ ReSΛ++(p)
(
Γ(4) Λ+++−(k, p, p, k)− Γ(4) Λ+−−−(k, p, p, k)
)
(C.4)
+ i ImSΛ++(p)
(
Γ(4) Λ+++−(k, p, p, k) + Γ
(4) Λ
+−−−(k, p, p, k)
)]
= −∑
α,β
∫ d3p
(2pi)3
[
SΛ+−(p)
(
Uδα0δβ0 + AΛαβ(0)hA,Λα (0, k)h
A,Λ
β (0, p)
)
+ 2 ReSΛ++(p)XΛαβ(0)hXC ,Λα (0, p)h
XA,Λ
β (0, k)
]
−∑
α,β
∫ d3p
(2pi)3
[
2 ImSΛ++(p)X˜Λαβ(p− k)hX˜C ,Λα (p− k, k+p2 )hX˜Φ,Λβ (p− k, k+p2 )
+ SΛ+−(p)
(
1
2Φ
Λ
αβ(p− k)hΦ,Λα (p− k, k+p2 )hΦ,Λβ (p− k, k+p2 ) (C.5)
− 12AΛαβ(p− k)hA,Λα (p− k, k+p2 )hA,Λβ (p− k, k+p2 )
+ CΛαβ(p− k)hC,Λα (p− k, k+p2 )hC,Λβ (p− k, k+p2 )
− 3MΛαβ(p− k)hM,Λα (p− k, k+p2 )hM,Λβ (p− k, k+p2 )
)
− 2 ReSΛ++(p)XΛαβ(p− k)hXC ,Λα (p− k, k+p2 )hXA,Λβ (p− k, k+p2 )
]
.
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Note that the scale derivative of the external pairing field appears explicitly in this
equation in a pairing field flow as indicated by ∂Λ∆Λ(0)(k).
The flow equation for the normal self-energy including convergence generating factors
reads
∂ΛΣΛ++(k) = ∂ΛΣΛ(k) = −
∑
s1,s2
∫ d3p
(2pi)3 e
i0+τ (3)s1s2SΛs1s2(p)Γ
(4) Λ
+s2s1+(k, p, p, k). (C.6)
In the numerical solution of the flow equations in chapters 7 and 8, a frequency regulator
is used and the integration over the high energy modes is performed perturbatively.
For the RG flow of the low energy modes, the convergence generating factors can then
be dropped because the fermionic single scale propagator decays fast enough at high
frequencies. It is then convenient to decompose the normal self-energy in a real and an
imaginary part. Their flow is determined by
∂Λ Im ΣΛ++(k) = ∂Λ Im ΣΛ(k) = −
∑
s1,s2
∫ d3p
(2pi)3 Im
(
SΛs1s2(p)Γ
(4) Λ
+s2s1+(k, p, p, k)
)
(C.7)
= −
∫ d3p
(2pi)3
[
ReSΛ++(p) Im
(
Γ(4) Λ++++(k, p, p, k)− Γ(4) Λ+−−+(k, p, p, k)
)
+ ImSΛ++(p) Re
(
Γ(4) Λ++++(k, p, p, k) + Γ
(4) Λ
+−−+(k, p, p, k)
)
(C.8)
+ SΛ+−(p) Im
(
Γ(4) Λ++−+(k, p, p, k) + Γ
(4) Λ
+−++(k, p, p, k)
)]
=
∑
α,β
∫ d3p
(2pi)3
[
ReSΛ++(p)νΛαβ(p− k)hν,Λα (p− k, k+p2 )hν,Λβ (p− k, k+p2 )
− 2SΛ+−(p)X˜Λαβ(p− k)hX˜C ,Λα (p− k, k+p2 )hX˜Φ,Λβ (p− k, k+p2 )
+ ImSΛ++(p)
(
1
2A
Λ
αβ(p− k)hA,Λα (p− k, p+k2 )hA,Λβ (p− k, p+k2 ) (C.9)
+ 12Φ
Λ
αβ(p− k)hΦ,Λα (p− k, p+k2 )hΦ,Λβ (p− k, p+k2 )
+ CΛαβ(p− k)hC,Λα (p− k, k+p2 )hC,Λβ (p− k, k+p2 )
+ 3MΛαβ(p− k)hM,Λα (p− k, k+p2 )hM,Λβ (p− k, k+p2 )
)]
for the imaginary part and
∂Λ Re ΣΛ++(k) = ∂Λ Re ΣΛ(k) = −
∑
s1,s2
∫ d3p
(2pi)3 Re
(
SΛs1s2(p)Γ
(4) Λ
+s2s1+(k, p, p, k)
)
(C.10)
= −
∫ d3p
(2pi)3
[
ReSΛ++(p) Re
(
Γ(4) Λ++++(k, p, p, k)− Γ(4) Λ+−−+(k, p, p, k)
)
− ImSΛ++(p) Im
(
Γ(4) Λ++++(k, p, p, k) + Γ
(4) Λ
+−−+(k, p, p, k)
)
(C.11)
+ SΛ+−(p) Re
(
Γ(4) Λ++−+(k, p, p, k) + Γ
(4) Λ
+−++(k, p, p, k)
)]
= −∑
α,β
∫ d3p
(2pi)3
[
SΛ++(p)
(
Uδα0δβ0 + 2CΛαβ(0)hC,Λα (0, k)h
C,Λ
β (0, p)
)
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+ 2SΛ+−(p)XΛαβ(0)hC,Λα (0, k)h
A,Λ
β (0, p)
]
−∑
α,β
∫ d3p
(2pi)3
[
− ImSΛ++(p)νΛαβ(p− k)hν,Λα (p− k, k+p2 )hν,Λβ (p− k, k+p2 ) (C.12)
+ ReSΛ++(p)
(
1
2A
Λ
αβ(p− k)hA,Λα (p− k, k+p2 )hA,Λβ (p− k, k+p2 )
+ 12Φ
Λ
αβ(p− k)hΦ,Λα (p− k, k+p2 )hΦ,Λβ (p− k, k+p2 )
− CΛαβ(p− k)hC,Λα (p− k, k+p2 )hC,Λβ (p− k, k+p2 )
− 3MΛαβ(p− k)hM,Λα (p− k, k+p2 )hM,Λβ (p− k, k+p2 )
)
− 2SΛ+−(p)XΛαβ(p− k)hC,Λα (p− k, k+p2 )hA,Λβ (p− k, k+p2 )
]
for the real part.
The Ward identity connecting the gap and the vertex is not a flow equation, nevertheless
it is included in this section for completeness. Within the approximations of chapters 3
and 4, for a real gap and under the above assumptions on the fermion-boson vertices,
equation (5.18) reads
∆Λ(k)−∆(0)(k) =
∫ d3p
(2pi)3 ∆(0)(p)L
Λ
22(p, 0)(Γ
(4) Λ
+−+−(k, p, p, k)− Γ(4) Λ++−−(k, p, p, k))
(C.13)
=
∫ d3p
(2pi)3
∑
α,β
∆(0)(p)LΛ22(p, 0)
[
Uδα,0δβ,0 + ΦΛαβ(0)hΦ,Λα (0, k)h
Φ,Λ
β (0, p)
+ 12A
Λ
αβ(p− k)hA,Λα (p− k, p+k2 )hA,Λβ (p− k, p+k2 )
− 12ΦΛαβ(p− k)hΦ,Λα (p− k, p+k2 )hΦ,Λβ (p− k, p+k2 ) (C.14)
+ CΛαβ(p− k)hC,Λα (p− k, p+k2 )hC,Λβ (p− k, p+k2 )
− 3MΛαβ(p− k)hM,Λα (p− k, p+k2 )hM,Λβ (p− k, p+k2 )
]
.
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D. Flow equations for bosonic
exchange propagators
D.1. One-loop contributions
In this section, the C-functions that appear in equation (4.35) are stated within the
framework of approximations of subsection 3.2.2. The expressions are valid under the
assumptions for the fermion-boson vertices described in appendix C.
Definition of C-functions
CΛij(q; k, p) =
1
2
∑
si
τ (i)s4s1τ
(j)
s3s2Γ
(4) Λ
s1s2s3s4(k +
q
2 , p− q2 , p+ q2 , k − q2)
= 12
∑
si
τ (i)s4s1τ
(j)
s3s2
[
Us1s2s3s4 + V PHs1s2s3s4(q; k, p)
− V PHs2s1s3s4(p− k; k+p−q2 , k+p+q2 ) + V PPs1s2s3s4(k + p; k−p+q2 , k−p−q2 )
]
(D.1)
CΛ00(q; k, p) =
∑
α,β
[
−Uδα,0δβ,0 + 2MΛαβ(q)hM,Λα (q, k)hM,Λβ (q, p)
+ 2MΛαβ(k + p)hM,Λα (k + p, k−p+q2 )h
M,Λ
β (k + p, k−p−q2 )
−MΛαβ(p− k)hM,Λα (p− k, k+p−q2 )hM,Λβ (p− k, k+p+q2 )
− CΛαβ(p− k)hC,Λα (p− k, k+p−q2 )hC,Λβ (p− k, k+p+q2 )
− 12AΛαβ(p− k)hA,Λα (p− k, k+p−q2 )hA,Λβ (p− k, k+p+q2 )
− 12ΦΛαβ(p− k)hΦ,Λα (p− k, k+p−q2 )hΦ,Λβ (p− k, k+p+q2 )
]
(D.2)
CΛ11(q; k, p) =
∑
α,β
[
Uδα,0δβ,0 + AΛαβ(q)hA,Λα (q, k)h
A,Λ
β (q, p)
− 2MΛαβ(k + p)hM,Λα (k + p, k−p+q2 )hM,Λβ (k + p, k−p−q2 )
−MΛαβ(p− k)hM,Λα (p− k, k+p−q2 )hM,Λβ (p− k, k+p+q2 )
+ CΛαβ(p− k)hC,Λα (p− k, k+p−q2 )hC,Λβ (p− k, k+p+q2 )
− 12AΛαβ(p− k)hA,Λα (p− k, k+p−q2 )hA,Λβ (p− k, k+p+q2 )
+ 12Φ
Λ
αβ(p− k)hΦ,Λα (p− k, k+p−q2 )hΦ,Λβ (p− k, k+p+q2 )
]
(D.3)
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CΛ22(q; k, p) =
∑
α,β
[
Uδα,0δβ,0 + ΦΛαβ(q)hΦ,Λα (q, k)h
Φ,Λ
β (q, p)
− 2MΛαβ(k + p)hM,Λα (k + p, k−p+q2 )hM,Λβ (k + p, k−p−q2 )
−MΛαβ(p− k)hM,Λα (p− k, k+p−q2 )hM,Λβ (p− k, k+p+q2 )
+ CΛαβ(p− k)hC,Λα (p− k, k+p−q2 )hC,Λβ (p− k, k+p+q2 )
+ 12A
Λ
αβ(p− k)hA,Λα (p− k, k+p−q2 )hA,Λβ (p− k, k+p+q2 )
− 12ΦΛαβ(p− k)hΦ,Λα (p− k, k+p−q2 )hΦ,Λβ (p− k, k+p+q2 )
]
(D.4)
CΛ33(q; k, p) =
∑
α,β
[
Uδα,0δβ,0 + 2CΛαβ(q)hC,Λα (q, k)h
C,Λ
β (q, p)
− 2MΛαβ(k + p)hM,Λα (k + p, k−p+q2 )hM,Λβ (k + p, k−p−q2 )
−MΛαβ(p− k)hM,Λα (p− k, k+p−q2 )hM,Λβ (p− k, k+p+q2 )
− CΛαβ(p− k)hC,Λα (p− k, k+p−q2 )hC,Λβ (p− k, k+p+q2 )
+ 12A
Λ
αβ(p− k)hA,Λα (p− k, k+p−q2 )hA,Λβ (p− k, k+p+q2 )
+ 12Φ
Λ
αβ(p− k)hΦ,Λα (p− k, k+p−q2 )hΦ,Λβ (p− k, k+p+q2 )
]
(D.5)
CΛ13(q; k, p) =
∑
αβ
[
2XΛβα(q)hXA,Λα (q, k)h
XC ,Λ
β (q, p)
−XΛαβ(p− k)
(
hXC ,Λα (p− k, k+p−q2 )hXA,Λβ (p− k, k+p+q2 )
+ hXC ,Λα (p− k, k+p+q2 )hXA,Λβ (p− k, k+p−q2 )
)] (D.6)
CΛ31(q; k, p) =
∑
αβ
[
2XΛαβ(q)hXC ,Λα (q, k)h
XA,Λ
β (q, p)
−XΛαβ(p− k)
(
hXC ,Λα (p− k, k+p−q2 )hXA,Λβ (p− k, k+p+q2 )
+ hXC ,Λα (p− k, k+p+q2 )hXA,Λβ (p− k, k+p−q2 )
)] (D.7)
CΛ12(q; k, p) = −
∑
α,β
[
νΛαβ(q)hν,Λα (q, k)h
ν,Λ
β (q, p)− ν˜Λαβ(q)hν˜,Λα (q, k)hν˜,Λβ (q, p)
+ ν˜Λαβ(p− k)hν˜,Λα (p− k, k+p−q2 )hν˜,Λβ (p− k, k+p+q2 )
] (D.8)
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CΛ21(q; k, p) = −
∑
α,β
[
− νΛαβ(q)hν,Λα (q, k)hν,Λβ (q, p)− ν˜Λαβ(q)hν˜,Λα (q, k)hν˜,Λβ (q, p)
+ ν˜Λαβ(p− k)hν˜,Λα (p− k, k+p−q2 )hν˜,Λβ (p− k, k+p+q2 )
] (D.9)
CΛ23(q; k, p) =
∑
α,β
[
−2X˜Λβα(q)hX˜Φ,Λα (q, k)hX˜C ,Λβ (q, p)
− X˜Λαβ(p− k)
(
hX˜C ,Λα (p− k, k+p−q2 )hX˜Φ,Λβ (p− k, k+p+q2 )
− hX˜C ,Λα (p− k, k+p+q2 )hX˜Φ,Λβ (p− k, k+p−q2 )
)] (D.10)
CΛ32(q; k, p) =
∑
α,β
[
2X˜Λβα(q)hX˜Φ,Λα (q, k)h
X˜C ,Λ
β (q, p)
− X˜Λαβ(p− k)
(
hX˜C ,Λα (p− k, k+p−q2 )hX˜Φ,Λβ (p− k, k+p+q2 )
− hX˜C ,Λα (p− k, k+p+q2 )hX˜Φ,Λβ (p− k, k+p−q2 )
)] (D.11)
CΛ01(q; k, p) = i
∑
α,β
X˜Λαβ(p− k)
(
hX˜C ,Λα (p− k, k+p−q2 )hX˜Φ,Λβ (p− k, k+p+q2 )
+ hX˜C ,Λα (p− k, k+p+q2 )hX˜Φ,Λβ (p− k, k+p−q2 )
)
= −CΛ10(q; k, p)
(D.12)
CΛ02(q; k, p) = −i
∑
α,β
XΛαβ(p− k)
(
hXC ,Λα (p− k, k+p−q2 )hXA,Λβ (p− k, k+p+q2 )
− hXC ,Λα (p− k, k+p+q2 )hXA,Λβ (p− k, k+p−q2 )
)
= −CΛ20(q; k, p)
(D.13)
CΛ03(q; k, p) = −i
∑
α,β
νΛαβ(p− k)hν,Λα (p− k, k+p−q2 )hν,Λβ (p− k, k+p+q2 )
= −CΛ30(q; k, p)
(D.14)
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Fermionic loop integrands
The fermionic loop integrands that appear in the flow equation (4.35) read
LΛ00(p, q) = FΛ(p1)FΛ(p2)− ImGΛ(p1) ImGΛ(p2) + ReGΛ(p1) ReGΛ(p2) (D.15)
LΛ01(p, q) = LΛ10(p, q) = i
(
FΛ(p1) ImGΛ(p2) + ImGΛ(p1)FΛ(p2)
)
(D.16)
LΛ02(p, q) = −LΛ20(p, q) = i
(
ReGΛ(p1)FΛ(p2)− FΛ(p1) ReGΛ(p2)
)
(D.17)
LΛ03(p, q) = LΛ30(p, q) = i
(
ReGΛ(p1) ImGΛ(p2) + ImGΛ(p1) ReGΛ(p2)
)
(D.18)
LΛ11(p, q) = FΛ(p1)FΛ(p2)− ImGΛ(p1) ImGΛ(p2)− ReGΛ(p1) ReGΛ(p2) (D.19)
LΛ22(p, q) = −FΛ(p1)FΛ(p2)− ImGΛ(p1) ImGΛ(p2)− ReGΛ(p1) ReGΛ(p2) (D.20)
LΛ33(p, q) = −FΛ(p1)FΛ(p2)− ImGΛ(p1) ImGΛ(p2) + ReGΛ(p1) ReGΛ(p2) (D.21)
LΛ12(p, q) = −LΛ21(p, q) = ImGΛ(p1) ReGΛ(p2)− ReGΛ(p1) ImGΛ(p2) (D.22)
LΛ13(p, q) = LΛ31(p, q) = ReGΛ(p1)FΛ(p2) + FΛ(p1) ReGΛ(p2) (D.23)
LΛ23(p, q) = −LΛ32(p, q) = ImGΛ(p1)FΛ(p2)− FΛ(p1) ImGΛ(p2) (D.24)
where p1 = p− q/2 and p2 = p+ q/2.
D.2. Two-loop contributions
In this section, analytical expressions for the two-loop two-boson exchange (TB) contri-
butions that appear in the last three lines of (4.84) are presented. They are derived for
exchange propagators that are diagonal with respect to the form factor index and for
frequency-independent fermion-boson vertices. The arguments of the exchange propagat-
ors are abbreviated as
p1 = p− q2 p2 = p+ q2 . (D.25)
In order to write the equations as compact as possible, effective three-boson vertices are
defined by
γΛaim;ναµ(p, q) =
1
2
∫ d2k
(2pi)2fν(k +
p
2 − q4 )fα(k)fµ(k + p2 + q4 ) tr(τ (a)τ (i)τ (m)GΛ(p+ k))|k0=0
(D.26)
where a, i and m label the Pauli matrix basis for describing the Nambu index structure
and ν, α as well as µ form factors. k0 is set to zero because the flow equations are
evaluated for vanishing fermionic frequencies in case the frequency dependence of the
fermion-boson vertices is neglected. In this form, γΛ(p, q) is appropriate if lattice form
factors are used as basis set to describe the dependence of the effective interactions on the
fermionic momenta. Expressions that are appropriate in case Fermi surface harmonics
are used can be obtained easily by replacing k → kF ± q/2, integration of the Fermi
momenta kF over the Fermi surface and averaging over the two signs of q (very similar
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to the procedure described in section 4.2). After evaluating the trace over the Pauli
matrices and the propagator, three effective three-boson vertices appear:
γReG,Λναµ (p, q) =
∫ d2k
(2pi)2fν(k +
p
2 − q4 )fα(k)fµ(k + p2 + q4 ) ReGΛ(p+ k)|k0=0 (D.27)
γImG,Λναµ (p, q) =
∫ d2k
(2pi)2fν(k +
p
2 − q4 )fα(k)fµ(k + p2 + q4 ) ImGΛ(p+ k)|k0=0 (D.28)
γF,Λναµ(p, q) =
∫ d2k
(2pi)2fν(k +
p
2 − q4 )fα(k)fµ(k + p2 + q4 )FΛ(p+ k)|k0=0. (D.29)
The renormalization contributions then read
∂ΛV
PH,Λ
00 (q, α)|TB = −∂Λ,V
∫ d3p
(2pi)3
∑
µ,ν
[
−4γImG,Λναµ (p, q)2MΛµ (p1)MΛν (p2)
+ γF,Λναµ(p, q)2
(
AΛµ(p1)MΛν (p2) +MΛµ (p1)AΛν (p2)
)
+ 4γF,Λναµ(p, q)γReG,Λναµ (p, q)
(
XΛµ (p1)MΛν (p2) +MΛµ (p1)XΛν (p2)
)
+ 2γReG,Λναµ (p, q)2
(
CΛµ (p1)MΛν (p2) +MΛµ (p1)CΛν (p2)
)]
(D.30)
∂ΛV
PH,Λ
11 (q, α)|TB = −∂Λ,V
∫ d3p
(2pi)3
∑
µ,ν
[
γF,Λναµ(p, q)2
(
1
2
(
AΛµ(p1)AΛν (p2) + ΦΛµ(p1)ΦΛν (p2)
)
+ 6MΛµ (p1)MΛν (p2) + 2CΛµ (p1)CΛν (p2) + νΛµ (p1)νΛν (p2)
− 4XΛµ (p1)XΛν (p2)− 4X˜Λµ (p1)X˜Λν (p2)
)
+ γReG,Λναµ (p, q)2
(
AΛµ(p1)CΛν (p2) + CΛµ (p1)AΛν (p2) + 4XΛµ (p1)XΛν (p2)
)
+ γImG,Λναµ (p, q)2
(
4X˜Λµ (p1)X˜Λν (p2)− ΦΛµ(p1)CΛν (p2)− CΛµ (p1)ΦΛν (p2)
)
− 2γImG,Λναµ (p, q)γReG,Λναµ (p, q)
(
2
(
X˜Λµ (p1)XΛν (p2) +XΛµ (p1)X˜Λν (p2)
)
+ CΛµ (p1)νΛν (p2) + νΛµ (p1)CΛν (p2)
)
+ 2γF,Λναµ(p, q)γReG,Λναµ (p, q)
(
XΛµ (p1)
(
AΛν (p2)− 2CΛν (p2)
)
+ νΛµ (p1)X˜Λν (p2)
+
(
AΛµ(p1)− 2CΛµ (p1)
)
XΛν (p2) + X˜Λµ (p1)νΛν (p2)
)
+ 2γF,Λναµ(p, q)γImG,Λναµ (p, q)
(
X˜Λµ (p1)
(
ΦΛν (p2) + 2CΛν (p2)
)
− νΛµ (p1)XΛν (p2)
+
(
ΦΛµ(p1) + 2CΛµ (p1)
)
X˜Λν (p2)−XΛµ (p1)νΛν (p2)
)]
(D.31)
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∂ΛV
PH,Λ
22 (q, α)|TB = −∂Λ,V
∫ d3p
(2pi)3
∑
µ,ν
[
γF,Λναµ(p, q)2
(
νΛµ (p1)νΛν (p2)
+ 12
(
AΛµ(p1)ΦΛν (p2) + ΦΛµ(p1)AΛν (p2)
))
+ γReG,Λναµ (p, q)2
(
CΛµ (p1)ΦΛν (p2) + ΦΛµ(p1)CΛν (p2) + 4X˜Λµ (p1)X˜Λν (p2)
)
− γImG,Λναµ (p, q)2
(
AΛµ(p1)CΛν (p2) + CΛµ (p1)AΛν (p2)− 4XΛµ (p1)XΛν (p2)
)
− 2γReG,Λναµ (p, q)γImG,Λναµ (p, q)
(
νΛµ (p1)CΛν (p2) + CΛµ (p1)νΛν (p2)
− 2
(
XΛµ (p1)X˜Λν (p2) + X˜Λµ (p1)XΛν (p2)
))
+ 2γReG,Λναµ (p, q)γF,Λναµ(p, q)
(
νΛµ (p1)X˜Λν (p2) + X˜Λµ (p1)νΛν (p2)
+XΛµ (p1)ΦΛν (p2) + ΦΛµ(p1)XΛν (p2)
)
− 2γImG,Λναµ (p, q)γF,Λναµ(p, q)
(
XΛµ (p1)νΛν (p2) + νΛµ (p1)XΛν (p2)
− AΛµ(p1)X˜Λν (p2)− X˜Λµ (p1)AΛν (p2)
)]
(D.32)
∂ΛV
PH,Λ
33 (q, α)|TB = −∂Λ,V
∫ d3p
(2pi)3
∑
µ,ν
[
γF,Λναµ(p, q)2
(
4XΛµ (p1)XΛν (p2)
+ AΛµ(p1)CΛν (p2) + CΛµ (p1)AΛν (p2)
)
+ γReG,Λναµ (p, q)2
(
1
2
(
AΛµ(p1)AΛν (p2) + ΦΛµ(p1)ΦΛν (p2)
)
+ 6ΦM,Λµ (p1)MΛµ (p2)
+ 2CΛµ (p1)CΛµ (p2)− 4XΛµ (p1)XΛν (p2)− νΛµ (p1)νΛν (p2)
+ 4X˜Λµ (p1)X˜Λν (p2)
)
+ γImG,Λναµ (p, q)2
(
νΛµ (p1)νΛν (p2)− 12
(
AΛµ(p1)ΦΛν (p2) + ΦΛµ(p1)AΛν (p2))
)
+ γImG,Λναµ (p, q)γReG,Λναµ (p, q)
(
4
(
XΛµ (p1)X˜Λν (p2) + X˜Λµ (p1)XΛν (p2)
)
− νΛµ (p1)
(
AΛν (p2) + ΦΛν (p2)
)
−
(
AΛµ(p2) + ΦΛµ(p2)
)
νΛν (p2)
)
+ 2γReG,Λναµ (p, q)γF,Λναµ(p, q)
(
νΛµ (p1)X˜Λν (p2) + X˜Λµ (p1)νΛν (p2)
−XΛµ (p1)
(
AΛν (p2)− 2CΛν (p2)
)
−
(
AΛµ(p1)− 2CΛµ (p1)
)
XΛν (p2)
)
+ 2γImG,Λναµ (p, q)γF,Λναµ(p, q)
(
AΛµ(p1)X˜Λν (p2) + X˜Λµ (p1)AΛν (p2)
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+XΛµ (p1)νΛν (p2) + νΛµ (p1)XΛν (p2)
)
(D.33)
∂ΛV
PH,Λ
13 (q, α)|TB = −∂Λ,V
∫ d3p
(2pi)3
∑
µ,ν
[
γF,Λναµ(p, q)2
(
νΛµ (p1)X˜Λν (p2) + X˜Λµ (p1)νΛν (p2)
+XΛµ (p1)
(
AΛν (p2)− 2CΛν (p2)
)
+
(
AΛµ(p1)− 2CΛµ (p1)
)
XΛν (p2)
)
+ γReG,Λναµ (p, q)2
(
νΛµ (p1)X˜Λν (p2) + X˜Λµ (p1)νΛν (p2)
−XΛµ (p1)
(
AΛν (p2)− 2CΛν (p2)
)
−
(
AΛµ(p1)− 2CΛµ (p1)
)
XΛν (p2)
)
+ γImG,Λναµ (p, q)2
(
XΛµ (p1)ΦΛν (p2) + ΦΛµ(p1)XΛν (p2)− X˜Λµ (p1)νΛν (p2)− νΛµ (p1)X˜Λν (p2)
)
+ γImG,Λναµ (p, q)γReG,Λναµ (p, q)
(
2
(
XΛµ (p1)νΛν (p2) + νΛµ (p1)XΛµ (p2)
)
+ X˜Λµ (p1)
(
AΛν (p2) + ΦΛν (p2)− 2CΛν (p2)
)
+
(
AΛµ(p1) + ΦΛµ(p1)− 2CΛµ (p1)
)
X˜Λν (p2)
)
+ γReG,Λναµ (p, q)γF,Λναµ(p, q)
(
1
2Φ
Λ
µ(p1)ΦΛν (p2) + 8XΛµ (p1)XΛν (p1)
− 12
(
AΛµ(p1)− 2CΛµ (p1)
)(
AΛν (p2)− 2CΛν (p2)
)
+ 6MΛµ (p1)MΛν (p2)
)
− γImG,Λναµ (p, q)γF,Λναµ(p, q)
(
4
(
XΛµ (p1)X˜Λν (p2) + X˜Λµ (p1)XΛν (p2)
)
+ 12ν
Λ
µ (p1)
(
ΦΛν (p2)− AΛν (p2) + 2CΛν (p2)
)
+ 12
(
ΦΛµ(p1)− AΛµ(p1) + 2CΛµ (p1)
)
νΛν (p2)
)
(D.34)
∂ΛV
PH,Λ
12 (q, α)|TB = −∂Λ,V
∫ d3p
(2pi)3
∑
µ,ν
[
γF,Λναµ(p, q)2
(
2
(
X˜Λµ (p1)XΛν (p2)−XΛµ (p1)X˜Λν (p2)
)
+ 12
(
AΛµ(p1) + ΦΛµ(p1)
)
νΛν (p2)− 12νΛµ (p1)
(
AΛν (p2) + ΦΛν (p2)
))
+ γReG,Λναµ (p, q)2
(
CΛµ (p1)νΛν (p2)− νΛµ (p1)CΛν (p2)
+ 2
(
XΛµ (p1)X˜Λν (p2)− X˜Λµ (p1)XΛν (p2)
))
+ γImG,Λναµ (p, q)2
(
νΛµ (p1)CΛν (p2)− CΛµ (p1)νΛν (p2)
+ 2
(
XΛµ (p1)X˜Λν (p2)− X˜Λµ (p1)XΛν (p2)
))
+ γImG,Λναµ (p, q)γReG,Λναµ (p, q)
(
CΛµ (p1)
(
AΛν (p2) + ΦΛν (p2)
)
−
(
AΛµ(p1) + ΦΛµ(p1)
)
CΛν (p2)
)
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+ γF,Λναµ(p, q)γReG,Λναµ (p, q)
(
2
(
XΛµ (p1)νΛν (p2)− νΛµ (p1)XΛν (p2)
)
+
(
AΛµ(p1) + ΦΛµ(p1)− 2CΛµ (p1)
)
X˜Λν (p2)
− X˜Λµ (p1)
(
AΛν (p2) + ΦΛν (p2)− 2CΛν (p2)
))
+ γF,Λναµ(p, q)γImG,Λναµ (p, q)
(
2
(
X˜Λµ (p1)νΛν (p2)− νΛµ (p1)X˜Λν (p2)
)
−
(
AΛµ(p1) + ΦΛµ(p1) + 2CΛµ (p1)
)
XΛν (p2)
+XΛµ (p1)
(
AΛν (p2) + ΦΛν (p2) + 2CΛν (p2)
))]
(D.35)
∂ΛV
PH,Λ
23 (q, α)|TB = −∂Λ,V
∫ d3p
(2pi)3
∑
µ,ν
[
γF,Λναµ(p, q)2
(
X˜Λµ (p1)AΛν (p2)− AΛµ(p1)X˜Λν (p2)
+ νΛµ (p1)XΛν (p2)−XΛµ (p1)νΛν (p2)
)
+ γReG,Λναµ (p, q)2
(
XΛµ (p1)νΛν (p2)− νΛµ (p1)XΛν (p2)
+ X˜Λµ (p1)
(
φΛν (p2) + 2CΛν (p2)
)
−
(
φΛν (p1) + 2CΛν (p1)
)
X˜Λν (p2)
)
+ γImG,Λναµ (p, q)2
(
νΛµ (p1)XΛν (p2)−XΛµ (p1)νΛν (p2) + AΛµ(p1)X˜Λν (p2)− X˜Λµ (p1)AΛν (p2)
)
+ γImG,Λναµ (p, q)γReG,Λναµ (p, q)
(
2
(
νΛµ (p1)X˜Λν (p2)− X˜Λµ (p1)νΛν (p2)
)
+XΛµ (p1)
(
AΛν (p2) + ΦΛν (p2) + 2CΛν (p2)
)
−
(
AΛµ(p1) + ΦΛµ(p1) + 2CΛµ (p1)
)
XΛν (p2)
)
+ γReG,Λναµ (p, q)γF,Λναµ(p, q)
(
4
(
X˜Λµ (p1)XΛν (p2)−XΛµ (p1)X˜Λν (p2)
)
+ 12ν
Λ
µ (p1)
(
ΦΛν (p2)− AΛν (p2) + 2CΛν (p2)
)
− 12
(
ΦΛµ(p1)− AΛµ(p1) + 2CΛµ (p1)
)
νΛν (p2)
)
+ γImG,Λναµ (p, q)γF,Λναµ(p, q)
(
1
2A
Λ
µ(p1)
(
ΦΛν (p2) + 2CΛν (p2)
)
+ 12
(
ΦΛµ(p1) + 2CΛµ (p1)
)
AΛν (p2)
)]
. (D.36)
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U → 0
This appendix briefly reports on the solution of the attractive Hubbard model in the
limit of a vanishing interaction, U → 0. The first part presents a perturbative solution
similar to the one by Martín-Rodero and Flores [155]. The second part discusses how the
perturbative result can be recovered in the framework of the modified one-loop truncation
within a very simple approximation.
E.1. Perturbation theory
In the limit of a vanishing interaction U , the effect of particle-hole fluctuations on the
superfluid gap can be treated perturbatively. For that purpose, the superfluid gap is
computed self-consistently from a renormalized gap equation,
∆(k) = −
∫ d3p
(2pi)3 Γ
PP,irr
+−+−(k, p, p, k)F (p). (E.1)
It differs from the gap equation in mean-field approximation in that the bare interaction
U is replaced by the particle-particle irreducible vertex ΓPP,irr. In the weak-coupling limit
U → 0, it suffices to perform a double expansion of the right hand side up to the second
order in U and the first order in ∆ [155]. This yields
ΓPP,irr+−+−(k, p, p, k) = U − U2LPH(k + p) (E.2)
for the particle-particle irreducible vertex, where LPH(q) is the particle-hole bubble1. For
a self-consistent solution in O(U2) for a larger interaction, it would be necessary to take
all contributions in the anomalous self-energy and furthermore the normal self-energy
into account. The self-consistent result including the leading corrections in ∆ can be
found in [155]. Evaluating the above equation for k0 = 0 and assuming the gap to be
local, one arrives at
∆ =
∫ d2p
(2pi)2 ∆(p0 = 0,p) = −
∫ d3p
(2pi)3F (p)
(
U − U2
∫ d2k
(2pi)2LPH(p0,k + p)
)
. (E.3)
After performing the frequency integrations, the gap equation reads
∆ = −U∆
∫ d2p
(2pi)2
a(E(p))
2E(p) , (E.4)
1Note that up to terms of order O(∆), there is no difference between the contributions from magnetic
(L00) and density (L33) fluctuations, i. e. LPH = L00 = L33.
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where E(p) =
√
∆2 + ξ2(p). In the weak-coupling limit and away from van Hove filling,
the function a(ω) can be computed with bare propagators, yielding
a(ω) = 1 + U
∫ d2k
(2pi)2
∫ d2k′
(2pi)2
Θ(ξ(k))Θ(−ξ(k′)) + Θ(−ξ(k))Θ(ξ(k′))
|ω|+ |ξ(k)|+ |ξ(k′)| < 1. (E.5)
Note that a(ω) is non-analytic at ω = 0 (for a constant density of states one obtains
a(ω) − a(0) ∼ ω log(ω)), but this does not have a noticeable influence on the result
for the gap. Numerically solving equation (E.4) for U = −2, t′ = −0.1 and µ = −1.5
(corresponding to quarter-filling), one obtains ∆ = 0.071 when O(U2)-corrections are
included and ∆BCS = 0.22 without them. Particle-hole fluctuations thus reduce the gap
to about one third of the mean-field value,
∆
∆BCS
= 0.32. (E.6)
In O(U2), this ratio depends only weakly on U even for moderate couplings.
In order to obtain a simple expression for the suppression of the gap in the weak-
coupling limit, the energy dependence of a(ω) in (E.4) or equivalently in (E.5) can
be neglected. This results in equation (E.1) with ΓPP,irr+−+−(k, p, p, k) being replaced by
Ueff = Ua(0) with |Ua(0)| < |U |, yielding a reduction of the effective interaction in
comparison to the mean-field approximation. Writing
a(0) = 1− |U |α0ρ0, (E.7)
where ρ0 is the density of states at the Fermi level and
α0ρ0 =
∫ d2k
(2pi)2
∫ d2k′
(2pi)2
Θ(ξ(k))Θ(−ξ(k′)) + Θ(−ξ(k))Θ(ξ(k′))
|ξ(k)|+ |ξ(k′)| , (E.8)
it is possible to obtain a simple result for ∆/∆BCS in the limit U → 0. Solving the gap
equation with the reduced interaction to logarithmic precision for a constant density of
states yields
∆ = 2D exp
(
− 1|U |ρ0(1− |U |α0ρ0)
)
= 2D exp
(
− 1|Ueff|ρ0
)
U→0≈ ∆BCS exp(−α0), (E.9)
where D is half of the bandwidth. At quarter filling and for t′ = −0.1, one obtains
α0ρ0 = 0.172 and ρ0 = 0.145, so that α0 = 1.18 and exp(−α0) = 0.31. Equation (E.9)
therefore predicts a reduction of the superfluid gap by particle-hole fluctuations to roughly
one third of the mean-field value in the limit U → 0. The same result is obtained from
the solution of equation (E.4) even for U = −2. Note that for this latter value of U , the
left hand side of equation (E.9) yields a larger reduction of the gap to one fifth of the
mean-field value.
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E.2. Equivalent approximation for the RG
In this section, it is demonstrated how the above perturbative result can be obtained
from the RG. For that purpose, very simple approximations are applied to the flow
equations for the superfluid gap and for the amplitude mode: First, the superfluid gap is
approximated as local and frequency independent. Second, only particle-hole fluctuation
corrections to the Cooper channel are kept and all other fluctuation effects are neglected.
This yields the following set of equations:
∂Λ∆Λ = −
∫ d3p
(2pi)3S
Λ
+−(p)
[
U + AΛ(0)−
∫ d2k
(2pi)2
(
3MΛ(p0,k)− CΛ(p0,k)
)]
(E.10)
∂ΛA
Λ(0) =
∫ d3p
(2pi)3∂ΛL
Λ
11(p, 0)
[
U + AΛ(0)−
∫ d2k
(2pi)2
(
3MΛ(p0,k)− CΛ(p0,k)
)]2
.
(E.11)
It can be solved easily in case the frequency and scale dependence of the effective
interactions in the particle-hole channel are also neglected. These approximations seem
to be well justified for a regular Fermi surface in the limit U → 0. Sloppily removing
the regulator from the non-singular particle-hole fluctuations then amounts to treating
them perturbatively. The RG is subsequently applied to the singular particle-particle
channel. A similar argumentation was applied in [176] for the repulsive Hubbard model
in the weak-coupling limit. Eventually, the RG equations reduce to
∂Λ∆Λ = −(Ueff + AΛ(0))
∫ d3p
(2pi)3S
Λ
+−(p) (E.12)
∂ΛA
Λ(0) = (Ueff + AΛ(0))2
∫ d3p
(2pi)3∂ΛL
Λ
11(p, 0) (E.13)
where
Ueff = U −
∫ d2k
(2pi)2
(
3M(p0,k)− C(p0,k)
)
≈ U − U2
∫ d2k
(2pi)2L
Λ
PH(0,k). (E.14)
These equations are solved by the BCS gap equation for the anomalous self-energy and a
Bethe-Salpeter like integral equation for the effective interaction in the Cooper channel
with the bare interaction U being replaced by Ueff, yielding
∆ = −Ueff
∫ d3p
(2pi)3F (p) (E.15)
for the gap at scale zero. This is exactly the weak-coupling result as obtained from
equation (E.4) after replacing a(ω) by a(0).
The above discussion illustrates that the computation of the superfluid gap from a
renormalized gap equation is possible if scale-separation holds approximately: In that
case, the renormalization of the effective interaction in the Cooper channel is due to
high-energy particle-hole excitations, while pairing occurs for fermions near the Fermi
surface.
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F. Implementation of coordinate
projection for enforcing Ward
identities
In chapters 7 and 8, a coordinate projection scheme is used to enforce the Ward identity
for global charge conservation connecting the anomalous self-energy with the vertex
in the numerical solution of the flow equations. Schemes for imposing invariants on
the numerical solution of ordinary differential equations were proposed for example
in [142, 151–153]. In this section, the implementation of such a scheme is discussed
for the attractive Hubbard model following Ascher et al. [142]. The application of the
projection scheme to the repulsive Hubbard model is very similar.
The flow equations can be schematically written in the form
∂Λy
Λ = fΛ(yΛ) (F.1)
where yΛ is a vector that contains all flowing couplings and fΛ(yΛ) represents the right
hand side of the RG equations. The Ward identity connecting the anomalous self-energy
and the vertex reads
hΛ(yΛ) = 0. (F.2)
where
hΛ(yΛ) = ∆(0) + ∆(0)
∫ d3p
(2pi)3L
Λ
22(p, 0)
[
U + ΦΛ(0)gΦ,Λ(p0)
+ 12
(
AΛ(p− k)gA,Λ(p02 )2 − ΦΛ(p− k)gΦ,Λ(p02 )2
)
+ CΛ(p− k)gC,Λ(p02 )2 − 3MΛ(p− k)gM,Λ(p02 )2
]
k0=0
−∆Λ(0)
(F.3)
is the Ward identity evaluated at k0 = 0. The equations for k0 6= 0 could be used as
additional constraints, but this was not implemented for simplicity. As described already
in chapter 7, hΛ(yΛ) can be added to (F.1) without changing the solution in case the
Ward identity is fulfilled,
∂Λy
Λ = fΛ(yΛ)− (HΛ ·HΛ)−1HΛhΛ(yΛ) (F.4)
where HΛ = ~∂yΛhΛ is the gradient of the Ward identity with respect to the couplings.
If the solution does not fulfil the Ward identity, the correction pushes it back to the
manifold that is spanned by hΛ(yΛ) = 0. Ascher et al. [142] noted that it is possible
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to do the projection after every step of the ODE solver algorithm. After obtaining the
solution yΛRK from for example a Runge-Kutta routine, the couplings are projected in
order to obtain the new couplings yΛ,
yΛ = yΛRK −
[
(HΛ ·HΛ)−1HΛhΛ(yΛ)
]
yΛ=yΛRK
(F.5)
that are used to evaluate the next step of the ODE solver.
For simplicity, the projection was done only for the gap at vanishing fermionic frequency
∆Λ(k0 = 0), the mass of the phase mode mΛΦ = −1/ΦΛ(0) and of the amplitude mode
mΛA = −1/AΛ(0). The values of these quantities at finite frequencies or momenta were
projected in a way that preserves the shape of the momentum and frequency dependences.
For the computation of the gradient, the gap was written as ∆Λ(k0) = ∆Λ + δ∆Λ(k0)
where ∆Λ = ∆Λ(k0 = 0) and δ∆Λ(k0) = ∆Λ(k0)−∆Λ. The frequency dependent masses
were decomposed similarly in mΛi (q0) = mΛi + δmΛi (q0) where δmΛi (q0) = mΛi (q0) −mΛi
for i ∈ {A,Φ}. In the gradient, the derivatives of the Ward identity were approximated
by those with respect to the frequency independent quantities ∆Λ, mΛΦ and mΛA, yielding
∂hΛ(yΛ)
∂∆Λ = ∆(0)
∫ d3p
(2pi)3
∂LΛ22
∂∆Λ (p, 0)
[
U + ΦΛ(0)gΦ,Λ(p0)
+ 12
(
AΛ(p− k)gA,Λ(p02 )2 − ΦΛ(p− k)gΦ,Λ(p02 )2
)
+ CΛ(p− k)gC,Λ(p02 )2 − 3MΛ(p− k)gM,Λ(p02 )2
]
k0=0
− 1
(F.6)
∂hΛ(yΛ)
∂mΛΦ
= ∆(0)
∫ d3p
(2pi)3L
Λ
22(p, 0)
[
(ΦΛ(0))2gΦ,Λ(p0)− 12(ΦΛ(p− k))2gΦ,Λ(p02 )2
]
(F.7)
∂hΛ(yΛ)
∂mΛA
= ∆(0)2
∫ d3p
(2pi)3L
Λ
22(p, 0)(AΛ(p− k))2gA,Λ(p02 )2
]
. (F.8)
The square of the norm of HΛ in this approximation reads
HΛ ·HΛ =
(
∂hΛ(yΛ)
∂∆Λ
)2
+
(
∂hΛ(yΛ)
∂mΛΦ
)2
+
(
∂hΛ(yΛ)
∂mΛA
)2
. (F.9)
The projected values for the frequency dependent gap were obtained as
∆Λ(k0) = ∆ΛRK(k0)−
[
(HΛ ·HΛ)−1∂h
Λ(yΛ)
∂∆Λ h
Λ(yΛ)
]
yΛ=yΛRK
, (F.10)
while the momentum and frequency dependence of the amplitude and phase mode of the
gap were projected as
AΛ(q) = −
[
− 1
AΛ(q) − (H
Λ ·HΛ)−1∂h
Λ(yΛ)
∂mΛA
hΛ(yΛ)
]−1
yΛ=yΛRK
(F.11)
ΦΛ(q) = −
[
− 1ΦΛ(q) − (H
Λ ·HΛ)−1∂h
Λ(yΛ)
∂mΛΦ
hΛ(yΛ)
]−1
yΛ=yΛRK
. (F.12)
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In the numerical solution of the flow equations in chapters 7 and 8, it turned out that
the derivative of the Ward identity with respect to mΛA was much smaller than the
other two derivatives. It is expected that other derivatives for example with respect to
couplings in the particle-hole channel are even smaller, so that they can be neglected to a
good approximation. This suggests that the above scheme captures the most important
contributions to the gradient of the Ward identity, which is well approximated for the
gap for small k0 and for the amplitude and phase mode for small q.
This simple projection scheme yielded satisfactory results and significantly improved
the fulfilment of the Ward identity in the numerical solution of the flow equations.
Nevertheless, further improvements may be obtained by projecting not only after the
steps of the ODE solver, but before every evaluation of the right hand side of the flow
equations. Furthermore, a better approximation for the frequency dependence of the
gap might be obtained by projecting as described above and subsequent self-consistent
determination of ∆Λ(k0) from the Ward identity with fixed vertex and normal self-energy.
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G. Reduced s- and d-wave pairing
and forward scattering model
In this appendix, the exact solution of a reduced model with interactions in the s- and
d-wave pairing and forward scattering channels is presented. It yields information on the
couplings that have to be taken into account in order to capture the exact solution within
the functional RG, which is particularly useful with regard to the anomalous effective
interactions. Such a model would appear within the one-particle irreducible framework
of RG in case fluctuations are taken into account for the high-energy degrees of freedom
while they are neglected at low scales, yielding a renormalized mean-field flow. In the
following, it is assumed that the pairing interaction is attractive in the d-wave channel
and that no instability occurs in the other channels (i. e. no instability occurs in the
particle-hole channel and the s-wave pairing interaction is repulsive).
The microscopic action of the model is the same as in equations (6.1), (6.2) and (6.3)
to (6.5). The momentum dependence of the interaction is assumed to be separable with
the same form factors in all channels for simplicity,
V (0)(k, k′) = g(0)s + g
(0)
d fd(k)fd(k′) (G.1)
F (0)c (k, k′) = g(0)c,s + g
(0)
c,dfd(k)fd(k′) (G.2)
F (0)m (k, k′) = g(0)m,s + g
(0)
m,dfd(k)fd(k′), (G.3)
where the subscripts “s” and “d” label couplings in the the s- and dx2−y2-wave channels,
respectively, and fs(k) = 1 and fd(k) = cos kx − cos ky are lattice form factors. The
Bethe-Salpeter like integral equation for the couplings (6.29) then reads∑
α,β
fα(k)Vˆ PH,Λαβ fβ(k′) =
∑
α,β
fα(k)Vˆ PH,Λ0αβ fβ(k′)
+
∑
p,α,β,γ,δ
fα(k)Vˆ PH,Λ0αγ fγ(p)(2LˆΛf (p))fδ(p)Vˆ
PH,Λ
δβ fβ(k′)
(G.4)
where the Greek indices sum over the s- and d-wave channels. Defining
LˆΛf,γδ =
∑
p
fγ(p)LˆΛ(p)fδ(p), (G.5)
the matrices with regards to the form factor index read
(Vˆ PH,Λ)αβ =
(
Vˆ PH,Λss Vˆ
PH,Λ
sd
Vˆ PH,Λds Vˆ
PH,Λ
dd
)
αβ
(LˆΛf )αβ =
(
LˆΛf,ss Lˆ
Λ
f,sd
LˆΛf,ds Lˆ
Λ
f,dd
)
αβ
. (G.6)
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The sub-matrices have a Nambu structure similar to those that appeared in the explicit
solution of the reduced model in chapter 6, albeit with additional indices for the form
factors. Eliminating the form factors with arguments k and k′ by orthogonal projection,
the integral equation reduces to
Vˆ PH,Λαβ = Vˆ
PH,Λ0
αβ +
∑
p,γ,δ
Vˆ PH,Λ0αγ (2LˆΛf,γδ)Vˆ
PH,Λ
δβ . (G.7)
Note that this is a matrix equation with respect to Nambu and form factor indices. The
matrix containing the fermionic loop integrands reads
LˆΛf,γδ =

lΛm,γδ 0 0 0
0 lΛa,γδ 0 lΛx,δγ
0 0 lΛφ,γδ 0
0 lΛx,γδ 0 lΛc,γδ
 (G.8)
with matrix elements
lΛm,γδ =
∑
p
fγ(p)LΛ00(p)fδ(p)
lΛa,γδ =
∑
p
fγ(p)LΛ11(p)fδ(p)
lΛφ,γδ =
∑
p
fγ(p)LΛ22(p)fδ(p)
lΛc,γδ =
∑
p
fγ(p)LΛ33(p)fδ(p)
lΛx,γδ =
∑
p
fγ(p)LΛ13(p)fδ(p).
(G.9)
The unbroken fourfold symmetry of the lattice leads to simplifications of the matrices:
All loops that appear on the diagonal of (G.8) are non-zero for γ = δ ∈ {s, d} because
an even number of d-wave form factors appears in the integrands in this case. Most
off-diagonal entries vanish due to the appearance of an odd number of d-wave form factors
in the integrands that change sign under rotations of the loop momentum by pi2 . The
situation is different for the off-diagonal anomalous (3+1)-loops because these are linear
in the anomalous propagator and the contained d-wave form factor needs one additional
factor of fd to make the integral finite. The resulting matrix thus reads1
(
LˆΛf,ss Lˆ
Λ
f,sd
LˆΛf,ds Lˆ
Λ
f,dd
)
=

lΛm,s 0 0 0 0 0 0 0
0 lΛa,s 0 0 0 0 0 lΛx,ds
0 0 lΛφ,s 0 0 0 0 0
0 0 0 lΛc,s 0 lΛx,sd 0 0
0 0 0 0 lΛm,d 0 0 0
0 0 0 lΛx,sd 0 lΛa,d 0 0
0 0 0 0 0 0 lΛφ,d 0
0 lΛx,ds 0 0 0 0 0 lΛc,d

(G.10)
1For matrix elements that are diagonal with respect to the form factor index, one index is suppressed
for convenience.
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The matrix containing the couplings has the same structure and reads
(
Vˆ PH,Λss Vˆ
PH,Λ
sd
Vˆ PH,Λds Vˆ
PH,Λ
dd
)
=

gΛm,s 0 0 0 0 0 0 0
0 12g
Λ
a,s 0 0 0 0 0 gΛx,ds
0 0 12g
Λ
φ,s 0 0 0 0 0
0 0 0 gΛc,s 0 gΛx,sd 0 0
0 0 0 0 gΛm,d 0 0 0
0 0 0 gΛx,sd 0 12g
Λ
a,d 0 0
0 0 0 0 0 0 12g
Λ
φ,d 0
0 gΛx,ds 0 0 0 0 0 gΛc,d.

(G.11)
At the scale Λ0, the couplings g have to be replaced by the corresponding g(0). The
flowing couplings are obtained by solving equation (G.7) for Vˆ PH,Λαβ , which is simplified
by the block-diagonal structure of the above matrices. For the magnetic channel and the
phase component of the vertex, this yields
gΛm,i =
(
(g(0)m,i)−1 − 2lΛm,i
)−1
(G.12)
gΛφ,i =
(
(g(0)i )−1 − lΛφ,i
)−1
(G.13)
for i ∈ {s, d}. The couplings for the density, amplitude and anomalous (3+1)-channels
read
gΛa,s =
(
2g(0)c,d
)−1 − lΛc,d
dΛds
gΛa,d =
(
2g(0)c,s
)−1 − lΛc,s
dΛsd
(G.14)
gΛx,ds =
lΛx,ds
2dΛds
gΛx,sd =
lΛx,sd
2dΛsd
(G.15)
gΛc,d =
(
g(0)s
)−1 − lΛa,s
2dΛds
gΛc,s =
(
g
(0)
d
)−1 − lΛa,d
2dΛsd
(G.16)
where
dΛds =
((
g(0)s
)−1 − lΛa,s)((2g(0)c,d)−1 − lΛc,d)− (lΛx,ds)2 (G.17)
dΛsd =
((
g
(0)
d
)−1 − lΛa,d)((2g(0)c,s )−1 − lΛc,s)− (lΛx,sd)2. (G.18)
This result shows that the anomalous (3+1)-effective interactions couple the s-wave
forward scattering channel to the d-wave pairing channel and vice versa. No anomalous
(3+1)-coupling between the s-wave forward scattering and pairing channels appears in
case the fourfold symmetry of the lattice is unbroken. The same is also true for the
d-wave channel. Note that the s-wave pairing channel is described by two couplings,
which were labelled “amplitude” and “phase” mode in analogy to the d-wave channel
despite the fact that they remain non-singular.
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The critical scale Λc for d-wave pairing is determined from the condition
g
(0)
i = lΛcφ,d = lΛca,d. (G.19)
At this scale, the d-wave pairing interaction would diverge in an RG flow without external
pairing field. From the results in chapter 6, it follows that the couplings gΛφ,d, gΛa,d as
well as gΛx,sd are singular at the critical scale in case the external pairing field is sent
to zero due to the appearance of (g(0)2 )−1 − lΛφ,2 or (g(0)2
)−1 − lΛa,2 in the denominators.
gΛφ,d remains singular below the critical scale, while gΛa,d and gΛx,sd are regularized by the
generated d-wave superfluid gap. All other couplings remain non-singular.
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H. Expansion of products of form
factors
In the flow equations for the self-energy and the vertex in the repulsive Hubbard model in
chapter 8, Brillouin zone integrals over products of form factors and exchange propagators
of the form ∑
β,γ
∫ d2k
(2pi)2fα(k + p)fβ(p+
k−q
2 )fγ(p+
k+q
2 )D
Λ
βγ(p0,k) (H.1)
appear, where DΛβγ is some combination of exchange propagators from (8.7). For an
efficient numerical evaluation of the flow equations, it is convenient to analytically
decompose the form factor products in parts that depend on k and parts that do
not. The k-integrations are then performed before evaluating the right hand side of
the flow equations at every scale. In this appendix, the frequency dependence of the
exchange propagators is included as it would appear in the CΛ-functions in an improved
approximation where the frequency dependence of the exchange propagators but not of
the fermion-boson vertices is kept. In the following, the fourfold symmetry of the lattice
is assumed to be unbroken and is exploited for simplifying the resulting expressions.
The computation of the fluctuation contributions involving the diagonal propagators
requires decompositions of the following products of form factors:∫ d2k
(2pi)2fα=s(k + p)fβ=s(p+
k+q
2 )fβ=s(p+
k−q
2 )D
Λ
s (p0,k) =
∫ d2k
(2pi)2D
Λ
s (p0,k) (H.2)
∫ d2k
(2pi)2fα=s(k + p)fβ=d(p+
k+q
2 )fβ=d(p+
k−q
2 )D
Λ
d (p0,k) =
= 12(cos qx + cos qy)
∫ d2k
(2pi)2D
Λ
d (p0,k)
+ 12
(
cos(2px) + cos(2py)
) ∫ d2k
(2pi)2 cos kxD
Λ
d (p0,k)
−
(
cos(px + qx2 ) cos(py − qy2 ) + cos(px − qx2 ) cos(py + qy2 )
)
×
×
∫ d2k
(2pi)2 cos(
kx
2 ) cos(
ky
2 )D
Λ
d (p0,k)
(H.3)
∫ d2k
(2pi)2fα=d(k + p)fβ=s(p+
k+q
2 )fβ=s(p+
k−q
2 )D
Λ
s (p0,k) =
= (cos px − cos py)
∫ d2k
(2pi)2 cos kxD
Λ
s (p0,k)
(H.4)
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∫ d2k
(2pi)2fα=d(k + p)fβ=d(p+
k+q
2 )fβ=d(p+
k−q
2 )D
Λ
d (p0,k) =
= 14(cos px − cos py)
∫ d2k
(2pi)2D
Λ
d (p0,k)
+ 12(cos px − cos py)(cos qx + cos qy)
∫ d2k
(2pi)2 cos kxD
Λ
d (p0,k)
+ 14
(
cos(3px)− cos(3py)
) ∫ d2k
(2pi)2 cos(2kx)D
Λ
d (p0,k)
+ 12
(
cos px cos(2py)− cos(2px) cos py
) ∫ d2k
(2pi)2 cos kx cos kyD
Λ
d (p0,k)
+ 2(cos px − cos py) cos( qx2 ) cos( qy2 )
∫ d2k
(2pi)2 sin(
kx
2 ) sin kx cos(
ky
2 )D
Λ
d (p0,k)
− (cos px − cos py)
(
cos(px + qx2 ) cos(py − qy2 ) + cos(px − qx2 ) cos(py + qy2 )
)
×
×
∫ d2k
(2pi)2 cos(
3kx
2 ) cos(
ky
2 )D
Λ
d (p0,k)
(H.5)
The products of form factors that appear in the fluctuation contributions from off-
diagonal propagators have a somewhat different form. For
DΛ+(p0,k) = XΛds(p0,k) +XΛsd(p0,k) DΛ−(p0,k) = XΛds(p0,k)−XΛsd(p0,k)
and similarly with XΛ replaced by X˜, they read
∫ d2k
(2pi)2fα=s(k + p)(fβ=d(p+
k+q
2 ) + fβ=d(p+
k−q
2 ))D
Λ
+(p0,k) =
= 2
(
cos px cos( qx2 )− cos py cos( qy2 )
) ∫ d2k
(2pi)2 cos(
kx
2 )D
Λ
+(p0,k)
(H.6)
∫ d2k
(2pi)2fα=d(k + p)
(
fβ=d(p+ k+q2 ) + fβ=d(p+
k−q
2 )
)
DΛ+(p0,k) =
=
(
cos( qx2 ) + cos(
qy
2 )
) ∫ d2k
(2pi)2 cos(
kx
2 )D
Λ
+(p0,k)
− 2 cos px cos py
(
cos( qx2 ) + cos(
qy
2 )
) ∫ d2k
(2pi)2 cos kx cos(
ky
2 )D
Λ
+(p0,k)
+
(
cos(2px) cos( qx2 ) + cos(2py) cos(
qy
2 )
) ∫ d2k
(2pi)2 cos(
3kx
2 )D
Λ
+(p0,k)
(H.7)
∫ d2k
(2pi)2fα=s(k + p)
(
fβ=d(p+ k−q2 )− fβ=d(p+ k+q2 )
)
DΛ−(p0,k) =
= −2
(
sin px sin( qx2 )− sin py sin( qy2 )
) ∫ d2k
(2pi)2 cos(
kx
2 )D
Λ
−(p0,k)
(H.8)
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∫ d2k
(2pi)2fα=d(k + p)
(
fβ=d(p+ k−q2 )− fβ=d(p+ k+q2 )
)
DΛ−(p0,k) =
= 2
(
sin px cos py sin( qx2 ) + cos px sin py sin(
qy
2 )
) ∫ d2k
(2pi)2 cos kx cos(
ky
2 )D
Λ
−(p0,k)
− 2
(
cos px sin px sin( qx2 ) + cos py sin py sin(
qy
2 )
) ∫ d2k
(2pi)2 cos(
3kx
2 )D
Λ
−(p0,k).
(H.9)
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