Evaluation of the effect of flexible demand and wave energy converters on the design of Hybrid Energy Systems by Friedrich, Daniel & Lavidas, George
  
 
 
 
Edinburgh Research Explorer 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Evaluation of the effect of flexible demand and wave energy
converters on the design of Hybrid Energy Systems
Citation for published version:
Friedrich, D & Lavidas, G 2017, 'Evaluation of the effect of flexible demand and wave energy converters on
the design of Hybrid Energy Systems' IET Renewable Power Generation.
Link:
Link to publication record in Edinburgh Research Explorer
Document Version:
Peer reviewed version
Published In:
IET Renewable Power Generation
General rights
Copyright for the publications made accessible via the Edinburgh Research Explorer is retained by the author(s)
and / or other copyright owners and it is a condition of accessing these publications that users recognise and
abide by the legal requirements associated with these rights.
Take down policy
The University of Edinburgh has made every reasonable effort to ensure that Edinburgh Research Explorer
content complies with UK legislation. If you believe that the public display of this file breaches copyright please
contact openaccess@ed.ac.uk providing details, and we will remove access to the work immediately and
investigate your claim.
Download date: 09. May. 2018
Evaluation of the effect of flexible demand and wave energy
converters on the design of Hybrid Energy Systems
Daniel Friedrich1,* and George Lavidas2
1Institute for Energy Systems, School of Engineering, University of Edinburgh, UK
2Institute for Energy Systems, School of Engineering, University of Edinburgh, UK
*d.friedrich@ed.ac.uk
Abstract: Many islands have high electricity prices due to the reliance on imported diesel. How-
ever, Hybrid Energy Systems (HES) which combine renewable generation with backup genera-
tors and energy storage are becoming cost competitive. Diesel usually provides about 10% of
the demand because most renewables are non-dispatchable and thus the complete decarbonisation
requires massively oversized renewable generation and storage. By including renewables with
different resource profiles and Demand Side Management (DSM) the diesel consumption could
be decreased without increasing storage and renewable generation capacities. Here a framework
for the design and optimisation of HES using wind, wave and solar generation and DSM is intro-
duced. For the Mediterranean it is shown that wave energy isn’t competitive but that DSM reduces
the emissions and costs by 21% and 8%. In the North Sea, DSM has lower benefits because waves
act as an energy store for the wind. Thus the combination of WECs and wind turbines significantly
reduces the need for backup generation and energy storage which leads to large reductions in costs
(up to 40%) and emissions (up to 60%). DSM and WECs can both simultaneously reduce the cost
and emissions of HES but need to be designed for the particular circumstances.
1. Introduction
In many remote locations electricity is generated locally with diesel generators and thus the system
is reliant on imported and often expensive fossil fuels with the resulting problems: high electricity
costs and local pollution. On the other hand, many of these locations have excellent renewable
resources which could provide enough electricity to fulfil the demand without pollution and in-
dependent of fuel imports. With the recent cost-reductions in renewable generation and energy
storage this option is becoming competitive with conventional generators. In fact, in recent years
an increasing number of so called Hybrid Energy Systems (HES) which combine renewable elec-
tricity generation with energy storage and backup generation, have been installed [1].
While it is desirable to use only renewable energy, the variable and more importantly non-
dispatchable nature of most renewable electricity generation (biomass is one exception) requires
massively oversized generation capacity to fulfil the demand at all times. The integration of energy
storage enables the shifting of renewable energy from times when the renewable supply is larger
than the demand (this electricity would otherwise be wasted) to times with higher demand than
supply. This increases the utilisation of the renewable generators as well as the renewable fraction,
i.e. fraction of the total energy demand covered from renewables. However, a very large battery
system is required to achieve a fully renewable system and large parts of this battery would only
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be used infrequently. Thus most HES have a fossil fuel based backup generator which provides
around 10% of the electricity demand [1, 2]. Two options to reduce the diesel fraction as well as
the size of the energy storage are the integration of different forms of renewable generation and
the introduction of Demand Side Management (DSM). By integrating different forms of renewable
generation with different resource profiles the fluctuations in electricity generation and in particular
the length of times with very low production could be reduced. This allows a reduction in the
battery capacity while keeping the renewable fraction constant. In addition, DSM measures can be
used to shave the demand peaks, to fill the demand troughs and, particularly in HES, to follow the
renewable supply. Thus DSM can fulfil similar roles to energy storage units.
The development of HES for off-grid applications started in the late 1970s [3] and has seen
significant growth in recent years due to the cost reduction in renewable generation and energy
storage. However, significant challenges remain in the design of HES with economic and eco-
logical benefits [4]. A careful consideration of the renewable resource, demand and available
equipment is crucial to design and size a HES which can provide reliable energy at the lowest
possible cost. It was realised from the beginning that simulation tools are required to evaluate and
optimise these potentially conflicting objectives which depend on a large number of design param-
eters [2, 3]: system parameters and costs for each generator; conversion and energy storage type;
demand profiles; renewable resource profiles. The optimal sizing [5, 6] and control [7] of HES has
been a continuous focus of many studies in recent years and an overview of software tools is given
by Sinha and Chandel [8]. The de-facto standard for HES simulation is HOMER [9]. However,
HOMER has limitations in the integration of DSM and novel renewable generators such as wave
energy converters (WECs).
While the wind/PV/diesel/battery HES is the most common system [5, 7, 10], the integration
of ocean renewable energy, such as offshore wind and WECs, into HES is offering a large list of
synergies [11]: common grid and foundation infrastructure, shared logistics and smoother power
output. In addition, many of the remote locations are islands with a very good wave resource.
A recent study has designed a HES for a Greek island combining wind turbines with a WEC
highlighting the potential and opportunities for such a system [12]. This study uses the JONSWAP
formulation for wave height and period calculations based on the fetch area and estimates the
general performance of the system with a daily resolution. The dynamic response and power
production of a device which combines a Wavestar type WEC [13] with a wind turbine was recently
evaluated [14]. A number of further studies investigated the joint exploitation of offshore wind and
wave resources [15, 16]. It was shown that the intermittency and variability of the combined
resource is lower than for each individual resource. The results encourage the further evaluation of
the wind/wave HES in a systematic design and optimisation study.
The previous studies [12, 15] are based on data measured with buoys and using wave recon-
struction with empirical spectra. However, there is only a small number of wave buoys which are
often deployed in areas unsuitable for wave energy deployments and thus significant extrapolation
of the data is required. In addition, wave buoys have long measuring intervals and are often missing
data [17]. The reconstruction of the wave height and period with the JONSWAP spectrum often
fails to capture the swell and mixed seas and can lead to significant errors. Thus the estimated
production is prone to increased errors.
These errors can be reduced by using calibrated and validated wind/wave data [18, 19] and high-
fidelity numerical models. These enable also the tailored generation of resource data for specific
locations which take local conditions, e.g. sheltering and depth breaking effects, into account.
A recent study which used third generation wave models to examine the impact of co-located
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wind/wave devices, showed that these can reduce variability [20]. While this study is focused on
the quantification of cross-correlation of the wind/wave resource, we are not aware of any study
which uses data from high-fidelity numerical models for the design of HES. Such a combination
can be used for the accurate and systematic optimisation of wind/wave HES.
In recent years DSM has received increased attention for the wider energy system [21] and also
for HES [22, 23]. DSM can play a similar role to energy storage in balancing the demand and
supply but compared to energy storage can be a low cost solution with no inherent energy losses.
The ability to significantly reduce demand peaks is particularly relevant for HES which have a large
demand coincidence factor [21]. Gudi et al. [24] optimise the distribution of energy generated by
a given HES to various loads and achieve a cost reduction of around 16%. Krumdieck and Frye
[22] use HOMER with a custom DSM modelling tool to evaluate the potential of shifting the
laundry load for the New Zealand research station at Scott Base in Antarctica to times with surplus
renewable supply. The difficulty of integrating wave energy and DSM in HOMER shows that
there is a need for a HES design tool that can handle different renewable resources and integrates
a flexible DSM model.
In this contribution a simulation framework for the design and optimisation of HES which
integrates wave energy converters (WEC) and demand side management (DSM) is presented. The
framework is used with wind/wave data from accurate numerical models to generate optimised
designs of HES consisting of wind turbines, solar PV panels, WECs, energy storage and diesel
units for various levels of DSM. The resulting Pareto fronts for the Greek island Astypalaia and
the island Westray in the North of Scotland show the trade-off between electricity cost and CO2
emissions. These results show that both WECs and DSM can lower the cost and emissions of HES
but that the impact depends strongly on the resource and demand profiles.
2. HES simulation and optimisation framework
The schematic of the HES considered in this contribution is shown in Figure 1. The main com-
ponents of the HES are the wind turbines, WECs, solar PV panels, batteries, diesel generator and
DSM. The renewable generators are connected to a DC bus from which the AC load is supplied
through a DC/AC converter. A simple control scheme controls the operation of the batteries, diesel
generators and DSM.
The individual components are modelled with parametrised power flow models [4]. More com-
plex models might be closer to the actual component performance but require a larger number of
parameters to achieve this higher accuracy and are computationally more expensive. On the other
hand, the parametrised models have a lower accuracy but can be run with hourly time steps which
enables the simulation of annual operation. Since this contribution is interested in showing the
relative benefits of including WECs and DSM in HES parameterised models offer a good balance
between complexity and accuracy. In addition to the units presented in the following sections
and used in this contribution the framework also contains heat generation units (gas boilers, heat
pumps, resistive heating, solar thermal) as well as thermal energy storage units. Together this forms
the Hybrid Electricity And Thermal Simulation (HEATS) framework which will be introduced in
a future contribution.
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Fig. 1. Schematic of the proposed HES with demand side management.
2.1. Wind turbine model
The performance of the wind turbine depends on the wind speed at hub height and on the design
of the wind turbine [4]. The wind speed at hub height can be calculated from the following power
law
vT = vm
(
hT
hm
)0.13
where v and h are the wind speed and the hub height and the subscripts m and T indicate the
measured values and the wind turbine, respectively. The power output of the wind turbine can be
calculated from the power curve which is given by
P =

0, v < vci
aPr(v
3 − v3ci), vci < v < vr
Pr, vr < v < vco
0, v > vco
here Pr is the rated power and vci, vr and vco are the cut-in, rated and cut-out wind speeds at hub
height, respectively. The parameter a is calculated by a = (v3r−v3ci)−1. The power the wind turbine
provides to the DC grid is given by Pwind = ηP where η is the efficiency of the inverter.
2.2. Wave energy converter model
The sea state and the energy content of waves depend on the wave height Hsig and the wave energy
period Te. The wave power per unit length of wave crest for deep water can be calculated from the
formula
P =
ρg2
64pi
H2sigTe
where ρ is the fluid density and g the acceleration by gravity.
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An overview of different WEC concepts and technologies is given in [25, 26]. While different
WECs use different principles to extract the energy from the waves, the wave energy conversion
can be parameterised through a power matrix which links the wave height and wave energy period
to the power output. This power matrix has cut in and cut out wave heights and periods. The power
matrix can be calculated based on numerical models of the WEC [27] or taken from experimental
data. In this study the bottom-fixed heave-buoy array Wavestar 600kW is used [13]. This WEC
has a relatively low cut-in wave height and wave energy period and is thus suitable for both the
Mediterranean and the North Sea. The WEC power is calculated with the power matrix from [13]
and the power to the DC bus is given by Pwave = ηP .
2.3. Solar PV model
The power output of a solar PV module depends on the solar irradiance, the panel temperature and
voltage and can be calculated by equivalent circuit models [28]. However, these models are compu-
tationally expensive and for the hourly time steps a simplified parametric model is acceptable [7].
In this model, the power output of a solar PV module can be calculated as
PPV = ηηPVAG
where η is the inverter efficiency, ηPV is the solar panel efficiency, A is the panel area and G is the
tilted solar irradiance, i.e. solar irradiance perpendicular to the panel surface [5].
2.4. Battery model
The battery is modelled with a state of charge (SoC) model [4]. In each time step the SoC is
modified by taking the self-discharge rate ηself into account and the amount charged/discharged
during this time step. The charge/discharge amounts include the charging efficiencies and also
depend on the operation of the HES and the limits of the battery, e.g. maximum SoC reached or
the battery is empty.
SoCi = SoCi−1 ∗ ηself + chargei − dischargei
2.5. Diesel generator model
The diesel generators provide the backup power generation when the renewable generation, battery
bank and DSM can’t fulfil the power demand. The power output of diesel generators is calculated
based on the efficiency at a particular load factor. Here the diesel generators are always either
switched off or run at their rated capacity; thus the diesel generators run at a fixed efficiency.
2.6. Demand side management
The DSM measures are modeled similar to the model developed by Krumdieck and Frye [22].
In this model the flexible demand is defined by the amount of shiftable demand and by the size
of the shift window. Here the shiftable demand is given as a percentage of the total demand and
the shift window is the maximum time the shiftable demand can be held back. In every time step
of the simulation this flexible demand is checked before utilising the backup diesel generators or
before curtailing the renewable generation. The fulfilment of the flexible demand depends on the
balance between the renewable supply and fixed demand. If there is a supply shortage only the
flexible demand at the end of the shift window is fulfilled, i.e. for a shift window of 5 hours only
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the shiftable demand which has already been delayed for 5 hours is fulfilled. On the other hand, if
there is surplus renewable supply as much as possible of the flexible demand is fulfilled.
This contribution considers only a single flexible demand defined through the shift percentage
and shift window length, i.e. 5% DSM for 5 hours means that 5% of the total demand is shiftable
demand with a shift window length of 5 hours. In addition, no losses or costs are associated
with the DSM measures. This simplification enables the evaluation of the maximum potential
of DSM. However, the simulation framework can account for losses and can simulate different
flexible demands, e.g. time of day or different shift windows.
2.7. Control scheme
The simulation framework takes the resource and demand data from an input file and steps through
the simulation time with the given step size (in this contribution the step size is one hour). At each
time step a simple control scheme ensures that the fixed demand and the flexible demand at the end
of the shift window is met through a combination of the renewable generators, energy storage and
backup generators. Briefly, the non-dispatchable renewable electricity generation is used to supply
the fixed demand and the flexible demand at the end of the shift window. Any surplus electricity
is first used to fulfil the flexible demand and then to charge the batteries. If there is a shortage
of renewable electricity, this is supplied by discharging the batteries if these have a sufficiently
high state of charge. If the batteries can’t fulfil this load diesel generators are switched on. In this
case the remaining load is first fulfilled by the diesel generators which are running at their nominal
power rating and the remainder is provided by the batteries.
2.8. Optimisation of the HES
The framework is linked to a multi-objective optimisation method in a similar way to previous
studies [5, 7]. This enables the optimisation of the HES with respect to multiple and often con-
flicting objectives such as cost and emissions. The flowchart in Figure 2 gives an overview of this
approach. Here the objectives are the levelised cost of electricity (LCOE) and the CO2 emissions
of the diesel generator. The LCOE is calculated from the total electricity demand, fuel costs and
the annualised capital costs C
C = K
[
r(1 + r)n
(1 + r)n − 1 +OM
]
where K is the initial capital cost, r is the interest rate, n is the asset lifetime and OM are the
operation and maintenance costs. The annual interest rate is fixed at 6% and the annual operation
and maintenance at 2%.
The optimisation routine in this contribution is the multi-objective genetic algorithm NSGA2
from the Python module inspyred [29]. The population size and number of generations are set
to 240 and 16, respectively, while the other parameters are left at the default values. The multi-
objective optimisation produces a number of Pareto optimal solutions which are equivalent in the
Pareto sense and present the compromise between the different objectives [30]. In a further step
one of these solutions needs to be picked based on social, political and other criteria not included
in the optimisation. This step goes beyond the scope of this contribution and thus the complete
Pareto fronts are shown.
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Fig. 2. Schematic of the HES simulation linked to multi-objective optimisation and subsequent
analysis.
3. Case studies
Two case studies will be used to evaluate the effect of including WECs and DSM in HES: the
Greek island Astypalaia and the island Westray in the North of Scotland.
3.1. Astypalaia
Most of the Greek islands have isolated electricity grids which are dependent on oil fired electricity
generation. The resulting high electricity costs have led to proposals to develop HES to achieve
greater energy autonomy [31]. In recent years, a number of systems have been proposed for Greek
islands, e.g. Lemnos Island [32].
The resource and demand data for Astypalaia was given previously at OSES2015 [33]. Briefly,
Astypalaia is an island in the Dodecanese Archipelago in the south of the Aegean Sea with about
1300 inhabitants. The island has an isolated electricity grid and the electricity is provided by a
small fossil fuel power plant. In 2003 the island had a peak demand of 1.78 MW and an annual
electricity consumption of 5419 MWh [34]. An average daily demand profile was extracted from
[34] and overlaid with the daily variations typical for Greek islands from [31] plus a small random
element. The resulting synthetic demand profile and the resource profiles are given in Figure 3. The
wind datasets were provided by NCAR/NCEP [35] and are a result of global wind and precipitation
models which have been validated and used in various meteorological applications [19]. The wave
energy resources were calculated with SWAN [36]. The wave numerical model SWAN is a third
generation spectral phase averaged model appropriate for coastal and nearshore locations. The
model was nested twice and used all non-linear and depth to wave interactions in order to provide
high accuracy for the final coastal resource around Astypalaia [37]. The initial mesh covered all
the Mediterranean and used to provide spectral information for the subsequent finer resolution run.
For a large part of the year the wind speed is above 3 m s−1 which is favourable for wind
turbines. The wave resource on the other hand is not as favourable with the wave height around 1.5
metres with a wave energy period of around 3.5 seconds for large parts of the year. On the other
hand, the solar resource is high throughout the year with a slight summer peak. While this summer
peak coincides with the summer demand peak, its increase is modest compared to the doubling
of the demand in summer. This high summer demand is due to an increase in tourism and the
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Fig. 3. Input data for Astypalaia: a) hourly synthetic electricity demand for 2003, b) hourly solar
irradiance for 2005 [38], c) hourly wind speed at 10 metre above sea level and d) hourly wave
height and wave energy period. The wind and wave data is for 2013.
increased use of air conditioners. However, these air conditioners offer the potential to shift some
of the electricity demand to periods with a surplus of renewable electricity if a moderate variation
in indoor temperature is acceptable.
3.2. Westray
The island Westray in the Orkney Islands in the North of Scotland has around 600 inhabitants.
According to statistics from the National Grid Westray has 363 electricity metres and in 2013 the
annual domestic electricity consumption in Westray was around 1909 MWh [39]. The UK elec-
tricity demand is scaled to this yearly demand and given in Figure 4 together with the solar, wind
and wave resource. The Westray wave data, was produced by a high resolution SWAN model with
a customised solution for the sea around Scotland. The numerical wave model underwent calibra-
8
tion analysis and re-tuning for non-linear deep water physics, wind schemes, bottom friction, and
all nearshore components (i.e. triad interaction) [18]. The wind and wave resource shows some
overlap with the electricity demand in Figure 4. This is due to the increase in wind speeds during
the winter in the North of Scotland. On the other hand, the solar resource in Figure 4 has its peak
during the summer and is much smaller than the solar resource in Astypalaia shown in Figure 3.
Fig. 4. Input data for Westray in the North of Scotland: a) hourly synthetic electricity demand,
b) hourly solar irradiance for 2005 [38], c) hourly wind speed at 10 metre above sea level and d)
hourly wave height and wave energy period. Except for the solar irradiance all data is for 2013.
3.3. HES components
The electricity demand of the two case studies is between 0.15 MW and 1.8MW thus for the design
of the HES electricity generation units which can supply this demand are picked. The specifics of
the units are:
• Perkins 175 kW diesel generator: hourly diesel consumption at rated capacity is 48 litres;
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lifetime 20 years; cost 25000£ [40]; fuel cost 1£l−1 of diesel;
• Solar PV panels with an efficiency of 16%; lifetime 20 years; cost 1250£ kW−1 [41];
• Li-Ion battery with charging and discharging efficiency of 95% and self-discharge rate of
ηself = 0.0005% h−1; lifetime 5 years; 700£ kWh−1 [42];
• Inverters have an efficiency of 97%;
• Vestas V27 wind turbine: hub height 35 m; rated power 225 kW; cut-in, rated and cut-out
speed of 3.5, 14 and 25 m/s; lifetime 20 years; cost 300000£ [41];
• Wavestar 600kW wave energy converter; lifetime 20 years; cost 1000000£.
There are some small scale and prototype applications of WECs, however no exact information
on installation costs is available [43]. Thus the cost for the WEC has been based on the cost per
installed kW of the wind turbine with a mark-up of 25%. While the first commercial WEC will be
more expensive, a cost similar to wind turbines is necessary to achieve cost parity.
4. Results and discussion
The two case studies are optimised without DSM and with various levels of DSM: 5% for 5 hours;
10% for 5 hours; 20% for 5 hours; and 10% for 10 hours. While the resource and demand data for
the two case studies are for different years (see Figures 3 and 4), the results are still qualitatively
correct because the correlated data sets, i.e. wind and wave data, are for the same year and location.
4.1. Results for Astypalaia
The Pareto front in Figure 5 shows that a HES with and without DSM can reach cost parity with
the conventional energy system while also producing less than 10% of the CO2 emissions of the
convention energy system, i.e. diesel only case. The introduction of a small amount of DSM
moves the Pareto front in the direction of the origin, i.e. reduces both the electricity cost and the
emissions.
The effect of adding DSM to a HES with a fixed configuration is shown in Table 1 for the HES
configuration which without DSM achieves cost parity with the conventional system. It is evident
that in this case the emissions drop more significantly compared to the cost. The main costs are the
capital costs which stay constant in this case and thus the low drop in electricity costs is only due
to the reduced fuel use. On the other hand, the emissions are reduced by up to 16%. For a fixed
shift window length, the emissions reductions are almost linear with increasing shiftable load.
Table 1 Emissions and LCOE of the HES with DSM
for the configuration of the HES without DSM which achieves
cost parity with the diesel only case.
Emissions [kgCO2/kWh] LCOE [£/kWh]
No DSM 0.0597 0.288
5%, 5 hours 0.0572 0.287
10%, 5 hours 0.0552 0.286
20%, 5 hours 0.0509 0.285
10%, 10 hours 0.0499 0.284
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Fig. 5. Pareto front for the HES for Astypalaia with and without DSM.
Table 2 shows results for systems with the same LCOE or emissions, respectively, but with
varying configurations. The left column shows that the HES with DSM can achieve emissions
savings up to 21% compared to the system without DSM if cost parity with the diesel only config-
uration is required, i.e. the table gives the crossing points of the Pareto fronts with the dash-dotted
line in Figure 5. The right column shows that DSM can reduce the LCOE by up to 8% compared
to the system without DSM if up to 10% of the diesel only emissions are allowed, i.e. the crossing
points of the Pareto fronts and the dashed line in Figure 5.
Table 2 Emissions and LCOE of the HES at the LCOE of the diesel
only system and with 10% of the diesel only emissions, respectively.
Emissions at LCOE as the LCOE at 10% diesel
diesel only case [kgCO2/kWh] emissions [£/kWh]
No DSM 0.0597 0.264
5%, 5 hours 0.0569 0.260
10%, 5 hours 0.0544 0.255
20%, 5 hours 0.0484 0.248
10%, 10 hours 0.0470 0.244
It is interesting to note that the Pareto front in Figure 5 becomes flatter for LCOE larger than
0.35 £/kWh, i.e. there is a long tail with low but non-zero emissions. This is due to the large sea-
sonal variation in demand: to meet the summer demand peak would require a massively oversized
renewable generation capacity or long term energy storage.
The installed energy/power of the different units are shown in Figure 6. While the installed
battery and solar PV capacity increase monotonically with increasing costs, the installed wind
turbine capacity decreases before increasing again at high LCOE. At low LCOE and thus high
emissions a significant fraction of the electricity is provided by the diesel generators and not much
of the renewable generation is curtailed. This condition is beneficial for the wind generation which
is about 10% cheaper per kWh than the solar PV generation. On the other hand, for high LCOE
the emissions are low but also a significant part of the renewables needs to be curtailed. For this
case the solar PV panels are advantageous due to the daily cycle and the good solar resource in
Astypalaia (Figure 3). The WEC is only chosen for configurations with costs above 0.35 £/kWh.
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This is due to the higher capital cost and lower capacity factor compared to the wind turbines.
Fig. 6. Installed energy/power capacity of the HES for the case with 5% DSM for 5 hours for (a)
Astypalaia and (b) Westray.
4.2. Results for Westray
The Pareto fronts for Westray shown in Figure 7 are moved significantly closer to the origin com-
pared to the case of Astypalaia. This means that the system has both lower LCOE and emissions.
However, the benefits of including DSM are less pronounced. The emissions savings (crossings of
dash-dotted line) are only up to 13% and the cost savings (crossings of dashed line) are only up to
2% which is much lower than for the Astypalaia case. By optimising the HES without the WEC
it becomes clear that the lower benefits of DSM are due to the presence of the WECs. In the case
without WECs, DSM can reduce the emissions also by 13% but the costs are reduced by up to 8%.
This poses the question why the inclusion of WECs leads to cost reductions of over 40% and
emissions reduction of over 60% compared to the case without WECs. For Westray both wind tur-
bines and WECs have low LCOE of 0.038£ kWh−1 and 0.049£ kWh−1, respectively, as well as
good capacity factors of 42% and 45%, respectively. However, these values don’t explain the mas-
sive improvements for the HES with WECs. This improvement is due to the fact that most waves
are wind generated and that there is usually a time delay of several hours between the wind and
wave energy resource: the waves act as an energy store for the wind. This resource delay ensures
that the combined renewable generation of wind turbines and WECs is less variable than the output
of either of the two technologies. Figure 6 shows that the optimal configurations for Westray have
roughly equal wind turbine and WEC capacity. In such a configuration the combination of wind
turbines and WECs provides a more stable electricity supply than each technology individually.
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Fig. 7. Pareto front for the HES for Westray with and without DSM.
Thus the combination reduces both the required amount of backup generation and energy storage
in comparison to a wind only HES. This is supported by the low emissions and the low amount of
energy storage compared to the case for Astypalaia.
Fig. 8. Pareto front for the HES for Westray for different WEC costs.
While for the given unit costs the inclusion of WECs leads to huge cost and emissions reduc-
tions, it is interesting to see for which WEC cost range this is the case. Figure 8 shows Pareto
fronts for different relative WEC costs. For a cost per installed kW of 3 times the wind turbine
cost, the inclusion of WECs still shows significant emissions and cost reductions. For this case the
WEC cost is 4m£MW−1 which is in the range of expected WEC costs given in the literature [43].
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5. Conclusion
In this contribution the effect of demand side management and wave energy converters on the emis-
sions and costs of HES was investigated with an in-house simulation and optimisation framework.
The application of the framework to two cases studies is the first systematic optimisation of com-
bined wind/wave HES under consideration of demand management and with accurate wind/wave
resource data.
The framework is based on parameterised models for the different units of the HES and contains
models for WECs and DSM. In contrast to previous publications, here the sea state was generated
with the state of the art wave numerical model SWAN which has been validated for the near-shore
region. The model produces a time series of wave heights and wave energy periods which can be
used in the simulations with hourly step size. This enables for the first time the investigation of the
effect of time delay in the wind and wave resource on the performance of a HES. The framework
also includes DSM measures through flexible demand which is defined as a percentage of the total
demand and a shift window. The simulation framework is linked to a multi-objective optimisation
which enable the optimisation with respect to multiple and often conflicting objectives.
The simulation framework was used to evaluate the effect of different levels of DSM (shiftable
demand and shift window length) on the LCOE and CO2 emissions of HES for two islands: Asty-
palaia in the south of the Aegean Sea and Westray in the Orkney Islands. The multi-objective
optimisations with respect to LCOE and emissions showed that low levels of DSM, e.g. 10%
shiftable demand for 10 hours, can in the case of Astypalaia reduce the emissions by up to 21%
or the costs by up to 8%. On the other hand, for the case of Westray the DSM measures can only
reduce the emissions by up to 13% or the costs by up to 2%.
These lower benefits of DSM are due to the fact that the HES for Westray has much lower costs
and emissions than in the Astypalaia case. It was shown that this lower cost is due to the presence
of WECs in the system. The time delay between the wind and the wave resource enables a better
utilisation of the renewable generation which leads to lower diesel consumption and less reliance
on energy storage to fulfil the demand. For the base case this led to an emissions reduction of
over 60% at the cost parity case or a cost reduction of over 40% for the case with 10% diesel only
emissions. This shows for the first time, that the combination of wind turbines and WECs in a HES
can lead to large cost and emissions reductions. While these reductions depend on the cost of the
WEC, it was shown that WECs costing up to 4m£MW−1 offer significant benefits.
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