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We describe how a universal set of dynamically-corrected quantum gates can be implemented using sequences
of shaped decoupling pulses on any qubit network forming a sparse bipartite graph with always-on Ising inter-
actions. These interactions are constantly decoupled except when they are needed for two-qubit gates. We
analytically study the error operators associated with the constructed gates up to third order in the Magnus ex-
pansion, analyze these errors numerically in the unitary time evolution of small qubit clusters, and give a bound
on high-order errors for qubits on a large square lattice. We prove that with a large enough toric code the present
gate set can be used to implement fault-tolerant quantum memory.
I. INTRODUCTION
Preserving quantum coherence is key to realizing a quan-
tum computer. This can be achieved with the help of quan-
tum error correction[1–3] (QEC), which, in theory, enables
any size quantum computation as long as the errors are below
certain threshold[4–9]. Unfortunately, the threshold to scal-
able quantum computation is very stringent, presently around
1% infidelity per local gate[10, 11]. This value corresponds to
encoding logical qubits in individual blocks of physical qubits
using toric[12], or related surface[10] or color codes[13], and
is a huge improvement over the original estimates based on
concatenated codes where the threshold value can be two or
more orders of magnitude smaller depending on the details[6–
9, 14–19].
In spite of this progress, building a quantum computer with
hundreds or thousands of qubits, with gates concurrently op-
erating at the desired level of accuracy, is a great physics
and engineering challenge. It is being pursued by a number
of groups, using different physical systems for implementing
qubits. However, the corresponding control algorithms need
not necessarily be developed from scratch, since the different
physical systems share some key properties.
In particular, qubits with always-on couplings are a natu-
ral model for several potential quantum computer (QC) ar-
chitectures such as the original Kane proposal[20], nitrogen
vacancy centers in diamond[21, 22], superconducting phase
qubits[23], and circuit QED lattices[24, 25]. When com-
pared to their counterparts with tunable couplings, qubits with
always-on couplings can be expected to have better parameter
stability and longer coherence times. In addition there is also
much to be benefited from over sixty years of development in
nuclear magnetic resonance (NMR) which has resulted in an
amazing degree of control available to such systems[26, 27].
Related coherent control techniques based on carefully de-
signed pulse sequences to selectively decouple parts of the
system Hamiltonian have been further developed in applica-
tion to quantum computing[28–34]. While NMR quantum
computing is not easily scalable[35], it still holds several
records for the number of coherently controlled qubits[27].
However, some of these records have been achieved with
the help of strongly-modulated pulses, computer-generated
single- and multi-qubit gates tailored for a particular system
Hamiltonian[36–39]. While such gates can be used in other
QC architectures[40], they may violate scalability.
On the other hand, NMR-inspired techniques like dynam-
ical decoupling (DD) can also be used to control large sys-
tems with local interactions, where pulses and sequences in-
tended for a large system can be designed to a given order in
the Magnus series[41] on small qubit clusters[42, 43]. DD is
also excellent in producing accurate control for systems where
not all interactions are known as one can decouple interac-
tions with the given symmetry[44, 45]. Moreover, DD works
best against errors coming from low-frequency bath degrees
of freedom which tend to dominate the decoherence rates, and
it does not require additional qubits. In short, DD is an excel-
lent choice for the first level of coherence protection; it’s use
could greatly reduce the required repetition rate of the QEC
cycle.
This is well recognized in the research community, and ap-
plications of DD for quantum computation are actively inves-
tigated by a number of groups. However, most publications
on the subject illustrate general principles using just a single
qubit as an example, leaving out the issues of design and sim-
ulation of scalable approaches to multi-qubit dynamical de-
coupling. While the techniques for larger systems exist, they
typically require longer decoupling sequences[32, 44, 46].
Recently, we have suggested a universal set of high-
fidelity one- and two-qubit gates for any qubit network that
forms a sparse bipartite graph with always-on Ising couplings
[47]. These gates have built-in DD-protection against low-
frequency phase noise and use finite-amplitude shaped pulses
which could be experimentally implementable. They can be
executed in parallel for different qubits or pairs of qubits.
These features make the suggested gate set ideal for imple-
menting QEC with quantum low-density parity check (LDPC)
codes[48, 49], in particular, surface codes and their finite-rate
generalizations[10, 50, 51].
In this work we present the details of the gate design, extend
the construction to enable simultaneous gates on a lattice with
unequal couplings, and analyze the error operators associated
with the constructed gates. Namely we first analyze the errors
analytically up to a cubic order in the Magnus expansion. We
further study these errors numerically by explicitly integrating
the Schro¨dinger equation for time evolution of clusters of up
to six qubits, and give a bound on high-order errors for qubits
on a large square lattice. Using this bound, we analytically
prove that with large enough toric code the present gate set
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2can be used to implement a fault-tolerant quantum memory.
The outline of the paper is as follows. In Sec. II A we
review dynamical decoupling techniques, extend the analyt-
ical perturbation theory[52, 53] to cubic order, and illustrate
it for several single-qubit soft-pulse sequences. In Sec. III we
present the details of our universal gate set construction, gen-
eralized here to allow simultaneous two-qubit gates on a bi-
partite network with unequal Ising couplings. We analyze the
associated error operators both analytically, to elucidate the
dependence on the pulse shapes, and numerically, by the full
unitary evolution of small networks with up to six qubits. An
important result is that for our gates implemented as second-
order pulse sequences, even with very small infidelities, errors
on graphs with vertex degrees exceeding two predominantly
involve three-qubit and larger clusters. In Sec. IV, we give a
bound on the amplitude of errors forming large clusters on a
square lattice of qubits for gates designed perturbatively, and
show that such gates can be used with the toric code to im-
plement fault-tolerant quantum memory. Lastly, we give our
conclusions.
II. SEQUENCE DESIGN
A. Dynamical decoupling basics
Dynamical decoupling originates from the Hahn’s spin
echo experiment[54]. In the simplest version, one applies
ideal infinitely-short “hard” pulses which perform single-spin
unitary rotations. Since the corresponding field is infinite,
such rotations are independent of the system Hamiltonian.
When the integrated pulse amplitude corresponds to a pi ro-
tation of the affected spins, the result is a reversal of some
terms in the Hamiltonian. For example, for a single spin 1/2
with the chemical-shift Hamiltonian
HCS =
1
2
∆σz, (1)
the unitary for a pi rotation around the x axis is P (pi, xˆ) ≡
−iσx, while between the pulses the spin experiences free evo-
lution with the unitary U0(t) = exp(−itHCS). Throughout
this paper we use the standard notation for the Pauli matrices
σµ, µ = x, y, z. A sequence of two such pix pulses applied at
t = t1 and t = t2 respectively corresponds to the evolution
U(t) = U0(t− t2)P (pi, xˆ)U0(t2 − t1)P (pi, xˆ)U0(t1)
= −e−i(t−t2)HCSe−i(t2−t1)σxHCSσxe−it1HCS
= −e−i(t−2t2+2t1)HCS , (2)
where we used the Pauli matrix identity σxσzσx = −σz . Up
to an overall phase, the effect of the chemical shift is com-
pletely suppressed when the interval between the pulses is a
half of the full evolution time, t = 2(t2 − t1).
In practice, the pulse duration cannot be chosen to be ar-
bitrarily short. For example, in the case of NMR, the chem-
ical shift Hamiltonian (1) is written in the “rotating frame,”
the interaction representation with respect to the Hamiltonian
~ω0σz/2, where ω0 is the carrier frequency of the RF field
of the pulse. The actual pulse must have a duration greater
than a few cycles at this frequency, τp >∼ 2pi/ω0. Much
more stringent lower limits on the pulse duration come about
when homonuclear addressing is needed—in this case selec-
tivity can be achieved when the inverse pulse duration is small
compared to the chemical shift difference.
Similar lower limits on the pulse duration τp also exist in
the solid state setting. For example, in the case of supercon-
ducting phase qubits, the qubits are formed by the two lowest
levels of a non-parabolic potential well. While the qubit fre-
quency is around 1010 Hz, the need to avoid the |1〉 → |2〉
transition (typically detuned by some 3% of the qubit fre-
quency ω01) limits[55, 56] the pulse duration by τp >∼ 5 ns.
Generally, in order for pulse-based control to be effective,
the field of the pulse must dominate the evolution; for the
Hamiltonian (1) this implies the requirement τp∆ <∼ 1. For
any finite-amplitude pulse, e.g., described by the Hamiltonian
HC =
1
2Vx(t)σ
x, in the presence of the chemical shift ∆, the
actual rotation occurs around the net “magnetic field” vector(
Vx(t), 0,∆
)
. With generic pulse shapes (such as a Gaus-
sian), this produces unitary evolution operator with errors lin-
ear in the pulse duration.
The situation gets more complicated in the presence of an
environment. Most importantly, dynamical decoupling is not
effective against relaxation due to fast degrees of freedom. For
example, in NMR, the nuclear spins have a large energy split-
ting ~ω01, the relaxation dynamics is nearly Markovian and is
described by the transverse and longitudinal relaxation times,
T1 ≡ γ−11 and T2 ≡ γ−12 . While hard pi pulses commute
with the relaxation superoperator, sequences of soft pulses can
modify the structure of the relaxation and in particular, redis-
tribute relaxation rates between different channels preserving
the combination of 2γ1 + γ2 [57].
Dynamical decoupling is much more effective against deco-
herence caused by the low-frequency environmental modes.
The corresponding evolution is commonly modeled by the
general Hamiltonian
H = HC +H0, H0 ≡ HB +HS +HSB , (3)
where H0 is the Hamiltonian of the qubits and the environ-
ment in the absence of control. In this work we assume that
qubits with always-on Ising couplings form a bipartite graph
G ≡ (V,E) with vertex and edge sets V and E respectively.
Namely, we write the “system” Hamiltonian as:
HS =
1
2
∑
〈ij〉
Jijσ
z
i σ
z
j , (4)
where the two points are neighboring (coupling Jij 6= 0) if
the corresponding edge is present in the graph G, (i, j) ∈ E.
We consider decoherence due to slow dephasing of individual
qubits, with the bath and bath-coupling Hamiltonians, respec-
tively,
HB =
∑
i
Bi, HSB =
1
2
∑
i
Aiσ
z
i . (5)
We will assume that each qubit has its own individual bath,
meaning that the bath operators Bj commute with each other,
and the coupling operators Ai commute with all Bj , j 6= i.
3For dynamical decoupling to work, the control Hamiltonian
HC must be dominant. To this end, we assume that any large
energies have already been eliminated from the system HS
and system-bath coupling HSB Hamiltonians by going into
the corresponding rotating frame (interaction representation)
and keeping only the slow parts. While the norm of the bath
Hamiltonian HB needs not be finite, the evolution it produces
in the Hamiltonian HSB must be in some sense slow. We
will assume an upper limit on the norms of the bath coupling
operators, ‖Ai‖ <∼ ωc, and also limit the p-times repeated
commutators [B, . . . , [B,Ai] . . .] by ωpc‖Ai‖, where ωc is the
upper cut-off frequency of the bath. For a bath of harmonic
oscillators (e.g., phonons), these assumptions imply a cut-off
on the allowed occupation number of each oscillator. This can
be approximated by ensuring that phonon modes do not form
sharp resonances and by providing sufficient cooling.
The bath model (5) can be viewed as an effective descrip-
tion of qubits operating well above the bath frequency cut-off
to eliminate direct spin flip transitions, with dephasing caused
by phonon scattering. Similarly, the system Hamiltonian (4)
can be generally obtained as an effective Hamiltonian for any
set of couplings as long as the transition frequencies of the
neighboring qubits differ sufficiently.
We also assume the ability to control the qubits individu-
ally,
HC ≡
∑
i
H
(i)
C , H
(i)
C =
1
2
∑
µ=x,y,z
Viµσ
µ
i , (6)
where the control signals Viµ are arbitrary, except for some
implicit limits on their amplitude and spectrum.
B. Average Hamiltonian theory
Generally, the approach is to treat the control Hamilto-
nian (6) exactly, and analyze the evolution due to the sys-
tem (4) and bath (5) Hamiltonians using the average Hamilto-
nian theory, an improved version of the time-dependent per-
turbation theory. One introduces the exact unitary
U0(t) ≡ Tt exp
(
−i
∫ t
0
dt′HC(t)
)
(7)
associated with the control operator, and the interaction rep-
resentation
H˜i(t) ≡ H˜S(t) + H˜SB(t) +HB , (8)
for the remaining parts of the original Hamiltonian, where,
for e.g., the interaction representation of the system Hamilto-
nian (4) is
H˜S(t) ≡ U†0 (t)HSU0(t). (9)
Then, the entire evolution operator U(t) ≡ U0(t)R(t) is de-
composed into a product of the unperturbed operator U0(t)
and the unitary R(t) for the slow evolution which obeys the
integral equation
R(t) = 1 − i
∫ t
0
dt′H˜i(t′)R(t′). (10)
The equation is formally solved in terms of the time-ordered
exponent
R(t) = Tt exp
(
−i
∫ t
0
dt′ H˜i(t′)
)
; (11)
we will also need the corresponding expansion
R(t) =
∞∑
m=0
(−i)m
m!
Tt
m∏
j=1
∫ t
0
dtj H˜i(tj). (12)
The time-ordered exponent (11) can also be rewritten in terms
of an average Hamiltonian[58, 59],
R(t) ≡ exp (−itH¯(t)) . (13)
The leading-order term in the expansion H¯(t) = H¯(0) +
H¯(1) + . . . in powers of the interaction Hamiltonian H˜i(t)
[see Eq. (8)] is given by its average,
H¯(0) =
1
t
∫ t
0
dt0 H˜i(t0), (14)
while higher-order terms are given by multiple time
integrals[60] of the sums of commutators of H˜i(t) evaluated
at different time moments tj . For the order-m average Hamil-
tonian, H¯(m), one has the sum of commutators of (m + 1)
terms evaluated at time moments 0 ≤ t0 ≤ t1 ≤ . . . tm ≤ t.
When the interaction Hamiltonian is a sum of local terms, as
H0 in Eq. (3), the average Hamiltonian H¯ can be written as
a sum of terms with support on different connected clusters.
In particular, with the pairwise qubit couplings following a
connectivity graph G as in Eqs. (4) and (9), the clusters cor-
respond to connected subgraphs of G. Explicitly, two bonds
belong to the same cluster if they are connected either directly
(i.e., share a qubit), or via a continuous chain of connected
bonds.
Note that, when dealing with the slow bath, it is common
to include the bath Hamiltonian HB = H˜B(t) as a part of the
interaction Hamiltonian. It appears unchanged in the leading-
order average Hamiltonian, H¯(0) = HB + . . ., while higher
order terms of the expansion contain only multiple commuta-
tors of HB with other perturbing terms.
C. Average Hamiltonian of a pulse
Dynamical decoupling is perturbative in nature. An analyt-
ical perturbation theory expansion convenient for analyzing
the effect of pulse shaping on the sequences has been con-
structed by one of us in Refs. 52 and 53. Here we extend the
expansion to include the terms up to third order for the spin-
in-dephasing-bath Hamiltonian
H0 = B +Aσ
z, (15)
where A and B are c-numbers or operators acting on the bath
degrees of freedom. The one-dimensional pulse (here we as-
sume a rotation around the x-axis) is given by a single-qubit
4version of the control Hamiltonian (6) with an arbitrary func-
tion Vx(t) ≡ V (t), 0 < t < τp. The results of this section
can be trivially generalized to a rotation around an arbitrary
direction nˆ = xˆ cos θ + yˆ sin θ in the x-y plane with the help
of the unitary Uθ ≡ 1 cos(θ/2)− iσz sin(θ/2).
The time-dependent perturbation theory is formulated with
respect to the control evolution alone, with the unitary
U0(t) ≡ exp
(
−i
∫ t
0
dt′HC(t′)
)
= e−iφ(t)σ
x/2, (16)
where the time-dependent phase
φ(t) ≡
∫ t
0
dt′ V (t′). (17)
If we denote the net rotation angle φ0 ≡ φ(τp), in the case
of a symmetric pulse shape, V (τp − t) = V (t), the rotation
angle has the property φ(τp − t) = φ0 − φ(t). For such cases
it is convenient to introduce the symmetrized rotation angle,
ϕ(t) ≡ φ(t) − φ0/2. This function is odd under the pulse-
reflection symmetry, ϕ(τp − t) = −ϕ(t).
Using the explicit form (16) of the evolution matrix due to
the pulse, the interaction representation of the spin-in-a-bath
Hamiltonian (15) is just a spin rotation around the x axis,
H˜0(t) ≡ U†0H0U0 = B +A(σz cosφ+ σy sinφ). (18)
The “slow” evolution is described by the unitary R(t) ≡
U†0 (t)U(t) which obeys the equation
iR˙(t) = H˜0(t)R(t), R(0) = 1 . (19)
The net evolution over the duration of the pulse is given in
terms of the corresponding average Hamiltonian H¯0,
U(τp) = U0(τp)R(τp), R(τp) ≡ e−iτpH¯0 , (20)
where H¯0 = H¯
(0)
0 + H¯
(1)
0 + . . .. Given that the interac-
tion Hamiltonian H˜0(t) [see Eq. (18)] at time moment tj
is a sum of constant operators multiplied by the functions
cj ≡ cosϕ(tj), sj ≡ sinϕ(tj), and a constant ej ≡ 1, the
average Hamiltonian can be computed order-by-order for an
arbitrary pulse shape, in terms of the integrals of products of
cj , sj , and ej .
For a symmetric pulse, the only non-trivial coefficient in
the leading order is
υ ≡ 〈cosϕ〉 =
∫ τp
0
dt
τp
cosϕ(t), (21)
which gives the leading-order average Hamiltonian[53]
H¯
(0)
0 = B + υA
(
σy sin
φ0
2
+ σz cos
φ0
2
)
. (22)
NMR-style first-order self-refocusing pulses[42, 53, 61] have
υ = 0.
Similarly, there are only two independent coefficients in the
next order,
β ≡ 1
2τ2p
∫ τp
0
dt′
∫ t′
0
dt sin
(
φ(t′)− φ(t)), (23)
ξ ≡
∫ τp
0
dt
τp
( t
τp
− 1
2
)
sinϕ(t), (24)
so that the first-order average Hamiltonian reads
H
(1)
0 = βτpσ
xA2 + iξτp[B,A]
(
cos
φ0
2
σy − sin φ0
2
σz
)
.
(25)
NMR-style second-order pulses[42, 53] have υ = β = 0,
which guarantees no error to subleading order with the chem-
ical shift system Hamiltonian (1). More complicated second-
order pulses constructed in Ref. 62, in addition, have ξ = 0,
which suppresses the entire linear-order average Hamilto-
nian (25).
Finally, in the third order, out of 27 combinations of ci,
si, and ei with i = 1, 2, 3, there are only five independent
combinations,
δ1 ≡ 〈c3e2e1〉 − υ
8
(26)
δ2 ≡ 〈s3s2e1〉, (27)
δ3 ≡ 〈c3c2e1〉, (28)
δ4 ≡ 〈s3s2c1〉, (29)
δ5 ≡ 〈s3c2c1〉, (30)
where, e.g.,
〈s3c2c1〉 ≡
∫∫∫
0<t1<t2<t3<τp
dt3dt2dt1
τ3p
sinϕ3 cosϕ2 cosϕ1.
(31)
With the Ising system Hamiltonian (15), only the first four
coefficients enter the second-order average Hamiltonian:
H¯
(2)
0 = τ
2
p
(υ2
6
− δ2 − δ3
)
[A, [A,B]]
+τ2p
(
σy sin
φ0
2
+ σz cos
φ0
2
)
×
{( υ
24
− δ1
)
[B, [B,A]]− 4δ4A3
}
. (32)
D. Eulerian-cycle dynamical decoupling
Instead of, or in addition to designing the pulse shapes,
one can compensate evolution errors associated with arbitrary
pulse shapes by designing sequences of such pulses. At the
level of the leading-order average Hamiltonian, one universal
prescription can be formulated simply in terms of Eulerian
cycles on the Cayley graph associated with the decoupling
group[31].
For a single qubit, up to a phase, the decoupling group is
G = {1 , σx, σy, σz}. It can be generated by unitaries g1,
g2 corresponding to pi rotations around a pair of orthogonal
5directions, e.g., x and y respectively: G = 〈gx, gy〉. The cor-
responding Cayley graph has a separate vertex for each group
element, and directed edges from each s ∈ G to sg, for every
group generator g.
In notations of the Sec. II C, the two rotations can be imple-
mented using some pulse shapes Vx(t), Vy(t), with the nom-
inal rotation angles pi. Then, the corresponding real-world
unitaries can be written as Ux ≡ −iσxRx, Uy ≡ −iσyRy ,
where
Ri = 1 + δi0 + σ
xδix + σ
yδiy + σ
zδiz, (33)
i = x, y, and the errors δiµ, µ = 0, x, y, z, are a combined re-
sult of the system-bath Hamiltonian H0 and any inaccuracies
of the pulse duration, amplitude, and phase. The assumption
is that the pulses can be implemented consistently, so that δiµ
are the same for identical pulses applied at different times.
An Eulerian cycle is a sequence of generators (directed
edges) such that every edge of the Cayley graph is vis-
ited. For a single qubit, the sequence can be chosen, e.g.,
as {gx, gy, gx, gy, gy, gx, gy, gx}; the corresponding unitary is
given by the product UEuler = UxUyUxUyUyUxUyUx. The
key observation[31] is that UEuler does not contain terms lin-
ear in δiµ, µ 6= 0; this follows from the fact that the Cayley
tree has edges of each type starting from every group element.
Thus, the leading-order average Hamiltonian H¯(0)0 is indepen-
dent of the spin variables σµ.
In the notations of Sec. II C, and in the absence of any pulse
errors [only errors associated with the system-bath Hamilto-
nian (15) are preserved], we have
H¯
(0)
0 = B, (34)
H¯
(1)
0 = iτp
κ
2
(σx − σy)[B,A], (35)
H¯
(2)
0
τ2p
= iκ2σz[B,A2]−
(
κ2
4
+ γ2 + γ3
)
[[B,A], A]
−ζ
2
σz[B, [B,A]], (36)
where κ ≡ υ∣∣
φ0=pi
, ζ ≡ ξ∣∣
φ0=pi
, and γj ≡ δj
∣∣
φ0=pi
, j =
1, . . . , 5, are defined as the coefficients in Eqs. (21), (24), (26),
. . . (30) for the special case of pi pulses.
Generally, for an n-qubit system, the decoupling group has
2n generators and dimension |G| = 4n; thus an Eulerian path
consists of n22n+1 elements. Because of this exponential
scaling, the Eulerian cycle construction is not directly useful
for large multi-qubit systems[31].
A generalization of the Eulerian cycle construction which
allows to generate arbitrary gates has been constructed by
Khodjasteh and Viola[46, 63] (more complicated sequences
which allow for cancellation to an arbitrary order are also
available, see Ref. 64). The main idea is to construct a non-
trivial “identity” operator that shares the leading-order error
operators δiµ [cf. Eq. (33)] with those of the gate one is trying
to construct. For a one-dimensional rotation with the pulse
shape V (t/2)/2, 0 ≤ t ≤ 2τp (note the stretching and ampli-
tude reduction), such an identity operator is a combination of
the unstretched pulse and antipulse[46, 63],
V (identity)(t) =
{
V (t), 0 ≤ t ≤ τp;
−V (2τp − t), τp ≤ t ≤ 2τp. (37)
Then, if we denote the unitary of the identity operator as UI ,
and the unitary of the stretched pulse as UV , the modified Eu-
ler sequence[46, 63] corresponds to the unitary (total duration
τ = 16τp):
UEulerV = UV UxUyUxUyUxUIUyUIUxUIUy. (38)
If we introduce the unitary corresponding to the ideal
gate U (0)V , and the sequence-error unitary RV , U
Euler
V ≡
U
(0)
V R
Euler
V , the sequence (38) produces R
Euler
V = 1 −
16iτpB + O(τ2p ) for any set of pulse shapes implementing
the unitaries in Eq. (38). Alternatively, the leading-order aver-
age Hamiltonian of the gate error is just the bath Hamiltonian,
H¯
(0)
0 = B, independent of the degrees of freedom associated
with the spin being decoupled.
Explicitly, for the system Hamiltonian (15), when symmet-
ric pulse shapes are used to implement the DCG correspond-
ing to an angle-φ0 rotation around the y axis, the two sublead-
ing terms of the average Hamiltonian read
H¯
(1)
0
τp
= i
κ
2
σy[A,B] +
β
4
σyA2 − i
4
[A,B]
× [(2κ− ξC − 2υS)σx + (5υC − ξS)σz] , (39)
H¯
(2)
0
τ2p
∣∣∣
κ,υ→0
= i
(
α
4
σx − 4α+ 29β
16
σy
)
[A2, B] (40)
+
(29ξS − 6δ1C − 8ζ
16
σz +
29ξC + 6δ1S
16
σx
)
[B, [B,A]]
−1
2
(
γ2 + γ3 +
7
4
(δ2 + δ3)
)
[A, [A,B]]
+
3δ4
2
(Sσx − Cσz)A3
where we introduced C ≡ cosφ0/2, S ≡ sinφ0/2, and as-
sumed κ = υ = 0 in the second-order effective Hamilto-
nian (41).
It is important to note that even though the noise Hamil-
tonian (15) can formally be decoupled with a smaller group
(e.g., {1 , σx}), the corresponding Eulerian DCG would not
be sufficient with generic finite-width pulses. We confirmed
this with an explicit calculation for the partial-group Eulerian-
sequence unitary [cf. Eq. (38)]
UEuler
′
V = UV UxUxUxUIUx. (41)
The corresponding effective Hamiltonian gets a correction al-
ready in the leading order:
H¯
(0)
0 = B −
1
2
υσxA sin(φ0/2). (42)
This can be compensated by using self-refocusing pulses with
κ = υ = 0. Then, in the next order we obtain
H¯
(1)
0
τp
∣∣∣
κ,υ→0
=
1
2
(ασx + βσy)A2
+i
ξ
2
(Cσx + Sσz) [A,B]. (43)
6This, in turn, can be compensated using the second-order self-
refocusing pulses in which case we are left only with the
second-order Hamiltonian
H¯
(2)
0
τ2p
∣∣∣
κ,υ,α,β→0
= (5σxSδ4 − 3σzCδ4)A3
−
(γ2 + γ3
2
+ 5
δ2 + δ3
4
)[
A, [A,B]
]
−
((11ξC
8
+
5δ1S
4
)
σx −
(ζ
2
− 13ξS
8
+
3δ1C
4
)
σz
)
×[B, [B,A]] (44)
Note that the pulse shapes from Ref. [62] have υ = β = ζ = 0
(κ = α = ξ = 0 for φ0 = pi/2); use of such pulses completely
suppresses the subleading Hamiltonian (43). In Eqs. (43), (44)
we kept ξ and ζ non-zero, as for NMR-style self-refocusing
pulses[42, 53, 61].
III. UNIVERSAL GATE SET FOR BIPARTITE ISING
LATTICES
In this section we continue using the Hamiltonian speci-
fied by Eqs. (3), (4), (5), and (6). An important property of
this Hamiltonian is that even in the presence of control on
non-neighboring qubits (e.g., one of the sublattices) it sep-
arates into small commuting pieces. These include a “tuft”
Hamiltonian for every controlled qubit j: a combination of
on-site bath coupling Hamiltonian (5) with index j and all of
the nodes (4) from that vertex. It is easy to see that the cor-
responding single-tuft unitary can be expressed in terms of
the single-qubit average Hamiltonian, see Eqs. (22), (25), and
(32) for the first three orders.
A. Single-qubit operations
We construct the single-qubit rotations using a version of
the partial-group Eulerian path construction, see Sec. II D.
The qubits are separated into four groups: idle qubits on sub-
lattices A and B, and the qubits on the same two sublattices
which we want to rotate. These latter should not neighbor
each other. In a typical application, one-dimensional rotations
can be applied to every qubit of one of the sublattices, A orB.
The sequence is illustrated in Fig. 1. The entire sequence
lasts τ = 16τp, where τp is the nominal single-pulse dura-
tion, with the entire interval split into sixteen equal intervals
of duration τp. For the idle qubits on sublattice A, four iden-
tical symmetric pix pulses are executed during the intervals
4, 10, 11, and 13 [the top plot, Va(t), in Fig. 1]. For the idle
qubits on sublatticeB, the pix pulses of the same shape are ex-
ecuted during the intervals 1, 7, 12, and 14, see Vb(t) in Fig. 1.
On the controlled qubits, additional pulses are inserted dur-
ing the remaining intervals: a symmetric pulse V (t) during
the intervals 2, 5, 8, the same but inverted pulse −V (t) dur-
ing the intervals 3, 6, 9, and double-duration half-amplitude
pulse V (t/2)/2 during the intervals 15, 16. All of these pulses
should be applied in the direction of the desired rotation. The
curve Vc(t) in Fig. 1 illustrates a (pi/2)Y rotation on a qubit
of the sublattice A.
The average Hamiltonian corresponding to such a sequence
depends on the chosen graph G and on the direction of the ap-
plied pulse. For an open four-qubit chain, the desired rotation
around the Y axis for qubits 1 and 3, and assuming all pulses
are symmetric, the leading-order average Hamiltonian reads
H¯
(0)
0 = B −
1
2
υ sin(φ0/2)
∑
i=1,3
σxi Ai. (45)
This is similar to the case of the partial-group single-qubit
DCG, see Eq. (42): to achieve leading-order decoupling, one
needs to use NMR-style self-refocusing pulses with υ = 0 like
those developed in Refs. 42, 53, and 61. The first-order aver-
age Hamiltonian is a lengthy expression containing the coeffi-
cients υ, β, ξ (corresponding to the angle-φ0 pulses) and two
of their counterparts for the pi pulses, κ and α. Unfortunately,
the first-order average Hamiltonian remains non-zero even
when the second-order pulses similar to those constructed in
Ref. 62 are used, with υ = β = ξ = 0, as well as the regular
NMR-style second-order pi pulses with κ = α = 0. When
such pulses are used, we have
H¯
(1)
0
∣∣∣
κ=α=υ=β=ξ=0
= i
τp
4
4∑
i=1
σzi [Bi, Ai], (46)
where we used the assumption [Ai, Bj ] = 0, [Ai, Aj ] = 0 for
i 6= j.
In order to suppress such error terms, one can use a sym-
metrized version of the sequence. Namely, the pulses in Fig. 1
are first executed in reverse order, then directly, for the total
duration of 32τp. Since the desired rotation is repeated two
times, the two φ0 pulses in the symmetrized DCG sequence
produce a rotation of 2φ0. The corresponding leading-order
average Hamiltonian is just H¯(0)0 = B, while in the first order
(when using the second-order pulses with κ = υ = α = β =
0), the average Hamiltonian is proportional to ξ,
H¯
(1)
0
∣∣∣
κ=α=υ=β=0
= i
τpξ
4
C
{
(C2σ
x
1 + S2σ
z
1)[A1, B1]
+(C2σ
x
3 + S2σ
z
3)[A3, B3]
}
, (47)
where C ≡ cos(φ0/2), S ≡ sin(φ0/2) as before, and C2 ≡
cosφ0, S2 ≡ sinφ0.
B. ZZ rotation
With Ising couplings, the natural two-qubit gate is the
ZZ rotation, exp(−iασz ⊗ σz). To implement such a gate
between two neighboring qubits on a bipartite lattice with
always-on Ising couplings, one just has to suppress the un-
wanted couplings. We design the corresponding sequences
starting first with the sequences of hard pulses.
Consider two doubled partial-group Eulerian sequences,
each constructed as four equally spaced pix pulses, followed
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FIG. 1. (Color online) An example for executing a single qubit pi/2
rotation along the y-axis(shaded region) using a DCG construction
on a bipartite lattice such as a star-graph. One or both of the se-
quences of pi pulses along x, Va(t) and Vb(t), are executed globally
on the idle qubits of the two sublattices. The single-qubit (pi/2)Y
rotation is implemented as a DCG by adding three pulse-antipulse
combinations and the stretched pulse along the y-axis to the sequence
Va(t) or Vb(t) depending on the sublattice (Vc(t) is executed on sub-
lattice “a”). The pulses in the shaded regions are Q1(pi/2) and the
pulses along x are Q1(pi) from Ref. 53.
by an exactly reversed sequence, see lines A and B in Fig. 2.
Taking the time interval between the pulses to be τ1 (see
Fig. 2), the A sequence has first four pulses centered at the
odd-numbered intervals of duration τ1 (intervals 1, 3, 5, 7),
and the trailing four pulses centered at even-numbered inter-
vals (10, 12, 14, 16), for the total sequence duration τ = 16τ1.
TheB sequence has this pattern reversed, with pulses centered
at intervals 2, 4, 6, 8, 9, 11, 13, 15. These sequences provide
decoupling of both the single-qubit and the Ising Hamiltoni-
ans, see Eqs. (5) and (4), as can be deduced from the shading
in lines A, B, and AB in Fig. 2. Due to the sequence sym-
metry, with δ-pulses, all odd orders in the Magnus series are
suppressed, which guarantees the second order cancellation.
Now, any similarly-constructed double-interval sequence
(e.g., sequence B′ in Fig. 2) decouples the corresponding
qubit from those on lines A and B, and also provides the
decoupling of the single-qubit Hamiltonian (5). We use
this freedom to construct sequences A′ and B′ that provide
continuously-varied coupling:
H¯
(0)
A′B′ = f
1
2
J12σ
z
1σ
z
2 , f =
8τ1 + 8τ2
16τ1
, (48)
where the prefactor f is the result of the averaging. With ideal
δ pulses and no dead-time intervals, the time shift between
the sequences must satisfy the condition −τ1 ≤ τ2 ≤ τ1; this
gives full control over values of the prefactor, 0 ≤ f ≤ 1.
Note also that the leading-order average Hamiltonian (48) be-
comes exact to all orders, H¯A′B′ = H¯
(0)
A′B′ , when the bath
couplings [see Eq. (5)] are replaced with time-independent
energy shifts, Ai → ∆i, or when the individual bath Hamilto-
nians are dropped, Bi → 0.
When δ-pulses are replaced with soft pulses of duration
τp centered at the same positions, the corresponding leading-
order average Hamiltonian remains parametrically the same,
see Eq. (48). However, since the allowed range of the time
shift must be reduced to avoid pulse overlaps, |τ2| ≤ τ1 − τp,
the prefactor f can only be tuned in the range τp/2τ1 ≤ f ≤
1 − τp/2τ1. When used with the NMR-style second-order
pulses (κ = α = 0), the first-order average Hamiltonian is
zero, while the second-order average Hamiltonian is a com-
plicated expression depending on the graph that describes the
inter-qubit couplings.
The actual soft-pulse implementation of these sequences
used in our simulations is shown in Fig. 3. We used τ2 = 0
and minimum allowed τ1 = τp. Note that in this particular
implementation the prefactor f = 1/2 is not adjustable.
C. Other gates
The constructions described in the previous two sections,
the single-qubit rotations and the adjustable two-qubit ZZ
gate, form a universal set, meaning that an arbitrary unitary
transformation in n-qubit Hilbert space can be expressed as
their composition[65]. In particular, a single-qubit Hadamard
gate can be constructed as a combination of two rotations:
U (H) = −i exp
(
i
pi
4
σy
)
exp
(
i
pi
2
σx
)
. (49)
Each of these can be implemented using a single-qubit DCG
construction, see Sec. III A.
Similarly, the controlled-not (CNOT) gate can be imple-
mented using the following identity[66, 67],
U
(CNOT)
12 = e
ipi/4 Y1X2X¯1Y¯1Y¯2 exp
(
−ipi
4
σz1σ
z
2
)
Y2 (50)
= eipi/4 Z1X2Y¯2 exp
(
−ipi
4
σz1σ
z
2
)
Y2, (51)
where the gate is applied on the qubit 1 with the control
qubit 2, Xj and Yj , j = 1, 2 are the unitaries for single-
qubit pi/2 rotations around the corresponding axes, e.g.,Xj ≡
exp
(
−ipi4σxj
)
, and X¯j , Y¯j are the conjugate rotations. With
the two-qubit ZZ rotation implemented as Nrep repetitions of
the sequence in Fig. 3, where the average coupling Hamilto-
nian is H¯ = J4 σ
z
1σ
z
2 , the required time interval is ∆t = pi/J .
With a single sequence in Fig. 3 of duration 16τp, this gives
the following crucial design equation,
Jτp =
pi
16Nrep
. (52)
Larger values of Nrep improve the decoupling accuracy and
the gate fidelity in the limit of low noise, but also increase the
cost in terms of the number of pulses. For our calculations we
used values of Nrep from 1 to 5.
Other two-qubit controlled gates such as the controlled-Z,
C-Z, and controlled-Y , C-Y , gates can be similarly imple-
mented by applying suitable transformations to the CNOT (or
C-X) gate. We implemented these using the identities
U
(C-Y )
12 = e
−ipi/4X¯2Z¯1Z¯2 exp
(−ipi
4
σz1σ
z
2
)
X2, (53)
U
(C-Z)
12 = e
−ipi/4Z¯1Z¯2 exp
(−ipi
4
σz1σ
z
2
)
. (54)
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FIG. 2. (Color online) Schematic design of the ZZ-rotation gate on a bipartite Ising network using δ-pulses. Pulses are indicated with vertical
red lines (all of them are pi pulses around the x-axis). Sequences A and B are applied on idle qubits of the two sublattices. The regions shaded
in gray correspond to time intervals where the signs of σz on the corresponding sublattice is not inverted, while yellow shading along the
intermediate line labeled AB represents the sign of the coupling term σz ⊗ σz . All of these occupy exactly half of the total cycle duration,
indicating that the corresponding leading-order average Hamiltonians are all zero. The lines labeled A′ and B′ correspond to a pair of qubits
to be coupled. They are decoupled both from the on-site noise and from the neighboring dual-sublattice qubits as can be seen from the shading
along lines labeled A′, B′, AB′, and BA′. On the other hand, the mutual coupling (line A′B′) does not average to zero, see Eq. (48).
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FIG. 3. (Color online) Pulse sequences used to implement the two-
qubit exp(−iασzi σzj ) rotations on any bipartite graph with equal
Ising interactions. The sequences of pi pulses along the x−axis,
VA(t) and VB(t) are run on all idle qubits of the sublattices A and
B respectively. which decouple the qubit-qubit interactions as well
as the low-frequency phase noise. For the qubits to be coupled, we
replace these with VA2 and VB2 respectively. Overall this produces
an effective Hamiltonian with half the Ising coupling remaining only
for the chosen pairs of qubits, which allows one to implement two-
qubit gates. The second-order self-refocusing pulses Q1(pi) have
been used in this plot [53].
Further, two neighboring qubits can be swapped with three
CNOT gates[65].
We emphasize again that our construction allows parallel
execution of similar gates on sets of qubits which do not
share neighboring pairs. For example, any set of simultane-
ous single-qubit rotations on the same sublattice of a bipartite
lattice, or simultaneous two-qubit ZZ rotations between any
set of pairs which do not include neighboring qubits, can be
implemented in parallel.
D. Gate characterization
We verified our analytical arguments used to build the quan-
tum gates also by numerical simulations of the single- and
the two-qubit gates. Specifically, we computed numerically
the unitary evolution matrices U corresponding to each of
the pulse sequences discussed in the previous sections. The
pulses were applied using the control Hamiltonian (6), in the
presence of the Ising couplings (4) and a simplified time-
independent bath (5) with Bi = 0 and the coupling opera-
torsAi replaced by chemical shifts represented by c-numbers,
Ai → ∆i [cf. Eq. (1)].
Given the “ideal” unitary Uideal for each gate, we com-
puted the gate fidelity averaged over initial conditions using
the equation (see the Appendix in Ref. [53])
F (Uideal, U) =
N + |TrV |2
N +N2
, V ≡ U†idealU, (55)
where N is the dimension of the Hilbert state, N = 2n for the
case of n qubits. Specifically, we used two graph families with
n ≤ 6: a star graph and a chain, see Fig. 4. In both cases, we
had the Ising coupling Hamiltonians (4) with the fixed values
of the couplings, Jij = J .
All simulations have been done with a custom C++ pro-
gram using fourth-order Runge-Kutta algorithm for integrat-
ing the unitary dynamics and the Eigen3 library[68] for ma-
trix arithmetics. We used 1024 steps per pulse (τp); further re-
ducing the step size does not improve the accuracy with stan-
dard double precision arithmetics.
Here we discuss the accuracy of the constructed CNOT
gate, see Fig. 5. It is implemented in terms of Nrep repetitions
of the ZZ-decoupling sequence in Fig. 3, and four single-
qubit operations like the one illustrated in Fig. 1, see Eq. (51).
With the disorder given by chemical shifts only and second-
order NMR-style self-refocusing pulses where υ = β = 0
(κ = α = 0 for pi-pulses), only the second-order aver-
age Hamiltonian H¯(2) is non-zero. This gives the error of
the unitary scaling as ∝ [max(∆rms, J) τp]3, where ∆rms is
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FIG. 4. (Color online) Two bipartite qubit arrangements (with the
sublattices as indicated) used for the numerical simulations: (a) n =
6 star graph and (b) n = 4 chain. The bonds correspond to Ising
couplings.
the r.m.s. chemical shift. The corresponding infidelity should
scale as
1− F ∝ [max(∆rms, J)τp]6 (56)
on any lattice. Note that we omitted the dimensionless factors
dependent on the gate duration, τCNOT = 9 ∗ 16 τp = 144 τp
(the sequences in Figs. 1 and 3 both have duration of 16τp),
or dependence on the lattice size. The corresponding scaling
and fault-tolerance of this gate set when used to implement
quantum memory with the toric code are discussed in Sec. IV.
This scaling (56) is confirmed in Fig. 6, where the infideli-
ties 1 − F for two lattices as indicated are plotted on log-log
scale as a function of r.m.s. chemical shift ∆rms. For larger
∆rms, where the infidelities are dominated by the chemical
shifts ∆i, the two graphs are very close and they both have
slopes approaching six, in agreement with Eq. (56). Similarly,
for small values of ∆rms, the infidelities are dominated by the
decoupling accuracy of the qubit-qubit interactions Jij . Using
variants of the same gate with different J [and different Nrep,
see Eq. (52)], we verified that in this limit the infidelity also
scales as expected from Eq. (56).
Note that a chain where each vertex has at most two neigh-
bors, in the limit of small ∆ has the infidelity which is smaller
by almost three order of magnitude than that for the star graph
of the same size, n = 6 [Fig. 6]. More detailed look into
the error distribution associated with such an increase in the
infidelity is given by Fig. 7, where the relative and abso-
lute contributions of one- and two-qubit errors to the total
gate infidelity are plotted for star graphs with different num-
bers of leaves. To reduce the relative contribution of the nu-
merical errors, we used sequences similar to those in Fig. 5
with Nrep = 1. For small ∆rms, the infidelity is dominated
by the errors in decoupling the inter-qubit couplings. While
for a three-qubit chain (star S2), one- and two-qubit errors
contribute about a quarter each to the total infidelity in this
regime, the contribution of single-qubit errors drops precipi-
tously with the increased number of leaves.
Such a dependence is easily explained if we note that the
leading- and subleading-order average Hamiltonians are sup-
pressed in these calculations, H¯(0) = H¯(1) = 0. The con-
tribution of the higher-order terms is dominated by errors of
larger weight: on a star with z leaves, there are
(
z
3
)
four-qubit
clusters which give contribution to H¯(2),
(
z
2
) ≡ z(z − 1)/2
three-qubit clusters, and only z two-qubit clusters. While
these terms are strongly suppressed due to the smallness of
Jτp, in our simulations it is the errors of weights w = 2, 3
and 4 that are most likely to happen. In particular, for z = 5
(6-qubit star) less than 5% of the total infidelity for small ∆rms
is due to single-qubit errors.
The effect of pulse shape is illustrated in Fig. 8. With
first-order pulses, only one coefficient is suppressed, υ = 0
(κ = 0 for pi-pulses). This gives only the leading-order aver-
age Hamiltonian zero (K = 1 st order decoupling). Similarly,
with Gaussian pulses, none of the expansion coefficients in-
troduced in Sec. II C vanishes, so that even the leading-order
effective Hamiltonian is non-zero (K = 0 th order decou-
pling). The corresponding unitaries have errors scaling as
∝ [max(∆, J) τp]K+1 with K = 1 and K = 0 respectively,
which gives the infidelities 1 − F ∝ [max(∆, J) τp]2K+2.
Numerically, we see a dramatic loss in fidelity associated with
these pulses.
IV. SCALING TO LARGE SYSTEM SIZES
On star graphs with up to six qubits, and also on chains of
different length (not shown), we saw that for small ∆rms the
infidelity associated with a single CNOT gate is dominated
by errors of weight two and larger, while single-qubit errors
are relatively suppressed. Such a suppression of few-qubit
errors is a typical error distribution expected with any con-
trol scheme relying on decoupling sequences to remove the
unwanted couplings Jij . Indeed, with finite-duration pulses,
generally, one can hope to suppress the average Hamiltonian
only up to some fixed order. It is the remaining higher-order
terms that are predominantly contributing to multi-qubit er-
rors. An important question is whether such a control scheme
can be directly scaled to large systems.
Superficially, it is difficult to imagine how this can be the
case. Indeed, the coupling Hamiltonian (4) is diagonal, its
spectral norm equals the magnitude of the biggest eigenvalue,
‖HS‖ =
∑
ij
Jij ≡ n〈zJ〉, (57)
where n is the total number of qubits, and the second equality
defines the average product of the vertex degree z and the cou-
pling strength J . Then, even though formally the convergence
radius of the time-dependent perturbation theory is infinite for
any finite n and t, with n large, the series is dominated by high
orders which are not easily tractable in this form.
Nevertheless, the pulse-based control scheme can, indeed,
be scalable to large system sizes, when it is combined with an
error correcting code. Here we only consider the scalability
for the specific case of a toric code implemented on square
lattice, with one sublattice used for ancillae and the other one
to encode the state to be protected. An analysis applicable to
more general lattices and quantum error-correcting codes will
be given elsewhere.
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FIG. 5. (Color online) Pulse sequences used to implement the CNOT gate between qubits Q5 and Q6 on a star graph, see Fig. 4(a). It is
a combination of four DCG gates and a ZZ-coupling sequence, cf. Figs. 1 and 3. Second-order self-refocusing pulse shapes Q1(pi) and
Q1(pi/2) from Refs. 42 and 53 are used. The shading shows the direction of the applied pulses as indicated. The unit enclosed by vertical red
lines, 16τp ≤ t ≤ 32τp, should be repeated Nrep times, for the total sequence duration 16(Nrep + 4)τp.
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FIG. 6. (Color online) Comparison of (a) average infidelites and (b)
respective slopes for the CNOT gate on an n = 6 star graph vs. an
n = 6 chain. The calculations are averaged over 50 sets of random
chemical shifts ∆i drawn from a zero-average Gaussian distribution.
A. Decoupling sequence with pulses applied in parallel
As discussed in the beginning of Sec. III, the analysis
of a collection of pulses simultaneously applied on non-
neighboring sites of an Ising network is simplified by the
structure of the Hamiltonian. The coupling Hamiltonian in
the interaction representation [see Eq. (4)] remains a sum of
commuting terms: bonds connecting the qubits that are not
controlled, and, for every controlled qubit, a “tuft” composed
of the sum of the operators for the bonds incident to the cor-
responding vertex. The errors on these two kinds of clusters
will involve at most two and z + 1 qubits, respectively. As-
suming that the phase errors on sites and bonds are properly
compensated by the sequences, we are left with the errors due
to the individual tuft Hamiltonians with the norm limited as
‖Htuft‖ = ‖H˜tuft(t)‖ ≤ 1
2
zJ. (58)
The perturbation theory on a single tuft is well controlled
when the expansion parameter
αp ≡ 1
2
zJ τp (59)
is small. The norm of s-th term in the time-dependent pertur-
bation theory can be upper-bounded by αsp/s!, and for αp  1
the first non-zero term dominates the expansion. More pre-
cisely, with order-K self-refocusing pulses, we have the fol-
lowing upper bound on the total norm of the error operator on
a single tuft [cf. Eq. 55],
dp ≡ ‖V − 1 ‖ ≤ eαp −
K∑
s=0
αsp
s!
≤ eαp α
K+1
p
(m+ 1)!
. (60)
When such simultaneous pulse sets are executed repeatedly in
a large system, roughly, dp is the probability amplitude that an
error is picked up on a given tuft during a given pulse. At the
end of an error correction cycle, after the measurements of all
stabilizer generators are done, the system is projected to a par-
ticular error configuration with probability given by the square
of the sum of all of the amplitudes which give equivalent er-
rors. While this configuration will contain a finite density of
errors, for successful error correction with the toric code[10]
(as well as generally for codes with limited-weight stabilizer
generators, see Ref. 69 for details) it is important that these er-
rors do not form large clusters. Using percolation theory[75],
the corresponding condition can be written as the requirement
that the total amplitude that a given cluster gets an error during
a single cycle be small,
Ncycdp  1. (61)
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FIG. 7. (Color online) Relative (left) and absolute (right) contribu-
tions of single- and two-qubit errors to the total infidelity for CNOT
gates implemented on star graphs with different numbers of leaves.
Sequences similar to those shown in Fig. 5 with Nrep = 1 were used
to reduce the relative contribution of the numerical errors.
With the help of the inequality (60), this gives
αK+1p
(K + 1)!
 N−1cyc, (62)
where we dropped the term eαp assuming αp  1.
While this is a valid argument, (a) it is only applicable in
the setting of dynamical decoupling, where all terms associ-
ated with the coupling Hamiltonian (4) are suppressed in the
average Hamiltonian, and (b) the upper bound (z + 1) on the
typical cluster size contributing to the average Hamiltonian is
too loose and non-specific. In the following sections, we first
construct a different version of the same argument, looking at
contributions of clusters of different sizes and keeping an ac-
curate track of their count, and then extend the argument to
sequences forming non-trivial two-qubit gates.
B. Clustering for single-qubit gates
Here we consider a typical pulse sequence of duration τseq
designed to produce a single-qubit gate, or a collection of
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FIG. 8. (Color online) Comparison of (a) average infidelites and (b)
respective slopes for the CNOT gate on an n = 6 star graph for
different pulse shapes. We used Gaussian pulses, 1st order NMR-
type self-refocusing pulses (S1 from Ref. 53) and 2nd order pulses
(Q1 from Ref. 53).
single-qubit gates on some subset of qubits. We assume a
construction similar to the DCGs in Sec. III A, where the se-
quence of a given order K (K = 2 for the sequence of du-
ration τseq = 16τp in Fig. 1 when second-order NMR-style
self-refocusing pulses are used) becomes exact in the limit of
infinitely short pulses, τp → 0. Basically, this means that the
full unitary of interest is given entirely by the non-perturbed
unitary U0(τseq), while all systematic errors are contained in
the slow unitary R(τseq).
For the toric code, the undetectable errors are formed by
products of same-kind Pauli operators along continuous topo-
logically non-trivial chains[10]. While the error distribution
over (irreducible) clusters is given by the average Hamilto-
nian (13), we find it more convenient to use directly the ex-
pansion of the slow evolution operator R(τseq), see Eq. (11).
Namely, we further expand each term by writing the interac-
tion Hamiltonian H˜i(tj) as a sum of the bond operators. Gen-
erally, each term in the resulting expansion can be separated
into a product of connected clusters according to which bond
operators are present. The terms in different clusters always
commute and, therefore, the corresponding time integrations
can be rearranged in the integral (11). Then, for any decompo-
sition of the original lattice into a set of disconnected clusters,
the corresponding terms in the expansion ofR(t) factor onto a
product of terms corresponding to individual clusters. The net
contribution to a clusterQ involving s bonds can be written as
follows
RQ(t) =
∑
ni>0
Tt
∫ t
0
dt1 . . .
∫ t
0
dtm
Bn11
n1!
Bn22
n2!
. . .
Bnss
ns!
, (63)
where Bnii represents the product of ni terms for the bond
i evaluated at a subset of time moments {t1, . . . , tm}, and
m = n1 + . . .+ns is the total number of terms in the product.
The condition ni > 0 is needed to ensure that the entire clus-
ter is covered. Given the spectral norm for each bond operator,
‖Bi‖ = J/2, we have the following bound for the contribu-
tion of an s-bond cluster
‖Rs(t)‖ ≤ [exp(tJ/2)− 1]s. (64)
We replaced the subscript Q [see Eq. (63)] with s since the
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bound (64) only depends on the number of bonds s in the clus-
ter.
Note that for small tJ , the obtained expression scales as
∝ (tJ/2)s. The effect of dynamical decoupling is to suppress
any terms of order m ≤ K in the expansion of R(τseq). As
a result, when expanding Rs(τseq), the bound (64) remains
accurate for clusters of size s > K, but there is an additional
reduction for small-weight clusters. In particular, with K =
2, the bounds for one- and two-bond clusters get modified as
follows:
‖R1(τseq)‖ ≤ eα − 1− α− α
2
2
≤ eαα
3
6
, (65)
‖R2(τseq)‖ ≤ (eα − 1)2 − α2 ≤ e2αα3, (66)
where α ≡ αseq = τseqJ/2. Overall, for α ≤ 1, we can write
the upper bound for the amplitude of a given s-bond cluster as
‖Rs(τseq)‖ ≤ (eα)min(s,K+1), α ≤ 1, (67)
where e is the base of the natural logarithm; this factor can be
dropped for α  1. With this result, an upper bound of the
amplitude that a given point x is in an s-bond cluster can be
written as
‖Ms‖ ≤ Ns(x) ‖Rs(τseq)‖ , (68)
where Ns(x) is the number of connected clusters of size s
which include the point x.
For any regular lattice, the number Ns grows at most ex-
ponentially with s, Ns ≤ Cµs, where C > 0 and µ > 0 are
some constants that depend on the lattice. A general upper
bound on µ for a degree-limited graph is given by Eq. (A2).
Overall, for small enough α, this gives an exponential tail of
the cluster size distribution. Basic conclusion is that errors
from parallel single qubit gates stay local as long as they are
executed fast enough.
C. Second interaction Hamiltonian
Now, consider a sequence of pulses similar to those in
Figs. 3, 5, where the leading-order average Hamiltonian H¯(0)S
is intentionally non-zero, in order to implement a part of
some multi-qubit gate. At the same time, this is an order-
K sequence: any correction terms appear only in the order
K and higher of the average Hamiltonian expansion, so that
H¯
(m)
S = 0, 0 < m < K.
Now, the actual gate has a duration of τgate = Nrepτseq,
and we want to distinguish between the “wanted” effect of
the leading-order Hamiltonian H¯(0)S and the remaining “un-
wanted” terms resulting in errors. To this end, we use the
following decomposition
[R(τseq)]
Nrep = R0(τgate)Tt exp
(
−i
∫ τseq
0
dt δ˜H(t)
)
,
(69)
where R0(t) ≡ exp
(−itH¯(0)(τseq)) corresponds to the
“wanted” portion of the unitary generated by the sequence
leading-order average Hamiltonian H(0)(τseq), and δ˜H(t) is
the remaining part of the interaction Hamiltonian in the in-
teraction representation [see Eq. (8)], additionally rotated by
R0(t),
δ˜H(t) ≡ R†0(t)
[
H˜i(t)−H(0)(τseq)
]
R0(t). (70)
We are interested in the specific case where the “wanted”
unitary is a product of two-qubit gates on pairs of qubits cor-
responding to the edges of the connectivity graph, with each
term in the Hamiltonian H(0)(τseq) of the form (48), with
|f | ≤ 1. Then, the difference Hamiltonian H˜i(t)−H(0)(τseq)
is a sum of individual two-qubit bond operators B˜i forming
the same connectivity graph G, with the norm no more than
doubled, ‖B˜i‖ ≤ J . While the unitary transformation (70)
does not change the norm of individual bond operators, it
can change their structure. A single-qubit operator σx or σy
on a qubit from a pair included in H(0)(τseq) is transformed
into a two-qubit operator; and an Ising bond with one of its
qubits driven can be transformed into a three-qubit operator
[we assume that only non-neighboring bonds are included in
H(0)(τseq)].
We can now repeat the arguments from Sec. IV B about the
bound (68) on the total amplitude of clusters of a given size s,
connected to a given point x. Namely, we treat the extended
bonds generated by the transformation (70) as regular bonds
with increased z. On square lattice, this amounts to increasing
from z = 4 to z = 6; this nearly doubles the upper bound for
the cluster-number scaling exponent (A2) to µmax ≈ 12.21.
In addition, we have to double the value of αseq to account
for possible increased norms of bond operators; we have α =
Jτseq.
Now that we have an analog of Eq. (68) for a single order-K
sequence of duration τseq, we will estimate errors after Nrep
repetitions of the sequence simply by scaling the amplitude
of each cluster, and using a percolation-theory argument to
account for possible superposition of different clusters.
An amplitude that a given point is connected to a size-s
cluster is bounded as
‖Ms‖ ≤ NrepNs‖Rs(τseq)‖ ∝ CNrep(eαµ)min(s,K+1),
(71)
which is exponentially small at large s for K ≥ 1 and suffi-
ciently small α since we assume Nrepα ∼ NrepτseqJ <∼ pi.
After Nrep repetitions of the basic sequence, clusters may
overlap. However, in spite of these overlaps, very large clus-
ters will not form as long as the cluster density is sufficiently
far below the percolation threshold.
Notice that exponential tail in Eq. (71) guarantees the ex-
istence of a finite percolation threshold. Indeed, an s-bond
cluster can be always covered with a circle of area As =
pids/2e2 ≤ pis2. For coverage by random circles, a finite per-
colation threshold exists iff the radius distribution is such that
the average disk area 〈A〉 is finite[70]. Moreover, in a given
dimension, the percolation threshold in terms of the average
covered fraction has a uniform lower bound which depends on
the dimension but not on the details of the radius distribution
function[70].
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In our case, we can give the following upper bound for the
average covered fraction f ≡ fgate:
f ≤ Nrep
∞∑
s=1
‖Rs(τseq)‖ AsNs
s
(72)
≤ piCNrep(eα)K+1µ ∂
∂µ
[
µ(µK − 1)
µ− 1 +
µK+1
1− eαµ
]
(73)
≤ piCNrep(K + 1)(eαµ)K+1
[
µ
(µ− 1)2 +
1
(1− eαµ)2
]
.
Since Nrep ∝ α−1, one needs to ensure at least first-order
decoupling (K ≥ 1) to be able to scale fgate down under the
percolation threshold, fgate < fperc, and K ≥ 2 to be able
to do it efficiently. Once below the percolation threshold, the
amplitude to encounter an error forming a single large cluster
becomes exponentially small.
We note that with small eαµ  1, the series (72) is domi-
nated by the clusters of size s = K + 1; these involve K + 2
qubits and have r.m.s. linear size of order s1/2 which corre-
sponds to area As ∼ s. With this estimate, we can make a
somewhat less conservative estimate of the average covered
area fraction (72),
fgate <∼ 2CNrep(αµ)K+1, αµ 1. (74)
D. Scaling to large system with toric code
The subsequent discussion requires some familiarity with
operation of the toric code; we recommend Ref. 71 for an
excellent introduction.
For a toric code implemented on a plane with separate an-
cillae for measurement of the plaquette and the vertex sta-
bilizer generators, the entire measurement cycle can be per-
formed in six basic steps: ancilla preparation, four CNOT
gates, and projective ancilla measurement. Each ancilla for
measuring a product of Z stabilizer generator has to be pre-
pared in the |0〉 state and measured in the Z basis, while each
ancilla for measuring a product of X stabilizer generator has
to be initialized in the |+〉 state and measured in the Z basis.
We make rather specific (although not necessarily realis-
tic for every qubit implementation) simplifying assumptions
about the measurement. Namely, we assume (a) that a pro-
jective measurement in the Z basis can be done near instanta-
neously, and (b) that after the measurement the qubit appears
in the |0〉 or |1〉 state according to the measurement outcome.
The assumption (a) allows us to avoid additional assumptions
about measuring qubits which are coupled, while the assump-
tion (b) allows to avoid additional assumptions regarding the
ancilla preparation circuit. Notice that the ancillae need not
be restored to the |0〉 state after the measurement. One limi-
tation of the present scheme is that CNOT gates can only be
executed on pairs of qubits that do not share neighbors; ef-
fectively this doubles the number of required CNOT gates to
eight per measurement cycle. As a result, the duration of the
entire measurement cycle for the toric code is the time it takes
to execute two Hadamard gates on the ancillae measuring the
X-stabilizer generators, and eight CNOT gates.
With the gates implemented as in Sec. III, a Hadamard gate
has a duration 32τp, and a CNOT gate 16(Nrep + 4)τp. The
overall cycle duration is
τcyc = 2× 32τp + 8× 16(Nrep + 4)τp
= 16(8Nrep + 36)τp ≤ 16τp × 10Nrep, (75)
where we assumed Nrep ≥ 5. This implies that the expected
error-covered area fraction computed for a single CNOT gate
[see Eq. (72)] is increased by an additional order of magni-
tude.
As a result of the measurement done at the end of each cy-
cle, the error operator is projected to a state with well-defined
stabilizer. This does not make the error entirely classical
as contributions from the error configurations differing by a
product of some stabilizer generators have to be added co-
herently (these correspond to all deformations of error chains
with their ends fixed).
Note that while the probabilities of various error configura-
tions are, as usual, proportional to the magnitude squared of
their amplitudes, a typical outcome will have an error-covered
fraction scaling linearly and not quadratically with the esti-
mate in Eq. (72). Judging from the convergence of the series,
for αµ  1, the likely error configuration will have a spatial
structure corresponding to superposition of randomly placed
connected clusters involving up toK+1 qubits each, with the
dominant contribution coming from the biggest size. In the
present model where all of the errors come from incomplete
suppression of the unwanted couplings, see Eq. (4), we expect
to see no correlations between the error patterns encountered
in subsequent measurement cycles.
In the discussed model, the number of the ancilla qubits
equals that of the qubits in the code; the corresponding per-
cycle error probabilities of a qubit error or a measurement
error are thus expected to be equal. In the absence of cor-
relations, the error positions can be efficiently recovered from
repeatedly measured syndromes using the minimal matching
algorithm, which gives per-cycle threshold error probability
of around pc = 4% per qubit[72]. While correlations tend to
favor error chains, with K = 2, a typical cluster involves four
qubits, and it has the linear size of about two lattice constants.
Simple scaling suggests that the threshold should not be re-
duced by more than a factor of four, to about pc = 1% per
qubit per cycle. Using the area-based estimate pc ≤ 10fgate
[see Eq. (74)], with K = 2, C = 1, and µ = 10, we ob-
tain the lower bound for the threshold, αc ≥ 3× 10−4, which
corresponds to Nrep <∼ 104.
Note that this bound is loose as we added the amplitudes of
all errors which can happen in the system and have not made
any attempt to account for the reduction in the number of er-
ror patterns resulting from the projective measurement. While
this estimate proves that the presented universal gate set based
on decoupling pulse sequences in a network of qubits with
always-on Ising couplings can in principle be scalable when
used with the toric code, more detailed analysis is needed to
optimize the construction and to establish the actual threshold.
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V. CONCLUSIONS
In this work we presented the construction and carefully an-
alyzed the errors associated with the universal gate set based
on soft-pulse dynamical decoupling sequences. The gates
are designed to work on an idealized network of qubits with
always-on Ising couplings forming a sparse bipartite graph G.
The construction is based on the universal gate set presented
by us earlier[47], with the difference that now they allow for
simultaneous two-qubit gates even in a system where Ising
couplings are not identical.
The single-qubit gates are based on the DCG
construction[46, 63]; they allow arbitrary single-qubit
rotations. Any combination of single-qubit gates can be exe-
cuted in parallel on non-neighboring qubits (e.g., the entire
sublattice of a bipartite graph). When used with second-order
NMR-style self-refocusing pulses, the constructed sequences
eliminate the inter-qubit couplings to second order, and
in addition decouple time-independent on-site Ising terms
(chemical shifts) also to second order. Fluctuating Ising term
(low-frequency phase noise) is decoupled to linear order;
second order decoupling of such terms can also be achieved
using a symmetrized version of the same construction.
The basic two-qubit gate is an arbitrary-angle ZZ-rotation;
it can be viewed as a continuous family of doubled Eulerian
sequences[31] which allow flexibility of the effective cou-
pling: same average rotation rate can be achieved for qubit
pairs with differing Ising couplings. These gates can also be
executed in parallel on an arbitrary number of qubit pairs with
the restriction that qubits from different pairs cannot be di-
rectly connected to each other. In addition to providing con-
trolled removal of unwanted Ising couplings to quadratic or-
der (when used with second-order NMR-style self-refocusing
pulses), these sequences also decouple low-frequency phase
noise to the same order.
We characterized the accuracy of the constructed gates
in few-qubit systems using an extension of the analytical
average-Hamiltonian expansion[52, 53], and also numerically
by integrating full quantum dynamics of clusters of up to six
qubits in the presence of control pulses, coupling Hamilto-
nian, and additional on-site Ising terms. These simulations
confirmed that the gates are working as designed, with the
systematic portion of the average infidelity of a CNOT gate as
small as 10−11 on a chain and 10−8 on an n = 6 star graph
with Nrep = 5 repetitions of the basic sequence [see Figs. 5
and 6].
We also went beyond the fidelity and analyzed the weight
distribution of systematic errors generated by our sequences.
It turned out that single- and two-qubit errors are relatively
suppressed, while errors of larger weights dominate the evo-
lution. Such an error distribution is expected in any control
scheme based on perturbation theory.
Scalable quantum computation being the primary target of
the present construction, we also analyzed the error patterns
that would be expected when this or similarly constructed gate
sets are used in a large system. It turned out that for sequences
suppressing the inter-qubit couplings to order K, when the
couplings are small compared to the inverse sequence dura-
tion, dominant errors are formed by clusters involving up to
K + 1 bonds (up to K + 2 qubits). While such clusters can
sometimes merge forming larger-weight errors, we show that
one can choose the parameters so that large error clusters do
not form during a measurement cycle that involves several
CNOT and single-qubit gates. We analyzed specifically the
measurement cycle of the toric code and the corresponding
planar layout of qubits and ancillae, and demonstrated that
fault tolerant quantum memory can indeed be implemented
using our gate set.
A complete analysis of fault-tolerance, e.g., for the toric
code, is beyond the scope of this work. We notice, how-
ever, that the exponential bound Eq. (71) for the amplitude
of a large error clusters is also compatible with the threshold
analysis for concatenated codes with noise that involves long-
range temporal and spatial correlations[8, 9]. Fault-tolerance
with a concatenated code using the present gate set can be
demonstrated by choosing a suitable qubit network, e.g., a lin-
ear qubit chain[16, 17, 73].
The most important parameter that governs the likelihood
of a run-away large-weight error formation is the sparsity of
the coupling network. It can be characterized by the maxi-
mum degree z of the corresponding graph. On a chain with
z = 2, there are only s + 1 clusters with s bonds involving a
given qubit; with z > 2, the cluster number grows exponen-
tially with s. This growth has to be overcome by the small
expansion parameter α ≡ Jτseq: the amplitude of an error
cluster involving s bonds scales as αs.
On the other hand, when a large number of qubits are cou-
pled to a single qubit or other quantum system like a harmonic
oscillator, it would be much more difficult to control the run-
away large weight error formation. We believe this applies not
only to the present gate set based on decoupling sequences,
but generally to any kind of control scheme where perturba-
tion theory is used, e.g., controlled coupling schemes based
on tuning qubits in and out of resonance.
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Lorenza Viola for explaining the working of DCGs. We would
also like to thank Alexey Kovalev for a number of useful dis-
cussions. This work was supported in part by the U.S. Army
Research Office under Grant No. W911NF-11-1-0027, and
by the NSF under Grant No. 1018935.
Appendix A: Cluster size distribution
Here we derive an upper bound on the number of distinct
clusters connected to a given point x on a graph G with vertex
degrees limited by z. First, we notice that a size-s cluster
containing x on G, after cutting any loops, can be mapped
to a size-s cluster on z-regular tree Tz (Bethe lattice), with x
mapped to the root. Such a mapping can only increase the
perimeter (size of the boundary, i.e., number of sites outside
the cluster but neighboring with a site inside it). Any size-s
cluster on Tz has the perimeter tz(s) ≡ s(z − 2) + 2; for a
cluster on G we have t ≤ tz(s).
Second, the number of weight-s clusters which contain x
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on Tz is[74]
Ns =
sz [(z − 1)s]!
s! [(z − 2)s+ 2]!
=
sz
[(z − 2)s+ 2][(z − 2)s+ 1]
(
(z − 1)s
s
)
. (A1)
For large s the binomial can be approximated in terms of the
binary entropy function, log2
(
n
k
)
= nH2(k/n), H2(x) ≡
−x log2(x)− (1− x) log2(1− x). The prefactor in Eq. (A1)
is smaller than one for any s ≥ 1 and z > 2; we obtain
Ns ≤ µsmax, µmax = 2(z−1)H2(1/(z−1)), z > 2. (A2)
For square lattice Eq. (A2) gives µmax = 27/4 = 6.75.
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