Many algorithms that compute acoustic or electromagnetic fields scattered by surfaces of revolution require fast evaluation of the azimuthal Fourier components G m of the Green's function for the Helmholtz equation in three dimensions. In this paper we derive a recurrence relation for the functions G m and obtain explicit formulae for their partial derivatives. These observations significantly reduce the complexity of the computation of the scattered fields generated by axisymmetric scatterers.
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Introduction
Numerical evaluation of scattered fields generated by surfaces of revolution requires fast and accurate computation of individual azimuthal Fourier components G m of the free-space Green's function for the Helmholtz equation, and their partial derivatives (see, for example, Harrington and Mautz [9] , Medgyesi-Mitschang and Putnam [11] , Govind, Wilton, and Glisson [7] , Berton and Bills [3] , Gedney and Mitra [5] , Bonnemason and Stupfel [4] , Grannel, Shirron, and Couchman [8] ). The functions G m are defined in (10) below.
In this paper we derive a recurrence relation for the functions G m which (unlike three-term recursion formulae for most classical special functions) turns out to involve five terms. In addition we obtain explicit formulae expressing partial derivatives of these functions through linear combinations of G m -s. Such properties of the sequence {Gm} are analogous to that of classical special functions and orthogonal polynomials (see, for example, Abramovitz and Stegun [1] ), and, similarly to these classical objects, provide for fast and accurate computation of an individual G m and any of its partial derivatives.
The plan of the paper is as follows. In Section 2 we introduce basic notation and definitions. In Section 3 we obtain the generating functions for the sequence {G m } and an auxiliary sequence {Q m } (see its definition in (13) below). In Section 4 we derive the recurrence relation for the functions G m . In Section 5 we express partial derivatives of G m as linear combinations of these functions. In Appendix we express certain infinite series involving functions G m in a closed form, and obtain expansions of these functions in terms of spherical Bessel functions.
Notation and Definitions
The free-space Green's function for the three dimensional Helmholtz equation ip satisfies the equation
4-7T
AiH*V = -y«(|r-r'|),
where 8 is Dirac's delta function, r and r' are vectors in R ,
and A is the wavelength.
The solution of (1) satisfying the outgoing radiation condition is given by the formula lK*|r-r|)= {k]r _ r>l) ■
Formulae (l)-(3) can be found (in a slightly different form) in Chap. 7 of Tikhonov and Samarskii [13] .
In polar coordinates
we have A: 2 |r-rf = a-&cos(<£-<£'),
where
and
Note that for any real p, p', z, and z', a>b.
Combining (3) and (5) we have
The functions G m are defines as Fourier coefficients of (9) with respect to the azimuthal angle <j > and have the form
Obviously, for any a > b and integer ra,
It follows from (10) that
We will also consider the sequence of functions {Q m }, that for any integer m and a > b are defined by the formula
which implies that
" m=-oo
The Generating Functions
The main result of this section is Theorem 3.1 below where we obtain the generating function G for the sequence {G m } and the generating function Q for the sequence {Q m }. It is well known that generating functions are normally used for the derivation of recurrences and certain other properties of classical special functions and orthogonal polynomials (see, for example, Chap. 7 of Lebedev [10] , Chap. 11 of Seaborn [12] ). The corresponding computations for the sequence {G m } require analysis of two generating functions G and Q, which is a departure from the standard scheme for classical special functions where usually only one generating function is involved.
We define the generating function P for a certain sequence {P m } in a standard way, i. e. as a function whose Laurent expansion
converges uniformly in a certain ring of the complex t-plane. has the roots *_ and t + , it is easy to see that the functions G and Q are analytic in the ring (20). By Laurent's theorem each of them has a Laurent expansion that converges uniformly in any domain that lies wholly in this ring. Now we obtain the formulae (18) and (19) by substituting
Theorem 3.1. Let for any a > b the functions G and Q be defined by the formulae exv(i(a-b(t + t-
into (12) and (14), respectively.
• Remark 3.1. Obviously, the functions G and Q are connected via the relation
which follows from (16) and (17).
•
The Recurrence Relation for the Functions G m
The main result of this section is the recurrence relation for the functions G m . Namely, in Theorem 4.1 below we show that for all a > b and \m\ > 1, 
Proof. The combination of (16) and (17) yields
Substituting (18) and (19) into (29) Equating the coefficients of equal powers of t in (30) we immediately obtain (28).
The following corollary is an immediate consequence of the formula (28). Proof. We start with the identity
Corollary 4.1. For any integer \m\ > 1,
which is an immediate consequence of (25). Differentiation of (32) with respect to t in combination with (25) 
Substituting (18) and (19) into (33) 
is stable for downward and unstable for upward recurrences if
and is unstable for both upward and downward recurrences if
In ( 
Proof. Substituting the expansion (18) into the obvious relation
and equating the coefficients of equal powers of t we have
Next, differentiation of (32) with respect to t yields
G(a, 6, t)+(a-
Substituting the expansions (18) and (19) into (50) and equating the coefficients of equal powers of t we have
Combining (28) and (51) we obtain
Now (46) is an immediate consequence of (49) and (52). The use of the recurrence (26) significantly reduces the complexity of the numerical computation of the scattered fields generated by surfaces of revolution. As was observed by many authors such computations can be reduced to the solution of M integral equations on the generating curve of the scatterer (see, for example, [7] ).
Here M ~ k is the number of nonvanishing (with the given accuracy) azimuthal operations. Thus the CPU time T sot for solving the M linear systems has the estimate
Comparing (59) and (60) 
Obviously, now the CPU time estimate of the computation of the scattered field has the form (61) which immediately follows from (60) and (61).
For large-scale problems we have iV > 1 and M > 1, which in combination with (59) and (61) yields
Currently a fast algorithm for generating matrices Z (m) using (26) is being implemented and the corresponding results will be reported at a later date.
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Appendix
In Appendix we discuss certain consequences of the formulae (10) and (12) . 
V q=Q
where S nm is Kronecker's delta. Now substituting (70), (71), and (72) into (10) we immediately obtain (67) and (68).
The formula (67) for / = 0 is given in [3] . 
which is an immediate consequence of (69).
