Abstract
I. INTRODUCTION
Engineers cause change through their knowledge, skills and professional activities [Koen03; p.11], [EdHo08] . One of the major roles of engineers is to design, build and test new physical or logical systems that have not existed before. A system is a deliberate arrangement of parts (such as hardware and software components, functional units, subsystems, procedures, or people and facilities) required to achieve a desired goal and specific objectives (e.g., [HoWo05] ). Following the scientific method, with its physical and mathematical principles augmented by ergonomics and aesthetics, a system is first specified, then simulated and emulated if necessary, and its different parts (subsystems) are built and put together, tested and installed in an environment for which it was intended. Finally, field testing and operational observations provide feedback for improvements and modifications of the system.
If the system is simple (i.e., linear, with few static noninteracting components), many well-established design techniques can be used. If the system is complex (nonlinear, with interacting components), the design techniques must be much more involved including many heuristics. When the system must involve human operators (not users), even more complex design techniques must be considered. This paper describes some of the design challenges brought about by the emerging dynamical systems, as well as intelligent and cognitive machines and systems [Kins07] , [Kins09] . These developments require profound changes to the design process and education as dictated by the new scientific and engineering principles involved. Some of these issues are being tackled by cognitive informatics [Wang06] .
II. ENGINEERING DESIGN

An Engineer
The American College Dictionary and other dictionaries define an engineer as a person who is not only versed in the design, construction and use of machines, but also is capable of employing the innovative and methodological application of scientific knowledge and technology to produce a device, or a system, or a process, all intended to satisfy human needs, subject to technological, economic and environmental constraints.
Similar definitions are provided by the engineering accreditation bodies such as the Canadian Engineering Accreditation Board (CEAB) of Engineers Canada (formerly the Canadian Council of Professional Engineers, CCEP) [CEAB06] , and the ABET Engineering Accreditation Commission (formerly the Accreditation Board of Engineering and Technology) in the USA [ABET06] .
The definitions stress design and implementation through innovative and methodological application of knowledge (not just of information, or even worse, data). As we shall see, innovation and creativity are of particular importance to the design of intelligent systems. We shall also see that the design process of such systems requires a well synchronized team of engineers and other professional from non-engineering disciplines, rather than an ensemble of isolated individuals. In fact, a concept of the world-class engineer has been developed at academics and industry [Leon95] .
The Engineering Design Process (EDP)
What is an engineering design process (EDP)? The process of developing a product is based on a design philosophy [Koen03] and involves a number of steps that guide the designer from the concept to the implementation and testing in the field. All the engineering accreditation bodies define engineering design clearly. For example, according to the Canadian CEAB [CEAB06; p. 12], engineering design integrates mathematics, basic sciences, engineering sciences and complementary studies in developing elements, systems and processes to meet specific needs. It is a creative, interactive and often open-ended process subject to constraints which may be governed by standards or legislation to varying degrees, depending upon the discipline. These constraints may relate to economic, health, safety, environmental, social, or other pertinent interdisciplinary factors.
According the American ABET [ABET06] , engineering design is the process of devising a system, component or process to meet desired needs. It is a decision-making process (often interactive), in which the basic sciences, mathematics, and engineering sciences are applied to convert resources optimally to meet a stated objective. Among the fundamental elements of the design process are the establishment of objectives and criteria, synthesis, analysis, construction, testing and evaluation.
The International Technology Education Association (ITEA) defines [ITEA07] engineering design ad the systematic and creative application of scientific and mathematical principles to practical ends such as the design, manufacture and operation of efficient and economic structure, machines, processes, and systems.
Although the definitions differ in several marked aspects, they point to some common elements of the design process, including specifications, analysis, synthesis, implementation and testing, regardless of the discipline. The actual design methodologies may also differ considerably, depending on the discipline (e.g., computer engineering) and area such as integrated circuit design, embedded systems, and software systems, as described in the next section.
Two Types of the Engineering Design Process
Although design involves fairly universal ideas [Broo75] [Broo10], is there a single approach to the engineering design process? Cross [Cros00] distinguishes two types of processes: prescriptive (algorithmic) and descriptive (open-ended, holistic, gestalt). The prescriptive (procedural) approach involves the basic phases identified in the previous section. It can be applied to very simple, well established designs in which several conditions are satisfied: (i) the problem and needs are well understood, (ii) the requirements are known and can be improved from previous similar cases, and (iii) the implementation and product introduction have low risk. Although feedback (i.e., revisiting previous phases) occurs in the process to correct or improve product performance, the process is sequential.
More complex machines and systems require the descriptive approach in which various phases of the design process do not follow sequentially, but are interconnected in the sense that their future impact must be considered at each other phase at all times, as shown in Fig. 1 . The process usually starts from the problem identification phase in which the need for the product (i.e., a device, or a module, or a system) is established clearly. Mistakes are frequent in this phase due to either misjudgment of the current needs or unexpected changes in the future economic or environmental conditions. Such mistakes may be very costly. To minimize this risk related to known factors, various procedures have been developed. The dashed lines emanating from this phase to all the other nine phases indicate an awareness of the limitations and constraints of the other stages in the design process. Although they do not imply any actual visitations of the other phases at this stage of the process, they indicate the parallel nature of this model. The simultaneous awareness increases with the experience of thee design team, and could improve the accuracy of the problem formulation. If similar lines were drawn from each phase, a fully connected graph would result (see [FoCo05, p. 4] ). This is not done in Fig. 1 During the requirements specification phase, the team describes what the product is, and what it must do in order to satisfy the needs. The specifications must be formulated in writing as both text and graphics in the form of a functional (architectural) block diagram. The block diagram represents a partitioning of the system into subsystems (modules), and identifies all the interfaces between the various functional units, together with their levels of difficulty. This requirements stage is often assisted by computer-based tools and languages in order to improve and maintain product documentation. Although this phase does not provide an optimal solution, it is a guide for the entire remaining design process.
The distinguishing feature of the descriptive (openended) design approach is demonstrated in the next option generation phase. By developing the necessary solution to the problem, a cost function must also be established to perform a constrained optimization and grade the solutions. This phase is often marked by extreme innovation and creativity.
The technology mapping phase converts the selected optimal functional (architectural) solution into a detailed technological solution. This transformed product organization involves all the specific available parts, their specific interconnections (buses), and specific protocols to communicate between the components. Based on the technology mapping, the system partitioning may also be revisited to search for a better solution. To minimize logical mistakes, this stage often uses computer-based simulators (software), or emulators (software augmented with some actual hardware). Logical verification and testing are integral part of this phase. Verification is intended to prove that each module does what it should, while testing establishes its performance limits. Testing may be very time consuming at this stage due to the complexity of test vectors.
The prototyping and implementation phase provides the proof-of-concept because specific components are acquired, assembled and tested as physical prototypes in order to gain understanding of the physical limitations of the actual implementation. Prior experience with similar components may not be sufficient because of the technological changes in their manufacture. The subsystems are often implemented using rapid prototyping such as the field-programmable gate arrays (FPGAs) from Xilinx (e.g., [Coff00] ), or other programmable logic devices (PLDs) such as the complex PLDs (CPLDs) from Altera (e.g., [Duec01] ), or 3D printing and stereolithography [Castl07] . The prototypes further remove either logical or physical mistakes such as speed limitation. This phase also includes verification and testing.
The system integration phase is responsible for bringing all the subsystems together. This phase is often very difficult because the functional subsystems may not work together due to interface problems such as timing in the protocols, or improper utilization of resources such as memory conflicts. Real-time systems are particularly difficult to integrate.
The system verification and testing phase is an extension of similar activities in the technology mapping and prototyping phases. The system is verified against standards, and the overall performance is tested so that it is consistent with the system specifications.
The last two stages are delivery and acceptance and maintenance and upgrading. They follow procedures agreed upon in the preliminary phases of the product design process. The last stage may be very costly if the usable product lifetime is long. Since, for some systems such as computer installations, the cost of maintenance may be up to ten times the cost of the equipment, the systems must be designed in new ways. For example, autonomic computing [Kins05] , [Kins07] and intelligent systems may alleviate some of the problems.
Notice that although the ten phases apply to any engineering design process, their description has been slanted towards computer engineering to reflect the experience of these authors.
III. AREA-SPECIFIC EDP
The general EDP is often translated into an area-specific EDP. For example the electronic circuit EDP has evolved from discrete components, to integrated circuits, and to fieldprogrammable gate arrays (FPGAs). Each variation on the technology resulted in major modifications of the EDP over the years.
Development of software, and particularly software for real-time systems, is also a complex undertaking, and requires a dedicated software EDP.
One of the important activities in computer engineering is the design of embedded systems. Embedded systems are hardware-software computing and controlling systems encapsulated into larger electromechanical systems to perform dedicated operations in a way that is often inconspicuous to the outside observer. This embedded systems EDP, together with the electronic circuit and software EDP, is described in [Kins09] .
IV. EVOLUTION OF SYSTEMS
Rapid shifts are being observed in technological and computing paradigms, as described in [Kins07] and [Kins09] . These remarkable shifts have been necessitated by the system complexity, which now exceeds our ability to maintain them [GaCo03] , while being facilitated by new developments in technology, intelligent signal processing, and machine learning [HPSM06] . By necessity, the new systems are becoming cognitive. In general, the intent of such cognitive systems is to improve their performance in changing environments, to reduce waste in resource utilization, to help human operators interact with the controlled process, to guard against catastrophic failure, to age gracefully, and to provide a test HaCh05] , , and cognitive robots, affective computing, and autonomic computing. Without this framework, the challenges of designing intelligent and cognitive systems might not be appreciated fully.
V. CHALLENGES IN THE DESIGN
OF COMPLEX SYSTEMS The previous sections provided a review of the commonalities and differences in the engineering design process (EDP) of electronic hardware, software and embedded systems. These models are well understood, and are used in practice in industry, as well as in research and development (R&D) organizations. When a limitation of a specific model is identified, the model is improved. This has been practised for decades. So, is there a problem? Yes, there may be a fundamental problem with all the existing EDP models if the complexity of a system increases beyond what is known (i.e., the system becomes unmanageable), or when limited resources prevent the use of the system, or when the system includes human operators as an integral part of the system. In such cases, intelligent and cognitive systems ought to be considered. However, there is no EDP model developed for such systems. This discussion may be helpful in the development of such a model. The discussion is grouped into several topics related to outsourcing of manufacturing, the new role of design teams, complex systems, the EDP, teaching, and research.
Outsourcing of Manufacturing
One of the major challenges in EDP is the outsourcing of manufacturing in our global economy. How can we sustain design without knowing how to manufacture the designs? For example, in chip manufacturing, since the physical parameters of the wafer may change from day to day, they are measured and fed back into the parameters used in simulation of the circuit to estimate its speed and other performance criteria. Without knowing the details of manufacturing, our designs cannot be optimal, or even may fail prematurely.
The problem is compounded by the number of engineers graduated in those countries that are handed over the manufacturing. For example in 2006, the number of graduating engineers was around 600,000 in China and around half of that in India, while North America graduated just around one tenth of that number. One of the outcomes of not meeting this challenge is the declining enrollment in some areas of engineering, as the perception is that there will be no engineering jobs here.
The Role of Engineers and Engineering Teams
The engineer must be not only a good designer, but also a user's advocate (user-centred designs). The engineer must also be a design diplomat, capable of guiding the design in a team, enhancing the environment of all the team members by balancing their interests, and keeping the client fully involved and aware of the status of the project.
The complexity of intelligent systems requires teams of professionals whose individual detailed knowledge of the entire system may be next to impossible. Many teams may also be distributed physically in a city, country, or even the world. In the later case, the teams may not be working at the same time due to the opposite time zones. Encapsulation of expertise and reusable software may be necessary in such cases.
System Challenges
Autonomic Computing: Designing intelligent and cognitive systems is a long-term goal. Autonomic computing (AC) is a scaled-down form of cognitive machines [GaCo03] , [IBM06] , [Kins05] , [Kins07] , [Wang03] , [Wang04] , [Wang06] . The systems are evolving earnestly because the cost-performance of hardware improvements (speed and capacity) have lead to escalating complexity of software (features and interfaces). However, this increased complexity requires elaborate managing systems that are now six to ten times the cost of the equipment itself. Autonomic computing is intended to simplify this problem by making the systems self-configuring, self-optimizing, self-organizing, self-healing, self-protecting, and selftelecommunicating, thus leading to increased reliability, robustness, and dynamic flexibility. This involves not only the traditional fault tolerant computing (i.e., tolerating hardware and software faults), but also tolerating various faults made by human operators and users, thus shifting attention from the mean-time-between failures (MTBF) to the mean-time-to-recover (MTTR) in order to make the systems more available. AC applies to both desktop computing, portable computing, pervasive computing, and embedded systems.
A number of new concepts must also be developed, such as the real-time process algebra (RTPA) [Wang02] . RTPA can provide a multidimensional (space, time and action) representation of the behaviour of autonomous systems.
Mechatronics:
Many of the developments of intelligent machines involve mechatronics (e.g., [Bolt03] , [Ceti07] ) which is a system-level approach to designing electromechanical systems. It combines several engineering disciplines, including mechanical, electrical, electronic, control, wireless, and computer, with an extended embedded systems design methodology. Machines that perform one task are no longer in great demand. Flexible machines require control, human-machine interfaces (HMI), networking, remote machine monitoring and reporting over the Internet. However, such complexities increase cost, risk, and design time. Mechatronics-based approach mitigates some of the problems.
Networking: How can we provide resilient networking for intelligent and cognitive machines? Should the networking be wired or wireless? How can the Internet be used for telerobotics and telepresence in view of the unpredictable delays on the network? Boosting the Internet routers will not solve the problem. Reconfigurable hardware and networkembedded computational resources will not solve the problem either. Can the network be redesigned to make the attached computing resources not only a distributed computing system, but also a cognitive global computer?
Direct Challenges Within the EDP
The EDP itself has many challenges, particularly when applied to complex systems, including rapid EDP cycle, requirements, specifications, design and evaluation, hardware and sensors, and software, as discussed next.
Short EDP Cycle:
The turn-around time for product specification, design and delivery has been decreasing not only in embedded systems and mechatronics, but also in automotive and aerospace industries with very complex environments spanning many departments and partners. Rapid evaluation and alternative designs require massive computing resources. Can grid computing be helpful to resolve this problem? Grid computing is a service-oriented architecture approach that uses open standards and resource virtualization to make distributed computing possible over the Internet. An example may be IBM's Grid-Aided Engineering (GAE) [IBM07] .
Requirements: Identifying the current needs for a product, its characteristics, functionality, reliability and life span is a difficult process. How can future users and operators, their needs, and characteristics of their work be analyzed and understood? Although adaptive systems may solve some of such issues, there is a strong need for intelligent and cognitive systems to help alleviate some of the problems.
Specifications:
How can the scope and specifications of intelligent systems be defined and described adequately? A large portion (84%) of today's designs of simple systems fails due to incomplete or unclear specifications. On the other hand, how many people read and understand complete specifications in a 1000-page or so document? What methodologies and tools must be developed to help in this mater?
Design and Evaluations: How do we design an interactive, intelligent, or cognitive system optimally for current and future users? It is relatively easy to design complex systems that are complicated and hard-to-use. It is very hard to design complex systems that are neither complicated nor hard-to-operate. The very nature of cognitive systems is to help in this matter.
What new tools should we develop? The tools to design small subsystems are formidable. Assembling such subsystems into larger systems requires many solutions to the management of interfaces between the subsystems and coordination of parallel operations between the subsystems. What method and strategies must be introduced to predict and prevent errors in product development? Are the current solutions [ChIs04] satisfactory for such systems? Would tools such as LabVIEW from National Instruments be helpful in teaching students how to model and evaluate designs in embedded systems and mechatronics?
Hardware and Sensors: Should parallel hardware be used? How should parallel software match the parallel hardware and parallel network? Should the hardware be event or time driven? Should it be synchronous or anachronous? Should it be control or data driven? What granularity should be employed? Should it use crisp or fuzzy logic? Should it be structural (e.g., neural network based)? Should it be purely digital or hybrid (digital and analog)?
Sensing of the environment is central to intelligent and cognitive machines. How can we provide new reliable sensors with self-calibration, self-correcting, and resilient to aging? How can we improve machine vision, as well as realtime natural speech recognition and understanding? Since single sensors are not sufficient to provide input to cognitive systems, reliable and robust mesh networking is required, both wired and wireless.
Software: Software requires many advances to be suitable for intelligent and cognitive systems. An example of how far we are from this level of sophistication is the low usability of help files in most application software. However, within the EDP itself, the Unified Modelling Language (UML) (e.g., [Doug99] ) and similar approaches have been found very useful to build blueprints, with a common vocabulary for software modelling and reduced differences in software methodologies. The UML uses the best practices of the object-oriented software design (OOD) process [Scha99, p. 82], [Doug99] . The OOD is fundamentally different from the functional design process. It emphasizes objects rather than functions. Objects identify both data (attributes) and methods (functions) that can act on the data. Objects are instances of a class (with the same attributes and methods). An object encapsulates this information, and cannot change it by itself. This encapsulation improves the reliability and maintainability of software, as changes appear to be local.
VI. CHALLENGES IN EDUCATING ENGINEERS FOR COMPLEX SYSTEMS 6.1 Methodological and Innovative Design
Our engineering students have an extensive exposure to mathematics (algebra, calculus, analysis, and discrete mathematics), basic sciences (physics, chemistry, and some geological and environmental sciences), and basic engineering sciences (electronics, computing, signal and image processing, information theory, coding, electromagnetics, telecommunications, and computer networking). This exposure in itself does not convert a student into and engineer; it just provides the required scientific and engineering knowledge. This model is well established in many countries [CEAB06] , [ABET06] , [DWCP02] .
Any good engineering program must also incorporate the methodological application of the knowledge in order to design and produce a new device, system, or process, each satisfying human needs and safety. In addition, for a program to be excellent, it should develop the concept of innovative design (which is in some contradiction with the concept of methodological design). This is of particular importance to the design of intelligent systems that must be autonomous, autonomic, survivable, immune to external and internal attacks, and recognize the changing human needs and safety. How do we teach and develop such design skills?
Extended Coverage
The design of intelligent and cognitive systems requires a major extension of the topics taught to our students, including intelligent signal processing [HPSM06] , biology, cognitive informatics [Wang03] , and new computing paradigms such as structural computing (i.e., neural networks, particularly with recurrence and full connectivity in which emergence can occur), as well as quantum and biomolecular computing. In signal processing, we already teach autocorrelation, convolution, and Fourier transforms, but must extend it to time-scale (wavelet) transforms [Mall98] . Control theory should be extended to include nonlinear dynamical systems with the fourth stable state, chaos. This necessitates extensions to discrete mathematics to include self-affinity, multiscale analysis, fuzzy logic, and higher-order statistics. Electronics must also emphasize the physics of computing and discuss challenges in high-speed circuit design.
New Emerging Areas vs Specialization
How do we respond to the emerging areas of engineering such as Genetic Engineering, Cognitive Engineering? Will biology, neuroscience, bioinformatics, cognitive informatics be all required as Basic Sciences? Will Computer Science be ever considered as one of the Basic Sciences?
How do we distinguish between a new emerging area (discipline) and a highly-specialized sub-area? Many offshore engineers graduate from very narrow specialties. Does this approach (narrow, but deep) help or hinder the design process? Will teams be helped by such narrow specialties? Do broadly-based engineers defined by their discipline adapt to change faster?
Experiential Learning
How do we deal with experiential learning (i.e., co-op terms, 16-month internship, stage projects)? Companies no longer tolerate extended years of on-the-job training for new engineering graduates because of the short product life cycles, fast turn-around of graduates (the old model of seven years with a company no longer applies). The recent shift from a graduating thesis to a capstone project based on teams who practise the engineering design process is a reflection on how engineering schools cope with the problem.
A good example of an experiential learning capstone project is the design, implementation of a variable lift vehicle for near-space applications [ADMK11] . The team of three students from the Department of Electrical & Computer Engineering, University of Manitoba (UofM) designed and developed the mechanical and electronic parts of the system in time to test it. Since the vehicle was tested in non-near-space conditions, the requirements have changed, and the experiments had to be modified. The resulting experience matched many real industrial environments.
However, the capstone projects last one year only. Could the experiential learning concept be extended to the entire educational program, spanning four years? An example of such a multi-year project is the T-Sat project at the UofM [KBSD11] . The project is to design, implement, and test a triple picosatellite (code T-Sat) under the umbrella of the first Canadian Satellite Design Challenge that started in 2010. There are 13 teams in Canada who have joined the competition. A successful satellite will be launched in two years. The UofM T-Sat team has 79 registered undergraduate and graduate students from various faculties and schools, including engineering, sciences, business, and arts. Most of the students are from senior years, but some are also from the first year. The graduate students are often the leads in various sub-teams. We also have over 49 project advisors, including academic, aerospace, industrial, radio, military, government and community. This multi-team project has the potential of bringing experience to the teams that far exceed the capstone experience. It provides an opportunity to the industries to participate in the experiential learning process directly through their advisors. It provides the students with direct knowledge of the companies through their advisors.
There are also other design competitions intended to increase the experiential learning, including the Society for Automotive Engineers (SAE) Solar Car and the Formula-SAE, or the NASA's Space Elevator.
VII. RESEARCH CHALLENGES
The engineering design process (EDP) is used in industry, research and development (R&D) institutions, research laboratories, educational institutions, and many other places where new concepts must be developed and made operational. We have seen that the process itself is multi-facet and requires much knowledge and experience. How are the EDP tools and methodologies developed? Is there a room for research related to EDP?
The Cambridge Engineering Design Centre [CEDC07] has been conducting research in several areas. For example, their knowledge management includes acquisition, storage, and retrieval of engineering knowledge related to design. Process management addresses the modelling aspects of the design process. Change management studies how to model change in products. Computational design focuses on integrated optimization methods and tools. Design practice has been developing understanding of the practices used in the design process.
VIII. CONCLUDING REMARKS
Complex machines and systems are no longer designed and built to serve users, but are developed for operators and humans who play an integral part in the systems. This concept goes beyond the traditional human-machine interface whose function is to match the two distinct entities. Since complex machines are inherently emerging, traditional design approaches are inadequate. Intelligent signal processing, real-time machine learning, and cognitive informatics are essential in solving some design and implementation issues of adaptive, intelligent and cognitive machines. The engineering design process (EDP) is critical to the development and introduction of such machines and systems. Since the classical EDP models have not been involved with the design of such complex machines, a new improved paradigm must be developed. This paper addresses some of the challenges of developing the new paradigm.
