This paper deals with pattern recognition of the shape of the boundary of closed figures on the basis of a circular sequence of measurements taken on the boundary at equal intervals of a suitably chosen argument with an arbitrary starting point. A distance measure between two boundaries is defined in such a way that it has zero value when the associated sequences of measurements coincide by shifting the starting point of one of the sequences. Such a distance measure, which is invariant to the starting point of the sequence of measurements, is used in identification or discrimination by the shape of the boundary of a closed figure.
Introduction
The problem of pattern recognition of the boundary of a closed figure arises in a variety of situations, such as contour coding, classification of chromosomes, interpretation of chest x-rays, scene analysis, identification of aircraft, and so on. References to applications in these areas can be found in a paper by Kashyap and Chellappa (1) and a recent book edited by Lestrel (2) . If the boundary has specific landmarks, then one could use distances and angles between lines joining the landmarks as features and apply methods of multivariate statistical analysis as described in the papers by Rao and Suryawanshi (3, 4) . References to earlier work by Bookstein, Kendall, Lele and Mardia in the analysis of landmark data can be found in the papers by Rao and Suryawanshi (3, 4) .
In cases where no distinct landmarks can be located on the boundary, several methods of making measurements to describe the shape of the boundary have been proposed. Some of these methods depending on the complexity of the boundary are described below.
1. Let A 1 be any point on the boundary. Mark off n − 1 points A 2 A n such that the angle between OA i and OA i+1 is 2π/n for all i, where O is the centroid as shown in Fig. 1 . Then the sequence of distances OA i = r i , i = 1 n, which provides a description of the boundary, is invariant to translation and rotation but not to scale and starting point. See ref. 5 for a description and an application of this method. Instead of the sequence r i , one may consider the sequence of c i , the curvature at A i as in ref. 6 . The sequence c i has the same invariance property as r i .
2. Construct the point A 1 A n as in step 1 and denote the distance A i A i+1 = b i , i = 1 n. The sequence b i has the same invariance property mentioned in step 1.
3. Using the same points A 1 A n , we may consider the sequence of angles a i between the sides OA i and A i A i+1 , The publication costs of this article were defrayed in part by page charge payment. This article must therefore be hereby marked "advertisement" in accordance with 18 U.S.C. §1734 solely to indicate this fact. n. These angles are invariant to translation, rotation, and scale but not to the starting point. 4 . Fit a polygon of n sides to the boundary such that all the sides have the same length. Call this polygon A 1 A 2 A n A 1 , and let φ i be the angle between A i A i+1 and a reference line. Consider the sequence θ i = φ i+1 − φ i or φ i+1 − φ 1 , i = 1 n − 1, which is invariant for all transformations except for starting point. Zahn and Roskies (7) give a slightly different description of the method (see Fig. 2 ).
5. Let be a continuous directed curve in the Euclidean plane and parametrized by its arc length t. This signature s t of is the function that associates each point t of with the length that is on or to the left of a tangent line at t. To remove the effect of the scale, we consider the normalized signature obtained by dividing the value of the signature at point t by the total length of the curve and by taking S * t = S Lt , where L is the length of the curve of and t 0 1 . Instead of the length of the curve, we may consider the signature as the area of the curve to the left of the tangent line at t and normalize it suitably. For details, see ref. 8. 6 . Another way of characterizing a plane curve is to express the x y coordinates of a point with respect to a chosen coordinate frame as functions of the length of the curve from a chosen point to the given point (see Fig. 3 ). This way, any arbitrary curve can be described in terms of one parameter. However, the x y coordinates are not invariant to translation, rotation, and starting point. They have to be standardized in a suitable way for further processing. A typical example of such representation is the chain-encoded contour described by Kuhl and Giardina (9) .
In all of the above situations, the sequences of boundary measurements on different objects are comparable only if the *To whom reprint requests should be addressed. e-mail: crr1@psu.edu. starting point is a well specified landmark on the boundary. If no such landmark exists or if the landmarks on the boundary are not considered relevant for characterizing the shape of a boundary, the sequences of measurements may not be comparable because of the arbitrariness of the starting point in each sequence. To overcome this problem, the sequence of measurements or its Fourier descriptors are transformed into functions that are invariant to the starting point, and such functions are used in comparing shapes. The articles in ref. 2 describe such methods in different applications.
In this paper we offer a different approach. First, we observe that a given sequence of measurements is cyclical in nature and as such the measurements can be represented as a clockwise cyclical sequence with the last measurement placed to the left of the first (as a circular vector) with no specified starting point, and develop methods of comparing such circular vectors. Kashyap and Chellappa (1) develop a stochastic model for circular vectors, but our method is based on a geometry of such vectors as developed in the next section.
Geometry of Circular Vectors
Let X be an n-vector of a sequence of measurements x 1 x n starting with x 1 . Then we can generate the sequence x r Fig. 3 . Two-dimensional representation.
x r+1
x n x 1 x r−1 from X by the matrix operation C r−1 X, where C is the matrix
We consider a space of circular vectors (SCV) whose points are setsX
Note that the set 2 2 can be generated by choosing any member of the set and multipling by powers of the matrix C. We define the distance between two pointsX andỸ as
where X and Y are any members of the setX andỸ , respectively, and · is any vector norm function. Definition: We say that X X and Y Ỹ are in an optimal position to each other if
We establish the following properties of the distance function 2.3.
Theorem 1. (a) The distance function 2.3 is independent of any choice of vectors
The results a, b, and c follow from the definition 2.3 of distance. To prove d, let X X Y Ỹ Z Z and X C r Y X C s Z Y C t Z be pairs of vectors, where the members in each pair are in optimal position to each other as defined in 2.4. Then, by using the properties of a norm,
which proves d. The space of circular vectors (SCV) with the definition of distance 2.3 is a metric space but not a linear vector space. However, we can define the sum and mean of a set of elements
k, be any selection of n-vectors. Then an n-vector m that generatesm, the mean of X 1 X k , is defined to be m 0 , obtained by minimizing
with respect to r 1 r k and m. The sum ofX 1 X k is km 0 .
Let us write 2.6 at the optimum values of the arguments as
Then m 0 is the vector that generates the meanm 0 , and X 
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Let us now choose the norm function as the Euclidian vector norm
where X is the transpose of X. We have the following theorems under the Euclidian norm. Theorem 2. Let
be an optimum solution to 2.6.
Proof: Under Euclidian norm, we have the identity
Then the results a and b follow from the definition of m 0 and X 0 i i = 1 n. As of a consequence of Theorem 2, we have the following corollary.
Corollary. Let X 1 X k be any set of representatives fromX 1 X k and let
Theorem 3. Let X be a given n-vector and
where
The result is easy to establish, and it also provides an algorithm for computing the mean ofX 1 X k . Algorithm: Start with any vector, say X 0 = X 1 X 1 , and find X 1 i X i that is in optimal position to X 1 for i = 1 k. Then compute X 1 = k −1 X 1 + X 1 2 + · · · + X 1 k . Now start with X 1 and find X 2 i X i that is in optimal position to X 1 for i = 1 k. Then compute X 2 = k −1 X 2 1 + · · · + X 2 k , and so on. Thus, we obtain the sequence X 1 X 2 The limiting value is a possible candidate for the mean.
Remark: The algorithm introduced here is similar to those suggested by Gower (10) and Ziezold (11) in computing the Procrustes mean. It is possible that the algorithm may not lead to global minimum specified by 2.6. It is therefore safe to repeat the algorithm with different starting vectors and choose the one with the smallest value of the sum of squares of the residuals.
The geometry developed for real circular vectors can be extended to complex circular vectors in an obvious way by using the norm of a complex vector space.
