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Point contact spectroscopy in Fe-based superconductors: recent advancements and
future challenges
R.S. Gonnelli, D. Daghero, M. Tortello
Dipartimento di Scienza Applicata e Tecnologia (DISAT), Politecnico di Torino, 10129 Torino, Italy
Iron-based superconductors (FeSC) present an unprecedented variety of features both in the super-
conducting and in the normal state. Different families differ in the value of the critical temperature,
in the shape of the Fermi surface, in the existence or absence of quasi-nesting conditions, in the
range of doping in which the antiferromagnetic (AFM) and the superconducting phase coexist and
in the structure of the order parameter in the reciprocal space, and so on. In this paper the most
important results of point-contact spectroscopy (PCS) in Fe-based superconductors are reviewed,
and the most recent advances are described with the aim to discuss the future perspectives and
challenges of this spectroscopic technique in the characterization of the superconducting properties
of these complex compounds. One of the main challenges, faced so far only by a few researchers in
the PCS field, is to fully explore the phase diagram of these materials, as a function of doping or
pressure, to understand the interplay between superconductivity and magnetism, the effect of in-
trinsic or extrinsic inhomogeneities, the role of spin fluctuations (SFs) in the pairing, the symmetry
and the structure of the order parameter(s).
PACS numbers: 74.50.+r , 74.70.Dd, 74.45.+c
I. INTRODUCTION
Since its discovery in 1974 [1], point-contact spec-
troscopy has been extensively used to study all kinds of
scattering of electrons by elementary excitation in metals,
like phonons, magnons and so on [2]. In superconductors,
thanks to the quantum phenomenon called “Andreev re-
flection”, this technique also allows directly determining
the amplitude and symmetry of the superconducting or-
der parameter. Point-contact Andreev-reflection spec-
troscopy (PCARS) has been successfully used in most
of conventional and unconventional superconductors, in-
cluding cuprates, heavy fermions, borocarbides, MgB2
and, since 2008, Fe-based compounds (FeSC) [3]. In the
latter case, most of the PCARS experiments carried out
up to now have been focused on the determination of the
number, the amplitude and the symmetry of the super-
conducting gap(s) in a relatively small number of repre-
sentative compounds. However, the capabilities of PCS
and PCARS can be exploited much more extensively to
study various aspects of the physics of FeSC, that con-
cern their whole phase diagram. In the following we will
present some recent advancements in PCARS that, we
believe, can be fruitfully used and further developed to
fully exploit this technique in the study of FeSC and in
particular to address the open issues concerning: i) the
fine structure of the order parameter and its evolution
with doping, in connection with the changes in the ge-
ometry of the Fermi surface; ii) the pairing mechanism
in these compounds, and the determination of the effects
of doping on the spectrum of the relevant boson; iii) the
interplay between magnetic order and superconductivity
in the region of superposition in the phase diagram of
most compounds; iv) the evolution of the static mag-
netism (i.e. the SDW gap) on doping, and its possible
connection with some anomalous features observed in un-
derdoped compounds.
This paper is focused on the superconducting prop-
erties of FeSC, but PCS has been recently used also to
investigate the properties of the normal state. There are
very few examples of temperature and/or magnetic field
dependence of the point-contact conductance in the nor-
mal state of FeSC; moreover, most of them are poorly
or partially discussed in the relevant papers, which are
mainly devoted to other topics (order-parameter sym-
metry, electron-boson features, etc.). In a recent paper,
H. Z. Arham and coworkers [4] have presented and dis-
cussed a large number of PCS results obtained in single
crystals of the parent compounds of the 122 family (Ba-
122, Sr-122, Ca-122), of doped Ba-122 (both Co- and
K-doped) and of Fe1+yTe. The conductance curves have
been collected in a broad temperature range (from few
K up to about 200 K) in order to cover the full range of
all the possible phase transitions present in the samples:
structural (described by the temperature TS), magnetic
(described by TN) and superconducting (Tc). The results
of this investigation are the subject of a contribution by
H. Z. Arham and L. H. Greene in this issue of Current
Opinion of Solid State and Materials Science.
II. PCARS IN THE SUPERCONDUCTING
STATE
A. Open questions about the order parameter(s)
Most of the PCARS experiments in FeSC have been de-
voted to the study of the order parameters in compounds
at optimal doping. The most relevant results obtained in
various systems were discussed in detail elsewhere [3, 5].
Here we will just try to give a general view of the open
problems and thus of the present challenges to PCARS.
In the 1111 family, the main debated points about the re-
sults of PCARS measurements are the number of the su-
2perconducting gaps and their possible anisotropy. Gener-
ally, the PCARS spectra in these compounds feature two
clear symmetric peaks, as expected for a full supercon-
ducting gap (see for example fig.1a and b). The fit of the
spectra with a Blonder-Tinkham-Klapwijk (BTK) model
[6] gives a gap amplitude ∆1 ≤ ∆BCS – the relevant gap
ratio 2∆1/kBTc ranges from 2.2 in LaFeAsO1−xFx with
Tc = 28.6 K [7] to 3.69 in SmFeAsO0.85F0.15 with Tc = 42
K [8]. In the rather few cases where its temperature de-
pendence can be followed up to Tc, it is fairly close to that
expected within the BCS theory [8–10]. Generally, the
variation of this gap in a single sample is rather small,
unless a large variation in the local Tc is also detected
[11] (with perhaps the exception of EuFeAsO1−xFx [10]).
This, and the fact that most of the PCARS measure-
ments have been performed in polycrystals – thus with
random direction of current injection – seems to indicate
that the small gap has a fairly good spatial homogeneity
and is likely to show a small anisotropy in the k space.
Although a few spectra show only the small gap features
and can indeed be well fitted by a single-gap BTK model,
[8, 10, 12–14], in most cases additional features are also
present in the spectra, in the form of more or less marked
shoulders (see for example Fig.1 a and b), that prevent
a single-gap BTK model from fitting the spectra in the
whole energy range. The amplitude and the shape of
these features can vary very much from contact to con-
tact; interestingly enough, they seem to be weaker when
the current is injected along the c axis, as in the case of
PCARS in oriented films of La-1111 and Sm-1111 [15],
while if the current is injected along the ab plane (as in
the only PCARS measurements carried out in 1111 in
single crystals so far) they are clearly detected [16]. Also
their position (in energy) can show marked variations in
different contacts. On this basis, some authors decided
to neglect these structures in the fit, judging that they
are not due to a superconducting gap [8, 15]. This led
to the claim of a single, BCS gap in FeSC [8]. Oth-
ers, including us, decided instead to treat these shoul-
ders as if they were the hallmark of a second gap ∆2
[9, 11, 13, 14] and thus fitted the PCARS spectra using a
two-band BTK model (with two isotropic gaps), obtain-
ing in many cases a very good fit in a wide energy range
(as shown in Fig. 1a and b). The resulting second gap
∆2 has a very large ratio 2∆2/kBTc generally between
6 and 10, and its amplitude can show considerable vari-
ations from one spectrum to another [7, 11, 17]. This
scatter can have extrinsic causes, i.e. the asymmetry of
the PCARS curve for positive/negative bias [15], the un-
certainty in the normalization [3], the broadening of the
relevant structures which are not as neat as the ones as-
sociated with ∆1. However, intrinsic origins, such as a
marked anisotropy of the large gap in k space, cannot
be excluded. ARPES measurements in NdFeAsO0.9F0.1
[18] have shown a gap of about 15 meV (even larger than
∆2 measured by PCARS in the same compound [13]) on
the holelike pocket around the Γ point; the data do not
show a clear angular dependence of the amplitude in the
(kx, ky) plane but allow concluding that, if such a depen-
dence is present, the in-plane anisotropy is no more than
20% of the average value (i.e. of about 3 meV). In 1111
the calculated holelike FS is almost 2D, so if the open-
ing of the large gap on this surface is a general feature
of these compounds, its weight in the PCARS spectra is
expected to be minimum for c-axis current injection, as it
happens for the σ-band gap in MgB2 – while the ubiquity
of the small gap seems to require a larger band dispersion
along kz , i.e. a larger warping of the relevant FS sheet.
It follows from the above that PCARS measurements in
1111 compounds generally agree on the existence of one
or more full gaps in these compounds, with neither ze-
ros nor nodes. However, the emergence of nodes in 1111
compounds with low Tc has been shown to be possible
as a consequence of the decrease in the pnictogen height
[19]. To the best of our knowledge, no attempts to per-
form PCARS measurements in compounds that could fall
in this region have been made yet. In this concern, how-
ever, it is worth recalling that the claims of nodal su-
perconductivity in LaFePO based on penetration-depth
measurements [20, 21] have been recently questioned [22].
In compounds of the 122 family, the multiple-gap sce-
nario is universally accepted, also thanks to ARPES mea-
surements that have unambiguously shown gaps with
different amplitude residing on different Fermi surface
sheets (for a review see Ref. [25]). Favored by the
early availability of large single crystals, directional
PCARS measurements were carried out very soon in
(Ba,K)Fe2As2 [23, 26, 27]. An example of PCARS spec-
trum in a (Ba,K)Fe2As2 crystal, taken from Ref.[23]
and obtained with in-plane current injection is shown in
fig.1d. As shown elsewhere [3] ab-plane [23, 26] and c-
axis [27] spectra obtained in this compound are perfectly
consistent and support isotropic gaps ∆1 and ∆2 (see the
2D BTK fit of fig.1d) with gap ratios 2∆1/kBTc ≃ 2.6
and 2∆2/kBTc ≃ 9, although the weight of the latter in
the conductance seems to be suppressed for c-axis cur-
rent injection. (Ba,K)Fe2As2 has also been the object
of the only PCARS study as a function of doping [28].
The authors claim a universal and isotropic 2∆/kBTc ra-
tio of about 3.1 in the whole doping range and also in
the electron-doped compound SrFe1.74Co0.26As2. Unfor-
tunately, they use a single-gap approach so that their
fit is not satisfactory in the whole voltage range, and
possibly interesting details (such as zero-bias cusps) are
completely disregarded.
At present, the strongly debated point is the presence
or absence of (accidental or symmetry-imposed) nodes
in some of the 122 systems. In KFe2As2, for instance,
a nodal symmetry such as d-wave has been proposed on
the basis of resistivity and thermal conductivity measure-
ments [29, 30]; in BaFe2(As,P)2 lines nodes have been
suggested to explain the results of penetration depth,
thermal transport and NMR measurements [31, 32]. No
PCARS measurements have been carried out so far in
these compounds to verify this possibility. According to
theoretical calculations by Suzuki et al. [33] accidental
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FIG. 1: Some examples of low-temperature PCARS spec-
tra measured in compounds of the 1111 and of the
122 family of Fe-based superconductors, and more specif-
ically in SmFeAsO0.8F0.2 polycrystals (panel (a), from
[9]), LaFeAsO0.9F0.1 polycrystals (panel (b), from [11]),
Ba(Fe0.92Co0.08)2As2 epitaxial films (with c-axis current
injection, panel (c)), (Ba0.55K0.45)Fe2As2 single crystals
(with ab-plane current injection, panel (d), from [23]), and
Ca(Fe0.94Co0.06)2As2 single crystals (with ab-plane current
injection, panel (e), from [24]). Symbols represent the exper-
imental data, solid lines a fit with the two-band, 2D BTK
model. In panels (a) - (d), the fit was possible by using two
nodeless, isotropic gaps; in panel (e) the fit was obtained by
using a fully anisotropic small gap (with zeros, but no sign
change) of the form ∆1(θ) = ∆1 cos
4[2(θ−α)] and a isotropic
large gap ∆2.
node lines with a complex 3D geometry within a general
s± symmetry can emerge (in a otherwise fully gapped
compound) on the region of the outer hole Fermi surface
around the Z point, when this portion of the FS, having a
strong 3Z2−R2 (Z2) orbital character becomes large by
isovalent doping. Unlike in 1111, the emergence of nodes
would not require low Tc because the Z
2 orbitals do not
play an important role in the spin-fluctuation-mediated
superconductivity. Recently, however, the interpretation
of the experimental data in BaFe2(As,P)2 as suggesting
nodal lines in the gap has been seriously questioned [22].
Claims of accidental nodes within a general s± sym-
metry have also been made in Ba(Fe,Co)2As2 based on
Raman spectroscopy [34] and directional thermal con-
ductivity [35]. Consistently, a residual linear term in the
specific heat was observed [36–38], which is minimum at
optimal doping. These results were in turn explained the-
oretically as being due to gap nodes or deep gap minima
that form elliptical loops on the outer electron FS cen-
tered at the intersection of the FS with the Γ −M line.
In this case, a comparison with PCARS measurements is
possible, at least around optimal doping. PCARS mea-
surements carried out in Ba(Fe1−xCox)2As2 single crys-
tals with x = 0.07 [26] and x = 0.10 [39] show no de-
tectable signs of nodes, and the relevant spectra can be
well fitted to a 2D BTK model with one [26] or two gaps
[39]. In the latter case, a very small anisotropy of the
two gaps is observed, since ∆1 = 4.4 ± 0.6 meV and
∆2 = 9.9± 1.2 meV in the ab plane, while ∆1 = 4.1± 0.4
meV and ∆2 = 9.2 ± 1.0 meV along the c axis. Simi-
lar gap amplitudes are given by the 2D-BTK fit (with
isotropic gaps) of PCARS spectra in Ba(Fe1−xCox)2As2
films with nominal x = 0.08 (see fig.1c). However, if
a more sophisticated 3D-BTK model for the fit of the
PCARS spectra is used – taking into account the geom-
etry of the Fermi surface – an excess conductance at zero
bias is found in the experimental spectra, especially if the
current is injected along the c axis [40], whose possible
origin will be discussed in Sect. III.
There are few examples of PCARS measurements
that clearly indicate anisotropic or nodal gaps. In
Ca(Fe1−xCox)2As2 single crystals with x = 0.060±0.005,
all the spectra show a clear zero-bias maximum that
is strongly suggestive of an anisotropic or nodal gap.
An example of these spectra is shown in fig.1d, to-
gether with its 2D-BTK fit obtained by using an isotropic
large gap ∆2 and a fully anisotropic small gap ∆1(θ) =
∆1 cos
4[2(θ − α)]. The fit is also possible if a 2D-BTK
model with a small gap in d-wave symmetry is used, i.e.
∆1(θ) = ∆1 cos[2(θ−α)], because the presence of broad-
ening effects makes the distinction between these two
symmetries impossible [3]. However, a d-wave symme-
try is not expected for this material; and moreover, any
in-plane anisotropy is likely not to fully reflect the prob-
able real structure of the gap. Therefore, we made a step
forward and used for the fit the aforementioned 3D-BTK
model (described in the Sect. III) that makes use of ana-
lytic surfaces to model the real Fermi surface. According
to DFT calculations, at x = 0.060 the outer holelike sheet
undergoes a topological transition [24] and splits into sep-
arate closed pockets centered at the Z points. The sit-
uation can be viewed as an extreme evolution of that
discussed by Suzuki et al. [33], and so should be also the
gap structure. We thus assumed the gap on the electron
pockets to have vertical node lines (with change of sign)
[24] or lines of zeros (with no sign change) [40] intersect-
ing each other along the Γ-Z line. The fit is possible in
both cases since, as in the 2D case, the large broadening
prevents a distinction between the two symmetries [3].
4Very recently, PCARS measurements in single crystals of
the optimally electron doped compound BaFe1.9Ni0.1As2
have been reported [41]. The c-axis spectra show clear
double-gap structures, i.e. a broad maximum centered at
zero bias plus shoulders at about 7 meV, and were very
well fitted by a two-band BTK model with one isotropic
gap ∆h = 4.2− 4.4 meV on the hole FS and a gap ∆e on
the electron FS, with an in-plane anisotropy (i.e. lines of
minima parallel to the c axis) and maximum amplitude
of 9.8-10.5 meV. Once again, in both this case and that of
Ca(Fe1−xCox)2As2 (as well as in all the other compounds
where the emergence of nodes is possible) it would be in-
teresting to see what happens at other doping contents;
possibly, exploring the phase diagram of the compound
by PCARS might help tracking the entire evolution from
full gaps to nodal gaps as predicted theoretically in 122
systems [33].
B. The pairing mechanism
It is well known that, owing to the proximity of super-
conductivity to a static magnetic order, a pairing mech-
anism mediated by SFs has been soon accepted as the
most convincing one for FeSC. The existence of a spin
resonance that appears below Tc evidenced by studies of
the spin dynamics [42] strongly supports the role of SFs in
the formation of a superconducting condensate. PCARS
offers the unique opportunity to directly detect the cou-
pling between electrons and SFs. It is true that the PCS
in the normal state is the most traditional way to extract
the spectrum of excitations that give rise to electron scat-
tering [1, 2, 43]; but in the case of FeSC the normal state
at low temperature is not accessible due to the very high
upper critical fields and the Tc is too high for PCS mea-
surements in the normal state above Tc to ensure the
sufficient energy resolution. Fortunately, in the strong-
coupling regime information on the spectrum of the me-
diating boson can be obtained also from PCARS in the
superconducting state. Indeed, in the Eliashberg theory
[44] the order parameter is a complex function of energy
∆(E) = ℜ∆(E)+iℑ∆(E) whose imaginary part accounts
for the finite lifetime of Cooper pairs and retains infor-
mation about the electron-boson spectrum (or Eliashberg
function) α2F (ω) . As a consequence, also the super-
conducting DOS N(E) = ℜ
[
E/(E2 −∆2)
]
shows devia-
tions from the BCS one due to the electron-boson inter-
action [45]. If one performs tunnel spectroscopy which,
at low temperature, is sensitive to the DOS, a peak in
α2F (ω) at an energy Ω0 will give rise to a peak in the
second derivative of the I-V curve (−d2I/dV 2) at an en-
ergy Ep = Ω0 + ∆max where ∆max is the larger gap.
In a single-band superconductor, the shape of the en-
tire α2F (ω) can be extracted from the tunneling curve
[2]. Away from the pure tunneling regime, i.e. when the
potential barrier at the interface decreases and one goes
toward the Andreev regime, the conductance is no longer
proportional to the DOS but the electron-boson features
persist, although the peak in −d2I/dV 2 decreases in am-
plitude (this can be understood by inserting ∆(E) into
the BTK model [3, 5, 39]). Strictly speaking, in a multi-
band system it is not possible to extract the α2F (ω) form
the PCARS spectrum [46], but one can try to understand
what is the electron-boson spectrum that, once inserted
into the Eliashberg theory, allows reproducing the ob-
served features in the conductance and its derivative.
Of course, all the procedure relies on the fact that, as
shown in detail elsewhere [47], Eliashberg theory works –
at least as a phenomenological description – in Fe-based
superconductors. So far, we have studied the electron-
boson coupling in Ba(Fe0.92Co0.08)2As2 [3, 39] (see fig.2
a and b) and SmFeAsO0.8F0.2 [3] (see fig.2 c and d). In
both cases, we started from PCARS spectra that showed
particularly clear additional features, also detectable as
peaks in the second derivative−d2I/dV 2 (Fig. 2 b and d)
and we showed that the experimental derivatives of the
conductance −d2I/dV 2 but also the conductance itself
can be reproduced starting from a Lorentzian spectrum of
the bosonic excitations (that mimics the spin-fluctuation
one calculated in the superconducting state [48]) peaked
at an energy Ω0 that: i) in Ba(Fe,Co)2As2 coincides,
within the uncertainty, with the energy of the spin res-
onance measured by inelastic neutron scattering [49],
and ii) in SmFeAs(O,F) fulfills the empirical relationship
Ω0 = 4.65kBTc [50]. A spectrum similar to that calcu-
lated for SFs in the normal state [51] instead does not
allow reproducing the electron-boson features unless the
energy cutoff is unphysically low [3]. On increasing the
temperature T , the boson energy Ω(T ) = Ep(T )−∆2(T )
also decreases, following the trend shown in the insets to
Fig. 2 a and b. This clearly indicates the non-phononic
origin of the bosonic mode. The conclusion is that a me-
diating boson with a spectrum similar to that of SFs,
and peaked at the energy of the spin resonance in the
superconducting state, allows reproducing the additional
structures in the PCARS spectra of two very different
FeSC compounds. It is worth noticing that PCARS de-
tects features related to the interaction of electrons with
elementary excitations in the material (and not only to
the excitation itself) as instead other spectroscopic tech-
niques do, and in this sense it is a more direct tool for
the determination of the electron coupling and provides
a more convincing demonstration of the spin-fluctuation
pairing in FeSC. Notice that, once this is established,
the determination of the SF characteristic energy from
the −d2I/dV 2 curves is straightforward. For example,
Wang et al. [41] have recently used this procedure to
extract the characteristic energy of the mediating boson
in optimally-doped Ba(Fe1.9Ni0.1)2As2. It would be thus
very useful, and also rather simple, to study for example
the evolution of the boson frequency of a given system
with doping. This piece of information could be essential
for a thorough study of the spin dynamics in the whole
phase diagram and in particular in the in underdoped
samples, to better understand the crossover from static
magnetic order to the spin fluctuation regime.
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FIG. 2: (a): normalized AR conductance curve (symbols) measured on Ba(Fe0.9Co0.1)2As2 compared to the theoretical one
(line) obtained from Eliashberg (energy-dependent gaps) and BTK calculations. (b): temperature dependence of the −d2I/dV 2
curves (solid lines) showing the displacement of the bosonic structures. Dash line is the theoretical −d2I/dV 2 obtained from
the line in (a). The energy of the peak Ep(T) and the corresponding characteristic boson energy Ωb(T) are shown in the inset
to panel (a); lines are only guide to the eye. (c) and (d): the same as in (a) and (b) but for SmFeAsO0.8F0.2. Dash line in (c)
is the theoretical AR spectrum calculated with BCS (energy-independent) gaps.
C. Coexistence of magnetism and
superconductivity
What is the exact nature of the region of coexistence
of magnetic order and superconductivity in the “under-
doped” part of the phase diagram of most FeSC is still
not clear. In the hole-doped system (Ba,K)Fe2As2 a spa-
tial phase separation seems to occur, while a true micro-
scopic coexistence of magnetic and superconducting or-
der parameters has been claimed in the electron-doped
Ba(Fe,Co)2As2 [42, 52]. PCARS investigations in this re-
gion might help clarifying the effect of the magnetic order
on the spectra and possibly on the superconducting gaps.
Indeed, “anomalous” features such as a zero-bias peak
that disappears above the superconducting critical tem-
perature have been sometimes detected in FeSe0.45Te0.55
[53] and Ba(Fe0.92Co0.08)2As2 [54]. In the first case, Park
et al. interestingly note the similarity between this peak
and that observed in Cd-doped CeCoIn5, that persists
above the bulk Tc and up to the Ne´el temperature TN .
A mechanism of quasiparticle scattering off an antiferro-
magnetic order is proposed to explain this feature [55];
this might be very likely to occur in the region of coexis-
tence even though in the specific case the samples should
be at optimal doping. PCARS measurements in the un-
derdoped region of the phase diagram, i.e. at doping
contents where a magnetic order still survives, are nec-
essary in the near future to address this point. Recently,
µSR and NQR measurements have shown the recovery
of a short-range static magnetic order and the concomi-
tant degradation of the superconducting Tc as a result of
isoelectronic substitution of Fe with Ru in optimally F-
doped SmFeAsO0.85F0.15 [56]. The magnetic and super-
conducting order parameters have been found to coexist
within nanometer-size domains in the FeAs layers and to
eventually disappear around a common critical threshold
in the Ru content (60%). The dependence of the mag-
netic transition temperature TM on the Ru content (x in
Sm(Fe1−xRux)AsO0.85F0.15) is shown in Fig. 3a (solid
squares). We performed PCARS measurements in these
samples up to x = 0.50. It is immediately clear from
the raw experimental data that: i) all the spectra show
more or less marked double-gap features, i.e. the two-
gap character is retained up to the highest Ru doping;
ii) none of the spectra display zero-bias peaks that may
suggest the emergence of nodes, i.e. the symmetry and
also the structure of the order parameters presumably
remain the same as in SmFeAsO0.85F0.15; iii) despite the
very wide doping range, the width (in energy) of the An-
dreev reflection structures (and thus, roughly speaking,
the amplitude of the gaps) does not change very much
[57]. Given the above, the amplitudes of the two (sup-
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FIG. 3: (a) Temperature dependence of the magnetic transi-
tion temperature TM (squares) and gaps (circles) on the Ru
content (x) in Sm(Fe1−xRux)As(O0.85F0.15). (b) Tempera-
ture dependence of the gaps shown in (a) but plotted as a
function of the local Tc of the contacts. Lines are calcula-
tions within the three-band s±-wave Eliashberg theory. (c)
Temperature-dependent part of the superfluid density used in
the Eliashberg calculations shown in (b).
posed isotropic) gaps were extracted as usual by fitting
the spectra with a two-band 2D-BTK model with ad-
justable relative weight of the two partial conductances
associated to ∆1 and ∆2. The trend of the gaps as a
function of the Ru content is shown in Fig.3a (open and
full circles). A vertical spread of the data is evident,
that accounts for their variation over different contacts.
Since also the local Tc is found to change, a plot of the
gaps as a function of the local Tc removes the degener-
acy, and clearly shows an almost linear trend of both ∆1
and ∆12 vs Tc [57] (see Fig.3b). Despite this correlation,
the gap ratios 2∆i/kBTc do not remain constant but in-
crease, first slowly and then more steeply, on decreasing
Tc. The trend is perfectly superimposed to the general
one obtained by plotting the gap ratios of different com-
pounds, measured by PCARS or ARPES, as a function
of the relevant Tc [3]. This trend, which thus seems to be
universal in Fe-based compounds, looks in contradiction
with the fact that the characteristic boson frequency Ω0
(or, rather, the energy of the spin resonance measured
by inelastic neutron scattering) linearly decreases on de-
creasing Tc [49, 50]. Even with extremely big values of
the coupling strengths, it is not possible to obtain such
large gaps within the Eliashberg theory with such a small
Tc using the experimental values of the spin-fluctuation
frequency. The key to solve the puzzle is the feedback
effect of the condensate on the mediating boson, which
is due to the fact that both of them arise from the same
electronic excitations. The temperature dependence of
the boson frequency is indeed similar to that of the su-
perfluid density [58], i.e. Ω0(T ) = Ω0η(T ) where η(T ) is
the temperature dependent part of the superfluid density:
ρ(T ) = ρ0η(T ). Penetration-depth measurements in un-
derdoped Ba(Fe,Co)2As2 samples showed, as expected, a
suppression in ρ0 due to the competition of magnetic and
superconducting order [59], but also a change in η(T ),
that deviates from the BCS trend and shows a convex
shape and a positive curvature at T > Tc/2. A gen-
eral functional form that can mimic this evolution in the
Ω(T ) curve is Ω0(T ) = Ω0 tanh
(
1.76k
√
T ∗c /T − 1
)
be-
ing T ∗c the critical temperature without feedback effect.
The parameter k can be varied until the experimental Tc
is reproduced within the Eliashberg theory (Tc ≪ T
∗
c );
then a test of self consistency can be made by calculating
the superfluid density and verifying that it approximates
the analytical Ω0(T ) curve. In the sample with no Ru,
k = 0.6192 and the relevant Ω0(T ) is shown in Figure
3c as a black line. Upon Ru doping, the decrease in
Tc requires a decrease in k that means a more and more
marked change in the temperature dependence of the bo-
son frequency, as shown in Fig. 3c [57]. In conclusion,
in the case of Sm(Fe1−xRux)AsO0.85F0.15 PCARS spec-
tra do not show any feature that can be directly related
to the onset of short-range magnetic order competing
with superconductivity. However, this order (observed
by µSR and NQR [56]) does have an effect that consist in
an anomalous suppression in the superfluid density (and
thus in the characteristic spin-fluctuation energy) that,
in turn, allows very large gaps to be compatible with low
Tc values. The challenge now is, first, to compare these
results with direct measurements of superfluid density
in the same samples, and then to understand if, and to
what extent, this piece of information can be used to ex-
plain the apparently universal increase in the gap ratio
in samples with low Tc [3, 57].
III. THE 3D BTK MODEL AND THE
ZERO-BIAS ANOMALIES
In the previous section we have seen that almost all
the PCARS measurements in Fe-based compounds have
7been so far interpreted and analysed in the framework
of the 2D-BTK model described in the seminal papers
of S. Kashiwaya, Y. Tanaka et al. [60]. To account for
the multiband nature of these superconductors, effective
two-band models have been used by simply expressing
the total normalized conductance as the weighted sum of
the partial contributions of each band [3, 5]. The fitting
parameters are already seven: ∆ (maximum amplitude
of the gap), Γ (broadening parameter [61]) and Z (di-
mensionless height of the barrier) for each band, plus the
weight w of the contribution of one band with respect to
the other. Of course, the use of more than two bands
would make the fit meaningless due to the large number
of free parameters. However, one of the basic assump-
tions of the 2D-BTK model is that the Fermi surface (FS)
is spherical (circular) in both the N and the S side of the
junction. This model can properly describe the isotropic
superconductors or the layered ones, like cuprates, pro-
vided that the current is injected along the ab plane. The
problem of how to express the c-axis conductance in lay-
ered superconductors, or more generally, the conductance
in multiband superconductors with complex shapes of the
FS sheets has to be solved with a proper generalization
of the model. This generalization that, of course, can
be rather demanding from the numerical point of view
has been recently introduced by us [3, 5]. A complete
description of the resulting “3D-BTK model” is beyond
the scope and the available space of the present review
but all the details can be found in the recent literature
[3, 62].
In the 3D-BTK model the general expression of the
normalized conductance of a point-contact NS junction
at T = 0 is given by:
〈G(E)〉I‖n =
∑
i〈σikn(E)τik,n
vik,n
vik
〉FSi∑
i〈τik,n
vik,n
vik
〉FSi
(1)
In this equation, i is the band index, the brackets indi-
cate the average over the i-th Fermi surface sheet, the
subscript n refers to the direction of current injection
and vik,n = vik ·n is the projection of the Fermi velocity
on the i-th band (that is thus perpendicular to the i-th
FS sheet) along the direction of the unit vector n par-
allel to the injected current. The normal-state barrier
transparency is defined as
τik,n =
4vik,nvN,n
(vik,n + vN,n)2 + 4Z2v2N
(2)
where vN,n = vN · n, vN being the Fermi velocity in the
normal material supposed constant in magnitude (spher-
ical FS). The quantity σikn(E) is the superconducting-
state relative barrier transparency expressed by the fol-
lowing equation:
σikn(E) =
1 + τik,n|γ+(E)|
2 + (τik,n − 1)|γ+(E)γ−(E)|
2
|1 + (τik,n − 1)γ+(E)γ−(E) exp(iϕd)|2
(3)
where
γ±(E) =
(E + iΓ)−
√
(E + iΓ)2 − |∆±
ik
|2
|∆±
ik
|
(4)
and
ϕd = −i ln
[
∆+
ik
/
∣∣∆+
ik
∣∣
∆−
ik
/
∣∣∆−
ik
∣∣
]
(5)
is the phase difference seen by the holelike quasiparti-
cles (HLQ) with respect to the electronlike ones (ELQ),
being ∆+
ik
and ∆−
ik
the different (in phase and/or in mag-
nitude) k-dependent order parameters of the i-th band
felt by the ELQ and by the HLQ, respectively. By look-
ing at the previous equations it is clear that the complete
knowledge of the k dependence of the FS sheets (i.e. their
geometry in the reciprocal space) and of the order pa-
rameters (i.e. their symmetry), under some simplifying
conditions, can give us all the ingredients required to cal-
culate the normalized conductance. Indeed if we suppose
that the points at the Fermi energy are close to the top
or the bottom of parabolic-like bands (where the effective
mass approximation holds) the Fermi velocity at any k
point can be uniquely expressed as a function of the con-
stant effective mass and of the FS shape and dimensions
[3].
It is rather instructive to briefly describe two limiting
cases of the general equation for the normalized conduc-
tance, in the restrictive conditions of spherical Fermi sur-
faces and isotropic order parameters. When the barrier
at the NS interface has a negligible transparency (i.e.
Z → ∞), i.e. in a tunnel junction, eq. 1 reduces to
a weighted average of the relative superconducting-state
transparencies of the bands σi(E) where the weights can
be expressed as 〈Nikv
2
ik,n〉FSi [62, 63], Nik being the
normal density of states (DOS) of the i-th band at the
Fermi energy and wave vector k in the superconductor.
When instead the barrier at the NS interface is com-
pletely transparent (i.e. Z = 0), the total normalized
conductance is again a weighted average of the σi(E)
but the weights can be now expressed as 〈Nikvik,n〉FSi
[62, 63]. Since the normal DOS is always proportional
to the reciprocal of the Fermi velocity, it turns out that
the previous average on the FS returns the area of the
projection of the i-th FS sheet on a plane perpendicular
to n. The implications of this result is that, in the case of
ballistic point contacts on normal metals (NN’ junctions
with Z=0) the conductance is not expected to contain
any information on an energy-dependent DOS.
Figure 4 illustrates the various steps we adopted for fit-
ting PCARS conductance curves by using the 3D-BTK
model in a real case. We will refer here to directional
PCARS experiment we performed on high-quality sin-
gle crystals of Ba(Fe1−xCox)2As2 with nominal x = 0.1
(bulk Tc = 24.5 K). The spectra, previously fitted by us-
ing a two-band 2D BTK model with two isotropic gaps,
are already present in literature [39]. The first step of the
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FIG. 4: (a): Fermi surface of Ba(Fe0.9Co0.1)2As2. (b): the model FS used in the 3D-BTK model to fit the experimental
conductance curves. Solid surfaces represent the FS sheets, while gridded surfaces represent the amplitude of the corresponding
energy gap. (c): normalized PCARS conductance curves (symbols) measured at two different temperatures in an ab-plane
contact on Ba(Fe0.92Co0.08)2As2 together with their relevant 3D-BTK fitting curves (lines). (d): the same as in (c) but for
a c-axis contact. (e): differences between experimental and theoretical curves shown in (c) and (d). Curves referring to the
ab-plane contact are shifted downward for clarity.
3D BTK approach consists in calculating the FS of the
Fe-based superconductor at the proper doping within the
Density-Functional Theory (DFT) [3]. The results are
shown in Fig. 4a. As shown in several earlier papers [64–
66] the FS features two holelike warped cylinders around
the Γ− Z axis (with the warping of the outer one much
more marked) and two electronlike warped cylinders with
the characteristic “elliptical” cross-section that depends
on kz. The next step consists in modeling the actual
FS by means of two analytical surfaces whose relative
dimensions, shapes and curvatures are as close as possi-
ble to the ones shown in Fig. 4a. As already mentioned
the number of model FS sheets has to be restricted to
two in order to keep the number of free parameters of
the model at a reasonable value (6 in this case). Fig. 4b
shows this model FS that is made up of two hyperboloids
of revolution, one for the strongly-warped outer holelike
FS sheet (the inner one is neglected) and one for the two
almost-degenerate electronlike sheets (matt surfaces). As
already pointed out, in order to calculate the PCARS
spectra it is also necessary to assume the k dependence
of the two order parameters on the FS sheets or, in other
words, to fix their symmetry. Since a number of exper-
imental results reported in literature (including ARPES
[67] and our previous 2D-BTK analysis of the same data
[39]) indicate two isotropic gaps for this compound, and
for the sake of comparison with the 2D analysis, we as-
sume here two isotropic gaps, ∆1 on the holelike FS and
∆2 on the electrolike FS (gridded surfaces in Fig. 4b).
It is now possible to use eq. 1 (or better its convolution
with the Fermi function at finite T ) for fitting the experi-
mental conductance curves. Four examples of this fitting
procedure are shown in Fig. 4c and d. In Fig. 4c the nor-
malized conductance at T = 4.2 K and 20 K (symbols)
measured by injecting the current along the ab plane of
the crystal (ab-plane “soft” point contact) is compared
to the results of the 3D BTK fit for I ‖ ab (solid lines).
All the six parameters of the fit (∆1,2, Γ1,2 and Z1,2) are
left adjustable, while it is worthwhile to underline that
the weight w of one band with respect to the other is no
more a parameter since it is here uniquely determined by
the FS shape, the direction of current injection and the
Z values. The results of the 3D fit are quite good for
eV < 15 meV and the resulting values of the parame-
ters (reported in the caption of Fig. 2) are very similar
to the values already obtained by the 2D BTK fit [39].
This fact strongly supports the obvious conclusion that
the 2D BTK fit returns the correct values of the param-
eters when most of the surface of FS sheets is almost
perpendicular to the direction of current injection. The
conductances at eV > 15 meV are largely dominated by
structures that, as discussed in the previous section, have
been associated to the effect of a strong electron-boson
coupling to a spin-fluctuation spectrum with a charac-
teristic energy of about 12 meV [39]. Of course these
structures cannot be reproduced here where the explicit
energy dependence of the order parameters is not taken
into account. Fig. 4d shows the results of the same
procedure applied to “soft” point contacts on the same
crystals where the current was injected along the c axis.
In this case it is quite evident that the theoretical curves
systematically fail to fit the low-bias region of the spec-
9tra and show a zero-bias dip which is much deeper than
the experimental one. The fit cannot be improved even if
both Z1 and Z2 are taken close to zero. This is due to the
so called Z-enhancing effect [3] that occurs when most of
the surface of the relevant FS sheet is almost parallel to
the direction of current injection (as in 2D-like FSs along
the c axis). In addition we have also noticed that the use
of more complex symmetries for the gap on the holelike
FS with horizontal and/or vertical nodes does not remove
the zero-bias anomaly. Neither does so the use of a differ-
ent analytical model for the holonic FS; for example, the
latter can be modelled as a pair of cup-shaped pockets
connected by a cylinder (which is somewhat more ap-
propriate than a single hyperboloid): indeed, the source
of the big zero-bias dip is the electronic FS and not the
holonic one. One could argue that this apparent failure is
related to a mistake in the formulation or application of
the 3D BTK model. In order to rule out this possibility
we recently re-analyzed the directional PCARS spectra
we obtained in single crystals of MgB2 and CaC6 [68, 69]
by using the 3D-BTK model and exactly the same proce-
dure presented here for fitting the conductance curves. In
both cases the results are very good and an almost per-
fect agreement is obtained with the experimental PCARS
conductances both along ab plane and in c-axis direction
by using the same gap values previously obtained within
the 2D BTK fit [62]. Since in both cases parts of the
FS have a strong 2D-like character these results make
us confident that the 3D model correctly describes the
PCARS physics of materials with complex FSs.
One might still object that all the BTK models men-
tioned so far (including the 3D one) are formulated in the
hypothesis of ballistic conduction through the point con-
tact, that means in the hypothesis that the contact radius
is much smaller than the electronic mean free path. How-
ever, owing to the high residual resistivity of FeSC and
their consequently small electronic mean free path, this
condition is likely not to be fulfilled in these materials.
While a Maxwell regime can be certainly excluded based
on the simple fact that the PCARS spectra of these con-
tacts do show spectroscopic features (and instead they do
do not present features traditionally associated to heat-
ing effects [5, 70]), an intermediate or diffusive regime of
conduction [2, 5] is certainly likely to occur. A gener-
alization of the BTK model for Andreev reflection in a
diffusive contact has been developed by I.I. Mazin et al.
[71]. In a single-band superconductor, and even in the 1D
case, this model predicts a sort of “Z-enhancing effect”
with respect to the corresponding ballistic BTK model,
which is somewhat similar to that due to the shape of the
Fermi surface (e.g. for c axis current injection). For ex-
ample, a conductance curve that in the diffusive model is
obtained with Z = 0 has approximately the same shape
of a curve that, in the ballistic BTK model, is obtained
with Z ≃ 0.5 [71]. On the basis of this simple result, it
seems fairly unlikely that this model can remove or de-
crease the zero-bias discrepancy between theoretical and
experimental spectra. Anyway, the combined use of a
multi-gap diffusive model and of a realistic Fermi sur-
face is particularly interesting and will be the subject of
future work.
The zero-bias anomaly seems therefore related to an
additional enhancement of the PCARS conductance at
low bias not included in the model. In order to better
clarify this point, in Fig. 4d we show the difference be-
tween the experimental curves and the 3D fit. Along
the ab plane this difference is negligible while in the c-
axis direction a zero-bias conductance peak (ZBCP) is
present that survives even at temperatures close to Tc.
As shown in Fig. 4d, at the increase of temperature this
peak broadens with a strong reduction of its amplitude
but an evident increase of its full width at half maximum
(from 3.58 meV at 4.2 K to 3.86 meV at 19.3 K).
What is the possible origin of this ZBCP? As already
mentioned, the possible explanation in terms of Andreev
bound states due to an unconventional nodal structure
of (one of) the gaps seems to be ruled out by our spe-
cific calculations within the 3D BTK model. Another
usual explanation of zero-bias peaks is the non-ballistic
nature of the contact, but in our case this is ruled out
by the clear presence of spectroscopic gap features at
higher bias [72]. In our opinion, in this specific case the
observed excess conductance might be ascribed to mag-
netic scattering in the contact region. This explanation
might be reasonable because: i) in the phase diagram of
Co-doped Ba-122, the region of coexistence of supercon-
ductivity and magnetism extends almost up to optimal
doping [42]; ii) in our samples, the probable inhomogene-
ity in the dopant content and the tendency to Co cluster-
ing may give rise to regions of different effective doping;
iii) indeed, the local Tc of the contact shown in Fig.4
(22.5 K) is smaller than the bulk Tc and corresponds to
a local doping content around 6%, just at the boundary
with the AFM SDW region.
The observation of ZBCP explained in terms of Kondo
resonance by diluted magnetic impurities at the N-I in-
terface [73] of NIN’ tunnel junctions has been repeatedly
reported in the past 50 years (for a very clear exam-
ple see [74]). More recently the Kondo effect has been
observed by scanning tunneling spectroscopy in single
atoms and molecules (for an example see [75] and refer-
ences therein). In the present case, however, we are deal-
ing with point contact that are not in the pure tunneling
regime. There is a large literature concerning the study
of scattering by diluted magnetic impurities in point con-
tacts (see [2] and references therein); but if the contact
is ballistic, the expected and observed behaviour at zero
applied magnetic field (elastic spin-flip scattering) is a
zero-bias depression of the conductance and not a peak.
ZBCPs have been instead observed in ballistic point con-
tacts when the spin-flip scattering is inelastic, i.e. when
an external magnetic field is present or the concentra-
tion of magnetic impurities is above a certain threshold
so that an internal field originates from their interaction
in the spin glass state [76]. A further element that should
be borne in mind is the fact that the barrier height of
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our point-contact junctions is always greater than zero
(usually between 0.2 and 0.5) thus allowing a certain de-
gree of “tunnel-like” conduction which could make the
results consistent with those observed in the pure tunnel
regime. Further experiments (and theoretical analyses)
are thus necessary in order to show in a direct way this
ZBCP and study its behavior as a function of temper-
ature, magnetic field and doping. Preliminary results
of PCAR spectroscopy in slightly underdoped Co-doped
Ba-122 thin films seem to clearly show the ZBCP thus
confirming the picture discussed in the present section.
IV. CONCLUSIONS
Since the discovery of Fe-based superconductors in
2008 our knowledge about these materials has impres-
sively evolved. However, some very basic issues still re-
main unsolved, especially concerning the robustness of
various properties over the different families; and new
experiments aimed at addressing the open issues often
instead unveil new and subtle problems. In this paper we
have tried to show that point-contact Andreev-reflection
spectroscopy can be very helpful in the effort to answer
some open questions, and we have presented a (necessar-
ily partial) overview of recent advances in the field that,
in our opinion, can lead to further developments. In par-
ticular, we have shown that PCARS possesses the capa-
bilities to explore the whole phase diagram of FeSC, from
the superconducting dome to the region of coexistence
with magnetism (if present) and back to the undoped
compounds. To do so, not only new measurements away
from optimal doping are necessary, but also the develop-
ment and the refinement of the theoretical tools used to
interpret the experimental data in the superconducting
state.
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