INTRODUCTION
The eigenvalue problem of the Laplace operator and its relation to the geometric structure of the domain have been considered by many authors. It is usually the case that the eigenvalues and their eigenfunctions vary continuously under the smooth deformation of the domain. On the other hand, if the convergence of the domain is weak (i.e., the topological type is not preserved or some part of the domain degenerates), many characteristic phenomena occur and they are not easy to analyze in general. But it is important to deal with these cases to get some insight into the geometrical dependence of the eigenvalue problem. We are concerned with a moving domain Q(i) (c > 0: parameter) which partially degenerates as c + 0, and we give an elaborate characterization of the behaviors of the eigenfunctions of the Laplace operator with the Neumann boundary condition. The continuous dependence of the eigenvalues of the elliptic operator with the boundary condition under a regular variation of the domain is shown in R. Courant and D. Hilbert [S], I. Babuska and R. Vjborny [2] , and some other literature in various situations. For a singular variation of the domain, J. Rauch and M. Taylor [21] , S. Ozawa [l&19] . I. Chavel, and E. A. Feldman [4] have dealt with the domain with a small hole or a domain where a very thin tubular neighborhood of a submanifold is removed, and they have shown the convergence of the eigenvalues to those of the original domain. Especially, S. Ozawa has obtained some very elaborate asymptotic behaviors of the eigenvalues with some boundary conditions. On the other hand, the domain Q(c) in this paper belongs to another type of singular variation because Q(T) decreases as [ + 0 and thus is quite different from the above. This type of domain was first studied by J. T. Beale [3] , who characterized the set of the scattering frequencies (the square root of some spectrum) in the process of degenerating the domain. M. Mobo-Hidalgo and E. Sanchez-Palencia [lS] have dealt with a more general domain than that of [3] and have proved a result corresponding to [3; Theorem 1 -(a)]. For the case of a manifold, C. Anne [l] has dealt with a manifold with a thin handle and obtained the limit of the set of the eigenvalues. K. Fukaya [7] has dealt with a collapse of the Riemannian manifold under the boundedness condition on the Ricci and the sectional curvatures and he has characterized the eigenvalues and the limit operator of the Laplacian. (See also E. Sanchez-Palencia [22] for other topics.)
The moving domain which we deal with in this paper is expressed as Q(5) = D, u D, u Q(i) ({ > 0; small) ( Fig. l) ,
where D, and D, are mutually disjoint bounded domains in R" and Q(i) is "cylindrical" and monotonously approaches a l-dim line segment as c + 0. We remark that if D, is an exterior domain, G(c) is equal to that in J. T. Beale [3] . Let {~~([)}p=, be the set of the eigenvalues of -A on a(c) for the Neumann boundary condition. Applying similar arguments to those in J. T. Beale [3] , we can separate {~k([)}~Z 1 as follows, under some assumption (cf. orthonormalized eigenfunctions corresponding to (~k(i)}~Z I which are separated according to the decomposition (1.1) (1.2) where h,[ and Iclk,[ correspond to w,Jc) and I,({), respectively. Our main purpose is to characterize the asymptotic behavior of dk, r and $k, [, respectively, when [ + 0. We will prove that dk, r for small [ > 0 is approximated by & in D, u D2 and by V, in Q(c), where wk and #k are the kth eigenvalues and one of the corresponding eigenfunctions of the following eigenvalue problem (1.3) and V, is the solution (uniquely determined under our assumption (A.3)) of the following two point boundary value problem (1.4) whose boundary condition is given by dk:
AqS+o@=OinD,uD,, a@v = 0 on aD, u i3D,, (
where p1 and p2 are the endpoints of L. We will also prove that dj,'?l,i (n-1w tik,r converges to 0 uniformly in D, u D, and that d:': I i'"-"'*Vh, c I Q(i) approaches sin(krr/2)( 1 -z) or -sin(krc/2)( 1 -z) when c + 0 where d,-I is the (n -1)-dimensional Lebesgue measure of the unit ball in R"-' (Theorem 2). Second, we will investigate the behavior of tik, i itself, especially the exact decay rate of tik, i in D, u D,; i.e., we will prove that Iclk, [(Xl -WC'"-1)'2)
uniformly on any compact subset of U f= 1 (D,\ { p, } ), (1.5) while IItik, i II L2CnCijj = 1 (Theorem 3). By (1.5) and (1.6), we see the rate of the degeneration of the function space L'(Q(c)), which is associated with the partial degeneration of the domain Q(l) as [ --f 0.
Our results are applicable to the investigation of some delicate behaviors and the structure of the solutions of reaction-diffusion equations or systems (such as those in [8, 9, 11, 12, 13, 16, 17, 231) in Q(c) with the Neumann boundary condition on %2(c). More precisely, when we reduce these equations to a finite dimensional problem in the Lyapunov-Schmidt procedure in the neighborhood of a solution or an approximate solution by using the eigenfunctions of the linearized problem, the singular behaviors of the eigenfunctions associated with the partial degeneration of Q(c) may give rise to a difficulty in the reduced equation and thus we need to obtain some elaborate estimates of the behaviors of the eigenfunctions such as in Theorems 3 and 4 and by this we can get a "well-" reduced equation. The application of the results of this paper is given in [13] . In the proofs of Theorems 1 and 2, the revised version of the results obtained in [ll, 121, (which is given in Proposition 3.1) will be essentially applied. In the proof of Theorem 3, some comparison functions will be used and they will be constructed in Section 4. All the functions which appear in this paper are real valued.
FORMULATION AND MAIN RESULTS
We specify the singularly perturbed domain a([) in R" in the form where D, (i= 1, 2) and Q(c) are defined in the following conditions where x'=(x,,x3 )...) XJEW-1. The continuity theorem of the eigenvalue, under the smooth deformation of the domain (cf. Courant and Hilbert [S]), asserts that each pk(l) (k= 1, 2, 3,...) varies continuously in { (0~ c < [.+.), but it says nothing about limi +0 pk([) (k 2 1). We begin with the behavior of the set of the eigenvalues h#X= I when 1: -+ 0. By the arguments in J. T. Beale [3] , one can characterize the set {lim r +,, ~k(~)}~S I by using the spectral information of D, , D2, and L. We pose a condition (A.3) on D, and D2 (without loss of essence of the problem), by which we can avoid some inessential and complicated arguments, and we can state the asymptotic behavior of (pk([)}FZ I explicitly (Theorem 1). For completeness, we carry the proof of Theorem 1 within our formulation together with the proof of Theorem 2 in Section 5. In the following theorems in this section, we always assume (A.l)-(A.3) and the space dimension n 2 3.
We characterize the set of the eigenvalues as follows. The proof of Theorem 1 (especially, the way of separation in (2.4)) is carried out with the proof of Theorem 2 in Section 5. The following theorems are the main results of this paper which concern the global behaviors of the eigenfunctions.
To state Theorems 2 and 3, we denote the corresponding eigenfunctions to w,Jc) and A,([), respectively, by #k, 5 and tjk, [. Then, according to (2.4), we have Here we denoted by Vk the unique solution of the following two point boundary value problem (2.9) for each k = 1, 2, 3,..., (2.9) and d _ I = ~r("-')"/r( (n + 1)/2) which is the (n -1)-dimensional Lebesgue measu;e of the unit ball in R"-'.
Next we give a rather elaborate estimate of tjk, 5 in D, u D2.
THEOREM 3. For any natural number k 2 1, there exists a positive constant q,(k) > 0 such that
for any q E (0, q,(k)) and i = 1,2.
We remark that lim, +O lltik, c II LI(G(C)) = 0 holds while Wk. r II Lacy) = 1 (k 2 1).
COROLLARY. For any natural number k 2 1, there exist positive constants
holds for [ E (0, c,(k)) and i = 1, 2. 
PRELIMINARIES
We can obtain Theorems 1 and 2 by applying the methods developed in [ 11, 121 and further additional arguments. We prepare the revised version of [ 12, Theorem 21 in Proposition 3.1. But we do not give its proof, for it is almost equal to the arguments in [ 11, 123 except for some inessential changes. We also mention some basic a priori estimates of the solutions of the Poisson equation under our situations (Proposition 3.2) and the theorem removable singularity on the boundary (Proposition 3.3). We often use these to argue about the compactness or convergence of a family of some solutions in some portion of the domain.
We consider the following equation: 
In the above situation, we have the following. (o<i<r*h we do not need the assumption (i), because we can modify g (5) for large values of l so that (i) holds.
Let D be a bounded domain in R" with a smooth boundary aD and G be a subset of aD. We consider Au =f in D, aufav = 0 on aD\G. for any u and f which satisfy (3.6). Here we have defined the set
For the definitions of the norms, see [6] . These inequalities can be proved in the same way as the classical Schauder estimates in D. Gilbarg and N. S. Trudinger [6; Chaps. 4, 6, 8, 91. PROPOSITION 
Let u belong to H'(z) u (L"(C) n C*(E\{O})) which
satisfies the fohowing equation (3.10) , where the set C = {(x,, x') E R") x1 >O, (xl cc} (c>O) and 5 is an arbitrary constant Au+&=0 in C, du/~x, =0 on X517 {xl=O}\{O}.
(3.10)
Then u E Cm(,15 u ({ (0, x') E R" I lx'\ < c})). In particular, the boundary condition in (3.10) is satisfied at x = 0.
Reflecting with respect to the hyperplane x, = 0, we extend u as a solution of the same equation on the domain (0 < 1x1 < c} and the problem is reduced to the removability of an interior isolated singularity.
CONSTRUCTION OF AUXILIARY FUNCTIONS
In this section we prepare some notations and important auxiliary functions which will be used in the proof of the theorems.
We define the following sets for a positive constant I such that 0<1<3(,: r'(~)={(X,,X')Er(~)l l-Z<x,~l-2l},
+ and n-are the unit normal vectors on y*(c) uy3([) which are, respectively, outward and inward about the set R,(c) u ,X,(31). FIGURE 3 In the proof of Theorem 3, we need some comparison functions in the moving portion d (5) which is the neighborhood of the point p,. Hereafter in this section we construct some auxiliary functions. We use two radially symmetric solutions 4i, & of the following equation which are explicitly expressed as follows in (i) and (ii):
(4.1) (i) In the case n 2 3, odd,
where [m] is the largest integer which does not exceed m.
(ii) In the case n 2 2, even, -
Here J, and Y, are the Bessel function and the Neumann function.
where c is the Euler constant (cf. [5] ). We use the following properties of q5, and #2. Hereafter we put ml= #(K,) (Osm,s co) and denote by n,(k) the kth element of Ki, i.e., K, = {ni(k));IL 1 where n,(k) < n,(k + 1) (15 k 5 m,) for i = 1,2. In the latter part of this section (Lemma 5.4) we will prove that m,=m,=co and K,uK,=N. Put @6, &x) = ok, i(~)/ll@k, i II Lm(n(CJj and then we have the following. while II @b, i II Lz(n(r)) = 1 for kz 1. From (5.10), Tk turns out to be some eigenfunction of (2.3) and we conclude tk E (&}p= r. We repeat the above argument for k= 1, 2, 3, . . . and apply the method of the diagonal argument and we obtain the subsequence {a, }z=, common to all k 2 1. Equation (5.4) can be obtained in the above argument from the arbitrariness of {c,} and (5. 
Case (i). We define a test function as
Concerning this test function, we can easily calculate lim, +0 l(Qi 11 L~cn(r)) = 1, liq + o jncc) IV@, I 2 dx = A,, , (Gc. Gk, r)L2(n(c)) = 0 (1 5 k 5 nl(j,) -1). By using the min-max principle, we obtain lim sups,, p,,(,,,([) S ,I,, . This contradicts to the assumption (5.22).
Case (ii). Let { [,}g=, be a sequence of positive values which converges to 0 such that (5.24) Let (4, I,"= 1 b e an arbitrary complete system of the eigenfunctions to {o, },"= , of the eigenvalue problem (2.2) such that 
By an easy calculation, we have By the min-max principle, we conclude lim supm _ co ~~~(,~)(a,) 5 o,~. This contradicts assumptions (5.23) and (5.24). Through both cases (i) and (ii), we have deduced a contradiction and we have completed the proof of (5.21).
We rearrange (&},Ei u (0~~)~~~ in increasing order and denote it by bJ!z 1' LEMMA 5.4. m, = m2 = co, K, u K, = N, limi,, pk(i) = pk (k 2 1).
Proof of Lemma 5.4. We assume min(m,, mz) < co and deduce a contradiction. We divide the argument into two cases:
(wn,+1-4?Q+1 wL,+1>%,+l.
For convenience we put 1, = cc and w, = 00. and we have 5U4;+, and then we have limsupr,o~L,+l(i)~~m;+l>~Ls+,.
On the other hand, by the same argument as in Case (ii) of Lemma 5.3, we can prove limsupr,o~~+l(i)Io,,+, = pS+ r. This is a contradiction and we complete both Cases (1) and (2) We remark that lim i --t 0 EC = 0 follows from Lemma 6.1. We put c, E 2 max( l/c', l/c") and prove (6.4) for this cl. It is easy to see s,(x) < cp&x) for x E ~~(5) u y4. We define a constant
We assume that 0 5 K* < 1 and will deduce a contradiction. If 0 $ K, < 1, then K, E {x E R,(c) u C,(I) ( vi( We take any x* E K, and we also have the differential inequality (6.4) near the boundary point x*. By cp:(x,) -K.+ $i(x*) = 0 and the inequality cp&x) -K* s,(x) > 0 for x E (R,(c) u Z,(l))\(y,([) u Ye u y4) and the Hopf Lemma, we obtain On the other hand, 'pC and $i satisfy the Neumann boundary condition at x* and this contradicts the above inequality. Therefore we conclude K* = 1 and obtain cp&x) -s,(x) 2 0. Applying the same argument to 'pC and -tji, we have cp&x) + t,&,(x) 2 0 in R,(i) UC,(~) and we have completed the proof of Lemma 6.2. By the removability of singularity (Proposition 3.3), the boundary condition in (6.13) is extended up to pI. On the other hand, (6.13) and (6.14) imply ,J E {ok}?= r. But this contradicts the assumption (A.3). Therefore we complete the proof of Lemma 6.3. With the aid of the estimate of Lemma 6.5, in the inequality of Lemma 6.4, we obtain the estimates from above in (2.10)-(2.13) in Theorem 3.
Next we prove the estimates from below. 1,by applying the same method as Lemma 6.2, we can deduce a contradiction and for K, = 1, repeating the same argument, we obtain (6.18). . Let {p$(c))pZl and {@t i}FZ, be the eigenvalues arranged in increasing order (counting multiplicity) and the complete system of the orthonormalized eigenfunctions of the eigenvalue problem (7.1). DEFINITION 7. Let (wz } F= r and {I.,* }F= r be respectively the sequence of the eigenvalues arranged in increasing order (counting multiplicity) of (7.2) and (7. 
