Absfracf-The Haar discrete wavelet transform is used as inspiration for a new simple and fast algorithm to train multiclass dyadic decision trees. A localized ordering of the training data changes a multidimensional Hadr transform into the one dimensional case, and avoids cache misses. The resulting tree has very simple structure convenient for direct implementation as a fixed-depth threshold network and very fast evaluation of the classification function. The simple structure of the tree is also conducive to good compression of the function. We implement and test the learning algorithm and threshold network but without incorporating sampled interpolated-value points for improved generalization. Compression appears good in low dimensions.
I. INTRODUCTION A. Problem Definition
A seemingly relevant and interesting, yet somewhat neglected problem is how to efficiently approximate with arbitrarily small error a known classification function ( I F + S. where S is a set of unrelated symbols) which we can query as an oracle. By "efficiently approximate:' we mean having a computationally feasible method of learning a compact yet accurate approximation that we can also evaluate quickly. This basically amounts to storing the entire decision boundary surface in a possibly high dimensional space. To avoid an explosion in spatial complexity, the method needs to have good convergence properties, so that reducing the approximation error by a fraction requires as little additional storage as possible. Because of the problem definition, noise and overfitting are not concerns in the usual sense; instead, we simply desire that there are no large contiguous regions of error on the domain of interest. The oracle to be queried might simply be the k-nearest-neighbor or support vector machine fit of a training set. The usefulness of solving this problem is a potentially great advantage in speed of evaluation if our approximation function is fast compared to the oracle. Speed of evaluation is very important in these days of data mining, as the time-consuming search for correlations between between data might require estimates at large numbers of specified points.
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B. Threshold Network For Speed
To represent this approximation, it seems a fixeddepth multilayer perceptron (MLP) would offer the ultimate in speed of evaluation. The universal approximation power of single hidden layer MLPs was proven by Hecht-Nielsen in 1989 [8] using the simple observation that any one dimensional function (therefore the sine and cosine functions) may be approximated with a single hidden layer (using sigmoid or threshold transfer functions), and then a multidimensional fourier transform can be applied to extend this capability to multidimensional functions. Of course in practice, constructing a neural network for classification functions this way would require many hidden nodes, because many modes of the multidimensional fourier series may be required, and each of these modes (a sine or cosine) requires many hidden nodes (with sigmoid or threshold transfer functions) to approximate accurately.
Because of this and the fact that class values are fundamentally different from the real values approximated by a fourier transform, we turned instead to a multidimensional Haar discrete wavelet transform (DWT) [ 181, since it is piecewise constant and therefore much easier to represent class values using threshold nodes. (We make several modifications to the Haar DWT, including one that allows it to work with multiple class values, rather than real values.) However, whereas the multidimensional fourier transform consists of a sum of one dimensional fourier components (the 1-D components lie parallel to different vectors in the multidimensional frequency space), the wavelet transform consists of a sum of multidimensional Haar wavelet components. The net effect of all this is that 2 hidden layers are required to represent the DWT, where the output of each node in the second hidden layer basically represents the value of a Haar component. So our approximation of the function will be represented by a 2 hidden-layer threshold network.
We further show how everything after the first hidden layer of this network (first layer is required, since the inputs are not necessarily boolean) can be efficiently implemented with three levels of boolean logic (ignor-ing inverters), According to [6] , [!SI,, the jump from two to three levels of boolean logic can dramatically reduce the number of gates required, while Mile improvement is had by increasing the number of:layers further. Therefore, it would be very hard to come by a faster-evaluating architecture with which.10 represent functions (without a large increase in gates).
In addition to the interpretation as a fixed-depth MLP or boolean logic network architecture, this Haar DWT essentially learns a forced-split "dyadic decision tree," as introduced recently in [ 161. Dyadic decision trees are binary decision trees with decision nodes that always bisect their domain. along a predetermined hyperplane parallel to a coordinate axis. The decision planes down any path in the tree simply cycle through the d coordinates i n a forced manner. These are calledforced splits; it is also possible to havefree splits, where the optimal coordinate to split on can be independently chosen at any given node. In [I71 a method was sketched (not very explicitly) for how to construct 2 hidden-layer MLPs (very much like the ones we construct in this paper) from an existing decision tree. They then trained the resulting MLP using gradient descent for further slight improvement in generalization. We don't deal with decision trees here, but one can actually perform implementing a multidimensional wavelet transform for dimensions above 2 or 3 has been seen as difficult [IO] and seems to be generally avoided. Though there are many possible multidimensional Haar DWT decompositions, we have found that sorting the data into a certain order reduces the problem of performing a certain type of multidimensional Haar DWT into the trivial case of performing a one dimensional DWT on the reordered data. Thus the DWT itself is very easy to implement and fast to execute.
In this paper we simply test the generalization error of the wavelet transform on two benchmarks and note the size of the resulting threshold network. Generalization error is somewhat sub-par,'but it could be improved dramatically through techniques like bagging [7] or targeted sampling of the k-nearest neighbor solution. "halved difference" of these four pairs are placed in the right box in the second row. These are the finest scale wavelet coefficients. The values in, the left box represent an approximation of the original data (from a "low pass" filter), while values in the right box are the "details" from a "high (frequency) pass" filter. It is easy to see how to reconstruct the original data from these means and differences. This procedure is performed recursively on the left half (the low-pass coefficients) until the data has been reduced to the desired number of low-pass coefficients, in this case, the minimum, 1.
There are actually many different ways of performing a multidimensional wavelet transform. In 'a primer on wavelets [IS], two methods for performing multidimensional Haar DWTs are discussed. Regarding the actual shape and form of the multidimensional wavelets, we basically use the second method; which they refer to as the "nonstandard method." The operation of this transform is simple. Figure 2 shows the two dimensional analog of low pass coefficient pairings (the circled pairs) to compute the "means and differences" in four consecutive levels of the algorithm. At each level, the algorithm simply alternates between pairing neighbors the bits of the serialized index tell which path to take through a binary tree whose leaves are the data elements of the matrix. In the 2-D example of the figure, the most significant hit of the index tells whether the data lies in the upper or lower half of the matrix, the second bit tells whether it lies in the right or left half of that half, and so on. Now that the multidimensional Haar DWT has been completely specified, we describe our modifications to' handle multiple class values and "unknown" regions. Figure 4 is intended as an instructive. perhaps unrealistic, example of the algorithm. This is similar to the previous example from Figure 1 , except that we now have class values represented by letters (standing for the colors black, cyan, green, purple; red, and yellow) instead of real numbers, and there are also unknown'regions of the function, represented by dashes. For instructive purposes we explain the algorithm in two phases. The first phase, illustrated in Figure 4 (a) involves establishing "candidate sets" of low-pass .coefficients. Instead of taking the mean of two low-pass coefficients 'to produce the low-pass coefficient at the next level, we take the intersection set of the two candidate sets, if there is an'intersection. If there is no intersection,, we take the union set. The dashes representing unknown regions are treated as "don't cares," so they effectively take the same value as the neighboring region. Whenever there is an intersection between the candidate sets, we also set the corresponding high-pass coefficient (recall this was the "halved-difference'' in the standard Haar DWT) to zero. A high-pass coefficient corresponding to a candidate set formed as the union of two candidate sets is determined later, and represented as a '?' in the first phase figure.
In the second phase, completed in Figure 4 (b), all candidate sets are narrowed to a single class value and all undetermined high-pass coefficients are also determined. Observe that the low-pass coefficients form a binary tree hierarchy (from how they were calculated) rooted at the final low-pass coefficient. Whenever there is a singleton candidate set, the candidate sets of all descendents of that node in the tree can be determined by the algorithm. If the tree is rooted by a non-singleton candidate set, the algorithm narrows the set to a single random candidate class. Once the set of a parent node has been narrowed, its two children are.narrowed to the same class as the parent. It's possible that one of the children's sets doesn't contain the class of the parent. In this case, that child's class can be assigned randomly from its candidate set, and the appropriate high-pass coefficient at the next level (indicated by the arrow in Figure 4(b) ) is assigned to indicate the right or left child has a different value from the parent ('L' and 'R' subscripts of the high-pass coefficients in the figure indicate whether the class applies to the left or right child). This process is repeated recursively until all coefficients in a given subtree have been uniquely determined. In [ I l l we show that this algorithm effectively uses dynamic programming and uses the minimum number of non-zero wavelet coefficients within the framework to capture the function at the training points (obviously there is never any training set error).
Note that neither the time or space complexity of the algorithm is affected by the number of don't-cares, since they don't actually need to' be stored or ever even acknowledged by the algorithm. When the algorithm pairs off neighboring points in the serialized array, it simply needs to check their coordinates to verify that the points really are neighbors at the given resolution;
otherwise, there is an implicit unknown point between them. Thus, given n original data points, only 2(n -1) coefficients are computed, so after the data has been sorted, the run time is linear in n. More generally, it is bounded by O(nbk), where k is the number of classes and b is the total number of bits required for the coordinates of each point. One should also note that all memory accesses are highly localized, likely in stark contrast to other multidimensional algorithms. Thus this algorithm should encounter a minimal number of memory cycle delays, making it extremely fast.
CONVERSION TO FAULT-TOLERANT THRESHOLD NETWORK
A useful intuitive image is that the non-zero high-pass coefficients represent colored h yper-rectangular stickers which are placed on top of one another (in overruling fashion) in regions within the dyadic framework (such as those regions in Figure 2 ). The largest sticker corresponds to the last low-pass coefficient, and it shows through in areas where it isn't overruled by smaller stickers (higher-resolution coefficients) that "cover" it. Now Figure 5 illustrates the architecture of the threshold network. Each node in the first hidden layer implements a hyperplane parallel to a coordinate axis, so they each require only one of the d inputs and a bias. A hashtable is used to ensure identical nodes aren't created. Each node in the second hidden layer corresponds to a non-zero high-pass coefficient, or hyper-rectangular sticker. These nodes are activated iff the input to the network is inside the region of the corresponding sticker; thus it is activated iff the input is inside all 2d hyperplanes that delimit the hyperrectangular region.
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ARCHITECTUREOF THE THRESHOLD NETWORK
Output nodes output the weighted sum of their inputs and bias, so each class needs to have a numerical assignment. To understand how to set the weights to the output units, notice a general point p is inside the sticker-regions corresponding to some "signature" set S = {rO,rl,rz, ..., r t } of wavelet coefficients. This set of regions always has the property that region ri completely contains region Ti+,. Also note that all points whose "signature" set is equal to S are classified identically as p by the wavelet-transformed function.
Let wi represent the weight of the output connection from the node representing region rj (WO represents the bias due to the final low-pass coefficient). Then given input point p. the output of the network is clearly &wi. Regardless of the value of the sum Xf:; wj, we can always set wk so that the network outputs the correct value for point p (and all points with p's signature set). These weights can be computed efficiently in a depth-first traversal of the tree structure of the wavelet coefficients.
To use simpler boolean output units, it is straightforward to simply change the output layer and connections to have rlog2k1 boolean outputs, for k classes. All weights to the output layer would now he I or -1. However, now the amount of fan-in to the output nodes becomes slightly sensitive to the assignment of classes to integers. Since it's a dense coding of classes, it would seem difficult to reduce fan-in very much without trial and error, but perhaps assigning the classes with the most non-zero coefficients to the integers with the fewest bits on would help. 
V. EXPERIMENTS A. Benchmark Results
We applied the wavelet transform directly to the training sets of two benchmarks without any extra interpolated sampling or bagging, constructed a threshold network, and measured generalization error. The vowel benchmark [2] deals with 1 I-class data in a 10-dimensional space. Respective train and test sets have 528 and 462 patterns. The resulting threshold network had 73 and 132 nodes in the first and second hidden layers, and had 60.6% generalization error on the test set (this is a difficult benchmark). For comparison, [71 tabulates the performance of 17 other methods. Only 3 of of them beat nearest.neighbor, which had 44% error (the best performer had 39%). The CART decision tree [7] had 56% error, and a linear perceptron tied for worst, at 67% error.
For the popular two spirals benchmark we generated.
386 patterns using the code from [5] . We split this into training and test sets of 194 and 192 by taking every other pattern from each spiral. The threshold network had 36 and 57 hidden nodes in the first and second layer, and had 5.7% generalization error. Each of the 58 wavelet coefficients is a single bit and an address.
Storing them in a tree format would probably require about 30 bytes or less.
B. Pen & Paper Resulrs
Arguably, simple examples are more indicative of performance. Since decision boundaries of most practical functions are locally linear,. we examined, for different linear boundaries, whether we can achieve convergence such that the error goes like O(i), where n is the number of wavelet coefficients (size of the approximation). This appears possible in 2 and 3 dimensions, though boundaries offset from "center" seem to require considerably more coefficients than a dyadic decision tree with "free splits."
In higher dimensions, convergence looks decidedly bad for linear function boundaries normal to the vector ( l , l , l , ..., 1). Error can successfully "hide in the corners" in high dimensions, apparently due to inflexibility caused by requiring the decision planes be parallel to a coordinate axis. For a decision tree architecture, this suggests allowing low precision hyperplane bisections normal to vectors whose entries are in {-l,O,l}.
VI. CONCLUSIONS, SPECULATION, AND F U T U R E WORK
The multiclass Haar DWT is very efficient, elegant, and simple. The coefficients have a very useful interpretation as regions of space, allowing us to easily construct fairly small, very fast-evaluating fixed depth boolean or threshold networks, and even help to balance general binary decision trees. However, despite the good reputation of wavelets for compression, it seems performance may fade quickly with increasing dimension. Better dimensionality reduction always pays off. We think a decision tree architecture with low precision linear combination splits might help asymptotic convergence rates, though this approach has been criticized 131. Recent advances in uniform sampling [9] may have made this strategy ultimately feasible. The resulting decision tree can still be realized as a fixed depth boolean or threshold network.
