Speckle noise reduction and detail preservation, between which a balance is hard to achieve, are two main purposes of synthetic aperture radar (SAR) image denoising. For different regional characteristics of SAR images, satisfactory denoising results are obtained by complex parameter fine-tuning in most methods, and a solution with strong robustness seems difficult to find. In this paper, a novel twocomponent deep learning (DL) network is proposed to solve the above problem. First, the texture estimation subnetwork is constructed to produce the texture level map (TLM), which evaluates the randomness and scale of the texture distribution. Then, the noise removal subnetwork learns a spatially variable mapping between the noise and clean images with the help of TLM. Once the network has been trained, it can automatically quantify the texture feature and decide whether to smooth the local noise or maintain the detail. Comprehensive experiments on simulated and real SAR images demonstrate the superior performance of the proposed method over the state-of-the-art methods with respect to both the visual effect and quantitative analysis.
I. INTRODUCTION
The need for high-quality SAR images is urgent in fields such as target recognition, object tracking and image classification [1] - [3] . However, SAR images are inherently degraded by the multiplicative noise known as speckle, which greatly hampers image applications. The classic spatial domain filters [4] - [6] perform well on noise reduction but oversmooth the image. With the development of mathematical and signal-processing theories, the performances of transform-domain filters, such as wavelets [7] , curvelets [8] and shearlets [9] , have been proven to be better than those of spatial-domain filters. The transform-domain algorithms can effectively preserve image details. However, it is necessary for them to select the fixed wavelet bases with reasonable regularity and symmetry, which leads to pixel distortion and the inadequate representation of local spatial textures [10] . Therefore, artifacts often occur.
The associate editor coordinating the review of this manuscript and approving it for publication was Gerardo Di Martino . The problem of image denoising can be represented as a loss minimization process in the field of optimization theory and solved from different viewpoints, the main branch of which is sparse-based methods. A sparse-based method models the image using a sparse and redundant dictionary and restores the main component of an image by K-singular value decomposition (K-SVD) algorithm [11] . Significant improvements have been made in many studies. Xu et al. [12] proposed a two-stage despeckling method in which the image is first filtered using simultaneous sparse coding (SSC) and then refined using wavelet hard-thresholding. Liu et al. [13] proposed the continuous cycle spinning framework by combining the sparse representation and Shearlet theory. Nonconvex optimization is usually involved in the construction of the complete dictionary, which makes sparse-based denoising methods complicated and time-consuming.
Total variation (TV) regularization-based methods represent another branch using optimization theory. TV regularization imposes sparsity on the first-order difference (gradient) and supposes that the fake information, such as noise, should have a relatively larger integral of the gradient. This concept was pioneered by Rudin et al. [14] in 1992. Since then, many improvements have been made for SAR images. Bioucas-Dias et al. [15] proposed a variable splitting-based constrained optimization model that can address multiplicative noise. An adaptive TV regularization with a despeckling evaluation index was developed in [16] to simultaneously estimate and remove radar speckles. To mitigate the inherent staircase effects of the TV methods in homogeneous regions, Nie et al. designed nonlocal TV regularization and a Wishart fidelity term for complex-valued fourth-order tensor data [17] . Other promising filtering performances for the SAR TV method can be found in references [18] and [19] .
Recently, breakthrough progress has been made with the techniques of nonlocal mean (NLM) and deep learning (DL). By searching for the similarity of the image itself, the NLM searches for similar-pattern patches in the entire image and averages them to restore the true value of the pixel [20] . NLM-based methods have been extended to SAR image despeckling, among which the SAR version of the blockmatching 3D (SAR-BM3D) algorithm [21] and the probabilistic patch-based (PPB) algorithm [22] have been the most successful. The PPB applies a maximum likelihood probability grounded similarity instead of the Euclidean distance, where the former is well adapted to an image that is corrupted by non-Gaussian noise and the latter is applicable for additive Gaussian noise. In SAR-BM3D [21] , two modifications have been made to the original BM3D algorithm: first, the patch similarity measure is changed, and second, the local linear minimum mean square error (LLMMSE) estimator is used to replace hard-thresholding and Wiener filtering. Because of its excellent capabilities, many studies have been carried out on SAR-NLM-based despeckling. The idea of NLM can be combined with many other denoising methods, such as the low-rank representation [23] - [25] , weighted nuclear norm minimization (WNNM) [26] , variational model [19] and Bayesian estimation [27] . In addition, there are also some specific studies that focus on modifying the similarity measurement [28] - [30] and improving the time efficiency [31] .
The size of the search window and other fine-tuning parameters in NLM filters need to be correctly set in advance according to the noise statistics, which depend largely on the homogeneity of the scatters. Once the parameters are set, the ability of the filter is also fixed. In general, the apparently optimal parameter setting for one image is not optimal for another. Recent popular DL techniques for SAR image denoising, which are characterized by feature extraction and strong nonlinear learning ability, have also encountered the same problem. Since 2017, different DL structures have been introduced to the speckle suppression of SAR intensity images, such as the multilayer perceptron [32] , convolutional neural network (CNN) [33] - [36] and dilated residual network [37] . The DL-based methods have excellent performance due to its decent structural component that learns the underlying mapping between noise image and noisefree image. However, different from training on optical photographs, a noise-free SAR image cannot be directly obtained in reality. To produce the training pairs, the optical photos with the multiplicative noise model are used to simulate the noise SAR images, which causes one problem: statistics of the added noise should be fixed during the process of simulation. Once the noise to be added is fixed, the DL model can only learn this type of noise distribution, which causes oversmoothing or fake details.
The above weaknesses of the DL-based method are presented in Section II.A. Meanwhile, it seems that making the DL model possess the self-correcting but not the invariant denoising capability is the key to achieving superiority in SAR image denoising. Inspired by the denoising evaluation index proposed in [38] and [35] , we introduce the concept of the texture level map (TLM) and design a two-component DL network to address the above issue. The TLM, obtained by one index that is initially used as the statistical measure of the quality of the noise ratio image [38] , is a heatmap that shows the randomness, homogeneity and scale of the pattern distribution of an image. The proposed network consists of two subnetworks, namely, the texture estimation subnetwork and the noise removal subnetwork. The former is constructed to produce the TLM, and the latter is used to remove the noise according to the original noise SAR image and the corresponding TLM. The TLM changes the traditional method of simulating the noise SAR image and empower the network with the capability to remove the spatially variant noise. The proposed method thus achieves a better tradeoff between speckle suppression and detail preservation.
The remainder of this paper is organized as follows. In Section II, the noise model and learning strategy of the DL denoising filters are briefly reported. Section III introduces the proposed method. The training details and experimental result are given in Section IV. Section V concludes the paper.
II. RELATED WORK A. MULTIPLICATIVE NOISE MODEL
From the image processing point of view, speckle can be characterized by the multiplicative noise model:
where X is the clean image, Y is the noise image, and N represents the noise. s indicates the pixel coordinates. N is assumed to have a gamma distribution with a mean of 1 and variance of 1/L:
where (·) denotes the gamma function. L is the shape parameter of the probability density function of the gamma distribution, which is equivalent to the equivalent number of looks (ENLs) of a noise image. For an ideal filter, its task is to outputX close to X , and the produced ration map Y /X should be close to the pure gamma noise. Note that the ENL of an SAR intensity image is calculated as follows: where µ region and σ region represents the mean and standard deviation of the homogeneous region.
B. DEEP LEARNING FILTERS
The goal of the DL denoising model is to learn a complex mapping between the noise image domain and clean image domain. Based on the fully convolution network (FCN) structure, many tricks and techniques have been proposed to improve the denoising capability, such as batch normalization (BN) [39] , the rectified linear unit (RELU) activation function [40] , dilated convolution [37] and residual learning [40] . The training strategy of the DL model is presented in Fig. 1 . By adding the gamma distributed noise to the clean image X , the simulated noise image Y is produced. Then, the network takes Y as input and outputs the estimatorX . The loss function models the distance betweenX and X , where the optimization algorithm is used to train and update the weights of the network.
Following the supervised regression paradigm, the training of the DL models requires the training data to form the training pairs {Y , X }, namely, the noise images and the noise-free counterpart. Therefore, theoretically, if the ENL in equation (2) is set to 1 to produce the training pairs, the trained DL model can be used to remove the noise in the case of a single look (L=1) intensity image. However, from the result using different ENL shown in Fig. 2 , we can see that the incompatibility of this strategy is apparent.
For a homogeneous or low-roughness area, such as bare land (on the right side of Fig. 2(a) ), L=1 seems to have the best noise suppression performance. However, for the buildup area (on the left side of Fig. 2(a) ), L=2 seems better. L=1 oversmooths the total image, while L=2 produces fake details. It can be observed that the result of L=1.5 has the best visual effect. This phenomenon of incompatibility also occurs in other mainstream denoising methods. The main reason is that, for the single look intensity image, L=1 can only hold within the ideal homogeneous medium. Noise that possesses the property of L=1 is called ''fully developed noise.'' The practical L in SAR images fluctuates from pixel to pixel according to the roughness, scale and randomness of the scatter in each pixel. Moreover, when the pixel spacing exceeds the spatial resolution, the spatial correlation between neighboring pixels is negligible, and L=1 seems less tenable. Thus, if we want to improve the performance of a DL filter, the L of the noise should not be fixed during the process of simulation. An index is needed to guide the simulation of the SAR noise image, and the structure of the network should be designed to embed this type of index.
III. PROPOSED METHOD A. TEXTURE LEVEL MAP
Different from measuring the quality of the denoising result in optical photographs, the real clean image in the SAR field is not accessible. Therefore, ENL rather than the structural similarity index (SSIM) and the peak signal-to-noise ratio (PNSR) [42] is the most used index to evaluate an SAR denoising method. Because the oversmoothing filter can obtain relatively higher ENL, misunderstanding of the filtering performance can easily occur when using the ENL only. Recently, some decent measuring indexes [38] have been proposed to comprehensively evaluate a filter through the ratio image, among which the most inspired index to our model is the second-order statistic of the gray-level cooccurrence matrix (GLMC) [43] , which is called homogeneity.
If we define the GLMC of a cropped patch as G = {G(i, j)}(g(i, j) is the corresponding normalized version), the homogeneity h in one direction is defined as follows:
Note that the final homogeneity is obtained by averaging the homogeneities over four different directions (namely, 0 • , 45 • , 90 • and 135 • ). The homogeneity is introduced to measure the structure of the ratio image in [38] . In this paper, we use it to quantify the texture pattern of an image. Fig. 3 presents the homogeneity of some typical texture patterns. The pure gamma noise has the lowest homogeneity. The gray constant patch possesses the highest homogeneity. The artificial texture patterns (such as the square and the strip) have homogeneity of approximately 0.8, whereas the natural patterns (such as the stones and leaves) have a homogeneity of approximately 0.5. It can be concluded that the more random the texture pattern is, the lower its homogeneity is. In addition to the randomness, the homogeneity also reflects the scale (frequency) of the texture. We can see from Fig. 3 that the big stone possesses a high homogeneity of 0.8443, whereas the little rock pile has a low homogeneity of 0.4661.
Based on the theory above and using the strategy of sliding window with fixed size and stride, we can compute the local homogeneity of an image. Then, the local homogeneities are spatially upsampled by Bicubic interpolation to return to the size of the original image. The final output is called texture level map (TLM) of an image. In this paper, the size of the sliding window for producing TLM is 32 and the stride is set to 16. Fig. 4 shows some examples. We can see that the texture level is high when high-frequency details exist, such as the grass in Fig. 4(a) and the feathers and the bird's mouth in Fig. 4(b) . In contrast, the texture level is low where the gray level does not change, such as the sky background.
Based on the TLM, the simulation of the noise image can be more flexible, as discussed in Section II.A. Take the image of the bird (Fig. 4(a) ) as example. In the low texture level region, such as the sky, L is set to 1. In the high level region, L is set larger (L=2.0). For the above procedure of simulating the SAR noise image, there are two things to be explained:
First, the range of the TLM is normalized in [0.0, 0.1] and the relationship between L and the texture level is linear. Second, although L fluctuates from pixel to pixel, it lies in a finite range. To remove the noise of 1-look intensity images, the range of L is set to [1.0, 2.0] in this paper.
In subsequent experiments, we will show that the dynamic simulation process based on the TLM increases the complexity of the denoising task but makes the DL network more intelligent in achieving the tradeoff between noise removal and texture maintenance.
B. TWO-COMPONENT DEEP LEARNING NETWORK
To embed the TLM in the network, a two-component deep learning network is designed. Let the FCNe (fully convolutional network) be the texture estimation subnetwork and FCNd be the noise removal subnetwork. The FCNe takes the noise image as input and outputs the TLM, which is of the same size as the noise image. Then, TLM and the noise image are concatenated to form a two-channel input for the FCNd which outputs the final filtering result. The architecture of our network is shown in Fig. 5 .
The FCNe consists of five convolution layers and the RELU activation, which follow the typical FCN paradigm without the pooling layer and the batch normalization. The size of the convolution kernel is set to 3x3, and the number of output channels is [32] for each convolution layer. For FCNd, VOLUME 8, 2020 the architectures of [35] and [37] , which have good performances in SAR image denoising, are partially introduced. The FCNd has a U-shaped structure where skip connections and deconvolution [37] are used to enlarge the receptive field and explore the multiscale features. The proposed network comprises a dimension reduction path (the blue part in Fig. 5 ) and a size recovery path (the yellow part in Fig. 5 ). The basic component of the FCNd is the dense block, which consists of the BN layer, ReLU activation, 2 convolution layers and 1 dropout layer in proper order. All of the kernel sizes in FCNd are set to 3×3. In each dimension reduction step, the maxpooling layer is used, and the size of the input is reduced by half. The dimension reduction path extracts the multiscale content features at the price of reducing the spatial size of the image and results in the vanishing gradient problem. Therefore, the size recovery path adopts deconvolution to restore the output size and uses the skip connection, which combines the features between two paths, to maintain the details and make the network training easier.
C. NETWORK TRAINING
Both the FCNe and FCNd use the mean square error (MSE) for training as follows:
FCN e (y) − TLM (x) 2 2 (5)
where y and x denote the noise image and clean reference image of size W ×H . TLM (·) denotes the function that outputs the TLM mentioned in Section III.A. Furthermore, the TV regularization is adopted as a prior to add smooth constraints on the final denoising result:
where ∇ h and ∇ v are horizontal and vertical gradient operators. In summary, the overall loss function of our network is:
where λ is the parameter that decides the contribution of the TV regularization.
Because the above loss function is differentiable with regard to the weights of the network, the stochastic gradient descent (SGD) algorithm can be used to optimize the loss function. To achieve faster convergence rate and not converge to a local optimality, Adam [43] , an adaptive gradient optimization method, is used to train our network.
IV. EXPERIMENTAL RESULT
Two optical remote sensing images and two real SAR images are used to evaluate the effectiveness of the proposed method. We compare our method with the state-of-the-art methods including DnCNN [41] , WNNM [26] and GFCNN [35] . Executable programs are downloaded from the authors' official homepages, and the default parameters are used in the corresponding code.
A. EXPERIMENTAL DATASET AND TRAINING DETAILS
We use the NWPU-RESISC45 dataset [45] (Fig. 6) to simulate the noise SAR images and produce the 1-look, 4-look and 16-look training pairs for training and testing of the proposed network. The NWPU-RESISC45 dataset is public for scene classification and covers 45 land scene types. Each scene type contains 700 JPEG images, the number and diversity of which is sufficient for training a DL network. For a real SAR experiment, we use two C-band intensity images from the ultrafine strip (UFS) mode of Gaofen-3 (GF-3).
To avoid a shortage of GPU memory, the input size of our network is cropped to 224×224. The leaning rates of the FCNe and FCNd are set to 1e-4 and then exponentially reduced every 15 training epochs from 1e-4 to 1e-6. We use the ''Xavier'' algorithm [46] to initialize the network and Adam [44] as the gradient optimization algorithm to update the weights of the proposed network. We collected a training set containing over 30,000 training Fig. 7 shows the results of the FCNe on both the simulated and real SAR images. Note that only the simulated images have the referenced true TLM, because they have the corresponding clean images. Visually, the output of the FCNe is consistent with the true TLM. We can clearly see that the areas with lower texture level (lower gray value), such as the runway and the bare land, indicate their higher smoothness. In another word, the noise in these areas needs to be strongly suppressed. On the contrary, higher texture level often appears on the edge of the circular farmland or on the components of the airplane which demonstrate that the details in these areas need to be maintained. The same scenario follows in the real SAR images. The dark areas are mainly flattened or bare land. The edge of the building and the road possesses high texture level. In addition, the high gray value also appears on the area with low backscattering coefficient, such as the water body and the sport ground, which is consistent with the fact that the Gamma multiplicative noise is not obvious in the area with low backscattering coefficient.
C. EXPERIMENTS ON SIMULATED SAR IMAGES
Two images, named palace and parking lot, are chosen from the NWPU-RESISC45 dataset to conduct the simulated experiments which are blind for the network during the training process. Fig. 8 demonstrates the 1-look, 4-look and 16-look filtering results using different methods. The peak signal-to-noise ratio (PNSR) and Structural Similarity Index (SSIM) [42] , which evaluates the similarity between the noise image and clean reference, are used to verify the performance of our method. Their formulas are presented as follows:
where s indicates the spatial location. µ denotes the average, and σ is the variance. X andX are the noise image and clean reference, respectively. c 1 and c 2 are default constants. The unit of the PSNR is dB, and the range of the SSIM lies in [0,1]. Higher PSNR or SSIM indicates better filtering performance. Moreover, the edge preservation index (EPI) from [35] , which measures the sharpness of edges in denoising images, is also reported in Table 1 . From Fig. 8 , we can see that DnCNN oversmoothes the noise images. The structure of the building and the traffic indicator are blurring in the result of DnCNN. WNNM is a better denoiser in preserving the details. However, there are fake details on the edge of the objects. For L=4 and L=16, both GFCNN and the proposed method produce the best perceptual quality. However, when L=1, the proposed method has better denoising performance regarding suppressing the noise and maintaining the details. From Table 1 , one can have the following observations:
First, the proposed method outperforms GFCNN and surpasses DnCNN and WNNM. Second, the proposed method is slightly better than the contrast methods when L is high but shows its superiority when L is low (e.g., L=1). This phenomenon indicates that the proposed method can restore the details when the image is heavily degraded, which owes to the TLM estimation and the learning ability of the DL model.
D. EXPERIMENTS ON REAL SAR IMAGES
Experiments are carried out on two 1-look real SAR images in this section. To demonstrate the difference between the methods, two subimages are cropped from the original image. In order to demonstrate the improvement of the FCNe to the SAR image despeckling capability, it is removed from the proposed network to conduct the ablation experiment. The network without FCNe is basically a U-like deep learning network which is named as ''FCNd'' in the following description. Because the real SAR images have no clean image for reference, the SSIM and PSNR cannot be obtained. In exchange, the ENL and the unassisted quantitative metric (UQM) [38] are used to evaluate the performance of different methods for real SAR images. Because we just use the ratio image to calculate the UQM, the computation process in [38] has been slightly revised. The UQM is split into two parts, which we have denoted as UQME and UQMH in this paper:
We define the noise image as y and the denoising result as y. We first calculate the ENL (ENL_ratio) of the ratio image z = y/ỹ and the local ENL (ENL_local) on a sliding window of size m. Then, the UQME is given as: (11) where N is the total number of the sliding windows. In this paper, the size of sliding windows is set to 16.
The null hypothesis introduced in [38] implies that, if an image follows the gamma distribution, its homogeneity will not change after random permutation. By contrary, if an image is made up of regular patterns, the difference of the homogeneity between the original image and its permuted version will be great. Therefore, the UQMH is calculated as:
where h denotes the homogeneity operator mentioned in equation (4) . z represents the ratio image, andz is its permuted counterpart.
From the computation procedure of the UQME and UQMH above, we can see that the former indicates the uniformity of the ratio map and the latter quantifies the remaining structure in the ratio map. For an ideal filter, its ratio map should be totally uniform and have no structural content. Smaller values of the UQME and UQMH indicate better performance of a filter. Fig. 9 presents the denoising results of different methods. The corresponding ratio images are shown in Fig. 10 .
It can be seen from Fig. 9 that the edge blurring phenomenon is occurred in the CnDNN and WNNM. Artificial details such as the fake stripe in WNNM and fake speckle in GFCNN are obvious in the upper-right corner of Fig. 9(c) and (d). The effect of TLM is evident by comparing the result of FCNd and the proposed method. FCNd produces oversmoothing due to its fixed denoising ability. The proposed method exhibits a better visual effect because of its ability to estimate the texture level of the input and modify its denoising performance. Not only the details of the building, the edge of the road and the pool are preserved, but also the noise is effectively removed.
The ratio images in Fig. 10 show that there is no obvious structure content in the proposed method. We can clearly see the traces of the road in Fig. 10 (a-d) and gray lumps in Fig. 10 (a) , (b) and (d). It is undeniable that there are some bright patches in our method, which correspond to the areas of buildings and pools. The reason for this phenomenon is that the normalization is used in the DL model to limit the dynamic range of an intensity image to [0, 1]. Thus, the distortion of the ratio image in some excessive intensity areas is inevitable.
A subarea is chosen from the Fig. 9 (g) (marked by blue rectangle) to verify the performance of the point target preservation. Fig.11 illustrates that every method suppresses the point target more or less. In the result of DnCNN and WNNM, the point targets marked by red circle in Fig. 11(a) are missing. Our method owns the better point target preservation than GFCNN and FCNd. Tables 2 and 3 give the evaluation indexes (the ENL is calculated using the homogeneous regions marked by the white rectangles in Fig. 9(a) ). From Table 2 , we can see that the higher ENLs are obtained by WNNM and DnCNN due to their excessive noise suppression ability. Our method achieves better ENL than GFCNN and FCNd. For UMQE and UMQH, the result of the proposed method is ideal, which shows that there remains less residual structure in the ratio image by our method. In general, the proposed method seems to achieve promising results that retain most of the structure and details while removing the noise.
E. DYNAMIC RANGE OF ENL
In Section II-B, we discuss the choice of ENL of Gamma multiplicative noise. With the aid of TLM, ENL of the simulated noise is fluctuated between the pixels. There is only one thing to solve, namely the dynamic range of ENL. Taking 1-look SAR intensity image as example, comparison experiments are carried out on four different dynamic VOLUME 8, 2020 We can see that range [1.0, 2.0] is more ideally to get lower UMQE and UMQH. There is an obvious gap between TABLE 3. UQME and UQMH of the ratio images using different methods. From the experiments, we can see that as long as the range is not set too large, the result is merely affected by it. Therefore, the range of ENL is set to [k, k+1] to remove the noise of k-look intensity images in this paper. VOLUME 8, 2020 
F. RUNNING TIME
Runtime comparison experiments are carried out using an Intel Core i3-2120 3.30-GHz CPU and 8 GB of memory. Table 4 lists the running time of each method for a 512×512 image. The proposed method can effectively save filtering time because of its elimination of the window search process and the probability calculations in the PPB and the POTDF. With the assistance of the GPU, the running time of the proposed method can be greatly improved, only requiring approximately 6.83 seconds.
V. CONCLUSION
In this paper, we have proposed a two-component DL network for flexible texture measuring and effective SAR image denoising. To obtain good filtering results, several techniques were used in network construction, including the embedded texture map, dynamic noise-adding strategy for training, and adaptive serial two-component network structure with TV regularization loss. Once the model has been trained, it can be executed on a GPU to achieve fast and accurate filtering results without human intervention. We compared our methods with the PPB, SAR-POTDF, SAR-BM3D algorithms using various evaluation metrics. Experiments on both simulated and real SAR images show that our method can produce perceptually better results and can achieve a better tradeoff between noise removal and preservation of image details. Considering its spatially variant denoising ability, efficiency and effectiveness, our method is practical and can provide results that meet the demands of real-time SAR image processing and related applications.
