Distribution of resources within case-based reasoning (CBR) architectures is beneficial in a variety of application contexts. This article briefly discusses some of the approaches that fall under the heading of distributed CBR, and their general impact.
Introduction
Conventional CBR systems have taken a what could be called a single agent, single case base problem solving approach where one, usually well-maintained, case base functions as the central knowledge resource. Classic examples include "Entree" and "FAQ Finder" ) (see also related articles and (Cheetham & Watson, 2005) ). Research efforts in the area of distributed CBR concentrate on the distribution of resources with the intent of improving the performance of CBR systems. Although the phrase distributed CBR can be used in a number of different contexts, research efforts in the this area can be categorised by using two key criteria: (1) how knowledge is organised/managed within the system (i.e., single vs multiple case bases), and (2) how knowledge is processed by the system (i.e., single vs multiple processing agents). Figure 1 displays the categories for each of the contributions we reference. Branting & Aha (1995) and Smyth & Cunningham (1996) focus on CBR systems with access to multiple, hierarchical case bases that contain problem cases at different levels of abstraction. New problems are solved in a top-down fashion by selecting and combining multiple cases to solve the sub-parts of the target problem; similar approaches are described by Redmond (1990) . Taking full advantage of these multiple case bases requires multi-case-base reasoning (Leake & Sooriamurthi, 2002) : which reasons not only about how to apply cases but also about when and how to draw on particular case bases. Leake & Sooriamurthi (2001) consider the trade-offs of merging individual case bases into a single source versus retaining them individually.
Multi-agent/single case base
In contrast to single-agent CBR systems, multi-agent systems distribute the case base itself and/or some aspect(s) of the CBR cycle (Retrieve, Reuse, Revise, Retain) among several (more than one) agents. A multi-agent CBR system in this context is a distributed system of cooperative agents, where individual agents draw on the previous experience resource(s) to solve new problems. For instance, it can refer to the situation where a multiple number of problem solving agents draw on the information held by a single case base (e.g., help-desk applications). Watson & Gardingen (1999a) describe a good example of a fielded distributed CBR application (i.e., "Really Cool Air") that supports engineering sales staff by taking a multi-agent/single case base approach. The authors also describe how system efficiency can be further improved by making some adjustments to its architecture and retrieval techniques using introspective reasoning (Watson & Gardingen, 1999b) . Hayes et al. (1998) present a distributed architecture motivated by the need to move processing to the client to improve interactive response times for CBR systems where the client dialogue is long lived. They propose that some of the case base processing be distributed to the client once a sufficiently small number of potentially relevant cases have been narrowed down using incremental case retrieval techniques (López de Mántaras et al., 2005) . In addition they introduce CBML (Case Based Markup Language) as a protocol for enabling distributed CBR over any network. This XML format for case representation enables granular updating. Thus, in a distributed CBR environment, servers do not have to dispatch an entire subsection of the case base to the client every time there is a change. The server holds a profile of what has already been sent to the client and only resends the changed element of that dispatch. Moreover, CBML allows centralized case data to be updated quickly.
Systems that rely on using a single case base source for problem solving are limited by the scope of this knowledge resource. While this is appropriate in certain application domains (e.g., online product catalogues where there is a definite and distinctive range of options), there are many others that would benefit from the improved coverage offered by multiple case bases. Much of the work in distributed CBR assumes multi-case-base architectures involving multiple processing agents (i.e., architectures where problem solving experience and responsibility is distributed across multiple CBR agents). For this reason, we will next review some of the key contributions in this area.
Multi-agent/multi-case-base
A major theme in multi-agent, multi-case-base systems is the autonomy of the agents. Two key factors that govern agent autonomy are (1) its capability to determine whether it is competent to solve a problem, and (2) its capability to interact with other agents (e.g., through negotiation, cooperation/collaboration) to obtain a global solution for a given problem.. Thus, this section summarizes (and differentiates) related research in this area, firstly, according to how an agent decides when to interact with other agents, and secondly, in terms of how to identify what agents are best suited to the problem solving task. For instance, Prasad et al. (1996) examine issues pertaining to cooperative retrieval and composition of a case in which sub-cases are distributed across different agents in a multi-agent system. Their negotiated retrieval approach assumes that each agent has a partial and imperfect view of the problem solving situation. This requires agents to cooperatively access their case bases and retrieve the best "sub-cases", which can be combined in a consistent manner to provide a complete solution. Thus, the CBR-TEAM system (Prasad et al., 1996) uses negotiated retrieval in a parametric design task. It assumes a team of heterogenous cooperative agents whereby individual agents are responsible for a particular sub-part of the design task. Agents cooperate to resolve design conflicts as each new design is constructed from the contribution of the distributed agents. However, the negotiated retrieval approach assumes that groups of specialized agents always work as a cooperative team when solving new problems. This is in contrast to other research that has looked at distributed, multi-agent frameworks whereby individual agents are capable of directly solving problems that fall within their own area of expertise, but need to draw on the experience of other agents for problems that do not (Plaza & Ontañón, 2001; McGinty & Smyth, 2001) .
Several types of cooperation among CBR agents (CoopCBR) have been proposed by Plaza and Ontañón. In ensemble CBR (Plaza & Ontañón, 2001 ) they study the "ensemble effect" where a collection of agents with uncorrelated case bases improve the accuracy of any individual. The ensemble effect diminishes when individual agents have case bases with a biased sample of the case space, but Ontañón & Plaza (2002) show that agents can barter cases using individual policies that achieve individual and collective improvement in performance. Moreover, the ensemble effect can be improved if the CBR agents can provide a justification of their predictions (Ontañón & Plaza, 2003a) ; justified predictions can also be used to improve the distributed process of case retention involving several CBR agents, since justifications support an informed bargaining among the agents to determine which agent benefits more from retaining a particular case (Ontañón & Plaza, 2004) . Finally, proactive learning can be used for acquiring a competence model that allows an agent to learn how to identify which other agents are best suited as cooperation partners (Ontañón & Plaza, 2003b) . Competence models can improve both the size and the robustness of the ensembles of CBR agents, since using the most competent agents in an ensemble reduces its size while maintaining the ensemble effect.
McGinty & Smyth (2001) describe the Collaborative Case-Based Reasoning (C-CBR) architecture which, like CoopCBR, consists of a collection of homogeneous CBR agents, each having the same CBR capabilities but differing in their problem solving experiences. While CoopCBR addresses classification tasks on distributed data, C-CBR is about distribution in relation to planning tasks. In particular, McGinty & Smyth (2001) demonstrate how C-CBR can be used to solve an important challenge in the area of personalized route planning: how to generate routes that conform to a user's implicit travel preferences in both familiar and unfamiliar map territories (McGinty, 2002; McGinty & Smyth, 2002) .
Concluding remarks
Distributed CBR strategies can improve both the performance and maintainability of CBR systems. As mentioned earlier, up until recently the vast majority of CBR systems have taken a single agent, single case base approach to problem solving. However, while this approach has proven to be effective in certain application settings, there are two important factors that may render this approach unsuitable: (1) privacy and (2) scalability. Privacy refers to the situation where cases, owned by different users may not always be willing to give them to a centralized "case repository". Secondly, scalability concerns the impracticability of processing a centralized case base when dealing with very large amounts of data.
Subsequently, the distributed CBR approach has been proposed as an appropriate alternative, and research efforts in this area have demonstrated a number of additional benefits for favoring this over the more conventional approach. For example, any centralized CBR system will have limited coverage characteristics, so by drawing on extra knowledge that may be available but scattered throughout the system, coverage can be improved as can the overall competence of the system. Secondly, the more obvious benefit in terms of performance is that efficiency can be improved by distributing the workload. Finally, there are also potential gains in terms of system maintenance since it may be easier to adapt local case bases independently of each other.
