Abstract. Computation of fundamental groups of Galois covers recently led to the construction and analysis of Coxeter covers of the symmetric groups [RTV]. In this paper we consider analog covers of Artin's braid groups, and completely describe the induced geometric extensions of the braid group.
Introduction
The purpose of this paper is to introduce and study quotients of certain connected Artin groups, with their action on the space of directed paths in the unit disk. We start by explaining some of the motivation, coming from algebraic geometry.
Let X be a projective surface, with a generic map of degree n to CP [MT] and [MRT] .
A more general approach was recently suggested in [AGTV] , [ATV] and [ATV2] . Let X 0 be the degeneration of X into a union of planes, and S 0 the union of intersection lines. Take T to be the dual graph, in which the vertices correspond to planes in X 0 , and the edges correspond to lines in S 0 . One can associate a Coxeter group C(T ) to T , with a natural cover C(T )→S n . Furthermore, a certain quotient C Y (T ), still covering S n , can be computed explicitly; this was done in [RTV] , and we sketch the main results in Section 2 below. This method was successfully implemented for the case X = T × T (where T is the projective torus), where the van-Kampen presentation of π 1 (CP 2 − S) has 54 generators and more than 1700 relations. Using an explicit description of C Y (T ) (for an appropriate graph T ), this group was shown to be virtually nilpotent of class 3.
In this paper we study a group A Y (T ) analogous to C Y (T ), which naturally covers B n (for the definition see Section 3). This group appears (implicitly) in a description of presentations of the braid group arising from planar graphs [S] .
For certain surfaces X, one would then obtain a commutative diagram
In particular, the kernel of π 1 (CP 2 −S)→B n is a quotient of the kernel A Y (T )→B n , which we compute here in details. Let us also mention that the defining relations of A Y (T ) appear in a similar setup in [L] . A description of the fundamental group of the discriminant complement of a versal unfolding of a Brieskorn-Pham polynomial x l 1 +1 1 +· · ·+x ln+1 n was given in [Lo] , and one finds there too the same defining relations. Our interest in this paper is mostly group theoretic, so we do not pursue applications to algebraic geometry any further.
Another quotient of the standard braid group, with respect to the normal subgroup generated by the commutator [σ 1 , σ 2 2 σ 3 σ −2 2 ], was computed by Teicher (see [T] ), and shown to be an extension of the symmetric group by a solvable group. We thank Prof. Teicher for useful conversations on this and other topics.
Note. Throughout the paper, composition of functions is performed in the usual order, namely (f • g)(x) = f (g(x)); however the action of S n or the braid group B n is reversed: (στ )(u) = τ (σ(u)).
The paper is organized as follows. In Section 2 we review the construction of Coxeter covers of the symmetric group and the main results from [RTV] . Section 3 is devoted to the definition and basic properties of the groups A Y (T ), where T is an arbitrary planar graph. In Section 4 we recall the action of the braid group on the disc.
In Section 5 we define the geometric extensions of a group acting transitively on a space. Using this special type of HNN extensions, we construct maximal quotients of groups with respect to certain geometric data. Our main interest is in the maximal quotient G (T ) of A Y (T ) which is a geometric extension of B n with respect to its action on the disc.
Then, in Section 6 we compute G (T ) explicitly for the case where T is a single cycle. This is related to the action of B n on directed paths in the unit disc. After discussing geometric extensions on quotient spaces in Section 7, we compute some quotient groups of related actions. In order to apply this computation to the general case, we show in Section 8 that A Y (T ) depends on T only through combinatorial data, thus allowing one to choose the graph structure at will. Likewise we show in Section 9 that the same reasoning holds for G (T ) .
Finally, in Section 10, we compute G (T ) for an arbitrary planar graph: G(T ) = B n K n,m , where n is the number of vertices in T and m is the rank of π 1 (T ) . The presentation for K n,m given in Theorem 10.9 shows that it is a central extension of a certain canonical subgroup of 
Coxeter covers of the symmetric groups
This paper generalizes [RTV] from Coxeter covers of the symmetric groups to Artin covers of the braid group. Therefore, let us quickly review the setup and main results of that paper.
The standard way to associate a Coxeter group to a (simple) Dynkin diagram is to associate a generator to each vertex, and impose the relations uv = vu when two vertices are connected by an edge. Our definition is a dual one:
Definition 2.1. Let T be an undirected, simple graph on n vertices, with no loops. We defines the Coxeter group C(T ) as the abstract group whose formal generators are the edges of T , with the relations u 2 = 1 for every edge u ∈ T , uv = vu if u, v are disjoint (i.e. no common vertex) , and uvu = vuv if u, v share a common vertex.
Not every Dynkin diagram can be realized in this manner. For example if a generator x of C (T ) does not commute with generators y 1 , y 2 , y 3 , then the y i cannot all commute with each other. In particular Coxeter groups of type D n (whose corresponding Artin groups are analyzed in [CP] ) cannot be realized.
There is a natural projection of C (T ) to the symmetric group S n , defined by sending an edge whose endpoints are i and j to the transposition (i j). This map is onto iff T is connected.
Next, one may define the quotient C Y (T ) of C (T ) , by adding the relation [u, vwv] = 1 whenever u, v, w form the subgraph shown in Figure 1 below. The map C(T )→S n splits through C Y (T ). The main purpose of [RTV] is to compute the kernel of C Y (T )→S n .
Let m denote the number of basic cycles in T (namely m is the rank of π 1 (T )). Let F m denote the free group on m letters, so F n m is a direct product of n copies of this group. Let F m,n 
Furthermore, let A m,n be the group generated by x (i) . . . , n, r, s = 1, . . . , m) with the defining relations
and (5) [
It is shown in [RTV] that for n ≥ 5 we have a short exact sequence
and in fact that C Y (T ) ∼ = S n F m,n , where S n acts by permuting entries. Also, it is shown that (again when n ≥ 5), A m,n ∼ = F m,n , where the isomorphism is given by x
r . The advantage of having this isomorphism is that the word problem is obviously decidable in F m,n (and so it is easy to define maps into this group), while the explicit presentation of A m,n allows to define maps from it. In Section 10 we will meet the analogs of these two groups. 3. The local quotient of Artin groups 3.1. The definition. Let T be a planar graph on n points. The graph is not necessarily simple (namely two edges may share the same two end points), but we assume throughout that T has no loops, namely every edge connects two distinct vertices. By an isomorphism of graphs we mean a deformation of (a compact domain in) the plane which carries one graph to the other.
We view T as the set of its edges. Throughout the paper, we denote [u, v] 
In the third possible case, namely if u and v share two vertices, then no relation is assumed to hold between them.
Evidently, A(T ) is an Artin group [B] , with exponents 2 and 3. It is connected; almost always of large type; but never triangle-free, see [C] . The best known example of such a group is when T is a single path connecting n vertices; then there are n − 1 generators with the usual braid relations, and in this case A(T ) ∼ = B n is the standard braid group. In Theorem 3.11 (following Remark 3.3) we show that when T is connected, there is a surjection A(T )→B n . This is further studied in Section 4, where we show that the map is given by sending a generator to the halftwist induced by the corresponding path.
In [S] the author gives a presentation of the braid group B n on (the edges of) T , assuming T is simple. The presentation involves two families of relations apart from those defining A(T ): one relation for every triple of edges with a common vertex, and one relation for every cycle in the graph.
Motivated by examples from algebraic geometry (related to the computation of the fundamental group of Galois covers, e.g. [AGTV] and [ATV2] ), we are interested in this paper in 'local' relations, with bounded support (bounded in terms of the graph distance); thus we only assume the first family of relations. However since in general T is not simple, we also add relations for pairs of edges intersecting in two vertices. 
The relations added here do not interrupt with the interpretation of the elements of A(T ) as braids. In other words, the map A(T )→B n mentioned above induces a well defined map A Y (T )→B n . Moreover from [S] it follows that, assuming T is simple, in order to obtain a presentation of the standard braid group B n , one has to add a single relation for every cycle in T ; in other words, the kernel of A Y (T )→B n is the normal subgroup generated by certain 'cyclic' words. If T has no cycles then we have the following from [S] ; the claim also follows easily from Theorem 8.3.
Notice that if T is a simple graph, only the relations of type (9) show up. We also remark that adding the relations u 2 = 1 for every u ∈ T , transfers A(T ) to a Coxeter group. Moreover A Y (T ) projects to the group C Y (T ) described in Section 2 (for T simple), and we have the commutative diagram of Figure 5 . Proof. If u, v, w ∈ T and u, v have a common vertex, then [u wx, u
The other cases are similar.
3.2. Parabolicity. Our next goal is to provide a structural explanation for the defining relations of A Y (T ) . We first define a useful partial action of the set of paths in the plane on itself, to be elaborated upon in Section 4. Since we consider paths which are not contained in T , let us clarify what we mean by a path here. In the presence of a planar graph T , a path is defined up to homotopy within the complement of the union of the edges of the graph in the plane, but without the vertices. When T is understood from the context, we write ∼ for this homotopy relation. Let us record few identities in this spirit. Figure 6 ). 
2. Suppose x y and y z, where x, z are disjoint. Then we have the associativity relation Figure 7 . Likewise for the edges y · x (p ∈ y ∈ T ).
• Finally consider two virtual edges x · y and z · u. If they do not intersect, the proof is either trivial or relies on relation (11). When they do share a common vertex, one uses relation (12); the only case that requires some care is to show that x · y, z · u = 1 when x, z, u form a triangle and y connects a point inside the triangle to the common vertex of x and u. Then we are done by relation (9) applied to x, y and u. The cases where {x, y} ∩ {z, u} = ∅ are all easy. 
. , v n be a planar path in T , leading from a vertex
If the vertices of some y ∈ T are disjoint from β and γ then y commutes with x in A Y (T ).
Proof. Let α = β, γ be a vertex on y. We first assume the other vertex of y does not touch any of the v i . Since the path is enumerated consecutively, the edges touching α come in pairs,
for certain values of j). The case u = 0 is trivial, so assume u ≥ 1. Note that by relation (9), y commutes with v
, by induction on u. Therefore y commutes with
Next, suppose the other vertex of y also touches vertices on the path x. If no v i touches the two ends of y, the proof is basically the same. Otherwise a very similar argument can be used, with Equation (11) replacing (9) -unless y = v i , which is also an easy computation. (14) and (15), we have 
Note the identities a, bcb
n . In this case v 2 does not contain δ, and so y, v 1 , v n satisfy the condition of Equation (9), and we have
Finally, let j < n − 1 be the maximal index for which v j contains δ. Then
If T ⊆ T is a subgraph (on the same set of vertices), then it is natural to compare the abstract group A Y (T ) to the 'parabolic' subgroup T of A Y (T ), generated by the edges u ∈ T .
It is enough to assume T = T ∪ {x}. Let β and γ denote the endpoints of x. Since T is connected (and has the same set of vertices as T ), there is a path v 1 , . . . , v n leading from β to γ; moreover T being a planar graph, we may assume x, v 1 , . . . , v n is the boundary of a bounded domain in the complement of T , so that v 1 , . . . , v n is a planar path. Let
It remains to show that ψ is well defined, since clearly ψφ = 1. For that we need to verify that under the action of ψ, all the relations in A Y (T ) become trivial in A Y (T ) . If a relation does not involve x, the claim is trivial. Relations of type (7) and (8) were treated in Lemmas 3.9 and 3.10, respectively. The proof for relations (9), (10), (11) and (12) is very similar: x is of course one of the edges in the relation, and since x, v 1 , . . . , v n is the boundary of a domain, the other edges must touch x from the outside. The analysis is then very similar to that of the lemmas, and we omit the details.
By Remark 3.3 we have the following special case:
Corollary 3.12. Let T 0 ⊆ T be a spanning subtree. Then the subgroup T 0 generated by the edges of T 0 is isomorphic to the braid group.
Action on the disk
In this section we describe the classical action of the braid group on the fundamental group of an n-punctured disk.
Let D denote the unit disc in C, and P ⊆ D a subset of n points in the interior of D. For convenience, we will assume the points P = {p 1 , . . . , p n } are on the real line, in this order. Obviously π 1 (D−P ) is the free group on n = |P | generators. Consider the group B of diffeomorphisms of the disk which act trivially on the boundary, up to homotopy. Let us define special elements in this group, denoted by σ i (for i = 1, . . . , n − 1), as follows. Take a (2-dimensional) tubular neighborhood N of the line from p i to p i+1 , and a (2-dimensional) tubular neighborhood N of N . The action of σ i is to rotate the boundary of N half a circle counterclockwise, exchanging the positions of p i and p i+1 , while preserving all the points outside of N . It can be easily checked that these elements satisfy the defining relations of the braid group, namely σ i σ j = σ j σ i for |i − j| > 1 and σ i σ i+1 σ i = σ i+1 σ i σ i+1 , and in fact B is generated by the σ i and defined by these relations, and thus is isomorphic to Artin's braid group. Hence we denote B by B n . Recall that when multiplying elements of B n , we compose diffeomorphisms from left to right, namely (στ )(u) = τ (σ(u)) for σ, τ ∈ B n and u a point or path in D.
By a good path we mean a smooth γ : (0, 1)→D − P which can be extended to a smooth path γ : [0, 1]→D with γ(0) = p i and γ(1) = p j for some p i = p j ∈ P , and without self-intersections. Such a path gives rise to an element of B n in the manner described above (by setting two tubular neighborhoods around γ); such an action, which ignores the direction of γ, is called the 'half twist' induced by γ, and will be denoted by π(γ). We will usually omit π. For example, σ i is nothing but π(h) for h the straight line from p i to p i+1 ; by abuse of notation, we will also denote this path σ i . Thus we have defined above π : Ψ→B n . Obviously, B n acts on Ψ, which induces an action of Ψ (and Ψ) on Ψ (and Ψ). Let γ, δ ∈ Ψ. If (the closures of) γ and δ do not intersect then clearly (π(δ))(γ) = δ(γ) = γ. Now assume that γ has endpoints p i and p j , and δ has endpoints p j and p k (i, j, k distinct). By definition, (π(δ))(γ) = δ(γ) is the (good) path going from p i along γ until coming close to p j , then circling p j counterclockwise, and continuing with δ to its endpoint p k ; see Figure 9 . on the good path γ Now let θ ∈ B n be arbitrary, and let γ, δ ∈ Ψ. Consider the good path θ(γ) together with its tubular neighborhoods. A point outside the outer tube is not moved by neither θ
On the other hand, γ is rotated half a circle counterclockwise under both actions, and so
Acting with this element on θ(δ) we get
we record this distributivity law as
Proof. Take θ = π(δ) in Equation (16 Proof. There is a diffeomorphism taking any given non-self-intersecting path to any other non-self-intersecting path, and the union of paths composing a frame is non-self-intersecting.
We will need the following refinement of this remark. We say that a good path is 'simple' if it does not intersect the real line except for the two end points. Proof. By induction on the number of intersections of ω with the real line. Suppose ω begins at some p i and travels first above the real line. Let p j denote the point of P farthest from p i in the segment from p i to the first intersection of ω with the real line. Take γ 1 to be the simple path going above the real line from p i to p j , and ω is the path starting from p j following ω.
If j = i, deform ω so that it first travels below the real line. Likewise, if ω first travels below the real line, then ω = π(γ 1 )
The proof is complete since ω has less real points than ω.
In connection with geometric actions on the disk, we will need the following well known fact. Figure 4) . Conjugating, we obtain the centralizer of an arbitrary half-twist.
Recall the standard description of B n as the group of braids on n strands, where σ i is viewed as exchanging strands i and i + 1 with i going above i + 1, as in Figure 11 . Figure 11 . The braids associated to σ i and σ
More generally, if γ ∈ Ψ has endpoints p i , p j , then π(γ) can be realized as the braid obtained by travelling with strands i and j halfway along γ, going beyond strands k whenever γ is above p k , and above the strand when γ is below p k ; when the strands i and j meet, they are exchanged with the lower index strand going above the higher index one. See Figure 12 for an example. Figure 13 .
5. Geometric extensions and actions 5.1. Geometric extensions. Let S be an arbitrary group, acting transitively on a space Ω. If S ⊆ G is an extension of groups, we call G a geometric extension of S if there are α ∈ Ω and x ∈ G such that G = S, x , and for every σ ∈ S,
The largest geometric extension, freely generated by S and the element x, with respect to the above relations, will be denoted by S * Ω. In other words, S * Ω is the HNN extension [HNN] of S with respect to the identity map on the stabilizer Stab(α) ≤ S. As all stabilizers are conjugate, different choices of α yield isomorphic groups. Moreover, the action of S extends to an action of S * Ω on Ω, by letting x act trivially.
Example 5.1.
(1) When S acts sharply transitively on Ω, the condition (C) Recall that an embedding of groups ι : S→G is a retraction if there is a projection ψ : G→S such that ψ • ι = 1 S . Then S is called a retract subgroup of G. Letting ι : S→S * Ω be the inclusion map, : S * Ω→S defined by | S = 1 S and (x) = 1 satisfies • ι = 1 S , so S is a retract of G = S * Ω.
Let ι : S→H be a retraction with the projection : H→S satisfying • ι = 1 S . Suppose H is generated by S and an element x, and suppose that the natural projection from the free product S * x to S, defined by x → 1, splits through H. Clearly K = Ker( ) is the normal subgroup of H generated by x, and H = SK. It is also easy to see that K = x S , the subgroup generated by all the conjugates {σxσ −1 : σ ∈ S}. As hinted in the introduction, our aim in this paper is to find a good description of K in a certain geometric setup. Since S will be large, the set {σxσ
: σ ∈ S} is too large for this purpose.
Geometric actions.
Definition 5.2. Given the transitive action of S on Ω and a distinguished element α ∈ Ω, we say that the system (H, S,
x is a retraction of S and the condition (C) is satisfied in H.
This is the case iff : H→S splits the projection 1 : S * Ω→S, so in particular H is a geometric extension of S.
Let (H, S, Ω, x, α) be a fixed geometric action. For ω ∈ Ω, let σ ∈ S be an element such that σ(ω) = α. We claim that
is a well defined element of K, i.e. independent of the choice of σ. commutes with x by the condition (C) . Notice that x α = x.
Remark 5.3. For every ω ∈ Ω and τ ∈ S, we have that
Corollary 5.4. The kernel K = ker( : H→S) is generated by the elements {x ω : ω ∈ Ω} as a subgroup of H (rather than a normal subgroup).
The notion of geometric action can easily be extended to a system (H, S, Ω, X, {α x } x∈X ) where: S ≤ H is a retract subgroup acting transitively on Ω; X ⊆ H is a (usually finite) subset such that H = S, X ; there is a projection : H→S defined by σ → σ for σ ∈ S and x → 1 for every x ∈ X; and for every x ∈ X there is a fixed element α x ∈ Ω such that condition (C) holds. No relation is assumed among the generators in X.
5.3. Maximal geometric quotients. In order to handle more general groups in terms of geometric actions, we make the following definition.
Definition 5.5. Let (H, S, Ω, X, {α x } x∈X ) be a geometric action. We define G = G(H, S, Ω, X, {α x } x∈X ) as the quotient group of H with respect to the normal subgroup generated by the commutators
is the largest quotient of H which is a geometric extension of S (with respect to the given action on Ω).
Similarly to Example 5.1, we have:
(1) If S acts sharply-transitively on Ω, then the stabilizers are trivial, and so 
For every x ∈ X, let Γ x be a set of elements of S such that for every
the kernel of the projection G→G is generated, as a normal subgroup, by the set of commutators
Proposition 5.7. Notation as in Definition 5.5, let G be the group G(H, S, Ω, X, {α x }). Then, the system
is a geometric action. In particular, we have that G = K S where
) is the kernel, and the action is given in (20).
Proof. It remains to show that the map S→G defined by projecting σ ∈ S ≤ H modulo the relations, is a retraction. Let : H→S be the projection defined by (x) = 1 for x ∈ X, and let ι : S→H be the embedding, so that • ι = 1 S . Let ψ : H→G be the natural projection. The map : G→S defined by σ → σ and x → 1 preserves the commutation relations and so is well defined, and
We will later need ways of comparing two geometric extensions.
Lemma 5.8. Let (H, S, Ω, X, {α x }) and (H , S , Ω, Y, {β y }) be two geometric actions. Let ψ : H→H be an isomorphism, inducing an isomorphism S→S which commutes with the action (namely ψ(σ)(ω) = σ(ω) for ω ∈ Ω).
Suppose that for every x ∈ X there are τ ∈ S and y ∈ Y such that
Proof. Since G is defined as the quotient of H with respect to the relations [σ, x] = 1 for every x ∈ X and σ ∈ Stab(x), and G is defined similarly as a quotient of H , it is enough to prove that ψ transfers such relations to suitable relations in G .
Let x ∈ X, and let σ ∈ S be an element such that σ(
yτ for y ∈ Y and τ ∈ S , and β y = τ
(α x ) = β y (acting from left to right), and so
, y] = 1.
The case of a single cycle
Consider the graph T (1) composed of the standard frame and one undirected path u connecting p 1 and p n from above, as in Figure 14 . We let α denote the path u directed from p 1 to p n . Figure 14 . The graph T (1) of Section 6
We assume n ≥ 4. By definition, A(T (1) ) is generated by elements corresponding to the paths σ 1 , . . . , σ n−1 and u, and we use this notation for the generators as well. By Theorem 3.11, the subgroup σ 1 , . . . , σ n−1 of A(T ) satisfies only the braid relations, and we denote this subgroup by B n .
Let α denote the element
. Since A(T (1) ) is generated by B n and u, we also have that A(T (1) ) = B n , x , where, by the proof Theorem 3.11, we have a projection A(T (1) )→B n which is the identity on B n and sends x → 1.
Recall that by Remark 4.3, B n acts transitively on Ψ (defined in Definition 4.1). In this section we study the largest quotient of A(T (1) ) which acts geometrically on Ψ, namely the group
), B n , Ψ, x, α) of Definition 5.5. Notice that for the current graph T (1) , A(T
) = A Y (T (1) ).
Remark 6.1. By Definition 3.1, A(T (1) ) is the group generated by u and σ 1 , . . . , σ n−1 , with the relations:
for |i − j| > 1;
. . , n − 2; and
Since α is conjugate to σ 1 , we can conclude the following from Remark 4.5: Figure 15 . A path acting trivially on α.
Writing x α instead of x, the commutation relations become
while Equations (25)- (26) translate to
Equations (30)- (32) are equivalent to the assumption on geometric action, in particular condition (C) of Section 5, which implies that x ω of Equation (19), defined as σxσ −1 for some σ ∈ B n such that σ(ω) = α, is well defined for every ω ∈ Ψ. Relation (33) is equivalent to
, and applying Equation (20), this becomes
. Likewise relation (34) translates to
. .
• •
• Figure 16 . The paths of Equations (35)-(36) form two triangles.
Slightly generalizing Remark 4.3, it is easy to see that B n acts transitively on oriented triangles (both of edges and of the interior) whose three vertices are in the set P of the n vertices of T (1) , and which contain no other points from P in the interior. The three directed paths σ (35) form such a triangle (left-hand side of Figure 16 ), and so conjugating by a generic element of B n , we arrive at the relation x b = x a · x c whenever a, b, c ∈ Ψ are directed paths as in the left-hand side of Figure 17 . In a similar manner, conjugating (36) (whose corresponding triangle is depicted in the right-hand side of Figure 16 ) we obtain the same relation whenever a, b, c ∈ Ψ are directed paths as in the righthand side of Figure 17 (note the reverse order of a and c!).
These two situations can be combined into one equation: Figure 17 . Relations (35) and (36) Corollary 6.4. If − → a , − → c ∈ Ψ form a partial frame (namely they go in the same direction, connecting 3 points, but it does not matter which one comes first), then
and
where a is the good path which, obtained by forgetting the direction of − → a .
( − → c ), we can switch a and c in Equation (37) to obtain
This equation motivates the following notation: if a ∈ Ψ is a directed path and the direction cannot be confused, then we write a instead of x a . For example, Figure 18 indicates that if a, c form a partial frame, γ = a(c) goes above the frame and δ = c(a) goes below the frame, then Let us apply these computations to the triangles in Figure 19 , where for the mean time we denote the path pointing from the endpoint of c to the starting point of a by e. The other two values (namely ce and ea) were computed from the triangles that e forms with c and with a. Figure 19 . A complete triangle
All this was done using the upper triangle in Figure 18 (going counterclockwise). Going clockwise we obtain
It follows that e = c 
. We can thus improve Corollary 6.5:
Corollary 6.7. The kernel K of G→B n is generated by the x − → σ i for i = 1, . . . , n − 1.
Now consider the situation in Figure 21 , where c 1 denotes the inverse path of a, and a 1 denotes the inverse path of c. By the above computation, we see that the inverse path of a equals za , zc
. So we proved z 2 = 1.
• • n n a Figure 21 . Proof that commutators have order 2
Next, consider the diagram in Figure 22 . The values ac and ce are easily computed from the triangles completing a, c and c, e, respectively. In the same manner we obtain the value ace from the triangle of a, ce. This situation can be summarized as follows. Proof. By induction on the number of points, and without loss of generality, we may assume that ω is the path denoted as ac in Figure 18 , and ω is the path denoted ca there. But then x ω = x a x c and x ω = x c x a , so that
Corollary 6.9. If ω ∈ Ψ and θ ∈ Ψ is a good path such that θ(ω) has the same starting and ending points as ω (in particular θ and ω have disjoint endpoints), then
This follows from Corollary 6.8 by induction on the number of intersection points of θ and ω. For comparison, notice that 
(This can be verified to be well defined using the braid relations).
Recall that by Corollary 5.4, G is a semidirect product of B n = {σ 1 , . . . , σ n−1 } and the normal subgroup K = x ω ω∈ Ψ , with the action given by Equation (20). We can now summarize this section as follows:
Theorem 6.11. Let T (1) be the graph of Figure 14 , and G the group defined in Equation (22) Notice that since z is the only non-trivial commutator in K , it is in fact central in G. In Theorem 7.1 we realize G/ z as a geometric action on the space of non-directed paths.
Geometric actions on quotient spaces
The action of the braid group B n on the space Ψ of directed paths, as given in Section 4, naturally induces an action on the space Ψ of non-directed paths. Likewise, there are the obvious actions on the set P 2 of ordered pairs of points, and on the set P 2 of (non-ordered) pairs of points. These are induced from the natural action of the symmetric group, S n .
In Section 6 (in particular, Theorem 6.11), we computed the group G( Ψ) = G(A(T (1) ), B n , Ψ, x, α), for T (1) the graph with a single cycle, as in Figure 14 . The purpose of this section is to present the groups obtained in a similar manner for quotients of Ψ, namely Ψ, P 2 and P 2 . For that, we apply Example 5.6.(3).
Let
), B n , Ψ, x, u), where u is the undirected path, whose directed version is α in Figure 14 .
Proof. The space Ψ is the quotient of Ψ with respect to forgetting direction of arrows.
By Example 5.6.(3), G(Ψ) is the quotient of G( Ψ) with respect to the normal subgroup generated by all the commutators [x, γ] for γ ∈ Γ x . Here, Γ x is a subset of B n 'acting transitively' on the equivalence class of α, which is { α, α }, where α is the directed path α, reversed. Since α( α) = α , we may choose
Recall the notation for x ω (ω ∈ Ψ) from Section 6; in particular the generator x itself is identified as (20) and Corollary 6.6. From Definition 6.10 it is clear that K / z ∼ = M as B n -sets, so we are done by Theorem 6.11.
Next, we compute G( P 2 ) = G(A(T (1) ), B n , P 2 , x, u). Set p = (1, n) , the ordered pair of end points of α. If ω ∈ B n , then obviously ω
On the other hand, since B n modulo squares equals S n , and the stabilizer of p under the action of S n is the symmetric group S 2,...,n−1 , we clearly have that
Proof. G( P 2 ) is obtained from G(Ψ) by taking the quotient with respect to the commutators [x, τ ] for every τ ∈ Stab(p). On one hand, x commutes with σ 2 , . . . , σ n−2 already in G(Ψ). On the other hand, the action of ω 2 on α does not change the endpoints, and so [ω
α , which is either 1 or z by Proposition 6.8. By the same proposition, [σ
) by the previous theorem.
Clearly Stab({1, n}) = Stab(p) · Stab(α), where p = (1, n) as above, and α is the undirected path as above. From the above corollary we immediately conclude for G(P
Reduction from geometry to combinatorics
Let T be a planar graph, and let x, y be edges with one common vertex. We say that x, y, x form a virtual triangle in T if the other two vertices of x and y are disjoint; x is a path connecting them; x does not intersect any edge of T ; and the triangle bounded by x, y, x does not contain any vertex of T .
If x, y, x are edges of a virtual triangle in T , which are ordered clockwise, as in Figure 24 , we say that they form an ordered virtual triangle. We denote the respective vertices by p, q, r (which are distinct by assumption).
Consider the categories of connected graphs and groups, with the standard morphisms. By a slight abuse of notation, we call functor to a map F from graphs to groups, sending morphisms to morphisms. A functor sends the edges of a graph T to elements in the group F (T ). We say that the functor is tight, if F (T ) is generated by (the images under F of) the edges of T . Thus A and A Y are example of tight functors.
A tight functor has the triangulation property if, for every ordered virtual triangle x, y, x in a planar graph T , the map defined by t → t for x = t ∈ T and
where T is the graph obtained from T by deleting x and inserting x . Equivalently, x → y −1
x y defines an isomorphism F (T ) ∼ = F (T ) (the direction is always counter clockwise: the first vertex is mapped to the action of the second on the third). Proof. We first claim that T is equivalent to a 'fat tree', namely a graph whose minimal cycles all have (graph) length 2, corresponding to multiple edges. We induct on the number of (bounded) connected component of the complement of T in a fixed disk, for which the length of the boundary is more than 2. This number is zero iff T is a fat tree.
Let v 0 , . . . , v n denote the edges composing the boundary of a component D, enumerated counterclockwise, as in Figure 8 . Notice that although the same edge may be present twice in this list, every v i has a well defined starting point, which we denote by p i . Clearly p 0 is the end point of v n . Let i be minimal with respect to the property that
. . , v n form a cycle in the graph, so we may assume i = 0, namely p 0 is not on any of v 1 , . . . , v n−1 .
By successive triangulation, we can now replace
, which is parallel to v 0 . This process replaces the domain D by a domain whose boundary has length 2, as asserted. Now suppose T is a fat tree. Let p i 1 , . . . , p im be the vertices connected by a partial frame of maximal length, and assume m < n. Since T is connected, there is some p r (r = i 1 , . . . , i m ) connected by an edge to some p i k (1 < k < m) . Choose the pair p r , p i k with k maximal. Via triangulation, the edge connecting p r and p i k can be replaced by an edge connection p r and p i k+1 ; this can be repeated for all the parallel edges, in case the tree was fat at this edge. Inducting on k we eventually get a longer partial frame. Inducting on the length of the partial frame, we may eventually assume T is a fat path.
Finally, triangulating further, we can collect all multiple edges to a fat edge connecting the end points of the frame, resulting (up to isomorphism of planar graphs) in the (undirected) graph of Figure 28 ; and this graph only depends on n and the original number of edges. Theorem 8.1 can be used to give a functorial interpretation to the relations defining the groups A Y (T ). For tight functors F 1 and F 2 , we say that F 1 is larger than F 2 if, for every graph T , the map from F 1 (T ) to F 2 (T ), sending F 1 (u) to F 2 (u) for every u ∈ T , is onto. Our main interest is in functors smaller than A (of Definition 3.1). Proof. The proof is similar in spirit to that of Theorem 3.8. By Theorem 8.1, all we need to show is that the triangulation property (for quotients of A(T )) imply the relations of Definition 3.2. wv] = 1 in the group associated to {u, v, w}. This is relation (9).
Next, consider the graph T 2 , on the right hand side of Figure 26 . Since x, v = 1 in A({x, v, u}) , we obtain the relation w ({u, v, w}) , which is one case of relation (10) 
Geometric braid groups
Let T be a planar graph on n ≥ 4 vertices. In this section we apply the ideas of Section 5 to define a quotient of the group A Y (T ) which extends the action of the braid group on the unit disk in a manageable way. One of the main results in this section is that, although the definition makes use of the choice of a spanning sub-tree, the outcome is independent of this choice.
Let T 0 ⊆ T be a spanning sub-tree. By Corollary 3.12, the subgroup T 0 of A Y (T ) is isomorphic to the braid group B n , and so it acts on the set Ψ of directed good paths as in Section 6. Fix a direction for every u ∈ T −T 0 , and let α u denote the corresponding element of Ψ.
Fix u ∈ T −T 0 . There is a unique planar path w 1 , . . . , w s ∈ T 0 connecting the vertices of u (or rather α u ). Let
where the operator L was defined in (13). As in the case of the circle (Section 6), π(u) = α u ∈ T 0 ⊆ A Y (T ), and we take x
where the operator G was defined in Definition 5.5. denote the graph on n vertices depicted in Figure 28 , with the n − 1 standard edges σ 1 , . . . , σ n−1 at the bottom, and m edges, labelled u 1 , . . . , u m and numerated from bottom to top, connecting the extreme points. Let T (m, 0) = {σ 1 , . . . , σ n−1 } denote the standard spanning sub-tree. In this case the α u all coincide. , we have that
, T (m,0) ).
• , and adding the edge u j . Also let S 0,0 = T (m,0) . The S k,j are the only spanning sub-tree of T (m) . LetT (m) denote the graph obtained from T (m) by rotation clockwise, as depicted in Figure 29 , with m parallel paths replacing σ 1 . Let φ denote the isomorphism of planar graphs from T (m) toT (m) , and letS k,j denote the image of S k,j under φ. Clearly,S k,j are the only spanning sub-trees ofT (m) . By definition, the groups G(T (m) , S k,j ) are quotients of A Y (T (m) ). The action of φ on the graphs induces an obvious isomorphism of groups
,S k,j ). For every j = 1, . . . , m, there is a series of triangulation steps that transformsT (m) to T (m) , which carriesS 0,0 to T 1,j . By Lemma 9.2, this proves
, T 1,j ). Also, for every k = 1, . . . , n − 2 and j = 1, . . . , m, there is a series of triangulation steps transformsT
, S k+1,j ). Together with the previous construction, we covered all possible spanning subtrees, proving the claim. for a suitable m. In this process T 0 becomes some spanning sub-tree T 0 of T (m) . By Lemma 9.2,
, T (m,0) ), which only depends on n and m.
Corollary 9.5. The group G (T, T 0 ) is independent of T 0 .
The general case
Let n ≥ 5. Our aim in this section is to compute G(T, T 0 ), defined in Definition 9.1, for an arbitrary planar graph T and spanning sub-tree T 0 . In light of Theorem 9.4, we may assume T is the graph T (21), and we can apply the results of Section 6 more easily.
In order to compute G = G (T (m) , T 0 ), we need to establish a presentation. As noted in Remark 3.3,
By definition, the other defining relations of A (T (m) ) are, for every j = 1, . . . , m and 1 < < n − 1,
To obtain a presentation of A Y (T (m) ), we must add, for every 1 ≤ i < j ≤ m, ) with respect to the action on the disk, and so we add the relations Relations (42)- (50), together with (41), provide a presentation of G. Relations (42)- (44) were treated in Section 6; they allow us to define x To simplify these further, recall the action of B n on the x (j) ω by conjugation, described in Equation (20). We rewrite the relations in these terms, applying Remark 5.3. (51) x
where − → ω and ← − ω , as well as the other directed paths, are depicted in Figure 30 below. Similarly, acting on the second equation with σ n−1 . . . σ 2 σ n−1 . . . σ 3 σ −1 1 , we obtain the relation (52) x
Finally, since (σ 
Proof. By Proposition 6.8, [x (i) ω , x (i) ω ] is the same element of the group, whenever ω, ω form a partial frame. This implies z i commutes with B n . Now, for every generator x (j) ω , we may choose the partial frame to be disjoint from ω (taking the 3 end points of the partial frame differing from the 2 endpoints of ω , as n ≥ 5), so we are done by Equation (53). is independent of r, s, as long as r = s. Switching r and s, it follows that γ is given in (59), noting that x (i) r are defined in (61), and a presentation for K m,n is given in Corollary 10.7. Combining 1→K m,n →G→B n →1 with the short exact sequence (6), we obtain the commutative diagram given in Figure 32 . The right-hand column is the standard cover Figure 32 B n →S n , whose kernel P n is the group of pure braids. In the left-hand column, K m,n is a central extension, where the projection K m,n →F m,n was defined in (66) From the short exact sequence (1) and the fact that the word problem is soluble in B n , we obtain Corollary 10.11. The word problem is solvable in G.
