The Burgers' equation is a one-dimensional momentum equation for a Newtonian fluid. The Cole-Hopf transformation solves the equation for a given initial and boundary condition. However, in most cases the resulting integral equation can only be solved numerically. In this work a new semi-analytic solving method is introduced for analytic and bounded series solutions of the Burgers' equation. It is demonstrated that a sequence transformation can split the nonlinear Burgers' equation into a sequence of linear diffusion equations. Each consecutive sequence element can be solved recursively using the Green's function method. The general solution to the Burgers' equation can therefore be written as a recursive integral equation for any initial and boundary condition. For a complex exponential function as initial condition we derive a new analytic solution of the Burgers' equation in terms of the Bell polynomials. The new solution converges absolutely and uniformly and matches a numerical solution
nonlinear convection and linear diffusion. It has an important historical significance in modeling turbulence, plays an important role in nonlinear acoustics and has applications in traffic flows [2, 3, 4, 5, 6] .
The Cole-Hopf transformation converts the Burgers' equation into a linear diffusion equation which can be solved by the Green's function method for any initial and boundary condition [7, 8] . For some initial data the resulting integral equation can be solved explicitly in a closed-form solution or series solution [9, 10] . For many initial and boundary conditions however explicit solutions cannot be obtained and the integral equation has to be solved numerically. As a result, the capability to analytically understand the nonlinear dynamics is limited and other semi-analytic solving methods become important.
In this work we solve the Burgers' equation using a sequence approach. We show that the Burgers' equation can be transformed into a sequence of linear diffusion equations for holomorphic and bounded series solutions. Each consecutive sequence element can be solved recursively using the Green's function method. The general solution to any initial value problem of the Burgers' equation can therefore be written as a recursive integral equation. This novel semi-analytic method is termed the sequence transformation method. For some initial and boundary conditions this recursive integral equation can be solved explicitly and written in a closed-form series. We show that we are able to obtain a closed-form series solution for a specific initial condition for which the Cole-Hopf integral solution holds no known closed-form solution.
Other semi-analytical methods such as the homotopy analysis method, Adomian decomposition method, differential transform method and variational iteration method have been successfully used in the past to solve the Burgers' equation [11, 12, 13, 14, 15, 16, 17, 18] . The approach in these methods resembles our approach, in the sense that the solution is an infinite series whose terms can be calculated term-wise. However our approach does not require a deformation parameter, an auxiliary convergence parameter, predefined expansion polynomials, an expansion parameter, explicit Taylor series or Lagrange multipliers. Instead, the sequence of linear diffusion equations follows naturally from a sequence transformation applied to the Burgers' equation. Any initial condition, boundary condition or source term can be straightforwardly integrated using the Green's function method.
In §2 a Banach space is introduced including a set of sequence operations.
The sequence transformation method is presented in §3. In §4 the complex valued Burgers' differential equation is given. A new and complete analytic solution to the Burgers' equation is presented in §5 written in terms of the Bell polynomials for a complex exponential function as initial condition. Finally in §6 we conclude and discuss possible future directions.
Preliminaries
In §2.1 we introduce a Banach space for a class of well behaved and physically relevant functions. In the remainder of this section we discuss four important operations in the Banach space that are used in this work. First in §2.2 we show that differentiation and integration for a series in this space can be performed term-wise. In §2.3 the Cauchy product is introduced for two series. Finally in §2.4 we introduce the concept of a complete function and show that analytic continuation is a unique process.
Banach space and series
Let Ω ⊆ C 2 be an open subset and let F(Ω) be a Banach space of all bounded holomorphic functions of two variables f (z, w) : Ω → C with the supremum norm ||f (z, w)|| := sup (z,w)∈Ω |f (z, w)|. We define the sequence space F s (Ω) as the set of all possible infinite sequences {f n (z, w)} with f n (z, w) ∈ F(Ω) and n ∈ N whose series converges by the Weierstrass M-test. That is, a sequence {f n (z, w)} is only member of F s (Ω) when ||f n (z, w)|| ≤ M n and ∞ n=1 M n < ∞. As a result, any sequence {f n (z, w)} ∈ F s (Ω) has a series that converges absolutely and uniformly on Ω to a member in F(Ω), since the Banach space is complete. Our notation for a series is
where the summation over a sequence results in a series.
The differentiation and integration of a series
A series f (z, w) ∈ F(Ω) of the sequence {f n (z, w)} ∈ F s (Ω) is infinitely differentiable term-wise with respect to z or w, since f (z, w) converges uniformly
in Ω and is analytic in both z and w. Furthermore integration of the series f (z, w) along any continuous path in Ω with respect to the variable z or w can be performed term-wise, since f (z, w) converges uniformly in Ω and is continuous in both z and w.
The product of two series
Two series f (z, w) ∈ F(Ω) of the sequence {f n (z, w)} ∈ F s (Ω) and g(z, w) ∈ F(Ω) of the sequence {g n (z, t)} ∈ F s (Ω) may be multiplied together using the Cauchy product as
The functions f (z, w), g(z, w) and the product f (z, w)g(z, w) are absolutely and uniformly convergent in Ω. Therefore we have that the product f (z, w)g(z, w)
is a member of F(Ω), since the Banach space is complete.
Analytic continuation and complete functions
A function F (z, w) ∈ F(Φ) may consist of a finite set of function elements
such that
where Ω k and Φ ⊆ C 2 are open, k ∈ N and we use superscript notation for a function element k (not to be confused with the derivative). If Φ denotes the The remarkable feature of this transformation is that every sequence in F s (Ω) has a tagged series for which the inverse transformation allows to obtain the original sequence. We can use this property to split a nonlinear differential equation into a sequence of linear differential equations which we show in the next section for the Burgers' equation.
The Burgers' equation
Let f (z, w) ∈ F(Ω) be a series of the sequence {f n (z, w)} ∈ F s (Ω) and be a solution of the Burgers' differential operator A : F(Ω) → F(Ω) given by the
where ν ∈ R > 0 is the viscosity.
In §4.1 we apply the sequence transformation to the Burgers' equation and
show that the nonlinear differential equation can be decomposed in a sequence of linear diffusion equations for all holomorphic and bounded series solutions. In §4.2 the Green's function method is introduced to solve the resulting sequence of linear diffusion equations for an initial value problem. In order to simplify the analysis, the scope is limited to complex-valued functions with real arguments.
Finally, in §4.3 the concept of a complete solution is explained.
The sequence differential equation
Instead of solving (7) directly for a function f (z, w), we first decompose the nonlinear equation into a sequence of linear diffusion equations by making use of the sequence transformation, see §3. We start by applying the differential operator A to a tagged seriesf (z, w, s) and calculate the inverse sequence transformation T −1 by
where {0} is the null sequence, m ∈ N, the productf (z, w, s) ∂f (z,w,s) ∂z is written out using the Cauchy product (see section 2.3) and we have used thatf (z, w, s)
is a holomorphic function and absolutely and uniformly convergent. As a result, we see that each sequence element f m (z, w) is a solution of an in-homogeneous linear diffusion equation.
In the next section we use the Green's function method to solve the sequence of linear diffusion equations.
Solving the sequence differential equation on two lines in the complex plane
To simplify our analysis, we will only consider functions u(x, t) : ∆ → C, where ∆ ⊆ R 2 . If we set z = x exp(iθ x ) and w = t exp(iθ t ) as the complex polar coordinates, we can define u(x, t) as the function
where (θ x , θ t ) ∈ R 2 are two constants and (x, t) ∈ R 2 are two real variables.
As a result, the function u(x, t) is actually the function f (z, w) restricted on two line segments in the complex plane. The function u(x, t) is analytic along the line segments in the complex plane, since f (z, w) is holomorphic on Ω and ∆ ⊂ Ω. An example on how to solve (7) with an initial and boundary conditions in the full complex plane is outside the scope of this work.
Let u(x, t) be a bounded and analytic series of the sequence {u n (x, t)} and a solution of the Burgers' differential operator (7) , restricted on ∆ : (x a , x b ) × (t a , t b ) ⊆ R 2 , then the sequence differential equations, following (8), are given by
We see that each individual sequence element is an in-homogeneous linear diffusion equation that can be solved using the Green's function method as
where G(x, x 0 ; t, t 0 ) is the Green's function and satisfies the causal diffusion
where G(x, x 0 ; t, t + ) = 0 and δ is the Dirac delta function. The general solution of the Burgers' equation (7) for any initial and boundary condition can therefore be written as a recursive integral equation by
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We note that the Green's function method does not guarantee that u(x, t) is complete, see section 2.4.
The complete solution
The Green's function method allows to solve the sequence differential equation for given initial and boundary conditions, but it does not guarantee that the resulting series u(x, t) is complete, i.e. the radius of convergence of the solution is typically not the full domain of interest. Therefore the solution u(x, t) is generally a function element of some yet unknown complete solution U (x, t) : Ψ → C, following section 2.4, where Ψ ⊆ R 2 denotes the natural boundary. Figure 1 shows the complex plane for the complex variable w and two line
, where x a and x b is the natural boundary along x. Then there might be an analytic extension to (x, t) ∈
where t c is the natural boundary along t. Hence, U (x, t) is the complete function on the domain Ψ : (x a , x b ) × (t a , t c ) and u(x, t) is a function
The Green's function method can in this case be used to analytically extend the function u(x, t) to a larger domain. The new function element v(x, t) can be obtained by solving a series v(x, t) of sequence {v n (x, t)} with initial conditions starting in between t a < t < t b .
An initial value problem for the Burgers' equation
Consider the following initial value problem for the Burgers' equation
where ν ∈ R > 0, t ≥ 0, ∞ < x < ∞. To solve the differential equation, we start in §5.1 with the ansatz that the solution is a series that can be solved using the sequence transformation method. Later in §5.2 we proof that the ansatz is correct and we show that the series indeed converges absolutely and uniform in a domain ∆. Finally in §5.3 we give the absolute error of the series solution and compare the solution convergence properties to a numerical solution using the Cole-Hopf transformation.
Solving the initial value problem
We assume that the solution to the initial value problem (12) is a series u(x, t) ∈ F(∆) of the sequence {u n (x, t)} ∈ F s (∆). Following (10), the solution for the sequence {u m (x, t)} is
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The first three calculated sequence elements of {u m (x, t)} are
where we have omitted the Heaviside theta functions since t ≥ 0 + . The sequence can be captured in a closed from as
where B m,k (µ 1 (m, t) , . . . , µ m−k+1 (m, t)) are the exponential Bell polynomials and µ l (m, t) := exp(lνt(m − l)).
Following (11), the full solution to our initial value problem is then given by
where (x, t) ∈ ∆. In figure 2 we plot the solution u(x, t) for 2π < x < 2π at different times with ν = 0.3. The figure shows a competition between nonlinear convection and linear diffusion in the velocity field. At t = 1 we see the development of a shock wave in both the real and imaginary part of the solution which is dissipated by viscosity on later times.
Proof of convergence
In order to show that our ansatz was correct, we need to proof that (15) converges absolutely and uniform in ∆. We start by estimating
where m k are the Stirling numbers of the second kind. Now by the ratio test we have that
where r = lim m→∞ We note that we do not have a more narrow upper bound for the Bell polynomials in (16) , therefore the series may in fact be convergent for values ν ≤ r/2 as figure 2 shows.
The absolute error
The series solution (15) of the initial value problem (12) converges absolutely and uniform in ∆ = (−∞, ∞) × (0, ∞) for ν > r/2. This means that we can define an absolute error as
where (x, t) = sup (x,t)∈Λ |U (x, t)|, Λ ⊆ ∆, U (x, t) is the exact solution of the initial value problem and U N (x, t) is the partial series solution given by
N ∈ N. The absolute error (18) goes to zero as N → ∞ and can be used to show how fast the partial series solution converges to the exact solution in Λ for increasing values of N .
The exact solution with infinite precision is not known, but we can use the absolute error (18) to show how fast the partial series solution (19) converges to the numerical solution of the initial value problem (12) given by the Cole-Hopf
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Conclusion & Discussion
In this work we introduced a novel semi-analytic method to solve the Burgers' equation. We have shown that for any holomorphic and bounded series solution, the Burgers' equation can be decomposed into a sequence of linear diffusion equations by means of a sequence transformation. The solution for each individual sequence element can be written as a recursive integral equation using the Green's function method. In some cases, this recursive integral can be explicitly solved and a closed-form expression for the sequence can be obtained.
Using the sequence transformation method, we solved an initial value problem of the Burgers' equation on two line segments in the complex plane. We showed that, for a complex exponential function as initial condition, the solution can be written as an infinite series using the Bell polynomials. The series solution is analytically complete, bounded and converges absolutely when the viscosity is larger than a threshold value. Furthermore we showed that the series solution converges exponentially to a high-precision numerical solution using the Cole-Hopf transformation for specific values of the viscosity.
In many physical systems one expects the solution of a nonlinear differential equation to be analytic or at-least piece-wise analytic in the domain of interest.
Therefore, we anticipate the sequence transformation method to be applicable far beyond the Burgers' equation. It would be very interesting to generalize the sequence transformation method to a broader set of nonlinear differential equations that admit analytic solutions and where the linear part can be solved by a Green's function method, e.g. wave equations such as the Sine Gordon equation, which we leave for future work.
