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Few biodiversity indicators are available that reflect the state of broad‑sense biodiversity—rather 
than of particular taxa—at fine spatial and temporal resolution. One such indicator, the Biodiversity 
Intactness Index (BII), estimates how the average abundance of the native terrestrial species in a 
region compares with their abundances in the absence of pronounced human impacts. We produced 
annual maps of modelled BII at 30‑arc‑second resolution (roughly 1 km at the equator) across 
tropical and subtropical forested biomes, by combining annual data on land use, human population 
density and road networks, and statistical models of how these variables affect overall abundance 
and compositional similarity of plants, fungi, invertebrates and vertebrates. Across tropical and 
subtropical biomes, BII fell by an average of 1.9 percentage points between 2001 and 2012, with 81 
countries seeing an average reduction and 43 an average increase; the extent of primary forest fell by 
3.9% over the same period. We did not find strong relationships between changes in BII and countries’ 
rates of economic growth over the same period; however, limitations in mapping BII in plantation 
forests may hinder our ability to identify these relationships. This is the first time temporal change in 
BII has been estimated across such a large region.
Biodiversity indicators can play an essential role in tracking progress towards policy targets, especially if the 
indicators link strongly to both the targets and biodiversity, have broad geographic coverage, and are available 
as a time  series1. These stringent criteria, together with the pronounced geographic biases in biodiversity data 
 availability2–4, have contributed to a strong taxonomic bias in global biodiversity  indicators1,5–7. In an assessment 
of whether the rate of biodiversity loss had fallen by  20107, only one of four measures of the state of biodiversity 
considered any non-vertebrate data (the Red List Index considered corals in addition to birds, mammals and 
amphibians) and none of the three indicators of benefits accrued from biodiversity did so. This bias is, if anything, 
stronger among indicators considered in a mid-term analysis of progress towards the Aichi 2020  Targets1: only 
one of the nine measures of the state of biodiversity (coral reef cover) considered non-vertebrate data, and none 
of the three measures of benefits did so. Indicators based on a taxonomically-broad sets of species are urgently 
 needed8 because species in different clades often respond differently to given human  activities9–12. Given the cur-
rent state of biodiversity data availability, models offer the best immediate prospect for estimating biodiversity 
indicators with broad taxonomic coverage and good spatial and temporal resolution  worldwide13,14. Despite the 
growth of databases that collate time-series data for  populations15 and  assemblages16, such data are as yet too 
sparse to produce fine-grained estimates of rates of change through data  aggregation14,17. Additionally, geographic 
biases in the sites from which such data are available mean that the average trends they show may not accurately 
reflect the true global  trend18–20.
The Biodiversity Intactness Index (BII) is a model-based indicator of terrestrial biodiversity that has been 
designed to allow broad taxonomic coverage and good spatiotemporal  resolution21. BII is defined as ‘the aver-
age abundance of a large and diverse set of organisms in a given geographical area, relative to their reference 
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populations’, with the reference condition approximated by the contemporary situation in minimally-impacted 
sites, given the paucity of sufficiently precise historical baseline  data21; it is therefore a measure of the average 
state of local biodiversity. Although human impacts on the rate of global species extinction have perhaps attracted 
more  concern22–24, local diversity matters more than global diversity for reliable provision of many ecological 
functions and services. Reduction in local diversity is associated with reduced rates of delivery of key  functions25 
as well as greater variance in those  rates26. This closer link to function is one reason why the Biodiversity Intact-
ness Index (BII) was proposed as a metric that could be used to assess the state of biodiversity relative to its 
proposed ‘Planetary Boundary’—i.e., the boundary beyond which if biodiversity continues to decline, Earth 
System functioning may  suffer27,28. In addition, losses across trophic groups can have larger impacts on ecosys-
tem function than losses within a trophic  group26 so, by including multiple taxa, BII may be more functionally 
relevant than many other measures of local diversity. BII usefully complements indicators focusing on species 
populations or  extinction29. Additionally, BII combines aspects of both alpha diversity (total abundance) and 
beta diversity (compositional similarity) to estimate the average local abundance of naturally-present species. 
These two aspects of diversity can show contrasting  patterns30 and responses to human  impacts31,32. The contrast 
may in part help to resolve the recent debate on how human impacts have been affecting the diversity of local 
ecological  assemblages33.
BII can be estimated by combining statistical models of how land use (the main driver of terrestrial biodiver-
sity  loss34) and related anthropogenic pressures (e.g., land-use intensity and human population density) affect 
 assemblages19 with global maps of these factors. We  previously35 used this approach to estimate BII globally 
for the year 2005 using assemblage data from the PREDICTS  database36, a large global compilation of primary 
studies that compared ecological assemblages at sites facing different land-use pressures.
Here we use annual global fine-resolution maps of land use and human population density to map modelled 
BII at 30-arc-second resolution ( ∼ 1 km at the equator) across the world’s tropical and subtropical forest biomes 
for each year from 2001 to 2012. These biomes are generally under-represented in global  biodiversity16,20—pre-
senting a real challenge for producing well-resolved biodiversity indicators through data aggregation—but are 
home to most of the world’s terrestrial species, provide ecosystem services that sustain well over one billion 
 people37, and face severe anthropogenic threats, especially in south east  Asia38,39. The main current threat to 
tropical forest biodiversity is land-use  change40, driven by a combination of factors that include agricultural 
expansion, timber extraction and infrastructure  development41, with rates and patterns of forest loss differing 
 regionally37. Deforestation and degradation reduce local species richness across a range of  groups12,42,43 but no 
biodiversity indicators are yet available that give a taxonomically broad picture. Model-based indicators such as 
BII are able to take advantage of developments in remote sensing that have greatly improved the ability to track 
land-cover change—particularly forest  loss44—at fine spatial and temporal  resolutions45. Direct exploitation is 
also a major threat in these biomes, its intensity related to both human population density and  accessibility46; 
our statistical models therefore also include both human population density and road density.
Estimating BII for each year greatly enhances its usefulness as an indicator. We summarise changes in aver-
age BII at national and regional levels to facilitate biodiversity assessments such as those undertaken by the 
Intergovernmental Science-Policy Platform on Biodiversity and Ecosystem Services (IPBES) and the Group on 
Earth Observations (GEO). We also explore how per capita Gross Domestic Product (GDP) is related to average 
change in BII across countries. The relationship between economic indicators and biodiversity is still unclear. 
Recent evidence has suggested that increases in GDP are correlated with increased forest area in tropical forested 
 regions47, while forest degradation and loss is concentrated in poorer  countries48; however, other work has shown 
that increased GDP is correlated with increased forest  change49 and extinction risk in  mammals50.
Results
In the mixed-effects models that underpin the estimation of BII, land use, land-use intensity, human population 
density and road density were all highly significant influences on ecological assemblages. The model of compo-
sitional similarity between pairs of sites in the PREDICTS database (i.e., the asymmetric Jaccard’s similarity of 
species abundances between a baseline site—minimally-used primary vegetation—and another site in the same 
study), could not be simplified, as the factor combining land use and land-use intensity interacted significantly 
with the three covariates (human population density, road density at the 50 km scale and road density at the 
1 km scale: all p < 0.01 according to permuted likelihood ratio tests). In the model of total site-level abundance 
of organisms (i.e., at a site, the sum of abundance of all species sampled), the land-use factor interacted signifi-
cantly with both human population density ( χ2 = 22.23 , df = 10, p < 0.05 ) and road density at the 50km scale 
χ2 = 25.10 , df = 10, p < 0.01 ). Road density at 1 km was not maintained in the model for total abundance. The 
 R2 values for the models of compositional similarity and total abundance were 0.56 and 0.67  respectively51,52. 
See the “Supplementary Material” for additional  R2 values and predictive performance.
Human dominated land uses often had significantly lower diversity than in minimally-used primary vegeta-
tion (when all other variables were set to mean levels), particularly in terms of compositional similarity (See 
the “Supplementary Material” for full model coefficients). However, even in primary vegetation, broader-scale 
pressures led to declines in diversity. As road density at the 50 km scale increases, abundance tended to decline 
in minimally-used primary vegetation, but the trend was not significant (estimate (est) = −0.0283 , standard 
error (se) = 0.02, t-value (t) = −1.81 , lower bootstrapped Confidence Interval (bCI) = −0.06 , upper bCI = 0.00). 
Compared to this trend, however, abundance declined significantly more rapidly in lightly-used primary vegeta-
tion as road density increased (est = −0.0419 , se = 0.02, t = −2.55 , lower bCI = −0.0744 , upper bCI =  −0.0083 ). 
Road density at the 50km scale also resulted in some of the most extreme declines in compositional similarity, 
particularly in lightly and intensively-used primary vegetation. In minimally-used primary vegetation, there was 
a significantly negative relationship between compositional similarity and road density (est = −1.624 , se = 0.02, 
3
Vol.:(0123456789)
Scientific Reports |        (2021) 11:20249  | https://doi.org/10.1038/s41598-021-98811-1
www.nature.com/scientificreports/
t = −8.16 , p < 0.001 ); this relationship was significantly stronger in lightly and intensively-used primary vegeta-
tion (est = −0.1694 , se = 0.05, t = −3.66 , p < 0.001 ) where declines in abundance with increasing road density 
were much more rapid.
Human population density on the other hand seemed to have the strongest marginal impact on biodiversity 
in secondary vegetation sites. In minimally-used primary vegetation, abundance did not change significantly 
as human population density increased (est = 0.0141, se = 0.01, t = 1.11, lower bCI = −0.01 , upper bCI = 0.04). 
Compared to this trend, abundance declined much more rapidly with increasing human population density in 
minimally- (est = −0.0422 , se = 0.02, t = −2.57 , lower bCI = −0.0751 , upper bCI = −0.0086 ) and lightly-used 
(est = −0.0362 , se = 0.02, t = −2.1 , lower bCI = −0.0726 , upper bCI = −0.0025 ) secondary vegetation. As human 
population density increased, compositional similarity declined significantly in minimally-used primary veg-
etation (est = 0.3349, se = 0.04, t = 9.45, p < 0.001 ); compared to this trend, compositional similarity declined 
even more steeply in secondary vegetation when human population density increased (est = −0.3403 , se = 0.03, 
t-value = −11.53 , p < 0.001).
On average across the tropical and subtropical forested biomes, BII was 61.7% in 2012, with Bangladesh, 
Haiti and India having particularly low values while Suriname, Papua New Guinea and French Guiana still had 
values exceeding 90% (Fig. 1). The average BII across the three biomes assessed was 63.6% in 2001, meaning the 
rate of loss has been approximately 0.17% per year on average, but losses have varied geographically (Fig. 1 and 
Appendix Fig. 1). BII fell most rapidly in the Tropical and Subtropical Moist Broadleaf Forests (with a loss of 
2.03 percentage points from 2001 to 2012), but remained relatively stable at 50.5% in Tropical and Subtropical 
Coniferous Forests. All regions saw an average decline in BII over the period, with Asia and the Pacific suffer-
ing the greatest losses ( −2.3 percentage points) and the least severe declines in the Americas ( −1.63 percentage 
points); similarly, Asia and the Pacific suffered the sharpest declines in the area of primary vegetation ( −6.0 % 
relative to the area in 2001), while Africa saw a minor average increase ( +3%).
Changes in BII from 2001 to 2012 varied among countries (Fig. 2), but the median log response ratio was sig-
nificantly negative (median = −0.01 , Wilcoxon test: V = 2814, p < 0.01 ). When considering only those countries 
where at least 50% of their area is within the included tropical or subtropical forest biomes, the results remained 
qualitatively similar, with most countries showing average losses over the time period (Fig. 2).
Average change over time at the country level was not clearly related to changes in  GDP per capita (esti-
mate = −0.0182 , se = 0.03, t-value = −0.71 , p = 0.48 ; Fig. 3) or to GDP in 2001 (estimate = 0.03, se = 0.02, 
t-value = 1.77, p = 0.08).
Discussion
Our estimate of average BII across tropical and subtropical forest biomes for the year 2012 (61.7%) is far below 
the precautionary ‘safe limit’ of Planetary Boundary for biosphere integrity, set by Steffen et al.28 at a value of 
90%. The Planetary Boundaries framework argues that transgressing safe limits risks perturbing natural nega-
tive feedbacks that have maintained the earth system in a stable state throughout the history of  civilisation28,53. 
In that framework, BII is intended to reflect the ability of ecological assemblages to reliably provide ecosystem 
function and services on which society depends, with the ‘safe limit’ representing a threshold below which 
positive feedbacks make severe large-scale disruption to ecosystem services increasingly  likely27. It is unclear 
whether the earth system really has such a biophysical threshold for biodiversity integrity—either globally or 
across particular biomes as analysed here—or what value it takes if  so27,54–56 (which Steffen et al.28 reflected 
by proposing the true safe limit lies somewhere in the range 30–90%). However, even without a biophysical 
Percentage Point Change in BII
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Figure 1.  Map of country level differences in BII between 2001 and 2012 (expressed as percentage point 
difference). Increases in BII can occur if the abundance of originally-present species increases, so there is no 
upper limit to BII values and therefore to possible percentage point increase. BII cannot be less than zero, 
therefore the maximum possible decrease in BII is −95 percentage points (as the highest country-level mean 
value of BII in 2001 was  95%).
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threshold, worsening socioeconomic disruption is a predictable consequence of large-scale scarcity of goods 
and  services57, which is in turn a predictable consequence of unsustainable use of ecological  resources55. The 
low global value and ongoing rapid loss of BII therefore present a worrying picture of the state of biodiversity 
in tropical and subtropical forest biomes.
BII is of course far from the first evidence of the severity of the state of biodiversity in these biomes. Meta-
analyses have shown the impact of forest degradation, fragmentation and loss on  biodiversity42,58,59. Tropical 
population time series show the ongoing steep  decline2; and a composite index based on carefully-structured 
expert judgement shows widespread decline even in protected  areas60. However, as a model-based indicator 
based on a large and taxonomically representative  database19,36, BII can be estimated at high spatiotemporal 
resolution across the whole set of biomes, making it possible to explore geographic variation in status and trends.
Only three countries are estimated to have remained above the 90% BII threshold: French Guiana, Suriname 
and Papua New Guinea. This is in part because these countries maintained high levels of primary vegetation and 
low levels of urbanisation and human population density throughout the time period assessed. Most countries 
(81 of 124) and all but three subregions showed a decline in average BII from 2001 to 2012, with South East 
Asia seeing particularly widespread rapid  losses61. However, it is important to note that most changes in BII are 































included in BII calculation
Figure 2.  Average change in BII over time at the country level, across different subregions. Change was 
calculated as the log-response ratio of 2012 and 2001 values. A value of zero indicates no change (identified by 
the dashed line), negative values indicate a decline over time, and positive values indicate an increase in BII over 
time. Darker boxes include all countries; lighter boxes use data for countries where BII has been calculated for 
at least 50% of their area. The center line of the boxplot indicates the median value, boxes show data within the 
25th–75th percentiles, whiskers show points that are up to 1.5× the interquartile range of the data, points are 
data that fall outside of these limits. Outliers are shown as points.
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See Appendix Fig. 1). The largest decrease in BII was in Côte d’Ivoire and appeared to be a result of agricultural 
expansion, as secondary vegetation decreased while the area of cropland increased. Agricultural abandonment, 
however, appears to have driven the largest inferred increase in BII, in the Cocos (Keeling) Islands. This infer-
ence is likely to be overly optimistic, however, as it will take time to fully achieve these gains and we do not yet 
include the temporal dynamics of recovery in these models (see limitations below).
The statistical models underpinning the estimation of BII highlight that land-use conversion was of course 
an important predictor of biodiversity loss, but degradation at local (1 km) and broader (50 km) scales were 
also significant contributors: for primary vegetation, some of the strongest declines in compositional similarity 
were seen as road density increased at broader spatial scales, particularly in lightly and intensively-used primary 
vegetation. This finding suggests that natural intact vegetation must be protected at varying spatial scales in order 
to conserve local  diversity62. Indeed, the amount of natural intact vegetation is low and continuing to  decline63–65, 
and the rapid losses in south east Asia reflect the rapid recent loss of natural forest across much of the region.
Our analysis was less able to shed light on how indirect socioeconomic drivers have shaped patterns of 
biodiversity loss. Despite the suggestion that forest loss and degradation tend to be concentrated in poorer 
 countries48, there was no clear pattern between trends of BII and GDP over time, and only a tenuous relationship 
between temporal trends in BII and GDP per capita in 2001. It is possible that the effect of GDP changes on BII 
may be masked in our data because of limitations in the treatment of plantation forest. Higher GDP can lead 
to lower biodiversity through increased investment into cropland and thus increased rates of forest conversion 
to  plantations49. While we attempted to include the impact of plantation forests in our analysis by considering 
the effects similar to more intensively-used secondary vegetation (see “Methods” for more detail), if the impact 
of plantation forests are not adequately included in projections of biodiversity change, correlations with GDP 
may be muted.
The average BII values reported here are substantially lower than our earlier global estimate, where BII across 
the terrestrial surface was found to be approximately 84.6%, with tropical forest biomes estimated to range from 

























Figure 3.  Change in BII over time plotted against the change in Gross Domestic Product (GDP) per capita for 
each country. Change was calculated as the log-response ratio of 2012 and 2001 values. A value of zero indicates 
no change, negative values indicate a decline from 2001 to 2012, and positive values indicate an increase 
between 2001 and 2012. Note that not all countries have available data on GDP per capita for the years 2001 
and 2012 so some countries are excluded from this plot. Colours represent the different regions. The circles are 
scaled according to the country area.
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forests) (with an average across the tropical and subtropical forest biomes of 92%)35. Six factors contribute to this 
difference. First, the new land-use maps have stricter bounds on the extent of primary forest. Second, we have fit-
ted a model using data from tropical and subtropical forest biomes only, recognising that there are often regional 
differences in response to human impacts, both in terms of  alpha42,66 and beta  diversity67. Third, we compare 
biodiversity to a baseline of minimally-used primary vegetation rather than to the less stringent baseline of all 
primary vegetation used  previously35, meaning that we now more closely approximate the idealised reference 
 condition21. Fourth, our models of compositional similarity use data more efficiently than previously. Our earlier 
models compared each site with at most one other site to avoid pseudoreplication, which led to some sites being 
discarded and greatly limited the complexity of models that could be fitted; the models used here instead compare 
each site with each other site within the same study, using permutation tests to avoid elevated Type I error rates, 
and the richer data set means that we are able to account for additional habitat degradation related to roads and 
human population density in these  models68. Fifth, we now use logit rather than log transformation of compo-
sitional similarity, which is more appropriate given that compositional similarity is continuous and bounded 
between zero and one. Sixth, we have attempted here to incorporate into projections the impact of plantation 
forests (by assuming that plantation forest is most likely to be incorporated into lightly- and intensively-used 
secondary forest in the land-use maps), which can drive major biodiversity loss, particularly when expanding 
at the expense of primary  forest42,66,69.
We have provided a method for estimating annual change in BII in the hope that this global indicator of local 
terrestrial biodiversity can better inform policy at national and international levels by highlighting key areas for 
conservation or restoration and monitoring progress towards conservation and restoration targets. BII, as a meas-
ure of biotic integrity, is one of three suggested indicators in a post-2020 biodiversity framework aiming to “bend 
the curve” of biodiversity loss, with targets proposed for the proportion of biomes and ecoregions that should be 
within the planetary boundary by 2030 and  205029. Although no national or global biodiversity commitments 
have yet been specified using BII, such model-derived indicators offer two potential advantages over indicators 
based on biodiversity time-series. First, because remote-sensing can detect land-use change in near-real time, 
they can potentially overcome the reporting lag that arises when compiling and synthesising biodiversity time 
series into an indicator (e.g., about four years with the Living Planet  Index70). Second, the pressure-response 
framework in principle makes it easier to assess whether the sum of proposed actions to tackle drivers (such as 
nationally defined contributions) will be sufficient to achieve the desired  state71. Such models, combined with 
targeted monitoring to validate or refine their projected trajectories, can enable timely adjustments to policy 
responses if needed. This feature—important in the climate arena—was lacking in the Aichi Targets, which were 
all  missed72 despite a mid-term  assessment1 having warned that they would be. BII effectively converts measured 
anthropogenic pressures into estimated biodiversity consequences based on statistical modelling of relevant 
biodiversity data sets. It therefore attempts to go beyond composite indicators of total anthropogenic pressure 
such as the Human Footprint  Index73. The significant interactions among pressures in our models highlight a 
limitation of composite indicators (which implicitly assume effects are additive) but also complicate disaggrega-
tion into a simple understanding of responses to different pressures.
While our approach has dealt with many of the previous issues with estimating and projecting  BII74,75, there 
are a number of caveats to our approach that must be considered as well as limits to the interpretation of results.
Limitations and future work. There are two conceptual reasons why our implementation of BII may 
still underestimate biodiversity loss to date. Firstly, the compositional similarity metric implied in the original 
 definition21 is permissive, in that the species abundance distribution could be completely reorganised without 
reducing BII, provided that the total abundance of originally-present species is not reduced and novel species are 
not introduced. Therefore, a region with high BII can still under some circumstances have shown strong losses 
in other aspects of  diversity76. Using a combination of beta-diversity metrics may provide a more comprehensive 
assessment of the state of  diversity31,32 and is a natural avenue for future development of BII. Secondly, we have so 
far only considered the impacts of land-use change and related pressures (human population and road density). 
Although these are the most important drivers of biodiversity loss in the recent past and near future, particularly 
in the  tropics77, climate change is likely to become increasingly important over longer  timescales78, especially as 
forest conversion already leads to strong changes in local temperature, potentially exacerbating future impacts of 
climatic  change79. Incorporating both land-use change and climate change impacts is likely to improve estimates 
of biodiversity  change78,80,81.
The biodiversity data come from spatial rather than temporal  comparisons19. This means that we assume 
that either there are no lags in response or the data are sampled after communities have again reached 
 equilibrium19,82,83; the former is exceptionally  unlikely82 and the latter is unlikely to be true for all studies in the 
dataset. The result of these assumptions may lead to us mis-estimating the response of biodiversity to land-use 
change. However, spatial studies are more easily conducted—and therefore collated—than temporal studies; our 
overall dataset is therefore less hindered by geographic and taxonomic biases than any temporal dataset currently 
 available2,61,83. In addition, temporal datasets rarely link biodiversity to specific pressures, making it difficult to 
extrapolate across space and time under using information on pressures. The spatial dataset that underlies our 
models still has gaps in coverage, but because the biodiversity data is linked to pressures, we can extrapolate 
responses to ‘fill in the gaps’. Such extrapolations become less reliable if responses vary across regions—limit-
ing our analyses to data for tropical and subtropical biomes therefore makes the extrapolations more  reliable84.
Additionally, the data we have used for anthropogenic pressures in our spatial and temporal projections 
vary in their resolution and in their accuracy. This is particularly important for road networks, which can grow 
rapidly; however, the data are only available as a static layer, and the completeness varies regionally. Static road 
layers may still provide insights into biodiversity responses: for instance, roads built pre-2000 were associated 
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with forest loss in the following decade in  Borneo85. However, other linear infrastructure, such as gas lines, can 
also have important consequences for biodiversity that are not included  here86. Human population density was 
interpolated between time steps and, as the data are downscaled using an areal-weighting approach, its resolu-
tion at the pixel level varies depending on the size of the input areal  unit87. Our models also assume that the 
response of biodiversity to land-use change is immediate; lagged responses are likely to be common and may 
be  complex19,82,83. These difficulties mean that, while we have estimated BII at a 30" resolution, the estimates 
are most suitable for assessing average changes across larger pixels or areas (e.g., at a country level) and across 
broader time steps, rather than focussing on pixel-by-pixel and year-on-year changes.
In common with many other widely-used biodiversity  indicators88, BII has not yet been sufficiently thoroughly 
evaluated to be sure what level of inferred change is needed to give confidence of real change on the ground 
given the imperfections and uncertainties in data and models. However, it is clear that estimates of change will be 
more uncertain for smaller areas. Appendix Fig. 2 plots the log response ratio of BII ln(BII)2012/(BII)2001 against 
log10(country area  (km2)), showing the 0.025%, 50% and 97.5% quantile regressions; while there is not a strong 
relationship, the figure highlights countries that, for their size, have experienced unusually rapid BII change. 
An important step for future work would be to incorporate parameter uncertainty in both the abundance and 
compositional similarity models to provide uncertainty bounds on estimates and trends. This will be important 
especially for urban areas, where the data used here are limited and so projected diversity is more uncertain. 
This effort is made both more complicated and more important by the fact that BII is based upon two statistical 
models rather than one. One option is to take samples from the standard errors of the model estimates to pro-
duce a range of possible projections; cross-validation provides another possible route. A thorough exploration 
of error propagation is beyond the scope of the present study. However, future work could aim to incorporate 
uncertainty estimates both from the biodiversity models and the driver data.
Validation of BII would ideally come from comparing model outputs with observational data to assess the 
model  skill89, rather than from measures of model fit such as  R2 (as has been done for the underlying land-use 
 data90). However, the broad taxonomic and ecological spread of the data used in modelling BII presents a major 
challenge for such an evaluation: part of the original motivation behind BII was precisely the lack of time-series 
data covering a broad range of  taxa19,21. Clade-specific responses to anthropogenic pressures, which average 
out in the modelling because of the taxonomic representativeness of the PREDICTS  database19, preclude using 
observed trends for particular taxa to test hindcasts. Robust assessment of skill is an important future challenge 
for many ecological  models91: no global biodiversity indicators have yet been tested thoroughly in this  way92.
Although estimating how BII has changed across space and time includes many underlying assumptions and 
uncertainties, the approach we have used goes far beyond our previous implementation of BII by producing 
annual estimates based on improved statistical modelling and time-varying data on land-use change derived from 
remote sensing. These annual estimates provide a useful tool for policy makers hoping to track progress towards 
national and international targets, and for assessing the state of nature; they also provide further evidence of the 
perilous state of tropical forest  biodiversity93.
Methods
Spatial and temporal projections of BII are produced by multiplying together the projections from statistical 
models of the two components of BII: overall organismal abundance (relative to overall abundance in the refer-
ence condition) and compositional similarity to an intact  assemblage94. We therefore first describe the statistical 
models relating site-level biodiversity to anthropogenic pressures (land-use change, human population density 
and road density), then how these models were projected, and finally how the resulting BII estimates were ana-
lysed at the national and regional level.
Statistical models of how biodiversity responds to anthropogenic pressures. Biodiversity 
data. Biodiversity data came from the PREDICTS database, a global collation of spatial  comparisons36. The 
database contains surveys (‘studies’) of multiple sites differing in land use and related  pressures95. The data were 
subset to only those sites in the following tropical or subtropical forested biomes: tropical and subtropical conif-
erous forests, tropical and subtropical dry broadleaf forests and tropical and subtropical moist broadleaf  forests96. 
Although the PREDICTS database is somewhat biased towards north temperate latitudes, under-represented bi-
omes were specifically targeted during its compilation, so it has reasonable coverage of tropical and subtropical 
 regions36. We only used studies that sampled communities, excluding studies that focused on single species. All 
sites included had known geographic coordinates (so that the geographic distance among sites in a study could 
be calculated). Where enough information was provided in the methods of the original paper, for each site the 
sampling grain was estimated as the ‘maximum linear extent’; for example, the total transect length walked when 
sampling at a  site95. The final dataset used for analyses contained 777,173 records from 180 published sources 
on the abundance of 20,740 species from 5159 sites worldwide (representing 45 countries; see Appendix Fig. 3 
for a map of sites). Invertebrates make up 42.9% of the species, plants 36%, vertebrates 18.7% and fungi 2.4%.
Anthropogenic pressure data. The PREDICTS database holds site-level data on land use (primary vegetation, 
secondary vegetation, plantation forest, cropland, pasture or urban) and land-use intensity (minimal, light and 
intense), classified using information in the original sources or provided by their  authors95. Although plantation 
forest exists as a separate land-use class in the PREDICTS database and is characterised by assemblages that are 
both relatively low in species richness and compositionally  distinct66,97, it is rarely separated from other forests in 
global land-use layers; this is also true here. One  option35 is to model responses to plantation forest but omit the 
effect when projecting results across space. Given the importance of plantation forests in tropical forested areas, 
we chose instead to group plantation forests together with secondary vegetation when modelling. We did this 
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because it is the most likely source of plantation forest in the global land-use layers and because previous pan-
tropical analyses have shown little difference between losses caused by primary conversion to secondary vegeta-
tion or plantation  forest42, unless the plantations are  intensive66. Lightly- and intensively-used plantation were 
therefore included with intensively-used secondary vegetation, and minimally-used plantation was included 
with lightly-used secondary vegetation. In addition to land-use and intensity, we included as pressures human 
population  density98 and the density of  roads99; we estimated the latter at two spatial scales, using their values 
within both the 1-km and 50-km grid cells containing each site. Compositional similarity between two sites is 
expected to reflect their environmental similarity as well their geographic proximity and the anthropogenic pres-
sures that they face. We therefore extracted environmental conditions for each site from WorldClim (elevation, 
maximum temperature of the warmest month, minimum temperature of the coldest month, precipitation of the 
wettest and driest  month100).
Mixed‑effects models. Two mixed-effects  models101 were run. The first model focussed on total abundance of 
organisms, calculated as the sum of abundance across all species recorded at each site. If sampling effort varied 
among sites within a study, and abundance was reported in an effort-sensitive metric (e.g., count of individuals), 
abundance was divided by sampling effort to make the numbers directly  comparable84. Within each study, total 
abundance was then rescaled so that the maximum value was unity; this rescaling reduces the inter-study vari-
ance caused by differences in sampling effort and taxonomic focus and so facilitates modelling. Rescaled total 
abundance was square-root transformed prior to modelling, which used Gaussian errors; non-integer abun-
dances in the original data precluded modelling of untransformed values with Poisson errors, and square-root 
transformation resulted in a better residual distribution than ln-transformation. Rescaled total abundance was 
modelled as a function of the following fixed effects: site-level land use and intensity (LUI), human population 
density ( ln(x + 1) transformed), and density of roads at the 1 km and 50 km scale (cube-root transformed), 
along with two-way interactions of LUI with each other anthropogenic pressure. We included an additional 
control variable to account for among-study differences in human population density (by taking the mean value 
within each study); this was to control for potential sampling and detection biases where sampling may be more 
complete in areas of higher human population density (which are generally closer to research institutions and 
more accessible for sampling). All continuous explanatory variables were standardised (centered and scaled to 
give a mean of zero and standard deviation of one) to reduce collinearity. We used a random-effect structure of 
spatial block within study, to account for differences in sampling methodology and large-scale environmental 
differences across studies and the spatial structure of sites within studies. With the model fitted using Restricted 
Maximum Likelihood (REML), we assessed whether random slopes were required by comparing Akaike’s Infor-
mation Criterion (AIC) for models with each variable fitted as a random slope in turn. The best fixed-effects 
structure was then determined using backwards stepwise model simplification with the model fit using Maxi-
mum  Likelihood102. Bootstrapping was used to estimate significance of coefficient values in the final model.
The second model assessed the response of compositional similarity to human impacts. We excluded studies 
where sampling effort varied among sites. For studies with at least one site classed as minimally-used primary 
vegetation (the baseline site), we calculated for each study in turn the compositional similarity of each site to 
each baseline site, measured as the proportion of site j’s individuals that belong to species also present in site i 
(where site i is in minimally-used primary vegetation, i.e., an asymmetric version of the abundance-based Jaccard 
similarity  index103). Compositional similarity was logit transformed (car package, version 2.1-6104; an adjustment 
of 0.01 was used to account for values of 0 and 1). Compositional similarity between any pair of sites will be 
influenced by how much more impacted site j is than the baseline site i, as well as the absolute level of pressure 
faced by site j. For each continuous pressure variable, we therefore include in the models both the value at site j 
as well as the difference in value between site i and site j. We included geographic distance (ln-transformed) and 
environmental distance calculated as Gower’s  dissimilarity105 using the gower package in  R106, (cube-root trans-
formed) between sites to account for decays in compositional similarity with  distance67. Geographic distance was 
divided by the median maximum linear extent in the dataset prior to ln-transformation. The land-use contrast 
was included as a fixed effect along with its interactions with the continuous variables. As this dataset is more 
restricted than that used for abundance (because only studies that sample minimally-used primary vegetation can 
be used), we were not able to consider effects of use intensity within land uses, other than for primary vegetation 
(split into minimally-used primary vegetation and a combined class of lightly- and intensively-used primary 
vegetation) and secondary vegetation. Finally, we included the mean value of human population density within 
each study as a control variable. We included Study as a random intercept and assessed whether a random slope 
was supported by using the same framework as before, choosing the random structure with the lowest AIC value 
among the models that converged successfully. Backwards stepwise model simplification was performed to sim-
plify the fixed effects structure of the model fit using Maximum Likelihood. Traditional significance tests based 
on likelihood ratios are not accurate here, because the data used are not independent (as each site is compared 
to multiple other sites within the same study). We therefore used permutations to determine whether a variable 
could be excluded from the model without significant loss of explanatory  power107. We permuted the dataset 
1000 times by randomly shuffling compositional similarity measurements within each study and refitting both 
the full and simplified model with this dataset. We then compared the likelihood ratio of our observed models 
with the distribution of likelihood ratios from models using the 1000 permuted datasets to assess whether the 
ratio was significantly higher than expected based on models with the same differences in parameters. We used 
a similar approach to estimate the significance of coefficient values in the final model. Note that this approach 
to modelling compositional similarity makes fuller use of the data than that used in a previous  analysis35, which 
compared independent pairs of sites within studies and averaged coefficients across 100 models fitted to different 
randomly-chosen sets of pairwise comparisons. Our matrix-based approach uses all relevant site comparisons 
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in the same model, allowing us to estimate more fixed effects, but carries with it the need for permutation tests 
to assess significance of variables and  coefficients107.
Diversity analyses were performed using R Statistical  Software108 version 3.4.3. Prior to modelling, all explana-
tory variables were assessed for multicollinearity using Generalized Variance Inflation  Factors109 for each model; 
all values were below 5, indicating acceptable levels of collinearity. Transformation of explanatory variables were 
chosen based on improvements to residual distribution.
Global anthropogenic pressure data and maps of BII for each year. Land use. Hoskins et al.90 
statistically downscaled global land-use data for the year 2005 from 0.5-degree  resolution110 to 30 arc-second 
resolution, estimating the fraction of each pixel in each of the following classes: primary habitat, secondary habi-
tat, cropland, pasture and urban. That approach was extended here, by integrating the static data for 2005 with 
remotely-sensed time-varying data on land cover and forest change. The original method described in Hoskins 
et al.90 uses a combination of Generalised Additive Models (GAMs) and constrained optimisation to produce 
fine-grained predictions of multiple land-use classes using the best-available spatial data on climate, landform, 
soil, land cover, human population density and accessibility (at 30 arc second resolution) as inputs (See Appen-
dix Table 1 for details). The downscaled land-use maps produced by this method were validated in a number of 
ways, including against the original coarser-scale land-use  data110 and against an independent dataset of land use 
(the PREDICTS database, which includes land-use classes for sites within the dataset)90. While there is of course 
still uncertainty in the downscaling models, the validation showed this producedure to be  effective90.
We made several modifications to this method in order to generate our land-use time-series. To improve 
predictions outside of the fitted parameter space, we performed AIC-based backwards stepwise model selection, 
to identify the most parsimonious set of predictor variables. We then fitted our downscaling models to the year 
2005 coarse-grained Land-Use Harmonisation  data110 and, using time-varying covariates, used these models to 
predict land use for the full time-series. Our time-varying covariates were derived from Collection 5 MODIS 
Global Land Cover Type product, which has a yearly temporal  resolution111. Once our downscaling models were 
fitted to the 2005 data of this land-cover dataset, we were able to predict land-use change using the remaining 
years in the time-series.
We maximised the influence of the time-varying covariates in our downscaling models by fitting the GAMs 
in two stages. Initially the GAMs were fitted to only the time-varying covariates (i.e., annual land-cover datasets), 
allowing these to explain as much variation in the data as possible. The static covariates were fitted only in a sec-
ond step, so that they were only able to describe variation not already described by the time-varying covariates. 
This resulted in models that maximised information coming from the time-varying land-cover data and, as such, 
reflected the temporal change in the land-cover layers as much as possible in our land-use predictions. Within 
tropical and sub-tropical forested regions (defined as Tropical and Subtropical Moist Broadleaf Forests, Tropical 
and Subtropical Dry Broadleaf Forests and Tropical and Subtropical Coniferous forests  in96), we further refined 
our land-use estimates by integrating the Global Forest Changes (GFC)  dataset44 using the following rules. Within 
a cell, when the predicted proportion of primary habitat was greater than observed by GFC, primary habitat was 
reduced to match the GFC- observed forest cover. All other land uses were then scaled proportionally to their 
predicted values to ensure all constraints were met. When the sum of predicted primary and secondary habitat 
were less than observed GFC data they were scaled proportionally so that their sum matched the GFC data. The 
remaining three land uses were then scaled proportionally to ensure all constraints were met. This provided 
land-use estimates within forest biomes that were consistent with the observed change in the GFC dataset. Note 
that this procedure can result in occasional increases in the amount of primary vegetation over time.
Human population density. We downloaded human population density data for the years 2000, 2005, 2010 and 
2015  from98 (adjusted to match 2015 revision of UN WPP Country Totals). After ln(x + 1) transformation (the 
1 is added to avoid problems caused by zeros in the data), we interpolated data for intervening years by assuming 
linear change in the ln-transformed value over time (i.e., assuming that populations grow  exponentially98,112). 
For example, a cell’s value for 2006 is given by 0.8× value for 2005+ 0.2× value for 2010.
Density of roads. We used a vector map of the world’s  roads99 to derive maps of road density: for each 30 
arc-second cell, road length is calculated within a 1km and 50km radius from the centre point of the cell 
and expressed as density per 30 arc-second cell (approximately  1km2) of land (using the arcpy functions of 
LineLength and FocalStatistics, ArcGIS v10.5). In the absence of any global time-series data of roads, we treated 
this layer as a static, rather than dynamic, pressure in our projections. However, it should be noted that there are 
still substantial gaps in the gRoads dataset, particularly in South and East  Asia113.
Land‑use intensity. To estimate land-use intensity for each year, we applied the statistical models  of97 of land-
use intensity to each year’s data on land use and human population density. Briefly, Newbold et al.97 reclassified 
the Global Land Systems  dataset114 into land-use/use-intensity combinations and then modelled how the pro-
portional coverage of each combination within each 0.5◦ grid cell depended on the proportion of the grid cell 
under that land use, human population density and UN sub-region (and all two- and three-way interactions).
Maps of modelled BII for each year. We used each year’s maps of land use, land-use intensity and human popu-
lation density, along with the (static) maps of road density to drive the two statistical models of how biodiversity 
responds to anthropogenic pressures. Anthropogenic pressure data were not permitted to exceed the ranges 
found among sites in the biodiversity dataset (the values were capped), to prevent extrapolation beyond our data.
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For total abundance, the modelled responses were back-transformed (squared) and expressed relative to the 
modelled estimate for the baseline condition of minimally-used Primary vegetation with zero human popula-
tion and road density (Note that the baseline estimate comes from the statistical model (predictions) rather 
than from just combining data from sites where all anthropogenic pressures match the baseline conditions.) For 
compositional similarity, values were back-transformed (inverse-logit with adjustment) and expressed relative 
to the modelled estimate for the baseline, i.e., the compositional similarity between two minimally-used Primary 
vegetation sites, both with zero human population and road density, having the same environment (zero envi-
ronmental distance between the sites) and being adjacent (geographic distance between them equating to the 
median sampling grain in the dataset). Control variables (study-level mean values of human population density 
and environmental variables) were set to zero for this step. We multiplied the spatial projections of overall abun-
dance and compositional similarity together to estimate BII. We did this for each year between 2001 and 2012.
Average BII values for each country, subregion and region were calculated for each year by averaging mod-
elled values across all grid cells intersecting the relevant region’s shape file (as defined for the IPBES assessment, 
 from115) after re-projecting to a Behrmann equal-area projection. To assess overall trends across the time period, 
we calculated the log response ratio of start (year 2001) and final (year 2012) values as ln(BII2012/BII2001) . Wil-
coxon signed-rank tests were used to assess average trends across all countries. We also relate these changes to 
contemporaneous changes in GDP per capita (in current US  dollar116) and GDP levels at the start of the time 
series ( log10−transformed value at 2001). We ran linear mixed effects  models117, including IPBES subregion 
as a random intercept to account for spatial autocorrelation among neighbouring countries. Simulated model 
residuals were also tested for spatial autocorrelation. For models including the log response ratio of GDP as an 
explanatory variable, spatial autocorrelation was still evident in the  residuals118–120, so a gaussian spatial auto-
correlation structure was included in the  model117. Models were run on all countries and on only those where 
at least 50% of their area was included in the projections; results did not vary qualitatively so we report results 
for all countries.
Data availability
The biodiversity used here are openly available for download from the NHM data portal (data.nhm.ac.uk) 
along with summary statistics for land use and BII for each country and region (https:// doi. org/ 10. 5519/ 5wriu 
tqz). Summary statistics are also available from the Biodiversity Indicators Partnership portal (bipdashboard.
natureserve.org). The land-use layers are openly available on the CSIRO Data Access Portal.
Received: 11 March 2019; Accepted: 8 September 2021
References
 1. Tittensor, D. P. et al. A mid-term analysis of progress toward international biodiversity targets. Science 346, 241–244 (2014).
 2. McRae, L., Deinet, S. & Freeman, R. The diversity-weighted living planet index: Controlling for taxonomic bias in a global 
biodiversity indicator. PloS One 12, e0169156 (2017).
 3. Hortal, J. et al. Seven shortfalls that beset large-scale knowledge of biodiversity. Annu. Rev. Ecol. Evolut. Systemat. 46, 523–549 
(2015).
 4. Meyer, C., Weigelt, P. & Kreft, H. Multidimensional biases, gaps and uncertainties in global plant occurrence information. Ecol. 
Lett. 19, 992–1006 (2016).
 5. Dobson, A. Monitoring global rates of biodiversity change: Challenges that arise in meeting the convention on biological diversity 
(CBD) 2010 goals. Philos. Trans. R. Soc. B Biol. Sci. 360, 229–241 (2005).
 6. Walpole, M. et al. Tracking progress toward the 2010 biodiversity target and beyond. Science 325, 1503–1504 (2009).
 7. Butchart, S. H. et al. Global biodiversity: Indicators of recent declines. Science 1164–1168, (2010).
 8. Jones, J. P. et al. The why, what, and how of global biodiversity indicators beyond the 2010 target. Conserv. Biol. 25, 450–457 
(2011).
 9. Lawton, J. H. et al. Biodiversity inventories, indicator taxa and effects of habitat modification in tropical forest. Nature 391, 
72–76 (1998).
 10. McKinney, M. L. Extinction vulnerability and selectivity: Combining ecological and paleontological views. Annu. Rev. Ecol. 
Systemat. 28, 495–516 (1997).
 11. Cardillo, M. et al. The predictability of extinction: Biological and external correlates of decline in mammals. Proc. R. Soc. Lond. 
B Biol. Sci. 275, 1441–1448 (2008).
 12. Newbold, T. et al. A global model of the response of tropical and sub-tropical forest biodiversity to anthropogenic pressures. 
Proc. R. Soc. Lond. B Biol. Sci. 281, 20141371 (2014).
 13. on Biodiversity, I. S.-P. P. & Ecosystem Services, I. The methodological assessment report on scenarios and models of biodiversity 
and ecosystem services. https:// doi. org/ 10. 5281/ zenodo. 32354 29 (2016).
 14. Jetz, W. et al. Essential biodiversity variables for mapping and monitoring species populations. Nat. Ecol. Evolut. 3, 539–551 
(2019).
 15. LPI. Living planet index database. http:// www. livin gplan etind ex. org (2016).
 16. Dornelas, M. et al. Biotime: A database of biodiversity time series for the anthropocene. Glob. Ecol. Biogeogr. 27, 760–786 (2018).
 17. Blowes, S. A. et al. The geography of biodiversity change in marine and terrestrial assemblages. Science. 366, 339–345. https:// 
doi. org/ 10. 1126/ scien ce. aaw16 20 (2019).
 18. Gonzalez, A. et al. Estimating local biodiversity change: A critique of papers claiming no net loss of local diversity. Ecology 97, 
1949–1960 (2016).
 19. Purvis, A. et al. Modelling and projecting the response of local terrestrial biodiversity worldwide to land use and related pres-
sures: The predicts project. Adv. Ecol. Res. 58, 201–241 (2018).
 20. Leung, B., Greenberg, D. A. & Green, D. M. Trends in mean growth and stability in temperate vertebrate populations. Diversity 
Distribut. 23, 1372–1380 (2017).
 21. Scholes, R. & Biggs, R. A biodiversity intactness index. Nature 434, 45–49 (2005).
 22. Barnosky, A. D. et al. Has the Earth’s sixth mass extinction already arrived?. Nature. 471, 51–57 (2011).
 23. Ceballos, G. & Ehrlich, P. R. Mammal population losses and the extinction crisis. Science 296, 904–907 (2002).
11
Vol.:(0123456789)
Scientific Reports |        (2021) 11:20249  | https://doi.org/10.1038/s41598-021-98811-1
www.nature.com/scientificreports/
 24. Pimm, S. L. et al. The biodiversity of species and their rates of extinction, distribution, and protection. Science 344, 1246752 
(2014).
 25. Hooper, D. U. et al. A global synthesis reveals biodiversity loss as a major driver of ecosystem change. Nature 486, 105–108 
(2012).
 26. Cardinale, B. J. et al. Biodiversity loss and its impact on humanity. Nature 486, 59–67 (2012).
 27. Mace, G. M. et al. Approaches to defining a planetary boundary for biodiversity. Glob. Environ. Change 28, 289–297 (2014).
 28. Steffen, W. et al. Planetary boundaries: Guiding human development on a changing planet. Science 347, 1259855 (2015).
 29. Mace, G. M. et al. Aiming higher to bend the curve of biodiversity loss. Nat. Sustain. 1, 448–451 (2018).
 30. Mandl, N., Lehnert, M., Kessler, M. & Gradstein, S. R. A comparison of alpha and beta diversity patterns of ferns, bryophytes 
and macrolichens in tropical montane forests of southern ecuador. Biodiversity Conservat. 19, 2359–2369 (2010).
 31. Socolar, J. B., Gilroy, J. J., Kunin, W. E. & Edwards, D. P. How should beta-diversity inform biodiversity conservation? Trends 
Ecol. Evolut. 31, 67–80 (2016).
 32. Hillebrand, H. et al. Biodiversity change is uncoupled from species richness trends: Consequences for conservation and moni-
toring. J. Appl. Ecol. 55, 169–184 (2018).
 33. Cardinale, B. J., Gonzalez, A., Allington, G. R. & Loreau, M. Is local biodiversity declining or not? A summary of the debate over 
analysis of species richness time trends. Biol. Conservat. 219, 175–183 (2018).
 34. Díaz, S. et al. Pervasive human-driven decline of life on earth points to the need for transformative change. Science. https:// doi. 
org/ 10. 1126/ scien ce. aax31 00 (2019).
 35. Newbold, T. et al. Has land use pushed terrestrial biodiversity beyond the planetary boundary? a global assessment. Science 353, 
288–291 (2016).
 36. Hudson, L. N. et al. The database of the predicts (projecting responses of ecological diversity in changing terrestrial systems) 
project. Ecol. Evolut. 7, 145–188 (2017).
 37. Lewis, S. L., Edwards, D. P. & Galbraith, D. Increasing human dominance of tropical forests. Science 349, 827–832 (2015).
 38. Jenkins, C. N., Pimm, S. L. & Joppa, L. N. Global patterns of terrestrial vertebrate diversity and conservation. Proc. Natl. Acad. 
Sci. 110, E2602–E2610. https:// doi. org/ 10. 1073/ pnas. 13022 51110 (2013).
 39. Bowler, D. E. et al. Mapping human pressures on biodiversity across the planet uncovers anthropogenic threat complexes. People 
Nat. 2, 380–394. https:// doi. org/ 10. 1002/ pan3. 10071 (2020).
 40. Sala, O. E. et al. Global biodiversity scenarios for the year 2100. Science 287, 1770–1774 (2000).
 41. Geist, H. J. & Lambin, E. F. Proximate causes and underlying driving forces of tropical deforestation: Tropical forests are dis-
appearing as the result of many pressures, both local and regional, acting in various combinations in different geographical 
locations. BioScience 52, 143–150 (2002).
 42. Gibson, L. et al. Primary forests are irreplaceable for sustaining tropical biodiversity. Nature 478, 378–381 (2011).
 43. Barlow, J. et al. Anthropogenic disturbance in tropical forests can double biodiversity loss from deforestation. Nature 535, 
144–147 (2016).
 44. Hansen, M. C. et al. High-resolution global maps of 21st-century forest cover change. Science 342, 850–853 (2013).
 45. Pettorelli, N. et al. Framing the concept of satellite remote sensing essential biodiversity variables: Challenges and future direc-
tions. Remote Sens. Ecol. Conservat. 2, 122–131 (2016).
 46. Benítez-López, A., Santini, L. L., Schipper, A. M., Busana, M. & Huijbregts, M. A. J. Intact but empty forests? Patterns of hunting-
induced mammal defaunation in the tropics. PLOS Biol. 17, 1–18. https:// doi. org/ 10. 1371/ journ al. pbio. 30002 47 (2019).
 47. Morales-Hidalgo, D., Oswalt, S. N. & Somanathan, E. Status and trends in global primary forest, protected areas, and areas 
designated for conservation of biodiversity from the global forest resources assessment 2015. Forest Ecol. Manag. 352, 68–77 
(2015).
 48. Sloan, S. & Sayer, J. A. Forest resources assessment of 2015 shows positive global trends but forest loss and degradation persist 
in poor tropical countries. Forest Ecol. Manag. 352, 134–145 (2015).
 49. Smith, R. J., Muir, R. D., Walpole, M. J., Balmford, A. & Leader-Williams, N. Governance and the loss of biodiversity. Nature 
426, 67 (2003).
 50. Tilman, D. et al. Future threats to biodiversity and pathways to their prevention. Nature 546, 73 (2017).
 51. Xu, R. Measuring explained variation in linear mixed effects models. Stat. Med. 22, 3527–3541. https:// doi. org/ 10. 1002/ sim. 
1572 (2003).
 52. Lüdecke, D., Ben-Shachar, M. S., Patil, I., Waggoner, P. & Makowski, D. performance: An R package for assessment, comparison 
and testing of statistical models. J. Open Source Softw. 6, 3139, 10.21105/joss.03139 (2021).
 53. Rockström, J. et al. A safe operating space for humanity. Nature 461, 472–475 (2009).
 54. Brook, B. W., Ellis, E. C., Perring, M. P., Mackay, A. W. & Blomqvist, L. Does the terrestrial biosphere have planetary tipping 
points?. Trends Ecol. Evolut. 28, 396–401 (2013).
 55. Isbell, F. et al. Linking the influence and dependence of people on biodiversity across scales. Nature 546, 65–72 (2017).
 56. Montoya, J. M., Donohue, I. & Pimm, S. L. Planetary boundaries for biodiversity: Implausible science, pernicious policies. Trends 
Ecol. Evolut. 33, 71–73. https:// doi. org/ 10. 1016/j. tree. 2017. 10. 004 (2018).
 57. Homer-Dixon, T. Environment, Scarcity, and Violence (Princeton University Press, 2010).
 58. Murphy, G. E. & Romanuk, T. N. A meta-analysis of declines in local species richness from human disturbances. Ecol. Evolut. 
4, 91–103 (2014).
 59. Betts, M. G. et al. Extinction filters mediate the global effects of habitat fragmentation on animals. Science 366, 1236–1239. 
https:// doi. org/ 10. 1126/ scien ce. aax93 87 (2019) https:// scien ce. scien cemag. org/ conte nt/ 366/ 6470/ 1236. full. pdf.
 60. Laurance, W. F. et al. Averting biodiversity collapse in tropical forest protected areas. Nature 489, 290–294 (2012).
 61. Leung, B. et al. Clustered versus catastrophic global vertebrate declines. Nature 588, 267–271 (2020).
 62. Haddad, N. M. et al. Habitat fragmentation and its lasting impact on Earth’s ecosystems. Sci. Adv. 1, e1500052 (2015).
 63. Sloan, S., Jenkins, C. N., Joppa, L. N., Gaveau, D. L. & Laurance, W. F. Remaining natural vegetation in the global biodiversity 
hotspots. Biol. Conservat. 177, 12–24 (2014).
 64. Venter, O. et al. Sixteen years of change in the global terrestrial human footprint and implications for biodiversity conservation. 
Nat. Commun. 7, 12558 (2016).
 65. Potapov, P. et al. The last frontiers of wilderness: Tracking loss of intact forest landscapes from 2000 to 2013. Sci. Adv. 3, e1600821 
(2017).
 66. Phillips, H. R., Newbold, T. & Purvis, A. Land-use effects on local biodiversity in tropical forests vary between continents. 
Biodiversity Conservat. 26, 2251–2270 (2017).
 67. Newbold, T. et al. Global patterns of terrestrial assemblage turnover within and among land uses. Ecography 39, 1151–1163 
(2016).
 68. Rouget, M., Cowling, R., Vlok, J., Thompson, M. & Balmford, A. Getting the biodiversity intactness index right: The importance 
of habitat degradation data. Glob. Change Biol. 12, 2032–2036 (2006).
 69. Koh, L. P. & Wilcove, D. S. Is oil palm agriculture really destroying tropical biodiversity?. Conserv. Lett. 1, 60–64 (2008).
 70. WWF. In Living planet report 2020 (eds. Almond, R. E. A., Grooten, M., & Petersen, T) (WWF, Gland, Switzerland) (2004).
12
Vol:.(1234567890)
Scientific Reports |        (2021) 11:20249  | https://doi.org/10.1038/s41598-021-98811-1
www.nature.com/scientificreports/
 71. IPBES. Summary for policymakers of the methodological assessment of scenarios and models of biodiversity and ecosystem 
services of the intergovernmental science-policy platform on biodiversity and ecosystem services (ed. Ferrier, S), Secretariat of 
the Intergovernmental Science-Policy Platform on Biodiversity and Ecosystem Services, Bonn, Germany, 348 (2016).
 72. Brauman, K. A. et al. Chapter 2.3. Status and Trends—Nature’s Contributions to People (NCP). https:// doi. org/ 10. 5281/ zenodo. 
38320 36 (2020).
 73. Sanderson, E. W. et al. The human footprint and the last of the wild: the human footprint is a global map of human influence 
on the land surface, which suggests that human beings are stewards of nature, whether we like it or not. BioScience 52, 891–904 
(2002).
 74. Martin, P., Green, R. E. & Balmford, A. Is biodiversity as intact as we think it is?. PeerJ Preprints 7, e27575v1 (2019).
 75. Newbold, T., Sanchez-Ortiz, K., De Palma, A., Hill, S. L. & Purvis, A. Reply to ‘the biodiversity intactness index may underes-
timate losses’. Nat. Ecol. Evolut. 3, 864–865 (2019).
 76. Faith, D. P., Ferrier, S. & Williams, K. J. Getting biodiversity intactness indices right: Ensuring that ‘biodiversity’ reflects ‘diversity’. 
Glob. Change Biol. 14, 207–217 (2008).
 77. Jetz, W., Wilcove, D. S. & Dobson, A. P. Projected impacts of climate and land-use change on the global diversity of birds. PLoS 
Biol. 5, e157 (2007).
 78. Newbold, T. Future effects of climate and land-use change on terrestrial vertebrate community diversity under different scenarios. 
Proc. R. Soc. B 285, 20180792 (2018).
 79. Senior, R. A., Hill, J. K., González del Pliego, P., Goode, L. K. & Edwards, D. P. A pantropical analysis of the impacts of forest 
degradation and conversion on local temperature. Ecol. Evolut. 7, 7897–7908 (2017).
 80. De Chazal, J. & Rounsevell, M. D. Land-use and climate change within assessments of biodiversity change: a review. Glob. 
Environ. Change 19, 306–315 (2009).
 81. Schipper, A. M. et al. Projecting terrestrial biodiversity intactness with globio 4. Glob. Change Biol. 26, 760–771. https:// doi. org/ 
10. 1111/ gcb. 14848 (2020).
 82. Wearn, O. R., Reuman, D. C. & Ewers, R. M. Extinction debt and windows of conservation opportunity in the Brazilian amazon. 
Science 337, 228–232 (2012).
 83. De Palma, A. et al. Challenges with inferring how land-use affects terrestrial biodiversity: Study design, time, space and synthesis. 
In Advances in Ecological Research, vol. 58, 163–199 (Elsevier, 2018).
 84. De Palma, A. et al. Predicting bee community responses to land-use changes: Effects of geographic and taxonomic biases. Sci. 
Rep. 6, 31153 (2016).
 85. Bicknell, J. E., Gaveau, D. L., Davies, Z. G. & Struebig, M. J. Saving logged tropical forests: Closing roads will bring immediate 
benefits. Front. Ecol. Environ. 13, 73–74 (2015).
 86. Laurance, W. F., Goosem, M. & Laurance, S. G. Impacts of roads and linear clearings on tropical forests. Trends Ecol. Evolut. 24, 
659–669 (2009).
 87. Lloyd, C. T., Sorichetta, A. & Tatem, A. J. High resolution global gridded data for use in population studies. Sci. Data 4, 170001 
(2017).
 88. Watermeyer, K. E. et al. Using decision science to evaluate global biodiversity indices. Conserv. Biol. 35, 492–501 (2021).
 89. Olsen, E. et al. Ecosystem model skill assessment. Yes we can!. PLoS One 11, e0146467 (2016).
 90. Hoskins, A. J. et al. Downscaling land-use data to provide global 30 ’ ’estimates of five land-use classes. Ecol. Evolut. 6, 3040–3055 
(2016).
 91. Fulton, E. A., Blanchard, J. L., Melbourne-Thomas, J., Plagányi, É. E. & Tulloch, V. J. Where the ecological gaps remain, a model-
ers’ perspective. Front. Ecol. Evolut. 7, 424 (2019).
 92. Watermeyer, K. E. et al. Using decision science to evaluate global biodiversity indices. Conservat. Biol. 35, 492–501 (2021).
 93. Bradshaw, C. J., Sodhi, N. S. & Brook, B. W. Tropical turmoil: A biodiversity tragedy in progress. Front. Ecol. Environ. 7, 79–87 
(2009).
 94. De Palma, A., Sanchez-Ortiz, K. & Purvis, A. Calculating the Biodiversity Intactness Index: the PREDICTS implementation 
(2019). This is the first release of a repository from https:// github. com/ adria nadep alma/ BII_ tutor ial You can also view the 
document here. https:// adria nadep alma. github. io/ BII_ tutor ial/ bii_ examp le. html. https:// doi. org/ 10. 5281/ zenodo. 35180 67.
 95. Hudson, L. N. et al. The predicts database: A global database of how local terrestrial biodiversity responds to human impacts. 
Ecol. Evolut. 4, 4701–4735 (2014).
 96. Olson, D. M. et al. Terrestrial ecoregions of the world: A new map of life on earth: A new global map of terrestrial ecoregions 
provides an innovative tool for conserving biodiversity. BioScience 51, 933–938 (2001).
 97. Newbold, T. et al. Global effects of land use on local terrestrial biodiversity. Nature 520, 45–50 (2015).
 98. for International Earth Science Information Network (CIESIN) Columbia University, C. Gridded Population of the World, Ver‑
sion 4 (GPWv4): Population Density Adjusted to Match 2015 Revision of UN WPP Country Totals (NASA Socioeconomic Data 
and Applications Center (SEDAC), Palisades, NY, 2016). (Accessed 10 November 2017).
 99. for International Earth Science Information Network (CIESIN) Columbia University, C. & of Georgia, I. T. O. S. I. U. Global 
Roads Open Access Data Set, Version 1 (gROADSv1) (NASA Socioeconomic Data and Applications Center (SEDAC), Palisades, 
NY, 2013). (Accessed 19 January 2017).
 100. Hijmans, R. J., Cameron, S. E., Parra, J. L., Jones, P. G. & Jarvis, A. Very high resolution interpolated climate surfaces for global 
land areas. Int. J. Climatol. 25, 1965–1978 (2005).
 101. Bates, D., Mächler, M., Bolker, B. & Walker, S. Fitting linear mixed-effects models using lme4. J. Stat. Softw. 67, 1–48 (2015).
 102. Crawley, M. J. The R Book (Wiley, Chichester, England, 2007).
 103. Chao, A., Chazdon, R. L., Colwell, R. K. & Shen, T.-J. A new statistical approach for assessing similarity of species composition 
with incidence and abundance data. Ecol. Lett. 8, 148–159 (2005).
 104. Fox, J. & Weisberg, S. An R companion to applied regression (Sage Publications, 2011).
 105. Gower, J. C. A general coefficient of similarity and some of its properties. Biometrics. 857–871, (1971).
 106. van der Loo, M. gower: Gower’s distance (R Foundation for Statistical Computing, 2017). R package version 0.1.2. https:// www.R- 
proje ct. org
 107. Lichstein, J. W. Multiple regression on distance matrices: A multivariate spatial analysis tool. Plant Ecol. 188, 117–131 (2007).
 108. Team, R.C. R: A language and environment for statistical computing (R Foundation for Statistical Computing, 2017).
 109. Zuur, A. F., Ieno, E. N., Walker, N., Saveliev, A. A. & Smith, G. M. Mixed effects models and extensions in ecology with R (Springer 
New York, 2009).
 110. Hurtt, G. C. et al. Harmonization of land-use scenarios for the period 1500–2100: 600 years of global gridded annual land-use 
transitions, wood harvest, and resulting secondary lands. Clim. Change 109, 117–161 (2011).
 111. Friedl, M. A. et al. Modis collection 5 global land cover: Algorithm refinements and characterization of new datasets. Remote 
Sens. Environ. 114, 168–182 (2010).
 112. Goldewijk, K. K. Three centuries of global population growth: A spatial referenced population (density) database for 1700–2000. 
Populat. Environ. 26, 343–367 (2005).
 113. Meijer, J. R., Huijbregts, M. A., Schotten, K. C. & Schipper, A. M. Global patterns of current and future road infrastructure. 
Environ. Res. Lett. 13, 064006 (2018).
13
Vol.:(0123456789)
Scientific Reports |        (2021) 11:20249  | https://doi.org/10.1038/s41598-021-98811-1
www.nature.com/scientificreports/
 114. van Asselen, S. & Verburg, P. H. Land cover change or land-use intensification: Simulating land system change with a global-
scale land change model. Glob. Change Biol. 19, 3648–3667. https:// doi. org/ 10. 1111/ gcb. 12331 (2013).
 115. Brooks, T. M. et al. Analysing biodiversity and conservation knowledge products to support regional environmental assessments. 
Sci. Data 3, 160007 (2016).
 116. World bank national accounts data, and oecd national accounts data files (2017). https:// data. world bank. org/ indic ator/ NY. GDP. 
PCAP. CD
 117. Pinheiro, J. et al. Package ‘nlme’. Linear and Nonlinear Mixed Effects Models, version 3–1 (2017). https:// CRAN.R- proje ct. org/ 
packa ge= nlme
 118. Bivand, R., Hauke, J. & Kossowski, T. Computing the jacobian in gaussian spatial autoregressive models: An illustrated com-
parison of available methods. Geogr. Anal. 45, 150–179 (2013).
 119. Bivand, R. & Piras, G. Comparing implementations of estimation methods for spatial econometrics. J. Stat. Softw. 63, 1–36 
(2015).
 120. Hartig, F. DHARMa: Residual Diagnostics for Hierarchical (Multi‑Level/Mixed) Regression Models (2017). R package version 
0.1.5. https:// CRAN.R- proje ct. org/ packa ge= DHARMa
Acknowledgements
We are grateful to Jason Tylianakis for statistical advice, to Jörn Scharlemann for advice on the manuscript, and 
to all past and present members of the PREDICTS team who have assisted in data collation and curation. Our 
thanks also go to all data contributors to the PREDICTS project. PREDICTS is endorsed by the GEO-BON. 
This is a contribution to the Imperial College Grand Challenges in Ecosystems and the Environment Initiative. 
This work was supported by the Prince Albert II of Monaco Foundation, NERC (Grant NE/J011193/2 and NE/
M014533/1 to AP) and a DIF Grant from the Natural History Museum.
Author contributions
A.H. and S.F. developed the downscaled land use procedures and data. A.D.P., K.S.O., L.B., T.N. and A.P. designed 
the methodology for biodiversity analyses, A.D.P. carried out biodiversity analyses. R.E.G. developed the software 
for performing biodiversity projections over space and time. A.D.P. carried out the biodiversity projections. 
A.D.P., A.H. and A.P. wrote the first draft of the manuscript. All authors contributed significantly to revisions 
of the manuscript.
Competing interests 
The authors declare no competing interests.
Additional information
Supplementary Information The online version contains supplementary material available at https:// doi. org/ 
10. 1038/ s41598- 021- 98811-1.
Correspondence and requests for materials should be addressed to A.P.
Reprints and permissions information is available at www.nature.com/reprints.
Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.
Open Access This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 
format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the 
Creative Commons licence, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder. To view a copy of this licence, visit http:// creat iveco mmons. org/ licen ses/ by/4. 0/.
© The Author(s) 2021
