Abstract. We construct L p -estimates for the inhomogeneous Oseen system studied in a two dimensional exterior domain Ω with inhomogeneous slip boundary conditions. The kernel of the paper is a result for the half space R 2 + . Analysis of this model system shows us a parabolic character of the studied problem, resulting as an appearance of the wake region behind the obstacle. Main tools are given by the Fourier analysis to obtain the maximal regularity estimates. The results imply the solvability for the Navier-Stokes system for small velocity at infinity.
Introduction
One of the main problems in the theory of the Navier-Stokes equations studied in exterior domains is the question about the behaviour of the velocity vector field of the fluid at infinity. The typical system in a bounded domain:
where B(v, p) stands for the boundary constraints (e.g. Dirichlet boundary condition), is complemented with the condition on the velocity vector field at infinity, namely v → v ∞ as |x| → ∞ (1. 4) for some prescribed constant vector field v ∞ . There are classical results of Leray about existence of solutions with the finite Dirichlet integral to the system (1.1)-(1.3). However one cannot predict that these solutions satisfy (1.4) . Indeed, in two dimensions we cannot use standard embedding theorems, since the dimension of the domain coincides with the power 2 in the integral, that is why the condition Ω |∇v| 2 dx < ∞ (1.5)
itself is insufficient even to assure that v ∈ L ∞ (Ω). The condition (1.5) implies that v ∈ BMO(Ω) only, hence we are not able to deduce information about the behaviour of v at infinity.
Many mathematicians were investigating the problem (1.1)-(1.4) and some partial results were obtained for example by Gilbarg and Weinberger ([11] , [12] ) and Amick ([3] ). More general result was obtained by Finn and Smith ( [6] ) and Galdi ([8] ), where the key tool to assure that (1.4) holds, was a proper L p -estimate for the Oseen system considered with Dirichlet boundary constrains and an argument of fixed point theorem. For a detailed discussion of these results we refer the Reader to ( [9] ).
The Oseen system has this advantage over the Stokes system that one can obtain better information of the solution v at infinity, because of the presence of the additional term v ,1 (see [6] , [8] ).
While existence of solutions to this problem itself is very interesting also investigating their behaviour, both close to the obstacle and at infinity, brings up many substantial questions. For example what is the decay rate for the velocity at infinity and if there exists a wake region behind the obstacle. Both of these questions have answers, depending on a proper information of the solution (see [10] ). One can expect that the decay rate of the solution to the Navier-Stokes system will be similar to the decay rate of the Oseen fundamental solution, however we do not want to address this question in our paper.
Our analysis of the Oseen system shows that the behaviour of the solution depends strongly on the angle between the surface and the vector v ∞ . In a simplified case of a convex obstacle it can be shown, that the character of the system is elliptic in front of the obstacle, while its character changes into parabolic type behind the obstacle. This is presented on the following figure: wake region type E type P type S
The core of the paper is the thorough analysis of the Oseen system in the half plane. We show that proper L p -estimates are valid for the second derivatives of the velocity and for the gradient of the pressure, under assumption, that boundary constraints are in a suitable class of regularity. What is substantial is the class of regularity required by the boundary problem. It turns out that the choice of boundary data should depend on the sign of v ∞ · n ( n is the normal vector to the boundary), which corresponds to the position of the obstacle. In the case v ∞ · n < 0 (points E), which analyzes the system in front of the obstacle, the class of regularity of boundary data is of the elliptic type. For v ∞ · n > 0 (points P -behind the obstacle) it appears that the system loses its purely elliptic character in favour of a parabolic degeneration. This feature corresponds to the appearance of the wake region behind the obstacle. As v ∞ · n = 0 (points S) we obtain a transition area.
As an application to this analysis we show L p -estimates for the Oseen system in exterior domain, which allows one to obtain also existence results for the Navier-Stokes system, which by results of Galdi and Sohr [10] describes the structure of solutions at infinity.
We would like to emphasize that our aproach does not require explicit form of the fundamental solution. A similar approach has been examined by Solonnikov ([25] ) and later by Zajaczkowski and Mucha ([22] , [23] ).
Let us precise our problem. We consider the system:
together with a condition at infinity v → v ∞ as |x| → ∞, (1.10) where the pair (v, p) is the sought solution -respectively the velocity vector field and the corresponding pressure, F is an external force acting on the fluid, G is the function describing compressibility of the fluid, v ∞ is a constant describing the velocity of the fluid at inifinity, f is a nonnegative friction coefficient, T(v, p) is the Cauchy stress tensor, i.e. T(v, p) = νD(v) + pI, where D(v) = {v i,j + v j,i } 2 i,j=1 is the symmetric part of the gradient ∇v, and I is the identity matrix. Moreover n, τ are, respectively, the normal and tangential vector to boundary ∂Ω of an exterior domain Ω, where Ω = R 2 \B, for a bounded simply-connected domain B ⊂ R 2 . The slip boundary conditions govern the motion of particles at the boundary -relation (1.8) is just Newton's second law. From the physical point of view this constraint is more general than the Dirichlet boundary data, since for f → ∞ and b ≡ 0 one can obtain relation v ∂Ω = 0. The case where f = 0 is important for applications, since then the fluid reacts with surface ∂Ω as the perfect gas ( [19] ).
In many modern applications, as the model of motion of blood, polymers and liquid metals, this type of boundary conditions is widely used ( [7] , [14] ). Our considerations in an exterior domain are also important for example in the field of aerodynamics, where problems with flow past an obstacle is of high interest.
As a direct result of our analysis of the system in the halfplane we prove the following theorem:
, for which the following compatibility condition is fulfilled:
(1.11)
Moreover let f > 0 be a positive constant and v ∞ = 0. Then there exists a solution (v, p) to the system (1.6)- (1.9) , for which the following estimate holds:
Denoting the term on the right hand side of (1.12) as C(DAT A) we also have:
As was mentioned before, we may use this result together with the techniques from the work of Galdi ([8] ) to obtain the following result: 
, (1.14)
where [α] stands for the integral part of α and
We also introduce the following notation for intersected spaces. Let X r (U) be a Banach space, dependent of a constant r, equipped with the norm · Xr(U ) . Let A ⊂ R be a nonempty set. Then we introduce the following function space: 16) equipped with the norm
In our case the set A will be always of finite elements. The structure of the paper is as follows: the core part, Section 2, is devoted to the case of a flow in the halfplane. At the beginning we give some preliminary considerations, we state main results in Theorems 2.2 and 2.3 and then we give some results about consistency of the boundary conditions. Later we derive a solution to our problem and give estimates for the pressure, i.e. we prove Theorem 2.2. Section 2.3 consists of introducing auxiliary problem for the velocity of the fluid. This result is used to prove estimates for the second derivatives of u in Section 2.4 and Section 2.5, i.e. u ,11 and u ,22 respectively, which proves Theorem 2.3. At the end of Section 2 we give a brief summary about the choice of boundary conditions. Section 3 is devoted to results in the whole space R 2 , which were being used in the previous section. As a consequence of results from Section 2 in part 4 we give a proof of Thorem 1.1. In Appendix we present two multiplier theorems of Marcinkiewicz type. We also give some additional results, which are needful for our considerations, but are connected with a general theory of function spaces rather than with a theory of fluid dynamics.
2 The Oseen system in the halfspace R
+
The localization procedure obviously changes not only the domain our problem is considered in, but also affects its structure. The substantial difference is that the term v ∞ v ,1 from (1.6) transforms into
We emphasize this because the sign of a 2 will be crucial in our considerations, since it is the same as a sign of v ∞ · n, which, for a convex obstacle, reflects the region of the considered situation, namely the case a 2 < 0 corresponds to a region of the boundary in front of the obstacle, while a 2 > 0 stands for the situation behind the obstacle.
In this section we consider the following system:
We assume that F and G have compact support in R 2 + , since this system comes from the localization procedure.
To simplify the problem we remove the innhomogeneity from (2.1) and (2.2) using results in the whole space R 2 , i.e. Theorem 3.4. Then we need to use Lemma 3.5 to see, in which class of regularity on the boundary of R 2 + the obtained solution is. We gather this in the following Lemma:
. Considering the following Oseen system in the whole space:
there exists a solution ( v, q) for this system, for which the following conditions are satisfied: 9) and for all r ∈ (3, q]:
like also for all r ∈ (3/2, q]: 
(R) one has to use (3.32). Condition (2.13) also comes from (3.32).
Using the above Lemma we are able to simplify the system (2.14)-(2.18). Denoting v = u + v and q = p + q we get a system for (u, p)
where for the readability we denoted the term
The main result concernes estimates for the pressure and for the velocity. For the readability of the paper we split it into two theorems within each we consider some cases. We emphasize that we use homogeneous spacesẆ s p and inhomogeneous spaces W s p . Theorem 2.2 Estimates for the pressure. Let f > 0 be a constant friction coefficient and p > 3/2. Given the solution (u, p) to the system (2.14)- (2.18) . Considering the following cases:
) for all 3/2 < r ≤ p and the following inequality holds:
) for all 3/2 < r ≤ p and the following inequality holds: • for a 2 < 0:
and the following inequality holds:
21)
where A s = {3s/(3 + s), s}
for all s ∈ (3, q] and the following inequality holds:
22) where A s = {3s/(3 + s), s}.
• for a 2 > 0:
for all s ∈ (3, q] and the following inequality holds: • for a 2 > 0 and all r ∈ (3/2, p]: (2.25) where A r = {3r/(3 + r), r},
• for a 2 ≤ 0 and all r ∈ (3/2, p]: (2.27) where A r = {3r/(3 + r), r}.
Similarly, using properties (2.10) and (2.11), we are able to show the following inequalities:
• for a 2 > 0 and all r ∈ (3, p]: (2.29) where A r = {3r/(3 + 2r), 3r/(3 + r), r},
• for a 2 = 0 and all r ∈ (3, p]:
• for a 2 < 0 and all r ∈ (3, p]:
where A r = {3r/(3 + 2r), 3r/(3 + r), r}.
Derivation of the solution.
Regularity results from Theorem 2.2 come from the formula for the solution, while to show estimates from Theorem 2.3 we will consider auxiliary system.
In this section we derive the solution using the Fourier transform and solving algebraically the obtained system of ODEs.
where F x 1 is the Fourier transform with respect to x 1 , i.e.:
First two equations of (2.14) give us the following system:
where we denoted ∂ x 2 as˙(x 2 → t) and ξ 1 as k. Solving this system we are interested in eigenvalues with negative real part. We thus have:
39)
and we can present the solution to (2.36)-(2.38) as
where function U 0i (k) are calculated from the boundary conditions (2.14) 3, 4 and are given by the following formula:
Immediately, having this solution, we formulate the following result, which gives us the reason to consider only Dirichlet boundary conditions: 
where
this vector field satisfies also Dirichlet boundary constraints on ∂R
and is given by:
and satisfies the following inequality:
).
(2.49)
). (2.51)
Remark: Above homogeneous spaces can be replaced with inhomogeneous ones without any additional assumptions.
Proof of Lemma 2.4. The proof of this lemma is rather simple. While having exact formula (2.48) for D 1 and D 2 one may use the Marcinkiewicz Theorem 5.1 to obtain desired estimates.
Estimate of the pressure.
In this part of the paper we give a proof of Theorem 2.2. Let us start now with estimates for the pressure
We want to estimate the gradient ∇p, i.e. ∂ x 1 p and ∂ x 2 p. These two terms correspond, after the Fourier transform, to terms ikπ(t, k) and −|k|π(t, k), which, from the point of view of our approach, are equivalent, since they differ only by a function σ(k), which, as we shall see, makes no difference in our estimates. Let us thus focus on the term
.
Thus we present ikπ(t, k) as follows:
First we focus on the term involvingb(k). Let
and we denote as I 2 the remaining part of ikπ(t, k):
(2.58) We present I 1 (t, k) as
Since ℜ(λ 3 + λ 1 ) ≤ 0 and f > 0 we have ℜ(−f + λ 3 + λ 1 ) ≤ −f < 0 and a function ϕ 1 (k) is a proper multiplier in the sense of Theorem 5.1 -indeed, since λ 1 = −|k| our multiplier is bounded and smooth for k ∈ R \ {0}.
Moreover its derivative has a good decay rate, which guarantees that |k|·ϕ
The above considerations justify the following inequality:
We now estimate the term:
where * -is a convolution with respect to x 1 . Now since
we rewrite our term as follows:
we write:
(2.66)
First we focus on:
(2.67)
After an application of the Hölder's inequality to the internal integral we get:
and thus
we get, using (1.15):
. (2.72)
Of course, since b ∈Ẇ 1−1/r r (R) for any r ∈ (3/2, p] we actually have
which implies:
This type of calculations are known since the famous papers by Agmon, Douglis and Nirenberg (see [1] , [2] ). To finish our estimates for the gradient of the pressure we must deal with the term I 2 defined by (2.58). Estimates differ depending on the sign of a 2 . We will be interested in a behaviour of particular terms for k → 0 and for k → ∞, and we emphasize this by introducing a smooth cut-off function ζ(k) such that ζ(k) = 1 for |k| ≤ 1 and ζ(k) = 0 for |k| > 1. Then we split integral I 2 as follows:
and estimate it separately. First, let a 2 > 0. In this case we have
for small |k|, thus we present I 21 as:
It is then straightforward reasoning that a function ϕ 21 (k) is a proper multiplier in the sense of the Marcinkiewicz theorem. Moreover,
, and we reuse techniques exploited earlier to estimate terms connected with b(k), to obtain:
. (2.79)
Estimate of I 22 (t, k) similar to the previous one with one additional feature, that it does not depend on the sign of a 2 . We thus have:
. (2.80) We would like to emphasize, that the estimate of I 22 does not depend on the sign of a 2 , and hence we can use it again in cases a 2 = 0 and
Let us now consider the case a 2 = 0. We have
This does not allow us to present I 21 in the form (2.77), but the following one:
is a valid multiplier in the sense of the Marcinkiewicz theorem. Hence, a proper estimate is the following:
Thus, in the case a 2 = 0 integral I 2 can be estimated as follows:
(2.85)
Let us now assume that a 2 < 0. In this case the term (λ 3 (−f +λ 3 )+k 2 ) < a 2 < 0, however a 2 +2|k|+ a 2 2 + 4(k 2 + a 1 ik) ∼ |k|, and thus we can present term I 21 in the form
is a proper multiplier in the sense of the Marcinkiewicz theorem, and we obtain:
which, together with the standard estimate of I 22 gives us:
Gathering all above estimates we have proved the following inequalities:
• for a 2 ≤ 0 and all r ∈ (3/2, p]:
• for a 2 > 0 and all r ∈ (3/2, p]:
This completes the proof of Theorem 2.2.
Second derivatives of the velocity -reduction of the system.
In this section we introduce a homogeneous system for the velocity, from which it will be easier to obtain proper regularity of ∇ 2 v. Once we have a simplified system we derive the solution and show estimates for it.
First, let us recall that our solution to the system (2.14)-(2.18) satisfies (independently of the sign of a 2 ) the following system:
where D is in a proper class, which depends on the sign of a 2 , namely:
• for a 2 < 0:
• for a 2 = 0:
for all r ∈ (3, p] , where we emphasize, that in case a 2 < 0 we need the full norm, not only an homogeneous one. We subtract inhomogeneity from the right hand side of (2.91) without changing the regularity of boundary condition D in each of the cases of signum of a 2 . To obtain this we use Theorem 3.1 and Theorem 3.3.
We present the solution u as
where w is a truncation to the halfspace R 2 + of the solution to the system in the whole R 2 space:
where ∇p on the right hand side stands for its standard extension on the whole R 2 with a preservation of its norm. Theorem 3.1 guarantees that the solution exists, thus v:
The question is, does D have the same regularity as D. Since for r > 3 we have 3r/(3 + r) > 3/2 and we have ∇p ∈ L s (R 2 + ) for all s ∈ (3/2, p] we are in position to use Theorem 3.1 and Lemma 3.2 to get:
for all r ∈ (3, p] and
This implies in particular, that for a 2 ≥ 0 subtraction of w does not change the regularity of boundary conditions, hence D has the same regularity as D.
For a 2 < 0 we have different behaviour of eigenvalues and we may use Theorem 3.3. Since ∇p ∈ L r (R 2 ) for all r ∈ (3/2, p] we get • for a 2 < 0:
98)
, (2.99)
. (2.100)
Derivation of solution. For the readibility we again denote D as D, since in a view of (2.98)-(2.100) this does not affect any estimates. We solve the system (2.94) in the same manner as the one considered earlier -first we apply Fourier Transform and then solve ordinary differential equations with initial data coming from the boundary constraints.
Taking the Fourier transform of (2.94 1 ) we get:
where again we denoted ∂ x 2 as˙. We easily compute a solution:
Remark: The behaviour of λ − (k) at |k| → 0 and |k| → ∞ will be crucial for our considerations. It is straightforward, that λ − (k) ∼ |k| for large |k| independently of a 1 and a 2 , however its behaviour at 0 changes depending on a 1 and a 2 , namely, for small k:
• for a 2 < 0: ℜλ − (k) < a 2 < 0,
• for a 2 = 0: ℜλ − (k) ∼ − |k|,
We emphasize that if a 2 = 0, then a 
Estimate of u ,11
We start with the estimate of u i,11 , which brings down to an estimate of
Since we consider multiple cases it is thus reasonable to present them in separate lemmas.
Lemma 2.5 Given u i,11 in the form (2.104). Assuming a
(2.105)
Proof . We see that ikD i (k) has a good regularity (namely
) to get L p -estimates for this term (repeating the procedure for the gradient ∇p), however we need to show that one can change e −tλ − (k) into e −t|k| . Since a 2 ≤ 0 there exists a constant c(a 2 ) such that λ − (k) + c(a 2 )|k| ≤ 0 for all k ∈ R and thus the following multiplier is valid in the sense of the Marcinkiewicz theorem:
and can be estimated independently of t. Using it we are able to bring down estimate of u i,11 L p (R 2 + ) to estimate of a term F
Thus, in case a 2 ≤ 0,
. (2.108)
We estimate term u i,11 for the case a 2 > 0 using the following Lemma: 
Proof . Since the behaviour of λ − (k) is different in a neighbourhood of 0 and in a neighbourhood of ∞ we cannot use the technique use in the previous proof, because there exists no constant c(a 2 ) such that ϕ(k) from (2.106) is a valid multiplier. We thus introduce a cut-off function π(k) as follows:
for some positive constant L, which we describe later. We split our term e tλ − (k) ik(ikD i (k)) as
Let us first estimate I 1 . We consider here the worst case, when a 1 = 0. All futher estimates can be repeated for a 1 = 0. From the basic properties of λ − (k) we see that for a proper constantL a multiplier ϕ 1 :
is a good multiplier for all t ≥ 0 in the sense of the Marcinkiewicz Theorem, with a proper estimate not dependent of t (the case when λ − (k) +Lk 2 ≤ 0 for all k). Thus we may write
(2.113)
The constantL does not affect any estimates, so for the readibility of the paper we assume thatL = 1. We also denote ikπ(k)D i (k) asB i (k) and
we have:
Above term is integrable and odd with respect to x so we may write:
Using Hölder inequality we get:
Now since R e −qy 2 /8t 1
we can write:
120) where the right hand side can be estimated (right from the definition (1.15)) by
(2.121)
This term, however, can be estimated by
, since multiplication by a smooth function π(k) does not change the class of the function ikD i and F
. Before we make futher estimates we would like to emphasize, that this type of estimates and apperance of terms like (2.115) are characteristic to a parabolic problem. We see, that a change of a sign of the coefficient a 2 results in the different behaviour of the eigenvalue, which brings in this parabolic disturbance to our estimates and might be the cause of the presence of the wake region behind the obstacle.
Let us now return to the second term from (2.111), i.e. I 2 :
In this case we introduce a multiplier ϕ(k) = e t(λ − (k)+|k|/2) . Since λ − (k) ∼ −|k| for large |k| we see, that
Now we may go back to the definition of function π, i.e. (2.110), and set L large enough (and in fact also L small enough) to ensure, that for |k| > L + 1 inequality (2.123) holds. Then our multiplier can be estimated independently of t. Summing up:
( 2.124) and all estimates for the gradient of p can be applied directly for this term, since F
This estimate completes the case of u ,11 .
Remark: In above lemmas we used an assumption that
(R) for all r ∈ (3, p] and thus our estimate also holds for ∇ 2 u L r (R 2 + ) .
Estimate of u ,22 .
To complete the proof of Theorem 2.3 we now estimate u ,22 , which corresponds to estimate of
Again, we treat all cases of signum of a 2 in a separate Lemma. The first one will be for the case a 2 < 0:
Lemma 2.7 Given u i,22 in the form (2.126) . Assuming a 2 < 0 and D ∈ W 2−1/p p (R) one has the following inequality:
(2.127)
Proof . The problem one encounters is that for a 2 < 0 we have λ
, which obviously does not behave like |k| 2 for small k and hence we cannot write this term in a form like in (2.104), that is why a different approach is needed and we will investigate the case a 2 < 0 more thoroughly.
As usual we introduce a smooth cut off function π(k) such that π(k) ≡ 1 for |k| ≤ L, for some constant L > 0, which will described later, and π(k) ≡ 0 for |k| ≥ L + 1. As we have seen many times, multiplication by a smooth bounded function of compact support does not influence essential estimates. Keeping this in mind we may write:
where a constant c(a 2 ) may differ from one occurence to another. Integral I 1 is easy to estimate, since
, and in particular D ∈ L p (R), which gives us:
. (2.130)
Integral I 2 (t, k) can be estimated in the same way as it was made in case of u ,11 , i.e. one presents I 2 (t, k) as
and estimates as follows: 
(2.134)
Proof . In case a 2 = 0 one has λ 2 − ∼ k 2 +aik = ik(a−ik) for small k (we will treat this term as a part of derivative, i.e. ik, and part of a multiplicator, i.e. a − ik) and thus, proceeding as earlier (introducing a cut-off function π(k)):
Integrals like I 2 (t, k) we have already seen how to estimate -since F −1
(2.136)
To estimate I 1 (t, k) we notice, that since there exists a constant c a 1 such that − |k| + c a 1 |k| ≤ 0 for small k, we may use Marcinkiewicz theorem for a multiplier ϕ(k) = π(k)e t(|k|− √ |k|) to get that
. ( 
Proof . To estimate u ,22 for a 2 > 0 we proceed as earlier (introducing a cut-off function π(k)): since ℜλ − (k) ∼ −|k| 2 for small |k| we may write v ,22 as follows:
Integral I 2 (t, k) can be estimated as follows:
, (2.140) while for I 1 (t, k) one has:
repeating estimates for u ,11 and keeping in mind, that π(k)|k| 2 is a proper multiplier in the sense of the Marcinkiewicz theorem, since π(k) has bounded support.
These estimates prove the following inequality:
which completes the proof of this lemma.
Remark: As was the case for u i,11 -since D(x) is in a family of spaces, i.e. not only for p but also for all r ∈ (3, p], all above estimates are valid also for u i,22 L r (R 2 + ) . This completes the proof of Theorem 2.3.
3 The system in the whole space R
2
In this part we would like to present results, which were used in the previous section.
The standard approach to whole space linear problems is the technique of the Fourier transform together with a multiplier theorem, for example Lizorkin Theorem (see Theorem 5.2). Using it are able to show the following theorems. We would like to mention that for our purposes not all estimates in this theorem are needed. Some of them are however necessary to show existence of solutions to the Navier-Stokes system (1.1)-(1.4) in an exterior domain that is why we state them and give a proof of some of them. If the Reader is interested in this problem we refer him to [9] and [24] .
Then there exists a solution u = (u 1 , u 2 ) to the system:
for which the following inequality holds:
If q < 3 then also the following inequality holds:
Moreover, as a direct result of previous statements, if q > 3 and
Proof . After rotating the coordinate system this problem corresponds to the problem
After applying the Fourier transform to the above equation and gets:
(3.6) Using Theorem 5.2 one immediately gets (3.2), since a multiplier −ξ i ξ j iξ 1 +|ξ| 2 , which stands for a derivative u ,ij , is a proper bounded multiplier.
To show (3.3) we again use Theorem 5.2 with β = 1/3. We must show that the multiplier
is bounded for all ξ ∈ R 2 . Since
we get
As a direct result of this theorem we have the following: u 2 ) to the system from Theorem 3.1 satisfies the following estimates: 12) where A r = {3r/(3 + 2r), 3r/(3 + r), r}, 13) where B r = {3r/(3 + r), r}.
Moreover for all r ∈ (3/2, q] one has:
Proof . Let 3/2 < r ≤ q. We take r 1 = 3r/(3 + r) and r 2 = 3r/(3 + 2r). Using previous theorem we immediately get
, which is the desired estimate (3.13). The same thing we can make with r 2 and u, since r 2 < 3/2 and thus u L r = u L 3r 2 /(3−2r 2 ) ≤ F L r 2 and hence the proof of (3.12) and (3.13) is complete.
To show (3.14) one must notice, that since ∇u |x 2 =0 ∈ W straightforward from definition (1.15) ). The fact that u |x 2 =0 ∈Ẇ 1−1/r r (R) can be shown using Lemma 5.3 for s = 3 + ǫ and m = r. Remark: bounds from (3.12) and (3.13) come from the inequalities 3s/(3 − s) > 3/2 and 3s/(3 − 2s) > 3 for all s > 1.
Using different techniques than those presented in the proof of Theorem 3.1 we are able to show the following result:
Given a solution to the following system:
with a condition at infinity |u| → 0 as |x| → ∞. Provided a 2 < 0, the following estimate is valid:
Proof . From Lemma 3.2 we have immediately 17) so to prove Theorem 3.3 we need to show only L p -estimate for the function u, namely we prove the following inequality:
We apply the Fourier transform in x 1 variable to (3.15) to obtain the following differential equation: 19) where v(ξ, t) = F x 1 (u)(ξ, t), and we denoted x 2 coordinate as t.
With this system two eigenvalues are connected: stable λ − = (a 2 − ∆)/2 and unstable λ + = (a 2 + ∆)/2, where ∆ = a observe, that ℜλ − < a 2 , which will be crucial for our considerations. The solution satisfies the following equation:
Since the support off is a subset of R + 2 we have 24) where the term C M (s) comes from the term 1 ∆ e λ − s , which, for convenience, we denote as Ψ(ξ, s). An estimate of the constant C M (s), which comes from from the Marcinkiewicz theorem, is crucial for our estimate. Since we are in one dimension the constant C(s) is estimated by the term, which is strongly convergent to 0, since a 2 < 0:
This implies, that u L p (R) can be estimated as follows: 26) which is the desired estimate.
The following Theorem is well known (see [9] ):
Then there exists a solution u = (u 1 , u 2 ) and p to the following inhomogeneous Oseen system:
which satisfies the following estimates:
• for all 1 < q < ∞:
29)
• for all 1 < q < 3:
As a direct application of the above Theorem we have the following Lemma:
then the solution u = (u 1 , u 2 ) and p to the system from Theorem 3.4 satisfies the following estimates:
for all r ∈ (3, q], (3.30)
for all r ∈ (3/2, q]. and for all r ∈ (3, q] one has:
Proof . The proof of this lemma is analogous to the proof of Lemma 3.2. Property (3.33) is a direct consequence of (3.30).
Proof of Theorem 1.1
In this section we give a proof of Theorem 1.1. We extensively use results for the whole space R 2 and for the halfspace R 2 + . To prove Theorem 1.1 we use a standard approach. We consider two auxiliary problems: one in the whole space and the second one in a bounded domain (some neighbourhood of the boundary of the original domain). With the former we deal with in Section 3. To solve the latter one may use the standard technique of partition of unity, namely, spliting a neighbourhood of the boundary into parts U i small enough to introduce a proper curvilinear system in each of them. In this curvilinear coordinates the original problem transforms into a similar problem in a halfspace. Moreover -the support of a corresponding solution is contained in U i .
Existence of solutions is assured thanks to our assumptions (F ∈ H −1 (Ω), etc.), since then one may use standard techniques for Hilbert spaces. We refer the Reader to [15] , where a similar linear problem is considered and using these results we are able to show existence also for the Oseen system in an elementary way.
Once we have a solution we may use mentioned technique of partition of unity and show additional regularity.
Results in the full space R 2 apply directly, however in the case of the halfspace R 2 + it cannot be made without an effort, since assumptions in the halfspace require that p > 3/2 in case of the pressure p and p > 3 in case of the velocity v, however for Theorem 1.1 to be applicable as a tool to prove Theorem 1.2 one has to have this type of results for p < 6/5.
We assume only, that p > 1. Since in applications we are interested in p < 6/5, we will focus on the case p ∈ (1, 3/2). Before we continue we would like to mention two simple but important properties: if p ∈ (1, 3/2) then 3p/(3 − p) ∈ (3/2, 3) and 3p/(3 − 2p) ∈ (3, ∞).
We start with estimates on ∇p. Recalling the Remark to Theorem 2.2 we know, that estimates on ∇p are valid not only for p > 3/2, but for all p > 1 -the constraint p > 3/2 came from the fact, that we wanted to remove inhomogeneity from the right hand side while keeping proper estimates on boundary conditions. A similar condition p > 3 was necessary in case of the velocity v.
In this section we will not only use stated theorems and lemmas but we will go into the details of their proofs.
As was mentioned before, after a localization procedure we end up with system (2.1)-(2.5), where
(R) for all r ∈ (1, p]. The next step us to solve in a similary way to Lemma 2.1 an auxiliary system in the full space R 2 obtaining the solution ( v, q). Of course, since p < 3/2 we are not able to obtain the same conditions on traces of v and ∇v. Using Theorem 3.4 we get:
where r 1 = 3r/(3 − r) where two last properties come from the fact, that
). In such a case, a subtraction u = v − v and p = q − q implies that we obtain the system (2.14)-(2.18) for u, but b and d are of different regularity, namely:
where r 1 = 3r/(3 − r) and r ∈ (1, p]. In the proof of Theorem 2.2 we used an assumption b ∈Ẇ 1−1/r r (R) and we see, that (4.4) is strong enough to obtain the following inequality:
. (4.6) In the case of d we are able to derive from (4.5) the following inequality:
) and the following inequality is valid: 
. (4.9)
The case with d is a little bit different. In the proof of Theorem 2.2, during the estimate of ∇p connected with a term d we splitted its Fourier transform into I 21 (t, k) + I 22 (t, k) (see 2.75). The part F
To deal with the part of the gradient of the pressure ∇p, which belongs to L r 1 we will have to distinguish the case a 2 < 0 and a 2 ≥ 0. Before we do this we want to notice, that since r 1 ∈ (3/2, 3) we have:
since 3r 1 /(3 − r 1 ) = 3r/(3 − 2r) = r 2 . This assures that, independently of the signum of a 2 , we have:
In case of a 2 < 0 we may additionally use Theorem 3.3 to obtain, that w ∈ L r 1 (R). Summarizing -the subtraction of inhomogeneity using vector field w sets D = D − w in the following function spaces:
• for a 2 < 0: 
. Similarly we may estimate other terms. The Reader immediately notice, that in the case a 2 = 0 exactly the same procedure works, since all necessary requirements on D are satisfied. We may thus summarize this with the following inequality:
, (4.25)
which we shown to be valid for a 2 ≤ 0. For a 2 > 0 we encounter a small obstacle, namely during estimates we need theẆ 2−2/p p -norm, which does not explicitly appear in the norm of D.
To deal with this we notice, that theẆ 2−2/p -norm is required in terms, which come from the multiplication in a Fourier space by a smooth function with bounded support (see for example I 1 from (2.111)). Once this is known we can use Lemma 5.5 to estimate theẆ 2−2/s s -norm with theẆ 1−1/s s -norm, which in our case might be written as: 26) where s 1 , s 2 ∈ {r, r 1 , r 2 }. Once we have estimate of this norm we may estimate terms in case a 2 > 0 in an exactly the same way it was made earlier to obtain, that (4.25) is valid also for a 2 > 0. Summarizing, we have proved the following inequality: . (4.28)
We now recall the fact, that r ∈ (1, 3/2), which implies that r 1 = 3r/(3−r) > 3/2 and r 2 = 3r/(3 − 2r) > 3. We also know, that the support of q and v is compact, since this came from the localization procedure, hence L r 1 and L r 2 norm majorize L r norm, with a coefficient dependent only on the size of the support of q and v, thus the following inequality holds: This estimate allows us to complete the proof of Theorem 1.1, since, as we have shown earlier, this proof requires estimates in the whole space, which is guaranteed due to Theorem 3.4, and local estimates near the boundary, which we have just proved. Thus, the proof of Theorem 1.1 is completed.
Appendix
In this section we give statements of lemmas and theorems, which were used in proofs of the previous results. The following two Theorems are extensively used in our paper. The first one is due to Marcinkiewicz: is bounded in L p (R m ) and
3)
The next theorem is due to Lizorkin: where κ i is zero or one and κ = κ 1 +κ 2 , the integral transform (5.4) defines a bounded linear operator from L q (R 2 ) into L r (R 2 ), 1 < q < ∞, 1/r = 1/q − β, and we have:
with a constant C = c(q, r)M.
The following Lemma allows us to estimate a homogeneous norm of a function on a boundary:
and ∇f ∈ L m (R 2 ). For s ∈ (1, 2] we assume m ∈ (1, s), and for s > 2 we assume m ∈ ( 2s 2+s , s). Then f |x 2 =0 ∈Ẇ 1−1/m m (R) and the following inequality holds:
(5.7)
Proof . We construct a sequence of functions, which converge to f appropriately and their trace is in a proper function space. Let us introduce a smooth cut-off function η(x) such that: η(x) = 1 for all x ∈ B(0, 1) and η(x) = 0 for all x ∈ R 2 \ B(0, 2), together with sequence of cut-off functions η k (x), defined as η k (x) = η(x/k).
Let f k (x) = f (x)η k (x). Since η k (x) has a bounded support and m < 2 we have f k (x) ∈ W 
To prove our theorem we need to show that f k |x 2 =0 is a Cauchy sequence inẆ 
The first term on the right hand side is obviously small for large k and l. The second is also small for k and l large enough, since 10) and ∇η k L mn/(n−m) (R 2 ) → 0 as k → ∞. Indeed, |supp∇η k | ∼ k 2 and |∇η k | ∼ 1/k, hence ∇η k L mn/(n−m) (R 2 ) ≤ C(η)k (2−mn/(n−m))/r → 0 as k → ∞, since under our assumptions 2 − mn/(n − m) < 0.
We use the following lemma to set a function space, where the trace of a function belongs to:
) and ∇f ∈ L p 2 (R 2 + ), then f |x 2 =0 ∈ L p 1 (R) + L p 2 (R) and the following estimate is valid: This completes the proof of the following inequality: 17) and the proof of Lemma 5.5.
