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To my wife, Karoliina
Abstract
The research on language equations has been active during last decades.
Compared to the equations on words the equations on languages are much
more difficult to solve. Even very simple equations that are easy to solve for
words can be very hard for languages. In this thesis we study two of such
equations, namely commutation and conjugacy equations. We study these
equations on some limited special cases and compare some of these results
to the solutions of corresponding equations on words. For both equations we
study the maximal solutions, the centralizer and the conjugator. We present
a fixed point method that we can use to search these maximal solutions and
analyze the reasons why this method is not successful for all languages. We
give also several examples to illustrate the behaviour of this method.
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Equations with variables and constants on some algebraic structures are
central notions in different areas of mathematics. In formal language the-
ory, the equations are naturally formed of words and languages. For word
equations we have several well known and strong results. For language equa-
tions, however, even simple equations can lead to very hard problems. One
example is the fundamental equation XY = Y X, the commutation equation
which is easily solved for words. For a given finite language X, this very
simple equation can even have non-recursively enumerable solutions Y .
In this work, we concentrate on the commutation equation XY = Y X
and the conjugacy equation XZ = ZY . The commutation equation was
first considered in 1971 by John Conway, [7]. He introduced the so-called
Conway’s problem that concerns the rationality of the largest solution of the
commutation equation. Later this equation was studied in several papers.
Many basic results and conjectures on commutation, the centralizer and
some other equations were formulated in 1989 by Ratoandromanana [30].
In that paper the centralizer was called the normalizer.
Karhumäki and Petre researched the centralizers of finite sets, especially
three word sets and three word codes, in [17]. They also pointed out that
the complement of the centralizer of a finite set is recursively enumerable.
Harju and Petre studied codes and omega codes in [9] and tried to apply
results on formal power series to languages. Commutation with ternary sets
and codes were again studied in [16] and [15] by Karhumäki, Latteux and
Petre. They proved that the centralizer of any three element set or any
rational code is rational.
The fixed point approach for finding the centralizer of a given rational
language was given by Culik, Karhumäki and Salmela in [10]. This gives a
method for finding the centralizer in several cases using an iterative proce-
dure. In this method the centralizer is defined as the maximal fixed point
of a certain mapping. A more rough fixed point method had already been
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introduced by Conway in [7]. This fixed point method gives us one way
of proving that the complement of the centralizer of any rational language
is recursively enumerable. In fact, in [19] and [20] Karhumäki and Petre
show that whether the given language is finite, rational or recursive, the
centralizer is, in each case, Co-RE.
Finally, in 2004, Kunc solved the general case of Conway’s problem and
gave it a negative answer in [22]. In [23] he showed that even finite languages
can have non-recursively enumerable centralizers. After that, the research
on Conway’s problem has concentrated on searching for boundary between
positive and negative answers. A positive answer for Conway’s problem
has been proved for several special cases. For example, Frid solved the
commutation of so-called factorial languages in [8].
As with the commutation equation, the conjugacy equation also has a
very simple solution for words, but is very hard to solve for languages. This
is natural, since commutation is a special case of conjugacy. The conjugacy
of languages has been studied for example in [2].
Application areas of commutation and conjugacy include natural com-
puting, formal grammars and games. For example Kari, Mahalingam and
Seki have researched so called pseudo-commutativity, i.e., a certain kind of
conjugacy equation, in [21]. Their research was motivated by properties of
DNA.
Next let us outline the content of this thesis, chapter by chapter.
In Chapter 2, we introduce some basic notation and terminology which
we will be using in the rest of the work. Also some fundamental and fre-
quently used results are given.
In Chapter 3, we study the commutation equation on rational languages.
We define the notion of a centralizer, the largest solution of the commuta-
tion equation, and introduce some of its properties. Conway’s problem is
a famous problem concerning the rationality of the centralizer of rational
languages that has been extensively researched during the last decade. This
problem was proved to have a strong negative answer in general, but is still
being researched for various special cases.
In this chapter we also introduce the fixed point method which can be
used to compute the centralizer of a given rational language. This method
works for most rational languages, but there are also languages for which
this method alone does not give a result. Finally we study commutation,
centralizers and Conway’s problem for singular languages, 4-element lan-
guages and languages a with certain special element with respect to a given
lexicographical order. This chapter is partly based on articles [10, 25].
In Chapter 4, we discuss the conjugacy equation XZ = ZY which can
be seen as a generalization of the commutation equation. We generalize for
conjugacy some notions and results that we already have for commutation.
For example, we define the conjugator, that is, the largest solution of the
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conjugacy equation for given languages X and Y .
We define three different kinds of word type conjugacies and show that
the conjugacy of two biprefix codes L and K is always of word type 2. We
illustrate different types of conjugacies and, in particular, different kinds
of word type conjugacies with several examples. Finally in this chapter we
generalize the fixed point method for the conjugacy equation and conjugator.
This chapter is partly based on article [3].
In Chapter 5, we apply the fixed point method for commutation to dif-
ferent kinds of examples. First we show, with examples, the existence of
different types of centralizers. Then we discuss the cases where the fixed
point method fails to reach the centralizer. In these cases the centralizer
is obtained only as the limit. We show a couple of examples where this
happens and analyze them to discover reasons for this behaviour and to find
ways to improve the fixed point method. We introduce two methods which
one can attempt to apply in conjunction with the fixed point method in
these cases.
While doing the research for this work, we used a computer program
called FAFLa [31]. In Appendix A, we describe some properties of this





In this chapter we introduce several basic notions and results used in this
thesis and fix the terminology.
2.1 Words
The most elementary notion in formal language theory is a letter. A letter
is a symbol, such as x, y, a, b, 0 or 1. A given set Σ of letters is referred to as
an alphabet. A word is a finite or infinite sequence of letters of an alphabet
Σ, for example abbab. In this thesis we consider mainly finite words. The
length of a word is the number of symbols in the sequence and we use the
notation |w| for the length of word w. The empty word, ε, is a special word
with no letters and its length is 0. In this work we mainly use the symbols
0, 1, a and b for letters and denote words by the symbols u, v,w, x, y and z.
Letters can be viewed as words with length 1. The associative operation of
writing words u and v one after the other is called catenation and is usually
written as uv or u · v. The power wn is a shorthand for the catenation of
the word w with itself n times.
We use Σ∗ to denote the free monoid of all words with letters from
the alphabet Σ, including the empty word. The notation Σ+, on the other
hand, refers to the free semigroup of all nonempty words of Σ∗. The freeness
refers here to the fact that each word of these monoids and semigroups has
a unique factorization as a product of letters in the given alphabet.
The reversal of a word w = a1a2 · · · an, ai ∈ Σ, is the word w̃ =
an · · · a2a1, in other words, the same word backwards. Also the notation
w∼ can be used for clarity, for example in the case of (uv)∼ = ṽũ.
The word u ∈ Σ∗ is called a prefix or left factor (resp. suffix or right
factor) of the word w ∈ Σ∗ if w = uv (resp. w = vu) for some word v ∈ Σ∗.
The prefix (resp. suffix) is called proper, if v is non-empty. This prefix
relation (resp. suffix relation) is often written as u ≤pref w (resp. u ≤suf w)
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and the proper prefix (resp. suffix) relation as u <pref w (resp. u <suf w).
When w = uv (resp. w = vu) we also use the notation u = wv−1 for prefix
(resp. u = v−1w for suffix), which refers to the deletion of the word v from
the right (resp. left) of the word w. Generally, the word u ∈ Σ∗ is called a
factor of the word w ∈ Σ∗ if w = vuz for some words u, z ∈ Σ∗.
A word w ∈ Σ∗ is said to be primitive if it is not a power of any other
word, in other words, for w 6= ε, w = vi for some v ∈ Σ∗ implies that i = 1.
A word u is a root of word w, if w = ui for some integer i. If a root of word
w is primitive, we call it a primitive root of word w and use the notation
ρ(w). The primitive root of a given word is unique.
2.2 Languages
Any subset of Σ∗, i.e., any set of words, is called a language. A language that
does not contain the empty word ε is called ε-free. We denote languages
with capital letters, such as A,B,L,K,X, Y and Z. The notation |L| refers
to the cardinality of the language L.
For languages, we can apply set theoretic operations, such as union (A∪
B), intersection (A ∩ B), complement (A∁) and difference (A \ B). The
symmetric difference of languages A and B is the union of the differences
A \B and B \ A. For the symmetric difference we use the notation
A∆B = (A \B) ∪ (B \ A).
Catenation is extended for languages in a natural way, that isAB = {uv | u ∈
A, v ∈ B}. Similarly the power Ln is a shorthand for the catenation of L
with itself n times. The language L∗ is the monoid ∪i≥0L
i generated by L
and the language L+ is the corresponding semigroup ∪i≥1L
i generated by
L. The operation L∗ on language L is also called an iteration or the Kleene
star operation. We use the shorthand LI with integer set I for the language
∪i∈IL
i. Similarly L{2,3,5} will denote L2 ∪ L3 ∪ L5. The notations L≤n,














The reversal of a language L is defined naturally as the set of reversals
of the words in L
L̃ = L∼ = {w̃ ∈ Σ∗ | w ∈ L}.
2.2.1 Rational languages and finite automata
One important class of formal languages are the so-called rational languages,
or regular languages. This class is defined using the following rules:
• Singleton sets {ε} and {a} are rational languages for each letter a ∈ Σ.
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• If A and B are rational languages, then the catenation AB is a rational
language.
• If A and B are rational languages, then the union A ∪B is a rational
language.
• If A is a rational language, then the language A∗, i.e., the Kleene star
of A, is a rational language.
In other words, the class of rational languages is the smallest set of languages
that includes all singleton languages and is closed under catenation, union
and iteration operations.
It is a well known fact that rational languages are exactly those languages
that can be recognized with a finite automaton. In this work we use the
following definition of a deterministic finite automaton, or DFA.
Definition 2.1. A deterministic finite automaton (DFA) is a five tuple
A = (Q,Σ, δ, q0, F ),
where
• Q is a finite set of states,
• Σ is a finite alphabet,
• δ : Q× Σ → Q is a partial transition function,
• q0 is the initial state and
• F is the set of final states.
When the transition function δ is extended to the function δ∗ : Q×Σ∗ →
Q by defining
δ∗(q, ε) = q and δ∗(q, aw) = δ∗(δ(q, a), w)
for all words w ∈ Σ∗ and letters a ∈ Σ, we say that the automaton A
recognizes the language
L(A) = {w ∈ Σ∗ | δ∗(q0, w) ∈ F}.
Finite automata can be illustrated by graphs where states are drawn as
nodes and a transition function is drawn as labeled arrows between nodes.
We use the notation where the initial state is marked with an incoming
arrow and final states have a double circle around them. See Figure 2.1 for
an example.
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Figure 2.1: Deterministic finite automaton illustrated by a graph.
For each rational language L, there is more than one DFA which rec-
ognizes it. However, for a rational language L, the minimal DFA, the de-
terministic finite automaton with minimal number of states, is unique. We
use this fact when we use a computer program to manipulate languages.
Rational languages are represented by the DFAs that recognize them and
comparisons between rational languages are done using minimal DFAs.
For more about rational languages and finite automata see [32].
2.2.2 Factors
The left and right quotients of languages are defined as natural extensions
of corresponding notions on words.
L−12 L1 = {u ∈ Σ
∗ | vu ∈ L1 for some v ∈ L2}
L1L
−1
2 = {u ∈ Σ
∗ | uv ∈ L1 for some v ∈ L2}.
We use the notation Pref1(w) for the prefix of length 1 of a non-empty
word w, i.e., the first letter of the word. Similarly Prefn(w) and Sufn(w)
denote either the prefix and suffix of length n of word w, or w if |w| < n.
For languages we extend the notions of prefix and suffix as follows.
Pref1(L) = {Pref1(w) ∈ Σ | w ∈ L, |w| ≥ 1}
Prefn(L) = {Prefn(w) ∈ Σ
∗ | w ∈ L, |w| ≥ n}
Sufn(L) = {Sufn(w) ∈ Σ
∗ | w ∈ L, |w| ≥ n}
With Pref∗(L) (resp. Suf∗(L)) we refer to the set of prefixes (resp. suf-





i≥0 Sufi(L)). Note that this set includes also the empty word ε as
the trivial prefix (resp. suffix) of length 0. For sets of all prefixes and suf-
fixes excluding the empty word we use Pref+(L) and Suf+(L), respectively.
If there is no risk of confusion, we use just Pref(L) and Suf(L).
If we have w = uv (resp. w = vu) where v ∈ Σ∗ and u ∈ L for a given
language L, then we say that u is a left L-factor (resp. right L-factor) of
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w. If w = u1 · · · un for some sequence of words ui ∈ L for given language
L, then we say that this sequence is an L-factorization of word w. If the
word w can be expressed as a sequence w = u1 · · · unv with ui ∈ L and v ∈
Pref∗(L), then we call this sequence a left L-factorization of w. Respectively,
a sequence w = vun · · · u1 with ui ∈ L and v ∈ Suf∗(L) is called a right L-
factorization of w.
2.2.3 Codes
If a language L is such that all words in L∗ have a unique L-factorization,
then we say that L is a code. This means that for all n,m ≥ 1 and words
u1, . . . , un, v1, . . . , vm the condition
u1 · · · un = v1 · · · vm
implies that
n = m and ui = vi for all 1 ≤ i ≤ n.
It is worth noting that a code can never contain the empty word.
There are some special types of codes which we use in this work. A
language L is a prefix set or prefix, if no word in L is a proper prefix of
another one. The only prefix set containing the empty word is {ε} and
all other prefix sets are codes, see [1]. These codes are called prefix codes.
Similarly a language is a suffix set or suffix, if no word in it is a proper suffix
of another. All suffix sets, except {ε} are suffix codes. If a language is both
a prefix and a suffix code, we call it a biprefix code or bifix code.
If every word in language L has the same length, L is said to be a uniform
language. Uniform languages are a special case of biprefix codes.
2.2.4 Some properties of languages
The set ℘(Σ∗) of all subsets of Σ∗, in other words all languages over alphabet
Σ, is a semiring. A semiring is an algebraic structure with two operations. In
this case the multiplication operation is the catenation and as commutative
addition we have the union operation. The empty set ∅ is the identity
element for the union operation and for the catenation operation it is the
zero, i.e., ∅ ·L = L · ∅ = ∅. The identity element of the catenation operation
on the other hand is the set {ε}. The symbol ∪ is commonly used for the
union operation, but in this work we often use the addition symbol + to
underline the semiring structure of ℘(Σ∗).
A language R is called a root of language L, if L = Ri for some integer i.
The language R is said to be a minimal root of L, if R is a root of L and R
is the only root of itself. In other words, if R = Kj for some integer j, then
K = R and j = 1. If R is the unique minimal root of L, then it is called the
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primitive root and we use the notation R = ρ(L). We must note that not all
languages necessarily have a primitive root. Let us consider the following
example from [5]. Let L = {ai | 0 ≤ i ≤ 30, i 6= 1, 8, 11, 23}. This language
has two minimal roots X and Y such that L = X2 = Y 2. Namely X =
{ai | i = 0, 2, 3, 7, 10, 12, 14, 15} and Y = {ai | i = 0, 2, 3, 7, 12, 13, 14, 15}. If
these languages had proper roots, these roots would be their subsets, since
the empty word is in both of them. On the other hand, if they had a common
root ρ, then the word aaa should be the longest word in ρ, since it is the
only available proper root of the word a15 = (a3)5, the longest word of both
X and Y . However, such a root does not exist. Languages in some special
classes do have unique primitive roots. For example, the set of all prefix
codes is a free semigroup (see [28]) and hence each prefix code has a unique
primitive root. On the other hand, whether a primitive root exists for all
codes is an open problem, see [15].
The freeness property of the set of all prefix codes will be used later in
this work and we state it here formally as a theorem. For the proof see [28].
Theorem 2.1. The family of all prefix codes is a free monoid.
Note that the set {ε} is the unit element of the monoid of all prefix codes
and this is the only element of that monoid that includes the empty word.
The same result holds naturally also for suffix codes and biprefix codes. We
say that the prefix code L is indecomposable, if for prefix codes A and B
the equation L = AB implies that either A = L and B = {ε} or A = {ε}
and B = L. In other words, the language L cannot be decomposed into
two non-unit prefix code factors. Similarly we use the term indecomposable
with suffix and biprefix codes.
The language L is called periodic if all of its words are powers of the
same word, i.e., if L ⊆ t∗ for some word t ∈ Σ∗.
For a word we can apply a special operation called circular shifting. This
operation moves the first letter of a word to the end of the same word. For
example circular shifting maps the word abbab to the word bbaba. Shifting
can also be done several times, letter by letter, or in the opposite direction
as reversed circular shifting. On languages we can apply circular shifting
by doing the circular shifting simultaneously on all words in the language.
The circular shifting maps for example the language {ab, bba, aaba} to the
language {ba, bab, abaa}. However, in this work we will use circular shifting
mainly on languages where all words begin with a common letter. In this
case language aL is mapped to the language La. For example, the language
{a, aba, aabb, abaa} maps to {a, baa, abba, baaa}.
Words can be ordered using a variety of orders. The lexicographical order
<lex on the set Σ
∗ is a total order defined as an extension of a total order
< on the alphabet Σ. The lexicographical order is defined so that for words
u, v ∈ Σ∗ we have u <lex v if and only if u is a proper prefix of v or u = ws
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and v = wt for some words w ∈ Σ∗, s, t ∈ Σ+ and Pref1(s) < Pref1(t). This






Commutation of languages X and Y is defined with a simple equation
XY = Y X.
The equality of languages XY and Y X is relatively easy to check, for ex-
ample, for given rational languages X and Y . However, it seems to be very
hard to find general rules for when two given languages commute.
In combinatorics on words we have the following well known result [24].
Theorem 3.1. Let u and v be two words in Σ∗. Then uv = vu if and only
if there exists a word t in Σ∗ such that u, v ∈ t∗.
The same kind of result holds for languages only in some special cases,
but general rules for the commutation of languages are not likely to be found.
To understand the difference between commutation of words and com-
mutation of languages, we can think of the commutation of languages at the
level of words. If languages X and Y commute for all words x1 ∈ X and
y1 ∈ Y , then there exist words x2 ∈ X and y2 ∈ Y , such that
x1y1 = y2x2
and words x3 ∈ X and y3 ∈ Y , such that
y1x1 = x3y3.
Compared to the commutation of words, the commutation of languages gives
a dependency between several words, not just two of them, and is hence more
complicated.
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It is easy to see the difference in difficulty between commutation of words
and languages with the following example from [6]. Let X and Y be lan-
guages:
X = {a, aa, aaa, ab, aba, b, ba},
Y = {a, aaa, ab, aba, b, ba}.
These two languages commute, but it is not obvious. As we can see from
this example, the commutation is not necessarily a result from some clear
structure in languages.
3.2 The centralizer and its properties
We fix one of the languages in the commutation equation XY = Y X and
focus on the maximal solution of this equation. We call the maximal solution
the centralizer and define it as follows.
Definition 3.1. The monoid centralizer or ∗-centralizer of a given language
L over alphabet Σ is the maximal subset of the monoid Σ∗ with respect to
union, which commutes L. The monoid centralizer of L is denoted by C∗(L).
In this work, however, we mostly consider the semigroup centralizer,
defined as follows.
Definition 3.2. The semigroup centralizer or +-centralizer of a given lan-
guage L over alphabet Σ is the maximal subset of the semigroup Σ+ with
respect to union, which commutes with L. The semigroup centralizer of L
is denoted by C+(L).
Next we show that both of these centralizers exist for every language L
and that they are unique. For any given language L there always exists a
language which commutes with it. Especially, languages L∗, L+ and Li for
any integer i are such languages. Also the semigroup Σ+ always includes
subsets which commutes with L. If ε /∈ L, at least L+ is such a subset, and
if ε ∈ L, then Σ+L = Σ+ = LΣ+ and even Σ+ itself commutes with L.
Now the union of all languages which commute with L
⋃
{A ⊆ Σ∗|AL = LA}



















hold for catenation and union operations and any index set I. The fact that
this union includes all languages which commute with L implies that it is
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the unique maximal language which commutes with L, i.e., the centralizer
C∗(L). Hence the centralizer C∗(L) exists and is unique.
The uniqueness and existence of the semigroup centralizer C+(L) is
proved similarly by replacing the monoid Σ∗ by the semigroup Σ+.
It is also useful to notice that the notion of a centralizer here is slightly
different from the usual meaning of a centralizer in algebra. In algebra the
centralizer is defined using elementwise commutation and the centralizer of
a given element x is the set of all elements commuting with it. In the case of
languages, i.e., in the semiring ℘(Σ∗) of all languages over alphabet Σ, this
would mean the set COM(L) = {A ⊆ Σ∗|LA = AL}, using the notation
of [29]. However we will call the largest element of the set COM(L) the
monoid centralizer of the language L. In his book [7], Conway introduced the
centralizer originally with the name normalizer, which is not very accurate
either. Several basic results and conjectures on the commutation equation
were formulated in [30]. During the last few years the commutation equation
and its largest solutions have been under extensive research.
Next we introduce some basic properties of the above centralizers.
Theorem 3.2. For each language L the monoid centralizer C∗(L) is a
monoid and the semigroup centralizer C+(L) is a semigroup.
Proof. A language A is a monoid (resp. a semigroup) if and only if A = A∗
(resp. A = A+). We will prove the claim for the ∗-centralizer. For the
+-centralizer the claim is proved similarly.
First we show by induction on n that C∗(L)
nL = LC∗(L)
n for every
n ≥ 0. First of all
C∗(L)
0L = {ε}L = L = L{ε} = LC∗(L)
0.








n for every n ≥ 0 and, by the distributive law, the
union of all these powers, i.e., C∗(L)
∗ also commutes with L. Since C∗(L)
is the greatest language commuting with L, C∗(L)
∗ must be included in it.
The inclusion in the opposite direction is trivial and hence
C∗(L)
∗ = C∗(L),
and the centralizer C∗(L) is a monoid.
Theorem 3.3. If ε ∈ L, then C∗(L) = Σ
∗ and C+(L) = Σ
+.
Proof. If ε ∈ L, then Σ∗L = Σ∗ = LΣ∗ and Σ+L = Σ+ = LΣ+. Hence
languages Σ∗ and Σ+ are maximal subsets of monoid Σ∗ and semigroup Σ+
commuting with L, respectively.
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We will simply use the notation C(L) for the centralizer of L when there
is no risk of confusion or when a result holds for both monoid and semigroup
centralizers. We will mainly consider the +-centralizer if not mentioned oth-
erwise. Results for ∗-centralizers seem to be in most cases either trivial or
obtained in a similar way to results for +-centralizers. However, the connec-
tion between these two centralizers is unknown and no nontrivial relation
between them has been found. There are four different cases depending on
which one of these centralizers is considered and whether the empty word ε
is in L.
The cases with ε ∈ L are covered in Theorem 3.3. The case ε /∈ L with
+-centralizer is considered here. Most of the results for +-centralizers can be
applied almost analogously to the ∗-centralizers, by keeping in mind the fact
that we want to find the maximal subset of Σ∗ instead of Σ+. For example,
in some situations we must use the set of prefixes Pref∗(L) instead of its
ε-free counterpart Pref+(L) or the monoid L
∗ instead of the semigroup L+.
This does not necessarily mean that C∗(L) would be C+(L) ∪ {ε}. In fact,
for example if L = {a, ab, ba, bb}, then C∗(L) = Σ
∗ and C+(L) = Σ
+ \ {b},
as noted in [20]. Generally it is not known whether in general a problem on
one of these centralizers can be reduced to a problem on the other.
The following result holds for both semigroup and monoid centralizers
and hence we use the notation C(L) instead of C∗(L) or C+(L).
Theorem 3.4. The centralizer of a language L is also the centralizer of the
language L+, i.e.,
C(L) = C(L+).
Proof. Since C(L) commutes with L, it clearly, by induction, commutes also
with Ln for every integer n ≥ 1. This implies, again by the distributive law,
that it commutes also with L+ =
⋃
n≥1 L
n. Hence the inclusion C(L) ⊆
C(L+).
On the other hand, we know that L ⊆ L+ ⊆ C(L+) and that C(L+) is a
semigroup. Hence C(L+)L∗ ⊆ C(L+) and




The inclusions naturally hold also the other way, with the same reasoning.
Hence C(L+) commutes with L and is included in C(L), the maximal set
commuting with L.
As a conclusion we obtain the claim C(L) = C(L+).
We must note that the centralizers C(L) and C(L∗), in both monoid and
semigroup cases, are not equal in general. That is because the language L∗





The definition of the centralizer is simple, but it is not always an easy
task to find it. We can set some lower and upper bounds for the centralizer,
see [6].
Theorem 3.5. Let L ⊆ Σ+. The equation
L+ ⊆ C(L) ⊆ Pref(L+) ∩ Suf(L+)
holds and gives bounds for the centralizer C(L). Note that when we are
considering the +-centralizer, we interpret Pref(L+) and Suf(L+) as ε-free
prefixes and suffixes of L+, and for the ∗-centralizer, the empty word is also
included.
Proof. The lower bound is clear, since L+ always commutes with L. The
upper bound can be proved by checking inclusions in both Pref(L+) and
Suf(L+) separately. We will consider the prefix case, the suffix case being
dual.
For every integer n ≥ 1 and words z1 ∈ C(L) and x1, . . . , xn ∈ L, there
exist words z2, . . . , zn+1 ∈ C(L) and y1, . . . , yn ∈ L such that
zixi = yizi+1,
where 1 ≤ i ≤ n. This implies that equation
z1x1 · · · xn = y1 · · · ynzn+1
holds. Since ε /∈ L, the length of every word yi is positive and so for n big
enough we have |yi · · · yn| ≥ |z1|. Hence z1 ∈ Pref(L
+) for every word z1 in
the centralizer and so C(L) ⊆ Pref(L+).
In most cases the centralizer of L is a proper subset of Pref(L+) ∩
Suf(L+).
Example 3.1. Let us take the finite language L = {a, bb, aba, bab, bbb} as an
example. It is obvious that the word b is in the language Pref(L+)∩Suf(L+).
However, the word ab, that is catenation of a ∈ L and b, does not have a
right factor in the language L and hence cannot be in the language C(L)L.
In other words L{b} 6⊆ C(L)L. Thus the word b is not in the centralizer of
L and the centralizer is clearly a proper subset of Pref(L+) ∩ Suf(L+). We
will use this same language L later in example 3.4 and show that in fact the
centralizer C+(L) is the language L
+.
Example 3.2. As another example we use the language L = {a, ab, ba, bb},
which was introduced after Theorem 3.3 and which we will consider again
in examples 3.3 and 3.5. For this language, the set Pref+(L
+) ∩ Suf+(L
+)
is the whole of Σ+ = {a, b}+. However, as was mentioned earlier, the cen-
tralizer is C+(L) = Σ
+ \ {b}. In this case both inclusions in the statement
of Theorem 3.5 are proper.
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Another, slightly more accurate approximation can be given for the lower
bound, as mentioned in [10].
Theorem 3.6. For the set
SL = {w ∈ Σ
+ | wL,Lw ⊆ LL+}, (3.1)
the inclusions L+ ⊆ SL ⊆ C+(L) hold.
Proof. The first inclusion L+ ⊆ SL is clear from the definition of SL. By
the definition of SL, it is also clear that SLL ⊆ LL
+ ⊆ LSL and LSL ⊆
LL+ = L+L ⊆ SLL. Hence LSL = SLL, in other words, SL commutes with
L and is included in the centralizer C(L).
Based on some examples that we have computed, the +-centralizer typ-
ically seems to be one of the languages L+, SL or Σ
+. However, there are
also languages which have totally different centralizers.
Example 3.3. As an example of the case where the inclusion SL ⊆ C(L)
is proper, we can again take a look at the language L = {a, ab, ba, bb} from
Example 3.2. The centralizer is C+(L) = Σ
+ \ {b}. However C+(L) and SL
are different, since for example bab ∈ C+(L), but bab · bb /∈ LL
+ implying
that bab /∈ SL.
Here the set SL is defined as a set of words with a certain property.
However, it is also possible to give an explicit formula for SL. We also see
that this language SL is rational, if language L is rational.
Theorem 3.7. The language SL = {w ∈ Σ
















Proof. We start with the definition of SL in formula (3.1). Since
w ∈ SL ⇐⇒ (∀a ∈ L)(aw ∈ LL
+ ∧ wa ∈ LL+),
we have the complement
w /∈ SL ⇐⇒ (∃a ∈ L)(aw /∈ LL
+ ∨ wa /∈ LL+)
⇐⇒ (∃a ∈ L)(aw ∈ Σ+ \ LL+ ∨ wa ∈ Σ+ \ LL+).
The complement of SL can now be given as
Σ+ \ SL = {w ∈ Σ
+ | (∃a ∈ L)(aw ∈ Σ+ \ LL+)}


























The following results show that the size of the alphabet is not impor-
tant when studying the commutation of languages. We can assume that
alphabet Σ is the binary alphabet Σ2 = {a, b}, since an arbitrary finite
n-letter alphabet Σn = {a1, a2, . . . , an} can always be encoded to a binary
one in such a way that the centralizer is preserved. We use the notation
Γn = {ab
ia | i = 1, 2, . . . , n}, so that Γn ⊆ Σ
∗






n, ψ(ai) = ab
ia.




n, it has an inverse mapping
ψ−1 : Γ∗n → Σ
∗
n, which is also bijective.
Lemma 3.1. For any languages X,Y ⊆ Σ∗n the implication
XY = Y X =⇒ ψn(X)ψn(Y ) = ψn(Y )ψn(X)
holds. In other words, the encoding ψn preserves commutation.
Proof. Since ψn is a morphism, the result is straightforward. If X and Y
commute, then
ψn(X)ψn(Y ) = ψn(XY ) = ψn(Y X) = ψn(Y )ψn(X).
Lemma 3.2. For any languages X,Y ⊆ Γ∗n the implication
XY = Y X =⇒ ψ−1(X)ψ−1(Y ) = ψ−1(Y )ψ−1(X)
holds.
Proof. This result is also straightforward, since ψ is a bijective morphism.


























This contradicts the assumption XY = Y X. Hence ψ−1(X) and ψ−1(Y )
commute also.
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Lemma 3.3. For any languages L ⊆ Γ∗n and X ⊆ Σ
∗
2, if L and X commute,
then X ⊆ Γ+n .
Proof. Assume that LX = XL. Then X is a subset of the centralizer C(L),
which is a subset of (Pref(L+) ∩ Suf(L+)) \ {a} ⊆ Γ+n . Hence X is also a
subset of Γ+n .
Theorem 3.8. Any language L over an n-letter alphabet Σn can be en-
coded by a morphism ψ into a 2-letter alphabet Σ2 so that the centralizer is
preserved, in other words, so that C(ψ(L)) = ψ(C(L)).
Proof. Let L be an arbitrary language over Σn. We use the same morphism
ψ as in the previous lemmas. Naturally ψ(L) and ψ(C(L)) are subsets of
Γ+n . From Lemma 3.3 we note that also C(ψ(L)) ⊆ Γ
+
n . Then by Lemma 3.1
ψ(C(L)) commutes with ψ(L) and hence ψ(C(L)) ⊆ C(ψ(L)). On the other
hand, by Lemma 3.2 ψ−1(C(ψ(L))) commutes with ψ−1(ψ(L)) = L and
hence ψ−1(C(ψ(L))) ⊆ C(L) and furthermore C(ψ(L)) ⊆ ψ(C(L)).
So, in conclusion, C(ψ(L)) = ψ(C(L))
This implies that when we study the centralizer of a language L over an
arbitrary finite alphabet, we can encode L into a binary alphabet and study
the centralizer of the encoded language. Hence we can concentrate on the
study of centralizers of binary languages without losing generality.
3.3 Conway’s problem
There is one interesting problem on centralizers that has drawn wide atten-
tion recently. This so-called Conway’s problem was originally introduced in
1971 by J.H. Conway in [7], and remained open for more than 30 years.
Conway’s problem. Is the centralizer of a rational language always
rational?
The problem has been studied in several papers. Many basic results and
conjectures are from [30]. A positive answer was given for several special
cases. In [6] for languages with at most two elements, for rational codes
in [15] and for three-element languages in [16]. A positive answer was aslo
given for languages with certain special elements [26]. For the general case,
it was proved that the centralizer of a recursive language has a recursively
enumerable complement [20].
The problem was finally solved in 2004 by M. Kunc [22]. He proved that
the general answer was negative in a very strong sense. He showed that the
centralizer of a rational language need not be even recursively enumerable.
He continued by showing that there even exist finite languages having non-
recursively enumerable centralizers [23]. The proof is done by constructing
a language encoding computations of a given Minsky machine [27].
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Later in 2005 E. Jeandel and N. Ollinger gave another proof of the exis-
tence of rational languages with non-recursively enumerable centralizers [11].
Their proof is based on Kunc’s argument, but their construction is more in-
tuitive. For example, instead of Minsky machines, they use Post tag systems,
which are closer to the way centralizers work. The proof is formulated as a
combinatorial game between two players.
3.4 Fixed point approach for commutation
We describe a method for finding the centralizer of a given rational language.
This so-called fixed point approach has been previously introduced for exam-
ple in [12] and in [10]. It seems that for most rational languages this gives
us a method to compute the centralizer of a rational language. However for
some languages this method does not terminate, even if the language itself
is finite and the centralizer is a simple rational language. In any case, this
approach gives us a sequence of upper bounds for the centralizer and this
sequence converges to the centralizer.
The main idea of this approach is to define a mapping ϕL : ℘(Σ
∗) −→
℘(Σ∗), which has the centralizer C(L) as a fixed point for a given language
L. Our mapping is such that when we start from a language X0, which
includes the centralizer, and use this mapping repeatedly, each step gets us
closer to the fixed point, the centralizer. In most cases the fixed point is
reached in a finite number of steps, but unfortunately, as we shall see, in
some cases the sequence of steps is infinite.
Let L be an ε-free language. Let us define a sequence of languages Xi
by setting recursively
X0 = Pref(L
+) ∩ Suf(L+) (3.3)
and
Xi+1 = Xi \ (L
−1(LXi∆XiL) ∪ (LXi∆XiL)L
−1), i ≥ 0. (3.4)
Intuitively this means that we find from languages LXi and XiL all words
that are not in both languages, in other words, those words that make
L and Xi not commute. Then by taking left and right quotients we find
corresponding words of Xi. These words are removed from Xi to obtain the
language Xi+1.





for the infinite intersection of all languages Xi.
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Theorem 3.9. The language Z is the centralizer C(L) of a given ε-free
language L.
Proof. For every integer i ≥ 0 we obtain the language Xi+1 by taking some
elements away from the previous language Xi. Hence it is clear, that Xi+1 ⊆
Xi. In Theorem 3.5 we already noted, that C(L) ⊆ X0. Now if C(L) ⊆ Xi
for some index i, then
C(L)L = LC(L) ⊆ LXi ∩XiL,
and hence
C(L)L ∩ (LXi∆XiL) = ∅,
and further
C(L) ∩ (L−1(LXi∆XiL) ∪ (LXi∆XiL)L
−1) = ∅.
This means that also C(L) ⊆ Xi+1. By induction C(L) ⊆ Xi for every
index i ≥ 0 and hence the centralizer is also included in the intersection of
languages Xi, i.e., C(L) ⊆ Z.
Next we show that ZL = LZ and Z ⊆ C(L) by the maximality of C(L).
If ZL and LZ were not equal, then there would exist a word w ∈ Z, such
that either wL 6⊆ LZ or Lw 6⊆ ZL. By symmetry, we assume the former case
holds. By the definition of Z, this means that for some l ∈ L and beginning
from some index k there is wl /∈ LXi, when i ≥ k. However, w ∈ Z ⊆ Xi
for every i ≥ 0, especially for k, and hence wl ∈ XkL. This means that
wl ∈ LXk∆XkL and then w ∈ (LXk∆XkL)L
−1. Thus w /∈ Xk+1 and
w /∈ Z, which contradicts the assumption.
This proves that Z = C(L).
Formula 3.4 defines the next step of iteration, when the previous one is
given. Therefore it can be viewed as the mapping ϕL : ℘(Σ
∗) −→ ℘(Σ∗),
ϕL(X) = X \ (L
−1(LX∆XL) ∪ (LX∆XL)L−1). (3.6)
The fixed points of this mapping are exactly those languages X fulfilling the
condition XL∆LX = ∅, that is all languages commuting with language L.
Hence the centralizer C(L) is the maximal fixed point of mapping ϕL.
The centralizer of L can be found by starting from X0 and using the
mapping ϕL iteratively, until the set LXi∆XiL is empty, in other words,
until Xi+1 = Xi. Our computations on several examples lead us to believe
that for many rational languages this gives the centralizer in just a few steps,
around six or less. However, there also exist rational languages for which
centralizer cannot be reached in a finite number of steps with this method.
In these cases the centralizer is unfortunately reached only as the limit of
formula 3.5.
As the initial language X0 we can use any language that contains the
desired centralizer as a subset. In fact, we obtain the following theorem.
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Theorem 3.10. For an arbitrary initial language X0, the language Z =
∩i≥0Xi is the maximal language which commutes with L and is subset of
X0.
Proof. We can use the same proof as for Theorem 3.9. In the proof we
replace the centralizer C(L) with the maximal language that commutes with
L and is contained in X0. The proof shows that if this maximal language
is subset of Xi then it is contained also in Xi+1 and hence in the language
Z = ∩i≥0Xi.
This theorem shows that whatever language we choose asX0, this method
always searches the maximal language that commutes with L and is subset
of the initial language X0. As we shall later show the chosen initial language
can make a difference as to whether the computation of this method halts
or not.
It is also important to note that if we choose to use operators Pref+ and
Suf+ in formula 3.3, while defining the starting pointX0, then the centralizer
we obtain is the semigroup centralizer C+(L). On the other hand, if operators
Pref∗ and Suf∗ are used, then the result is the monoid centralizer C∗(L).
If the centralizer of a rational language is reached in a finite number
of steps, then it is a finite intersection of languages achieved from rational
language with rational operations, and hence it is rational itself. However, if
the centralizer is reached only as the limit, then the rationality is not guar-
anteed, since the infinite intersection might result in the loss of rationality.
For example languages
Ai = {a
2k |1 ≤ k ≤ i} ∪ a2
i
a+, i = 1, 2, 3, . . .




Ai = {a, a
2, a4, a8, a16, . . .} = {a2
i
|i = 1, 2, 3, . . .}
is not.
This means that the fixed point approach does not give the final answer
to the question on the rationality of the centralizer of a rational language.
For the complement of the centralizer of a rational language we, however,
obtain the following result.
Theorem 3.11 ([19],[20]). The complement of the centralizer C(L) of the
rational language L is recursively enumerable.
Proof. The fixed point approach gives us a semialgorithm, which tells us,
whether the given word is in the language Σ+ \ C(L). This semialgorithm
halts for every input word from this language, since for each such word there
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exists an index k ≥ 0 for which w /∈ Xi, whenever i ≥ k. However, if the
input word is in the centralizer, the procedure does not necessarily halt. In
fact, in that case the procedure halts only if the iteration reaches some fixed
point, which in this case is the centralizer.
Formula 3.4 uses the symmetric difference ∆, but both of its occurences
can be replaced by a simple difference.
Theorem 3.12. The iteration step in the fixed point approach can be written
without symmetric the differences as
Xi+1 = Xi \
(




Proof. Symmetric differences in the original formula can be written as unions
of ordinary differences:
Xi+1 = Xi \
(





L−1 ((LXi \XiL) ∪ (XiL \ LXi))




Right and left quotients can be taken separately:
Xi+1 = Xi \
(
L−1 (LXi \XiL) ∪ L
−1 (XiL \ LXi)
∪ (LXi \XiL)L




Next we notice that, since XiL \LXi does not include any words from LXi
and respectively LXi \XiL does not include words from XiL, their left and
right quotients, respectively, do not have any words in Xi, i.e.,
L−1 (XiL \ LXi) ∩Xi = ∅
and
(LXi \XiL)L
−1 ∩Xi = ∅.
Hence corresponding terms can be ignored in the formula and we obtain
Xi+1 = Xi \
(





In this section we consider the centralizer of a finite singular language.
The notion of (left) singular languages was first introduced by Ratoandro-
manana [30]. We call a language L (left) singular if there exists a word
v ∈ L such that vΣ∗ ∩ (L \ {v})Σ∗ = ∅. In other words this means that in L
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there exists a special word v that is not a proper prefix of any other word in
L and that doesn’t have any other word of L as its proper prefix. A third
way to express this is to say that v is incomparable in L with respect to the
(proper) prefix relation. In this case the word v is said to be (left) singular
in L. Notions of right singular languages and words are defined dually. In
particular, we note that the only singular language containing the empty
word is the language {ε}. The following theorems hold also in that case.
However, we consider here only languages that do not include the empty
word.
In [14], Karhumäki, Latteux and Petre define a slightly different notion.
For a language L ⊆ Σ+ they call a word v ∈ L weakly singular in L if
vL∗ ∩ (L \ {v})L∗ = ∅. The language L is called weakly singular if it has a
weakly singular word v. Every singular language is also weakly singular.
The connection between the notions of weakly singular and singular lan-
guages is the same as the connection between the notions of code and prefix
code. In fact, a language L is a prefix code if and only if every word in L is
singular in L and the language L is a code if and only if every word in L is
weakly singular in L.
We formulate as a lemma the following simple observation.
Lemma 3.4. Let w be a left singular word in L. Then for any word y ∈ Σ∗
and language Y ⊆ Σ∗, the inclusion wy ∈ LY implies that y ∈ Y .
Proof. Since w is left singular in L, the only possible left L-factor of wy
is the word w. Hence the only way to factorize wy in LY is w ∈ L and
y ∈ Y .
For languages that commute with a singular language we find the fol-
lowing result.
Theorem 3.13. Let a word v be singular in L. If LX = XL and w ∈ X,
then, for some integer n ≥ 0, there exist words t ∈ Ln and u ∈ Suf(L) such
that w = ut and uLn ⊆ X.
Proof. If w ∈ X and v is singular in L, then the equation LX = XL implies
vw ∈ XL and vwv−11 ∈ X for some v1 ∈ L. Repeating this n times we get
vnw(vn · · · v2v1)
−1 ∈ X, vi ∈ L,
where t = vn · · · v2v1 and w = ut. This factorization is illustrated in
Figure 3.1. Then vnu ∈ X for some integer n ≥ 0 and word u ∈ Suf(L) ∩
Pref(w). Since v is singular in L, we see, by Lemma 3.4, that for every
s ∈ Ln, we have
vnus ∈ XLn = LnX =⇒ us ∈ X.






Figure 3.1: Factorization of vnw.
Since C(L) is a semigroup and L ⊆ C(L), we even have that uLnL∗ ⊆
C(L).
For every proper suffix ui ∈ Suf∗(L), i.e., a word that is a proper suffix of
some word in L, (including the empty word ε), there either exists a minimal
integer ni, for which uiL
ni ⊆ C(L), or then uiL
n 6⊆ C(L) for every integer
n ≥ 0. Theorem 3.13 implies that every word w ∈ C(L) belongs to a set
uiL
niL∗, where ui is such that the integer ni is minimal. Note that here
and in the following theorem we can use either the monoid or semigroup
centralizer. The integers ni depend on the centralizer used.
We recall the following result from [10].
Theorem 3.14. A finite singular language L has a rational centralizer.
Moreover, the centralizer is even finitely generated.
Proof. If the language L is finite, then the set of its proper suffixes is also
finite. If we use the notation I for the set of indices i of those suffixes ui















Here the language G is finite. Furthermore, L ⊆ G, since if we choose u0 = ε,
then n0 = 1 and hence u0L
n0 = ε · L = L ⊆ G.
Since C(L) is a semigroup and L is included in G, we get
C(L) = C(L)+ = (GL∗)+ = (L+G)+ = G+.
Next we introduce two finite singular languages as examples and use the
construction of Theorem 3.14 to find their semigroup centralizers. In fact,
these two examples are the same languages that we have already used in
Examples 3.1, 3.2 and 3.3.
26
Example 3.4. In the language L = {a, bb, aba, bab, bbb} the word bab is
singular. First we take the set of proper suffixes, which is Suf∗(L) =
{ε, a, b, ab, ba, bb}. We will discuss all of these words ui separately and decide
if there exists minimal numbers ni for them.
u0 = ε : ε · L ⊆ C+(L) =⇒ n0 = 1
u1 = a : a ∈ L ⊆ C+(L) =⇒ n1 = 0
u2 = b : b · a
n · a /∈ LC+(L) = C+(L)L =⇒ b · a
n /∈ C+(L), for all n ≥ 0.
This means that for any integer n ≥ 0 we have u2L
n * C+(L). Hence
2 /∈ I.
u3 = ab : a · ab · (bab)
n /∈ Suf(L+) =⇒ aab(bab)n /∈ C+(L)
=⇒ aab(bab)n /∈ LC+(L) =⇒ ab(bab)
n /∈ C+(L), for all n ≥ 0.
Hence 3 /∈ I.
u4 = ba : ba · a
n · a /∈ LC+(L) =⇒ ba · a
n /∈ C+(L), for all n ≥ 0,
and hence 4 /∈ I.
u5 = bb : bb ∈ L ⊆ C+(L) =⇒ n5 = 0.
Hereby I = {0, 1, 5} and G =
⋃
i∈I uiL
ni = ε ·L+ a+ bb = L. This gives us
the finitely generated centralizer
C+(L) = GL
∗ = LL∗ = L+.
Example 3.5. As the second example we consider the language L = {a, ab, ba, bb},
for which we already mentioned that the centralizer is C+(L) = Σ
+ \ {b} 6=
L+. The set of proper suffixes is {ε, a, b}. We conclude that:
u0 = ε : ε · L ⊆ C+(L) =⇒ n0 = 1.
u1 = a : a ∈ L ⊆ C+(L) =⇒ n1 = 0.
u2 = b : b /∈ C+(L) =⇒ n2 6= 0
b · a ∈ L ⊆ C+(L),
b · ab ∈ C+(L),
b · ba ∈ L2 ⊆ C+(L)
b · bb ∈ C+(L)
bL ⊆ C+(L) =⇒ n2 = 1
Hence I = {0, 1, 2} and G = ε · L+ a+ bL = {a, ab, ba, bb, bab, bbb}. So the
centralizer is indeed
C+(L) = GL
∗ = G+ = {a, ab, ba, bb, bab, bbb}+ = Σ+ \ {b}.
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An even more interesting example is the following generalization of Ex-
ample 3.5.
Example 3.6. Let us consider languages Ln = Σ
≤n \ (an + b<n). Now, for
example, with n = 2 we obtain the language of Example 3.5 and with n = 3
we have the language
L3 = {a, aa, ab, ba, aab, aba, abb, baa, bab, bba, bbb}.
We shall show that the centralizer of the language Ln is
C+(Ln) = Σ
+ \ b<n.
Firstly, it is easy to see that words bi are not in the centralizer when
i < n. If they were, the word a · bi would be in LnC+(Ln) = C+(Ln)Ln,
which is not the case since any proper suffix of abi is not in Ln.
Next we see that Σ+ \ b<n commutes with Ln. It is easy to see that
Σ∗(Σ≤n \ b<n) = Σ+ \ b<n = (Σ≤n \ b<n)Σ∗.
Now we can use these equations to obtain







= (Σ+ \ b<n)(Σ≤n \ b<n)
= (Σ≤n \ b<n)Σ∗(Σ≤n \ b<n)










Hence the centralizer is C+(Ln) = Σ
+ \ b<n.
As the language Ln is singular, we also know that the centralizer is




From this example we can draw the following conclusion.
Theorem 3.15. For any positive integer n there exists a language Ln such
that the centralizer is C+(Ln) = Σ
+ \ A where the cardinality of A is n.
3.6 Conway’s problem for 4-element sets
As was mentioned earlier, Conway’s problem has been proved to have a
positive answer for languages with at most three elements, [6, 16]. In these
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cases the centralizer has only two simple possibilities. It is always either ρ+
for some primitive word ρ or L+, where L is the language considered.
For four element sets the case is dramatically different. The centralizer
does not need to be ρ+ or L+. It is not necessarily even ρ(L)+. One easy
example, has already been mentioned, is the language L = {a, ab, ba, bb}.
This language has the centralizer C(L) = Σ+ \{b} = {a, ab, ba, bb, bab, bbb}+,
which is clearly not of any of the forms mentioned. There is an infinite
number of such four element languages. For example, languages of the form
Ln = {a, bb, ab(bb)
n, (bb)nba}, n ≥ 0
have the semigroup centralizers
C+(Ln) = {a, bb, ab(bb)
n, (bb)nba, (bb)nbab(bb)n, bbb(bb)n}+.
We also note that these languages Ln are also very different in the sense
that they cannot be obtained as morphic images of one another. However,
they are all morphic images of the language {a, bb, abc, cba} over the three
letter alphabet.
In this section we analyze languages with four elements and find the
solution to Conway’s problem for most of them. We also give some reasons
for the difference between four element sets and smaller sets. We start by
recalling a result from [18]. This result is intuitively easy to understand, but
a detailed proof is more complicated. The result was originally proved for
the semigroup centralizer, but here we have extended it also for the monoid
centralizer.
We say that the language L is branching, if it has words starting with
different letters. In other words, if there are words u, v ∈ L such that
Pref1(u) 6= Pref1(v).
Theorem 3.16. For any non-periodic ε-free language L, there exists a
branching language L′ such that C+(L) (or C∗(L)) is rational if and only
if C+(L
′) (resp. C∗(L
′)) is rational. Moreover, C+(L) = L
+ if and only if
C+(L
′) = L′+ (resp. C∗(L) = L
∗ if and only if C∗(L
′) = L′∗).
Proof. If language L is branching, we can choose L′ = L and we are done.
If L is not branching, then all words in L start with same letter, in
other words, we have L = aL1 for some letter a and language L1. Since
C+(L) ⊆ Pref+(L
+) (resp. C∗(L) ⊆ Pref∗(L
+)), we note that C+(L) =
aY (resp. C∗(L) = aY ∪ {ε}) for the same letter a and some language
Y . Now since L and C+(L) (resp. C∗(L)) commute, we obtain aL1aY =
aY aL1 (resp. aL1(aY ∪ {ε}) = (aY ∪ {ε})aL1) and also L1aY a = Y aL1a
(resp. L1a(Y a∪ {ε}) = (Y a∪ {ε})L1a). This implies that Y a ⊆ C+(L1a) =
Za (resp. Y a∪ {ε} ⊆ C∗(L1a) = Za∪ {ε}) for some language Z and further
Y ⊆ Z.
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Next we do the very same reasoning for the language L1a and its cen-
tralizer C+(L1a) = Za (resp. C∗(L1a) = Za ∪ {ε}) and see that
aZ ⊆ C+(aL1) = aY
(resp. aZ ∪ {ε} ⊆ C∗(aL1) = aY ∪ {ε}).
This implies that Z ⊆ Y , and together with Y ⊆ Z we obtain Y = Z. As
the result we conclude that
C(aL1) = aY = a((Y a)a
−1) = a((Za)a−1) = a(C(L1a)a
−1)
(
resp. C(aL1) = aY ∪ {ε} = a((Y a)a
−1) ∪ aa−1





Then clearly we also have that C+(aL1) = (aL1)
+ if and only if C+(L1a) =
(L1a)
+ (resp. C∗(aL1) = (aL1)
∗ if and only if C∗(L1a) = (L1a)
∗).
This means that each centralizer of the language L = aL1 is rational
if and only if the corresponding centralizer of L1a is rational. If L1a is
branching, we choose L′ = L1a and we are done. If L1a is not branching,
we continue with the same procedure until we reach a branching language.
The branching language is reached with a finite number of steps, since the
language L is non-periodic. Moreover, C+(L) = L
+ if and only if C+(L
′) =
L′+ (resp. C∗(L) = L
∗ if and only if C∗(L
′) = L′∗).
The prefix-relation between words in the language L can be represented
as a graph. In this graph an arrow from a word u to a word v means
that u is a prefix of v. For example the prefix-graph of the language L =
{a, aa, ab, bb, aba, bba} is presented in the Figure 3.2.
Figure 3.2: An example of a prefix-graph.
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Figure 3.3: Prefix-graphs of all 4-element languages.
For the language L = {α, β, γ, δ} with four elements there exists nine
different possible prefix graphs (up to renaming elements). See Figure 3.3.
If the language is periodic, i.e., L ⊆ ρ+ for some primitive word ρ, then
the centralizer is ρ+, see [18]. However, if the language is not periodic,
then the first four cases (1–4), where the graph is a tree with one root,
can be reduced to the last five ones (5–9) by Theorem 3.16. Cases 6–9 all
have singular elements and hence by Theorem 3.14 yield finitely generated
centralizers. Case 5 is the only case that needs closer consideration.
By Theorem 3.16 we can assume that α and γ start with different letters,
i.e., Pref1(α) 6= Pref1(γ). Assume that α = au and γ = bv for some letters
a, b ∈ Σ and words u, v ∈ Σ∗. We have three different subcases.
First of all we assume that β = αbx = aubx and δ = γay = bvay for
some words x, y ∈ Σ∗. Now we can use words α and γ together in the same
way as we used the singular word in Theorems 3.13 and 3.14. Let w ∈ C(L).
If Pref1(w) = a, then for some integer n, word z ∈ Pref(L
+) ∩ Suf(L) and
words v1, . . . , vn ∈ L we have w = zv1 · · · vn and α
nz ∈ C(L), see Figure 3.4.
This implies that zLn ⊆ C(L), since all words in αnzLn have a unique left
factor αn in Ln. Similarly, if Pref1(w) = b, we can use the word γ = bv
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instead of the word α. As in Theorem 3.14 this implies that C(L) is finitely
generated.
Figure 3.4: αnw = αnz · v1 · · · vn ∈ L
nC(L) = C(L)Ln
In the second subcase we assume that β = αax = auax and δ = γby =
bvby. In this case, we have to use both words α and γ. If Pref1(w) = a, then
for some integer n we have w = zv1 · · · vn and γ(αγ)
⌊n
2
⌋z ∈ C(L) or (γα)
n
2 z ∈
C(L), depending on the parity of n. Symmetrically, if Pref1(w) = b, then
for some n we have w = zv1 · · · vn and α(γα)
⌊n
2
⌋z ∈ C(L) or (αγ)
n
2 z ∈ C(L).
Now these words have again unique left factors in Ln yielding once more
that zLn ⊆ C(L). As before, the centralizer of L is finitely generated.
The third subcase, where both β and δ continue with the same letter
after their prefixes α and γ, is harder. If, for example, α = au, γ = bv,
β = aubx and δ = bvby, for some letters a 6= b and words u, v, x, y ∈ Σ∗,
then all words w ∈ C(L) ∩ aΣ∗ can easily be handled using α as before.
However, the case for words w ∈ C(L) ∩ bΣ∗ still remains open.
Recalling that the argument above can be considered either from the
prefix or suffix side, we can summarize our conclusions in the following
theorem, which leaves the last-mentioned case open.
Theorem 3.17. For binary a alphabet Σ = {a, b} the centralizer of a 4-
element language L is finitely generated when L cannot be reduced with cir-
cular shifting to the language
K = w−11 Lw1 = {au1, bv1, au1t1x1, bv1t1y1}
and with reverse circular shifting to the language
M = w2Lw
−1
2 = {u2a, v2b, x2t2u2a, y2t2v2b},
where wi, ui, vi, xi, yi ∈ Σ
∗ and ti ∈ Σ for i ∈ {1, 2}.
Note, that for languages with bigger alphabets we can always apply
Theorem 3.8 to encode the language into a binary alphabet.
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Example 3.7. The language L = {a, ab, ba, bab} is an example of the last,
open case. It has two words, a and ba, that begin with different letters and
that are prefixes of the other two words ab and bab. Both of these words
then continue with the same letter b. This language has the same structure
when the words are read from right to left, i.e., from the suffix side. See
the Figure 3.5, where the prefix relation is indicated with a solid arrow and
the suffix relation with a dashed arrow. This is important, since otherwise
Figure 3.5: Prefix (solid arrows) and suffix (dashed arrows) graph of lan-
guage L = {a, ab, ba, bab}
we would be able to apply previously given methods to the language, using




+)) \ {b} and can hence be easily found.
There are also languages that have same prefix and suffix structure,
but are not branching, either from prefix or suffix side. However, with
circular shifting these languages can be reduced to branching languages.
The language L = {a, aab, aba, abaab}, for example, has the same structure
as the previous one, except that the beginning a must be shifted circularly
to obtain a branching language. See prefix and suffix graphs in Figure 3.6.
Figure 3.6: The prefix (solid arrows) and suffix (dashed arrows) graph of
language L = {a, aaab, aaba, aabab} before and after a circular shifting.
Prefix and suffix relations of languages in this class can also form different
graphs.
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Example 3.8. Languages L = {ab, bab, babba, abbabba}, K = {ab, abab,
baba, babaababa} and M = {a, abab, bab, baba} have the prefix and suffix
graphs as in Figure 3.7 and they are all different from the previous example.
The centralizers of these languages are C+(L) = L
+, C+(K) = K
+ and
Figure 3.7: The prefix and suffix graphs of the languages L, K and M .
C+(M) = M+.
The main difference between languages with four elements and languages
with fewer elements is the fact that languages with less than four elements
are always either periodic or reducible, with circular shifting, to a singular
language.
3.7 Commutation and lexicographic order
Next we show that for a certain subset of the family of singular languages,
the centralizer of a given language L in this subset is always simply the
semigroup L+. (Or monoid L∗ in the case of the monoid centralizer.)
We call a word u in language L (left) root singular in L (or root prefix
distinguishable in L, see [26]) if the primitive root ρ of u is singular in
(L \ u) ∪ ρ. In other words, this means that u is the only word in L with ρ
as its prefix and that no word in L is a prefix of ρ.
In this section we assume that L is a language with at least two elements
and such that the element u = minlex(L) is left root singular. The following
theorem was originally given in [26] and it generalizes the result from Mas-
sazza [25] which states that C∗(L) = L
∗ if minlex(L) is primitive and left
singular in L. Note that if u is primitive, then it is left root singular if and
only if it is left singular.
We must also note that if the alphabet Σ has more than one letter, then
there is more than one way to choose the lexicographical order.
Theorem 3.18. Let L ⊆ Σ+ be a language with at least two elements such
that the element u = minlex(L) is left root singular in L. Then C∗(L) = L
∗
(and respectively C+(L) = L
+).
Proof. To prove that C∗(L) = L
∗, we prove that the set C∗(L)\L
∗ is empty.
This will also yield the result for the semigroup centralizer, since C+(L) is a
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proper subset of C∗(L). We start by assuming that C∗(L) 6= L
∗ and conclude
that then C∗(L)L 6= LC∗(L), since we would find a word in C∗(L)L which
does not have a prefix in L. For simplicity, in this proof we will use the
notation C(L) for C∗(L).
Let z0 ∈ C(L) \L
∗, nu = |u| and nz0 = |z0|. Since L and C(L) commute,
uz0 = z1α1 for some suitable words z1 ∈ C(L) and α1 ∈ L. Note that z1 is
also in C(L) \ L∗, since if z1 was in L
∗, then uz0 would be in LL
∗ and by
Lemma 3.4 this would mean that z0 was also in L
∗. We can apply this same




n−2z2α2α1 = · · · = znαn · · ·α2α1
with
• zi ∈ C(L) \ L
∗ for 0 ≤ i ≤ n;
• zn = u
mv for some 0 ≤ m ≤ n− 2;
• u = vw (v,w 6= ε);
• w(vw)n−m−1z0 = αn · · ·α2α1 ∈ L
∗.
Let us set y = w(vw)n−m−1z0 = αn · · ·α2α1. Here the integer n was chosen
to ensure that αn · · ·α2α1 is longer than uz0 and hence covers uz0 at the end
of word equation unz0 = znαn · · ·α2α1. Hence also the exponent n−m− 1
in w(vw)n−m−1z0 is at least one, which gives the upper bound of n − 2 for
the integer m. See Figure 3.8 below.
Figure 3.8: unz0 = znαn · · ·α2α1
Next we consider the word znu = u
mvu ∈ C(L)L = LC(L). From
Lemma 3.4, we see that um−1vu ∈ C(L) and with m−1 similar steps we get
some word z
z = vum = v(vw)m ∈ C(L).
With one more step we have zu = αẑ for some suitable α ∈ L and ẑ ∈ C(L).
We note that α is a prefix of v(vw)m+1 and we also remember that, by
minimality, u ≤lex α. Hence the word α cannot be a prefix of u, and v must
be a common prefix of u and α. Let k = |w| and observe that
w ≤lex Prefk(vw).
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If this were not the case, we would have α <lex u, which is not true. On the
other hand, if we consider the previously defined word y ∈ L∗ we see, again
by the minimality of u = uw, that
Prefk(vw) ≤lex Prefk(y) = w.
Hence w = Prefk(vw). This means that w is both a prefix and a suffix of
u. In other words u = vw = wx for some word x ∈ Σ∗. We note also that
|x| = |v|.
Next we use once more the minimality of u and note that y cannot have
a prefix which is lexicographically smaller than u = wx. Since wv is a prefix
of y, we obtain u = wx ≤lex wv and hence x ≤lex v. On the other hand, by
the singularity of u in L, we obtain from zu = v(vw)m+1 = v(wx)m+1 = αẑ
that α = vw = u and ẑ = x(wx)m. Then the word ẑu = x(wx)m+1 ∈
C(L)L = LC(L) has a prefix in L, which cannot be smaller than u = vw.
Hence v ≤lex x. So, as a conclusion we obtain v = x and u = vw = wv.
Thus by Theorem 3.1, we can find a primitive word ρ and integers p and q
such that
v = ρp, w = ρq, u = ρp+q.
Note that the primitive root of a word is unique.
Finally we can consider the word zn = ρ
(p+q)m+p. We recall that since
the language L has at least two elements and the word u is left root singular,
for any word β ∈ L \ {u} we have ρ 6≤Pref β, i.e., ρ is not a prefix of any
other word of L other than u. Next we use the equation C(L)L = LC(L)





with ym = ρ
pβm ∈ C(L). With one more step we get that ymβ = ρ
pβm+1 is
in C(L)L. However, none of the words in L can be a prefix of ρpβm. Indeed,
since the word u = ρp+q is left root singular, none of the words in L \ {u} is
a prefix of ρpβm. The word u = ρp+q on the other hand is the only one in
L having ρ as a prefix, but ρpβm only has p pieces of ρ as prefix, since ρ is
not a prefix of β. This contradicts the fact C(L)L = LC(L). Hence the set
C(L) \ L∗ must be empty and C(L) = L∗.
The above theorem yields an alternative proof for the result on the cen-
tralizer of three-element languages [14].
Corollary 3.1. If L is a nonperiodic ternary language over the alphabet Σ




Proof. If L is branching, then, since L is ternary, there exists a word u ∈ L
such that Pref1(u) 6= Pref1(y) for any y ∈ L \ {u}. Then we can impose an
order on Σ such that Pref1(u) is the least element in the alphabet Σ and
use the lexicographical order of Σ∗ induced by this order of letters. Hence
u = minlex(L). It is also immediate that u is left root singular in L.
If L is not branching, then Theorem 3.16 and its proof give us a branching
ternary language L′ which has the centralizer C∗(L
′) = L′∗ and implies that
C∗(L) = L
∗.
Example 3.9. Let us consider the ternary language L = {a, aba, ababa}.
This language is not branching nor left root singular. However, by shifting
the first letter a circularly to the end of each word we get the language L′ =
a−1(La) = {a, baa, babaa}, which is both branching and left root singular.
Hence the centralizer of L′ is C∗(L
′) = L′∗ and the centralizer of the original
language L is
C∗(L) = (aC∗(L





Another interesting language equation, closely related to commutation, is
the conjugacy equation XZ = ZY . For words, the commutation equation
has a simple solution and the same applies also for the conjugacy equation.
The conjugacy equation for words has a well-known solution. Words x and
y are conjugates, i.e., they satisfy the conjugacy equation xz = zy for some
word z if and only if x and y have factorizations x = pq and y = qp for some
words p and q, and then the word z can be expressed as z = (pq)ip for some
integer i.
For languages, the conjugacy equation does not have such an easy so-
lution. This is because, compared to words, languages have the additional
union operation. In other words, the set Σ∗ of all words is a monoid, but the
set ℘(Σ∗) of all languages is a semiring. We say that two languages X and
Y are conjugates, if they satisfy the conjugacy equation for some non-empty
language Z. If the language Z is empty, the equation XZ = ZY is always
true, regardless of what languages X and Y are.
The difference between conjugacy equation for words and languages
can be illustrated with an example, as we did for commutation equation.
One good example is the following one from [2]. Let Z = {a, ba}, X =
{a, ab, abb, ba, babb} and Y = {a, ba, bba, bbba}. These languages satisfy the
conjugacy equation XZ = ZY , but it is not obvious. This example is dis-
cussed more closely later in Example 4.5.
The commutation equation is a special case of conjugacy, where X = Y ,
and hence some results on commutation can be generalized for the conjugacy
equation. On the other hand, problems that are undecidable for commuta-
tion (a special case) are of course also undecidable for conjugacy (the general
case). In particular, since the centralizer of a rational language can be non-
recursively enumerable, for the conjugacy equation the largest solution Z
with given rational languages X and Y can also be non-recursively enumer-
able. In the commutation equation XY = Y X there are only two variables
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X and Y and they are in symmetric positions. In the conjugacy equation
there is one more variable Z and furthermore it is in a different position to
the other two variables. This gives us the opportunity to formulate several
different problems depending on which variables are fixed and which are
unknown. Our main attention will be on the equation LX = XK, where
languages K and L are fixed and X is unknown.
In this chapter we will define the conjugator, the generalization of the
centralizer, and present some results that can also be generalized from com-
mutation to conjugacy. We show that for certain families of languages, the
conjugacy can be defined using the same kind of formulation as for words.
We will also discuss some other aspects and special cases of conjugacy.
4.1 Conjugator
The centralizers C∗(L) and C+(L) of a given language L were defined as the
largest subsets of Σ∗ and Σ+ which commutes with L. When we fix two
variables in the conjugacy equation and search for the largest solution, we
obtain a generalization of the centralizer, the conjugator.
Definition 4.1. For the conjugacy equation LX = XK with given lan-
guages K,L ⊆ Σ∗ we call the unique largest solution in ℘(Σ∗) the conjugator
of L and K and we use the notation C(L,K) for it. In the case where L
and K are not conjugates, i.e., there does not exist a non-empty solution
X, the conjugator is the empty set, which is always a trivial solution of the
conjugacy equation.
For the commutation equation we have both monoid and semigroup cen-
tralizers and they are always different to each other. The monoid centralizer
always includes the empty word while the semigroup centralizer never does.
For the conjugacy equation we could also study separately maximal solu-
tions that are subsets of the monoid Σ∗ and the semigroup Σ+. However,
these maximal solutions are not always different. In fact, it is common that
for pairs of languages L and K, solutions including the empty word do not
exist. and in these cases both maximal solutions would be the same. Hence
we choose to define and discuss only one conjugator, the largest solution
that is a subset of Σ∗.
The existence and uniqueness of the conjugator can be shown as for
the centralizer. If L and K are conjugates, and conjugated over languages
Xi, i.e., LXi = XiK for each i in some index set I, then they are, by
the distributivity law of catenation and union operations over languages,
conjugated also over the union
⋃
i∈I Xi. Hence the unique greatest solution
is the union of all solutions X. The special case where L = K gives the
monoid centralizer of L. In other words, C(L,L) = C∗(L).
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The same kind of questions can be asked for the conjugator as we asked
for the centralizer. If languages L and K are rational, is the conjugator
rational? The general answer is of course negative, since a special case, the
original Conway’s problem, has a negative answer. However, we can still
study this problem for various special cases. In particular, we will study the
case where languages L and K are finite biprefix codes. We will find that this
special case has a simple answer. The proof, however, is not straightforward.
Lemma 4.1. Any solution X of the conjugacy equation LX = XK satisfies
the following conditions. If ε /∈ L, then
X ⊆ Pref∗(L
∗)
and if ε /∈ K, then
X ⊆ Suf∗(K
∗).




Proof. If LX = XK holds, then obviously the equation LnX = XKn also
holds for any integer n. Now if ε /∈ L, then for any words x ∈ X and u ∈ K
there exist words vi ∈ L and x
′ ∈ X such that xu|x| = v1 · · · v|x|x
′. This
means, since |x| < |v1|+ · · ·+ |v|x||, that x is a prefix of v1 · · · v|x| ∈ L
|x|, i.e.,
x ∈ Pref∗(L
∗). Hence X ⊆ Pref∗(L
∗).
Dually, if ε /∈ K, then we obtain X ⊆ Suf∗(K
∗) and if L and K are both
ε-free, then X ⊆ Pref∗(L
∗) ∩ Suf∗(K
∗).
In what follows, we will apply a similar reasoning to the case of conjugacy
as was used in [18] for commutation. First we prove the following lemma.
Lemma 4.2 (Interchange lemma). If L,K ⊆ Σ+ are ε-free languages such
that K has a right singular element v and LX = XK for some language X,
then for each word x ∈ X there exists an integer n and a word u ∈ Pref∗(L)\
L such that x = w1w2 · · ·wnu for some words wi ∈ L and L
nu ⊆ X.
Proof. Let L and K be ε-free languages, v a right singular element in K,
and X such that LX = XK. Then for each x ∈ X there exist an integer n
and factorization x = w1w2 · · ·wnu such that wi ∈ L, u ∈ Pref∗(L) \ L and
xvn = w1w2 · · ·wnuv
n ∈ XKn = LnX
with uvn ∈ X. Then again
w′1w
′
2 · · ·w
′
nuv
n ∈ LnX = XKn
where w′i are arbitrary elements from L. This shows that L
nu ⊆ X, since v
is right singular in K.
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The interchange lemma gives us a tool to show the rationality of the
conjugator in the following case.
Theorem 4.1. For ε-free languages L and K, such that L is finite and K
has a right singular word v, the conjugator is rational.
Proof. Let L and K be finite languages, v a right singular word in K, and X
their conjugator C(L,K). By Lemma 4.2 for each word x ∈ X we have x ∈
Lnu ⊆ X for some integer n and word u ∈ Pref∗(L). Since LLX = LXK
the language LX is included in the conjugator X. Hence also L∗X ⊆ X
and L∗Lnu ⊆ X.
Let U ⊆ Pref∗(L) be the set of all words u occurring in the construction
of Lemma 4.2. Since the language L is finite, so is U . Now, for each word
u ∈ U , there exists minimal integer nu such that L
∗Lnuu ⊆ X and each
word x ∈ X is in one of these sets. Hence we conclude that the conjugator
of L and K is







This set is rational, since the set ∪u∈UL
nuu is finite. Note that if L and K
are not conjugates, then the conjugator is the empty set.
The proof of the previous theorem is not constructive, since it requires
the conjugator to be given. The case where language L is rational, but not
finite, does not necessarily yield a rational conjugator, since the sets U and
∪u∈UL
nuu are not necessarily rational.
Corollary 4.1. The conjugator C(L,K) of finite biprefix codes L and K is
rational, since in a suffix set all elements are right singular.
4.2 Word type solutions
We recall that the conjugacy equation xz = zy for non-empty words has the
general solution:
xz = zy ⇐⇒ ∃p, q ∈ Σ∗ s.t. x = pq, y = qp and z ∈ (pq)∗p. (4.1)
This motivates the notion of a word type solution of the conjugacy equa-
tion for languages. In [2] this has been defined in the obvious manner as
follows:
X = PQ, Y = QP and Z = (PQ)IP (4.2)
for languages P,Q ⊆ Σ∗ and set I ⊆ N. We call such solutions word type 1
solutions.
42
However, there is also a slightly more general way to define word type
solutions of the conjugacy equation for languages. The condition (4.1), in
the case of words, can be equivalently formulated as the condition
xz = zy (4.3)
⇐⇒
∃p, q ∈ Σ∗, k ∈ N s.t. x = (pq)k, y = (qp)k and z ∈ (pq)∗p,
where pq and qp are primitive words. This formulation motivates the follow-
ing alternative definition of word type solutions of the conjugacy equation
of languages:
X = (PQ)k, Y = (QP )k and Z = (PQ)IP (4.4)
for languages P,Q ⊆ Σ∗ such that PQ and QP are primitive, integer k and
set index set I ⊆ N.
We call such solutions word type 2 solutions and they clearly include all
word type 1 solutions. Unlike in the case of words, these notions are not
equivalent in the case of languages. The difference arises due to the union
operation of languages. As we see in the following example, different word
type 1 solutions can, in some cases, be combined using the union operation
so that the resulting solution is of word type 2, but not of word type 1.
Example 4.1. Let X = BCBC and Y = CBCB for B = {b} and C = {c}
(or some other biprefix codes B and C). Now both solutions
P1 = B, Q1 = CBC,
X = P1Q1, Y = Q1P1, Z1 = P1Q1P1 = (BCBC)B
and
P2 = BCB, Q2 = C,
X = P2Q2, Y = Q2P2, Z2 = P2Q2P2 = (BCBC)BCB
are word type 1 solutions in the sense of (4.2), but their union Z1 ∪ Z2 =
BCBCB∪BCBCBCB is not. However, if we use (4.4) as the definition of
word type solution, we obtain
P = B,Q = C,X = (PQ)2, Y = (QP )2, Z1 = (PQ)
2P = (BC)2B,
P = B,Q = C,X = (PQ)2, Y = (QP )2, Z2 = (PQ)
3P = (BC)3B
and
Z = Z1 ∪ Z2 = (PQ)
{2,3}P.
Based on the above, we choose the more general version (4.4) as our
definition of a word type solution to the conjugacy of languages.
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4.3 Finite biprefix codes
In this section we consider the conjugacy of finite biprefix codes L and K.
We give a complete characterization of the conjugacy of these languages. We
show that if finite biprefix codes L and K are conjugates, then all solutions
of the conjugacy equation LX = XK are word type solutions. This is done
by first characterizing L and K as products of biprefix codes P and Q, and
then showing that the language X is also a product of these same biprefix
codes. Most of these results were originally published in [3].
In this section we assume that L and K are finite biprefix codes such
that LX = XK for some nonempty language X.
We begin with an improved version of a lemma from [2]. In the original
version the difference between word type 1 and word type 2 solutions was
overlooked.
Lemma 4.3. If sets L, K and X satisfy the conjugacy equation LX = XK
and L and K are uniform, with L,K 6= {ε} then there exist uniform sets
P,Q ⊆ Σ∗, an integer k > 0 and I ⊆ N such that L = (PQ)k, K = (QP )k
and X = (PQ)IP .
Proof. Any uniform language M is a prefix code and hence has a unique
factorization as the catenation of elements in the base of the free monoid
of prefix codes. Hence the language M is uniform, all of these factors must
also be uniform and we conclude that the set of all uniform languages is a
free submonoid of the monoid of all prefix codes.
Now, L and K are uniform and the language X can be decomposed into
uniform subsets Xn = {w ∈ X | |w| = n}. Clearly languages L, K and
Xn are solutions of the conjugacy equation as well. All of these languages
are uniform and the set of all uniform languages is a free monoid. Hence
these languages can be considered as words over a special alphabet and, for
nonempty languages Xn, characterized as
L = (PQ)k, K = (QP )k, Xn = (PQ)
inP
for some integers k, in and uniform languages P and Q. Then the whole




index set I = {in | Xn 6= ∅, n ≥ 0}.
Corollary 4.2. If sets L, K and X satisfy the conjugacy equation LX =
XK and L, K and X are uniform, with L,K 6= {ε}, then there exist uniform
sets U, V ⊆ Σ∗ and integer m ≥ 0 such that
L = UV, K = V U, X = (UV )mU. (4.5)
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Proof. If languages L, K and X are all uniform, we have L = (PQ)k,
K = (QP )k and Z = (PQ)iP . We can choose integers a, b and m so
that a + b + 1 = k and km + a = i. Then we obtain uniform languages
U = (PQ)aP and V = (QP )bQ and see that L = UV , K = V U and
X = (PQ)iP = (PQ)km+aP = (PQ)km(PQ)aP = (UV )mU.
We start by characterizing biprefix codes L and K. From [3] we obtain
the following lemma.
Lemma 4.4. Suppose that L and K are biprefix codes and LX = XK for
X 6= ∅. Then, for every integer n ≥ min{|α| |α ∈ L} there exist finite
biprefix codes Un and Vn satisfying
L ∩ Σ≤n = UnVn ∩ Σ
≤n and
K ∩ Σ≤n = VnUn ∩ Σ
≤n (4.6)
with
maxu∈Un |u| + minv∈Vn |v| ≤ n and
minu∈Un |u| + maxv∈Vn |v| ≤ n.
(4.7)
Proof. Let L0,K0 and X0 be the sets of elements in L,K and X of minimal
length and let n0 = min{|α| |α ∈ L}. Then L0X0 = X0K0 holds and, since
L0,K0 and X0 are uniform languages, we can apply Corollary 4.2. This
means that L0 = Un0Vn0 , K0 = Vn0Un0 and X0 = (Un0Vn0)
mUn0 for some
languages Un0 and Vn0 and integer m ≥ 0. Languages Un0 and Vn0 are
uniform and hence also biprefix codes. Therefore (4.6) and (4.7) hold for
n = n0. We also note that n0 = min{|α| | α ∈ K}.
Next we will use induction on the integer n. We will construct languages
Un and Vn for each step and show that conditions (4.6) and (4.7) hold
for these languages. First we show that languages Un−1Vn−1 ∩ Σ≤n and
Vn−1Un−1 ∩ Σ
≤n are included in L and K respectively. Then we form Un
and Vn by adding some necessary elements to languages Un−1 and Vn−1.
Finally we show that languages Un and Vn are also biprefix codes.
Let us choose u0 ∈ Un0 , v0 ∈ Vn0 and x0 = (u0v0)
mu0 ∈ X0. We
assume, inductively, that we have already constructed Ui and Vi satisfying
conditions (4.6) and (4.7) for integers n0 ≤ i < n. Let u ∈ Un−1 and
v ∈ Vn−1 such that |uv| = n, if such elements exist. Then |uv0| < n and
|u0v| < n, by conditions (4.7), so that uv0, u0v ∈ L and v0u, vu0 ∈ K. Now
x0v0uvu0 ∈ XK





and since L is biprefix, we get uvx0 ∈ LX. Hence uvx0 = αx for some
α ∈ L and x ∈ X. Here |x| ≥ |x0|, i.e., α is a prefix of uv ∈ Un−1Vn−1. If
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|α| < n, i.e., α is a proper prefix of uv, then we also have that α ∈ Un−1Vn−1
giving a contradiction, since Un−1Vn−1 is a biprefix. Therefore |α| = n
and α = uv ∈ L. Similarly vu ∈ K and so Un−1Vn−1 ∩ Σ
≤n ⊆ L and
Vn−1Un−1 ∩ Σ
≤n ⊆ K.
Next we deal with the words in L∩Σn\Un−1Vn−1 and K∩Σ
n\Vn−1Un−1
and show that some words can be added to Un−1 and Vn−1 to the form
desired languages Un and Vn in such a way that (4.6) and (4.7) still hold.
If there exists a word α ∈ L ∩ Σn \ Un−1Vn−1, then
(u0v0)
m+1αx0 = x0v0αu0(v0u0)
m ∈ Lm+2X = XKm+2
and since K is biprefix, x0v0αu0 ∈ XK
2. Therefore x0v0αu0 = xββ
′ for
some words β, β′ ∈ K and x ∈ X, with |x| ≥ |x0|. See Figure 4.1 for an
illustration. Now ββ′ is a suffix of v0αu0 and |u0| ≤ n0 ≤ |β
′| ≤ |v0αu0| −
|β| = n+ n0 − |β| ≤ n. So β
′ = v′u0, where v
′ is a suffix of α. We have two
cases:
Figure 4.1: Illustration of equation x0v0αu0 = xββ
′.
(i) If |β′| < n, then β′ = v′u0 ∈ Vn−1Un−1 and, since Un−1 is a biprefix
code, v′ ∈ Vn−1. Now α = u
′v′, where u′ /∈ Un−1, and β is a suffix of v0u
′. For




There are two subcases for different lengths of β:
If |β| < n, then β = v′′u′′ for v′′ ∈ Vn−1 and u
′′ ∈ Un−1. Now |v
′′u′′| ≤
|v0u
′|, since β = v′′u′′ is a suffix of v0u
′, and also |v′′| ≥ |v0|. Hence |u
′′| ≤ |u′|
and u′′ is a suffix of u′. In fact u′ 6= u′′, since u′ /∈ Un−1 and u
′′ ∈ Un−1.
Now u′′v′ ∈ Un−1Vn−1 and, using the following inequality of lengths
|u′′v′| ≤ |v0αu0| − |v
′′| − |u0| ≤ n
we also have that u′′v′ ∈ L. This means that u′′v′ and α = u′v′ are both in
L and u′′v′ is a proper suffix of α = u′v′. This contradicts the fact that L is
biprefix code.
On the other hand, if |β| = n = |α|, then |β′| = n0, |x| = |x0| and
β = v0u
′. In this case we add word u′ to language Un, so that α ∈ UnVn0 .
Note that this agrees with condition (4.7).
(ii) If |β′| = n (= |α|), then α = u′v′ with |u′| = |u0| and |β| = |v0αu0|−
|β′| = n0, so that β = v0u
′. Hence β ∈ Vn0Un0 and u
′ ∈ Un0 . In this case we
add v′ to Vn so that α ∈ Un0Vn. Here condition (4.7) is also satisfied.
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We proceed similarly for β ∈ K ∩ Σn \ Vn−1Un−1. Note that by the
construction of Un and Vn, conditions (4.6) and (4.7) are both true. Now
for each element u in Un \ Un−1 there exist elements v
′ and v′′ in Vn0 such
that uv′ ∈ L ∩ Σn and v′′u ∈ K ∩ Σn. We have to show that this is true for
all elements of Vn0 , i.e., that uVn0 ⊆ L and Vn0u ⊆ K.





m ∈ XKm+2 = Lm+2X,
we have that u0v
′′uvx0 ∈ L
2X. Since u0v
′′ ∈ Un0Vn0 ⊆ L, we obtain
uvx0 ∈ LX, so that uvx0 = αx for some α ∈ L and x ∈ X.
If |α| < n = |uv|, then α ∈ Un−1Vn−1 ⊆ UnVn and α is a proper prefix
of uv ∈ UnVn. However, this can not be the case, since Un and Vn are both
biprefix codes (see below).
If |α| > n, then |x| < |x0|, which contradicts the minimality of |x0|.
Hence |α| = n = |uv| and thus α = uv ∈ L. The proof for Vn0 is obtained
dually.
Similarly, for each element v in Vn ⊆ Vn−1 there exist elements u
′ and
u′′ in Un0 such that u
′v ∈ L∩Σn and vu′′ ∈ K ∩Σn, and we can prove that
Un0v ⊆ L and vUn0 ⊆ K.
So far we have constructed sets Un and Vn satisfying conditions (4.6)
and (4.7). Hence it remains to conclude that these sets are biprefix codes.
If u′ ∈ Un is a proper prefix of u ∈ Un, we can assume that |u| = n − |v0|
(otherwise we are in Un−1 which is biprefix by yhe induction assumption)
and so u′ ∈ Un−1. Then there exists a v
′′ ∈ Vn0 such that v
′′u ∈ K, but
then we also have that v′′u′ ∈ Vn0Un−1 ⊆ K. Since K is biprefix, we have a
contradiction and Un must be a prefix code.
A similar reasoning applies if u′ ∈ Un is a proper suffix of u ∈ Un. Hence
Un is also a suffix code and therefore it is a biprefix.
We can show that Vn is a biprefix code in a similar manner.
Theorem 4.2. If finite biprefix codes L and K are conjugates, then L = UV
and K = V U for some biprefix codes U and V .
Proof. By applying Lemma 4.4 for n = maxα∈L |α| + maxβ∈K |β| − n0, we
obtain:
for all u ∈ Un, uv0 ∈ L, so |u| ≤ maxα∈L |α| − |v0|
for all v ∈ Vn, vu0 ∈ K, so |v| ≤ maxβ∈K |β| − |u0|
}
,
and thus |uv| = |u| + |v| ≤ (maxα∈L |α| − |v0|) + (maxβ∈K |β| − |u0|) = n.
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L ∩ Σ≤n = L and
K ∩ Σ≤n = K
implying that L = UnVn and K = VnUn.
Theorem 4.2 deserves a few comments. It shows that if finite biprefix
codes L andK are conjugates, i.e., satisfy the conjugacy equation LX = XK
with a nonempty X, then they can be decomposed into the form
L = PQ and K = QP for some biprefix codes P and Q.
Of course, the reverse also holds, namely that languages L and K with such
decompositions satisfy the conjugacy equation, e.g., for X = P (QP )I , with
I ⊆ N. Hence conjugacy in the case of finite biprefix codes can be defined
equivalently in the above two ways. These definitions are not equivalent in
general, as discussed in [4].
To continue our analysis, let us see what happens if the biprefixes L and
K have two different factorizations:
L = UV, K = V U and L = U ′V ′, K = V ′U ′.
This is indeed possible, if L and K are not primitive, as pointed out in
Example 4.1. We show that a unique factorization can also be given for L
and K. For this we need the following simple lemma on words. This is a
basic result in combinatorics on words, but the proof is given here for the
sake of completeness.




over the alphabet Σ are of the form x = β(αβ)i, y = (αβ)jα, u = β(αβ)k
and v = (αβ)lα with i+ j = k + l for integers i, j, k, l and words α, β ∈ Σ∗.




v = ty and yut = tyu.
48
The latter condition means that yu and t commute, i.e., we can write
t = (αβ)f , y = (αβ)dα, and u = β(αβ)e,








The case when |x| ≤ |u| is symmetric and the solutions are the same up to
a renaming of x, y, u and v.
Since biprefix codes can be viewed as words over the alphabet of all
indecomposable biprefixes, we conclude from Theorem 4.2 and Lemma 4.5
the following theorem.
Theorem 4.3. If finite biprefix codes L and K are conjugates, then L =
(PQ)i and K = (QP )i for some integer i, primitive languages PQ and QP
and unique biprefix codes P and Q.
Proof. Theorem 4.2 implies that L and K have some factorization L = UV
and K = V U with biprefix codes U and V . If L = UV = U ′V ′ and
K = V U = V ′U ′ are two different such factorizations of L and K, then we
can {
UV = U ′V ′
V U = V ′U ′.
Biprefix codes are now viewed as words over the alphabet of the appropriate
finite set of indecomposable biprefix codes. This gives that U = P (QP )j ,
V = (QP )kQ, U ′ = P (QP )l and V ′ = (QP )mQ for some integers j, k, l
and m. Then L = (PQ)i and K = (QP )i for some integer i. Naturally P
and Q can be chosen so that PQ and QP are primitive roots of L and K,
respectively.
Hence all different factorizations L = UV , K = V U can be given in
the form described in the theorem, that is as products of the same unique
biprefix codes P and Q.
The above theorem means that L and K are conjugates of the form
given in the word type 2 solution in formula (4.4). Next we complete our
characterization by showing that the form of X in conjugacy equation LX =
XK is also in the form of formula 4.4, that is X = (PQ)IP for some
nonempty set I ⊆ N. In other words, we show that the conjugacy of finite
biprefix codes L and K is always word type 2. This proof is based on some
nontrivial results originally proved in [30], see also [15].
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Lemma 4.6. Let L be a prefix code, ρ(L) its primitive root, and C∗(L) its
centralizer. Then C∗(L) = ρ(L)
∗.
Lemma 4.7. For any prefix code L, if the set X of words commutes with
L, then X = ρ(L)I , for some set I ⊆ N.
With the help of above lemmas we can characterize the conjugator of
two finite biprefix codes.
Theorem 4.4. For given finite biprefix codes L and K, the conjugator
C(L,K) is X = (PQ)∗P , where P and Q are biprefix codes such that
ρ(L) = PQ and ρ(K) = QP .
Proof. From previous theorems we know that L = (PQ)k and K = (QP )k
for some biprefix codes P and Q such that ρ(L) = PQ and ρ(K) = QP .
Lemma 4.6 shows us that the centralizer of L is C(L) = (PQ)∗.
Let X be the conjugator of L and K. When we catenate the language
Q on both sides of equation LX = XK and notice that KQ = (QP )kQ =
Q(PQ)k = QL, we obtain
LXQ = XKQ = XQL.
This means that language XQ commutes with L. Now, Lemma 4.6 implies
that XQ ⊆ C(L) = ρ(L)∗ = (PQ)∗. Since the empty word is clearly not in
XQ, we can write
XQ ⊆ (PQ)+.
The language Q is a biprefix code, so we can eliminate the right factor Q
and hence we obtain:
X ⊆ (PQ)∗P.
On the other hand, we know that (PQ)∗P is a solution of the equation
LX = XK and hence included in the greatest solution X, i.e., (PQ)∗P ⊆ X.
As a conclusion we see that the conjugator C(L,K) is
C(L,K) = X = (PQ)∗P.
More generally we can characterize all solutions X in the equation LX =
XK for finite biprefix codes L and K as follows.
Theorem 4.5. If a nonempty solution of the conjugacy equation LX = XK
for finite biprefix codes L and K exists, it is of word type 2, i.e.,
L = (PQ)k, K = (QP )k and X = (PQ)IP,
for languages P and Q and some set of integers I ≤ N.
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Proof. As in the previous proof, we know that L = (PQ)k, Y = (QP )k and
languages PQ and QP are primitive. Let X be an arbitrary language such
that LX = XK. Now, as above, LXQ = XQL and, by Lemma 4.7, we
have
XQ = (PQ)J (4.8)
for some J ⊆ N. Clearly 0 /∈ J , since XQ does not include the empty
word, and we can again eliminate the right factor, biprefix code Q, from the
equation (4.8). This gives us the solution X = (PQ)IP with some index set
I = {i ∈ N | i+ 1 ∈ J}.
The conjugacy problem, [13], can be stated as follows: “Are given finite
languages L and K conjugates?” In general, the decidability status of this
problem is not known. Our results allow us to answer it in the case of
biprefix codes.
Theorem 4.6. The conjugacy problem for finite biprefix codes is decidable.
Proof. Let L and K be finite biprefix codes. Languages L and K have
unique factorizations as catenations of indecomposable biprefix codes. These
factorizations can be found, for example, by finding the minimal DFA for
these biprefixes [1]. Theorem 4.2 shows that if L and K are conjugates,
then L = UV and K = V U for some biprefix codes U and V . Since the
“prime factorizations” of L and K are finite, there are only a finite number
of candidates for U and V . If U and V can be found, then the equation
LX = XK has at the very least word type 2 solutions for the given L and
K. If on the other hand, suitable U and V can not be found, then L and K
are not conjugates.
It is interesting to ask how much the condition “L and K are finite
biprefix codes” can be relaxed whilst still preserving the word type conju-
gacy. The following example shows that the condition “L is a finite prefix
code and K is a finite suffix code” is not strong enough.
Example 4.2. Let L = {baa, abaa} and K = {aab, aaba}. The language L







\ {a} = {baa, abaa}∗{b, ab, ba, aba}.
This is the conjugator, since first of all it is a solution of the conjugacy
equation, secondly from earlier results we know that C(L,K) ⊆ Pref∗(L
+)∩
Suf∗(K
+) and thirdly it is easy to note that words ε and a are not in the
conjugator.
Now, L and K are conjugates, but it is important to note that the
conjugacy is clearly not of word type. In fact, L and K can be factorized as
follows:
L = {baa, abaa} = {ε, a}{b}{aa} K = {aab, aaba} = {aa}{b}{ε, a}.
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As we can see, languages L and K are constructed from the same factors
in a different order, but we do not get word type factorization. Also the
conjugator can be constructed using these same factors:
C(L,K) = L∗{b, ab, ba, aba}
= ({ε, a}{b}{aa})∗ {ε, a}{b}{ε, a}
= {ε, a}{b} ({aa}{ε, a}{b})∗ {ε, a}
= {ε, a}{b} ({ε, a}{aa}{b})∗ {ε, a}
= {ε, a}{b}{ε, a} ({aa}{b}{ε, a})∗
= {b, ab, ba, aba}K∗.
It is also worth noting that even though the conjugacy of L and K is not
of word type, there exists a third language M = {aab, aaab} that is a word
type conjugate of both L and K. This can be seen easily when we factorize
it:
M = {aa} · {ε, a}{b} = {ε, a} · {aa}{b}
The corresponding conjugators are:
C(L,M) = L∗{ε, a}{b} = ({ε, a}{b}{aa})∗ {ε, a}{b} = {ε, a}{b}M∗
and
C(M,K) = M∗{ε, a} = ({ε, a}{aa}{b})∗ {ε, a} = {ε, a}K∗.
Another notable thing is that languages L2 and K2 also have word type
factorizations L2 = UV and K2 = V U . If we denote
P = {ε, a}, Q = {b} and R = {aa},
we can write L2 = PQRPQR and K2 = RQPRQP . The crucial point here
is the fact that P = {ε, a} and R = {aa} commute. Hence we can write
L2 = PQP · RQR = {b, ab, ba, aba} · {aabaa}
and
K2 = RQR · PQP = {aabaa} · {b, ab, ba, aba}
and this gives us factors U = PQP and V = RQR. However, the solution
X of the conjugacy equation L2X = XK2 is not necessarily of the word
type form. In particular, the conjugator of these languages is the same as
for languages L and K
C(L2,K2) = C(L,K) = (PQR)∗PQP = L∗{b, ab, ba, aba}.
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Figure 4.2: Automaton of the conjugator C(L,K) = C(L2,K2) for languages
L = {baa, abaa} and K = {aab, aaba}.
4.4 Examples
We conclude this chapter with a few examples on the conjugacy of finite
languages that are not of word type. Examples 4.3 and 4.5 are taken from [2].
Example 4.3. Let L = K = {a, aaa} and X = {aa}. These languages
satisfy the conjugacy equation, but the solution is not of word type. For
languages L and K the word type factorization is easily given as P = {a},
Q = {ε, aa}, L = PQ and K = QP . However the third language X is not
of word type.
We can note that these languages L and K can be seen as unions of two
languages, L1 = K1 = {a} and L2 = K2 = {aaa}. Now conjugacy equations
L1X = XK1 and
L2X = XK2
both hold. These are both also word type solutions, since L1 = P1Q1,
K1 = Q1P1, L2 = (P1Q1)
3, K2 = (Q1P1)
3 and X = P1(Q1P1) for languages
P1 = {a} and Q1 = {ε}.
Example 4.4. We extend the idea of the previous example as follows. Let
P = {ab, bb} and Q = {a, aba}. Let us consider languages L = PQ+ (PQ)3
and K = QP + (QP )3. With the language X = P (QP )2 they give us a
solution of the conjugacy equation LX = XK. Again, this is not a word
type solution in the sense of the definitions at the beginning of this chapter.
However, the pairs of languages L1 = PQ, K1 = QP and L2 = (PQ)
3,
K2 = (QP )
3 with X give us word type 2 solutions.
The conjugator of languages L and K is C(L,K) = P (QP )∗.
For solutions of the conjugacy equation
XZ = ZY
the definition of the word type 1 solution allows Z to be a union of languages
of the form P (QP )i with different exponents i. The definition of word type
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2 solutions extends this by making factors PQ and QP primitive and hence
allowing Z to be a union of previously incompatible word type 1 solutions.
The previous two examples suggest that it might be reasonable to further
extend the notion of word type solutions from the definition of word type 2
in equation 4.4 to an even more general definition.
Definition 4.2. We call a solution of equation XZ = ZY a word type 3
solution, if
X = (PQ)J , Y = (QP )J and Z = (PQ)IP
for languages P,Q ∈ Σ∗ such that PQ and QP are primitive and index sets
I, J ⊆ N.
Such word type 3 solutions would allow languages X and Y to be unions
of different powers of word type 2 solutions. If languages X and Y both
have the same index set J , then for each integer k ∈ J languages (PQ)k and
(QP )k are word type 2 conjugates over Z and hence, by the distributivity
of catenation and union, X and Y are also conjugates. However, languages
with different exponent sets, for example (PQ)M and (QP )N with M 6= N
are not necessarily conjugates.
Example 4.5. Let L = {a, ab, abb, ba, babb}, K = {a, ba, bba, bbba} and
X = {a, ba}. This is a solution of the conjugacy equation, but it is not of
word type. In this example, languages L and K are of different cardinality.




iP for some I ⊆ N and PQ′ ⊆ L ⊆ PQ and QP ⊆ K ⊆ Q′P ,
then the sets L and K are conjugates, since PQ′P = PQP .
In this case we have P = {a, ba}, Q = {ε, bb} and Q′ = {ε, b, bb}.
Hence PQ = {a, abb, ba, babb} ⊆ L ⊆ {a, ab, abb, ba, bab, babb} = PQ′ and
K = QP = Q′P . It can also be noted that Pref(L+) = Pref((PQ)+) =
Pref((PQ′)+), since PQ′P = PQP , and that the conjugator is common for
all of these pairs C(L,K) = C(PQ,QP ) = C(PQ′, Q′P ).
The proof of the following lemma can be found in [2].
Lemma 4.8. The conjugacy relation for languages is reflexive, transitive,
but not symmetric.
The next example, however, shows that word type conjugacy is not tran-
sitive. On the other hand, even if conjugates are not of word type, there
can be a sequence of word type conjugates between them as we already saw
in Example 4.2. The next example will explain this more detailed.
Example 4.6. Let L = {a, aab} and K = {a, baa}. These languages are
clearly conjugates. For example with X = {aa} we have LX = XK. It is
also easy to see that these languages are not word type conjugates.
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L can be factorized as L = {a}{ε, ab} and K as K = {ε, ba}{a}. We can
name these factors as P = {a}, Q = {ε, ab} and R = {ε, ba}. The language
X can also be represented as the catenation X = PP . Next we note that if
we define a third language as M = {a, aba} = PR = QP , then we have two
pairs of conjugate languages with word type factorizations
L = PQ, M = QP = PR, K = RP.
These conjugacies are both word type, since any languages X and Y such
that LX = XM and MY = Y K also have corresponding word type factor-
izations. For example, if LX = XM , we can use a trick similar to the one
used in Theorem 4.4. Now
LXQ = XMQ
(PQ)(XQ) = (XQ)(PQ)
and since L = PQ is a suffix code and primitive, all languages that commute
with it are of the form (PQ)I for some set I of integers. Therefore XQ =
(PQ)I . Here all integers in I must be positive. Since PQ is a suffix code,
the right PQ-factor of XQ = (PQ)I must be unambiguous. If w is an
arbitrary word from XQ, we have two cases. If w ends with the letter a,
then the right Q-factor of w must be ε and w ∈ X. This gives factors of
w in X and Q. On the other hand, if the last letter of w is b, then the
right PQ-factor of w must be aab, i.e., w = uaab for some word u. We have
two possibilities for the right Q-factor, either ε or ab. If w ∈ X then we
would have wab = uaabab ∈ XQ = (PQ)I which can not be true. Hence
the factorization of w in X and Q must be uniquely as ua ∈ X and ab ∈ Q.
Therefore the product XQ is unambiguous and we can eliminate the right
factor Q from the equation XQ = (PQ)I . We obtain
X = (PQ)JP, (J = {i ∈ N | i+ 1 ∈ I}),
which is in the form of the word type 2 solution. Solutions for equation
MY = Y K are also of word type by symmetry, since K = L̃ and M = M̃ .
Now L and K are conjugates over two word type conjugacies:
LX = (PQ)PP = P (QP )P = P (PR)P = PP (RP ) = XK.
As in Example 4.2, here we also note that the second powers of L and
K have word type factorizations
L2 = {aa}{ε, ab, ba, baab} = (PP )(RQ)
K2 = {ε, ab, ba, baab}{aa} = (RQ)(PP ).
The conjugator of L2 and K2 is C(L2,K2) = PP (RP )∗ = P (QP )∗P =
(PQ)∗PP that is the same as C(L,K) and clearly not of word type. Word
type solutions (PPRQ)IPP = (PQPQ)IPP of course form a subset of all
solutions.
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The previous example is extended in a natural way to the case where
there is an arbitrary number of conjugacy steps between L and K.
Example 4.7. Let L = {a, anb} and K = {a, ban}. These languages are
conjugates for example over language X = {an}. These languages are not
word type conjugates. L and K have factorizations L = PQ1 and K = QnP
with languages P = {a}, Q1 = {ε, a
n−1b} and Qn = {ε, ba
n−1}. When we
define the languages
Qi = {ε, a
n−ibai−1}, (1 ≤ i ≤ n)
we can form the languages
M0 = PQ1
Mi = QiP = PQi+1 (1 ≤ i < n) and
Mn = QnP.
For these languages, Mi and Mi+1 are clearly conjugates with word type
factorizations, since
MiP = PQi+1P = PMi+1.
Solutions of equations MiX = XMi+1 can be shown to also be of word type.
Here L = M0 and K = Mn and L and K are conjugates over n word type
conjugacies, rather than just two, as in the previous example:
LPn = PQ1P
n = P 2Q2P
n−1 = · · · = PnQnP = P
nK.
Now the nth powers of languages L and K have word type factorizations:
Ln = (PQ1)
n = Pn ·QnQn−1 · · ·Q2Q1
Kn = (Q1P )
n = QnQn−1 · · ·Q2Q1 · P
n.
Again the centralizer is C(Ln,Kn) = (PQ1)
∗Pn = Pn(QnP )
∗, which is
not of word type, but which of course includes all word type solutions
((PQ1)
n)IPn.
4.5 Fixed point approach for conjugacy
In the previous chapter we introduced the fixed point approach for the com-
mutation of languages. It is very natural to generalize this method for the
conjugacy. Recall that the fixed point approach was constructed for the





Xi+1 = Xi \ (L
−1(LXi∆XiL) ∪ (LXi∆XiL)L
−1), i ≥ 0











Xi+1 = Xi \ (L
−1(LXi∆XiK) ∪ (LXi∆LiK)K
−1), i ≥ 0. (4.9)






Naturally, if we choose L = K, we obtain the sequence which we used with
commutation and get the monoid centralizer as the result.
The proof of our claim follows closely the corresponding proof for the
commutation equation and the centralizer.
Theorem 4.7. The language Z is the conjugator C(L,K) of given ε-free
languages L and K.
Proof. The chain of languages Xi is obviously descending for i ≥ 0, since
each Xi+1 is a subset of Xi.
By Lemma 4.1 and the fact that L and K are ε-free we know that
C(L,K) ⊆ X0 = Pref∗(L
∗) ∩ Suf∗(K
∗).
With small modifications to the proof of Theorem 3.9 we obtain the
following. If C(L,K) is a subset of Xi for some integer i, then
LC(L,K) = C(L,K)K ⊆ LXi ∩XiK,
i.e., all of the elements of LC(L,K) are in both LXi and XiK. Hence
LC(L,K) ∩ (LXi∆XiK) = ∅
and furthermore












This emptiness shows that the iteration step in equation 4.9 does not remove
any elements of C(L,K) from Xi. Thus the next step Xi+1 also includes the
whole conjugator C(L,K), i.e.,
C(L,K) ⊆ Xi+1
and by induction C(L,K) ⊆ Xi for every integer i ≥ 0.
Using an argument similar to that used in the proof for the centralizer the
intersection Z =
⋂
i≥0Xi is a solution of conjugacy equation and includes
the conjugator. By the maximality of the conjugator we obtain Z = C(L,K).
This gives us a more general version of the mapping ϕ : ℘(Σ∗) −→ ℘(Σ∗)
in equation 3.6
ϕ(X) = X \ (L−1(LX∆XK) ∪ (LX∆XK)K−1). (4.10)
The fixed points of this mapping are all solutions X of the conjugacy equa-




Examples of the fixed point
approach
In this chapter we will have a closer look at different cases of commutation
with some examples. We discuss the fixed point method for these examples
and use the FAFLa computer program as our tool. In this program we
represent languages as corresponding minimal deterministic finite automata
and apply the fixed point method using this alternative representation. We
also show that for some examples the method does not converge in finite
time even if the centralizer is rational.
We start by discussing some rational languages and find the centralizer
for them. First we recall from Theorem 3.6 that the following inclusions
always hold:
L+ ⊆ SL ⊆ C+(L).
With the following examples we show that there exist some languages in
each of the classes L+ = SL = C+(L), L
+ = SL ⊂ C+(L), L
+ ⊂ SL = C+(L)
and L+ ⊂ SL ⊂ C+(L). Some of the languages in these examples are finite
and some infinite.
After these examples, we introduce some languages for which the cen-
tralizer cannot be reached in a finite number of steps using the fixed point
approach.
We start with one property that holds for all singular languages L.
Theorem 5.1. Let L be a language. If L is (left or right) singular, then
L+ = SL.
Proof. Let w ∈ L and t ∈ SL \L
+. Then, by the definition of SL, wt ∈ LL
+,
i.e., the word wt has an L-factorization such that the first factor is not w.
This means that the left most factor in this factorization is either a proper
prefix of w or some word wu such that t = us for some s ∈ L+. Now if L
is left singular, we can choose w to be a left singular word in L and we see
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that SL \L
+ must be empty. The claim for the right singular case is proved
similarly.
5.1 The case L+ = SL = C+(L)
Example 5.1. We consider the finite language L = {a, bb, aba, bab} as an
example of a language having L+ = SL = C+(L). Theorem 5.1 clearly
implies that L+ = SL, since, for example, the word bb is singular in L.
With the fixed point approach the centralizer is reached in four steps,
i.e., C+(L) = X3. The iteration steps Xi can be recognized by the DFAs
given in the following graphs. We computed the procedure and drew the
resulting automata with the FAFLa-software [31]. The equality X3 = L
+
was also verfied using the computer.
Figure 5.1: The minimal DFA that recognizes the language L =
{a, bb, aba, bab}
Figure 5.2: The minimal DFA that recognizes the language X0 for language
L = {a, bb, aba, bab}
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Figure 5.3: The minimal DFA that recognizes the step X1 for language
L = {a, bb, aba, bab}
Figure 5.4: The minimal DFA that recognizes the step X2 for language
L = {a, bb, aba, bab}
Figure 5.5: The minimal DFA that recognizes the step X3 = L
+ = C+(L)
for language L = {a, bb, aba, bab}
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From Figures 5.2 to 5.5, we can see that already at step X0 there exists
a subgraph that stays unchanged at each step and finally forms most of the
final automaton of X3 = L
+. This part is highlighted using a dashed line.
In the first steps, the size of the automata grows, as the languages have
more detailed rules for the inclusion of words. In the last step, the number
of states drops, since the rules for the centralizer are “more simple”.
5.2 The case L+ = SL ⊂ C(L)
For this case we have a couple of nice and easy finite examples.
Example 5.2. One very simple example of a language, for which L+ = SL,
but the centralizer is something different, is the language L = {aa} over the
alphabet Σ = {a}. The whole semigroup Σ+ = a+ clearly commutes with
L, implying that C+(L) = a
+. The language L+ = (aa)+ is the language
of all sequences of a of even length. Since the length of catenation of two
words of even length is also even, all words in SL also have even length.
Hence L+ = SL ⊆ C+(L).
The language L is not primitive. Instead it has the primitive root ρ(L) =
{a} and the centralizer is C+(L) = ρ(L)
+. In general, if L = Ki for some
languages L and K and integer i > 1, then clearly
L+ ⊂ K+ ⊆ C+(K) ⊆ C+(L)
and hence L+ 6= C+(L).
Example 5.3. Another, less obvious example in this class is, again, the
language L = {a, ab, ba, bb}. We already know, from Theorem 5.1, that
L+ = SL, since L is a singular language.
For L = {a, ab, ba, bb} we have
Pref+(L) = Suf+(L) = {a, b, ab, ba, bb}.
Let us find the language X0. First we see that
(Σ2)+ = {aa, ab, ba, bb}+ ⊆ L+ ⊆ Pref+(L
+) and
(Σ2)∗Σ ⊆ L∗Σ ⊆ L∗ Pref+(L) = Pref+(L
+).
Hence Σ+ = (Σ+)++(Σ2)∗Σ ⊆ Pref+(L
+) ⊆ Σ+ implying that Pref+(L
+) =
Σ+. By symmetry, we also have that Suf+(L




Next we find the centralizer as follows. We claim that the centralizer is
the language Z = Σ+ \ {b}. This language can be divided into two parts
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depending on the first letter of the word. Similarly the division can be done
by the last letter. This means that
Z = Σ+ \ {b} = aΣ∗ + bΣ+ = Σ∗a+ Σ+b.
The language Z commutes with L, since
ZL = aΣ∗L+ bΣ+L = a · Σ∗L+ bΣ · Σ∗L = (a+ bΣ)Σ∗L ⊆ LZ
and
LZ = LΣ∗a+ LΣ+b = LΣ∗ · a+ LΣ∗ · Σb = LΣ∗(a+ Σb) ⊆ ZL.
The centralizer is not the whole of X0 = Σ
+, since b is not in it. This can
be seen for example by the fact that ba ∈ X0L, but ba /∈ LX0. In particular,
L+ 6= C+(L), since for example bbb ∈ C+(L), but bbb /∈ L
+. In conclusion,
we have
L+ = SL ⊂ C+(L).
5.3 The case L+ ⊂ SL = C+(L)
Example 5.4. We choose the language L = ΣaΣ∗a+bΣ∗bΣ over the alpha-
bet Σ = {a, b} as an example of the case where we have the proper inclusion
L+ ⊂ SL = C+(L). The fixed point approach gives the centralizer again in
four steps.
final st. states trans.
L 5 13 25
X0 3 5 9
X1 7 18 35
X2 9 22 43
X3 11 26 51
X4 11 26 51
SL 11 26 51
L+ 6 14 27
Table 5.1: Number of states, final states and transitions in the automata
recognizing the language L = ΣaΣ∗a+bσ∗bΣ, the steps Li of the fixed point
approach and languages SL and L
+.
Below we illustrate, step by step, how the fixed point approach finds the
centralizer. At the same time this also gives us the equality SL = C+(L). As
we see, the procedure is rather long, when done by hand, but it can be done
very easily using a computer. The first step is to find the starting point
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of the iteration, i.e., the language X0 = Pref+(L
+) ∩ Suf+(L
+). We know
that the inclusion L+ ⊆ X0 always holds so we start by finding the language
X0 \ L
+. The length of the shortest word in L+ is 3.
The words in X0 which have length shorter than 3 are a, b, aa, ba and
bb. Longer words can be discussed separately depending on the first letter
of the word. Let w ∈ X0 \ L
+ and assume that w ∈ aΣΣ+. Now, since
the first letter is a, w /∈ Pref+(bΣ
∗bΣL∗) and hence w ∈ Pref+(ΣaΣ
∗aL∗)
which means that w ∈ aaΣ+. On the other hand, w /∈ L implies that
w ∈ aaΣ∗b. Symmetrically, since w /∈ Suf+(L
∗ΣaΣ∗a), it must be true that
w ∈ Suf+(L
∗bΣ∗bΣ) which implies that w ∈ aaΣ∗bb. Additionally, since
aaΣ∗abΣ∗bb ⊆ L2, the word w must be in language aab∗a∗bb. This language
is entirely included in X0 \ L
+.
If we next assume that w ∈ bΣΣ+, then we can make the following
conclusions concerning the word w. Since bΣ∗bΣ ⊆ L+, we get w ∈ bΣ∗aΣΣ.
Further we get w /∈ Suf+(L
∗bΣ∗bΣ) implying that w ∈ Suf+(L
∗ΣaΣ∗a) and
hence that w ∈ bΣ∗aa. Now baa + baΣ∗aa ⊆ L+ which means that the
second letter of w must be b, i.e., w ∈ bbΣ∗aa. In the next step we see that
the word in language bbΣ∗aa is in the language L+ if and only if it is of the
form bΣ∗bΣΣaΣ∗a, since in this case the beginning of the word should be in
bΣ∗bΣ and the rest of it in ΣaΣ∗a. So, the language we are interested in is
bbΣ∗aa \ bΣ∗bΣΣaΣ∗a.
We discuss the part Σ∗ between the beginning bb and ending aa in se-
quences of three letters. After the beginning bb the next three letters must
be either aab, abb or bab, since bbΣΣaΣ∗aa + bbbbbΣ∗aa ⊆ bΣ∗bΣΣaΣ∗a.
Further, after aab there can be whichever of these three words, after abb
there can be only abb and after bab only bab. Hence
w ∈ bb(aab)∗(abb)∗(ε+ Σ + Σ2)aa+ bb(aab)∗(bab)∗(ε+ Σ + Σ2)aa.
For this language we must still discuss several different cases to find out
which of them are included in L+. In the following, we have underlined the
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part that is of the form bΣΣa for each language that is included in L+.
bb(aab)∗(abb)∗aa ⊆ X0 \ L
+
bb(aab)∗(abb)+Σaa ⊆ L+







bb(aab)∗(bab)+baa ⊆ X0 \ L
+
bb(aab)∗(bab)+ΣΣaa ⊆ L+
Now we can conclude that
bΣΣ+ ∩ (X0 \ L
+) = bb(aab)∗(abb)∗aa+ bb(aab)∗Σaa+ bb(aab)∗(bab)+baa
= bb(aab)∗(abb)∗aa+ bb(aab)∗a(abb)∗aa
+ bb(aab)∗b(abb)∗aa









+ a+ b+ aa+ ba+ bb.
Next we begin the iteration steps. In the step fromX0 toX1 the following
words on the left hand side are erased. The corresponding reasons are given
on the right hand side.
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a : a · bbb ∈ X0L, but abbb /∈ LX0.
b : aaa · b ∈ LX0, but aaab /∈ X0L.
aa : babba · aa ∈ LX0, but babbaaa /∈ X0L.
bb : bb · baaba ∈ X0L, but bbbaaba /∈ LX0.
aaanbb : aaa · aaanbb ∈ LX0, but aaaaaa
nbb /∈ X0L.
(n ≥ 0)
aabnbb : aabnbb · bbb ∈ X0L, but aab
nbbbbb /∈ LX0.
(n ≥ 0)





(n ≥ 0, i+ j = n+ 1)
bb(aab)naa : bb(aab)naa · baabb ∈ X0L, but bba(aba)
n+1abb /∈ LX0.
(n ≥ 0)







In the same way, when stepping from X1 to X2, we erase the following
words:
ba : ba · aaa ∈ X1L, but baaaa /∈ LX1.
bbb(abb)naa : aaa · bbb(abb)naa ∈ LX1,
but aaabbb(abb)naa /∈ X1L. (n ≥ 0)
bb(aab)naaa : bb(aab)naaa · bbb ∈ X1L,
but bb(aab)naaabbb /∈ LX1. (n ≥ 0)
bbaabb(abb)naa : aaa · bbaabb(abb)naa ∈ LX1,
but aaabbaabb(abb)n /∈ X1L. (n ≥ 0)
bb(aab)naabbaa : bb(aab)naabbaa · bbb ∈ X1L,
but bb(aab)naabbaabbb /∈ LX1. (n ≥ 0)





Finally the step from X2 to X3 erases the last words not contained in the
centralizer.
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aabnabb : aabnabb · aaa ∈ X2L, but aab
nbbaaa /∈ LX2, since the
left factor, contained in X, would be one of the words
aabna, aabnabba or aabnabbaa, but for the corresponding
right factors bbaaa, aa, a /∈ X2.
(n ≥ 0)
aabnaabb : aabnaabb · aaa ∈ X2L, but aab
naabbaaa /∈ LX2 similarly
as previously, since abbaaa, bbaaa, aa, a /∈ X2.
(n ≥ 0)
aabanbb : bbb · aabanbb ∈ LX2, but bbbaaba
nbb /∈ X2L again simi-
larly, since the right factor in X should be a word begin-
ning with letter b, i.e. one of the words banbb, baabanbb
or bbaabanbb, but the corresponding left factors bbbaa, bb
and b are not in X2.
(n ≥ 0)
aabbanbb : bbb · aabbanbb ∈ LX2, but bbbaabba
nbb /∈ X2L exactly as
in the other cases.
(n ≥ 0)










L+ + aabbb+aaa+bb+ bb(aab)+(abb)+aa+ bb(aab)+aabb(abb)+aa
)
= LL+
+ ΣaΣ∗a · aabbb+aaa+bb
+ bΣ∗bΣ · aabbb+aaa+bb
+ ΣaΣ∗a · bb(aab)+(abb)+aa
+ bΣ∗bΣ · bb(aab)+(abb)+aa
+ ΣaΣ∗a · bb(aab)+aabb(abb)+aa
+ bΣ∗bΣ · bb(aab)+aabb(abb)+aa
= LL+
+ ΣaΣ∗aaa · bbb+aaa+bb
+ bΣ∗bΣaabb · b+aaa+bb
+ ΣaΣ∗abbaa · b(aab)∗(abb)+aa
+ bΣ∗bΣbb · (aab)+(abb)+aa
+ ΣaΣ∗abbaa · b(aab)∗aabb(abb)+aa
+ bΣ∗bΣbb · (aab)+aabb(abb)+aa
⊆ LL+.
The inclusion X3L ⊆ LL
+ can be seen similarly. This implies that X3 ⊆ SL
and, since the inclusions SL ⊆ C+(L) ⊆ Xi always hold, the equality X3 =
SL = C+(L) must hold. Additionally, it is clear that L
+ 6= X3, since for
example aabbbaaabb ∈ X3 \ L
+, and hence L+ ⊂ S = C(L).
5.4 The case L+ ⊂ SL ⊂ C+(L)
Example 5.5. There also exist languages for which the proper inclusion
L+ ⊂ SL ⊂ C+(L) is true. For this case, we take as an example the infinite
rational language




+) = (aΣ∗ + bΣ∗)∩ (Σ∗a+Σ∗b) = Σ+∩Σ+ = Σ+.
The language X1 is recognized by the automaton in Figure 5.6. This lan-
guage can be expressed as the rational expression
X1 = aaa
∗b+ aaa∗bbΣ∗ + aaa∗baΣ+ + aba∗bΣ∗
+ bbb∗a+ bbb∗aaΣ∗ + bbb∗abΣ+ + bab∗aΣ∗.
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Figure 5.6: The minimal automaton which recognizes the language X1.
The same language can also be expressed as a complement:
X1 = Σ
+ \ (a+ + b+ + aba∗ + bab∗ + aa+ba+ bb+ab).
These expressions can easily be seen from the given automaton. The lan-
guage X1 is obtained as an iteration step of the fixed point procedure, since
a+ · aab ∩ LX0 = ∅
b+ · bba ∩ LX0 = ∅
aba∗ · aab ∩ LX0 = ∅
bab∗ · bba ∩ LX0 = ∅
baa · aa+ba ∩ LX0 = ∅




The next step erases the rest of the words not in the centralizer. The
minimal DFA of the next iteration step is illustrated in the Figure 5.7. The
regular expression of this language X2 is
X2 = aΣa
∗b+ aΣa∗baΣ+ + aΣa∗bbΣ∗
+ bΣb∗a+ bΣb∗abΣ+ + bΣb∗aaΣ∗.
This step can also be expressed as a complement of a rather simple language.
From this representation we can see which words are deleted from X1 while
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Figure 5.7: The automaton which recognizes the language X2.
taking this step.
X2 = Σ
+ \ (a+ + b+ + aba∗ + bab∗ + aa+ba+ bb+ab+ aba∗ba+ bab∗ab)
= X1 \ (aba
∗ba+ bab∗ab). (5.1)
As a justification for erasing the language aba∗ba + bab∗ab from X1 it is
enough to note that
aba∗ba · baa ∩ LX1 = ∅ and
bab∗ab · abb ∩ LX1 = ∅.
These equalities hold, since the left L-factor of words in aba∗ba and bab∗ab
are either abanb or abanbab and either babna or babnaba, and hence the
corresponding right factors would be abaa, aa, babb and bb which are not in
X1.
Now X2 is the centralizer C+(L), since LX2 = X2L. We can see that
X2L = aΣa
∗b · aΣ+b+ aΣa∗b · bΣ+a+ aΣa∗baΣ+ · aΣ+b
+ aΣa∗baΣ+ · bΣ+a+ aΣa∗bbΣ∗ · aΣ+b+ aΣa∗bbΣ∗ · bΣ+a
+ bΣb∗a · aΣ+b+ bΣb∗a · bΣ+a+ bΣb∗abΣ+ · aΣ+b
+ bΣb∗abΣ+ · bΣ+a+ bΣb∗aaΣ∗ · aΣ+b+ bΣb∗aaΣ∗ · bΣ+a
and here every term is included in LX2. For example aΣa
∗bbΣ∗ · aΣ+b ⊆
LX2, since aΣa
∗bb · aΣ+b ⊆ LL ⊆ LX2 and by equation 5.1 aΣa
∗b ·
bΣ+aΣ+b ⊆ LX2. In this way we get X2L ⊆ LX2 and, since L
∼ = L,






∼ = X∼2 L
∼ = X2L.
The proper inclusion L+ ⊂ S ⊂ C+(L) can be seen by choosing suitable
example words. For example
abbbaL = abbba · aΣ+b+ abbba · bΣ+a = abbb · aaΣ+b+ abb · babΣ+a ⊆ LL+
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and
Labbba = aΣ+b · abbba+ bΣ+a · abbba = aΣ+bab · bba+ bΣ+aa · bbba ⊆ LL+,
implying that abbba ∈ S, but clearly abbba /∈ L+. On the other hand
abbaa ∈ C+(L), since the automaton in Figure 5.7 recognizes this word, but
abbaa /∈ S, since for example abbaa · baa /∈ LL+.
5.5 The centralizer as the limit
In many cases the fixed point approach gives the centralizer after only few
steps. However, there are cases, even with finite languages, where the cen-
tralizer is not reached in finitely many steps. In these cases the fixed point





Naturally, all languages that have a non-recursively enumerable centralizer,
cf. [23], fall into this category. However, there are also languages with very
simple rational centralizers in this category.
Example 5.6. One good example is, again, the language L = {a, bb, aba, bab, bbb}.
This example shows that the fixed point computation can be non-halting
even for a language with only five elements. Another fact, which makes this
example even more interesting, is that the centralizer of L is as simple as
C+(L) = L
+.
We examine the fixed point approach on this language L by finding
for each iteration step Xi the unique minimal DFA that recognizes it and
by comparing these DFAs with previous ones. In these automata we will
find some common patterns and periods. The program computes each step
easily, but we show these results also by hand to illustrate the procedure
and to underline reasons for infinite convergence. The automata recognizing
languages L and L+ are shown in Figures 5.8 and 5.9.
Our first step is to construct the starting point X0 = Pref+(L
+) ∩
Suf+(L
+) of the procedure. The form of this result highlights the essen-
tial parts of which X0 is constructed.
Lemma 5.1. The language X0 for L = {a, bb, aba, bab, bbb} can be expressed
as
X0 = L
+ + (bab)∗b(bab)∗ + (bab)∗ab(bab)∗ + (bab)∗ba(bab)∗.
Proof. Let us denote
• Y1 = (bab)
∗b(bab)∗,
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• Y2 = (bab)
∗ab(bab)∗ and
• Y3 = (bab)
∗ba(bab)∗.
The inclusion L+ + Y1 + Y2 + Y3 ⊆ X0 can be easily seen. The language
L+ is naturally in both its own prefix and in its own suffix. The inclusion
Y1 ⊆ X0 we get by noting that
(bab)∗b(bab)∗ = (bab)∗(bb a)∗b ⊆ L∗ Pref+(L) = Pref+(L
+) (5.2)
and
(bab)∗b(bab)∗ = b(a bb)∗(bab)∗ ⊆ Suf+(L)L
∗ = Suf+(L
+). (5.3)
This means that Y1 ⊆ Pref+(L
+) ∩ Suf+(L
+) = X0. We also note that,
since bab is both left and right singular in L and b is not in L, none of the
words in Y1 is in L
+.
Similarly from equations
(bab)∗ab(bab)∗ = ab(bab)∗ + ba(bb · a)∗(bab)+ = (bab)∗(a · bb)∗ab
Figure 5.8: The minimal DFA that recognizes the language L =
{a, bb, aba, bab, bbb}
Figure 5.9: The minimal DFA that recognizes the language L+ =
{a, bb, aba, bab, bbb}+
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and
(bab)∗ba(bab)∗ = ba(bb · a)∗(bab)∗ = (bab)∗ba+ (bab)+(a · bb)∗ab
we see that Y2, Y3 ⊆ X0. Again, by left and right singularity of bab, and
since ab and ba are not in L, none of elements of Y2 and Y3 are in L
+.
Next we prove the inclusion on the other direction, i.e., X0 ⊆ L
+ +
Y1 + Y2 + Y3. Since Pref(L) = Suf(L) = {a, b, ab, ba, bb, aba, bab, bbb} =
L+ {b, ab, ba}, we have
X0 = L
+ + ({b, ab, ba}L∗ ∩ L∗{b, ab, ba}).
The language L+ is clearly a subset of X0, hence we look at the words in
{b, ab, ba}L∗. First of all, {b, ab, ba} is a subset of L∗{b, ab, ba} and all of
these words are clearly in Y1 + Y2 + Y3. Next we take all words uvw, where
u ∈ {b, ab, ba}, v ∈ L and w ∈ L∗, and find which of them are in L+ and
which are in L∗{b, ab, ba}. If u = ab, we get, taking different values of v, the
following five cases:
• v = a =⇒ uvw = ab · a · w = aba · w ∈ L+,
• v = bb =⇒ uvw = ab · bb · w = a · bbb · w ∈ L+,
• v = aba =⇒ uvw = ab · aba · w = a · bab · a · w ∈ L+,
• v = bab =⇒ uvw = ab · bab · w = (a bb) · abw and
• v = bbb =⇒ uvw = ab · bbb · w = a · bb · bb · w ∈ L+.
Four of these cases end up with the word uvw being in L+. The fifth case
gives us the word (abb)abw, which has first prefix abb in L+ and a suffix
abw, which is in the original form abL∗. This means that we can similarly
take left L factors from w one by one until we reach the end of w. Hence, by
this recursive procedure, the word uvw is either in L+ or in ab(bab)∗. This
means that
abL∗ ∩ L∗{b, ab, ba} ⊆ L+ + ab(bab)∗ ⊆ L+ + Y2.
Next, if u = ba, we get the following five cases:
• v = a =⇒ uvw = ba · a · w,
• v = bb =⇒ uvw = ba · bb · w = (bab) · bw,
• v = aba =⇒ uvw = ba · aba · w,
• v = bab =⇒ uvw = ba · bab · w = (bab) · abw and
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• v = bbb =⇒ uvw = ba · bbb · w = bab · bb · w ∈ L+.
Of the above cases, two are not possible, namely v = a and v = aba, since
b, ba, baa /∈ L. In those cases uvw can not be in L∗{b, ab, ba}. The case with
v = bbb gives us the word uvw which is in L+. Only the cases with v = bb
and v = bab give something new. The case with v = bab can be dealt with
as in the previous cases, since uvw = (bab)abw has bab ∈ L as its prefix
and the already solved case abw ∈ abL∗ as its suffix. This case gives us the
inclusion
(ba)babL∗ ∩ L∗{b, ab, bab} ⊆ L+ + (bab)ab(bab)∗ ⊆ L+ + Y2.
The case with v = bb gives uvw = (bab)bw ∈ LbL∗ and reduces to the next
case, where u = b.
If u = b, then we obtain these five cases:
• v = a =⇒ uvw = b · a · w = baw,
• v = bb =⇒ uvw = b · bb · w = bbb · w ∈ L+,
• v = aba =⇒ uvw = b · aba · w = bab · a · w ∈ L+,
• v = bab =⇒ uvw = b · bab · w = (bb) · abw and
• w = bbb =⇒ uvw = b · bbb · w = bb · bb · w ∈ L+.
Here cases v = bb, v = aba and v = bbb are the trivial ones with uvw in
L+. The case v = bab with uvw ∈ LabL∗ leads to the already solved case of
words in abL∗ and gives us the language
b babL∗ ∩ L∗{b, ab, ba} ⊆ L+ + (bb)ab(bab)∗ = L+ + b(bab)+ ⊆ L+ + Y1.
The only case left is the one with u = b and v = a. This case can be
dealt with as for u = ba, for which only the case v = bb remained unsolved.
This unsolved case, in turn, reduces back to the case where u = b. The
procedure continues until we either reach some previously solved case or the
word w ends. From this we get the following inclusion
b aL∗ ∩ L∗{b, ab, ba} ⊆ L+ + b(abb)∗(bab)∗ + ba(bba)∗(bab)∗
= L+ + (bab)∗b(bab)∗ + (bab)∗ba(bab)∗
⊆ L+ + Y1 + Y3.
Hence we have the inclusion X0 ⊆ L
+ + Y1 + Y2 + Y3.
Thge above procedure can be represented as the graph in Figure 5.10.
It shows how we start from state ε with a word uvw ∈ {b, ab, ba}L+. If we
reach one of the final states, b, ab, ba or L+ with the word, it means that
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Figure 5.10: The procedure of finding {b, ab, ba}L+ ∩ (L+ + L+{b, ab, ba})
as a graph. Input words are from the language {b, ab, ba}L+.
the word is in L+ + L+{b, ab, ba}. The names of states correspond to the
set where the prefix of uvw we have so far read belongs to, {ε}, L+, L∗{b},
L∗{ab} or L∗{ba}.
The automaton recognizing the language X0 is given in Figure 5.11.
Figure 5.11: The minimal DFA that recognizes the language X0.
In the following lemmas we trace the fixed point approach for language
L. In first two lemmas we see what happens on the first step from X0 to
X1. Next lemma shows the general step from Xi to Xi+1.
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Lemma 5.2. The words b, ab and ba are not in C+(L) for language L =
{a, bb, aba, bab, bbb}.
Proof. It is easily seen that b /∈ C+(L). Clearly
b ∈ (bab)∗b(bab)∗ = Y1 ⊆ X0
and a ∈ L, so ab ∈ LX0. However ab /∈ X0L and hence b /∈ C+(L). Similarly
ab ∈ (bab)∗ab(bab)∗ = Y2 ⊆ X0, a ∈ L and aab ∈ LX0, but aab /∈ X0L.
Finally ba ∈ (bab)∗ba(bab)∗ = Y3 ⊆ X0, a ∈ L and baa ∈ X0L, but baa /∈
LX0.
Therefore b, ab, ba /∈ C+(L).
Lemma 5.3. The languages ab(bab)∗ and (bab)∗ba are in the complement
of the centralizer C+(L).
Proof. Let us choose an arbitrary word w = ab(bab)k, with integer k ≥ 1
in the language ab(bab)∗. If we concatenate w with the word a ∈ L, we
get the word a · ab(bab)k ∈ LX0. At the end of this word there is only
one L-factor, the word bab. However, the left factor aab(bab)k−1 is clearly
not in the language X0 = L
+ + Y1 + Y2 + Y3. Therefore ab(bab)
k /∈ C+(L)
for any k ≥ 0. This means that ab(bab)∗ ∩ C+(L) = ∅. By symmetry,
since L∼=L, the same holds also for the reversed language (bab)∗ba, i.e.,
(bab)∗ba ∩ C+(L) = ∅.
Lemma 5.4. The languages b(bab)∗ and (bab)∗b are in the complement of
the centralizer C+(L).
Proof. As in the previous lemma, if we have an arbitrary word b(bab)k for
k ≥ 1 in language b(bab)∗, we see that a · b(bab)k ∈ LX0. But by Lemma 5.3
ab(bab)k−1 · bab /∈ C+(L)L. Hence b(bab)
∗ ∩ C+(L) = ∅ and, by symmetry,
also (bab)∗b ∩ C+(L) = ∅.
The next lemma proves that the rest of language Y1 + Y2 + Y3 is also in
the complement of C+(L). Note that (bab)
∗babab(bab)∗ = (bab)+ab(bab)∗ =
(bab)∗ba(bab)+.
Lemma 5.5. The languages (bab)∗b(bab)∗ and (bab)∗babab(bab)∗ are in the
complement of the centralizer C+(L).
Proof. The proof is by induction and it is similar for both of these languages.
We set v ∈ {b, babab} and prove the claim for (bab)∗v(bab)∗. We prove that
for any integer n ≥ 0, if (bab)iv(bab)n /∈ C+(L) for some integer i ≥ 0, then
also (bab)i+1v(bab)n /∈ C+(L).
First.y, we know that for i = 0, by Lemma 5.4, b(bab)n /∈ C+(L) for
every n ≥ 0 and, by Lemma 5.3, that ab(bab)n /∈ C+(L) for every n ≥ 0.
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babab(bab)n · bab ∈ X0L, but bab ab(bab)
n /∈ LC+(L) for any n ≥ 0. Hence
v(bab)∗ is in the complement of the centralizer C+(L) for any v ∈ {b, babab}.
Next we assume that (bab)iv(bab)n /∈ C+(L) for all n ≥ 0, if i ≤ k for
some integer k. If i = k + 1 then we get
(bab)k+1v(bab)n · (bab) ∈ X0L,
but
(bab) · (bab)kv(bab)n+1 /∈ LC+(L).
Therefore (bab)k+1v(bab)n /∈ C+(L) and in conclusion (bab)
∗v(bab)∗∩C+(L) =
∅.
Note, that the induction could also be done symmetrically from the right
hand side of the word (bab)nv(bab)i.
These lemmas together prove that (Y1 +Y2 +Y3)∩C+(L) = ∅ and hence
the centralizer is C+(L) = L
+
Now we can analyse the iterative process of the fixed point approach
on this language. What happens during the process, can be seen from the
previous lemmas. By writing all words of language Y2 = (bab)
∗ab(bab)∗ in a
triangle, as in Figure 5.12, we can also illustrate the process.
Figure 5.12: The language (bab)∗ab(bab)∗ illustrated as a triangle.
Languages Y1 = (bab)
∗b(bab)∗ and Y3 = (bab)
∗ba(bab)∗ can also be illus-
trated using similar triangles. From Lemmas 5.2 and 5.3 we see, how step-
ping fromX0 toX1 takes away all words in language {b}+ab(bab)
∗+(bab)∗ba.
This step is illustrated in the triangles on the far left of Figures 5.13, 5.14
and 5.15.
The next step from X1 to X2 removes the languages b(bab)
∗ and (bab)∗b,
as shown in Lemma 5.4, and languages (bab)ab(bab)∗ and (bab)∗ba(bab) as
shown in Lemma 5.5. This can be seen in the middle triangles of the figures
below. After that, each step from Xi to Xi+1 removes similarly the lan-
guage (bab)i−1b(bab)∗ + (bab)∗b(bab)i−1 + (bab)iab(bab)∗ + (bab)∗ba(bab)i, as
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Figure 5.13: Deleting parts of (bab)∗ab(bab)∗ during the iteration.
Figure 5.14: Deleting parts of (bab)∗ba(bab)∗ during the iteration.
Figure 5.15: Deleting parts of (bab)∗b(bab)∗ during the iteration.
Figure 5.16: Languages (bab)∗ab(bab)∗ and (bab)∗ba(bab)∗ have lots in com-
mon.
in Lemma 5.5. Note that languages (bab)∗ab(bab)∗ and (bab)∗ba(bab)∗ have
large set (bab)∗babab(bab)∗ of common words, illustrated in Figure 5.16.
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Next we compute the first forty steps of the fixed point approach on
language L and get some statistics on the DFAs recognizing these languages.
The numbers of states, final states and transitions for the number of iteration
steps of the fixed point procedure for language L are given in Table 5.2. From
this table we can see that after a few steps, the growth of the automata
becomes constant. Every step adds six more states, three of them final
states, and eleven transitions.
final st. states trans.
X0 6 8 15
X1 5 9 17
X2 6 13 24
X3 9 19 35
X4 12 25 46
X5 15 31 57
X6 18 37 68
X7 21 43 79
X8 24 49 90
X9 27 55 101
X10 30 61 112
X11 33 67 123
X12 36 73 134
X13 39 79 145
X14 42 85 156
X15 45 91 167
X16 48 97 178
X17 51 103 189
X18 54 109 200
X19 57 115 211
final st. states trans.
X20 60 121 222
X21 63 127 233
X22 66 133 244
X23 69 139 255
X24 72 145 266
X25 75 151 277
X26 78 157 288
X27 81 163 299
X28 84 169 310
X29 87 175 321
X30 90 181 332
X31 93 187 343
X32 96 193 354
X33 99 199 365
X34 102 205 376
X35 105 211 387
X36 108 217 398
X37 111 223 409
X38 114 229 420
X39 117 235 431
Table 5.2: Number of states, final states and transitions of automata recog-
nizing first iteration steps of the fixed point approach for language L.
For example, the minimal DFAs of languages X5 and X6 can be drawn
as in Figures 5.17 and 5.18. From these figures, we can already see the
trend in the growth of steps Xi. At each step, the DFA increases in size
with three states to the left and three states to the right. Each three state
set corresponds to one bab-factor on the left or right side of b or babab in
languages (bab)∗b(bab)∗ and (bab)∗babab(bab)∗. The more states the DFA
of Xi has, the longer are those words that are in Xi \ C+(L). The limit
limi→∞Xi would be an automaton with an infinite number of states, which
is equal to the DFA recognizing L+.
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Figure 5.17: DFA recognizing X5.
Figure 5.18: DFA recognizing X6.
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Remark 5.1. In principle, the infinitely long computations can be avoided
by using the idea of Theorem 3.10 and choosing the starting point of the
iteration so that it includes the whole centralizer, but does not include “the
hard part”, those words that lead to the infinite computation. However, in
concrete instances, there does not seem to be a general methods of finding
such a starting point.
The next example shows a case where changing the starting point helps.
Here the centralizer C+(L) is found using a composition of the fixed point
method and logical considerations.
Example 5.7. There exist also rational languages, for which the fixed point
method does not stop and the centralizer is not L+. One example is the
language L = aΣ+b+bΣ∗ba. If we compute L+ and SL using a computer, we
see that they are different and hence L+ 6= C+(L). Table 5.3 lists numbers
of states in DFAs corresponding to the first steps of iteration. The table
shows that beginning from language X7, every step increases the number
of states by eight. A further look at the iteration steps reveals that the
final st. states trans.
L 2 7 14
X0 2 4 8
X1 4 15 30
X2 6 16 32
X3 9 24 48
X4 13 33 66
X5 18 44 88
X6 23 53 106
X7 29 67 134
X8 33 75 150
X9 37 83 166
X10 41 91 182
X11 45 99 198
final st. states trans.
X12 49 107 214
X13 53 115 230
X14 57 123 246
X15 61 131 262
X16 65 139 278
X17 69 147 294
X18 73 155 310
X19 77 163 326
X20 81 171 342
X21 85 179 358
L+ 4 12 24
SL 8 24 48
Z 10 28 56
Table 5.3: Numbers of states and transitions of automata corresponding to
iteration steps of L = aΣ+b+ bΣ∗ba
main part of the DFAs stay the same, but certain parts grow according to
a regular pattern at every step. Figure 5.19 shows the essential part of the
DFA of step X11. This automaton has two “chains” of states with four
state periods in each. At every step, both of these chains get four additional
states. Only the last states of both chains do not follow the pattern. When
the iteration proceeds, the chains get longer and longer words are needed to
reach the end of the chain. This means that words in Xi \Xi+1 get longer,
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as i gets larger. If i grows infinitely, the chains get infinitely long and can
equivalently be replaced by a finite loop of four states. For example, in
the automaton representing the language X11, we could replace transition
98
b
−→ 13 by transition 98
b
−→ 95 and transition 93
b
−→ 13 by transition
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b
−→ 87 and minimize the result. Let us call Z the language recognized
by this automaton. The number of states in this automaton is also given in
Table 5.3. We will prove that Z = C+(L). With a computer, we can verify
that
L+ ⊂ SL ⊂ Z
and that Z commutes with L. Hence we know that




































































Figure 5.19: Essential parts of automaton recognizing the language X11.
Figure 5.20: Automaton for L+. (L = aΣ+b+ bΣ∗ba)
The equality Z = C+(L) can be proved as follows.
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Figure 5.21: Automaton for SL. (L = aΣ
+b+ bΣ∗ba)
Figure 5.22: Automaton for Z = C(L). (L = aΣ+b+ bΣ∗ba)
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Lemma 5.6. Let A = aa+(ba+)∗. Then
A ∩ C+(L) = ∅.
Proof. Firstly aanba ∈ A for n ≥ 1 and aab ∈ L. However
aab · aanbaL−1 = {aa},
and since aa /∈ X0 = Pref+(L
+) ∩ Suf+(L
+) we have aab · aanba /∈ C+(L)L
and so aa+ba · C+(L) = ∅.
Secondly, we see that aa+ba+ba ∩ C+(L) = ∅, since
aab · aa+ba+baL−1 = aa+ aabaa+.
Now (aa+aabaa+)∩Suf+(L
+) = ∅, which means that also (aa+aabaa+)∩
X0 = ∅.
Finally, we use induction and show that if for some k ≥ 1 we have
aa+(ba+)nba ∩ C+(L) = ∅, whenever n ≤ k, then
aab · aa+(ba+)k+1baL−1 = aa+ aabaa+(ba+)≤k ⊆ Σ+ \ C+(L).
Hence aa+(ba+)∗ba ∩ C+(L) = ∅. Additionally, we can note that Σ
∗aa ∩
Suf+(L
+) = ∅, which gives us
aa+(ba+)∗ ∩ C+(L) = ∅.
Now, if we choose the language
Y0 = X0 \A = (Pref+(L
+) ∩ Suf+(L
+)) \A
as the starting point of the fixed point procedure, instead of X0, then the
computation stops after only a few iteration steps. Namely
Y6 = Y7 = Z,
which gives us the result
C+(L) = Z.
Now we can note that this case was one example where choosing a differ-
ent initial value for the fixed point procedure was successfull. The methods
used in the previous example can be summarized as follows.
Method 1.
1. Use the fixed point method for several steps.
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2. Analyze the minimal DFAs, in particular the difference of consecutive
steps, and determine the part A of X0 that is problematic for the fixed
point method. Finding of the language A is not necessarily straight-
forward and may require different means depending on the language
X0 or just a good guess.
3. Show that A is not included in the centralizer.
4. Use the language Y0 = X0 \ A as a new starting point for fixed point
method.
Method 2.
1. Use the fixed point method for several steps and find repeating pat-
terns in the minimal DFAs.
2. Change the repeating patterns to loops and minimize to obtain a guess
for the centralizer.
3. Prove that the guessed candidate is indeed the centralizer.
All languages leading to an infinite computation do not give such clearly
periodic automata. For example, for the language L = ΣaΣ∗aΣ + ΣbΣ∗bΣ,
the number of states in the iteration steps grows in alternate phases. For
every second step the addition is twelve states and every other step eighteen
states.
Example 5.8. With the finite language L = {a, bb, aab, aba, abb, baa, bab,
bba, bbb}, on the other hand, the growing speed does not seem to become
constant, at least not within the first fifty steps. Additionally, at every sec-
ond step, the number of states increases and at every other step it decreases.
The decrease is typically around half of the previous increase. However, some
kind of pattern can still be seen from the DFAs of the iteration steps, as in
Figure 5.23.
Since the language L is finite and, for example, the word baa is left
singular in L, we know that the centralizer is finitely generated. In fact,
the centralizer is the language L+, which can be proved as follows, with the
technique that was used in the examples of Chapter 3.5.
The set of proper suffixes of L = {a, bb, aab, aba, abb, baa, bab, bba, bbb} is
{1, a, b, aa, ab, ba, bb} = 1∪Σ∪Σ2. Next we find variables ni for correspond-
ing suffixes ui.
u0 = ε : 1 · L ⊆ C(L) implies that n0 = 1.
u1 = a : a ∈ L ⊆ C(L) implies that n1 = 0.
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Figure 5.23: The minimal automaton of the iteration X12 of the language
L = {a, bb, aab, aba, abb, baa, bab, bba, bbb}
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u2 = b : b · a /∈ LC(L) implies that b /∈ C(L),
ba · a /∈ LC(L) implies that ba /∈ C(L),
baab · a /∈ XC(L) implies that baab /∈ C(L),
and, by induction, the fact that b(aab)n ·a = baa · (baa)n−1ba /∈ LC(L)
implies that b(aab)n /∈ C(L) for any integer n > 0. Therefore for any
integer n ≥ 0 we have b(aab)n /∈ C(L) i.e. the number n2 does not
exist.
u3 = aa : aa ∈ L
+ ⊆ C(L) implies that n3 = 0.
u4 = ba : ba(aba)
n · aba = baa · (baa)nba /∈ LC(L) implies that ba(aba)n /∈
C(L) for any integer n ≥ 0, as in the case u2 = b, and hence the
number n4 does not exist.
u5 = ab : Since L
∼ = L, we also have that C(L)∼ = C(L) and hence aba ·
(aba)nab = ab(aab)n · aab /∈ C(L)L implies that ab(aab)n /∈ C(L) for
any integer n ≥ 0. Hence the number n5 does not exist.





ni = 1 · L+ a+ aa = L+ aa






We have discussed commutation with finite sets. Conway’s problem for sets
with at most three elements has a positive answer. In this work, we find
that the answer is also positive for all 4-element sets except those in, what
we have called, the last open case. However, the examples we have studied
on the last open case seem to have very simple centralizers. Hence we make
a conjecture for the centralizer of 4-element sets.
Conjecture 6.1. The centralizer of a 4-element language is finitely gener-
ated.
For 5-element sets, we can draw prefix graphs in the same way as we
did for 4-element sets. Most cases are either periodic or reducible to singu-
lar languages. The only cases that need more attention are the ones with
two connected components and no singular words, just as for 4-element lan-
guages, see Figure 6.1. The solution for 5-element languages should not be
that different from the one for 4-element languages. Languages with six
elements are more complicated, since there we can have graphs with even
three connected components and no singular words. The relative simplicity
of solutions for languages with at most three elements can be seen to orig-
inate from the fact that there are no such languages having prefix graphs
with more than one connected component and no singular words.
Commutation with codes has been solved in some special cases, for ex-
ample for prefix, suffix and biprefix codes. For general codes the question
is still open. However, the following conjectures have been proposed in [30]
and in [15]. These four conjectures are equivalent.
• Conjecture 1: Two codes commute if and only if they have a common
root.
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Figure 6.1: Prefix graphs of 5-element sets with two connected components
and no singular words
• Conjecture 2: Any code has a unique primitive root.
• Conjecture 3: For any code L, if LX = XL, then there is a code R
such that L = Rm andX = RI , for somem ≥ 1, I ⊆ N. (L satisfies the
BTC-property, i.e., Bergman-type characterization.) This was proved
for prefix codes by Ratoandromanana.
• Conjecture 4: The (monoid) centralizer of a code is a free monoid.
If the above conjectures hold for codes, what does it mean for conju-
gacy? Can we use solutions for the commutation equation as a tool, when
solving the conjugacy equation for codes? For biprefix codes we did this.
We catenated the language Q on the right side of the conjugacy equation
LX = XK and obtained the commutation equation LXQ = XKQ = XQL.
This method was used also in some examples. To use this method success-
fully we need to have a suitable language Q such that KQ = QL and such
that Q can be eliminated from XQ, when it has been solved. Can this kind
of method be used, if the code has a bounded delay?
The method mentioned above reminds us of the standard method that
is used to solve the word equation xzy = yzx. This equation is solved by
catenating the word z at the end on both sides of the equation and solving
the resulting commutation equation xzyz = yzxz. We can ask what other
techniques on word equations could be applied to language equations. These
kind of methods can be effective in particular for different types of codes.
The fixed point approach can be successfully applied for many languages,
for both commutation and conjugacy equations. In some cases, however, it
does not halt and the centralizer or conjugator is obtained only as a limit.
We have also introduced some additional methods which can be used in the




FAFLa – Finite Automata
and Formal Languages
FAFLa [31] is a computer program which we wrote to study finite automata
and rational languages. The program is implemented as a Python module
and uses the Python command line as its user interface. In FAFLa, the
notion of the finite automaton is implemented as a class and we can apply
several operations on such automata. We can even draw these automata as
graphs.
The original idea for the program came from the program named Grail+,
which is a project of the Department of Computer Science, University of
Western Ontario, Canada. FAFLa was written from scratch, but several
methods were named as in Grail+. FAFLa also uses a compatible file format
to save finite automata. The Python command line is used as the interface,
since it has, for example, a built in command history. Python also makes
it easy to write more complicated functions and programs that use FAFLa,
either directly in the command line or as separate script files. The program
is also able to use a program called Graphviz to draw pictures of finite
automata. Graphviz tries to position the nodes and arcs in such a way that
the graph looks as nice as possible.
We have used the following functions together with FAFLa to implement
the fixed point method. The initial language X0 for given languages L and
K is computed using the function conj0()
def conj0(x, y):
"""Conjugation start step."""
return (x.fplus().fpref() & y.fplus().fsuff()).femptyoff().fminrev()
For given languages L and K, this function can be called as follows:
>>> X=[conj0(L,K)]
The above command computes the language X0. For the next steps we
use the function conj().
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def conj(x, y, zi):
"""Conjugation iteration step."""
xzi = x * zi
ziy = zi * y
xziDziy = xzi ^ ziy
xleft = xziDziy.flquot(x)
yright = xziDziy.frquot(y)
xytotal = xleft + yright
zii = zi - xytotal
return zii
This function computes the language Xi+1 for given languages L, K and
Xi and we call it as follows.
>>> X += [conj(L,K,X[-1])]
This command computes the next Xi from languages L and K and the last
language in the list X of all previously computed steps. In this way, we
get the sequence of languages Xi as the list X and the language Xn can be
referred to as X[n].
The equality of the two last steps can then be compared with the com-
mand:
>>> X[-1]==X[-2]
This command returns either True or False.
Example A.1. For example, the centralizer of language L = {a, ab, ba, bb}
can be computed as follows. Before we begin, we have defined conj0() and




















On the first line we input the language in the variable L. Next we compute
X0 and two steps of iteration. Then finally we compare the two last steps
and see that they are equal. Next we get the statistics of the variable X[−1]
using the stats()-method. The output tells us that the variable represents
automaton with three states, one of which is the start state and one of which
is the final state. The automaton has six transitions and the size of the used
alphabet is two. The automaton is a deterministic finite automaton. The
structure of the automaton is also printed using the print-command in the
file format of Grail+. This format shows us all starting and final states of the
automaton and all transitions between these states. With the gv()-method,
the picture of the automaton of X2 is written in the file X2.svg with the
help of Graphviz. This image can be seen in Figure A.1
Figure A.1: The centralizer of L = {a, ab, ba, bb}.
Example A.2. As another example we compute the first 21 steps of the
fixed point method for the language L = {a, bb, aba, bab, bbb} from Exam-
ple 5.6. For this language we know that the method does not stop.
>>> L=retofm("a+bb+aba+bab+bbb")
>>> X=[conj0(L,L)]

























>>> for Z in X:
... Z.stat()
...
S: 8 SS: 1 F: 6 T: 15 A: 2 DFA
S: 9 SS: 1 F: 5 T: 17 A: 2 DFA
S: 13 SS: 1 F: 6 T: 24 A: 2 DFA
S: 19 SS: 1 F: 9 T: 35 A: 2 DFA
S: 25 SS: 1 F: 12 T: 46 A: 2 DFA
S: 31 SS: 1 F: 15 T: 57 A: 2 DFA
S: 37 SS: 1 F: 18 T: 68 A: 2 DFA
S: 43 SS: 1 F: 21 T: 79 A: 2 DFA
S: 49 SS: 1 F: 24 T: 90 A: 2 DFA
S: 55 SS: 1 F: 27 T: 101 A: 2 DFA
S: 61 SS: 1 F: 30 T: 112 A: 2 DFA
S: 67 SS: 1 F: 33 T: 123 A: 2 DFA
S: 73 SS: 1 F: 36 T: 134 A: 2 DFA
S: 79 SS: 1 F: 39 T: 145 A: 2 DFA
S: 85 SS: 1 F: 42 T: 156 A: 2 DFA
S: 91 SS: 1 F: 45 T: 167 A: 2 DFA
S: 97 SS: 1 F: 48 T: 178 A: 2 DFA
S: 103 SS: 1 F: 51 T: 189 A: 2 DFA
S: 109 SS: 1 F: 54 T: 200 A: 2 DFA
S: 115 SS: 1 F: 57 T: 211 A: 2 DFA















>>> Y19=bab18*A*bab18*bab.fstar() + bab.fstar()*bab18*A*bab18
>>> Z19==Y19
True
Again, we begin by inputting the language in the variable L and compute
the language X0. Next we make a loop that computes the next 20 iteration
steps of the fixed point method. After that we output the statistics for the
minimal DFA of each language from X0 to X20. We see that these statistics
are the same as in Table 5.2. Next we compute the difference of languages
X5 and X6, minimize the DFA of this language and put the result in the
variable Z. The statistics of this automaton show that it has 47 states with
only one starting state, two final states and 50 transitions. Next we assign
the language (bab)4(b+ babab)(bab)4(bab)∗ +(bab)∗(bab)4(b+ babab)(bab)4 in
the variable Y and show that Z = Y , i.e., this is the difference.
In the last lines we compute the difference of X19 and X20 and show
that this difference is equal to the language (bab)18(b+babab)(bab)18(bab)∗+
(bab)∗(bab)18(b + babab)(bab)18. From this we can guess that the difference
of consecutive iteration steps Xi and Xi+1 will always be
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[12] J. Karhumäki. Challenges of commutation – an advertisement. In
R. Freivalds, editor, Fundamentals of Computation Theory 2001, LNCS
2138, pages 15–23. Springer–Verlag, New York, 2001.
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