Maturity transformation risk is highlighted as one of the major causes of recent global financial crisis. Basel III has proposed new liquidity regulations for transformation function of banks and hence to monitor this risk. Specifically, net stable funding ratio (NSFR) is introduced to enhance medium-and long-term resilience against liquidity shocks. Islamic banking is widely accepted in many parts of the world and contributes to a significant portion of the financial sector in many countries. Using a data-set of 68 fully fledged Islamic banks from 11 different countries, over a period from 2005 -2014, this study attempts to analyze various factors that may significantly affect the maturity transformation risk in these banks. We utilize a 2-step system GMM estimation technique on unbalanced panel and find bank capital, credit risk, financing, size and market power as significant bank specific factors in determining maturity transformation risk. Furthermore, gross domestic product and inflation are found to be the significant macroeconomic factors that influence this risk. However, we find no evidence for the effect of bank profitability, cost efficiency and income diversity on maturity transformation risk in Islamic banking system.
Introduction
The importance of banking system is not only restricted to the economic development of a country, its scope is also extended to the stability and health of the overall financial environment (Halling and Hayden, 2006) . Transformation of liquidity and risk is considered to be one of the fundamental functions of banking institutions. The theory that banks acquire short term deposits to finance loans for a longer term and thereby contributing towards the economic development, has long been established by Smith (1776) . In contemporary banking, the idea that liquidity creation process is fundamental to banking institutions was prominently reincarnated by Bryant (1980) and Diamond and Dybvig (1983) . Their studies argue that banks create liquidity by accepting relatively liquid liabilities (fund deposits) and making relatively longer term-illiquid assets (loans). While doing so, banks as intermediaries, hold illiquid assets and provide cash to the economy. Although, such transformation offers the underlying principle for the existence of the banks, this prime role is also attributed to the intrinsic maturity transformation risk (Berger and Bouwman, 2009) .
A financial institution is said to be liquid when it is able to meet all legitimate demand for funds (Yeager and Seitz, 1989) . Garber and Weisbrod (1992) refer liquidity as the banks' ability to transform illiquid assets into more liquid liabilities. In the financial system, bank's liquidity is broadly categorized into asset liquidity and funding liquidity. The former refers to the ability of a bank to offset its assets position either by selling or through securitizing a non-monetary asset, at market price without incurring unacceptable losses (Van Greuning and Bratanovic, 2009) . Whereas the funding liquidity corresponds to the ability of banks to access external funding sources by attracting more deposits or by issuing debt or equity securities in interbank market (Gatev, Schuermann, and Strahan, 2009) .
Due to some anomalies in the conventional banking system, banking crises occur more frequently with increased severity in recent times ( Examples are: Asian Banking Crisis 1997, Collapse of Long-Term i.
Limited Shari'ah compliant financial instruments listed on secondary market, which calls for the institutions or regulators to increase participation in asset-based securities such as Sukuk (Ismal, 2008) . ii.
The existing liquidity management options such as secondary market for debt instruments, interbank money market and lender of the last resort (LOLR) are based on interest rate (riba), which is prohibited by Shari'ah law (Islamic finance). This also possesses a huge challenge to Islamic banks in meeting their liquidity requirements. iii.
The unique specifications of the Islamic financial contracts such as cancellation risk in murabaha instruments, restriction to refinancing or contracts such as bay salam that can only be traded at par value, poses additional limitation to manage liquidity in Islamic banks. iv.
Absence of adequate depth in Shari'ah compliant money market also restricts the ability of Islamic banks in managing liquidity effectively. The aim of this study is to analyse the impact of various internal and external factors on new regulatory liquidity requirements in the Islamic banking system. More specifically, we attempt to answer what bank-specific and macroeconomic factors influence the maturity transformation risk in Islamic Banking system. Our work contributes to the existing empirical literature in several ways. First, previous studies that focus on the determinants of maturity transformation risk are mainly considering conventional banks from either the US or European countries, where the capital market structure is well developed and has much different dynamics than in developing countries. This may allow banks in the US and Europe with ease of external funding sources to manage their liquidity. Our study will contribute in the existing literature strand on maturity transformation risk by including a completely different banking system, i.e., Islamic banking system, and use a data set of banks from developing countries, where the banking system is the main source of financing to business in the private sector. This allows us to examine the impact of operational and market restrictions with regards to Shari'ah compliant financial instruments and refinancing options as well as the macroeconomic factors on liquidity transformation function of Islamic banks.
Second, the existing studies that examined the intermediation functions of Islamic banks and particularly the liquidity management requirements, theoretically or empirically, are either restricted to one country or descriptive in nature (Bacha, 2008; Brown, Hassan, and Skully, 2007; Iqbal and Molyneux, 2005; Khan and Ahmed, 2001; Rosly, Ayub, Toutounchian, Hasan, and Al-Zuhayli, 2005) . This is the first study that focuses on the measurement of maturity transformation risk and its determinants in Islamic banks that operate in different countries, with regards to Basel III liquidity regulations.
Third, we divide the full sample into large and small banks based on asset size and also on the basis of their geographical location i.e., GCC and Non-GCC banks and estimate the same model. Further classification provides robustness tests which identify the suitability of new regulatory liquidity requirements among these groups.
Finally, to the best of our knowledge, this is the first study which utilizes dynamic panel technique to account for the lagged effects of explanatory variables on maturity transformation risk in Islamic banking system, to address the issues of potential endogeneity, heteroscedasticity and autocorrelation. This enables our study to quantify the most efficient estimates of the factors that affect maturity transformation risk in Islamic banks.
Literature Review
In the framework of risk and maturity transformation function of financial intermediaries, the later undertakes the tasks of liquidity creation and insurance for inter-temporal smoothing of income and consumption of economic agents (Diamond and Dybvig, 1983) . The insurance function of intermediaries against liquidity shocks takes place through liquidity pooling of deposits in which certain proportion is liquidity reserves and the rest is used for profitable illiquid investments (Acharya, Hasan, and Saunders, 2006; Bhattacharya and Thakor, 1993; Bryant, 1980; Diamond and Dybvig, 1983; Diamond and Rajan, 1999; Holmström and Tirole, 1998; Kashyap, Rajan, and Stein, 2002) . On the other hand, the liquidity creation function of the banks, through investing in long term illiquid assets, renders them intrinsically vulnerable to maturity transformation risk (Diamond and Dybvig, 1983) . More generally, with increased liquidity creation, banks reduce their ability to meet the unexpected liquidity requirements of their borrowers and depositors, as illiquid assets are difficult to be monetized, especially when the economy is facing liquidity pressures or crises (Calomiris and Kahn, 1991; Diamond and Rajan, 2001) .
Liquidity transformation has been extensively studied by many researchers in the past (Berger and Bouwman, 2009; Bhattacharya and Thakor, 1993; Bryant, 1980; Diamond and Dybvig, 1983; Holmström and Tirole, 1998; Kashyap et al., 2002; Von Thadden, 1999) . However, these studies mainly focus on quantifying the extent of liquidity created by banks and their exposure to maturity transformation risk. Recently some development has been made in investigating the factors effecting liquidity creation function of the banks (Fungáčová, Weill, and Zhou, 2010; Shen, Chen, Kao, and Yeh, 2009; Vodová, 2011) and its effects on banks maturity transformation risk (Angora and Roulet, 2011) . However, most of these studies are conducted on conventional banking model. Using the findings from previous literature, we aim to examine the relevant determinants of maturity transformation risk in the Islamic banking system. This section provides an insight of various bank-level and macroeconomic variables that are likely to influence bank exposure to maturity transformation risk in Islamic banks.
Very few studies have focused empirically on bank specific, industry specific and macroeconomic determinants of funding liquidity risk. Rauch, Steffen, Hackethal, and Tyrell (2009b) identify the determinants of liquidity risk and attempted to ascertain the elements of liquidity creation. The authors' study emphasizes monetary policy and macroeconomic variables as the most significant determinants.
Their results also illustrate that bank specific variables such as efficiency and size have no significant relationship with the liquidity creation. Fungáčová et al. (2010) examine the relationship between bank capital and liquidity creation function and the impact of deposit insurance on this relationship. The authors take various measures of liquidity creation by Russian banks and find that bank capital and liquidity creation are negatively related. Also the introduction of the deposit insurance scheme has only a slight impact with no change in the negative sign of this relationship. Their results support the "financial fragility -crowding out" hypothesis that suggests better capitalized banks tend to create less liquidity. Vodová (2011) used four liquidity ratios to determine various factors that influence liquidity of Czech commercial banks over a period from 2001 to 2009. The author's study finds a significant and positive relation between bank capital and liquidity. Further, non-performing loans and net interest income are positively linked to bank liquidity. Inflation, business cycle and financial crisis are significant but negatively related to liquidity. Moreover, the study was unable to establish any significant relationship between bank size and liquidity.
Following Saunders and Cornett (2007) , Shen et al. (2009) employed funding gap ratio as a liquidity risk measure to investigate the factors causing bank liquidity risk. (Saunders and Cornett, 2007) indicated that banks can measure liquidity risk exposure by determining their financing gap. The financing gap is defined as the difference between a bank's average loans and average core deposits. They applied instrumental variable technique on unbalanced panel data of banks from 12 advanced economies for the period 1994 -2006, and found components of liquid assets and dependence on external funding as the main causes of funding liquidity risk. The study also finds a non-linear relationship among liquidity and bank size. Additionally, macroeconomic variables such as GDP and inflation as well as supervisory and regulatory factors have shown significant effect on banks' liquidity risk. Munteanu (2012) used country specific data and multiple regression model to identify the determinants that influence retail bank's liquidity in Romania. The author used two different liquidity measures i.e. L1-net loans/total assets and L2 -liquid assets/deposits and short term funding, and divided the dataset into pre-crisis and during crisis. Munteanu (2012) used the period 2008 -2010 as the crisis period. The author's findings revealed these two measures have different policy implications in the precrisis and during crisis period. Further, macroeconomic factors such as unemployment and inflation are observed for L2 measure, which calls for the need of continuous reporting for aggregate risk. Munteanu's study also reveals that the Z-score (bank's stability indicator) has a significant effect on bank liquidity during the crisis period. Bonfim and Kim (2012) also explained that the relationship between liquidity and bank size, efficiency and loan to deposit ratio depends on the type of liquidity risk measure used. Their results also showed that the banks with greater lending to the customers tend to have higher loan to deposit ratios and usually maintain minimum liquidity ratios. Horvath, Seidler, and Weill (2012) examined the potential impact of tighter capital requirements on banks' liquidity creation in Czech Republic and found Basel III capital requirements can reduce liquidity creation, as well as the increased liquidity creation can trigger bank's insolvency. Using the exhaustive data sample from year 2000 -2010, the authors performed Granger -causality tests in a dynamic GMM panel estimator framework and revealed that capital is negatively associated with liquidity creation in their sample banks (mainly small banks). The study also highlighted that liquidity creation also Grangercauses a reduction in bank capital. The authors concluded that this reverse causality generates a trade-off between the benefits of financial stability induced by stronger capital requirements and the benefits of increased liquidity creation.
To the best of our knowledge, there is only one study by Alman and Oehler (2012) , which focused on the liquidity transformation factors in Islamic banks. The authors used a cross-country data set of 82 Islamic and 55 conventional banks over the period 2000-2010 and revealed that liquidity transformation is negatively affected by the regulation of Islamic banks. However, the authors proxy liquidity transformation gap (LTG) to measure liquidity transformation as the dependant variable. One of the demerit of using LTG is that it does not classify assets and liabilities according to product category. In addition, such proxy does not indicate the extent of liquidity creation beyond which it offsets the advantage of performing this function. Our study will use net stable funding ratio as relevant proxy documented in the guidelines of Basel III (BIS, 2009) to examine the maturity transformation in Islamic banks. Deep and Schaefer (2004) are the first to empirically measure the maturity transformation risk. They estimated liquidity transformation as the difference between liabilities due within one year (liquid liabilities) and near cash (liquid) assets scaled to gross assets. The authors used panel regression analysis on data of the 200 largest US banks from 1997 to 2001. Their result showed that the banks exhibited unexpectedly low liquidity transformation of about 20%. The study also revealed that deposit insurance provides less incentive to the banks in performing their liquidity transformation function as insured deposits generally replace uninsured liabilities instead of expanding the deposit base or encouraging banks to make more loans. Besides, it is the credit risk in loan portfolios that appears to discourage liquidity transformation.
Maturity Transformation Risk Measurement
Berger and Bouwman (2009) use a more generalized approach to measure liquidity creation, where they classified assets and liabilities according to product category and maturity and include off-balance sheet activities, which were not considered by Deep and Schaefer (2004) . The main finding of their study shows a significant and positive relationship between bank capital and liquidity creation in large banks. The relationship was also significant in small banks but with opposite sign.
Although liquidity creation increases banks illiquidity and maturity transformation risk, the measure for liquidity creation proposed by Berger and Bouwman (2009) does not indicate to what extent liquidity creation may become damaging for a bank in terms of excessive liquidity creation and exposure to transformation risk. To overcome this issue, Angora and Roulet (2011) use the guidelines of Basel III accord and determine the inverse of net stable funding ratio (I_NSFR) as a measure of "how much is too much" for liquidity creation in the US and European banks and assessed various factors involved in determining maturity transformation risk in these banks. I_NSFR is the ratio of required amount of stable funding to available amount of stable funding. Our study also used the net stable funding ratio NSFR, as proposed in the guidelines of Basel III accord (BIS, 2009) to measure the maturity transformation risk of Islamic banks.
Net Stable Funding Ratio
In the aftermath of the US 2007 subprime crisis, the need of improved bank liquidity management practices has drawn substantial attention of the regulators. To address these requirements, the Basel Committee on Banking Regulation and Supervision has proposed several international guidelines for banks to assess their liquidity position (BIS, 2009) . Among them, the Basel III accords include the implementation of the net stable funding ratio (NSFR). It is a ratio of available amount of stable funding to the required amount of stable funding. This ratio is proposed to manage the banks liquidity position for more than one-year time horizon by introducing continuous structural changes in the bank's balance sheet, to fund their activities with more stable funding sources. The available amount of stable funding constitutes of bank capital, liabilities with residual maturities of one year or more and stable deposits. A portion of non-maturity deposits and term deposits with effective maturities of less than one year that are expected to stay within the institution. The required amount of stable funding is the value of bank assets that is difficult to be liquidated or utilized as collateral in a secured borrowing during liquidity stress conditions, over one-year period. Each component of the balance sheet is assigned with specific weights recommended in the Basel III framework, in order to calculate the net stable funding ratio.
The net stable funding ratio is calculated as:
Equation (1) shows the simplified version of the NSFR (BCBS, 2014) A higher value of Basel III net stable funding ratio corresponds to more amount of stable funds available than required amount of stable funds, in which case the banks find less difficulty in meeting their current liquidity obligations. On the other hand, the lesser value of this ratio refers to the extent of a bank's inability to meet unexpected withdrawal requirements from customers without borrowing money from external sources or fire selling its assets at a discount, consequently exposed to an increased maturity transformation risk (Roulet, 2011) .
Methodology

Model Specifications
Previous studies have documented that various determinants (for example, bank capital, fee income, nonperforming loans, size, inflation and gross domestic product) have significant influence on liquidity transformation function and risk of conventional banks. These factors are classified into bank specific, industry specific, macroeconomic and supervisory or regulatory factors (Shen et al., 2009) Equation (2) is a one-way error component regression, where ( ) is ~IIN (0, ) and independent of ( ) which is ~IIN (0, ).
Explanatory Variables
In this study we included the following banks-specific and macroeconomic explanatory variables to determine their effect on maturity transformation risk in the Islamic banking system. Among bankspecific variables, Bank capital signifies the degree of cushion maintained by the bank to absorb losses from ongoing operations when exposed to risk and uncertainty. Previous literature revealed a two-way relationship between liquidity and bank capital. Under the risk absorption theory, Allen and Gale (2004) ascertained that higher capital requirements increase liquidity creation of the financial institutions. The authors' study revealed that increased liquidity creation exposes banks to higher degree of risk as the losses increase with the level of illiquid assets to satisfy the liquidity demands of customers. This activity is directly related to the risk transformation role of the financial intermediaries (Al-Khouri, 2012). The increased liquidity needs attract the banks to incur higher losses due to the disposal of illiquid assets at available market prices rather than the desired prices, to meet their customers' obligations. However, higher bank capital absorbs these losses and expands the risk-bearing capacity of the financial intermediaries (Bhattacharya and Thakor, 1993; Coval and Thakor, 2005) . On the contrary, Diamond and Rajan (2011) argue that a nominal intermediary service levy will be charged to the depositors to lend their respective deposits. However, the mismatch of this fee with the repayment capability of risky borrowers, will provoke the depositors to withdraw their funds, promoting financial fragility, which, in extreme cases, may lead to bank runs causing severe liquidity problems to the banks and the financial sector as a whole. Similar findings revealed by Gorton and Winton (2000) who argued the "crowding out effect" where the banks' preference to meet higher capital requirements by shifting investors' funds to their capital accounts. Nevertheless, these investments are susceptible to financial uncertainty and cyclical variations which are not insured and difficult to be withdrawn when required, ensuing a decrease in liquidity creation. Based on the above discussion, we hypothesise that maturity transformation risk decreases with increased level of bank capital.
In addition, to check the effect of bank diversification on maturity transformation risk, we utilize noninterest income. The seminal article by Boyd, Hanweck, and Pithyachariyakul (1981) , laid the foundation for the relationship between non-interest income and risk. They argued that increased non-interest income can help banks to improve risk diversification leading to higher degree of stability. However, DeYoung and Roland (2001) highlighted the large volatility of non-interest income and commented that creditors find it even difficult to shift their financing relationship because of information costs. Furthermore, Busch and Kick (2009) found that although banks' risk-adjusted returns increase with the increase in portion of fee income activities, retail banks that are heavily involved in non-interest income activities have shown significantly more volatile returns leading to increased banks risk.
Similar findings were obtained by Altunbas, Manganelli, and Marques-Ibanez (2011) and Demirgüç-Kunt and Huizinga (2010b) using a data of listed investment-oriented banks. Likewise, Brunnermeier, Dong, and Palia (2012) find evidence that banks involved more in non-core banking activities like trading and investment and venture capital activities to earn higher non-interest income which contribute more towards systemic risk than those following the traditional banking function of deposit taking and lending. Their findings remain consistent even after categorizing non-interest income into trading income and investment banking and venture capital income, where both components are found as approximately equal contributors to systemic risk. Considering the infancy stage of Islamic banking and using the previous literature support, we hypothesise that banks involved in diversified activities are more exposed to maturity transformation risk.
We are also interested to capture the effect of financial soundness of banks on risk taking behaviour. Bank profitability in general explains the influence of increased financial soundness on banks' risk bearing capacity and on their ability to create liquidity (Rauch, Steffen, Hackethal, and Tyrell, 2008; Shen et al., 2009) . As a result, this increased financial strength may enhance the banks' ability to take risk, which yields a positive relationship between bank profitability and transformation risk. Moreover, profitability can also account for the "too big to fail" philosophy of large banks (Demirgüç-Kunt and Huizinga, 2010a; Zhou, 2010) . Large banks may expose to increased maturity transformation risk as they can create more liquidity even in stress conditions in order to increase their profitability. Based on the above discussion, we hypothesise that financial soundness attracts the banks to increase their liquidity creation function which can lead to increased maturity transformation risk.
Many researchers have studied the impact of credit risk in the determination of transformation risk (Berger and Bouwman, 2009; Deep and Schaefer, 2004; Fungáčová et al., 2010; Rauch et al., 2008) . The lower the credit risk, the more aggressive a bank can extend its lending activities. Consequently, better asset quality encourages the banks to create more liquidity which in turn leads to increase exposure to transformation risk. Based on the above arguments, an inverse relationship between credit risk and maturity transformation risk is assumed.
Bank market power may influence the availability of funding (Petersen and Rajan, 1995) and the split of loan portfolio (Berger, Miller, Petersen, Rajan, and Stein, 2005) . The influence of bank market power in relation to liquidity creation and transformation risk is analysed by Berger and Bouwman (2009) . Their findings reveal that banks with greater market power may enhance their liquidity creation by making more loans and attracting more funds either from the depositors or from the wholesale market. Thus, the higher the bank market power, the higher its liquidity creation and exposure to transformation risk. Bank size is generally described in terms of net total asset. In line with the argument of 'too big to fail' philosophy, the implicit guarantee by the regulators decreases banks' funding cost which enable them to invest in more risky assets (Iannotta, Nocera, and Sironi, 2007) . Tesfaye (2012) highlighted the regulators' protection to large banks as the cause of moral hazard problem. This also reduces the incentive to hold more liquid assets for larger banks. This allows difference in liquidity creation among the banks relative to their size. As revealed by Delechat, Arbelaez, Muthoora, and Vtyurina (2012) , liquidity increases with bank size, however, after a certain level in bank size, their study showed a negative relationship between liquidity and bank size. During stress conditions, larger banks perform more liquidity creation, hence exposed to higher risks of losses which may incur due to the sale of illiquid assets. Further, Rauch et al. (2009b) and Berger and Bouwman (2009) highlighted that smaller bank are less involved in liquidity creation as they focused on transformation activities and intermediation processes. These findings are in line with some of the previous studies where Audretsch and Elston (2002) found that smaller banks possess relatively more liquid assets and less liquidity constraints. Similarly, Kashyap et al. (2002) also revealed a strong influence of bank size on liquidity creation and concluded that as smaller banks face constraints in accessing capital markets, they tend to maintain higher levels of liquidity. Hence, a positive effect of bank size on risk exposure is hypothesized.
Many studies in the past have established the impact of macroeconomic factors on bank liquidity. For example, Gavin and Hausmann (1996) determined macroeconomic instability as one of the major cause of bank failures. The authors revealed that the impact of such negative shocks increases the inability of borrowers to repay their obligations, giving rise to NPLs, which hampers the banks performance and ultimately causes financial instability. Determining the impact of economic downturn, Bordo, Eichengreen, Klingebiel, and Martinez-Peria (2001) argue that the degree of loan defaults is even higher during recession. This stimulates the depositors to perceive high solvency risk triggering unexpected large deposit withdrawals. This leads to the bank run causing liquidity risk and ultimately bank insolvency. Similar findings have been revealed by Shen et al. (2009) .
Analysing the cyclical effect on bank liquidity preferences, Aspachs, Nier, and Tiesset (2005) propose that banks prioritize liquidity during economic uncertainties when banks find less opportunity to increase their lending assets. Painceira (2010) suggests that banks' incentive of holding more liquid assets decreases during the economic booms, however, banks are likely to maintain high levels of liquidity during stress conditions. Based on these arguments we can expect the banks to increase their liquidity creation and their exposure to transformation risk during economic booms.
In our study, inflation is also accounted for as another macroeconomic factor effecting maturity transformation risk. As mentioned by Vodová (2013) , banks vulnerability in terms of nominal values of loans issued to borrowers, increases with an increase in rate of inflation. This hampers the liquidity creation function of the banks as they are more likely to maintain their liquidity when the economy is under high inflationary pressure, thus reducing their exposure to maturity transformation risk. Based on this argument, we can expect an inverse relationship between inflation and risk. Table 1 defines the variables used in our model. (2) identifies the factors effecting maturity transformation risk with respect to the restrictions specified to the products and activities of Islamic banking:
Selection of Estimation Technique
To incorporate the temporal effects of the dependent variable, this study applies the dynamic panel data model, which uses lags of the dependent variable as explanatory variables. The introduction of these lags is crucial to control for the dynamics of the process.
Consider the following general equation for dynamic panel data model
where; (individuals), (time), are the regressors, is fixed individual effects and has zero mean, constant variance and is uncorrelated across time and individual.
One of the basic assumptions for regression analysis is that all the explanatory variables must be uncorrelated with the disturbance error term. As is correlated with because is a function of , Generalized Least Squares (GLS) and Ordinary Least Squares (OLS) estimators are biased and inconsistent. Similarly, within Group (WG) estimators are also biased and inconsistent, because in the transformed model, when using variable deviations from mean [ ], the independent variable will be endogenous ( is correlated with ).
An alternative transformation to remove individual effects (5) Again WG and GLS estimators are inappropriate as the model suffers from an endogeneity problem. Due to the dynamic structure of equation (4), is correlated with . To solve this problem, Anderson and Hsiao (1982) proposed to control endogeneity using or as instruments for . Arellano and Bond (1991) , proposed a method that exploits all possible instruments. Using the Generalized Method of Moments (GMM), they obtained estimators using the moment conditions generated by lagged levels of the dependent variable ( with . These estimators are called differenced GMM estimators. Similar to all instrumental variables regressions, GMM estimators are unbiased. By using Monte Carlo simulations to compare the performance of difference GMM, OLS, and WG estimators, they found that GMM estimators exhibit the smallest bias and variance.
However, there are two situations where the difference GMM model does not provide good estimators. First when model errors are heteroskedastic, we do need a modified tool i.e., two-step GMM estimators. These estimates are robust under heteroscedasticity, but their standard errors are severely downward biased. Our study applied Windmiejer's finite-sample correction to report standard errors for two-step GMM estimators (Windmeijer, 2005) . Secondly, when a given independent variable does not change across time (e.g. religious preferences), the variable is eliminated in equation (4), making this method inappropriate to estimate its associated parameter. Arellano and Bover (1995) as well as Blundell and Bond (1998) proposed an alternative method. In addition to differencing the model (equation (4)) and using lagged levels of as instruments of , they worked with the "original" model (equation (4)) and used the difference as instruments of . The estimators obtained are called system GMM estimators.
We utilize two-step system GMM technique for dynamic panel specification to overcome the issues of heteroscedasticity, potential endogeneity and autocorrelation between error component and the regressors (Roodman, 2009 ). Originally, system GMM method was developed to improve the behaviour of difference GMM estimators when the autoregressive parameter approaches unity, in which case, lagged levels of dependent variable are weak instruments. Another advantage of this method is that timeinvariant variables can be included as regressors (Roodman, 2006) .
Data Sources
This study applies an unbalanced panel dataset comprising of 68 full-fledged Islamic banks from 11 Islamic states of Asia and MENA region for a period of 10 years from 2005 -2014 . The selection of sample countries is based on the common religious belief as majority of the population is Muslim. Following (Lee and Hsieh, 2013) , we dropped a bank from the sample if the data is available for three years only or less. Further the banks selected for this study are listed banks with publically available annual reports from their web sites. All the bank specific data is retrieved from SNL financials and crossvalidated with annual reports of the sample banks and the macroeconomic data is retrieved from the World Bank database (Please refer to http://data.worldbank.org/indicator for data on macroeconomic variables of each country). Table 2 shows the name of the countries and the number of Islamic banks selected from each country. Source: Authors' own illustrations based on SNL financial database and banks annual reports.
Empirical Analysis
This section is divided into two parts. In the first part reports descriptive statistics of the variables. The second section discusses the results obtained from 2-step system GMM estimation technique. Table 3 shows the descriptive statistics of the variables used in our model. , 20.41041) shows that Islamic banks exceeded their capital regulatory requirements. Moreover, the cost efficiency in Islamic banks is quite low with a reported average CIR value of 55.46497. A low average value of NII also suggests that Islamic banks are not actively involved in diversified activities which is supported by the average value of SPEC variable (i.e., 58.17557) whereby these banks are more involved in lending activities. The macroeconomic indicators show that the average economic growth (i.e., 5.105829) in the sample countries is close to the average increase in their inflation rate (i.e., 5.478305). With regards to the standard deviation, NSFR variable recorded the highest value of 58.79097. This shows that the sample banks are not consistent in maintaining their stable funding ratio. Small data dispersion exists for the SIZE variable. Among the macroeconomic variables, CPI variable shows more variation with a value of 5.480114 as compared to the GDP variable with a standard deviation of 3.689343.
Descriptive Statistics
Econometric Analysis
This study applies Fisher-type Augmented Dickey-Fuller test for dynamic heterogeneous unbalanced panel dataset to test whether the variables of concern are stationary as suggested by Choi (2001) . The following stochastic process is produced by the first order autoregressive process below:
; for all ;
We assumed 'α = ρ -1', however the lag order for the difference term allows to have different values across the units. The null hypothesis of a unit root is rejected if in favour of the alternative that the variable is stationary. The test results provide no evidence of unit root in any of the variables. Hence, all the variables are stationary. Test statistics of unit root test for all the variables are shown in Appendix 1. We further examined whether individual effects are fixed or random. To choose between the fixed or random effect models, we applied Hausman test. The null hypothesis of the difference in coefficients between fixed and random is systematically rejected at 10% significance level, providing support for fixed effects model (see Appendix 2 for the Hausman Test). However, as discussed earlier, in a dynamic arrangement where lagged dependent variable is present among explanatory variables, the least squares (within) estimator of the fixed effects model is both biased and inconsistent (Judson and Owen, 1999) . To get the unbiased and more consistent estimators, our study applied 2-step system GMM estimation technique. Table 4 reports the estimation results of equations (3) using 2-step system GMM dynamic panel data estimation technique. The diagnostic tests indicate that the model is appropriate for our analysis. Hansen J-statistics for identifying restrictions tests the null hypothesis of valid instruments. The statistically insignificant J-statistics shows no evidence of over-identifying restrictions and confirms the validity of instruments. Moreover, insignificant AR (2) errors indicates the absence of second order correlation which implies that the estimates are consistent (Arellano and Bond, 1991) . In our complete sample, the estimation results are mostly in line with our expectations. The high value of net stable funding ratio means low maturity transformation risk, but these results have to be interpreted in reverse: positive sign of the coefficient shows negative impact on the exposure to maturity transformation risk. The coefficient of the lagged dependent variable at one percent significance level, confirms the dynamic specification of the model, which implies that banks' current exposure to maturity transformation risk is moderately effected by its available stable funding from previous years. Among the explanatory variables, the coefficients of mostly bank-specific factors including bank capital, credit risk, specialization and market power show the expected signs and confirm our hypotheses. Bank capital (CAR) shows a highly significant and inverse relationship with maturity transformation risk in Islamic banks. The results are in line with the financial fragility hypothesis (Diamond and Rajan, 1999) and crowding out effect (Gorton and Winton, 2000) . Due to the restrictions in refinancing and limited access to interbank market, Islamic banks require to maintain additional capital to buffer against defaults, which lower their liquidity creation function resulting in a decreased exposure to maturity transformation risk. The findings are also consistent with the theoretical notion that banks with higher equity capital are involved in less risky investments. The results show that a 1% increase in bank capital reduces the maturity transformation risk exposure by 1.46% in Islamic banks.
Estimation Results
Our results also show a negative relationship between bank size (ln_TA) and maturity transformation risk at 1% significance level. This is consistent with the previous literature that shows liquidity increases with bank size (Bunda and Desquilbet, 2008; Delechat et al., 2012; Rauch, Steffen, Hackethal, and Tyrell, 2009a) . This suggests large Islamic banks are more prudent in managing their liquidity position. Another possible explanation could be that as Islamic banking is showing exponential growth through continuous increase in the number of branches, accounts and invested capital (Khan, 2010) banks tend to hold enough liquidity to meet additional operational costs and are not aggressively involved in lending activities.
Among other explanatory variables, credit risk, specialization and market power show significant and positive impact on maturity transformation risk. The negative coefficient of credit risk (RWATA) implies that banks with higher risk weighted assets tend to reduce their liquidity creation and hold more liquidity to meet any unexpected claims from their customers. A 1% increase in credit risk will increase maturity transformation risk by approximately 0.52%. This finding is consistent with the risk aversion characteristic of highly capitalized banks.
The specialization (SPEC) variable also presents a significant and positive impact on maturity transformation risk. Islamic banking is mainly involved in basic banking function of intermediation and banks with larger financing portfolio are more exposed to maturity transformation risk. Our result also supports the findings of Berger and Bouwman (2009) where the authors contested that banks are exposed to intrinsic risk while performing their primary role of liquidity creation.
Our results also show a statistically significant and positive impact of bank market power (MP) on maturity transformation risk in Islamic banking. In consistent to the findings of Petersen and Rajan (1995) , Islamic banks with greater market power enjoy more ease of access to external funding sources which enables them to earn more profits through accelerated liquidity creation function. However, while doing so, they are exposed to higher level of maturity transformation risk.
Our study also finds significant effects of both the macroeconomic factors i.e., economic growth (GDP/capita) and inflation (CPI). The sign on the coefficient of current period GDP/capita is surprisingly positive which is contradictory to the theoretical notion of increased lending activities of financial intermediaries during economic booms. However, the one-year lagged economic growth variable shows that banks' exposure to maturity transformation risk increases by approximately 1.25% with a 1% change in economic growth. The results are consistent with the fact that most of the Islamic banks are operating in developing countries with not much advanced capital markets. Banks are also not efficient enough to capture the increased lending opportunities during times of economic boom. Further the current CPI shows a significant and negative impact on maturity transformation risk at 5% significance level. This implies that with increased inflation, overall customers borrowing demand decreases that reduces banks' lending opportunities effectively reducing their exposure to maturity transformation risk. Whereas the significant and positive influence of one-year lagged inflation seems to be because of deteriorated economic condition which can increase borrowing demand, hence providing incentive for the banks to increase their liquidity creation function, thereby increasing their exposure to maturity transformation risk.
Our estimation results show no significant effect of non-interest income on maturity transformation risk in Islamic banking. However, the negative sign of the coefficient follows the view of Busch and Kick (2009) who found that banks which are heavily involved in non-interest income activities have shown significantly more volatile returns that leads to increased banks risk. We also find no significant evidence of the impact of banks profitability (ROAA) and efficiency (CIR) on maturity transformation risk in Islamic banks.
Robustness analysis
The sample is further divided based on size and geography to check the consistency of our findings for the complete sample. We use the median to split the sample banks into large and small banks to capture the effectiveness of our model with respect to size, in determining various factors influencing maturity transformation risk in Islamic banking. We also split the sample into Gulf Cooperation Council (GCC) and Non-GCC countries to control for the heterogeneity in macroeconomic state in these countries. Appendix 3 provides the details on the size and geographic distribution of our sample. Table 5 and 6 are consistent with our findings of the complete sample estimates. Among bank characteristics, capitalization, specialization and size show significant impact on maturity transformation risk in all split banks. The signs are also consistent with those of our complete sample results, further strengthening our findings. The opposite sign on lagged dependent variable in GCC sample confirms the heterogeneity in the overall economic conditions in the sample countries. It seems that GCC countries have much better access to external sources of funding than others. Because of this funding availability, GCC banks with higher amount of stable funding in previous years, are aggressively involved in their liquidity creation function, which leads to an increased exposure to their maturity transformation risk. For the full sample banks we are unable to establish any evidence for the effect of return on assets, cost to income ratio and non-interest income on maturity transformation risk in the Islamic banking system. Among the macroeconomic variables, current and lagged value of both GDP/capita and inflation shows significant effect in large banks, but neither of these factors provides any evidence of their impact on maturity transformation risk in the small banks sample.
Conclusions
The aim of this study is to analyze the effect of various factors on maturity transformation risk in Islamic banking system. Following Basel III guidelines to measure the maturity transformation risk, we applied dynamic panel data technique on sample of 68 full-fledged Islamic banks. We draw the following conclusion based on the results found by utilizing 2-step system GMM technique.
Bank capital and size have a significant and negative impact on maturity transformation risk. The results are consistent even after the sample is split into large and small banks as well as on geographical distribution. On the other hand, bank specialization also shows significant impact on maturity transformation risk in the full sample banks, but in inverse direction.
Among the macroeconomic variables, both GDP/capita and inflation significantly affect the maturity transformation risk in Islamic banks in GCC and large banks samples. However, we could not find any evidence for the influence of bank diversification, cost efficiency and profitability in determining maturity transformation risk.
This study presents some important policy implications. First, does increased regulatory capital requirements reduce banks' exposure to maturity transformation risk? Our results show that higher capital adequacy ratio helps in minimizing banks' transformation risk at all levels. This validates the new improved capital requirements of Basel III accord for better management of Islamic banks' liquidity. Furthermore, the positive impact of bank specialization on maturity transformation risk suggests that regulators and practitioners should closely monitor the financing activities and implement more prudent practices while issuing loans to customer in consistent with their financing policies. Moreover, the significant effect of both the macroeconomic factors also provide insight to the authorities to better adapt to the economic cycles and implement relevant policy changes to maximize their benefits. 
APPENDIX 1. Fisher-type Augmented Dicky-Fuller Test for Stationarity
