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Abstract
In this thesis a measurement of the top quark mass in topologies that have been
enhanced with single-top quark decays in the t-channel produced via weak interactions
is presented. The dataset consists of proton-proton collisions at a centre-of-mass energy
of
√
s = 8 TeV collected with the ATLAS detector at the LHC with a total integrated
luminosity of Lint = 20.3 fb−1.
Selected events contain exactly one charged lepton – which can be either an electron
or a muon –, missing transverse energy and two jets with exactly one of the two being
b-tagged. The techniques of b-tagging used to identify jets induced by heavy quarks
is explained further. In addition, the signal is enhanced using a neural network based
discriminant that combines the ability to discriminate between signal and background
of several correlated variables.
To determine the mass of the top quark a template method is used in combination
with the mass sensitive variable, m(`b), which is the invariant mass of the lepton and
the b-tagged jet.
The top quark mass is measured as mtop = [172.2± 0.7 (stat.)± 1.9 (syst.)] GeV.
Zusammenfassung
In dieser Dissertation wird die Messung der Masse des Top-Quarks in Topologien, die mit
Zerfällen einzeln produzierter Top-Quarks angereichert wurden, gezeigt. Dabei handelt
es sich um die Produktion im t-Kanal, die durch die schwache Wechselwirkung vermittelt
wird. Der verwendete Datensatz enthält Proton-Proton-Kollisionen, die bei einer Schw-
erpunktsenergie von
√
s = 8 TeV mit einer integrierten Luminosität von Lint = 20.3 fb−1
mit dem ATLAS Detektor am LHC aufgezeichnet wurden.
Die selektierten Ereignisse enthalten genau ein geladenes Lepton – entweder Elektron
oder Myon –, fehlende transversale Energie und exakt zwei Jets, von denen genau einer
b-getaggt sein muss. Diese b-tagging Techniken, mit denen Jets aus Zerfällen schwerer
Quarks identifiziert werden können, werden näher erläutert. Darüber hinaus wird der
Signalprozess mit Hilfe einer Diskriminante, die auf einem künstlichen neuronalen Netz
basiert, angereichert. Dieses Netz kombiniert unterschiedlichste korrelierte Variablen zur
Trennung von Signal und Untergrund.
Die Top-Quark-Masse wird mit Hilfe der Template-Methode bestimmt und nutzt die
massenabhängige Variable m(`b). Dabei handelt es sich um die invariante Masse des
geladenen Leptons und des b-getaggten Jets.
Die gemessene Top-Quark-Masse ist mtop = [172.2± 0.7 (stat.)± 1.9 (syst.)] GeV.
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CHAPTER 1
Introduction
The top quark distinguishes itself from other elementary particles via its large mass,
mtop, which is a fundamental parameter of the Standard Model. Since its discovery in
1995 at the Tevatron [1,2] various properties of the top quark have been measured, with
one of the most precise quantities being the top quark mass mtop.
The recent world combination of measurements performed by the CDF and DØ
experiments at the Tevatron collider and the ATLAS and CMS experiments at the
Large Hadron Collider (LHC) yields mtop = (173.34±0.27 (stat.)±0.71 (syst.)) GeV [3].
This result is based on an integrated luminosity of up to 8.7 fb−1 of proton-antiproton
collisions from Run II of the Tevatron at a centre-of-mass energy of 1.96 TeV and LHC
data corresponding to up to 4.9 fb−1 of proton-proton collisions from the run at a centre-
of-mass energy of 7 TeV.
The most precise measurements of mtop have been performed with the production
of a top-antitop quark pair, tt¯, in the lepton+jets decay channel. In this final state one
of the W±-bosons from the two top quark decays is decaying into a charged lepton and
a neutrino. The other W±-boson decays into a quark-antiquark pair. Other significant
contributions to the combination arise from the tt¯ → dilepton, tt¯ → all jets and tt¯ →
EmissT + jets final states that distinguish themselves from the tt¯ → lepton + jets decay
channel by different decay modes of theW±-bosons. All decay channels have in common
that a tt¯ pair has been produced via the strong interaction by either gluon fusion or qq¯
annihilation.
The LHC at CERN is providing high luminosities at high energies making it pos-
sible to study single top-quarks produced via weak, charged-current interactions. The
dominant single top-quark production process, that is the main signal process under
study in this thesis, is the t-channel exchange of a virtual W±-boson. The predicted
cross-section at a centre-of-mass energy of
√
s = 8 TeV for the sum of t and t¯ at ap-
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proximate next-to-next-to-leading order (NNLO) is σt = (87.8+3.4−1.9) pb assuming a top
quark mass of mtop = 172.5 GeV [4]. The two sub-leading single-top quark production
processes are associated production of a W±-boson and a top quark and the s-channel
production. These processes have a predicted cross-section of σWt = (22.4 ± 1.5) pb [5]
and σs = (5.6±0.2) pb [6], respectively, assuming a top quark mass of mtop = 172.5 GeV
at a centre-of-mass energy of
√
s = 8 TeV.
The analysis presented in this thesis makes use of topologies that have been enhanced
with single top-quarks produced in the t-channel via the weak interaction to measure
the mass of the top quark. This approach, which has never been applied before, uses a
neural network discriminant to enhance the selected dataset with signal events and to
reject non-reducible background with the same final-state signature.
In this analysis the leptonic decay channel of theW±-boson is used (W → `ν). Thus,
the complete process targeted to measure the top quark mass is qb→ qt→ qW (→ `ν) b.
Events are characterised by one isolated charged lepton (electron or muon), missing
transverse momentum from the non-detectable neutrino and exactly two jets. One of the
two jets is produced by the hadronisation of the b-quark from the top quark decay and
another light-flavour jet arises from the t-channel production process. Also events from
cascade decays of the W±-boson are included, W → τντ → e(µ)ντνe(µ), leading to an
electron or muon in the final state.
Apart from the t-channel production itself also the top-antitop quark pair produc-
tion gives a significant contribution to the measurement while the Wt- and s-channel
production processes only give a minor contribution.
The qb → qt → qW (→ `ν) b process used to measure mtop is characterised by three
main differences compared to tt¯ pair production used in previous measurements.
Firstly, the top quark is produced via the weak interaction instead of the tt¯ produc-
tion which is always mediated by the strong interaction. Because of the different colour
structure of the two final states the analysis is sensitive to different sources of systematic
uncertainties.
Secondly, there is no ambiguity in the assignment of the reconstructed jets to the
initial partons reducing combinatorial background. Together with the expected presence
of exactly one neutrino it allows the final state to be fully reconstructed with higher
precision than in a phase-space dominated by tt¯. This leads to a better overall mass
resolution.
Finally, there is more irreducible background. This makes it necessary to apply multi-
variate techniques on top of a simple cut-based event selection. In contrast to this draw-
back there is no statistical correlation between the selected dataset and the datasets used
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for the other measurements. This leads to very good prospects for a future world com-
bination that includes measurement of the top quark mass in t-channel single top-quark
topologies.
The variable sensitive to mtop is the invariant mass of the charged lepton and the b-
tagged jet denoted as m(`b). The technique applied is known as the template method [7]
that uses templates of m(`b) depending on the top quark mass. These templates esti-
mated from simulation are fitted to data yielding the value of mtop that best describes
the data.
This thesis is organised in the following way. In Chapter 2 the Standard Model of
particle physics is described. It is the theoretical basis to describe the fundamental struc-
ture of matter and interacting forces within our Universe. The top quark itself is part of
the Standard Model but explained in Chapter 3 focusing on its properties and previous
measurements in more detail. In Chapter 4 the LHC, giving the possibility to produce
top quarks, and the ATLAS detector, making it possible to measure the properties of the
top quark in well-defined experimental conditions, are described. The way how different
objects, which appear in a particle collision, are reconstructed with the ATLAS detector
is described in Chapter 5. In Chapter 6 the identification of jets induced by b-quarks,
referred to as flavour-tagging, is explained in detail. This divides into two parts. At
first, different algorithms that are able to identify b-quark induced jets, called b-tagging
algorithms, are described. Secondly, different measurements are presented to measure
the performance of these b-tagging algorithms. The selected dataset and simulated sam-
ples used for modelling the different signal and background processes are described in
Chapter 7. In Chapter 8 the cut-based event selection and background estimation are
discussed, while the classification of events into signal- and background-like events is
explained in Chapter 9. Here, the multivariate neural network technique is introduced
that combines the separation power between signal and background that is distributed
over a set of correlated variables into one powerful discriminant. In Chapter 10 the mea-
surement of the top quark mass in the selected phase-space is presented. This includes
an explanation of the measurement technique and a discussion of different sources of
systematic uncertainties. The result of the measurement, a summary and a conclusion
are given in Chapter 11.
1.1 Definitions of common variables
In this thesis some kinematic quantities will be used that are common when working
with events collected by the ATLAS detector. They are motivated by the cylindrical
3
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geometry of the detector which will be described in detail in Section 4.2. The goal of
the event reconstruction is to estimate the full momentum 4-vector of physics objects
produced in a collision. This 4-vector is defined as:
pµ =

E =
√
m2 + p2x + p
2
y + p
2
z
px
py
pz
 .
It consists of the three Euclidean momentum components px, py and pz based on a right-
handed coordinate system where the x-axis points to the centre of the LHC accelerator.
The positive y-axis points upwards perpendicular to the plane of the LHC ring. The
z-axis runs along the beam axis pointing towards the centre of the city of Geneva.
The coordinate system with the important quantities is shown in Figure 1.1. Together
Z
Y
side Aside C
X
beam axis
= =0
-= =
=0
==0,
LHC centre
point ofinteractions
=
Figure 1.1: Right-handed coordinate system of the ATLAS detector.
with the rest mass m of the reconstructed particle object its energy is related using the
relation that is known from special relativity m2 = pµpµ = E2 − p2x − p2y − p2z. Out of
4
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these 4-vector components angular relations can be constructed that will be useful in
the later described physics analysis. These are:
transverse momentum: pT =
√
p2x + p
2
y
polar angle: θ = arctan
(
pT
pz
)
∈ [0, pi]
azimuthal angle: ϕ = arctan
(
px
py
)
∈ (−pi, pi]
pseudo-rapidity: η = − ln
[
tan
(
θ
2
)]
∈ (−∞,∞)
rapidity : y =
1
2
ln
(
E + pz
E − pz
)
∈ (−∞,∞)
distance in the η-ϕ-plane: ∆R =
√
(∆η)2 + (∆ϕ)2
In addition, natural units are used in this thesis which means that formally ~ = c = 1.
This has the consequence that mass, energy and momentum are given in units of energy,
i.e. 1 eV = 1.602 · 10−19 J.
All Feynman diagrams shown follow the convention that the x-axis corresponds to
the time axis. Anti-particles are travelling backwards in time indicated by the drawn
arrows while explicit overbars are avoided.
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The Standard Model of Particle Physics
2.1 Overview over the Standard Model
The theoretical basis of this thesis is described by the Standard Model of particle physics
which is also referred to as Standard Model. Since the 1930s thousands of theoretical
and experimental physicists were trying to find a model that describes the fundamental
structure of matter in our Universe. It was found that only a few building blocks of
fundamental particles and four different forces are necessary to explain matter and how
it interacts. The Standard Model relates these particles and three of the forces. It is able
to explain almost all experimental results and make precise predictions about a huge
variety of phenomena.
The components of the Standard Model are summarised in Figure 2.1 and will be
explained in this chapter. They can be grouped into different parts. The fermionic quarks
and leptons as matter particles with spin 12 will be described in Section 2.2. Forces and
their gauge bosons with spin 1 will be explained in detail in Section 2.3. In Section 2.4
the unification of the weak and electromagnetic force as two of the forces will be ex-
plained. The scalar Higgs particle is related to the origin of mass and will be described
in Section 2.5. Section 2.6 shortly describes the structure of hadrons that are composite
objects of two or three quarks bound together by the strong interaction.
2.2 Matter particles: Quarks and leptons
Matter appearing around us can be built out of two different building blocks that are
called quarks and leptons. Each block has six different fundamental particles organised
in three generations of paired particles. The first generation contains the lightest and
therefore stable particles and builds up the matter we observe in everyday life. The second
7
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Figure 2.1: Overview of the Standard Model of particle physics [8, 9].
and third generation contain particles that are not stable and decay to the particles of
the first generation.
2.2.1 Quarks
There are six different quarks called the up quark and the down quark in the first
generation which build up protons, neutrons and atomic nuclei. Then, there is the strange
quark and the charm quark in the second generation and bottom quark and top quark
in the third generation that are produced for instance in high energy collisions at the
LHC.
The difference of the quarks compared to the leptons is that quarks appear in three
different colours - red (R), green (G) and blue (B) - following the SU(3)C symmetry
group. Due to the strong interaction quarks are building colourless bound states that
are singlets remaining unchanged by rotations in the SU(3)C space. Only three bound
particle states of colourless singlets are known. Those states that need to be symmetrised
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and normalised1 are mesons, RR¯ + GG¯ + BB¯, baryons, RGB, or antibaryons, R¯G¯B¯.
Here, R¯, G¯ and B¯ correspond to the anticolours of the corresponding antiquarks that
are explained later in this section.
Quarks all have a weak isospin of I = 12 and the third component I3 = ±12 either
has a positive or negative sign. So called down-type quarks have a negative sign while
up-type quarks have a positive sign. Each pair in a generation therefore forms a so called
weak isospin doublet. The third important quantity is the electric charge which causes
quarks also to interact via the electromagnetic force. For up-type quarks this charge
is Q = +23 e and for down-type quarks it is Q = −13 e. All these important quantities
of quarks are summarised together with the quark masses, which are growing with the
generation, in Table 2.1. They are shown in Figure 2.1 in blue.
Table 2.1: Overview on the properties of the quark particles [9].
generation 1 2 3
name up quark u charm quark c top quark t
mass m 2.3+0.7−0.5 MeV 1.275± 0.025 GeV 173.07± 0.52± 0.72 GeV
weak isospin (I, I3)
(
1
2 ,+
1
2
) (
1
2 ,+
1
2
) (
1
2 ,+
1
2
)
electric charge Q +23 e +
2
3 e +
2
3 e
name down quark d strange quark s bottom quark b
mass m 4.8+0.5−0.3 MeV 95± 5 MeV 4.18± 0.03 GeV
weak isospin (I, I3)
(
1
2 ,−12
) (
1
2 ,−12
) (
1
2 ,−12
)
electric charge Q −13 e −13 e −13 e
The previously explained quark model was developed over decades starting with the
up, down and strange quark in the early 1960s. First of all bound states of quarks
called hadrons were ordered in isospin multiplets by Murray Gell-Mann [11] and Yuval
Ne’eman [12]. This classification scheme was called the Eightfold Way and followed a
SU(3) symmetry but the underlying structure remained unknown. Gell-Mann [13] and
Zweig [14, 15] then independently proposed the quark model starting with the three
quarks in 1964. Finally, in 1968 at the Stanford Linear Accelerator Centre direct evidence
could be achieved [16, 17]. It was shown using deep inelastic scattering that protons do
have a substructure and a set of three fundamental particles could explain the data.
The charm quark had already been predicted by many authors like Bjorken and
Glashow in 1964 [18] and then in the context of the so called GIM mechanism by
1The correctly symmetrised and normalised states are 1√
3
(RR¯ + GG¯ + BB¯), 1√
6
(RGB − RBG +
BRG−BGR+GBR−GRB) and 1√
6
(R¯G¯B¯ − R¯B¯G¯+ B¯R¯G¯− B¯G¯R¯+ G¯B¯R¯− G¯R¯B¯) [10].
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Glashow, Iliopoulos and Maiani in 1970 [19]. It was finally discovered independently
by experimentalists at the Stanford Linear Accelerator Centre [20] and the Brookhaven
National Laboratory [21] in 1974 as a bound charm-anticharm state called J/Ψ2.
The bottom quark was firstly mentioned in theory in 1973 by Kobayashi and Maskawa
with the intention to explain the origin of CP -violation [22]. It was then discovered in
1977 by the E288 experiment located at Fermilab where bottom-antibottom quark pairs
were produced [23,24].
The existence of the bottom quark as a third generation quark already implied that
the top quark would exist but it took another 18 years until it was finally discovered. The
reason for this was that the top quark is very heavy reaching a mass that is comparable
with the mass of a gold atom. Accelerators that were built to discover it were not able
to reach these energies. It was then finally discovered by the two experiments DØ and
CDF at the Tevatron in 1995 [1, 2] where top-antitop quark pairs have been produced.
First evidence that top quarks appear also in single-top quark production was found in
December 2006 [25]. The measurement of the mass of the top quark in single-top quark
production in the so called t-channel has been performed for the first time within the
scope of this thesis. This will be explained in detail in the later chapters.
2.2.2 Leptons
The second block of matter particles contains the leptons shown in green in Figure 2.1.
As well as the quarks they can be organised as weak isospin doublets in three different
generations, but leptons do not carry colour charge and do not interact via the strong
interaction. In this case each doublet is built out of one lepton with I3 = −12 that
carries an electric charge of Q = −1 e and an associated electrically neutral neutrino
with I3 = +12 that only interacts by the weak interaction.
The leptons are called the electron e− and electron-neutrino νe in the first generation,
the muon µ− and its muon-neutrino νµ in the second generation followed by the τ -lepton
τ− together with the τ -neutrino ντ . The charged leptons do have a sizeable mass whereas
the mass of the neutrinos is very small. It was long thought that neutrinos would even
be massless, but with direct observations of oscillations between the different neutrino
flavours it was indirectly proven that neutrinos must have a mass different from zero [26].
Table 2.2 summarises the explained quantities of the leptons and their masses which are
as for the quarks growing with the generation.
2The J/Ψ particle is the only particle with a two-letter name. The reason is the almost simultaneous
discovery by the two groups that first intended to name the particle either J or Ψ.
10
2.2. MATTER PARTICLES: QUARKS AND LEPTONS
The electron that appears in our daily life related to electric currents was already
discovered by J.J.Thomson in 1897 [27] and its associated electron-neutrino was proposed
by Pauli in 1930 to solve the problem of preserved energy, momentum and angular
momentum conservation in beta decays [28]. The electron-neutrino was then discovered
by Cowan and Reines in 1956 using a nuclear reactor as the source of the neutrino
flux [29].
Table 2.2: Overview on the properties of the lepton particles [9].
generation 1 2 3
name electron-neutrino νe muon-neutrino νµ τ -neutrino ντ
mass m in MeV < 2 · 10−6 < 0.19(CL = 90%) < 18.2(CL = 90%)
weak isospin (I, I3)
(
1
2 ,+
1
2
) (
1
2 ,+
1
2
) (
1
2 ,+
1
2
)
electric charge Q 0 0 0
name electron e− muon µ− τ -lepton τ−
mass m in MeV 0.511± 1.1 · 10−8 105.7± 3.5 · 10−6 1776.82± 0.16
weak isospin (I, I3)
(
1
2 ,−12
) (
1
2 ,−12
) (
1
2 ,−12
)
electric charge Q −1 e −1 e −1 e
The muon was discovered in 1936 by Anderson using showers of cosmic rays and was
first misidentified as a bound state of a quark-antiquark pair [30]. Later it was found
that the muon does not interact via the strong force which was the time where the group
of leptons was firstly created with the three known particles. In 1962 it was shown by
Lederman, Schwartz and Steinberger at the Alternating Gradient Synchrotron that more
than one flavour of neutrinos must exist corresponding to the muon-neutrino [31].
Between 1974 and 1977 various experiments were made by the SLAC LBL group led
by Perl and evidence for the existence of the τ -lepton was found in 1975 in collisions at
the SPEAR ring [32]. At that time an associated τ -neutrino was already expected and
as the last part of the matter particles this τ -neutrino was then found in 2000 by the
DONUT collaboration at Fermilab [33].
Both quarks and leptons are fermions with spin 12 and can be described by the
relativistic Dirac equations. The solution of this equation yields that there must be
a second set of particles with the same mass but negative energies. These can also
be interpreted as anti particles with positive energies moving backwards in time and
therefore fermions get an associated anti particle3. It has a flipped sign in all additive
3For the particle, p, the associated anti particle, p, is commonly denoted with an overbar.
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quantum numbers like the electric charge, Q, or third component of the weak isospin,
I3, i.e. charge-like quantum numbers.
2.3 Forces and gauge bosons
Four different forces are known to interact in our Universe. They are known as the
gravitational force, the electromagnetic force, the weak force and the strong force. Ex-
cept for the gravitational force all forces are part of the Standard Model. They are
mediated by gauge bosons with spin 1 that carry discrete amounts of energy between
fundamental particles. In Section 2.3.1 the fundamental interactions will be described
while Section 2.3.2 will deal with the mediating gauge bosons.
2.3.1 Fundamental interactions
The most familiar force from our daily life but also weakest is the gravitational force
which has an infinite range and is always attractive. This is why it becomes important
on macroscopic scales when large amounts of matter accumulate. However, on very small
scales like particle physics the gravitational force can be neglected. It is about 36 orders
of magnitude smaller than for instance the electromagnetic force. The electromagnetic
force also has an infinite range but can be attractive as well as repulsive. Both the weak
and the strong force only have a short range and are only important on subatomic scales.
The gauge boson mediating the electromagnetic force is the photon - also denoted γ
- that couples to electrically charged particles. The gauge bosons of the weak force are
the two either positively or negatively charged W±-bosons and the Z0-boson which is
electrically neutral. The W±- and Z0-boson couple to particles carrying weak isospin.
The strong force has eight different so called gluons that couple to all particles car-
rying colour charge.
A hypothetical boson called Graviton is a potential candidate often mentioned as the
gauge boson of the gravitational force. However, efforts to combine the general theory of
relativity that is important on macroscopic scale like the gravitational force and quantum
mechanics are challenging and even lead to inconsistencies between these theories. That
is why the gravitational force could not be integrated in the Standard Model. As the
gravitational force is so weak, the Standard Model is still able to describe all phenomena
observed in particle physics.
The strength of each interaction is represented by a coupling constant which is the
fine structure constant α ≈ 1137 in the case of the electromagnetic force. The weak force
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appears to have a smaller coupling compared to the electromagnetic force because of the
large mass of its mediating gauge bosons. However, as will be explained in Section 2.4
its coupling is actually stronger. The coupling strength of the strong interaction can be
of the order of O(1) for low energies. It is the only force that increases with growing
distance which leads to the Confinement that binds quarks to bound states, as mentioned
in Section 2.2.1. It also exists an asymptotic freedom at very short distances of colour
charged particles where also quarks are seen as free particles [34]. Table 2.3 summarises
the four different forces and their properties.
Table 2.3: Overview of the four different forces
Force Gauge-Boson couples to range [m]
gravitational graviton mass m ∞
electromagnetic photon γ electric charge Q ∞
weak W±, Z0 weak isospin I O(10−18)
strong gluon g colour charge QC O(10−15)
2.3.2 Gauge bosons
The photon itself is a massless particle that neither carries electric or colour charge. It
also has a weak isospin of 0 and therefore cannot interact itself via the three fundamental
interactions. As the particle we see as light it was studied by a large variety of physicists
starting with Maxwell [35] within the theory of electrodynamics, Planck in the context of
black-body radiation [36] or Einstein who finally explained the photoelectric effect [37].
He added the energetic quantisation as a property of the photon radiation itself. This
was not part of Maxwell’s theory who interpreted the photon as a light wave. The
quantisation was leading to the photon as a particle that is able to move around carrying
quantised amounts of energy. This was then confirmed experimentally by Compton in
1923 [38] and is now very well described by the theory of quantum electrodynamics [39]
as a part of the Standard Model.
The W±- and Z0-bosons as the gauge bosons of the weak interaction all have a
weak isospin of I = 1 while the third component is different for the three particles. The
electrically charged W±-bosons have I3 = ±1 while the Z0-boson has I3 = 0. They do
not carry colour charge and therefore do not interact via the strong force. But as the
only gauge bosons they are not massless. The large masses of mW± = 80.4 GeV [9] and
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mZ0 = 91.2 GeV [9] are responsible for the limited range of the weak interaction. It can
be estimated using the uncertainty principle ∆E∆t ≥ ~2 [40] following Equation (2.1):
∆s = c ·∆t = c~
2∆E
≈ 10−18 m. (2.1)
Another speciality of the weak force and its gauge bosons is that they only couple
to particles with left-handed helicity and antiparticles with right-handed helicity4. The
definition of helicity is illustrated in Figure 2.2. Right-handed means that the spin is
pointing in the same direction as the momentum of the particle and left-handed vice versa
respectively. This so called V-A or left-handed coupling5 directly implies the violation of
(a) Left-handed particle (b) Right-handed particle
Figure 2.2: Left-handed (a) and right-handed (b) particles where ~p is intended to repre-
sent the momentum and ~S the spin orientation of the particle.
the parity symmetry which was thought to be a fundamental symmetry until the 1950s.
The parity violation was proven to exist by Wu in 1957 [41]. After this discovery it was
expected that the compound symmetry of charge C and parity P called CP would be
conserved but in 1964 it was proven in kaon decays by Cronin and Fitch that also CP
is violated by the weak interaction [42]. The existence of both the W±- and Z0-bosons
was proven by the UA1 and UA2 experiments at the Super Proton Synchrotron located
at CERN in 1983 [43].
Gluons as the gauge bosons of the strong force are massless, electrically neutral and
have a weak isospin of 0 which means that they do not interact via the electromagnetic
4For particles with mass it is possible to boost the particle in another reference frame which makes
it possible to flip the helicity. This is taken into account in the lorentz-invariant definition of chirality.
So for massless particles the chirality and helicity are the same.
5Another consequence is that right-handed neutrinos do not exist. The isospin doublets, introduced
in Section 2.2.2, can therefore be divided in left-handed doublets and a right-handed singlets without
the neutrinos.
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or weak interaction. They are carrying a combination of colour and anticolour and are
organised in a SU(3)C octet with the eight gluon states being RG¯, RB¯, GR¯, GB¯, BR¯,
BG¯, 1√
2
(RR¯ − GG¯) and 1√
6
(RR¯ + GG¯ − 2BB¯). Since gluons are not colourless they
not only mediate the strong force between quarks, but are also able to interact between
themselves6. First evidence of their existence was reported in 1978 by the PLUTO ex-
periment in e+e− → Υ (9.46)→ 3g decays [44] and in 1979 at PETRA using e+e− → qq¯g
events [45].
The gauge bosons are shown in Figure 2.1 in red and the coupling to the different
fundamental particles is indicated with the yellow shaded areas.
2.3.3 Quark mixing and the CKM mixing matrix
Another anomaly related to quarks is that they carry weak isospin but exist as eigenstates
of the strong interaction in space-time. This equivalently means that the mass eigenstates
of quarks, |q〉, are not the same as the eigenstates of the weak interaction, |q′〉. To relate
these eigenstates Cabbibo, Kobayashi and Maskawa introduced the CKM quark mixing
matrix where the mass eigenstates of down-type quarks exist as a mixture of their weak
eigenstates while the up-type quarks remain unchanged [22, 46]. This relationship can
be expressed as follows: |d
′〉
|s′〉
|b′〉
 = VCKM ·
 |d〉|s〉
|b〉
 =
 Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb

 |d〉|s〉
|b〉
 . (2.2)
The entries of the CKMmatrix act as free parameters of the Standard Model and have
mostly been measured by various experiments. One can also exploit that the matrix is an
unitary matrix with complex elements. All together this yields for the absolute values [9]:
|Vud| |Vus| |Vub|
|Vcd| |Vcs| |Vcb|
|Vtd| |Vts| |Vtb|
 =

0.97425± 0.00022 0.2252± 0.0009 (4.15± 0.49) 10−3
0.230± 0.011 1.006± 0.023 (40.9± 1.1) 10−3
(8.4± 0.6) 10−3 (42.9± 2.6) 10−3 0.89± 0.07
 .
The matrix is strongly diagonal dominant but has non vanishing elements on the off-
diagonal. This has far-reaching consequences for particle physics since on the one hand
it introduces the possibility of transitions between different quark generations. On the
other hand a transition between two quarks q → q′ is suppressed by the respective
6A hypothetical colourless singlet gluon would be unconfined and act like a strong interacting photon.
This would lead to an infinite range of the strong force which is not observed in nature [10].
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matrix element |Vqq′ |2. This principle can for instance be exploited to identify particle
jets induced by b-quarks which will be explained in more detail in Chapter 6. It also
plays an important role in decays of the top quark which will be explained in Chapter 3.
In addition, the CKM quark mixing matrix has a complex phase. This phase includes
the possibility of CP -violation of the weak interaction7, mentioned in Sections 2.2.1
and 2.3.2, but it does not predict its magnitude.
2.4 The electroweak unification
In experiments with decays of the Z0-boson it was found that the coupling to either
quarks or leptons seems to be different. This was surprising since they both have the
same weak isospin. Furthermore, it turned out that the coupling depends on the strength
of the electric charge of the quark or lepton. This inconsistency could be solved with
the unification of the electromagnetic and the weak force that was already proposed by
Glashow, Salam and Weinberg in the 1970s [47,48].
The gauge bosons of the electroweak force are the massless W1, W2, W3 and B0
that couple to the combination of weak isospin and electric charge. This is called weak
hypercharge and is defined as Y = 2(Q − I3). What can be observed are the already
explained W±-, Z0-bosons and the photon. Those are formed as a mixture of the gauge
bosons of the electroweak theory caused by the electroweak symmetry breaking induced
by the Higgs mechanism:(
γ
Z0
)
=
(
cos θw sin θw
− sin θw cos θw
)(
B0
W3
)
(2.3)
(
W+
W−
)
=
1√
2
(
1 i
1 −i
)(
W1
W2
)
(2.4)
The amount of mixing is set by the electroweak mixing angle θw. It is directly related to
the mass difference of the W±- and Z0-boson caused by the Higgs mechanism [49–51]
that will be explained in Section 2.5. The masses of the weak gauge bosons have already
been measured with high precision as explained in Section 2.3.2. With the relationship
mW±/mZ0 = cos θw the mixing angle is known to be θw ≈ 28.74◦ [9]. From this angle
7This indirectly implies the existence of a third generation of quarks since at least three dimensions
are needed to introduce such a complex phase.
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also the relationship between the coupling8 of the electromagnetic and weak force can
be derived with e = g sin2 θw.
2.5 Higgs-Mechanism and the origin of particle mass
The unification of the weak and electromagnetic force explained in the previous section
was a major success but still one caveat was remaining. The masses of the gauge bosons
are necessary for the proposed unification mechanism and to keep the Standard Model
renormalisable. Also the experimental observation yields that these gauge bosons should
be massive. The problem was solved by Brout, Englert and Higgs in 1964 who introduced
a spontaneously broken Higgs field that pervades the Universe.
Spontaneous symmetry breaking means that a system has a global symmetry which
is broken in the lowest energy state. This is the case for the complex Higgs field φ with
the spontaneously broken potential given in Equation (2.5) that is also displayed in
Figure 2.3:
V (φ) = −µφ†φ+ λ(φ†φ)2 (2.5)
Figure 2.3: Potential of the complex Higgs field given by Equation (2.5) [52].
In quantum field theories in general the existence of a field compellingly implies the
existence of an associated particle that can be interpreted as excitation of the field. The
8The coupling constants are αw ∝ g2 and α ∝ e2 showing that the coupling of the weak force is
actually stronger than for the electromagnetic force and only appears to be smaller due to the large mass
of its gauge bosons.
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scalar Higgs boson associated to the Higgs field is predicted for almost half a century
since the mechanism was proposed. It was finally discovered in 2012 by the ATLAS and
CMS experiments at the LHC [53, 54] at a mass of mH = (125.9 ± 0.4) GeV [9]. The
Higgs boson is shown as a part of the Standard Model in Figure 2.1 in yellow.
The masses of the gauge bosons are generated directly by introducing the spontaneous
symmetry breaking due to the Higgs field. The masses of the fermions are generated
via a Yukawa coupling with a coupling strength g˜f . The mass mf is depending on the
coupling strength and the vacuum expectation value of the Higgs field v with the relation
g˜f =
mf
√
2
v [52].
2.6 Structure of hadrons
As described in Section 2.2.1 quarks do only exist as bound states called hadrons.
Hadrons exist in two types which are mesons as a quark-antiquark pairs or baryons
which are either three quarks or three antiquarks bound together. One example of a
baryon is the proton which is a bound state of two up quarks and one down quark.
However, what can be seen is that the sum of the masses of the three so called valence
quarks of the proton does not match up with the proton mass ofmp = 938 MeV observed
in data.
In experiments with electron-nucleon scattering [16, 17] it was found that hadrons
also contain so called sea quarks that are quark-antiquark pairs of the same flavour that
are produced and annihilate each other in fluctuations of the vacuum. All together a
hadron is a complex object made out of the valence quarks, that already determine all
quantum numbers, sea quarks and additional gluons. This object cannot be described
by perturbative theories. The aggregate of valence quarks, sea quarks and gluons within
a hadron is also referred to as partons.
In particle collisions using hadrons like proton-proton collisions at the LHC it is
important that the initial state can be described in simulation. Because of that parton
distribution functions fi(x,Q), in short called PDF, are used. A PDF is a probability
density function giving the probability of a certain parton i to have the momentum
fraction x of the total momentum of the hadron at a certain energy scale Q. In a proton-
proton collision the actual scattering is not occurring between the incoming protons
but between the incoming partons. This is resulting in a usually unknown and much
lower collision energy than beam energy which is the main caveat when using hadrons
in particle colliders.
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Figure 2.4: Parton distribution functions provided by the MSTW group at Q2 =
10 GeV2 (left) and Q2 = 104 GeV2 (right). The contribution of gluons is suppressed
by a factor of 10 for a better visibility. Uncertainties of one standard deviation are
shown as shaded areas [55].
Since PDFs can only be described non-perturbatively they are parametrised and then
fitted with data mostly from the HERA accelerator at DESY [56] and the Tevatron at
Fermilab [57,58]. The most common PDF set used by the ATLAS collaboration is given
by the CTEQ group [59]. CTEQ provides as well a certain value of the momentum
fraction, x, depending on the energy scale and parton flavour and the uncertainty in the
form of a set of uncorrelated eigenvectors. PDF sets derived from other parametrisations
are also provided by the MSTW [55] group or NNPDF [60]. All three are taken into
account when calculating systematic uncertainties due to the parton distribution function
as it is described in Section 10.4.2 for the analysis that is the topic of this thesis. As an
example, the PDF set of the MSTW group is shown at two different energy scales in
Figure 2.4.
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The top quark
The top quark, already introduced in Section 2.2, is the heaviest known elementary
particle and forms a weak-isospin doublet together with the bottom quark. Due to its
very high mass the top quark has special properties distinguishing it from the other
known quarks.
As the topic of this thesis is a measurement of the mass of the top quark in a special
production mode, an overview of the production, decay and the different properties of
the top quark is given. Also the methods that have been used in the past to measure
the mass of the top quark will be explained focusing on the differences compared to the
analysis presented in this thesis.
3.1 Production of the top quark
The production of the top quark can be separated into two main classes. Firstly, top
quarks can be produced as top-antitop quark pairs due to the strong interaction and,
secondly, single top-quark production can occur in three different channels. This single-
top quark production can only occur via the weak interaction due to the conservation
of the flavour quantum numbers by the other interactions. Since the weak coupling is
suppressed with respect to the strong interaction the dominant process occurring in
hadron collisions like at the LHC is tt¯ pair production. That is why most properties of
the top quark have been measured in tt¯ events so far. However, the single-top production
has some advantages that will be explained in more detail later.
3.1.1 Top-antitop quark pair production
A top-antitop quark pair, tt¯, can be produced in two different subprocesses which are
displayed in Figure 3.1. The dominant process at the LHC is the gluon fusion gg → tt¯
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production shown in (a) to (c) while at the Tevatron the qq¯ annihilation qq¯ → tt¯ shown
in (d) was the dominant production mode9.
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t
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t
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g
t
(b)
t
t
g
g
t
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q
q
t
t
g
(d)
Figure 3.1: Feynman diagrams of tt¯ production processes: (a) to (c) gluon fusion and (d)
qq¯ annihilation.
The total cross-section10 of the top-antitop quark pair production is predicted to be
σtt¯ = (253
+13
−15) pb [61–66] at a centre-of-mass energy of
√
s = 8 TeV at an assumed top
quark mass of mtop = 172.5 GeV. A large variety of measurements of the cross-section
have been performed by different experiments at the Tevatron and the LHC. All of them
are in very good agreement with the predicted values. The data points in Figure 3.2(a)
summarise the measurements in different tt¯ decay channels which will be explained in
Section 3.2.
(a) Top-antitop quark pair production (b) Single-top quark production
Figure 3.2: Measured and predicted tt¯ (a) and different single-top (b) quark production
cross-sections for Tevatron energies in pp¯ collisions and for the LHC in pp collisions [9].
9In pp collisions at the LHC at
√
s = 8 TeV the fraction of gluon fusion production is about 80−90%
while in pp¯ collisions at the Tevatron at
√
s = 1.96 TeV the fraction of qq¯ annihilation is about 85% [9]
10The cross-section σ is a measure giving the probability of a process to happen. Details can e.g. be
found in Ref. [39].
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3.1.2 Single-top quark production
The single-top quark production via the weak interaction can be separated into three
different production modes. The dominant process qb → q′t is mediated by a virtual
W±-boson in the t-channel as shown in Figure 3.3(a). The two sub-leading processes
are the associated Wt production bg → Wt displayed in Figure 3.3 ((b), (c)) and the
s-channel production qq¯′ → tb¯ shown in Figure 3.3(d).
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Figure 3.3: Feynman diagrams of single-top quark production processes: (a) t-channel
production, (b) and (c) associated Wt production, (d) s-channel production.
In contrast to the symmetric production at the Tevatron the t-channel and s-channel
production cross-sections are different for the t and t production at the LHC11. The
cross-section of the combination of the two is predicted to be σt = (87.8+3.4−1.9) pb [4]
and σs = (5.6 ± 0.2) pb [6]. For the Wt-channel the predicted cross-section is σWt =
(22.4 ± 1.5) pb [5] with an equal portion of t and t. All the predicted cross-sections
assume a top quark mass of mtop = 172.5 GeV.
A first observation of the single-top quark production at all was made in 2009 in the
combined t-channel and s-channel production at the Tevatron [67]. The cross-section
of the Wt-channel production was too small for a direct observation at the Tevatron
but first evidence was reported by ATLAS and CMS at the LHC [68, 69]. The cross-
section could be measured in addition to the separate t-channel production at different
centre-of-mass energies.
First direct evidence of the s-channel corresponding to 3.7 standard deviations was
found by DØ [70] and a first direct observation of the s-channel is expected with more
LHC data that will be collected by the experiments in the future. Within the same anal-
ysis from DØ the first observation of the t-channel only was reported with a significance
of 7.7 standard deviations [70]. The results of all measurements performed so far at the
11The fraction of top quarks is about 65% in the t-channel and 69% in the s-channel [9].
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Tevatron and the LHC are summarised and compared to the theoretical prediction in
Figure 3.2(b).
3.1.3 Measurement of the fiducial t-channel cross-section
In March 2014 the t-channel cross-section was measured for the first time in a so called
fiducial volume within the detector acceptance [71]. This measurement relies on the
definition of a reconstructed phase-space which in this case corresponds exactly to the
signal region defined in Section 8.1.2. The fiducial volume is defined on particle-level
in simulation and chosen such that it is as close as possible to the reconstructed phase
space. The value of the fiducial cross-section, σfid, is defined as:
σfid =
εcorr,sel
εcorr,fid
· νˆL . (3.1)
Here, εcorr,sel is the fraction of events that are selected by the oﬄine selection at usual
reconstruction level to be within the fiducial volume; εcorr,fid corresponds to the fraction
of events selected within the fiducial volume to be selected by the oﬄine selection:
εcorr,sel =
Nsel+fid
Nsel
and εcorr,fid =
Nsel+fid
Nfid
. (3.2)
νˆ is the number of expected single-top t-channel events that is being obtained from data
with the integrated luminosity L.
To estimate νˆ a binned maximum likelihood fit to the data distribution of a neural
network discriminant similar to the one defined in Chapter 9 is performed. In summary
one obtains a value for σfid that is independent from the choice of the MC generator [71]:
σfid = (3.37± 0.05(stat.)± 0.47(syst.)± 0.09(lumi.)) pb. (3.3)
With the value of σfid one can now extrapolate to the full inclusive phase-space by
applying the selection efficiency εfid of a certain generator with the simple equation:
σt =
1
εfid
· σfid (3.4)
The estimated inclusive cross-section, σt, is shown in Figure 3.4 for different MC gen-
erators taking into account the branching ratio of leptonic top quark decays. These
decay modes will be explained in Section 3.2. It is compared to the expected theoretical
cross-section, see Section 3.1.2, and a good agreement is found.
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Figure 3.4: Inclusive total single top-quark t-channel cross-section obtained by extrapo-
lation from the fiducial cross-section to the full space for different MC generators. The
vertical line shows the expected theoretical cross-section calculated at NLO+NNLL [71].
The advantage of measuring the cross-section via the fiducial volume is that system-
atic uncertainties due to the event generation affecting the signal acceptance only appear
as differences within the fiducial volume. This reduces the total systematic uncertainty
of σt from about 17% to 14%.
3.2 Decay of the top quark
As explained in Section 2.3.3 the probability of the decay of the top quark is proportional
to the square of the respective matrix elements of the CKM quark mixing matrix. Since
|Vtb|  |Vtd|, |Vts| the by far dominating decay of the top quark is into a bottom quark
and a W±-boson, t→W±b. The predicted total decay width is [9]12:
Γtop =
GFm
3
top
8pi
√
2
(
1− m
2
W
m2top
)2(
1 + 2
m2W
m2top
)[
1− 2αs
3pi
(
2pi2
3
− 5
2
)]
. (3.5)
With GF being the Fermi coupling constant, the top quark mass mtop = 173.3 GeV,
the mass of the W±-boson mW = 80.4 GeV and the strength of the strong coupling
at the scale of the mass of the Z0-boson αs(MZ) = 0.118 the value of the total decay
width is Γtop = 1.35 GeV. Thus, the top quark has a very short lifetime of about τtop =
~
Γtop
≈ 0.5 · 10−24 s. It almost exclusively decays before hadrons including top quarks or
12Terms of order m
2
b
m2top
, α2s and
(
αs
pi
) m2W
m2top
have been neglected.
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tt¯-bound states can be formed. This means that the top quark is the only quark that
can be handled as a quasi-free quark state.
3.2.1 Decay channels in tt¯ production
As explained, in the tt¯ production a top-antitop quark pair is produced. Both quarks are
decaying almost instantaneously due to their very short lifetime via t→W±b. Therefore,
two b-quarks and two W±-bosons are produced. While the b-quarks build hadrons and
then manifest themselves as b-jets, the twoW±-bosons can decay either hadronically in a
quark-antiquark pair or leptonically in a charged lepton and its corresponding neutrino.
The final state of a tt¯ decay can, therefore, be ordered in three different classes depending
on the decay of the two W±-bosons:
• fully-hadronic (all-jets): tt¯→W+bW−b¯→ qq¯′ b q′′q¯′′′ b¯
• semi-leptonic (lepton+jets): tt¯→W+bW−b¯→ qq¯′ b `−ν¯` b¯
tt¯→W+bW−b¯→ `+ν` b q′′q¯′′′ b¯
• dileptonic (lepton+lepton): tt¯→W+bW−b¯→ ¯`νl b `′ν¯`′ b¯
The different quarks q from the decay can be reconstructed as jets and ` can be either
an electron, muon or τ -lepton that are reconstructed with the respective sub-detectors.
Since quarks exist in three different colour states, see Section 2.2.1, the fully-hadronic
decay channel is the dominant channel. It is followed by the semi-leptonic channel and the
dilepton channel with the smallest branching fraction. The relative fraction, including
hadronic corrections and lepton universality, are given in Table 3.1 together with the
objects that have to be reconstructed.
τ -leptons only have a very short lifetime of ττ = (2.906± 0.010) · 10−13 s [9] and can
decay either into electrons, muons or hadronically into quarks seen as jets. That is why
they are difficult to reconstruct and only the electron and the muon channel is looked
at in most experimental analyses.
The most precise measurements of top quark properties have been made in the semi-
leptonic electron or muon channel. The one created charged lepton can be well triggered
and reconstructed. The presence of only one neutrino makes it possible to fully recon-
struct its 4-vector by using the missing transverse energy EmissT and a constraint on the
mass of the W±-boson. The only ambiguity remaining is the association of the four re-
constructed jets to the two b-jets directly coming from the top quark decay and to the
two jets from the decay of the W±-boson.
26
3.2. DECAY OF THE TOP QUARK
The fully-hadronic channel is suffering even more from the jet combinatorics and large
non-reducible background contributions due to QCD-multijet production. The dilepton
channel has less statistics than the other two due to the low branching ratio and the
presence of two neutrinos makes it more difficult to fully reconstruct the final state.
Table 3.1: Summary of the different tt¯ decay channels [9].
number of number of number of
jets (b-jets) leptons (e,µ,τ) neutrinos relative fraction
fully-hadronic 6(2) 0 0 45.7%
semi-leptonic (e, µ) 4(2) 1 1 29.2%
semi-leptonic (τ) 4 or 5(2) 1 1 14.6%
dileptonic (e, µ) 2(2) 2 2 7.0%
dileptonic (τ) 2, 3 or 4(2) 2 2 3.5%
3.2.2 Decay channels in single-top quark production
In the single-top quark production no further classification of the decay channels is
applied since there is only one top quark decaying via t→W±b.
In this thesis t-channel topologies where the W±-boson decays leptonically are being
studied. Therefore, the final state is characterised by the b-jet from the top quark decay,
one charged lepton and missing transverse energy from the W±-boson decay and an ad-
ditional jet13 from the t-channel production itself, see Figure 3.3(a). Also here final states
with τ -leptons are not explicitly reconstructed, but some acceptance is present when the
τ -lepton decays leptonically and either the electron or the muon is reconstructed.
The final state signature of the Wt-channel characterises by either more leptons or a
higher jet multiplicity. This is caused by the presence of an additional W±-boson in the
final state as can be seen in Figures 3.3 ((b), (c)).
The final state topology of the single-top s-channel is similar compared to the t-
channel but with a b-quark induced jet as the additional jet, see Figure 3.3(d).
13It is typical for the t-channel production that this additional jet is in the forward region of the
detector.
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3.3 The mass of the top quark
The property of the top quark that has been studied with the highest emphasis is the
mass of the top quark. Over the last two decades physicists worked on estimating the
value of mtop starting with indirect measurements with fits to other electroweak param-
eters. In 1995 the first direct observation including a first measurement of mtop at the
Tevatron was done. In Figure 3.5 the time series of the determination of the top quark
is shown ending with the first world combination done in March 2014 [3].
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Figure 3.5: Time series of the determination of the mass of the top quark. First indirect
determinations from fits to electroweak observables are shown as green circles • and 95%
confidence-level lower bounds of first direct searches as a broken line. Measurements
made at the Tevatron by CDF are shown as blue triangles N and by DØ as inverted
red triangles H both at the time of initial evidence of the top quark, discovery claim
and thereafter. The Tevatron average is shown as magenta squares  and the first LHC
averages as a crossed box . The newest World Average from March 2014 is shown as a
cyan diamond  [72].
The world combination includes the most precise measurements in different tt¯ decay
channels that have been done by the four different experiments. They are summarised
in Figure 3.6. All these measurements have been done with top quarks that have been
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produced in tt¯ pairs as described in Section 3.1. In this thesis a first measurement of
mtop in a dataset that is dominated by top quarks from single-top t-channel production
is presented. This decay channel has very good prospects to be included in a future
world combination and significantly increase the overall precision of the top quark mass
estimation.
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Figure 3.6: Most precise measurements performed by different experiments in the differ-
ent decay channels used for the March 2014 world combination [3].
3.3.1 Theoretical aspects about the top quark mass definition
The definition of the top quark mass in quantum field theory is a complicated task and
still under theoretical investigation. It is impossible to mention all aspects related to this
topic but at least an overview shall be given.
A possible definition of the top quark mass within a perturbative quantum field
theory is the pole mass, mpoletop . This mass definition corresponds to the appearance of a
pole in the propagator representing a two-point function. The strong interaction between
quarks, introduced in Section 2.3, is theoretically described by the quantum field theory
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of QCD which is not a fully perturbative theory. Thus, two kind of caveats arise with
the pole mass definition:
• At high energies divergent terms occur that have to be renormalised with a run-
ning mass m(µ). It depends on the renormalisation scale µ that is controlling the
absorption of ultraviolet fluctuations into the mass.
• In the quark-propagator of a non-perturbative theory like the QCD there is no pole
appearing. This is caused by the confinement of quarks, mentioned in Section 2.3,
and so the pole mass is in general ill-defined.
A special feature of the top quark is its large width and very short lifetime as
described in Section 3.2. Since the top quark decays before it hadronises it can be
handled as a free nearly deconfined quark. It was hoped that the large width would
prevent the top quark from effects due to non-perturbative QCD leading to a well-
defined top quark pole mass. However, it was shown that mpoletop remains ambiguous
by an amount proportional to the strong interaction scale ΛQCD ≈ 200 MeV [73]14.
The mass of the top quark can be defined in other, so called short-distance, renor-
malisation schemes. In these schemes no ambiguity is present and the measurement can
in principle be done with arbitrary accuracy. These schemes always depend on a scale
R controlling the absorption of infrared fluctuations. A common representation of these
short-distance schemes is the MS scheme with the intrinsic definition of R = m(µ).
More details about the definition of different renormalisation schemes can be found in
Ref. [74].
In summary, the top quark mass in a quantum field theory is described by the long-
distance behaviour, given by the pole mass scheme, and the short-distance behaviour
given by e.g. theMS scheme. The Differences between the two schemes can be evaluated
as a perturbative series in αs. This was done at the three-loop level yielding [73,75,76]:
mpoletop = m
MS
top(m
MS
top)
[
1 +
4
3
αs(m
MS
top)
pi
+ (−1.0414NL + 13.4434)
(
αs(m
MS
top)
pi
)2
(3.6)
+ (0.6527N2L + 26.655NL + 190.595)
(
αs(m
MS
top)
pi
)3]
,
14This is known as the pole mass O(ΛQCD) renormalon problem.
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with NL = 5 being the number of other quark flavours and αs(mMStop) being the strong
coupling in the MS scheme taken from Ref. [77]15.
MC simulations, with a top quark mass referred to as mMCtop , are currently based on
the calculation of the matrix element at leading (LO) or next-to-leading order (NLO)
precision. All higher order effects are then handled by the parton shower at modified lead-
ing logarithm (LL) level. This means that still there is no coherent analytic framework
relating perturbative and non-perturbative effects in a consistent way. It is impossible to
directly relate mMCtop with the pole or any other mass scheme without the parton shower
calculated with at least next-to-leading logarithms (NLL) accuracy [78].
Currently the definition of mMCtop is given by the implementation of the parton shower
of the top quark and the chosen shower cutoff scale [79]. Details about this definition for
the different event generators can be found in Ref [80]. It is predicted that mMCtop is close
to mpoletop with a possible difference being of the order of 1 GeV [78, 79].
3.3.2 Techniques to measure the mass of the top quark
Different techniques have been applied to measure mtop and some of them are briefly
presented in this subsection. One has to be aware of the fact that the mass estimated
in all direct measurements is the mass used in the calculation of the MC generators
in simulation for the reasons given in Section 3.3.1. This value of mtop
∧
= mMCtop is not
equivalent to the mass that appears in the theoretical calculations of quantum field
theories for the reasons given in Section 3.3.1.
Indirect measurements Indirect estimations of mtop using theoretical calculations
have been performed in many different ways. As the variety of these calculations can not
be summarised shortly only one example is given here.
Effects of new physics can occur by vacuum polarisation and lead to differences in
electroweak precision observables. To constrain these models of new physics three oblique
gauge self-energy parameters S, T and U have been introduced in 1992 by Peskin and
Takeuchi [81].
The T parameter is measuring a possible occurrence of isospin violation16. As the
bottom quark is the isospin partner of the top quark the large mass splitting between
the two is an evidence of a broken isospin symmetry. The mass of the bottom quark is
15αs(m
pole
top ) is iteratively transformed to αs(m
MS
top) with Equation (3.6).
16It is sensitive to differences between the loop corrections to the vacuum polarisation function to the
Z0-boson and the W±-boson. This is equivalent to the differences of contributions from new physics to
neutral and charged currents at low energies.
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known with high precision and with the T parameter the mass of the top quark can be
constrained. In Figure 3.7(a) the result of a fit to electroweak precision data is shown
estimating the value of mtop. Also included are the directly measured values that are in
good agreement with the indirect estimate [82].
(a) Indirect measurement of mtop using a fit to
electroweak precision data.
(b) Fit result relating the three important elec-
troweak parameters mtop, mW and mH
Figure 3.7: (a) ∆χ2 profiles as a function of mtop of the fit to electroweak precision
observables. The blue band includes the measured mass of the Higgs boson mH while
the grey band shows the fit with mH being excluded. (b) Confidence level contours of
the fit to indirectly estimate mtop, mW and mH compared to direct measurement [82].
Figure 3.7(b) shows confidence level contours of the fits to electroweak precision data
relating the three masses of theW±-boson, the Higgs-Boson and the top quark. The grey
areas show the fit results where mtop, mW and mH have been used as free parameters.
The fit result represented by the blue contour area was made with only mtop and mW as
free parameters. For both fits very good agreement with the direct measurement shown
as green bands is found [82].
With more precise measurement of the parameters of the Standard Model, like mtop,
it is possible to gain a better knowledge about other yet unmeasured parameters. The
relationship ofmtop,mW andmH shown in Figure 3.7 is a good example of this principle.
The matrix element method An approach to measure mtop directly is the matrix
element method only done so far at the Tevatron. In this method a probability Pevent is
calculated for each event depending on mtop. The probability includes an in-situ mea-
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surement of the jet energy scale represented by kJES. The event-based probability is
calculated depending on the fraction of tt¯ signal events fsig, mtop and kJES:
Pevent(mtop, kJES) = A(x) [fsig · Psig(x;mtop, kJES) + (1− fsig) · Pbkg(x; kJES)] . (3.7)
x represents all measured quantities of the event like jet or lepton energies and an-
gles. A(x) accounts for acceptance and efficiencies of the detector used to reconstruct
the quantities x. As the signal here are tt¯ events the signal probability density func-
tion Psig(x;mtop, kJES) is given by the probability density of the tt¯ pair production
Ptt¯(x;mtop, kJES).
The calculation of Ptt¯(x;mtop, kJES) is the heart of the method. The two initial par-
tons carry momenta denoted as q1 and q2 meaning that one has to sum over all possible
initial-state parton flavours and integrate over all possible momenta qi. To do so one
uses the parton density functions f(qi). These PDFs have already been explained in Sec-
tion 2.6 and are an estimate of the probability to find a parton with a certain flavour and
momentum fraction qi. They are convoluted with the partonic differential cross-section
of the tt¯ production dσ(y;mtop) and an additional transfer function W (x, y; kJES). This
is necessary to include the detector resolution and relate the measured quantities x with
the partonic quantities y of the original final-state. In total Ptt¯(x;mtop, kJES) is given
by:
Ptt¯(x;mtop, kJES) =
1
σtt¯(mtop)
∫ ∑
flavours
dσ(y;mtop)dq1dq2f(q1)f(q2)W (x, y; kJES).
(3.8)
The event-based weights are then combined in a likelihood to estimate the value of
fsig and a 2-dimensional likelihood to measure mtop and kJES. The definitions of the
likelihood, the background probability density Pbkg(x; kJES) and the transfer functions
are explained in much more detail in Ref. [83, 84].
The template method The template method is a complementary method used to
measure mtop. It is based on simulated templates of an observable sensitive to mtop
which is then fitted to the data distribution of that observable. This can be extended to
more than one observable and more than one physics parameter to reduce the influence
of systematic uncertainties.
An example is the most precise measurement of mtop in the lepton+jets channel
done by ATLAS using a 3-dimensional template likelihood fit [85]. In that analysis three
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observables are calculated for each selected event being the reconstructed top quark mass
obtained in a likelihood fit, mrecotop , the invariant mass of the hadronically decaying W±-
boson, mrecoW , and the R
reco
lb variable
17. This variable is defined according to the number
of tagged b-jets in the event following Equation (3.9):
Rreco,2blb =
pbhadT + p
blep
T
p
Wjet1
T + p
Wjet2
T
or Rreco,1blb =
p
btag
T(
p
Wjet1
T + p
Wjet2
T
)
/2
. (3.9)
The fit of the 3-dimensional templates to the data is shown in Figure 3.8 for all three
variables. It is used to obtain the value of mtop, a global jet energy scale factor (JSF)
and a relative b-jet to light-flavour-jet scale factor (bJSF). In this way the dependence on
the jet energy scale, which is one of the dominant uncertainties in most measurements
of mtop, is significantly reduced yielding a very high precision measurement.
Fitting plepT and Lxy As the jet energy scale is the dominant systematic uncertainty
in most measurements of the top quark mass different methods have been developed
that rely almost exclusively on tracking instead of calorimetry. These complementary
approaches rely on the fact that the information about mtop is passed to the decay
products of the top quark via a kinematic boost. This can be exploited by using either
the transverse decay length of the b-hadron, Lxy, or the pT of the lepton from the decay
of the W±-boson, plepT . The spectrum of both variables is expected to be harder with
larger values of mtop.
Both variables have been used individually already at the Tevatron [86, 87] and an-
other analysis combining both in a 2-dimensional likelihood is currently prepared by
ATLAS and documented in Ref. [88]. In that analysis the mass of the top quark as well
as the amount of final state gluon radiation (FSR) is measured simultaneously. This is
sensible due to the fact that Lxy has a large sensitivity to the amount of FSR leading to
a large systematic uncertainty. This can be avoided by the in-situ measurement.
In summary the total uncertainty of the measurement using these tracking variables
as mass estimators is slightly larger than in the standard approaches. On the other
hand the uncertainty due to the jet energy scale is very small. This leads to very good
prospects for combinations with other measurements.
17With the kinematic fit the jets are assigned the their originating partons of the tt¯ decay. This means
that the measured jets are related to the quark decay products of the W±-boson and to the b-quarks
produced in the top quark decays. Thus, invariant masses of the top quarks and the W±-bosons can be
calculated by adding the reconstructed charged lepton and neutrino using the missing transverse energy.
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(b) Rrecolb , defined in Equation (3.9)
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Figure 3.8: Fitted distributions in the 3d-template method performed in 4.7fb−1 of AT-
LAS data. Shown is the mass of the W±-boson from the top decaying hadronically via
W → jj (a), the Rrecolb variable that is used for the in-situ estimation of the b-jet to
light-flavour-jet scale factor (b) and the mass of the reconstructed top quark (c) [85].
Mass estimation from the tt¯ production cross-section The mass of the top quark
is directly related to the tt¯ production cross-section and can, therefore, be estimated when
the cross-section itself is measured.
The DØ experiment at the Tevatron has measured the value of σtt¯ and estimated the
cross-section depending on the top quark mass used in simulation σtt¯
(
mMCtop
)
[78]. This
parametrisation is compared to different higher-order QCD calculations. The extraction
ofmtop is done by applying a normalised joint-likelihood function including experimental
and theoretical uncertainties.
The theoretical calculation of σtt¯ involves an unambiguous definition of the top quark
mass either in the pole mass scheme or the MS scheme. Consequently, this means that
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(a) σtt¯ as a function of m
pole
top (b) σtt¯ as a function of mMStop
Figure 3.9: Comparison of the measured cross-section σtt¯(m
pole
top = m
MC
top ) with theoretical
calculations of σtt¯ as a function of m
pole
top (a) and as function of mMStop (b). The coloured
dashed lines represent the theoretical uncertainties on the choice of the PDF and the
renormalisation and factorisation scales. The black point shows the measured value of
σtt¯ for mMCtop = 172.5 GeV and the grey band corresponds to the total experimental
uncertainty [78].
by comparing σtt¯
(
mMCtop
)
to either the calculation in the pole mass scheme or the MS
scheme provides a measurement of mpoletop or mMStop, respectively.
In Figure 3.9 the parametrisation is shown as a black line with grey uncertainty band
under the assumption of mMCtop = m
pole
top . It is compared with the theoretical calculations
as a function of mpoletop (a) or mMStop (b). The obtained values of the top quark mass based
on the theoretical calculation at approximate NNLO are [78]:
mpoletop = 167.5
+5.4
−4.9 GeV and m
MS
top = 160.0
+5.1
−4.5 GeV.
The uncertainties involve theoretical uncertainties from the choice of the PDF and the
renormalisation and factorisation scales. Also included is a large systematic uncertainty
related to the assumption about the top quark mass in simulation of mMCtop = m
pole
top . This
was tested by building a new likelihood where mtop is transformed using Equation (3.6)
and taking half of the observed difference as a symmetric systematic uncertainty.
Although the uncertainties are still large, a first measurement of the top quark mass
was provided in a well-defined mass scheme. It shows that the obtained value of mpoletop
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is closer to the currently most precise direct measurement of mtop = 173.07 ± 0.52 ±
0.72 GeV [9] based on mMCtop . It agrees within one standard deviation while the obtained
value of mMStop agrees within two standard deviations.
3.4 Other properties of the top quark
The top quark has many other interesting properties that are not directly studied in this
thesis but shall be mentioned briefly.
3.4.1 Electrical charge
The electric charge of quarks is accessible by measuring the ratio R = σ(e
+e−→Hadrons)
σ(e+e−→µ+µ−)
in e+e−-collisions. However, only if a quark-antiquark pair can be produced directly its
respective flavour contributes to the ratio R. Until now no e+e−-collider with a centre-
of-mass energy large enough to produce tt¯ pairs has been built. Thus, the top quark is
the only quark whose electric charge has not been measured yet with high precision.
Exotic scenarios with the charge of the top quark being qt = −43 were still compatible
with electroweak measurements but in 2013 ATLAS performed a first measurement of
the charge of the top quark yielding qtop = (0.64 ± 0.02(stat.) ± 0.08(syst.))e. This
excludes the exotic scenario by more than 8 standard deviations [89].
Many more searches for exotic charges or analyses to extract the exact electromag-
netic coupling of the top quark have been performed. However, the exclusion of various
exotic coupling scenarios will only be possible with more experimental data.
3.4.2 Spin correlations and W±-boson helicity
As described in Section 3.2 the top quark only has a very short lifetime meaning that it
can be interpreted as a free quark. This has the consequence that its spin is conserved
and passed on to its decay products. Therefore, the polarisation of the top quark is
measurable via angular distributions of the decay products. In the production of a tt¯
pair, see Section 3.1.1, the top and antitop quarks are usually produced unpolarised,
however, their spins are correlated. This hypothesis was tested in several analyses and
the scenario of no spin correlations was excluded at 5.1 standard deviations [9].
In the Standard Model it is expected that the top quark decays into a W±-boson
that is longitudinally polarised with a fraction of about 70%. In the remaining 30% the
W±-boson is expected to be left-handed while the right-handed component is strongly
suppressed. This is a direct consequence of the V-A structure of the weak coupling that
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was already mentioned in Section 2.3.2. The Standard Model hypothesis was measured
with different analyses all confirming the expectation. Most of the direct measurement
use the cosine of the helicity angle, θ∗, between the lepton and the b-quark in the rest
frame of the W±-boson from the decay of the top quark [9].
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The ATLAS detector at the LHC
As explained in Section 2.2 matter we observe in everyday life is build out of quarks and
leptons from the first generation. Other fermions, the Higgs boson or the gauge bosons
mediating fundamental forces are unstable. They have to be produced in high energy
particle collisions at particle accelerators.
In Section 4.1 the LHC accelerator complex is explained and in Section 4.2 details
are given about the experimental setup of the ATLAS detector. This particle detector
is used to reconstruct known or yet unobserved fundamental particles related to new
physics. In Section 4.3 the Tevatron as another accelerator complex with other particles
detectors is shortly introduced.
4.1 The Large Hadron Collider
The Large Hadron Collider (LHC) [90] is a circular synchrotron particle accelerator
located at the European Organisation for Nuclear Research, CERN18, in Geneva at
the Swiss-French border. The accelerator is built in the former tunnel of the Large
Electron Positron (LEP) collider with a circumference of approximately 27 km about
100 m underground. The LHC was built to accelerate bunches containing about 1.15·1011
protons to a beam energy of 4 TeV. This is leading to a centre of mass energy of
√
s =
8 TeV in the proton-proton collision19.
The main goal of the whole accelerator complex is to answer a variety of questions
about the human understanding of physical laws. For this purpose the collider tunnel
18Conseil Européen pour la Recherche Nucléaire
19In 2011 at first the LHC was operated at a centre of mass energy of
√
s = 7 TeV and the
√
s = 8 TeV
data was taken during 2012. After a technical stop in the years 2013-2015 the LHC will be operating
with a centre of mass energy of
√
s = 13 TeV and then finally reach its design centre of mass energy of√
s = 14 TeV.
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includes two parallel beam pipes where the protons are accelerated in opposite directions
and the two beams are brought to collisions in four interaction points around the tunnel.
At these interaction points four large experiments are located trying to reconstruct the
particles being produced in a collision. The four large experiments that are targeting
different fields of particle physics are:
• ATLAS (A Toroidal LHC Apparatus): ATLAS is a general purpose detector
searching for different kinds of new physics like the origin of mass of elementary
particles, dark matter or extra dimensions. The dataset used in this thesis was
recorded by the ATLAS detector [91].
• CMS (Compact Muon Solenoid): As well as ATLAS the CMS detector is a multi-
purpose detector searching for new physics [92].
• LHCb: As an asymmetric detector with very high granularity in the forward
direction, LHCb is able to measure parameters of the Standard Model with high
precision. Deviations from the Standard Model at high energy scales that cannot
be measured directly are accessible indirectly by precision measurements with b-
hadrons [93].
• ALICE (A Large Ion Collider Experiment): ALICE is studying the quark-gluon
plasma that is produced in Pb-Pb collisions20. A quark-gluon plasma is charac-
terised by a very high temperature and energy density where quarks and gluons
are deconfined [94].
In addition to the four larger detectors there are three smaller experiments located
around the tunnel which are:
• LHCf : The LHCf experiment is located about 140m from the interaction point
of ATLAS and is measuring the energy and number of neutral pions (pi0) in very
forward direction. The physics goal is to gain a better understanding of the origin
of ultra-high-energy cosmic rays [95].
• TOTEM (TOTal Elastic and diffractive cross-section Measurement): TOTEM
is located close to the interaction point of CMS and targets to measure the total
cross-sections of elastic scattering and diffractive processes [96].
20Apart from the mode providing proton-proton collisions the LHC is also able to provide collisions
of lead ions at an energy of 2.76 TeV per nucleon.
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• MoEDAL: The MoEDAL experiment is sharing the cavern with the LHCb ex-
periment and searches for not yet observed magnetic monopoles [97].
The accelerator complex with its underground tunnel and the four experiments
and their access points is shown in Figure 4.1. Also shown is the SPS (Super Proton
Synchrotron) accelerator that acts as a pre-accelerator and injection ring for the LHC.
Figure 4.1: The four experiments ATLAS, CMS, LHCb and ALICE located in the
four interaction points of the LHC. Not shown are the three smaller experiments LHCf,
TOTEM and MoEDAL [98].
Processes at subatomic scales are explained using probabilities based on quantum
field theories described in Chapter 2. This means that the experiment has to be re-
peated many times to access processes that are very unlikely to happen or particles that
are very unlikely to be produced. This makes it very important that high event rates,
corresponding to high luminosities, are provided by the LHC. The design luminosities
of the LHC of L = 1034 1
cm2s
was almost reached during data taking in 2012 as can be
seen in Figure 4.2(a). In Figure 4.2(b) the integrated luminosity recorded by ATLAS is
shown versus time. A total amount of L = ∫ Ldt = 20.3 fb−1 of data was taken and is
used in this thesis21.
21The shown luminosities have been measured with the same techniques explained in Ref. [99] in 7 TeV
collision data taken in 2011.
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The process under study in this thesis is the top quark production in the t-channel
via weak interaction. Its cross-section in proton-proton collisions with a centre-of-mass
energy of
√
s = 8 TeV is predicted to be σt = (87.8+3.4−1.9) pb assuming a top quark mass
of mtop = 172.5 GeV [4]. This means that Nt−channel = L × σt ≈ 1.7 · 106 events are
expected to have been produced during the data taking period in 201222.
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Figure 4.2: (a) The maximum instantaneous luminosity versus day delivered to ATLAS
during stable beam periods. (b) Cumulative luminosity versus time delivered by the
LHC (green), recorded by ATLAS (yellow) and also fulfilling good quality criteria (blue)
during stable beams in 2012 [100].
4.2 The ATLAS detector
Since ATLAS is a multi-purpose detector it has to fulfil several criteria to fully recon-
struct the particles produced during a collision. Shown in Figure 4.3 is the experiment
consisting of different sub-detectors. The detector is providing almost full angular cov-
erage around the interaction point. In total the detector has a cylindrical form with a
length of about 44 m and 25 m in diameter with a total weight of about 7000 t.
The closest sub-detector to the collision point is a three-stage tracking system. Its
main purpose is the reconstruction of charged particle tracks as well as the reconstruc-
tion of primary and secondary vertices. Around the inner-detector a thin supercon-
ducting solenoid is located following an electromagnetic and hadronic calorimeter used
to measure the energy of produced particles like charged leptons or hadrons. Around
22For simplicity this calculation does not account for the limited reconstruction efficiency, acceptance
and branching ratios.
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the calorimeter, the muon spectrometer is located together with three superconducting
toroidal magnets making it possible to measure the momentum and charge of muons
with high accuracy.
Figure 4.3: The ATLAS detector with its main components centred around the interac-
tion point [101].
In Appendix A.3 two proton-proton collision events recorded with the ATLAS detec-
tor during 2012 are shown23. They have a high probability to contain a single top-quark
produced in the t-channel which is the main signal process in this thesis.
4.2.1 The inner tracking detector
The Inner Detector (ID) is used to reconstruct the trajectories of charged particles as
well as for vertexing. Due to the high resolution of the tracking detector it is also possible
to reconstruct secondary vertices that are displaced from the primary vertex where the
hard collision has happened. This is very important for instance in the context of flavour
tagging where jets originating from b-hadrons can be identified. This will be explained
in more detail in Section 5.1 and in Chapter 6.
Also the inner detector consists of three subsystems with increasing granularity, if one
gets closer to the interaction point and the beam pipe. The innermost pixel detector
23The event displays have been created using the VP1 [102] and the Atlantis [103] software packages.
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covering the vertex region is followed by a silicon micro-strip tracker, Semiconductor
Tracker (SCT), which is then followed by the Transition Radiation Tracker (TRT). All
three sub-detectors are divided in a barrel and end-cap region and in total an η range
of |η| < 2.5 is covered by the ID shown in Figure 4.4.
The main parameters like the resolution and extension of the inner detector depend
on the sub-detectors and are summarised in Table 4.1. The Pixel barrel consists of
three cylindrical layers with the closest being at a radial distance of 50.5 mm from the
interaction point. In addition, on each side three end-cap discs enhance the total coverage
in forward direction up to |η| < 2.5.
Figure 4.4: The inner tracking detector of the ATLAS experiment [91]
The SCT is built out of 4 cylindrical double-strip layers with the closest having a
radial distance of 299 mm from the interaction point in the barrel. 9 additional end-cap
discs on each side are covering the same η range as the pixel detector. The outermost
TRT at a radial distance of 554− 1082 mm from the interaction point covers a range of
|η| < 2.0 using straw-tubes.
Each drift (straw) tube of the TRT has a diameter of 4 mm and is filled with a xenon-
based gas mixture24. The gas is ionised if a charged particle passes the tube. Typically
each particle is detected by more than 30 tubes and therefore the overall momentum
2470% Xe, 27% CO2 and 3% O2 with 5− 10 mbar over-pressure [91]
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resolution of the inner detector is improved. The TRT also provides information to
distinguish electrons from other heavier charged particles like pions.
In addition the whole inner-detector is embedded in a 2 T axial magnetic field bending
the charged particle tracks to measure momentum and charge of the particle [91].
Table 4.1: Main parameters of the ATLAS inner detector. The actual resolution depends
on |η| and therefore only typical values are given [91].
Radial extension [mm] Length [mm] Resolution σ [µm]
Overall ID 0 < R < 1150 0 < |z| < 3512 —
Beam-pipe 29 < R < 36 — —
Pixel (envelope) 45.5 < R < 242 0 < |z| < 3092 —
Pixel (barrel) 50.5 < R < 122.5 0 < |z| < 400.5 10(R− ϕ) 115(z)
Pixel (end-cap) 88.8 < R < 149.6 495 < |z| < 650 10(R− ϕ) 115(R)
SCT (envelope) 255 < R < 549 (ba.) 0 < |z| < 805 —
251 < R < 610 (e.-c.) 810 < |z| < 2797 —
SCT (barrel) 299 < R < 514 0 < |z| < 749 17(R− ϕ) 580(z)
SCT (end-cap) 275 < R < 560 839 < |z| < 2735 17(R− ϕ) 580(R)
TRT (envelope) 554 < R < 1082 (ba.) 0 < |z| < 780 130 (per straw)
617 < R < 1106 (e.-c.) 827 < |z| < 2744 130 (per straw)
TRT (barrel) 563 < R < 1066 0 < |z| < 712 130 (per straw)
TRT (end-cap) 644 < R < 1004 848 < |z| < 2710 130 (per straw)
4.2.2 The electromagnetic and hadronic calorimeter
The calorimeter system of the ATLAS detector consists of two subsystems, the inner
electromagnetic (EM) and the outer hadronic calorimeter which are both shown in Fig-
ure 4.5. The calorimeter system in total is covering a range of |η| < 4.9. The electro-
magnetic calorimeter is located in an η region that is matched with the inner detector
and provides a fine granularity that can be used to separate electrons from photons.
The hadronic calorimeter with coarser granularity is mainly used to reconstruct jets.
The calorimeter has a total thickness of up to 11 radiation length25, λ, at η = 0 which
ensures a sufficient reduction of punch-through into the muon spectrometer [91].
A range up to |η| < 3.2 is covered by the three parts of the electromagnetic calorime-
ter. The barrel is in the region up to |η| < 1.475 and the two end-cap parts are covering
1.375 < |η| < 3.2. The transition region between the barrel and the end-cap is located
25λ is defined as the mean path length necessary to reduce the numbers of relativistic charged particles
by the factor 1
e
when passing through a certain material.
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between 1.37 < |η| < 1.52. It is challenging to model this region in simulation and there-
fore it is excluded in most analyses. The EM calorimeter consists of lead absorber plates
and accordion-shaped kapton electrodes using liquid Argon (LAr) as active material to
measure the energy of particles showered by the absorber plates.
Figure 4.5: Electromagnetic and the hadronic calorimeter of the ATLAS experiment [91]
The hadronic calorimeter is also divided into barrel region and a forward end-cap
region. The tile barrel is matched to the EM calorimeter barrel up to |η| < 1 and is
expended by the tile extended barrel in 0.8 < |η| < 1.7. Both barrel parts use steel
as an absorber and scintillating tiles as active material. The total thickness of the tile-
instrumented calorimeter is only 9.7λ at η = 0. In the end-cap region between 1.5 < |η| <
3.2 another part of the hadronic calorimeter is located using LAr as active material and
copper as absorber instead of lead. This LAr hadronic end-cap calorimeter is overlapping
with the tile calorimeter and the forward calorimeter to reduce the drop in material
density in the transition region. The last part of the calorimeter is the three-stage LAr
forward calorimeter with a thickness of about 10λ in total. Three modules on each side
with the first one using copper as absorber and the other two being made with tungsten
as the absorber contain tubes integrated in a block of the absorber material. The spaces
in between are filled with liquid argon. In this way the full η range can be covered [91].
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4.2.3 The muon spectrometer
Muons are minimal ionising and are the only particles26 that can get through the dense
material of the calorimeter system. They can be detected and reconstructed with high
precision by the muon system. This spectrometer is the outermost part of the whole
detector with two main components. Over the range of |η| < 1.4 a large barrel toroid
and two additional end-cap toroids in 1.6 < |η| < 2.7 are bending the muon tracks to
measure the momentum and the charge of the muon candidate. In the central region of
the detector the bending power of the magnetic field can be summed up to 8 Tm. The
complex system of muon chambers is built out of separate trigger and high-precision
tracking chambers. They are arranged in a way that each muon track is detected by at
least three different chambers [91].
Figure 4.6: The muon system of the ATLAS experiment [91]
Four different kinds of drift chambers are used in the muon system that are opti-
mised for different purposes. Two kinds of drift chambers mainly serve as high-precision
tracking chambers. The other two are used for triggering muon candidates and provide a
measurement of track coordinates that are not provided by the high-precision chambers.
They are all included in Figure 4.6 where the whole muon spectrometer is displayed [91].
26Apart from only weakly interacting neutrinos that cannot be detected at all by the detector.
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• MDT (Monitoring drift tubes): 1150 chambers of this kind cover almost the
total η range and are used for high-precision tracking. The MDTs are drift tubes
measuring the distance of a muon track to a wire using a time measurement. It
is only possible to measure the track coordinate in the principal direction of the
magnetic field and not along the drift tube.
• CSC (Cathode strip chambers): 32 CSCs are located in the forward direction in
2.0 < |η| < 2.7 and have a higher granularity than MDTs. They are optimised to
also withstand high event rates that are present in this region of the detector. A
CSC contains four layers of two cathode strips on opposite sides with anode wires in
between that are perpendicular to the cathodes. In this way high-precision tracking
is possible in all three directions of space.
• RPC (Resistive plate chambers): 606 RPCs are located in front and behind the
MDT or CSC, respectively, in the barrel region up to |η| < 1.05. These cham-
bers serve as a trigger chamber by providing well-defined pT thresholds. They
also measure the coordinate of the muon track orthogonal to the component mea-
sured by the high-precision MDT or CSC. They contain two isolated perpendicular
electrode-plates with ionising gas27 in between. A muon is ionising the gas and the
induced charges are measured by the electrodes.
• TGC (Thin gap chambers): 3588 TGCs are working in a similar way as the RPCs
with the same purpose but in the forward region of the detector in 1.05 < |η| <
2.7 (2.4 for triggering). They are multi-wire proportional chambers with a small
wire-to-wire distance that leads to a very good time resolution. That is necessary
to provide a sufficient sharp cut-off momentum for the muon that fires the trigger.
In Table 4.2 the resolution and number of measurements for each track is summarised
for each drift chamber type.
4.2.4 The trigger and data acquisition system
With an event rate of 40 MHz that can be delivered by the LHC and a data volume of
approximately O(1.3 MB) for each event one would end up with a total amount of data
of O(100 TB) that had to be stored per second. This cannot be handled by any data
acquisition system and therefore events with interesting physics signatures have to be
selected before they are stored [91].
27The used gas is a mixture of C2H2F4/Iso-C4H10/SF6 (94.7 %/5.0 %/0.3 %) [91]
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Table 4.2: Main parameters of the ATLAS muon spectrometer. The actual resolution
also depends on alignment, signal-propagation and electronics which is not included in
these numbers [91].
Resolution σ in Measurement / track
Type Function z,R ϕ time barrel end-cap
MDT tracking 35µm(z) — — 20 20
CSC tracking 40µm(R) 5 mm 7 ns — 4
RPC triggering 10 mm(z) 10 mm 1.5 ns 6 —
TGC triggering 2− 6 mm(R) 3− 7 mm 4 ns — 9
(a) (b)
Figure 4.7: (a) Block diagram of the L1 trigger level [104]. (b) Orders of magnitude of
the expected event rates and processing times at the three trigger levels. An initial event
rate of approximately 40 MHz is reduced stepwise to 100 Hz [91].
ATLAS is using a three-step Trigger and Data Aquisition System (TDAQ) that is
gradually reducing the event rate and in the end 100− 200 events per second are being
stored.
The Level-1 (L1) trigger uses custom-made electronics and is directly integrated in
the hardware of the detector. Its flow is shown in Figure 4.7(a). The trigger level is able to
handle an output rate of approximately 75 kHz and has to reach its decision within about
2.5µs. High-pT muons, electrons, photons, jets or τ -leptons that decayed hadronically
are signatures that are searched for independently together with events that have large
total transverse energy or large missing transverse energy. Used are the trigger chambers
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of the muon system (RPC and TGC) and both EM and hadronic calorimeter, while the
inner detector is not part of the L1 trigger.
The L1 trigger is followed by a two-step software-based trigger which is also called
High-Level Trigger (HLT). The first step of the HLT is the Level-2 (L2) trigger that
uses Regions-of-Interest (RoI’s) as seeds. The RoI’s are given by the L1 trigger in the
η-ϕ-plane. They are analysed further by the L2 also using the information from the inner
detector and the full granularity of the muon system and calorimeter. The L2 makes a
decision whether an event is kept or not within approximately 10 ms and reduces the
event rate to about 1 kHz.
The event filter (EF) as last trigger step uses fully reconstructed events based on
offline analysis algorithms. This reduces the event rate to about 200 Hz within a few
seconds. The event rates and their reduction are shown in Figure 4.7(b).
An important property of each trigger is the so called prescale. The cross-section
of some processes is several orders of magnitudes larger than the cross-section of other
processes that are of particular interest within the ATLAS physics program. E.g. the
rate of QCD-multijet production is about ten orders of magnitude larger than H →
γγ production as indicated on the y-axis in Figure 4.7(b). A trigger selecting events
containing jets only would make use of a large fraction of the full trigger bandwidth.
Thus not much capacity would be left for processes with smaller cross-sections. The
prescale is giving the possibility to steer the trigger rate which is often used e.g. for
calibration analyses. A prescale value of 1000 would cause the trigger to only fire each
thousandth time although its requirements are fulfilled28.
The data transfer between the different trigger levels is handled by the data acqui-
sition system (DAQ). This system buffers the event information at the L1 trigger rate
and transmits for instance the information about the RoI’s requested by the L2 trigger.
It also performs the event-building of the events fulfilling the L2 criteria and moves the
information to the EF or permanent storage if also the event filter criteria are met [91].
4.3 Other particle detectors at the Tevatron
Another particle collider where many important measurements related to the top quark
could be made is the Tevatron [105]. It is located at the Fermilab near Chicago and
is a synchrotron with a circumference of 6.86 km. In contrast to the LHC protons and
anti-protons are accelerated and brought to collision at a beam energy of up to 0.98 TeV.
28In case of the prelT analysis, explained in Section 6.2.1, the prescales of triggers are adjusted such that
a constant trigger rate of 1 Hz is achieved.
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At the Tevatron two large experiments were built to reconstruct the collisions, called
CDF and DØ. Both detectors act as multi-purpose detectors like ATLAS and CMS with
its goal to identify new particles or measure particle properties with higher precision.
The Tevatron was finally shut down in 2011 because of the completion of the LHC
that provides higher energies and luminosities. However, due to the different pp¯ initial
state and the performance of the detectors being tuned for years, the data taken by the
two experiments still yields the most precise measurements of many parameters of the
Standard Model.
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CHAPTER 5
Reconstruction of physics objects
Every analysis done with data taken by the ATLAS detector relies on the reconstruction
of physics objects and the experimental signature in the phase-space under study. The
final state of the signal from single-top t-channel production in this thesis is characterised
by one b-jet, one charged lepton and one neutrino from the decay of a real W±-boson
and an additional light-flavour-jet.
The lepton can be either an electron or a muon and the non-interacting neutrino can
be reconstructed using the missing transverse energy. In this chapter the reconstruction
of the different objects is explained and an explanation of extra cuts applied to the
objects is given. In addition, a short description of tracking and the reconstruction of
vertices is given that are the basis of flavour-tagging.
5.1 Tracking and vertexing
The primary vertex is the point where the hard scattering of the two protons occurred.
Due to the presence of pile-up, denoting the occurrence of more than one proton-proton
interaction during one bunch-crossing, usually more than one primary vertex candidate is
reconstructed from the charged particle tracks. In Figure 5.1 the number of interactions
per bunch crossing for the data that was taken during 2012 is shown. On average about
20 interactions took place in parallel with a maximum number of about 35 interaction.
The chosen primary vertex is defined as the one that maximises the sum of the p2T
of all tracks that are associated to the particular primary vertex. The selected primary
vertex always has to contain at least two associated tracks.
In order to reconstruct secondary vertices within jets or use the track information
for flavour-tagging, the tracks are associated to jets with a spatial matching in ∆R. As
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Figure 5.1: Average interactions per bunch-crossing in the dataset collected in 2012.
jets with higher momentum are more collimated, the cone size R varies as a function of
the jet pjetT according to [106]:
R = 0.239 + e−1.22−1.64·10
−5 MeV−1·pjetT . (5.1)
Associated tracks have to fulfil specific requirements to ensure that all tracks are
well-measured. For the usual track selection the requirements are defined as:
NhitsPIXEL +N
hits
SCT > 6, p
track
T > 1 GeV,
NhitsPIXEL > 1, N
hits
B−Layer > 0,
|d0| < 1 mm, |z0| sin θtrack < 1.5 mm.
NhitsPIXEL and N
hits
SCT correspond to the number of hits in the pixel and SCT sub-detector,
introduced in Section 4.2. NhitsB−Layer corresponds to the number of hits in the first layer
of the pixel sub-detector denoted as the B-layer. The impact parameters, d0 and z0,
are displayed in Figure 6.1 and defined in the transverse or longitudinal plane with
respect to the beam axis. The transverse impact parameter, d0, is the distance of closest
approach of the track to the position of the selected primary vertex in the r-ϕ-projection.
The longitudinal impact parameter, z0, is the difference between the z-position of the
reconstructed primary vertex and the position of the track at its point of closest approach
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in the r-ϕ-plane. All associated tracks are then used for flavour-tagging as described in
Section 6.1.2.
To reconstruct secondary vertices the track requirements are slightly loosened in
order to optimise the reconstruction efficiency. The changed cuts correspond to:
NhitsPIXEL +N
hits
SCT > 6, p
track
T > 400 MeV,
NhitsPIXEL > 0, |d0| < 3.5 mm.
Building an inclusive secondary vertex within a jet starts with building all two-track
pairs of the remaining associated tracks if they form a good vertex. Tracks are considered
if they are significantly displaced from the chosen primary vertex. From these vertices the
ones compatible with long-lived particles or material interaction are rejected29. Details
about this procedure can be found in Ref. [107].
All tracks that are associated to a remaining two-track pair are fitted to a single
inclusive secondary vertex. The algorithm includes fitting the vertex and estimating the
χ2 for each track to the fitted vertex. It then removes iteratively the track with the
largest χ2 contribution until three criteria are met:
• The fit probability of the secondary vertex must be larger than 0.001.
• The invariant mass of the vertex, denoted as SV0 mass, is calculated from its
associated tracks and has to be smaller than 6 GeV.
• The χ2 of each track is required to be smaller than 7.
After the secondary vertex is formed tracks that have been rejected during the creation
of the two-track vertices are re-incorporated if possible. Furthermore, the jet direction
is corrected to match the line joining the selected primary and reconstructed inclusive
secondary vertex [106,107].
5.2 Jets
In this section the reconstruction of jets from the information collected by the electro-
magnetic and hadronic calorimeter is described. This includes the reconstruction based
on topological clusters that have been calibrated with the local cluster weighting (LCW)
method [108] and the anti-kt clustering algorithm [109] using a width parameter of
29They are rejected if the mass is compatible with a K0s-meson, a Λ0-baryon or photon conversion.
Additionally, they are rejected if the vertex is located close to one of the three layers of the Pixel
sub-detector.
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R = 0.4. In addition, cuts are applied that ensure a good quality of the reconstructed
objects.
5.2.1 Jet reconstruction
The reconstruction starts with building topological clusters by clustering calorimeter
cells that are calibrated at the electromagnetic (em) scale30 if the signal within the cells
is significant compared to noise [111]. The calibration with the LCW method then starts
with a classification based on the location and the shape of the formed cluster in the three
categories: electromagnetic, hadronic or noise. After this the cells of hadronically classi-
fied clusters are reweighted depending on the cluster location, energy and signal density.
That corrects for the lower response of the calorimeter to hadronic energy deposits. In
this step electromagnetic clusters are kept unchanged. Afterwards two corrections to all
clusters are applied being a correction for the energy loss due to dead materials close
or within the cluster (DM correction) and a correction for the clustering itself (out-of-
cluster correction)31. The clusters now calibrated at the local hadronic energy scale can
be used as the input for the anti-kt algorithm that forms jets feasible to be used in the
later analysis.
To retrieve the final physics jets calibrated to interaction level three more correction
steps are being applied. Firstly, a pile-up correction from in-situ measurements is ap-
plied. The correction subtracts the average additional energy due to additional pile-up
interactions from the energy measured by the calorimeter. Secondly, a vertex correction
makes sure that the jet direction is pointing to the location of the primary vertex instead
of the geometrical centre of the detector. In a last step, the jet energy and direction are
corrected based on comparisons between reconstructed observables with truth jets in
simulation [108]. After the final calibration described in Ref. [113] the jets are referred
to as calibrated with the LCW+JES scheme.
5.2.2 Additional jet requirements
It is possible that due to pathological noise bursts in the calorimeter a jet can mistakenly
be reconstructed from noisy cells. This kind of jets has been studied in detail in Ref. [114]
using data collected in 2010 corresponding to an integrated luminosity of 0.3 nb−1. Cri-
30Electromagnetic scale means the raw signal from the calorimeter only including basic corrections
derived from electron signals. Not included are corrections for high-precision electron or photon recon-
struction as it is described in Ref. [110].
31One should note that no information of the later jet structure is used for the calibration which is
why the procedure is called local. The corrections applied are described in much more detail in Ref. [112]
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teria have been developed to flag these jets as “bad”. To ensure that only good quality
jets are being used events that contain at least one “bad” jet with pT > 20 GeV are
being rejected.
If a jet and an electron are overlapping in the η-ϕ-plane within ∆R < 0.2 the jet is
removed since most likely the electron and the jet are originating from the same physical
object.
To reject jets originating from pile-up the jet vertex fraction (JVF) criterion is applied
to all jets with |η| < 2.4 and pT < 50 GeV. The jet vertex fraction is defined as the sum
of the transverse momenta of all tracks of the jet that are also coming from the primary
vertex over the sum of transverse momenta from all tracks associated to the jet. The jet
is accepted if |JVF| > 0.5 is fulfilled.
Finally, kinematic cuts on the jet candidates are applied. A jet must have a transverse
momentum of pT > 30 GeV and |η| < 4.5. This includes forward jets that are only
reconstructed from the calorimeter. No information from the inner tracking detector is
available above |η| < 2.5 as explained in Section 4.2.1. To remove some mismodelling
in the transition region between central and forward calorimeter the threshold on the
transverse momentum is raised to pT > 35 GeV within 2.7 < |η| < 3.5.
5.3 Muons
The reconstruction of muons can be divided in two parts. The event under study has
to be selected by a dedicated muon trigger. Then object related and kinematic cuts
are being applied. In summary a muon is accepted if it has a transverse momentum of
pT > 25 GeV and is in the pseudo-rapidity region of |η| < 2.5. In addition, the muon
candidate has to fulfil the criteria described below, namely being trigger matched, well
reconstructed and isolated.
5.3.1 Muon trigger
Two different triggers using the three-step trigger system of ATLAS, explained in Sec-
tion 4.2.4, are used to collect events with a muon. These events are then referred to as
part of the muon channel within the analysis.
Both triggers are starting with a L1 muon trigger chamber track with a threshold
of pT > 15 GeV which is matched with a muon that is reconstructed on the EF trigger
level. One of the two triggers requires the muon to be isolated32 and have a transverse
32The isolation requirement in this case is based on reconstructed tracks. The isolation variable is
defined as the sum of the transverse momenta with pT > 1 GeV found in the inner detector within a
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momentum of pT > 24 GeV. The second trigger uses a raised transverse momentum
threshold at pT > 36 GeV but has no isolation requirement [115].
5.3.2 Muon reconstruction
Muon tracks are being reconstructed independently with the inner tracking detector
(ID) using the ID track requirements explained in Section 5.3.2.1 and the muon spec-
trometer (MS). The two tracks are then combined to use the complete track information
accounting for material effects of the ATLAS detector structure. There are two different
approaches to combine the two tracks. The first combines the two using a global refit of
the two tracks and the second performs a search for segments and tracks in the muon
spectrometer using the reconstructed ID track as seed. Since with the second approach it
is possible that a muon without matched ID and MS track is accepted, the result of the
global fit is always used as final muon track under the circumstance that the mentioned
segments and tracks search was also successful [116].
5.3.2.1 Muon ID track requirements
A number of cuts are applied to ensure that the pure ID muon track is of good quality and
not coming e.g. from pile-up interactions. These cuts are based on the three subsystems
of the inner detector, explained in Section 4.2.1, and are defined as:
NhitsPIXEL +N
dead sensors
PIXEL > 0,
NhitsSCT +N
dead sensors
SCT ≥ 5,
NholesPIXEL +N
holes
SCT < 3,
NhitsTRT +N
outliers
TRT > 5 (if 0.1 < |ηtrackmuon| < 1.9),
0.9 · (NhitsTRT +NoutliersTRT ) > NoutliersTRT (if 0.1 < |ηtrackmuon| < 1.9).
Here, Nhitsi refers to the number of hits and N
dead sensors
i is the number of crossed dead
sensors in the corresponding inner detector subsystem i. Nholesi corresponds to the num-
ber of holes in the PIXEL or SCT subsystem, see Section 4.2.1. In case of the TRT a
successful TRT extension is required within its acceptance where NoutliersTRT corresponds
to the number of TRT outliers.
To suppress tracks from pile-up events the longitudinal impact parameter z0, defined
in Section 5.1, of the muon track has to be z0 ≤ 2 mm.
cone of ∆R < 0.2 around the muon candidate. This does not include the muon itself and the muon is
called isolated if
∑
pT /pT (µ) < 0.12.
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5.3.3 Muon isolation
In order to suppress the contribution of muons from heavy-flavour decays the so-called
mini-isolation requirement [117] was developed. In the mini-isolation approach the cone
radius is allowed to vary as a function of the muon pT . This improves especially the pile-
up robustness and performance in boosted top quark topologies. The mini-isolation vari-
able MiniIso10R is defined as the scalar sum of the transverse momenta with pT > 1 GeV
of all tracks within a cone with radius Riso = 10 GeVpT (µ) . Not included is the reconstructed
muon track itself. The muon is being accepted as isolated if
MiniIso10R
pT (µ)
< 0.05. (5.2)
In addition, every muon is removed that is overlapping within ∆R < 0.4 with a jet with
pT > 25 GeV fulfilling the JVF requirement, see Section 5.2.2.
5.3.4 Performance of the muon reconstruction
The muon reconstruction efficiency and muon momentum resolution and scale have been
measured based on the reconstruction of Z0 → µ+µ−, J/Ψ → µ+µ− and Υ → µ+µ−
decays in simulated events and experimental data. It was found that a reconstruction
efficiency of more than 0.98 can be achieved that is independent from pile-up and the
geometry of the detector. Scale factors close to unity are obtained to correct for small
differences between data and simulation [116,118].
The mass spectrum of Z → µ+µ− decays provides a possibility to estimate the muon
momentum scale and resolution. The mass resolution of the di-muon pair ranges from
1.5 − 3 GeV and smearing corrections of the order of 0.1% are applied to correct for
small differences between simulation and collision data [116,118].
The uncertainties on the three sources are propagated to the final measurement of
the top quark mass and are further explained in Section 10.4.
5.4 Electrons
The reconstruction of electrons also can be divided into two parts. Events are selected
by dedicated single electron triggers and electrons are reconstructed from inner detector
tracks and the electromagnetic calorimeter. The electron candidate has to fulfil offline
reconstruction criteria that will be explained in the following. As for the muon it is
required that an electron candidate has a transverse momentum of pT > 25 GeV and is
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in the pseudo-rapidity region of |ηclus| < 2.47 to be accepted. ηclus indicates the position
of the electromagnetic cluster. In addition, the selected electron has to be isolated and
matched to the trigger object.
5.4.1 Electron trigger
The trigger selection is done in a similar way as in the muon channel described in
Section 5.3.1. Events that are selected by a single electron trigger are referred to as part
of the electron channel.
At the L1 trigger level an electromagnetic energy deposit with ET > 30 GeV or
ET > 18 GeV when the electron is also isolated is required33. The cluster at L1 then
has to match a track at EF trigger level. The EF trigger object must have a transverse
momentum of ET > 60 GeV or ET > 24 GeV plus the isolation criterion. The triggered
electron candidates must meet the requirements defined as “medium1”. These selection
cuts correspond to the “medium++” definition used in the offline reconstruction of elec-
trons and is explained in Ref. [119].
5.4.2 Electron reconstruction
To reconstruct electrons two different algorithms are used. About half of the electrons
are reconstructed by an algorithm that uses calorimeter information as seed and the
second half is reconstructed using calorimeter as well as tracking information [120,121].
The electron candidates have to fulfil the so-called “tight++” definition that is explained
in detail in Ref. [122]. This selection makes use of information from the first and second
layer calorimeter, from the two silicon detectors and the TRT. Additionally, the η and
ϕ position of the reconstructed object is matched between tracking and the calorimeter.
The overlap region between the barrel and end-cap of the calorimeter 1.37 < |ηclus| <
1.52 is vetoed because of the limited calorimeter instrumentation. Events with bad qual-
ity clusters or fake clusters originating e.g. from noise bursts in the LAr calorimeter
are explicitly rejected to ensure a good quality of the reconstructed electrons. To reject
electrons from pile-up tracks the longitudinal impact parameter of the electron track has
to be z0 ≤ 2 mm.
33The isolation criterion is fulfilled if the total transverse momentum within a cone of ∆R < 0.2 around
the electron is less than 10% of the transverse energy of the electron cluster.
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5.4.3 Electron isolation
Multiple sources are able to fake an electron like hadronic jets, electrons from heavy
flavour decays or photon conversion. These sources can be suppressed by an isolation
criterion since signal electrons from W±-boson decays are usually isolated from other
calorimeter activity. The isolation criterion uses a minimal amount of information from
the calorimeter and only few tracks in a cone around the electron in the η-ϕ-plane. The
cuts are tuned in a way that a uniform isolation efficiency across ηclus and the transverse
momentum ET = Ecosh(η) is achieved
34. For the track and the EM calorimeter two cuts
and corresponding working points are defined:
• EtCone20@90: Cell based isolation at 90% efficiency
• PtCone30@90: Track isolation at 90% efficiency
The track isolation variable is computed by summing up the transverse momentum of all
ID tracks within a cone of ∆R < 0.3 where the track requirements are slightly different
compared to the ones explained in Sections 5.1 or 5.3.
The cell based isolation variable is calculated as the sum of calorimeter cell energies
at the electromagnetic scale within a cone of ∆R < 0.2 around the centre of the cluster.
A grid of 5x7 cells in the centre of the cluster is explicitly excluded. Details about the
isolation criteria can be found in Ref. [123,124].
5.4.4 Performance of the electron reconstruction
The reconstruction and identification efficiency of electrons was measured based on a
tag-and-probe ansatz using Z → e+e−, J/Ψ → e+e− decays. Scale factors are used to
correct for differences in the efficiencies between data and simulation. They are close to
unity with deviations of a few percent in regions of low ET or high ηclus [120,125].
The electron energy scales and resolution have been estimated using different reso-
nances (Z → e+e−, J/Ψ→ e+e−) or E/p studies with isolated electrons fromW±-boson
decays. The techniques used are explained in Ref. [121]
The electron cluster energy is smeared in the simulation to correct for differences be-
tween data and simulation. All of these sources are being assigned a dedicated systematic
uncertainty which is explained in Section 10.4.
34In this case E is the energy of the cluster deposits and η corresponds to the associated track.
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5.5 Missing transverse momentum
Non-interacting particles like neutrinos can be reconstructed via the missing transverse
momentum. EmissT is defined as the absolute value of the vectorial sum of all topological
clusters in the event. This is taking into account the corrections mentioned in the previous
sections due to the reconstruction of electrons, muons or jets. EmissT is calculated by
summing up the individual components:
Emissx(y) = E
miss,e
x(y) + E
miss,jets
x(y) + E
miss,µ
x(y) + E
miss,SoftTerm
x(y) . (5.3)
Here, the individual terms are calculated as the negative sum of the calibrated recon-
structed objects which are projected onto either the x or y direction. Noise contributions
from the calorimeter are suppressed by using only energy deposits from topological clus-
ters referred to as Emiss,SoftTermx(y) that are not associated to another reconstructed jet or
electron. To avoid double counting of energy in case of the muons the parametrised energy
loss of the muon in the calorimeter is subtracted [126]. Finally, the missing transverse
momentum is calculated from the x and y components: EmissT =
√
(Emissx )
2 +
(
Emissy
)2.
The EmissT is then referred to as MET_RefFinal_AntiKt4LCTopoJets_tightpp which
corresponds to the reconstruction used for the leptons and jets. Systematic uncertain-
ties have been determined for the Emiss,SoftTermx(y) term [127] and are propagated to the
measurement. This is explained in more detail in Section 10.4.
5.6 Identification of b-quark jets
Different algorithms exploit special characteristics of jets induced by b-quarks. The pro-
cedures range from simple impact parameter or secondary vertexing algorithms to so-
phisticated decay chain reconstruction and versatile multivariate techniques combining
individual inputs. These algorithms and their performance is explained in much more
detail in Chapter 6.
62
CHAPTER 6
Flavour tagging in ATLAS
One important part of the reconstruction of various final states is the identification of
jets that have been induced by a b-quark. This is especially the case for all processes
containing top quarks because the top quark decays almost exclusively to bottom quarks,
see Section 3.2. In general background processes that contain mostly light-flavour-jets can
be suppressed very effectively using b-tagging techniques. In the first part of this chapter
the concept behind different b-tagging algorithms is explained and a description of their
performance is given. In the second part the calibration of these b-tagging algorithms
will be explained which is of great importance to ensure a reliable performance when
applying the algorithms to collision data.
6.1 B-tagging algorithms
B-hadrons have a relatively long lifetime of the order of τ ≈ 1.5 ps. This means that the
b-hadron is able to travel a measurable distance before its decay. This significant flight
path decay length 〈l〉 = βγcτ is about 3 mm in average in the transverse plane. Two
different approaches are used to exploit this topology:
• When the b-hadron decays after travelling the distance l a typical secondary vertex
can be seen. It is displaced from the primary vertex, PV, where the hard scattering
collision has happened. The secondary vertex can explicitly be reconstructed using
the inner tracking detector of ATLAS with the algorithm explained in Section 5.1.
• Even if no secondary vertex is reconstructed due to the limited detector resolu-
tion, charged particle tracks from the b-hadron have large associated track impact
parameters. This quantity was explained in detail in Section 5.1.
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The track impact parameter is displayed in Figure 6.1 within the cone of the so-called
reconstructed b-jet together with the primary vertex and the displaced secondary vertex.
Figure 6.1: A secondary vertex with a significant decay length indicates the presence of
a long-lived particle in the jet. The secondary vertex is reconstructed from tracks with
a large impact parameter significance with respect to the primary vertex [107].
Each tagging algorithm is evaluating a weight, called b-tagging weight, for each jet.
It is designed such that the higher the weight the higher the probability that the jet is
a b-quark induced jet.
6.1.1 Flavour labelling in simulation
In simulation the information about the origin of a jet is known from truth information.
The labelling of the flavour of a jet in simulation is derived by looking at the true partons
found within a cone with size ∆R < 0.3 around the jet direction axis. If a b-quark is found
the jet is labelled as a b-jet. If no match is found it is checked for a c-quark within the
same cone and a τ -lepton afterwards. The jet is labelled a c-jet or a τ -jet, respectively,
if a match is found. A jet without any association is labelled as a light-flavour-jet.
6.1.2 Impact parameter based algorithms
Figure 6.2 shows the transverse (a) and the longitudinal (b) signed impact parameter
significance for data at
√
s = 7 TeV. These two parameters are the basis of the algorithms
that are explained in the following.
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(a) Transverse impact parameter significance
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(b) Longitudinal impact parameter significance
Figure 6.2: Distributions of Sd0 (a) and Sz0 (b) with respect to the primary vertex for
tracks of b-tagging quality associated to jets for collision data (solid black points) and for
simulated data (The filled histograms show the different flavours based on the labelling
procedure explained in Section 6.1.1.) [128].
JetProb algorithm A basic algorithm based on the impact parameter of all recon-
structed tracks associated to a jet is the JetProb algorithm [106]. It uses the signed
transverse impact parameter significance Sd0 =
d0
σd0
to calculate the probability that the
track is associated to the primary vertex. The information for each individual track is
then combined in a likelihood used to estimate the b-tagging weight for each jet.
IP3D algorithm The more advanced IP3D algorithm [106, 110] is using both the
longitudinal impact parameter significance Sz0 =
z0
σz0
and Sd0 taking advantage of the
correlations between the two. A log-likelihood ratio technique is applied to compare
the 2-dimensional (Sd0 , Sz0) input variable distribution for each track to distributions
obtained in simulation for both the b-jet and light-flavour-jet hypothesis. The ratio of
the probabilities is then giving a weight for each track. The b-tagging weight of the jet
is obtained as the sum of the logarithms of the individual track weights.
6.1.3 Vertex based algorithms
The reconstruction of secondary vertices within jets is described in Section 5.1. The
following algorithms are exploiting this approach.
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SV0 algorithm A simple algorithm that is discriminating between b-jets and light-
flavour-jets is called SV0. The discriminating variable of the algorithm is the signed
decay length significance Sl = lσl . It is the distance, shown in Figure 6.1, between the
selected primary and the reconstructed secondary vertex divided by the measurement’s
uncertainty. A general limitation of this algorithm is the reconstruction efficiency of the
secondary vertex of about 70%.
SV1 algorithm A more advanced algorithm that is using the same log-likelihood ratio
technique as the IP3D algorithm, explained in Section 6.1.2, is the SV1 algorithm. It
uses the same secondary vertex reconstruction as the SV0 algorithm and combines three
properties of the vertex found in a likelihood. These properties are:
• The invariant mass of all tracks used to reconstruct the secondary vertex
• The ratio of the sum of the energies of these tracks to the sum of the energies of
all tracks in the jet
• The number of two-track vertices
In addition, the information of the ∆R between the jet direction and the direction
of the line between the reconstructed primary and secondary vertex is added to the
likelihood. To also take advantage of the correlations between the first two properties of
the secondary vertex those two are combined in a 2-dimensional distribution.
JetFitter algorithm Another algorithm using even more information than the SV1
algorithm is called JetFitter, explained in more detail in Ref. [110,129].
The default reconstruction of secondary vertices builds an inclusive vertex also in the
case of topologies of weak b- and c-hadron decay chains inside the jet. This is displayed
in Figure 6.3(a). The JetFitter algorithm exploits these topologies by fitting a common
line between the PV and the SVs of the b- and c-quark decays using a Kalman filter [130],
displayed in Figure 6.3(b).
With this approach one can reconstruct an approximated b-hadron flight axis. Con-
sequently the different vertices are not necessarily merged even if they are formed only
by single associated charged tracks. The reconstructed decay chain topology is in the
end saved in six variables which are:
• Number of vertices with at least two tracks
• Number of tracks at the reconstructed vertices
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• Number of single track vertices at the reconstructed b-hadron flight axis
• Invariant mass of all charged particle tracks attached to the decay chain
• Energy of all charged particle tracks attached to the decay chain divided by the
sum of the energies of all charged particles associated to the jet
• Weighted average vertex position divided by its uncertainty
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(b) Multi-vertex fit reconstruction
Figure 6.3: Default reconstruction of an inclusive secondary vertex (a) and multi-vertex
fit (b) using the b-hadron flight direction constraint done by the JetFitter algorithm.
The variables are combined in an artificial neural network with eight input nodes also
including the pT and the η of the jet35. The neural network output has three different
output nodes corresponding to the three hypotheses of a b-, c- or light-flavour-jet, called
Pb, Pc and Pl. The b-tagging weight is then given by the relation wJetFitter = ln PbPl which
is optimised to reject especially light-flavour-jets.
6.1.4 Combined algorithms
Different combinations of the explained algorithms are possible to achieve an even better
separation between b-jets and light-flavour-jets. They have been studied in detail in
Ref. [128].
35Before the training a 2-dimensional reweighing is used to ensure that the distribution of pT as well
as the η distribution of the jets are flat for the different jet flavours.
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IP3D+SV1 The IP3D as well as the SV1 algorithm are using the same log-likelihood
ratio technique and can easily be combined by summing up the individual b-tagging
weights. This yields for the combined b-tagging weight: wIP3D+SV1 = wIP3D + wSV1
IP3D+JetFitter: JetFitterCOMBNN and JetFitterCOMBNNc The combi-
nation of the IP3D and JetFitter algorithm is done by adding another input node to
the artificial neural network of JetFitter explained in Section 6.1.3. The neural network
again has three output nodes Pb, Pc and Pl and the b-tagging weight corresponding to
the algorithm called JetFitterCOMBNN is calculated by using wJetFitterCOMBNN = ln PbPl .
Since the JetFitter algorithm is also providing an individual weight for c-jets another
specific tuning is created called JetFitterCOMBNNc. The b-tagging weight of JetFitter-
COMBNNc is defined as wJetFitterCOMBNNc = ln PbPc . It provides a better discrimination
between b-jets and c-jets with the caveat that the separation between b-jets and light-
flavour-jets is worsened.
For instance the main background in the case for single-top t-channel production is
the production of a real W±-boson in combination with an additional c-jet. This large
background contribution can be significantly reduced by using a b-tagging algorithm
tuned to reject c-quark induced jets.
MV1 and MV1c The tagging algorithm that, presently, is mostly used in ATLAS
analyses is the MV1 algorithm which provides a final combination of the explained
individual or already combined algorithms. The input variables are the weights of the
SV1, IP3D and JetFitterCOMBNN algorithms. Furthermore, an input variable is used
to classify each jet in a two-dimensional grid in (pt, η) of the jet. This is necessary since
the underlying training samples are simulated b-jets (signal) and simulated light-flavour-
jets (background). The kinematic spectra of the two samples are different and therefore
weights are applied to each jet depending on its (pt, η)-category to avoid any kinematic
bias.
The neural network used is implemented in the TMVA framework [131] and consists of
the four mentioned input nodes, two hidden layers with three and two nodes, respectively,
and one output node which gives the b-tagging weight of MV1.
By replacing the input of the JetFitterCOMBNN weight with the weight calculated
by JetFitterCOMBNNc again a specific instance of the MV1 algorithm is created that
is optimised to discriminate between b-jets and c-jets. This is referred to as the MV1c
algorithm and is used as the main b-tagging algorithm to measure the top quark mass
in this thesis, see Section 8.1.2.
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6.1.5 Comparison of b-tagging algorithms
The performance of each algorithm has to be studied to enable them for reliable usage in
physics analyses. The most important quantity is the tagging efficiency which is defined
as
εb =
number of true b-jets that are tagged by the algorithm
number of all true b-jets
(6.1)
in the case of b-jets. In the same way the tagging efficiency can be defined for c-jets, εc,
or light-flavour-jets, εl. The rejection is defined as
rlight =
number of all true light-flavour-jets
number of true light-flavour-jets that are tagged by the algorithm
(6.2)
for light-flavour-jets and analogue for c-jets, rc. In Figure 6.4(a) the light-flavour-jet
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Figure 6.4: Rejection of light-flavour-jet (a) and rejection of c-jets (b) as a function
of the b-jet tagging efficiency for different b-tagging algorithms based on simulated tt¯
events [132].
rejection is shown as a function of the b-tagging efficiency and Figure 6.4(b) shows
the c-jet rejection against the b-tagging efficiency for different tagging algorithms. Both
plots are made by varying the cut value on the output b-tagging weight distribution of
the algorithm. To ensure the comparability of the different algorithms the jets used are
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always stemming from the identical simulated tt¯ sample. The jets must fulfil the selection
criteria of pT > 15 GeV and |η| < 2.5 and are counted as b-tagged if the b-tagging weight
is larger than the respective cut value. It is clearly visible in Figure 6.4 that a higher
rejection can be achieved with the more advanced algorithms while the b-jet tagging
efficiency remains unchanged. Also the higher rejection of the algorithms optimised to
reject c-jets is clearly visible in Figure 6.4(b).
6.2 Performance measurements of b-tagging algorithms
In Section 6.1.5 the important properties of b-tagging being the tagging efficiency and
the rejection have been explained. In addition, the mistag rate is defined as the reciprocal
of the rejection36. To ensure that no artificial bias to a physics analysis is introduced due
to a b-tagging selection the properties have to be measured in data and be compared to
the expectation from simulation. This is done independently for b-jets, c-jets and light-
flavour-jets by various performance measurements. All of these b-tagging calibration
analyses are using a sample that is dominated by the specific flavour.
In this section a basic measurement of the b-jet tagging efficiency in collision data
using dijet events containing jets with muons will be explained in detail in Section 6.2.1.
A brief description of other measurements based on tt¯ events is following and in the
end an overview of measurements of the c-jet tagging efficiency and the light-flavour-jet
mistag rate is given.
6.2.1 Measuring the b-jet tagging efficiency with prelT
With the prelT -method the b-jet tagging efficiency can be measured in a sample of inclusive
jets that contain a muon within the reconstructed jet cone. It is a very robust method
used especially for an early calibration. During data taking it can be updated regularly
since it uses a very simple event selection. The calibration results are given in the form
of jet pT and η-depending scale factors
κεb = κ
data/sim
εb
=
εdatab
εsimb
, (6.3)
that can be used to correct the efficiency in simulation, εsimb , to match the one observed
in data called εdatab .
36The mistag rate is often used for light-flavour-jets instead of the efficiency, εl, which is actually
equivalent.
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6.2.1.1 Semileptonic jet correction
Before the selection the transverse momentum and the direction of the jets are corrected
for the component of a reconstructed muon and the neutrino assigned to the jet [113].
In this way the kinematic quantities of the initial parton are restored also in the case of
a semileptonic decay.
The correction is done in two steps as follows. Firstly, the jet is corrected for the muon
contribution. This is done by subtracting the average energy deposition of a muon in the
calorimeter [133] in the flight direction of the reconstructed muon from the jet and adding
the full 4-vector of the reconstructed muon. Secondly, the contribution of the assumed
neutrino to the transverse momentum of the jet is added. This contribution been derived
using the all-particle response R = p
jet+muon
T
ptruth,allT
with pjet+muonT being the momentum of the
reconstructed jet and the reconstructed muon. ptruth,allT is being built from all final states
with a lifetime of τ > 10 ps on truth level. The all-particle response is shown in three
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Figure 6.5: (a) Average jet response as a function of true transverse momentum of jets
built using all stable particles. The different points correspond to a sample of inclusive
jets, a sample of b-jets tagged by the MV1 tagging algorithm and a sample of b-jets
decaying semileptonically. (b) The semileptonic correction, as a function of calorimeter
jet pT . Systematic uncertainties are shown as coloured bands [113].
different samples in Figure 6.5(a) and the resulting correction is shown in Figure 6.5(b)
together with its associated systematic uncertainties. It can be seen that the semileptonic
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correction of the transverse momentum of the jet ranges up to about 10 % in a wide pjetT
range.
6.2.1.2 Key ingredients: The prelT variable
The prelT -method uses the transverse momentum component with respect to the combined
jet+muon axis of a soft muon reconstructed within the jet cone. The variable illustrated
in Figure 6.6(a) is called prelT . It is defined in Equation (6.4) based on the momentum axis
vectors of the jet after the semileptonic correction37, ~pj+µ, and of the muon, ~pµ [134]:
prelT =
√
~pµ
2 − (~pj+µ · ~pµ)
2
~p 2j+µ
. (6.4)
Due to the higher mass, muons from b-hadron decays tend to have a harder prelT
spectrum than muons in c- and light-flavour-jets. This makes the prelT variable sensitive
to the amount of jets induced by b-quarks in a sample. The number of b-jets can be
estimated by fitting the prelT distribution to templates that have been derived separately
for b-, c- and light-flavour-jets. These templates are displayed in Figure 6.6(b), clearly
showing the harder spectrum of prelT for b-jets.
mu
onjet
+m
uo
n a
xis pt
rel
(a) prelT variable
 [GeV]rel
T
p
0 0.5 1 1.5 2 2.5
Fr
ac
tio
n 
of
 je
ts
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
b-jets
c-jets
light-flavour jets
ATLAS Preliminary
(b) prelT templates for b-, c- and light-flavour-jets [135].
Figure 6.6: Sketch visualising the definition of the prelT variable (a) and p
rel
T templates (b).
37One should note that the correction due to the neutrino only changes the transverse momentum of
the jet and not the direction of the jet axis.
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6.2.1.3 Selection of events
The presented measurement with the prelT -method was done using a subset of the proton-
proton collision data recorded at a centre-of-mass energy of
√
s = 8 TeV during 2012.
The data sample corresponds to an integrated luminosity of L = 13.0 fb−1. However,
since the triggers used to select events are highly prescaled the amount of data usable
for the analysis is much lower, corresponding to the values given in Table 6.1. This will
be detailed in the following.
Trigger selection As explained in Section 6.2.1.2 the measurement of the b-jet tagging
efficiency with prelT is based on reconstructed jets that contain a muon within the jet cone
from semileptonic decays. This experimental signature of jets being produced in particle
collisions has a huge cross-section and is usually wanted to be suppressed in order to
use the full trigger bandwidth for signatures of new physics or other rare processes. This
means that usual triggers selecting jets are suffering from very large prescales and low
selection efficiencies, εprescale, leading to only a limited amount of selected events for the
final measurement38.
To select a suitable amount of data a set of different triggers has been designed with
each trigger being optimised in a different kinematic region of the jet pT . Each trigger
relies on a muon that is reconstructed from hits in the muon spectrometer with a thresh-
old at pµT > 4 GeV. This muon has to be matched geometrically with a reconstructed
calorimeter jet. The measurement is done in 9 different bins for which five different
triggers have been designed. The respective jet pT thresholds are listed in Table 6.1.
Table 6.1: Overview of the used muon-in-jet triggers to select a data sample usable for
the prelT -method.
kinematic region jet threshold muon threshold L · εprescale
20 GeV < pjetT < 40 GeV p
jet,trig
T > 15 GeV p
µ,trig
T > 4 GeV 1.3 pb
−1
40 GeV < pjetT < 50 GeV p
jet,trig
T > 25 GeV p
µ,trig
T > 4 GeV 4.2 pb
−1
50 GeV < pjetT < 75 GeV p
jet,trig
T > 35 GeV p
µ,trig
T > 4 GeV 11.7 pb
−1
75 GeV < pjetT < 110 GeV p
jet,trig
T > 55 GeV p
µ,trig
T > 4 GeV 50.2 pb
−1
110 GeV < pjetT < 200 GeV p
jet,trig
T > 80 GeV p
µ,trig
T > 4 GeV 188.7 pb
−1
38This is the case especially for jets with high transverse momentum due to the exponentially decreasing
jet pT spectrum.
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Different aspects which trigger is used in which jet pT bin have to be considered:
• The trigger has to be fully efficient in the respective jet pT bin to ensure that no
bias due to different jet pT spectra of b-, c− and light-flavour-jets is introduced.
• To accumulate as much data as possible the trigger with the highest possible jet
pT threshold is chosen.
• The triggered jets are being reconstructed as in the usual offline reconstruction
explained in Section 5.2.1 from topological clusters. They are calibrated at the
hadronic scale, explicitly not including the momentum of the muon or the neutrino
from semileptonic decays. Offline jets used in the later analysis are corrected for
the muon as well as the neutrino component as explained in Section 6.2.1.1. This
difference of about 10 % has to be taken into account when assigning the trigger
to a jet pT bin. E.g. the trigger with a threshold at p
jet,trig
T > 25 GeV will not yet
be fully efficient at pjetT ≈ 30 GeV and should not yet be used in the 30− 40 GeV
jet pT bin.
Each trigger is configured to have a rate of 1 Hz which is ensured by prescales being
changed during data taking depending on the current run conditions. The production of
high-pT jets has a much lower cross-section than the production of lower-pT jets. This
means that the accumulated dataset in terms of integrated luminosity is much larger
when using a higher jet pT threshold, but the number of selected events is roughly the
same due to the constant trigger rate39.
Offline event selection To ensure a good data quality only data is used for which
the inner detector, the muon system and the calorimeter all are fully operational. Only
data collected during stable beam periods in which the silicon systems operated at full
depletion voltage are used.
The prelT method relies mainly on three types of objects: calorimeter jets, muons and
tracks, where the latter two are required to be associated to the calorimeter jets as
explained in Section 5.1. Jets are being reconstructed from topological clusters as it is
described in Section 5.2.1 and are required to have pT > 20 GeV and |η| < 2.5.
The usability of the method is limited to jets with pT that is not too high. This is
because high pT jets are very collimated, and the muon track becomes almost collinear
with the jet axis. Due to the finite resolution of the jet direction measurements the prelT
templates for b-, c- and light-flavour-jets all become dominated by resolution effects and
39The high prescales also cause that the selected datasets only have a very small statistical overlap.
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start to look very similar. It is, therefore, not possible to distinguish a b-quark jet from
a light-flavour-jet based on the prelT of the muon and the method breaks down. Because
of that only jets with pT < 200 GeV are used.
The reconstructed muons are mainly required to fulfil the similar criteria as described
in Section 5.3 apart from the trigger and isolation requirements. While in Section 5.3
high-pT muons that are isolated with p
µ
T > 25 GeV are reconstructed, in the p
rel
T -analysis
one is explicitly interested in soft non-isolated muons. Therefore, the requirement on the
transverse momentum is much lower and depending on the transverse momentum of the
associated reconstructed jet. This dynamic muon cut is:
pµT > 4 GeV (if 20 GeV < p
jet
T < 60 GeV),
pµT > 6 GeV (if 60 GeV < p
jet
T < 90 GeV),
pµT > 8 GeV (if 90 GeV < p
jet
T < 200 GeV).
To increase the heavy-flavour fraction in the selected dataset a tag-and-probe ansatz
is applied. This makes use of the fact that b-jets are very often produced in pairs. So in
each event at least one jet has to be tagged by the simple SV0 tagger, see 6.1.3, using
an operating point with a b-jet tagging efficiency of about εb = 50 %. In particular this
means that at least one jet must contain a reconstructed secondary vertex and fulfil
l
σl
> 1.0. To not bias the sample towards larger lσl this jet (tag-jet) is discarded and only
the other jets are used for the later analysis (probe jets)40.
The explained selection is applied as well on collision data and simulated events to
obtain the template shape of prelT for b-jets and c-jets separately.
Selection of the light-flavour-template Contributions from light-flavour-jets are
naturally suppressed by the usual event selection. The existence of a muon associated to
the jet and the tag-and-probe requirement are preferring heavy-flavour jets. This means
that a very large number of simulated events would be necessary in order to compensate
for the low light-flavour-jet acceptance to obtain a light-flavour-jet template with decent
statistics41.
The low light-flavour-jet acceptance is bypassed by modifying the selection and esti-
mating the light-flavour-template in a data-driven way. The tag-and-probe requirement
is dropped and events from collision data are used if they do not contain a jet that has
40If more jets are fulfilling the tag criterion one of them is randomly dropped preferring jets that
include a muon to retain the maximum number of jets with a muon for the measurement.
41In case of the tagged template the light-flavour-jet acceptance is even lower.
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been tagged by the IP3D+SV1 tagging algorithm, see Section 6.1.2, at an efficiency of
εb = 80 %.
The selected sample is dominated by light-flavour-jets with a contribution of about
20 % from c-jets. This does not bias the measurement since the prelT is not sensitive to
the difference between c-jets and light-flavour-jets as can be seen in Figure 6.6(b). The
contamination of the sample with b-jets is 2 − 6 % depending on the jet pT bin and is
taken into account as a correction and a systematic uncertainty is applied.
6.2.1.4 Simulated dataset
The simulated samples that are used to measure the b-jet tagging efficiency are listed
in Table 6.2. These samples have been produced using the event generation strategy
that is described in Section 7.1. All samples contain dijet events generated by Pythia8
(v8.165) [136] using the parton density function from CT10 [59] together with the AT-
LAS AUET2 tune [137]. All b-decays are handled by a dedicated program with the newest
implementation of b-hadron decay tables and decay modes called EvtGen [138]. The
detector and trigger simulation of all samples is done using the full detector simulation
that is also briefly described in Section 7.1.
Table 6.2: Simulated samples used for the prelT -method.
Sample # events σ (nb) Comment pT in GeV
J0 dijet 2000000 7.17 · 107 0 < pjet,truthT < 20
J1 dijet 9000000 9.39 · 103 20 < pjet,truthT < 80
J2 dijet 3000000 1.05 · 102 80 < pjet,truthT < 200
J3 dijet 2000000 6.67 · 10−1 200 < pjet,truthT < 500
J0 muon-filtered dijet 4000000 2.78 · 104 0 < pjet,truthT < 20, pµ,gen.T > 3
J1 muon-filtered dijet 8000000 1.39 · 102 20 < pjet,truthT < 80, pµ,gen.T > 3
J2 muon-filtered dijet 10000000 4.00 · 100 80 < pjet,truthT < 200, pµ,gen.T > 3
J3 muon-filtered dijet 4000000 4.05 · 10−2 200 < pjet,truthT < 500, pµ,genT > 3
The J0-J3 muon-filtered dijet samples are created such that each individual sample
covers a different range in truth jet pT of the leading jet. The samples are summed
according to their relative cross-section σ to form an inclusive sample. This is referred
to as the JXµ dijet sample.
Since the prelT -method uses only jets that contain a muon, these samples have been
enriched with events containing muons by applying a filter at generator level. Only events
that contain at least one muon with pT > 3 GeV during event generation are saved and
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all others are directly discarded. However, the JXµ dijet sample contains muons from
b- and c-decays, but has too few muons from in-flight decays42. Therefore, the fraction
of light-flavour-jets with pions or kaons decaying in-flight is underestimated in the JXµ
dijet sample. Although the analysis is targeting only to measure the fraction of b-jets
at some points also the correct fraction of light-flavour-jets is needed43. This is why the
JX dijet sample was created. It has the same configuration as the JXµ dijet sample but
without the muon generator filter applied.
6.2.1.5 prelT measurement
The b-jet tagging efficiency is defined as the fraction of b-jets that are being tagged by an
algorithm. This means that this quantity can be calculated from the number of tagged
b-jets and the number of b-jets that have not been tagged by the algorithm. So the
selected dataset is split up into two disjoint datasets called the tagged and the untagged
sample according to the tagging requirement under study.
As the prelT variable is sensitive to the amount of b-jets in any sample the fractions of
b-jets in the two samples, f b−jetstagged and f
b−jets
untagged, can be estimated using a binned template
likelihood fit. In this fitting technique each bin of the three different templates, estimated
as explained in Section 6.2.1.3, is treated as an independent Poisson variable [139].
With the total number of jets in the tagged sample, Nall jetstagged , and the untagged sample,
Nall jetsuntagged, the efficiency εb can be calculated as:
εb =
f b−jetstagged ·Nall jetstagged
f b−jetstagged ·Nall jetstagged + f b−jetsuntagged ·Nall jetsuntagged
. (6.5)
In Figure 6.7 the fit result is shown for the MV1c tagging algorithm at an operating
point of εtt¯b = 50% for jets with a transverse momentum of 75 GeV < pT < 90 GeV.
Shown are the selected untagged (a) and tagged (b) jets in data (solid black points)
and the b-, c- and light-flavour-templates scaled to the respective fit result. Since the
prelT variable is only sensitive to the amount of b-jets and does not separate well between
c-jets and light-flavour-jets only two templates are used in the fit. These are the b-
template itself and a combined (c+light)-template. The light-to-c ratio is constrained to
the expectation obtained in simulation using the JX dijet sample.
42Pions and kaons are treated as stable particles on generator level. The decay of these particles is
added at the level of detector simulation.
43For instance, the correct fraction is needed when estimating the ratio of c-jets to light-flavour-jets,
explained in Section 6.2.1.5.
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The fitting procedure is repeated for every algorithm and operating point in the same
way. Since the b-tagging performance strongly depends on the jet momentum, pjetT , and
pseudo-rapidity, ηjet, the fits are performed in bins of these two quantities.
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Figure 6.7: prelT fit to the untagged (a) and tagged (b) sample using the tagging re-
quirements of the MV1c algorithm at an operating point of εtt¯b = 50% for jets with a
transverse momentum of 75 GeV < pT < 90 GeV.
Two different corrections are applied to the scale factor κεb . Those two corrections
arise from the jet direction resolution that was found to be lower in simulation than in
data [140]. Secondly, the contamination of b-jets within the light-flavour-template, see
Section 6.2.1.3 is corrected for.
Correction due to the jet direction resolution The direction of the jet has a
direct influence on the prelT variable. Therefore, a poor resolution of the jet direction
would cause the b-, c- and light-flavour-template to look more alike which has a direct
influence on the fit result.
To study any possible influence an independent jet axis was formed from the pT of
all tracks that were associated to the jet. This track-jet based axis was compared to
the axis of the usual calorimeter jet in both data and simulation with an uncertainty
of 6mrad in η and 4mrad in ϕ [140]. According to the uncertainty the jet direction is
smeared and the smeared and unsmeared scenario are compared. The difference might
be caused by a poor modelling of tracks in jets44 and not by the jet direction resolution.
44The intention of the measurement is exactly to correct these kind of deviations between data and
simulation with the scale factors κεb .
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Thus, half the difference is applied as the correction. A relative uncertainty of 100% on
the correction is taken as a systematic uncertainty on κεb .
Correction due to the b-jet contamination in the light-flavour-template As
explained in Section 6.2.1.3 the light-flavour-template is estimated in a data-driven way
and a contamination with b-jets as well as c-jets is expected. Both is obtained in simu-
lation and varied by 100%. The difference between the nominal measured εdata,nomb and
εdata,varb including the variation is very small. However, it is applied as a correction on
the scale factor, κεb , and is used as a systematic uncertainty.
6.2.1.6 Systematic uncertainties
A variety of systematic uncertainties have been considered and tested for a possible bias
on the measurement of εb. They are summarised in Table 6.3 for the MV1c algorithm
at the operating point of εtt¯b = 50%. An analogue table is created for every tagging
algorithm and operating point leading to a large number of systematic uncertainties. To
obtain the total systematic uncertainty the individual systematic uncertainties in each
jet pT bin are added in quadrature.
The individual systematic uncertainties are explained in the following. If not stated
otherwise they are calculated by repeating the fit to the same dataset with modified
templates including the systematic variation. If possible an upwards and downwards
variation by ±1σ is done and half the difference is taken as the systematic according to
Equation (6.6):
∆εb = 0.5 ·
(
ε+1σb − ε−1σb
)
. (6.6)
For a single variation the value of εb is compared directly to the nominal fit result
according to Equation (6.7):
∆εb = ε
1σ
b − εnominalb . (6.7)
The uncertainty on the estimated efficiency is then propagated yielding the uncer-
tainty of the scale factor given in Table 6.3. In case of systematic uncertainties related to
the reconstruction of energies45 also the efficiency in simulation is recalculated including
the systematic variation.
45This means the systematic uncertainties due to the jet energy scale and resolution and the semilep-
tonic correction.
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Table 6.3: Table of the systematic uncertainties for the MV1c tagging algorithm at
εtt¯b = 50% offline b-tagging efficiency.
MV1c @ εtt¯b = 50% p
jet
T [GeV]
Source of uncertainty 20- 30- 40- 50- 60- 75- 90- 110- 140-
30 40 50 60 75 90 110 140 200
Systematic uncertainty [%]
modelling of g → bb¯ 0.1 0.4 0.0 0.0 0.1 0.0 0.4 0.3 2.1
modelling of g → cc¯ 0.4 0.8 1.3 2.0 2.6 4.6 5.7 11.5 10.5
b-quark fragmentation fraction 0.3 0.7 0.1 0.0 0.4 0.2 0.3 0.0 0.7
b-quark fragmentation function 0.0 0.3 0.2 0.1 0.1 0.0 0.4 0.5 1.3
b-decay branching fractions 0.0 0.1 0.0 0.0 0.1 0.1 0.4 0.3 1.1
b-decay p∗ spectrum 1.9 0.9 0.7 1.4 0.7 0.5 2.9 1.9 3.0
fake muons in b-jets 0.0 0.5 0.1 0.1 0.3 0.1 0.1 0.3 1.4
jet direction resolution 0.2 0.3 0.5 0.2 0.2 0.6 0.6 1.6 2.4
jet energy resolution 1.6 0.4 0.5 0.5 0.2 0.3 0.3 0.0 1.1
jet energy scale 0.9 1.1 0.6 0.6 0.5 0.4 0.0 0.9 0.8
semileptonic correction 0.3 0.4 0.2 0.3 0.4 0.1 0.0 0.3 0.2
muon pT spectrum 0.9 2.0 1.7 1.8 2.4 0.7 4.2 4.5 7.2
pile-up 〈µ〉 reweighing 0.5 0.6 0.0 0.4 0.2 0.1 0.3 0.5 0.3
light-template contamination 0.5 0.4 0.4 0.5 0.5 0.4 0.2 0.3 0.1
charm-light ratio 1.9 1.7 1.1 0.4 0.0 0.5 0.0 2.4 5.3
scale factor for inclusive b-jets 4.0 4.0 4.0 4.0 4.0 4.0 4.0 4.0 4.0
simulation tagging efficiency 1.3 0.3 0.3 0.4 0.4 0.4 0.3 0.2 0.2
template statistics 2.5 0.6 0.5 0.5 0.7 0.7 0.9 1.1 1.8
total systematic uncertainty 6.2 5.4 5.0 5.4 5.7 6.4 8.8 13.5 15.0
statistical uncertainty 2.4 2.1 1.5 1.4 1.5 1.5 1.5 1.8 2.3
Modelling of g → bb¯ and g → cc¯ It is possible that a b-jet is actually a gluon jet
with the gluon decaying in a bb¯-pair where both quarks end up within the same jet.
Since jets with two b-quarks have a higher probability to be tagged this would have a
direct influence on the b-jet tagging efficiency. The systematic uncertainty due to these
double-b-jets is calculated by varying the ratio of double-b-jets to single-b-jets by 100%.
In practice this is done by counting the number of true b-quarks within ∆R < 0.4 around
the jet+muon axis and giving each truth-labelled b-jet with more than one b-quark a
weight of 0 or 2. Half the difference between the two variations is assigned the systematic
uncertainty.
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The same procedure is done for truth-labelled c-jets where more than one c-quark
within ∆R < 0.4 around the jet+muon axis is found.
b-quark fragmentation Two different sources of systematic uncertainties are being
considered for the b-quark fragmentation.
Xb corresponds to the fraction of b-quark energy that is carried by the b-hadron. The
resulting scale factor obtained with templates where the b-quark fragmentation function
was reweighted such that the average Xb was changed up and down by 5%. Half the
difference in εb is referred to as the systematic of the b-quark fragmentation function.
Secondly, the production fractions of different b-hadrons have been measured at LEP
as well as the Tevatron showing a 2σ disagreement [9,141]. Events are being reweighted
so that the distribution of the different hadrons matches with the Tevatron results. The
difference to the nominal sample which is more compatible with the measurement from
LEP is the systematic uncertainty called b-quark fragmentation fraction.
b-hadron decay Two sources of systematic uncertainties are considered for the decay
of the b-hadron to a muon. The spectrum of the muon momentum in the rest frame of
the b-hadron is called p∗ and two different kind of decays have to be considered.
The b-hadron can either decay directly into a muon via b → µ + X or as a cascade
decay with an intermediate c-quark via b → c/c → µ + X. The branching fractions
BF (b→ lX) = (10.69± 0.22)% as well as BF (b→ c/c→ l+X) = (9.62± 0.53)% with
l being either an electron or a muon and the p∗ spectrum have been measured [9, 142].
For the systematic uncertainty called b-decay branching fractions the ratio of BF (b→
lX)/BF (b → c/c → l + X) was varied by one standard deviation. For the b-decay p∗
spectrum systematic uncertainty the p∗ spectrum was reweighting such that it matches
the measurement.
Fake muons in b-jets If a reconstructed muon does not match with a truth muon in
simulation it is defined as a fake muon46. To estimate the influence of these fake muons
on the measurement the amount of fake muons was doubled. It is done by giving the
corresponding jet a weight of 2 if a fake muon is found. The fit result with the variation
is compared to the nominal fit result and the full difference is called the systematic
uncertainty due to fake muons.
46To be more precise, only about half of the muons identified as fakes in this way are true fake muons.
A second contribution is coming from decay-in-flight muons since e.g. kaons or pions decaying within
the calorimeter are treated as stable particles. In those cases the track is not labelled as a muon track
on truth level.
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Jet direction resolution The correction applied to compensate for a different jet
direction resolution between data and simulation was explained in Section 6.2.1.5 and
the full size of the correction is taken as the systematic uncertainty on the scale factor.
Jet energy resolution The energy of each jet in simulation is smeared by a Gaussian
function such that the width of the resulting Gaussian distribution corresponds to the
one including the uncertainty on the jet energy resolution [143]. The difference between
the smeared and unsmeared fit result is taken as the systematic uncertainty according
to Equation (6.6).
Jet energy scale The pT of each jet in simulation was varied up and down by ±1σ
according to an inclusive uncertainty on the jet energy scale. The techniques used to
measure the uncertainty are the same as they are described for 7 TeV data in Ref. [113].
Semileptonic correction A correction is applied to include the contribution from the
reconstructed muon and the neutrino matched to the reconstructed jet. The semileptonic
correction, explained in Section 6.2.1.1, has various systematic uncertainties which are
partly correlated with the systematic uncertainties applied in the prelT -method [113]. In
these cases the uncertainties on the semileptonic correction are varied at the same time
as the prelT uncertainties. All other components are summarised in one inclusive up and
down variation of the pT of all jets in simulation. Half the difference between this upwards
and downwards variation is taken as the systematic uncertainty due to the semileptonic
correction.
Muon pT spectrum Slight deviations in the muon pT spectrum are observed between
simulation and collision data. The spectrum in simulation is reweighted to match the
distribution in data and the obtained result compared to the nominal result is assigned
a systematic uncertainty.
Pile-up 〈µ〉 reweighing The distribution of the average interactions per bunch-cross,
called 〈µ〉, is shown in Figure 5.1 for the data collected during 2012. A good description
of the minimum bias vertex multiplicity was found in simulation when scaling 〈µ〉 by
1.11± 0.088. The uncertainty was estimated by checking the level of agreement in other
variables sensitive to pile-up like the number of primary vertices [144]. Afterwards in
simulation the distribution is reweighted to agree with the data distribution. The differ-
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ence, when varying the scaling of 〈µ〉 by one standard deviation, in the scale factor is
the systematic uncertainty.
prelT light-flavour-template contamination As explained in Section 6.2.1.5 a cor-
rection is applied because of the heavy-flavour contamination in the prelT light-flavour-
template. The full correction is also assigned as systematic uncertainty.
Charm-light ratio As explained in Section 6.2.1.5 the ratio of c-jets to light-flavour-
jets is constrained to the prediction from simulation. The combined (c+light)-template is
varied twice by doubling and halving the amount of light-flavour-jets in the sample. The
difference between the two fit results is the systematic uncertainty calculated following
Equation (6.6).
Scale factor for inclusive b-jets One caveat of the prelT -method is that only jets
that contain a soft muon contribute to the measurement of εb. Since semileptonic jets
will always contain a well-measured muon track it is expected that εb is higher in a
sample only containing those jets than in an inclusive sample. However, the calibration
results are given in the form of a data-to-simulation scale factor κεb that is applied to the
inclusive sample. As long as the relative difference between semileptonic and inclusive
jets is modelled well in simulation the difference should cancel.
The ratio of the scale factor κ
incl
b
κsemib
for jets with muons and all jets was measured
separately in a tt¯ dilepton sample [145] and was found to be consistent with one with
an uncertainty of 4%. This uncertainty is assigned as a constant uncertainty for all
tagging algorithms, operating points and kinematic bins. This uncertainty currently is
the limiting factor of the overall precision of the method.
Simulation tagging efficiency The statistical uncertainty on the value of εsimb is
shown separately and called the simulation tagging efficiency.
Template statistics The influence of the limited template statistics was checked by
using pseudo-experiments. To create a pseudo-dataset a fluctuation was added to each
bin of the b-, c- and light-flavour-template according to their statistical uncertainty.
This was done by letting each bin content vary around its central value according to a
Gaussian distribution with the width set to the statistical uncertainty in each bin. The
fit is repeated 1000 times yielding 1000 values of εb that are filled into a histogram. The
RMS of this histogram is taken as the systematic uncertainty.
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Two additional effects are covered at once with this procedure. Firstly, to cover a
possible systematic bias due to the usage of the data-driven light-flavour-template the
statistical uncertainty in case of the light-flavour-jets is taken from the JX simulation
sample.
Secondly, the templates used as well for the tagged and the untagged fit are not using
any b-tagging requirement. This is justified by the fact that the prelT variable is uncorre-
lated to the b-tagging weights and as well the tagged, untagged and pretagged distribu-
tions of prelT agree within their statistical uncertainty for the three different flavours. To
cover a possible difference the statistical uncertainty used to create the pseudo-datasets
is based on the tagged and untagged templates instead of the pretagged ones used in the
nominal fit.
6.2.1.7 Calibration results
The estimated efficiencies for the MV1c algorithm at an operating point of εtt¯b = 50% are
shown in Figure 6.8 in bins of pjetT (a) and η
jet (b). Also κεb is shown in in Figure 6.9 in bins
of pjetT (a) and η
jet (b). The green band is showing the total uncertainty which is defined
as the quadratic sum of all systematic uncertainties and the statistical uncertainty.
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Figure 6.8: The b-jet tagging efficiency εb in data and simulation measured with the
prelT -method for the MV1c tagging algorithm at the operating point of ε
tt¯
b = 50%.
The efficiency in data has been measured using the explained fit and the efficiency in
simulation was calculated directly from the number of tagged and untagged jets that are
labelled as a b-jet. The efficiency measured in data is about 10% lower than the efficiency
in simulation depending on the kinematic bin. This can be corrected using the obtained
data-to-simulation scale factors κεb . Several reasons could cause the difference between
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Figure 6.9: The scale factor κεb in data and simulation measured with the p
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T -method
for the MV1c tagging algorithm at the operating point of εtt¯b = 50%.
data and simulation like general differences in the tracking and vertexing performance
that are described e.g. in Ref. [128]. In general one can say that κεb is closer to unity if
the tagging requirement is loosened which corresponds to using an operating point with
a higher tagging efficiency but lower purity.
6.2.2 Measuring the b-jet tagging efficiency with System8
The system8-method is using the same semilep-
tonic jets with a non-isolated soft muon within
the jet cone as the prelT -method. The sample is
divided into 8 disjoint subsamples according to
three different criteria:
• The b-jet efficiency operating point under
study
• A soft-muon tagging requirement imple-
mented as a cut on the prelT variable itself
• A second jet in the event was tagged by
another tagging algorithm
The last criterion is made such that it corre-
sponds exactly to the tag-and-probe criterion
Figure 6.10: Venn diagram showing
the relations between different sub-
samples used in system8 [146].
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used in the prelT sample. The selected subsample after this requirement is called the p-
sample and is the same as the prelT pretagged sample. A set of eight equations can be
written down that is correlating the different flavours within the subsamples and the
tagging efficiencies:
n = nb + ncl
p = pb + pcl
nLT = LTb nb + 
LT
cl ncl
pLT = α6
LT
b pb + α4
LT
cl pcl
nMT = MTb nb + 
MT
cl ncl
pMT = α5
MT
b pb + α3
MT
cl pcl
nLT,MT = α1
LT
b 
MT
b nb + α2
LT
cl 
MT
cl ncl
pLT,MT = α7α6α5
LT
b 
MT
b pb + α8α4α3
LT
cl 
MT
cl pcl
(6.8)
Here, LT stands for “life-time tagging” requirement meaning the criterion of the operat-
ing point under study. MT stands for “muon tagging” requirement meaning the cut on
the value of prelT . The eight values of αi stand for the correlation between the different
subsamples. The set of equations can be solved numerically yielding a measurement of
the efficiency. This method is also described in detail in Ref. [132,146].
6.2.3 Measuring the b-jet tagging efficiency in tt¯ events
Since the top quark decays almost exclusively to b-quarks, see Section 3.2, tt¯ events can
provide a sample of almost pure b-jets well suited for the calibration. Here, the semilep-
tonic and the dilepton tt¯ decay channel can be used that are statistically uncorrelated.
Both have the advantage that εb is measured in an inclusive jet sample instead of the
sample using only semileptonic jets as in the prelT - or system8-method.
Four different approaches have been used for calibrations in ATLAS all exploiting the
favourable flavour fraction in tt¯ events. They will shortly be explained in the following,
and more details can be found in in Ref. [145,147].
Tag-counting method In the tag-counting method the number of tagged jets is fitted
in tt¯ candidate events. Two b-jets are expected as well in the semileptonic and the dilepton
final state and the number of events with one or two b-tagged jets would then be directly
related to εb via N2tags = ε2bNtt¯ and N1tag = εb · (1− εb)2Ntt¯.
However, if e.g. one of the expected b-jets lies outside of the detector acceptance or
additional b-jets are produced due to gluon radiation and g → bb¯ decays the number
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of expected b-jets can be different. In addition, tagged c- or light-flavour-jets contribute
and have to be taken into account.
All these effects are included by fitting the expected fractions, Fijk, of events with i
b-jets, j c-jets and k light-flavour-jets estimated in simulation. All contributions of Fijk
can be summed up to estimate the number of expected events with n b-tagged jets that
is again directly related to εb. In Figure 6.11(a) the number of b-tagged jets is shown
in the e + µ dilepton tt¯ decay channel. It can be seen that a large fraction of tt¯ signal
events either have one or two b-tagged jets.
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Figure 6.11: (a) Number of b-tagged jets in the e+µ-channel and (b) expected jet flavour
composition of the two leading jets in a selected dilepton tt¯ sample as a function of jet
pT [145].
Kinematic selection method In the kinematic selection method the b-tagging rate of
the leading jet is measured. This fraction is directly related to the b-jet tagging efficiency
by the equation:
fb−tag = εbfb−jets + εcfc−jets + εlflight−flavour−jets + εfakeffake
⇔ εb = 1
fb−jets
· (fb−tag − εcfc−jets − εlflight−flavour−jets − εfakeffake) . (6.9)
Other contributions from c-jets and light-flavour-jets as well as fake lepton contributions
in the dilepton channel and QCD-multijet production in the semileptonic channel have
to be taken into account. The contributions can be taken from simulation using the
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correction factor estimated e.g. with the prelT -method explained in Section 6.2.1 or they
are estimated from collision data.
In Figure 6.11(b) the estimated flavour composition of the two leading jets in a
dilepton tt¯ sample are displayed with a high fraction of b-jets in a wide range of jet pT .
Kinematic fit method In this method a kinematic fit is used to obtain a sample
that is highly purified with b-jets using the tt¯ event topology. The fit is only done in
the semileptonic decay channel and provides a mapping of the reconstructed jets and
leptons to the decay products of the tt¯ decay. This yields the information which jet is
either a b-jet directly from the decay of a top-quark or a jet stemming from the hadronic
decay of the W±-boson produced in the top decay.
Of course the correct assignment is not made in all cases and also background pro-
cesses have to be taken into account. This is done by using a statistical background
subtraction based on two subsamples. The signal sample is constructed in a way that it
contains a high fraction of correct assignments while the background sample contains a
large fraction of incorrect assignments. Using a truth matching in both samples the back-
ground contribution can be estimated in the background sample. This is extrapolated
and subtracted in the signal sample.
The b-jet tagging efficiency is extracted using the jet that has been assigned as the
b-jet on the leptonic side of the tt¯ decay. Its background-subtracted b-tagging weight
distribution is fully reconstructed allowing not only to obtain the efficiency but also a
continuous calibration of this distribution. In Figure 6.12(a) the background-subtracted
b-tagging weight distribution for the MV1 tagging algorithm is shown. Figure 6.12(b)
shows the obtained efficiency for the MV1 algorithm in data together with the expected
efficiency using simulated data and the true distribution from true b-jets in simulation.
Combinatorial likelihood approach (PDF method) In general the information
whether a second jet is tagged or not can be used to extend Equation (6.9) as follows:
f2 tags = fbbε
2
b + fblεlεb + (1− fbb − fbl)ε2l , (6.10)
f1 tag = 2fbbεb(1− εb) + fbl[εl(1− εb) + (1− εl)εb] + (1− fbb − fbl)2εl(1− εl). (6.11)
A problem arises if a binning in any kinematic variable like the jet pT is needed due
to possible correlations. For N kinematic bins N2 combinations for two jets would be
possible. Thus, a complex system of 2N2 non-linear equations had to be solved.
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Figure 6.12: Background-subtracted b-tagging weight distribution for the MV1 tagging
algorithm (a) and obtained efficiency for the MV1 tagging algorithm (b). Both are ex-
tracted using the jet assigned as the b-jet on the leptonic side by the kinematic fit in
semileptonic tt¯ events [145].
An alternative, explained in detail in Ref. [147], is to model the system using a
powerful likelihood function L and solving it by minimising L explicitly including the
correlations:
L(pT,1, pT,2, w1, w2) = [fbb · PDFbb(pT,1, pT,2) · PDFb(w1|pT,1) · PDFb(w2|pT,2)
+fb` · PDFb`(pT,1, pT,2) · PDFb(w1|pT,1) · PDF`(w2|pT,2)
+f`` · PDF``(pT,1, pT,2) · PDF`(w1|pT,1) · PDF`(w2|pT,2)
+1↔ 2]/2.
Firstly, the two-dimensional probability density functions PDFf1f2(pT,1, pT,2) within the
interval [pT,1, pT,2] for the flavour combination [f1, f2] have to be estimated in simulation.
Secondly, in L the PDFs for the b-tagging weight for a jet of flavour f , dependent on the
jet pT , are included as PDFf (w|p). Those are being used to finally extract the efficiency
depending on the jet pT or any other kinematic variable in an analogue way.
The method using the combinatorial likelihood approach applied to dileptonic tt¯
events is currently providing the most precise calibration of εb in ATLAS. It reaches a
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total uncertainty of about 2 % for jets with transverse momenta around 100 GeV and
provides a calibration of εb for jets with transverse momenta in the range 20− 300 GeV.
6.2.4 Measuring the c-jet tagging efficiency with D∗ mesons
The c-jet tagging efficiency can be measured using jets associated with D∗ mesons that
decayed via the decay chain D∗+ → D0(K−pi+)pi+. A sample highly enriched with c-jets
is created by fitting the ∆m = m(K−pi+pi+) −m(K−pi+) distribution built out of the
three reconstructed charged particle tracks. The distribution is shown in Figure 6.13(a)
leading to the wanted sample by applying a background-subtraction technique, that will
be explained in the following.
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Figure 6.13: ∆m distribution of D∗+ candidates (a) and fitted D0 pseudo proper time
distribution on a background-subtracted D∗+ sample (b) for jets with a transverse mo-
mentum between 60− 90 GeV [148].
The signal region is defined as the region within 3σ of the fitted Gaussian ∆m peak
centre and the background region is defined by requiring ∆m > 150 MeV. To obtain a
background-subtracted variable its distribution of events from the background region,
normalised to the fitted background fraction in the signal region, is subtracted from the
data distribution in the signal region.
In this way the pseudo proper time of the D0 candidate, which is defined in Ref. [148,
149], can be obtained in the background-subtracted sample. This quantity is discrimi-
nating between b-jets and c-jets and is fitted to extract the flavour composition in the
background-subtracted sample. The fit result is shown in Figure 6.13(b).
The c-jet tagging efficiency is extracted by a combined fit to the ∆m distribution
before and after applying the requirement of the b-tagging operating point under study.
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With this information and the information about the b-jet contamination from the pseudo
proper time distribution fit, εc can be obtained. The measurement is explained in detail
in Ref. [148,149].
6.2.5 Measuring the mistag rate
Two complementary approaches are used to extract the mistag rate which corresponds to
the light-flavour-jet tagging efficiency εl. Both methods are using an inclusive jet sample
and are described in more detail in Ref. [149,150].
SV0 mass fits A variable that is discriminating between light-flavour-jets and heavy-
flavour jets is the SV0 mass already introduced in Section 5.1. To extract εl templates
for the different flavours of the SV0 mass are estimated in simulation. They are fitted to
the data distribution before and after the tagging requirement is applied. This yields the
number of all light-flavour-jets, Nl, in the inclusive jet sample and the number of light-
flavour-jets,N tagl , that have been selected by the tagging algorithm at the operating point
under study. The mistag rate is then: εl =
Ntagl
Nl
. A fit to the SV0 mass distribution in the
tagged sample using the b-tagging algorithm MV1 at an operating point of εtt¯b = 70% is
shown as an example in Figure 6.14(a).
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Figure 6.14: (a) SV0 mass template fit to the jet sample tagged by the MV1 algorithm
at an operating point of εtt¯b = 70%. The first bin includes jets without a reconstructed
secondary vertex. (b) SV0 tag weight distribution for b-, c- and light-flavour-jets in
simulation [150].
91
CHAPTER 6. FLAVOUR TAGGING IN ATLAS
Negative tags The impact parameter and the decay length distributions, that are the
key ingredients of every b-tagging algorithm introduced in Section 6.1, are expected to be
symmetric for light-flavour-jets. This is displayed in Figure 6.14(b) for the signed decay
length significance. This means that by counting the number of jets that are negatively
tagged and comparing to the total number of jets within the sample, it is possible to
measure εnegl .
To obtain the correct mistag rate two correction factors, khf and kll, have to be taken
from simulation. khf is accounting for the contamination of heavy-flavour jets on the
negative side of the b-tagging weight distribution. kll is used to correct for contributions
from long-lived particles like K0s . Those contributions introduce an asymmetry in the
b-tagging weight distribution for light-flavour-jets towards the positive side47.
47The reason is that decaying long-lived particles are creating real secondary vertices.
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Simulated samples
In every analysis an excellent knowledge of the processes that are contributing after
applying an event selection is of great importance. In case of the basic selection with
two jets, one charged high-pT lepton and missing transverse energy as it is used in this
thesis the contributing processes are:
• Single-top t-channel, Wt-channel and s-channel processes
• Top-antitop quark pair production: tt¯
• Production of a W±-boson with additional jets: W+jets
• Production of a Z0-boson with additional jets: Z+jets
• Di-boson production: WW , WZ and ZZ
• QCD-multijet production
Different approaches are used to predict the contribution of the different processes which
will be detailed in the following.
All Feynman diagrams shown are meant as examples of the different process cat-
egories. The theoretical calculations of all MC generators are performed including all
possible Feynman diagrams of the respective order in perturbation theory.
7.1 General strategy to create simulated events
The creation of simulated proton-proton collision events is done stepwise by dedicated
programs. First of all the hard process of an event is calculated based on the matrix
elements. This calculation is performed by so called event generators at a certain order
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of perturbation theory in the coupling constants. The incoming initial-state protons are
described by PDF sets that have already been described in Section 2.6.
On top of the calculated hard process, parton shower models are taking care of the
evolution of the QCD. This connects the hard scale of the coloured partons with the
hadronic scale where colourless hadrons are formed. This can be done with an accuracy
of the order of leading logarithm in perturbation theory. The following hadronisation is
done using phenomenological models only where different parameters have been fitted
to experimental data. The formed hadrons then decay further to stable particles. Fur-
thermore, in hadron collision events additional secondary interactions can occur. This
underlying event is also described by purely phenomenological models.
Figure 7.1: Representation of a simulated ttH event: Initial state partons (blue), hard
process (big red blob), top quark and Higgs decays (small red blobs), QCD radiation
(red), underlying event (purple), hadronisation (light green blobs), decaying hadrons
(dark green blobs) and photon radiation (yellow) [151].
Apart from the described processes also photon radiation can occur at all stages of
the event simulation. In Figure 7.1 the exemplary generation of a ttH event is shown
with the incoming initial-state partons shown in blue, the hard process as big red blob
and the decay of the top quarks and Higgs boson as small red blobs. QCD radiation
is shown in red and the hadronisation as light green blobs with decays of the hadrons
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displayed as dark green blobs. The underlying event is displayed in purple and photon
radiation in yellow [151].
The simulation of the ATLAS detector in all samples described in this chapter is
done using the GEANT4 framework [152]48. The simulation can be done in two differ-
ent modes being the full simulation of the detector or a fast simulation mode. In the
latter case, called ATLFAST-II, presimulated showers stored in memory are used. In
this way the very time consuming simulation of particles travelling through the ATLAS
calorimeter and electromagnetic particles can be avoided [101].
7.2 Processes including top quarks
The processes including top quarks have already been explained in more detail in Chap-
ter 3. The single-top t-channel,Wt-channel and s-channel processes as well as the tt¯ pair
production are of course carrying the information about the mass of the top quark and
are treated as signal processes.
All nominal samples have been generated using an assumed top quark mass ofmtop =
172.5 GeV and the decay of the top quark is fixed to t→Wb.
7.2.1 Electroweak single-top t-channel production
To generate t-channel events theAcerMC generator [153] was used with the correspond-
ing leading-order parton density function from CTEQ6L1 [154]. AcerMC is a leading-
order generator that is calculating the matrix-element of the two processes qb→ q′t and
qg → q′tb which are combined to one consistent sample with the ACOT method [155].
Generated events are interfaced and passed to Pythia6 (v6.426) [156] which is simulat-
ing the parton shower, underlying event and the hadronisation. The parameters used by
Pythia6 correspond to the Perugia 2011C tune [157]. Details about the predicted cross-
section and the number of events that have been generated can be found in Table 7.1.
7.2.2 Single-top Wt-channel and s-channel production
Both the single-top quark processes from the associated production of an on-shell W±-
boson with a top quark and the s-channel have a smaller cross-section than the single-top
t-channel. However, both of them still are giving a significant contribution to the signal
and have to be taken into account.
48The geometry used for the ATLAS detector is ATLAS-GEO-20-00-01.
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Table 7.1: Top quark event MC samples used for this analysis. The cross-section σ column
includes filter efficiencies, k-factors and branching ratios [4–6,61–66].
σ [pb] Generator NMC dataset ID
t-channel (lepton+jets) 28 AcerMC + Pythia6 9,000,000 110101
tt¯ no fully hadronic 137 Powheg + Pythia6 15,000,000 117050
s-channel (lepton+jets) 1.8 Powheg + Pythia6 1,200,000 110119
Wt all decays (DR) 22 Powheg + Pythia6 1,000,000 110140
Both processes are calculated using the Powheg generator [158] which calculates the
matrix elements with NLO precision together with the CT10 next-to-leading order PDF
sets [59]. AcerMC as well as the Powheg generator is only able to calculate the hard
matrix element and again Pythia6 with the Perugia 2011C tune and the leading-order
CTEQ6L1 PDF set is used to simulate the parton shower, underlying event and the
hadronisation.
In the case of the Wt-channel some overlap has to be removed which occurs at NLO
between tt¯ production and the Wt-channel. This is done using the diagram removal
scheme (DR) where all diagrams that include a tt¯ pair are removed from the calculation of
the matrix element in case of theWt-channel calculation [5]. The two generated samples
and the corresponding predicted cross-sections are listed with their main parameters in
Table 7.1.
7.2.3 Top-antitop quark pair production: tt¯
The tt¯ pair production has a larger cross-section than the single-top t-channel process.
Although the event selection suppresses the contribution from tt¯ production two different
sources are contributing.
Firstly, dilepton tt¯ events are expected to contain two jets, two charged high-pT lep-
tons and missing transverse momentum. This means if one of the two high-pT leptons is
not reconstructed, the dilepton tt¯ events are fulfilling the basic event selection. Secondly,
for semileptonic tt¯ events four jets, one charged high-pT lepton and missing transverse
momentum is expected. Though, if only two of the four jets are identified the event is
selected. Since the branching ratio of semileptonic tt¯ events is larger than for dilepton tt¯
events the contribution from both decay channels is of a similar amount.
The sample was generated using the same strategy as for the Wt-channel and s-
channel with Powheg + Pythia6 with the same PDF sets and tunes. It is also listed
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with the predicted cross-section in Table 7.1. Not included is the fully hadronic tt¯ decay
channel which is expected to contain six jets, no charged high-pt lepton and no missing
transverse momentum and, thus, is effectively suppressed by the event selection.
Table 7.2: Top quark event MC samples used for this analysis with different top quark
masses used during event generation. The cross-section σ column includes filter efficien-
cies, k-factors and branching ratios [4–6,61–66].
mtop dataset
[GeV] σ [pb] Generator NMC ID
t-channel 165.0 30.539 AcerMC + Pythia6 1,500,000 110113
t-channel 167.5 29.819 AcerMC + Pythia6 1,500,000 110114
t-channel 170.0 29.116 AcerMC + Pythia6 1,500,000 110115
t-channel 175.0 27.777 AcerMC + Pythia6 1,500,000 110116
t-channel 177.5 27.138 AcerMC + Pythia6 1,500,000 110117
t-channel 180.0 26.552 AcerMC + Pythia6 1,500,000 110118
Wt all decays 165.0 25.491 Powheg + Pythia6 3,000,000 110124
Wt all decays 167.5 24.401 Powheg + Pythia6 3,000,000 110126
Wt all decays 170.0 23.361 Powheg + Pythia6 3,000,000 110128
Wt all decays 175.0 21.429 Powheg + Pythia6 3,000,000 110130
Wt all decays 177.5 20.540 Powheg + Pythia6 3,000,000 110132
Wt all decays 180.0 19.689 Powheg + Pythia6 3,000,000 110134
s-channel 165.0 2.1675 Powheg + Pythia6 500,000 110123
s-channel 167.5 2.0411 Powheg + Pythia6 500,000 110125
s-channel 170.0 1.9246 Powheg + Pythia6 500,000 110127
s-channel 175.0 1.7172 Powheg + Pythia6 500,000 110129
s-channel 177.5 1.6264 Powheg + Pythia6 500,000 110131
s-channel 180.0 1.5389 Powheg + Pythia6 500,000 110133
tt¯ no fully hadronic 165.0 161.83 Powheg + Pythia6 6,000,000 117836
tt¯ no fully hadronic 167.5 150.01 Powheg + Pythia6 6,000,000 117838
tt¯ no fully hadronic 170.0 139.18 Powheg + Pythia6 6,000,000 117840
tt¯ no fully hadronic 175.0 120.16 Powheg + Pythia6 6,000,000 117842
tt¯ no fully hadronic 177.5 111.77 Powheg + Pythia6 6,000,000 117844
tt¯ no fully hadronic 180.0 104.07 Powheg + Pythia6 6,000,000 117846
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7.3 Processes including top quarks with mass variation
In order to measure the top quark mass in single-top t-channel topologies all of the
processes containing top quarks have been generated assuming different values for mtop.
Six additional samples have been made for all four processes with mtop at intervals of
2.5 GeV between 165 GeV and 180 GeV. The MC generators, PDF sets and generator
tunes are the same as for the central samples with mtop = 172.5 GeV that have been
explained in Section 7.2. All samples are summarised with the corresponding cross-
sections that have also been calculated in the same way as the central sample in Table 7.2.
7.4 Samples used to estimate systematic uncertainties
To estimate systematic influences of the chosen MC generator on the measurement of
mtop different configurations are used to generate alternative signal samples. All samples
used to estimate systematic variations are listed in Tables 7.3 and 7.4.
7.4.1 t-channel systematic variation samples
In case of the single-top t-channel a sample was generated using the Powheg generator
using the four-flavour scheme [159] with the fixed four-flavour PDF set called CT104f [59].
Here, the simulation of the parton shower and hadronisation remains the same as in the
AcerMC + Pythia6 case.
To cover any possible systematic difference in the parton shower and hadronisation,
events are generated as well with the Powheg generator but passed to Herwig instead
of Pythia6. Herwig (v6.520) [160] works together with Jimmy (v4.31) [161] as an
alternative parton shower generator with the same purpose as Pythia6 but with a
different modelling approach. In the Pythia6 model the shower is created in a pT -
ordered way meaning that the hardest emission is coming first. The Herwig approach
creates an angular-ordered shower, i.e. the shower is ordered by the emission angle. In
this case Herwig uses the ATLAS AUET2 tune [162] and LO** PDF set [163].
Modelling uncertainties related to the non-perturbative QCD like colour reconnec-
tion or the underlying event can be addressed by comparing three Powheg + Pythia6
samples containing exactly the same events at the level of the hard process but different
parton shower tunes. The default tune here is the Perugia2012 tune which can be com-
pared to the Perugia2012loCR and Perugia2012mpiHi tune. All three tunes are based
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on the Perugia2011C, Perugia2011CmpiHI and Perugia2011CnoCR tunes documented
in Ref. [157]49.
7.4.2 Wt-channel and s-channel systematic variation samples
To estimate any systematic influence of the choice of the generator in case of the Wt-
channel and the s-channel, both processes are being generated with the NLO generator
called MC@NLO [165] interfaced with Herwig for the parton shower, hadronisation
and underlying event. Here, also the ATLAS AUET2 tune and LO** PDF sets are used
and the samples with their predicted cross-section are listed in Table 7.3.
For the Wt-channel the same sample as the nominal Powheg + Pythia6 sample
is made using the diagram subtraction scheme (DS) instead of the default DR scheme.
In this scheme resonant tt¯ contributions are subtracted locally from the cross-section in
the Wt-channel calculation [166].
7.4.3 tt¯ systematic variation samples
To study a systematic influence of the hadronisation of the tt¯ process Powheg can be
interfaced as well to Herwig or Pythia6 [167, 168]. Two dedicated samples have been
created with large statistics using fast-simulation and are listed in Table 7.4.
Furthermore, a tt¯ sample generated with MC@NLO + Herwig [169] is created
giving the possibility to separate the influence of the matrix element calculation and the
parton shower. All systematic variation samples for the tt¯ process are using the CT10
PDF sets and the ATLAS AUET2 tune in case of Herwig and the Perugia 2011C tune
in the case of Pythia6.
Analogue to what was explained for the t-channel in Section 7.4.1 three Powheg
+ Pythia6 samples using three different Perugia2012 tunes are used to estimate the
uncertainties due to non-perturbative QCD effects in tt¯ production.
An additional possible systematic influence is stemming from the amount of Initial
and Final State Radiation (ISR/FSR). Two samples are simulated with AcerMC +
Pythia6. In both samples the generated events based on the calculated matrix element
with AcerMC are exactly the same, but parameters steering the strength of the parton
shower and the hadronisation in Pythia6 are modified. This variation is done such that
differences in observed distributions of sensitive variables are covered [170, 171]. The
varied Pythia6 parameters and their default values are:
49All samples described in this section use MadSpin [164] for the decay of the top quark to preserve
all spin correlations.
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Table 7.3: Top quark event MC samples used for systematic uncertainties in this analysis.
The cross-section σ column includes filter efficiencies, k-factors and branching ratios [4–
6].
σ dataset
[pb] Generator NMC ID
t-channel (t) 18.39 Powheg + Herwig 5,000,000 110086
t-channel (t) 9.97 Powheg + Herwig 5,000,000 110087
t-channel (t) 18.39 Powheg + Pythia6 3,000,000 110090
t-channel (t) 9.97 Powheg + Pythia6 2,000,000 110091
t-channel (t, P2012) 18.39 Powheg + Pythia6 5,000,000 110070
t-channel (t, P2012) 9.97 Powheg + Pythia6 5,000,000 110071
t-channel (t, mpiHi) 18.39 Powheg + Pythia6 5,000,000 110072
t-channel (t, mpiHi) 9.97 Powheg + Pythia6 5,000,000 110073
t-channel (t, P2012, loCR) 18.39 Powheg + Pythia6 5,000,000 110074
t-channel (t, P2012, loCR) 9.97 Powheg + Pythia6 5,000,000 110075
t-channel 28 aMC@NLO + Herwig 1,000,000 110095
s-channel (W → eνe) 0.6 MC@NLO + Herwig 200,000 108343
s-channel (W → µνµ) 0.6 MC@NLO + Herwig 200,000 108344
s-channel (W → τντ ) 0.6 MC@NLO + Herwig 200,000 108345
Wt all decays (DS) 22 Powheg + Pythia6 1,000,000 110142
Wt all decays 22 MC@NLO + Herwig 2,000,000 108346
• ISR: PARP(67) = 1 and PARP(64) = 2
• FSR: PARP(72) = 0.260GeV
The PARP(67) parameter is proportional to 1
(ΛISRQCD)
2 and the strong coupling αISRs . There-
fore, it directly steers the amount of simulated ISR. PARP(64) steers the coherence im-
posed by the first emission in the space-like parton shower and PARP(72) directly changes
the value of the ΛFSRQCD scale and is also proportional to α
FSR
s . The variations that are
done around the default values are50:
• more PS: PARP(67) = 1.40, PARP(64) = 0.90
PARP(72) = 0.370GeV
50A more detailed description of the parameters can be found in the Pythia6 manual, Ref. [156].
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• less PS: PARP(67) = 0.60, PARP(64) = 3.50
PARP(72) = 0.110GeV
All these systematic samples are listed in Table 7.4.
Table 7.4: Top quark event MC samples used for systematic uncertainties in this analysis.
The cross-section σ column includes filter efficiencies, k-factors and branching ratios [61–
66].
σ dataset
[pb] Generator NMC ID
tt¯ no full hadr. 137 MC@NLO + Herwig 15,000,000 105200
tt¯ no full hadr. (AFII) 137 Powheg + Herwig 30,000,000 105860
tt¯ no full hadr. (AFII) 137 Powheg + Pythia6 75,000,000 117050
tt¯ no full hadr. (P2012) 137 Powheg + Pythia6 15,000,000 117428
tt¯ no full hadr. (mpiHi) 137 Powheg + Pythia6 15,000,000 117426
tt¯ no full hadr. (loCR) 137 Powheg + Pythia6 15,000,000 117429
tt¯ no full hadr. less PS 137 AcerMC + Pythia6 15,000,000 117209
tt¯ no full hadr. more PS 137 AcerMC + Pythia6 15,000,000 117210
7.5 W+jets background
The most important background is stemming from the production of a W±-boson with
additional jets. Due to the possibility of a leptonic decay of the W±-boson the charged
high-pT lepton as well as missing transverse momentum is expected for these events. With
additional jets e.g. due to gluon radiation the event selection can be passed although no
true top quark is present. With the b-tagging requirement the contribution fromW+jets
can be suppressed, however, the production of a W±-boson in association with heavy
flavour jets remains as a non-reducible background. In Figure 7.2 Feynman diagrams of
the production of aW±-boson with jets (a) and additional heavy flavour induced jets (b)
are shown as an example.
To simulate the W+jets background a different approach is used compared to the
top quark processes explained in Section 7.2. Multi-leg generators are used that are
generating subsamples for processes with a different number of additional partons in
addition to the W±-boson. These subsamples are then merged together to obtain a
sample at the same order in perturbation theory for the different jet multiplicities. The
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Figure 7.2: Feynman diagrams of V ±,0+jets production processes: (a) Production of a
W±-boson and additional jets, (b) production of a W±-boson with jets and two heavy
flavour jets, (c) production of a Z0-boson with additional jets.
generator used is Sherpa (v1.4.1) [151] with the CT10 PDF sets and the inherent
Sherpa tunes. Sherpa includes not only the calculation of the matrix element but also
the parton shower, hadronisation and underlying event. By simply merging the different
subsamples, overlaps between the W + n and the W + (n+ 1) subsample are occurring
due to the mixing of the matrix element calculated with n additional partons and the
parton shower. To avoid this double-counting the CKKW method [172] is applied by
Sherpa.
In Table 7.5 all used subsamples are listed with the expected cross-sections. To avoid
any possible double counting between the inclusive W + n parton subsamples and the
subsamples with additional heavy flavour pair production, massive c- and b-quarks have
been used in the shower. Generator filters are applied to separate the different contribu-
tions. The b-filtered subsamples contain only events with any b-hadron within |η| < 4.0.
The c-filtered events must contain a jet associated to a c-hadron with pT > 15 GeV
within |η| < 3.0. In the W+light subsamples both filters are vetoed to avoid any over-
lap.
7.6 Z+jets background
Another background contribution is coming from the production of a Z0-boson in as-
sociation with additional jets. An example of a Feynman diagram for these processes
is shown in Figure 7.2(c). The events are effectively suppressed by the event selection
but still give a significant contribution due to their relatively large cross-section. The
strategy to simulate the Z+jets background is following the same approach as for the
W+jets background explained in Section 7.5. The Sherpa generator is used again, with
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the same b- and c-filters to avoid any overlap. Details about the different subsamples
and the predicted cross-sections are given in Table 7.5.
Table 7.5: Background MC samples used for the presented analysis. The cross-section σ
column includes filter efficiencies, k-factors and branching ratios [173].
σ [pb] Generator NMC dataset ID
W → eνe b-, c-vetoed 11324.5 Sherpa 50,000,000 167742
W → µνµ b-, c-vetoed 11324.5 Sherpa 50,000,000 167745
W → τντ b-, c-vetoed 11324.5 Sherpa 50,000,000 167748
W → eνe b-filtered 154.0 Sherpa 15,000,000 167740
W → µνµ b-filtered 154.0 Sherpa 15,000,000 167743
W → τντ b-filtered 154.0 Sherpa 15,000,000 167746
W → eνe c-filtered 591.8 Sherpa 10,000,000 167741
W → µνµ c-filtered 591.8 Sherpa 10,000,000 167744
W → τντ c-filtered 591.8 Sherpa 10,000,000 167747
Z → ee b-, c-vetoed 855.68 Sherpa 5,000,000 167751
Z → µµ b-, c-vetoed 855.68 Sherpa 5,000,000 167754
Z → ττ b-, c-vetoed 855.68 Sherpa 5,000,000 167757
Z → ee b-filtered 34.72 Sherpa 4,000,000 167749
Z → µµ b-filtered 34.72 Sherpa 4,000,000 167752
Z → ττ b-filtered 34.72 Sherpa 4,000,000 167755
Z → ee c-filtered 351.68 Sherpa 3,000,000 167750
Z → µµ c-filtered 351.68 Sherpa 3,000,000 167753
Z → ττ c-filtered 351.68 Sherpa 3,000,000 167756
WW di-boson 35.28 Herwig 2,500,000 105985
WZ di-boson 11.40 Herwig 1,000,000 105987
ZZ di-boson 2.325 Herwig 245,000 105986
JF17 dijet 93052540 Pythia8 111,000,000 129160
7.7 Di-boson production
The smallest background contribution is coming from the production of two vector-
bosons. Three exemplary Feynman diagrams of these processes are shown in Figure 7.3.
The three combinations are simulated using the generators Herwig and Jimmy only
with the ATLAS AUET2 tune and CTEQ6L1 PDF sets. They are listed in Table 7.5
where the given cross-sections have been corrected using an NLO prediction [174]. The
three samples are filtered to always contain one lepton with pT > 10 GeV and |η| < 2.8.
103
CHAPTER 7. SIMULATED SAMPLES
q
q W±
W∓
Z0
(a) W±W∓ production
q
q Z0
Z0
Z0
(b) Z0Z0 production
q′
q W±
Z0
W±
(c) W±Z0 production
Figure 7.3: Feynman diagrams of di-boson production processes with two vector-bosons.
7.8 QCD-multijet production
The probability that an event from pure QCD-multijet production passes the event
selection is small since most selection criteria are suppressing this kind of background.
However, the cross-section of QCD-multijet events is several orders of magnitude larger
than all other contributing processes. In the end, this leads to a significant amount of
selected events that have to be taken into account. In Figure 7.4 the Feynman diagrams
of three possible QCD-multijet production processes are shown for exemplarity.
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Figure 7.4: Feynman diagrams of QCD-multijet production processes: (a) Dijet produc-
tion with two quarks, (b) multijet production with two quarks and one gluon, (c) multijet
production with three quarks.
To obtain a multijet sample with feasible statistics an enormous amount of computing
as well as storage capacity would be necessary making it expensive to obtain the sample
from simulation. That is why estimating the background contribution from QCD-multijet
events is a combination of data-driven techniques and simulation. The applied fitting
technique is explained in more detail in Section 8.2.1.
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The only simulated dataset used to obtain a template for the jet-lepton model, see
8.2.2, was created using Pythia8 (v8.160) [136] with the AU2 generator tune and
CTEQ6L1 leading-order PDF sets. To enhance the available statistics, the dijet sam-
ple denoted as JF17 dijet, was filtered in a way that every event must contain at least
one jet with ET (jet) > 17 GeV and |η(jet)| < 2.7 at generator level. The sample is
listed in Table 7.5 with its predicted cross-section. Since the simulated dataset is only
used to obtain a template shape and the normalisation is taken from a fit to data the
cross-section is not used in the further analysis.
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Basic event selection and background estimation
In this chapter the selection of events based on basic reconstructed objects is explained.
The selection in three kinematic regions is detailed in Section 8.1. The second part in
Section 8.2 is giving a detailed explanation of the strategy to estimate the expected
background. A comparison of the expected and observed event yield and kinematic
modelling is presented in Sections 8.3 and 8.4.
8.1 Event selection
q q′
W
b
t
ℓ
νℓ
b
W
Figure 8.1: Feynman diagram of single-top
t-channel production and a possible decay
channel of the top quark
In Figure 8.1 the Feynman diagram of
the single-top quark production in the t-
channel is shown. The basic event selection
is following this final state signature with
the main criteria being:
• exactly one electron or muon
• EmissT > 30 GeV, representing ν`
• exactly two jets
• one of the two jets being b-tagged
All objects used in the event selection have to be well reconstructed with the algo-
rithms and selection cuts detailed in Chapter 5. To further reduce contributions from
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QCD-multijet events two cuts calculated from the reconstructed lepton, jets and missing
transverse energy are being used which will be explained in the following.
8.1.1 Multijet veto: triangular and mT (W ) cut
If an event contains a fake electron that did not arise from W±-boson decay the event
tends to have lower missing transverse energy than events with a real W±-boson due to
the missing neutrino contributions. Therefore, the cut on EmissT > 30 GeV already is a
good way to reduce background contributions from QCD-multijet events. To exploit the
expected existence of a real W±-boson further, the transverse W±-boson mass can be
reconstructed from the lepton and the missing transverse energy:
mT(W ) =
√
2
[
pT(`)EmissT − ~pT(`) · ~EmissT
]
. (8.1)
Here, ~pT(`) denotes the transverse momentum of the lepton with pT(`) = |~pT(`)|. Since
mT(W ) is expected to be lower for QCD-multijet events, all events are required to satisfy
the requirement of mT(W ) > 50 GeV.
In addition an isolation criterion is applied for low pT leptons depending on the pT of
the lepton itself. The cut is using the reconstructed lepton and the leading jet, j1, which
is defined as the jet with the highest transverse momentum present in the event51:
pT (`) > 40 GeV
(
1− pi − |∆φ (j1, `) |
pi − 1
)
. (8.2)
In Figure 8.2 the lepton pT vs. ∆φ (j1, `) plane is shown to illustrate the reduction of the
QCD-multijet background due to the cut only. Shown is a histogram containing collision
data at
√
s = 8 TeV with histograms from all expected processes apart from the QCD-
multijet contribution being subtracted52. This is leading to a histogram that contains
the contribution from QCD-multijet events only. These are concentrated in the two
triangular regions at high values of |∆φ (j1, `) | and low lepton pT, which is effectively
removed by the cut given by Equation (8.2). In Appendix A.1 the two-dimensional
(∆φ (j1, `) , pT) distributions can be found for the data and the different contributing
processes separately. One can see that the cut effectively suppresses the QCD-multijet
background, while most of the events from signal processes remain.
51The physics motivation of this cut is to reduce e.g. dijet events with two jets produced back-to-back.
If one of the two jets is reconstructed as a fake lepton and another jet, e.g. from gluon radiation, is
reconstructed these kind of multijet events might be able to pass the event selection.
52To subtract the other processes, simulated events, explained in Chapter 7, have been used.
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Figure 8.2: The lepton pT depending on the ∆φ (j1, `) is shown for the data where all
MC predictions for background processes are subtracted. Thus, only the contribution
from QCD-multijet production remains.
8.1.2 Definition of the signal and control regions
Three different not overlapping regions are defined and used in this thesis. The signal
region is used to finally measure the mass of the top quark. Two different control regions
are constructed in a way that they are dominated by a certain background process. This
makes it possible to check the kinematic modelling of the dedicated background. All
three regions are using the same selection of leptons, EmissT , jets, and the cuts to reduce
QCD-multijet contribution, explained in Section 8.1.1, are applied. They differ in the
choice of either exactly one or two b-tagged jets:
Signal region (SR) In the signal region (SR) exactly one of the two jets is required
to be b-tagged with a tight tagging requirement. Since one of the largest background
contributions of the single-top t-channel production is the production of a W±-boson
with additional c-jets the MV1c tagging algorithm is chosen. This algorithm is optimised
to also reject c-quark induced jets and is explained in detail in Section 6.1.4. Using
MV1c a jet is b-tagged if the MV1c tagger weight is wMV1c > 0.9195. This cut value
corresponds to a b-tagging efficiency of 50% in a tt¯ control sample defined in Ref. [128]
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that was already mentioned in Section 6.2. In the same control sample the mistag rate
is 3.9% in the case of c-jets and 0.07% for light-flavour-jets.
The number of single-top t-channel events and the amount of events from other top
processes have been measured using a binned template likelihood fit [71]. All distributions
in the signal region are normalised to the fit result using correction factors. A systematic
uncertainty on the measurement of mtop is arising from this source which is explained
in more detail in Section 10.4.3.
W±-boson control region (W± CR) The dominant background not containing top
quarks arises from the production of a W±-boson with additional jets. Therefore, the
modelling of the background has to be checked carefully. The main difference of this
background compared to the single-top t-channel signal process is that there is always a
b-hadron present from the decay of the top quark in case of the signal. Because of that
the W±-boson control region is defined by using a less stringent b-tagging requirement
in two steps. To avoid any overlap with the signal region all events containing exactly
one jet with wMV1c > 0.9195 are vetoed. However, exactly one jet is required to have
wMV1 > 0.3511. This cut value of the MV1 tagging algorithm corresponds to a b-tagging
efficiency of 80% in the same tt¯ control sample as used for the MV1c algorithm. As the
tagging requirement is not as tight as in the signal region the mistag rates are higher.
They are 32.5% in the case of c-jets and 4.0% for light-flavour-jets.
The explained selection ensures that the kinematics and flavour fractions are similar
to the signal region. Also the choice of the b-jet is well defined due to the tagging
requirement.
tt¯ control region (tt¯ CR) A second control region is defined to also check the mod-
elling of the tt¯ production process which also gives a significant signal contribution in the
top quark mass measurement. The main difference compared to the single-top t-channel
is the presence of two b-hadrons from the decays of the two top quarks. So the tt¯ control
sample is obtained by requiring both jets to be tagged with the same tagging requirement
as in the signal region. This means that both jets must fulfil wMV1c > 0.9195.
In the later analysis observables will be defined which act as input variables of a
neural network based discriminant. To define some of the observables it is necessary
to assign the two reconstructed jets as one “b-jet” and one “light-flavour-jet”53. Since
both of the two jets have to fulfil the same tagging requirement another criterion for the
assignment is needed. A true t-channel event is often characterised by a light-flavour-jet
53A detailed description of the observables can be found in Section 9.2.
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in the forward region54, which is why the jet with the highest value of |η| is treated as
the “light-flavour-jet” in the tt¯ control region.
8.2 Background estimation
To estimate the different background contributions simulated events, introduced in Chap-
ter 7, and data-driven techniques are used. These techniques will be explained in the
following.
8.2.1 QCD-multijet events
Various processes related to the strong interaction can lead to events passing the signal
event selection. Some examples for different contributions are:
• Semileptonic b-quark decays: A significant amount of b-quarks is decaying to
either c-quarks or light-flavour-quarks and aW±-boson that can decay leptonically.
These leptons are usually non-isolated leptons but in some cases can appear as
isolated leptons fulfilling all reconstruction requirements. A neutrino is present
and can be reconstructed as EmissT . Therefore, semileptonic b-quark decays are a
significant QCD-multijet background contribution.
• Long-lived weakly decaying particles (pi±, K mesons): Long-lived particles
can decay when flying through the detector and so they can be mis-identified as a
lepton.
• Mis-identified electrons: Various sources can lead to a mis-identified recon-
structed electron. pi0 particles are decaying with a very high fraction to two pho-
tons seen as showers in the electromagnetic calorimeter. These are possibly mis-
identified if randomly associated with a track of for example a pi±. Another source
could arise from electrons from photon conversion or from prompt photons recon-
structed in the EM calorimeter.
All of these sources are summarised as the QCD-multijet background. The corresponding
cross-section is huge compared to all other processes. Because of the very low mis-
identification efficiency this would lead to an enormous amount of computing resources
necessary to fully simulate this background contribution. That is why different data-
driven techniques have been developed to be used in the electron and muon channel,
54Further details about the light-flavour-jet in the forward region can also be found in Section 9.2.1.
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respectively. The shape of QCD-multijet events is obtained using the jet-lepton model in
the electron-channel, see Section 8.2.2, and the anti-muon model in the muon channel,
see Section 8.2.3. The assignment of the two models to the two channels has been made
to ensure the best possible modelling of the control variables. Both approaches have to be
normalised which is done using a binned maximum-likelihood fit in the EmissT distribution
explained in Section 8.2.4.
8.2.2 The jet-lepton model
As explained in the previous section the main difference between the QCD-multijet
background and the signal is the presence of a reconstructed lepton. The idea behind
the jet-lepton model is to choose a jet with similar kinematics compared to a real recon-
structed lepton and to use this jet in place of the lepton [175, 176]. With this approach
an event from the QCD-multijet background is able to pass the selection with similar
kinematics as the signal sample.
In principle it would be possible to take this so called jet-lepton sample from collision
data but to select a feasible sample the usage of jet triggers with low jet multiplicities
would be necessary. Those triggers are highly prescaled leading to a selected sample
that would suffer from statistical fluctuations. Therefore, the jet-lepton model is fully
based on simulation and since it is only used as a background model no dedicated trigger
selection is required. The model is using a simulated JF17 dijet sample listed in Table 7.5
explained in Section 7.8.
Table 8.1 lists the cuts that the selected “jet-lepton” has to fulfil. The cuts make sure
that the same coverage in transverse energy and η is taken as it is the case for a real lepton
and the fraction of energy measured in the electromagnetic calorimeter is relatively large.
Additionally, the number of reconstructed tracks associated to the “jet-lepton” should
be larger than three to avoid converted photons or so called trident electrons. These are
originating from electrons with bremsstrahlung and subsequent photon conversion55.
To ensure a high purity of QCD-multijet events and only low contamination from
W+jets background all events are vetoed that contain another lepton. In case of electrons
they are reconstructed with the same criteria as described in Section 5.4.2 but with
the “loose++” identification [122] instead of the “tight++” definition. Also no isolation
requirement is used for these electrons. The veto against reconstructed muons uses the
same definition as given in Section 5.3.
55An example for this could be e− → e− + γ(→ e+e−) when the photon is interacting with the ID.
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Table 8.1: Applied cuts to define a jet-lepton sample. The CRACK region is the region
between the barrel and the end-cap region of the electromagnetic calorimeter and is
defined as 1.37 ≤ η ≥ 1.52.
Variable Cut
Transverse energy of jet ET > 25 GeV
η of jet |η| < 2.47, no CRACK region
EM fraction 0.8 < fEM < 0.95
Number of tracks within the jet ntracks > 3
In summary the selected events must contain exactly one “jet-lepton”, no other recon-
structed lepton, exactly two jets and the QCD-multijet veto explained in Section 8.1.1
must be satisfied. Since the model is only constructed to obtain a shape a looser b-tagging
is required which remains the same in all kinematic regions defined in Section 8.1.2. Ex-
actly one of the two jets must fulfil wMV1 > 0.3511 which corresponds to the same
b-tagging efficiency as in the W±-boson control region. This ensures a well-defined b-jet
and a similar flavour fraction in all selected samples.
8.2.3 The anti-muon model
A second data-driven ansatz used to obtain a sample that is highly enriched with muons
from QCD-multijet events is the anti-muon model. By inverting or changing cuts applied
in the usual muon selection, it is possible that an event containing a fake muon or a
non-isolated muon passes the standard event selection. An anti-muon has to fulfil the
same requirements, given in Section 5.3.2, as the well reconstructed muons apart from
the inverted or changed cuts. The list of cuts that are changed is given in Table 8.2.
eTcone20 means the transverse energy measured in a cone within ∆R < 0.2 around the
Table 8.2: Cuts that are different from the nominal cuts in the anti-muon sample.
Variable
impact parameter z0 z0 can be any value
isolation eTcone20/pleptonT > 0.03,MiniIso10R/p
lepton
T < 0.1
energy loss type not isolated (energyLossType = 1)
energy loss energyLoss < 6 GeV
reconstructed muon track not including the muon track itself. MiniIso10R is explained
in Section 5.3.3 and pleptonT means the transverse momentum of the reconstructed muon.
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The impact parameter, z0, is explained in Section 5.1. More information about the energy
loss of the muon when travelling through the calorimeter can be found in Ref. [133].
All cuts are favouring non-isolated muons from QCD-multijet decays and by requir-
ing energyLoss < 6 GeV fake jets from muons losing large amounts of energy in the
calorimeter can be avoided.
Apart from the mentioned changes in the muon reconstruction the event selection
remains completely unchanged. Since the selected sample is obtained from collision data
it still contains a small amount of real signal muons mainly coming from decays of real
W±- and Z0-bosons.
8.2.4 Estimation of the QCD-multijet background
Both the jet-lepton model in the electron channel and the anti-muon model in the muon
channel can only be used to obtain a shape for the QCD-multijet background but the
normalisation has to be estimated separately. This is done using a binned maximum-
likelihood fit [139] on the distribution of the missing transverse energy EmissT . The ob-
tained QCD-multijet background estimates obtained with the fitting procedure explained
in the following are shown in Table 8.3. In Figure 8.3 the fitted EmissT distributions are
Table 8.3: Estimates of the QCD-multijet background for the signal region and the two
control regions using the binned maximum-likelihood fit in the EmissT distribution. The
quoted numbers are the expected number of events in each region. The uncertainties
given reflect the uncertainty of the QCD-multijet normalisation of 50%.
W±-boson control region signal region
Channel events fraction events fraction
electrons forward (end-cap) 13300± 6700 25.1 % 3300± 1600 20.7 %
electrons central (barrel) 11500± 5800 10.2 % 2300± 1100 5.0 %
electrons combined 24800± 12400 15.0 % 5500± 2800 9.0 %
muon 23200± 11600 10.3 % 6000± 3000 7.2 %
tt¯ control region
Channel events fraction
electrons forward (end-cap) 140± 70 13.0 %
electrons central (barrel) 250± 130 5.4 %
electrons combined 390± 200 6.9 %
muon 670± 340 9.2 %
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shown for the muon channel using the template from the anti-muon model for the shape
of the QCD-multijet background. In Figure 8.4 the electron channel is shown using the
jet-lepton template.
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(a) Muon channel in the W±-boson control region
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(b) Muon channel in the tt¯ control region
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(c) Muon channel in the signal region
Figure 8.3: Result of the binned maximum-likelihood fit to the EmissT distributions for
the signal region (c), for the W±-boson control region (a) and the tt¯ control region (b)
for the muon channel. The hatched bands indicate the size of the statistical uncertainty
of the simulated sample and the uncertainty on the QCD-multijet normalisation.
The EmissT in QCD-multijet events is expected to be smaller compared to other con-
tributing processes and is therefore sensitive to the amount of the corresponding back-
ground. The fit is done after all selection cuts explained in Section 8.1 but without the
cut of EmissT > 30 GeV to increase the sensitivity. Since the expected background fraction
is different in the three kinematic regions the fit has to be done separately in the signal
region and the two control regions. In the electron channel to ratio of events between
the barrel and end-cap region of the EM calorimeter is not well described by the jet-
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(a) Central electron channel in theW±-boson con-
trol region
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(b) Forward electron channel in the W±-boson
control region
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(c) Central electron channel in the tt¯ control region
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(d) Forward electron channel in the tt¯ control re-
gion
Ev
en
ts
 / 
5.
00
 G
eV
0
2000
4000
6000 Data
uncertainty
QCD
Z+Jets/Diboson
W+Jets
Top
2Jets SR central electron =8TeVs-1
 L dt = 20.3 fb∫
n
o
rm
a
liz
ed
 to
 fi
t r
es
ul
t
  [GeV]missTE
0 20 40 60 80 100 120 140 160
re
l. 
di
ffe
re
nc
e
-0.4
-0.2
0
0.2
0.4
(e) Central electron channel in the signal region
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(f) Forward electron channel in the signal region
Figure 8.4: Result of the binned maximum-likelihood fit to the EmissT distributions for the
signal region ((e),(f)), the W±-boson control region ((a),(b)), and the tt¯ control region
((c),(d)) for electrons in the central (left) and forward (right) regions, respectively. The
hatched bands indicate the size of the statistical uncertainty of the simulated sample
and the uncertainty on the QCD-multijet normalisation.
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lepton model. Therefore, the fit is split-up at the transition region and done separately
for electrons in the barrel (|ηelectron| < 1.5) and the end-cap (|ηelectron| > 1.5).
The other contributing processes which are top quark, W+jets, Z+jets and diboson
processes are taken from simulation and their rate uncertainties are taken into account
as constrained nuisance parameters. That means that these processes are first of all
normalised to their theoretical cross-section given in Chapter 7. The constrained cor-
rection factors are then fitted simultaneously during the fit of the EmissT distribution.
The contribution from Z+jets and diboson production is very small and has been fixed
to the theoretical prediction. This increases the sensitivity to distinguish the dominant
processes. Also the top quark processes containing the dominant t-channel, tt¯, the Wt-
channel and the s-channel have been grouped together in one template. The correction
factors obtained by the fit are shown in Table 8.4. In all regions the EmissT distribution
is well described by the fit result.
Table 8.4: Scale factors for the combined contributions from W+jets and from tt¯ and
single-top quark production in the signal region and the two control regions as obtained
from the simultaneous binned maximum-likelihood fit of the EmissT distribution.
signal region
Channel electrons muons
forward central inclusive
tt¯ / single-top 0.86± 0.05 0.91± 0.02 0.90± 0.02
W+jets 0.96± 0.07 1.10± 0.07 1.15± 0.03
Z+jets / Diboson fixed fixed fixed
W±-boson control region
Channel electrons muons
forward central inclusive
tt¯ / single-top fixed fixed fixed
W+jets 0.89± 0.01 0.96± 0.01 1.00± 0.01
Z+jets / Diboson fixed fixed fixed
tt¯ control region
Channel electrons muons
forward central inclusive
tt¯ / single-top 0.98± 0.04 1.00± 0.02 1.01± 0.03
W+jets fixed fixed fixed
Z+jets / Diboson fixed fixed fixed
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8.3 Event yield and modelling in the control regions
In Figures 8.5 and 8.6 the modelling of important kinematic variables in the W±-boson
and the tt¯ control region, respectively, is shown. The number of expected events in these
two regions is split up into the contributing processes and listed in Tables 8.5 and 8.6.
All tables and figures are using the normalisation obtained using the fits of the EmissT
distribution described in Section 8.2.4. Good agreement with the number of observed
events is seen and also all important observables are well described by the simulation and
the normalised QCD-multijet background model. The uncertainty on the QCD-multijet
normalisation is fixed to 50% due to the reasons formulated in Section 10.4.3.
Table 8.5: Number of observed and expected events in the W±-boson control region.
The uncertainties shown are derived using the statistical uncertainty. The uncertainty
on the QCD-multijets is fixed to 50%.
electron channel muon channel
Process barrel end-cap total total
t-channel 3403± 21 777± 10 4180± 24 5410± 28
tt¯ 7706± 48 1821± 23 9527± 53 11923± 61
s-channel 123± 2 53± 2 177± 3 247± 4
Wt-channel 1361± 31 289± 15 1650± 34 2018± 39
W+jets (b) 6124± 40 3224± 29 9348± 49 14540± 66
W+jets (c) 41460± 240 13820± 140 55280± 270 82300± 340
W+jets (light) 31900± 350 15540± 240 47440± 420 73240± 560
Z+jets/Diboson 9200± 240 4300± 190 13510± 310 11820± 230
QCD-multijets 11500± 5800 13300± 6700 24800± 12400 23200± 11600
Total expected 112800± 5800 53100± 6700 166900± 12400 224700± 11600
data 112362 52643 165005 224914
In Figure 8.7(a) the fractions of the different processes in the two control regions
are shown. It can be seen that the W±-boson control region is strongly dominated by
W+jets events with the amount of W+HF+jets being a little larger than the amount
of W+light jets. Also there is a sizeable contribution from QCD-multijet events and a
smaller fraction from Z+jets and diboson events. Processes including top quarks also
contribute but do have no overlap with the events selected in the signal region.
The tt¯ control region is clearly dominated by top quark processes shown in red in
Figure 8.7(b) not including the single-top t-channel. As can be seen in Table 8.6 these
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(d) Pseudorapidity of the second leading jet
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Figure 8.5: Basic kinematic distributions of the combination of muon and electron chan-
nels in the W±-boson control region. The hatched bands indicate the size of the sta-
tistical uncertainty of the simulated sample and the uncertainty on the QCD-multijet
normalisation.
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Figure 8.6: Basic kinematic distributions of the combination of muon and electron chan-
nels in the tt¯ control region. The hatched bands indicate the size of the statistical uncer-
tainty of the simulated sample and the uncertainty on the QCD-multijet normalisation.
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Table 8.6: Number of observed and expected events in the tt¯ control region. The un-
certainties shown are derived using the statistical uncertainty. The uncertainty on the
QCD-multijets is fixed to 50%.
electron channel muon channel
Process barrel end-cap total total
t-channel 241± 6 42± 3 283± 7 371± 8
tt¯ 3381± 31 631± 13 4011± 34 4954± 39
s-channel 148± 3 36± 1 183± 3 244± 3
Wt-channel 93± 8 26± 5 119± 9 128± 10
W+jets (b) 396± 10 168± 6 564± 12 733± 13
W+jets (c) 31± 8 3± 2 34± 8 25± 6
W+jets (light) 4± 4 0± 0 4± 4 5± 5
Z+jets/Diboson 88± 4 28± 2 116± 5 217± 7
QCD-multijets 250± 130 139± 70 390± 200 670± 340
Total expected 4631± 130 1073± 72 5700± 200 7350± 340
data 4642 1061 5703 7338
events are mostly tt¯ events. Again events from QCD-multijet production, V+jets56 and
diboson are included and a small fraction of t-channel events are selected without any
overlap with the signal region. t-channel
tT, Wt, s-channel
W+ HF
W+light jets
Z+jets/Diboson
QCD-multijets
t-channel
tT, Wt, s-channel
W+ HF
W+light jets
Z+jets/Diboson
QCD-multijets
 = 390581totaleventsN
W control region
(a) Fractions in the W±-boson control region
t-channel
tT, Wt, s-channel
W+ HF
W+light jets
Z+jets/Diboson
QCD-multijets
t-channel
tT, Wt, s-channel
W+ HF
W+light jets
Z+jets/Diboson
QCD-multijets
 = 13051totaleventsN
tT control region
(b) Fractions in the tt¯ control region
Figure 8.7: Event fractions of the different processes in the W±-boson control region (a)
and the tt¯ control region (b).
56This means the aggregate of W+jets and Z+jets.
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8.4 Event yield and modelling in the signal region
The number of observed and expected events in the signal region is shown in Table 8.7.
Also here good agreement is found in all kinematic observables shown in Figures 8.8
and 8.9.
The selected sample has dominant contributions from tt¯ production and the W+jets
background and will be further enhanced with events from t-channel production by a
neural network discriminant. This will be explained in Chapter 9.
Ev
en
ts
 / 
10
 G
eV
0
10000
20000
30000
DATA
uncertainty
Multijets
Z+jets, diboson
W+HF+jets
W+light jets
, Wt, s-channeltt
t-channel
2 Jets SR electrons + muons
=8TeVs-1
 L dt = 20.3 fb∫
 (1. Jet) [GeV]
T
p
0 20 40 60 80 100 120 140 160 180 200
re
l. 
di
ffe
re
nc
e
-0.4
-0.2
0
0.2
0.4
(a) Transverse momentum of the leading jet
Ev
en
ts
 / 
0.
50
 
0
10000
20000
30000
DATA
uncertainty
Multijets
Z+jets, diboson
W+HF+jets
W+light jets
, Wt, s-channeltt
t-channel
2 Jets SR electrons + muons
=8TeVs-1
 L dt = 20.3 fb∫
 (1. Jet)η
-5 -4 -3 -2 -1 0 1 2 3 4 5
re
l. 
di
ffe
re
nc
e
-0.4
-0.2
0
0.2
0.4
(b) Pseudorapidity of the leading jet
Ev
en
ts
 / 
10
 G
eV
0
50000
DATA
uncertainty
Multijets
Z+jets, diboson
W+HF+jets
W+light jets
, Wt, s-channeltt
t-channel
2 Jets SR electrons + muons
=8TeVs-1
 L dt = 20.3 fb∫
 (2. Jet) [GeV]
T
p
0 20 40 60 80 100 120 140 160 180 200
re
l. 
di
ffe
re
nc
e
-0.4
-0.2
0
0.2
0.4
(c) Transverse momentum of the second leading
jet
Ev
en
ts
 / 
0.
50
 
0
10000
20000
DATA
uncertainty
Multijets
Z+jets, diboson
W+HF+jets
W+light jets
, Wt, s-channeltt
t-channel
2 Jets SR electrons + muons
=8TeVs-1
 L dt = 20.3 fb∫
 (2. Jet)η
-5 -4 -3 -2 -1 0 1 2 3 4 5
re
l. 
di
ffe
re
nc
e
-0.4
-0.2
0
0.2
0.4
(d) Pseudorapidity of the second leading jet
Figure 8.8: Basic kinematic distributions of the combination of muon and electron chan-
nels in the signal region. The hatched bands indicate the size of the statistical uncertainty
of the simulated sample and the uncertainty on the W+jets normalisation.
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Figure 8.9: Basic kinematic distributions of the combination of muon and electron chan-
nels in the signal region. The hatched bands indicate the size of the statistical uncertainty
of the simulated sample and the uncertainty on the W+jets normalisation.
Table 8.7: Number of observed and expected events in the signal region. The data cor-
rection factors estimated in Ref. [71] are applied for all the top processes. The un-
certainties shown are derived using the statistical uncertainty. The uncertainty on the
QCD-multijets is fixed to 50%.
electron channel muon channel
Process barrel end-cap total total
t-channel 6966± 31 1440± 15 8406± 34 10751± 40
tt¯ 15414± 63 3341± 30 18755± 70 23324± 80
s-channel 355± 4 120± 2 475± 5 630± 5
Wt-channel 2179± 37 435± 17 2614± 41 3133± 46
W+jets (b) 8050± 47 3815± 30 11865± 56 20233± 81
W+jets (c) 7070± 110 2021± 56 9090± 130 14617± 170
W+jets (light) 1058± 87 419± 50 1480± 100 2170± 140
Z+jets/Diboson 2669± 79 936± 31 3605± 85 3430± 48
QCD-multijets 2300± 1100 3300± 1600 5500± 2800 6000± 3000
Total expected 46000± 1200 15800± 1600 61800± 2800 84300± 3000
data 45279 15467 60746 82632
bkgd. frac. rMC [%] 45.9± 2.2 66.2± 9.1 51.1± 3.9 55.1± 3.1
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Neural network based event selection
In Figure 9.1(a) the fractions of the different processes in the signal region are shown.
The largest contribution isW+heavy flavour production. As there are no real top quarks
included in these processes these events cannot contribute to the measurement of mtop
and a way to reduce this amount of background has to be found. Also the contribution
from tt¯ events is still dominating over the t-channel production.
t-channel
tT, Wt, s-channel
W+ HF
W+light jets
Z+jets/Diboson
QCD-multijets
t-channel
tT, Wt, s-channel
W+ HF
W+light jets
Z+jets/Diboson
QCD-multijets
 = 146134totaleventsN
signal region
(a) Signal region
t-channel
tT, Wt, s-channel
W+ HF
W+light jets
Z+jets/Diboson
QCD-multijets
t-channel
tT, Wt, s-channel
W+ HF
W+light jets
Z+jets/Diboson
QCD-multijets
 = 19474totaleventsN
signal region (NN>0.75)
(b) Signal region + NN > 0.75
Figure 9.1: Fractions of the different processes in the signal region before (a) and after (b)
cutting on the neural network output distribution for the combined electron+muon chan-
nel.
To enhance the fraction of t-channel events multivariate techniques based on the Neu-
robayes package [177,178] are applied, selecting only a subset of events out of the signal
region. The resulting fractions of the different processes after this selection are shown in
Figure 9.1(b) and the applied cut will be explained and justified in this chapter. As will
be shown, it is possible to select a sample with almost 75% of the events from processes
including top quarks with about two thirds of those events stemming from single-top
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t-channel production. This is the reason for calling the selected sample enhanced with
single top-quarks produced in the t-channel.
9.1 Reconstruction of the W±-boson and the top quark
The W±-boson can be reconstructed from its decay products being the charged lepton
and the neutrino. The top quark can then be reconstructed by combining the W±-boson
with the b-tagged jet that is treated as the b-jet from the top decay.
The charged lepton, either an electron or muon, can be reconstructed with very high
precision as it is described in Sections 5.3 and 5.4. For the neutrino only the x- and
y-components of the four-momentum are known by the measurement of the missing
transverse momentum. However, it is possible to exploit that the neutrino was created
together with the charged lepton in the W±-boson decay and the invariant mass of the
combined four-momentum of the two should correspond to the mass of the W±-boson.
This means that by solving the following quadratic equation the z-component of the
neutrino momentum Pz,ν can be reconstructed [179]:
P 2z,ν − 2 ·
µ · Pz,`
E2` − P 2z,`
· Pz,ν +
E2` · P 2T,ν − µ2
E2` − P 2z,`
= 0,
with µ =
m2W
2
+ cos ∆Φ
(
`, EmissT
) · PT,` · PT,ν .
The reconstruction algorithm was already developed at the Tevatron and also applied
by CMS. It is explained in more detail in Ref. [179]. What has to be taken into account is
that either due to the limited detector resolution or no presence of a realW±-boson in the
event the solution of Pz,ν can become imaginary. This translates into a transverse mass of
the W±-boson57 that becomes larger than the pole mass mW = 80.4 GeV. To avoid this
unphysical behaviour a fit is applied that modifies also the x- and y-component of the
neutrino momentum. The fit ensures that a real solution of Pz,ν is obtained. In addition,
the difference between the transverse momentum of the reconstructed neutrino PT,ν =√
P 2x,ν + P
2
y,ν and the measured missing transverse momentum EmissT is minimised [179,
180].
With the reconstructed neutrino the four-momentum of the W±-boson can be cal-
culated as PµW = P
µ
ν + P
µ
` . The four-momentum of the top quark is obtained by also
57The definition of mT(W ) is given in Section 8.1.1.
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adding the reconstructed four-momentum of the b-tagged jet. This means that Pµtop is
given by Pµtop = P
µ
W + P
µ
b = P
µ
ν + P
µ
` + P
µ
b .
After this step the event topology is fully reconstructed, making it possible to calcu-
late various variables to discriminate the signal from background processes.
9.2 Discriminating input variables
The full reconstruction of the event topology is described in the previous section and a
variety of variables can be derived from the reconstructed objects. The different kind of
variables will be explained in this section. In the end these variables will be combined
in one powerful discriminant that is based on a neural network.
The goal is to select a dataset that is dominated by single-top quark production
in the t-channel to measure the mass of the top quark. However, events including the
production of top quarks like tt¯ production and single-top quark production in the Wt-
channel and s-channel of course also contain information about the top quarks mass.
Therefore, they are treated as signal in the final top quark mass measurement described
in Chapter 10.
In the neural network training only events from t-channel production are treated
as signal and W+jets, Z+jets and diboson processes are considered as background.
To enhance the fraction of top quark processes in the signal region, the tt¯ process is
not included in the training. The reason for that is that some of the input variables
considered do discriminate well between the t-channel production and other processes,
but not among tt¯, Wt-channel and s-channel production and processes not containing
top quarks like W+jets production. Also, only the MC simulated events are used, thus,
the QCD-multijet model is not included in the training.
9.2.1 Kinematic variables
A basic kinematic variable separating well between the t-channel signal and background
processes is the pseudorapidity of the light untagged jet, |η(j)|. This jet being recon-
structed in the forward direction of the detector is typical for single top-quarks produced
in the t-channel and separates well from other processes as can be seen in Figure 9.2(a).
Events not containing neutrinos like Z+jets events have less missing transverse energy
EmissT than events where neutrinos are expected. Also W+jets processes typically have
lower EmissT than events containing top quarks due to the larger mass of the top quark
compared to the W±-boson, see Figure 9.2(c).
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Figure 9.2: Distributions of the input variables used in the neural network selection
normalised to unit area (left). Simulated and observed distributions of the input variables
used in the neural network selection in the combined electron+muon channel in the signal
region. The normalisation given in Table 8.7 and a top quark mass of mtop = 172.5 GeV
in simulation is used. The hatched bands indicate the size of the statistical uncertainty
of the simulated sample and the uncertainty on the W+jets normalisation.
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Figure 9.3: Distributions of the input variables used in the neural network selection
normalised to unit area (left). Simulated and observed distributions of the input variables
used in the neural network selection in the combined electron+muon channel in the signal
region. The normalisation given in Table 8.7 and a top quark mass of mtop = 172.5 GeV
in simulation is used. The hatched bands indicate the size of the statistical uncertainty
of the simulated sample and the uncertainty on the W+jets normalisation.
129
CHAPTER 9. NEURAL NETWORK BASED EVENT SELECTION
The transverse mass of theW±-boson, mT(W ) plays a minor role in the multivariate
separation since a cut at mT(W ) > 50 GeV is already applied in the basic event selection
explained in Section 8.1.1. However, processes not containing realW±-bosons like Z+jets
processes have a broader mT(W ) distribution and can be separated from the signal in
this way. This is clearly visible in Figure 9.2(e).
More information to discriminate between the signal and background can be taken
from the pseudorapidity of the reconstructed W±-boson, η(`ν), shown in Figure 9.3(a)
and the reconstructed top quark, η(`νb), shown in Figure 9.3(c). While the W±-boson
is reconstructed more often in the central region of the detector in processes containing
top quarks the distribution of η(`ν) is more flat for the other processes. This behaviour
is propagated to the η(`νb) variable where the pseudorapidity of the b-jet adds discrim-
inating information58.
The transverse momentum of the reconstructed W±-boson, pT (W ), is displayed in
Figure 9.3(e). One can see that again due to the high mass of the top quark processes
containing top quarks peak at larger values.
The distributions of the mentioned variables in the signal region using the normalisation
given in Table 8.7 are shown in Figures 9.2((b), (d), (f)) and Figures 9.3((b), (d), (f)).
Excellent agreement between the data and simulation can be seen.
9.2.2 Invariant mass and event topology variables
The variables related to reconstructed invariant masses or the event topology are pro-
viding the best separation between the signal and the background processes.
The invariant mass of the reconstructed top quark, m(`νb), is shown in Figure 9.4(a).
A peak around the true mass used in simulation at mtop = 172.5 GeV can be seen
for the t-channel while the distribution for the other processes including top quarks
is broader with a large tail towards higher values. This is a direct consequence of the
better resolution due to the unambiguous jet assignment to the final state partons in
the t-channel. For processes without true top quarks the distribution also peaks at lower
values with a large tail.
The m(`b) variable, being the invariant mass of the reconstructed top quark without
the neutrino component, behaves similar as m(`νb). Again a sharp peak is seen in Fig-
ure 9.4(c) for the t-channel, while the other dominant processes have a worse resolution.
58In this case the discriminating information from the pseudorapidity of the b-jet could also be added
to the neural network with η(b) instead of η(`νb). The overall performance does not vary much if using
either the one or the other variable.
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Figure 9.4: Distributions of the input variables used in the neural network selection
normalised to unit area (left). Simulated and observed distributions of the input variables
used in the neural network selection in the combined electron+muon channel in the signal
region. The normalisation given in Table 8.7 and a top quark mass of mtop = 172.5 GeV
in simulation is used. The hatched bands indicate the size of the statistical uncertainty
of the simulated sample and the uncertainty on the W+jets normalisation.
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Figure 9.5: Distributions of the input variables used in the neural network selection
normalised to unit area (left). Simulated and observed distributions of the input variables
used in the neural network selection in the combined electron+muon channel in the signal
region. The normalisation given in Table 8.7 and a top quark mass of mtop = 172.5 GeV
in simulation is used. The hatched bands indicate the size of the statistical uncertainty
of the simulated sample and the uncertainty on the W+jets normalisation.
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Another sensitive variable is the invariant mass of the two reconstructed jets called
m(jb) shown in Figure 9.4(e). For the t-channel the two jets are not directly related
to e.g. a decay of a particle. Instead, as explained in Section 9.2.1, the light-flavour-
jet is often reconstructed in the forward region of the detector, while the b-tagged jet
is reconstructed more central. This separates well from W+jets events where the two
jets are often produced by the decay of a gluon from initial state or final state gluon
radiation.
HT(`, jets, E
miss
T ) is the sum of the transverse momenta of all reconstructed objects
within the event and can be interpreted as the total transverse energy of the collision
process. To produce a top quark in the t-channel one needs at least the energy to pro-
duce the top quark itself plus the light-flavour-jet from the t-channel production mode,
corresponding to a momentum of about 200 GeV. Analogue for the W+jets background
one needs the energy to produce a realW±-boson plus two additional jets corresponding
to at least 140 GeV while in the tt¯ pair production the needed energy is higher. This is
clearly visible in Figure 9.5(a).
In the Figures 9.4((b), (d), (f)) and 9.5(b) the observed and expected distributions
in the signal region are displayed showing very good agreement between data and sim-
ulation.
9.2.3 Angular correlation variables
The variable denoted as cos Θ(`, j)`νb,r.f. is the cosine of the angle between the charged
lepton and the untagged jet in the rest frame of the reconstructed top quark. This vari-
able illustrates the polarisation of the top quark. In the single-top t-channel production
the top quark is expected to be produced polarised due to V-A structure of the weak
interaction [181]. Thus, this variable shown in Figure 9.5(c) can be used as a separating
variable.
∆R(`, `νb) is defined as the distance between the reconstructed top quark and the
charged lepton from the top quark decay in the η-ϕ-plane. The variable is sensitive to
the boost of the top quark meaning that the larger the boost the more collinear the two
reconstructed objects are. This is clearly visible in Figure 9.5(e) when comparing the
more boosted top quarks in tt¯ with top quarks in the t-channel. Processes not containing
real top quarks are in between the two scenarios.
A comparison of the observed and well-modelled expected distributions in the signal
region is shown in Figure 9.5((d), (f)).
133
CHAPTER 9. NEURAL NETWORK BASED EVENT SELECTION
9.3 Variable preprocessing
The training of the neural network, detailed in Section 9.5, involves a multi-dimensional
minimisation of high complexity. The Neurobayes package uses a complex stepwise pre-
processing of the input variables. With this procedure it obtains a better starting point
for the minimisation and possible issues related to input variables are avoided. Two
kinds of preprocessing are applied. The global preprocessing is defined once for all input
variables and the individual preprocessing can be defined independently for each input
variable. Both preprocessings are implemented within Neurobayes. The neural network
used in this thesis is configured to use the following robust methods automatically [177].
9.3.1 Global preprocessing
Global preprocessing steps are performed for every input variable and defined globally
before the training.
Flattening The input variables are transformed such that the cumulative signal and
background distribution becomes a flat distribution. In practice this is done by
filling a histogram with variable bin widths. This significantly reduces the influence
of possible outliers that could otherwise saturate the output of an individual node
or the network output.
Gaussian transformation The flattened distributions are transformed to a standard
Gaussian. This has two different advantages. Firstly, all input variables have the
same dynamic range leading to a better numerical performance during the later
training process. Secondly, it ensures optimal learning conditions from the very
beginning of the training.59
Ranking The performance of the neural network of course depends very much on the
choice of the input variables. It is possible that the overall performance is worsened
if variables are added that do not add significant information to discriminate be-
tween signal and background. To avoid this, the input variables are automatically
ranked according to their significance with the following procedure.
59The training process starts with random weights also distributed according to a Gaussian centred
around zero and width σ = 1/
√
nin, with nin being the number of incoming weights of a neuron. Together
with the Gaussian input variables also the output of the hidden layer nodes will be Gaussian before they
are passed through the activation function. Thus, the whole network will be in a well-defined condition.
In addition, values not close to zero would imply large eigenvalues of the Hessian in Equation (9.7)
limiting the initially allowed learning rate [182].
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Firstly, the N + 1-dimensional correlation matrix is calculated for the N input
variables and the target variable60. Secondly, the total correlation of the input
variables to the target is calculated [183]. Then a variable is removed and the
correlation matrix plus the remaining total correlation to the target is recalculated.
This is done independently for each variable and the full list of input variables is
reordered according to the loss of total correlation to the target caused by the
removal of the respective variable. From this new list the least significant variable
is removed leading to a subset of N − 1 input variables and an N -dimensional
correlation matrix. The procedure is repeated iteratively until only the one most
significant variable remains.
Different quantities can be derived to rank the correlation of the input variables.
• The loss of correlation estimated with the iterative procedure causing the
variable to be removed is called ρiter.
• The correlation of only the one variable under study to the target is called
ρonly. This quantity is not influenced by any other variable.
• The loss in total correlation of the input variables to the target caused by the
removal of the one variable is defined as ρloss.
• From the N -dimensional correlation matrix of the N input variables only
the correlation of each variable to all the other variables is calculated. This
quantity is denoted as κ.
The correlation coefficients, ρi, are directly related to the significance via σi =
ρi ·
√
n where n corresponds to the sample size used in the training. Variables with
σiter < 3 are automatically removed and a minimal subset of input variables is
kept for the neural network.
Decorrelation A neural network is able to take the correlations between input variables
into account. However, a better performance can be achieved if the input variables
would be uncorrelated from the beginning. The linear decorrelation is done after
estimating the ranking by calculating the covariance matrix of the Gaussian input
variables. It is then diagonalised with iterative Jacobi rotations [184]. After that
the correlation matrix of the transformed input variables finally used in the neural
network is close to a unit matrix, i.e. variables are mostly uncorrelated.
60The binary target variable holds the information whether an event is signal or background.
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9.3.2 Individual preprocessing
It is possible that different kinds of input variables are preprocessed in a different way
before the ranking step of the global preprocessing61. In practice, all used input variables
are of the same kind and the individual preprocessing step is the same for all variables.
From the flattened distribution of variable i in each bin j the probability P (xi,j |signal)
of an event being either signal or background is calculated. This probability corresponds
to the purity or mean value of the target defined in Equation (9.1):
P (xi,j |signal) =
nsignali,j
nsignali,j + n
background
i,j
. (9.1)
nsignali,j corresponds to the number of signal events of variable i in bin j while n
background
i,j
is the same for the background events. To reduce statistical fluctuations the resulting
distribution is fitted with a spline [184].
Instead of using the initial variable a new variable is defined. This contains the
information of the correlation to the target given by the regularised spline fit. More
details about the complex procedure to transform the input variables can be found in
Ref. [177,178].
9.4 Neural network architecture
An artificial neural network is inspired by the human brain and consists of neurons
(nodes) that are arranged in layers. Neurons in one of the layers are connected by edges
(synapses) to the neurons of the adjacent layer.
In this special case the neural network is a feed-forward network with three layers.
This means that neurons do only influence the neurons of the following layer. The first
layer represents the input variables and its output creates the input of the neurons in the
hidden layer. Furthermore, the output of the hidden layer neurons is used to calculate
the value of the neurons of the third layer62.
The first layer consists of 13 nodes for the 12 input variables plus one bias node with
a constant value of 1. The hidden layer consists of 15 nodes, while only one node is used
to obtain the output of the network in the output layer. The strength of the connections
61E.g. a continuous variable like the jet momentum should be treated differently compared to a discrete
variable like the number of jets.
62One could think about adding a second hidden layer. However, it was shown that one hidden layer
in combination with sigmoid activation functions is enough to approximate any multivariate function
with arbitrary precision [185].
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between neuron i and j corresponds to the weight wij . The described neural network
architecture is shown schematically together with the variable preprocessing, explained
in Section 9.3, in Figure 9.6.
....
bias
input layer hidden layer output layer outputinput
preprocessing
variable
Figure 9.6: Sketch of the feed-forward neural network with three layers. The input vari-
ables are preprocessed, as described in Section 9.3, and passed to the input layer neurons.
The dashed lines represent additional neurons and edges that are integrated in the neural
network analogical to the other shown neurons and edges.
The value of a neuron j of the hidden layer is calculated as the weighted sum of all
input variables xi following Equation (9.2):
aj(~x) =
13∑
i=1
w1→2ij xi + µj . (9.2)
µj is evaluated from the strength of the connection with the bias node and can be used
to shift the weighted sum as visualised in Figure 9.8. As the range aj(~x) is not restricted
it is passed to the activation function of the node which is mapping the output of the
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node from [−∞,∞] to [−1, 1]. The activation function used in Neurobayes is the shifted
sigmoid function S(aj) defined in Equation (9.3):
S(aj) =
2
1 + e−aj
− 1. (9.3)
This function is sensitive for values around zero and saturates for large positive or
negative values. That is why the shift induced by the bias node and µj is necessary.
....
....
input weights
weighted
sum
activation
function
bias node
Figure 9.7: Data processing at neuron j. In the special case of j being the one output
node of the neural network it would be oj = o.
The data flow at one neuron j is shown in Figure 9.7 and the sigmoid activation
function is depicted in Figure 9.8. The function becomes steeper in its sensitive region
for larger input weights and is shifted to its sensitive region by the weight connected to
the bias node.
In the end the output o of the neural network is again the weighted sum of the output
of the hidden nodes passed through a sigmoid activation function:
o = S
 15∑
j=1
w2→3j S
(
13∑
i=1
w1→2ij xi + µj
) . (9.4)
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To interpret the output of the neural network as a measure of a probability, o is trans-
formed with Equation (9.5) to be within the range [0, 1]:
NN =
1 + o
2
. (9.5)
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Figure 9.8: Sigmoid activation function defined in Equation (9.3). The function is shifted
by the bias node and steeper in its sensitive region if the input weights are larger.
9.5 Training of the neural network
The training of the neural network relies on a training sample from simulation where the
target value is known. The goal of the training procedure is to minimise the difference
between the predicted output of the network and the true target value. In Neurobayes
this is quantified by the entropy loss function63 which is defined based on the sum of n
events in the training sample:
ED = −
n∑
k=1
log
[
1
2
(1 + TK · oK + ε)
]
. (9.6)
63One advantage of the entropy loss function is that completely wrong classifications like TK = 1 and
oK = −1 have an infinite strong influence on the error and are learned by the network very fast. This
behaviour is not present e.g. if using a χ2-function.
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In this function TK ∈ [−1, 1] is the target value of each event while oK ∈ [−1, 1] is the
network output. ε is a constant used for regularisation decreasing with each training
iteration. It avoids saturation effects at early stages of the training where the weights
are initialised randomly.
In principle the training process corresponds to a minimisation problem of ED. How-
ever, in practice this is a highly non-trivial task with caveats like finding local minima
instead of the global minimum. Therefore, the training is done by applying the back-
propagation algorithm [186]. In this algorithm the weights of the synapses are modified
by propagating ED backwards from the output layer to the input layer. The change of
the ith input weight of neuron j is ∆wij and depends on the influence of the weight on
ED. This is quantified by the partial derivative:
∆wij = −η∂ED
∂wij
= −η∂ED
∂oj
∂oj
∂aj
∂aj
∂wij
(9.7)
= −η∂ED
∂oj
S′(aj)xi = −ηδjxi.
η is a free parameter usable to steer the speed of the training. With a higher value of
η the training is performed faster but with lower precision. The neurons’ error signal δj
distinguishes two different cases for neurons being either in the hidden or output layer:
δj = S
′(aj) · ∂ED
∂oj
= S′(aj) · −Tj
1 + Tjoj + ε
(if j is output neuron), (9.8)
δj = S
′(aj) ·
∑
k
δkwjk (if j is hidden neuron). (9.9)
In case of neurons of the output layer the influence on ED is taken into account directly.
For a hidden layer neuron the signal error of its k connected nodes in the following layer
is propagated. Thus, the influence of the neuron is taken indirectly.
The modification of the weights can be done in different ways and in this particular
case the weight update is done every 100 events during the training with wnewij = w
old
ij +
∆wij .
9.5.1 Training with momentum correction
Equation (9.7) can be modified leading to Equation (9.10) that includes the amount of
weight change in the previous iteration:
∆wij = −ηδjxi + α∆wpreviousij . (9.10)
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The second, so called momentum term, can be useful to avoid getting stuck in either
steep valleys or flat plateaus of the multi-dimensional plane.
It was found that the momentum term only has a minor influence on the neural
network used in this thesis. Therefore, the momentum parameter α is set to zero.
9.5.2 Bayesian regularisation and significance control
One issue that can appear when using a neural network is overtraining. This means
that the network has learned to identify statistical fluctuations instead of the general
underlying structure. In Neurobayes complex techniques of Bayesian regularisation are
used that ensure a good generalisation ability of the network. During the training not
only ED but also the weights themselves are minimised in parallel. Insignificant synapses
or neurons are removed automatically leading to a minimal set of nodes and connections
after a successful training. Details about Bayesian regularisation techniques are given in
Ref. [187].
9.5.3 Intrinsic overtraining test
To check for a possible overtraining the training sample is split up in the actual training
sample and a test sample with lower statistics. 20% of the events are used as a test
Training iterations
1 2 3 4 5 6 7 8 9
a
rb
itr
ar
y 
un
its
-0.6
-0.5
-0.4
-0.3
-0.2
-0.1
0
0.1
Training
Testing
Figure 9.9: Entropy loss error function during the training of the neural network. No
overtraining is present and the training finishes after 8 iterations indicated by the error
fixed to a value of 0.
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sample while the 80% remain to perform the training. For both samples the entropy
loss error function is calculated after each iteration of the training. This is shown in
Figure 9.9. A possible overtraining would be visible by an increase of the error on the
test sample after an iteration. In this case the training finishes after 8 iterations and no
indication for an overtraining is seen.
9.6 Final neural network selection
The final neural network used to enhance the signal region with topologies of single-top
t-channel events uses the input variables that have been explained in Section 9.2. It is
expected that the shape of some input variables depends on the mass of the top quark.
It was validated that no bias in the mass estimation is introduced due to the neural
network based event selection. This is explained in Section 10.3.3.
In general, all input variables should be modelled well in the control regions. Ap-
pendix A.2 contains comparisons between the expected and observed distributions of
the used variables. In both control regions very good agreement is found in the electron
as well as the muon channel separately. Apart from a good modelling only variables
that add significant discrimination between signal and background are considered. Their
ranking estimated with the procedure explained in Section 9.3 is shown in Table 9.1.
As one can see all of them add significant information to distinguish between signal and
Table 9.1: The 12 variables which are used in the training of the neural network ordered
by their importance. The definitions of ρi, σi and κ are given in Section 9.3.
Variable ρiter [%] σiter ρonly [%] σonly ρloss [%] σloss κ [%]
m(`νb) 37.89 134.12 37.89 134.12 14.78 52.29 67.8
m(jb) 30.82 109.06 31.37 111.00 12.18 43.10 69.6
m(`b) 17.50 61.91 36.26 128.31 13.41 47.47 68.7
|η(j)| 13.88 49.13 32.41 114.69 15.02 53.17 52.8
η(lν) 13.26 46.93 18.71 66.22 9.39 33.24 67.7
HT (l, jets, E
miss
T ) 9.92 35.09 23.20 82.11 8.79 31.10 58.7
EmissT 7.37 26.09 12.78 45.22 8.00 28.23 35.8
mT (W ) 6.92 24.48 12.47 44.15 6.48 22.93 31.7
cos θ(`, j)`νb,r.f. 6.24 22.09 21.91 77.55 5.59 19.79 48.4
pT (W ) 2.45 8.67 10.08 35.69 2.79 9.86 48.7
η(lνb) 1.58 5.58 12.74 45.10 1.41 4.98 76.6
∆R(`, `νb) 1.41 4.98 6.48 22.92 1.34 4.73 38.4
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background. The correlation matrix calculated for all input variables initially used in
the training and the target variable can be found in Appendix A.4. The setup of the
neural network corresponds to the setup of the feed-forward network with three layers
explained in Section 9.4.
The training was done with the procedure that is detailed in Section 9.5. Events se-
lected in the signal region according to Table 8.7 apart from the QCD-multijet model are
used as the training sample. The admixture of signal to background events in the train-
ing was chosen to be 50% signal and 50% background, where the different background
processes are weighted according to their number of expected events.
In the training only events from t-channel production are treated as signal and
W+jets, Z+jets and diboson processes are considered as background. Other top quark
processes will be treated as signal in the later top quark mass measurement but are
excluded from the training due to the reasons formulated in Section 9.2.
The resulting output distribution normalised to unit area is shown in Figure 9.10 for
all processes. It is clearly visible that the single-top t-channel events are accumulating
at higher values of the distribution.
NN output
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Ev
en
t f
ra
ct
io
n
0
0.05
0.1
t-channel
, Wt, s-channeltt
W+jets
Z+jets, diboson
QCD multijet
2 Jets SR electrons + muons
M
C 
no
rm
al
ize
d 
to
 u
ni
t a
re
a
Simulation
Figure 9.10: Distributions of the neural network output normalised to unit area showing
all background processes.
Since the training of the neural network is done with simulated events, one has to
check the modelling of the output distribution with observed events. This is tested in
the two control regions defined in Section 8.1.2. In Figure 9.11(a) the neural network
output distribution is shown in the W±-boson control region and in Figure 9.11(b) for
the tt¯ control region. In both regions the normalisation obtained in Section 8.2 is used
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and good agreement is seen. The neural network output distribution in the signal region
is shown in Figure 9.12.
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Figure 9.11: Comparison of the expected and the observed neural network output dis-
tributions in the two control regions. The hatched bands indicate the size of the sta-
tistical uncertainty of the simulated sample and the systematic uncertainties on the
QCD-multijet normalisation and relative top normalisation. In simulation a top quark
mass of mtop = 172.5 GeV is used.
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Figure 9.12: Simulated and observed output distributions of the neural network in
the combined electron+muon channel in the signal region. The normalisation given in
Table 8.7 and a top quark mass of mtop = 172.5 GeV in simulation is used. The hatched
bands indicate the size of the statistical uncertainty of the simulated sample and the
systematic uncertainties on the W+jets normalisation and relative top normalisation.
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9.6.1 Cutting on the neural network output
A cut value of NN > 0.75 was chosen to enhance the signal purity for the later top
quark mass analysis. The choice of the cut on the neural network was chosen to be the
best possible compromise between a high signal purity and signal efficiency leading to
the highest possible statistical precision and sensitivity.
The neural network is constructed in a way that the signal-to-background ratio is
monotonically increasing as a function of the cut value. Therefore, the value of S√
S+B
is more useful as a classifier to optimise the cut value because it is a direct measure of
the statistical precision64. In Figure 9.13 the ratios SB (a) and
S√
S+B
(b) are shown as
a function of the neural network cut showing that the chosen cut value maximises the
latter ratio65.
NN output
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
BS
0
2
4
6
signal+background simulation
=8TeVs2Jets SR combined
(a) S
B
vs neural network output cut
NN output
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
S+
B
S
0
50
signal+background simulation
=8TeVs2Jets SR combined
(b) S√
S+B
vs neural network output cut
Figure 9.13: Signal-to-background ratios as a function of the neural network cut showing
that the chosen cut value maximises the respective ratio.
Studies with pseudo-experiments have shown that if the cut is raised from NN >
0.75 to e.g. NN > 0.8 the statistical uncertainty on the top quark mass measurement
increases by about 100 MeV. This is mostly driven by low statistics that remains for the
background sample described in Section 10.2.2. If the cut is lowered to e.g. NN > 0.7 the
statistical precision is only slightly better but the non-top background fraction increases.
The cut value at NN > 0.75 was chosen as the best balance between the two as it also
64 S√
S+B
is a measure optimising the product of signal efficiency εS = SXS and signal purity pS =
S
S+B
.
S stands for the number of selected events from processes including top quarks while B corresponds to
the number of background processes without top quarks. XS corresponds to the total number of events
from processes containing top quarks. It is constant and does not influence S√
S+B
for different cut values.
65Actually the maximum is slightly lower than at 0.75 but still the observed performance was better
with the little higher purity.
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provides the highest possible value of S√
S+B
. Systematic uncertainties only play a minor
role since the dominant uncertainties from the jet energy scale are mostly independent
from the cut on the neural network.
9.6.2 Event yields and kinematic modelling after cutting on the neural
network output distribution
In Table 9.2 the respective event yields in the signal region after cutting at NN > 0.75
on the neural network output is summarised. The event yields are calculated using the
acceptance from MC samples normalised to their respective theoretical cross-sections
including the (N)NLO k factors and the correction factors obtained in Ref. [71]. The
event numbers for QCD-multijets reflect the yields as derived from the binned maximum-
likelihood fit in the EmissT -distribution as it is described in Section 8.2.
Table 9.2: Number of observed and expected events in the signal region after cutting
at NN > 0.75 on the neural network output. The uncertainties shown are derived
using the statistical uncertainty and the uncertainty on the theoretical cross-section.
The uncertainty on the QCD-multijets is fixed to 50%.
electron channel muon channel
Process barrel end-cap total total
t-channel 3587± 22 495± 8 4082± 23 5055± 27
tt¯ 1811± 22 171± 7 1983± 23 2299± 25
s-channel 56± 2 14± 1 70± 2 92± 2
Wt-channel 222± 12 16± 3 238± 12 254± 13
W+jets (b) 632± 14 113± 5 745± 15 1108± 19
W+jets (c) 749± 38 58± 10 806± 39 1161± 49
W+jets (light) 117± 27 23± 12 140± 30 129± 26
Z+jets/Diboson 139± 7 26± 3 165± 8 194± 16
QCD-multijets 260± 130 132± 66 390± 190 570± 280
Total expected 7570± 140 1048± 69 8620± 200 10860± 290
data 7796 999 8795 11038
bkgd. fraction rMC [%] 25.0± 1.6 33.5± 5.7 26.0± 2.1 29.1± 2.4
Good agreement between the expectation and the data can be seen. By applying
the neural network selection it was possible to reduce the predicted background fraction
from rSRMC ≈ 53%, see Table 8.7, to rSR,NN>0.75MC ≈ 28%.
In Figures 9.14 and 9.15 the distributions of kinematic observables are shown in
the signal region after cutting at NN > 0.75 normalised to the number of expected
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events according to Table 9.2. Overall a very good agreement between the simulated
distributions and the observed distributions in data is seen.
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Figure 9.14: Basic kinematic distributions of the combination of muon and electron
channels in the signal region after cutting at NN > 0.75. The normalisation given in
Table 9.2 and a top quark mass of mtop = 172.5 GeV in simulation is used. The hatched
bands indicate the size of the statistical uncertainty of the simulated sample and the
uncertainty on the W+jets normalisation.
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Figure 9.15: Basic kinematic distributions of the combination of muon and electron
channels in the signal region after cutting at NN > 0.75. The normalisation given in
Table 9.2 and a top quark mass of mtop = 172.5 GeV in simulation is used. The hatched
bands indicate the size of the statistical uncertainty of the simulated sample and the
uncertainty on the W+jets normalisation.
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Measurement of mtop in t-channel topologies
In this chapter the measurement of mtop in a sample selected with the neural network
based selection explained in Chapter 9 will be discussed. In Section 10.2 the analysis
method is described. It is using the m(`b) variable which will be introduced in Sec-
tion 10.1. The validation of the procedure is discussed in Section 10.3 and the discussion
about systematic uncertainties is included in Section 10.4.
The measurement is done in the electron, muon and combined electron+muon chan-
nel. The combination is done by adding together the two disjoint contributions and
repeating all analysis steps in the same way as it is done for the separate channels.
10.1 The m(`b) observable
As the observable that is sensitive to mtop the invariant mass of the reconstructed lepton
and b-jet in the event, m(`b), is chosen. This corresponds to the reconstructed top quark
mass without the neutrino component. The full 4-vector of the charged lepton can always
be reconstructed with good accuracy. Additionally, the requirement of exactly two jets
with one of them being tagged by the MV1c algorithm at an efficiency of εb = 50%
yields a well defined b-jet. With this procedure the assignment of the b-jet to the correct
parton can be done with high accuracy and the assignment is correct in about 95% of
the cases.
Selected events contain exactly one charged lepton and one b-tagged jet which make
the assignment unambiguous. Therefore, the 4-vector can be built by summing up the
vectors of the two decay products xµ`b = x
µ
` + x
µ
b−jet and the invariant mass m(`b) can
be calculated from the 4-vector components.
In Figure 10.1 ((a),(b)) the observed and expected distribution of m(`b) is shown in
the two control regions while in Figure 10.1(c) the signal region is shown. Figure 10.1(d)
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shows the predicted and expected distribution of m(`b) after the final event selection
including the NN > 0.75 cut. All plots assume a top quark mass of mtop = 172.5 GeV
in simulation and good agreement is seen.
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Figure 10.1: Expected and observed distribution of m(`b) assuming mtop = 172.5 GeV
in the two control regions, in the signal region and in the signal region after the cut
on the neural network output distribution. The hatched bands indicate the statistical
uncertainty and the uncertainty on the QCD-multijet normalisation in the control regions
and on the W+jets normalisation in the signal region.
In Figure 10.2 the shapes of the different signal and background components of the
m(`b) observable normalised to unit area are shown. In Figure 10.2(a) one can see that
the shape of m(`b) in the peak region is similar for the t-channel process compared to
the other top quark mass dependent processes. tt¯ events have a larger jet (and b-jet)
multiplicity leading to the possibility of a wrong assignment of the second b-jet from
the decay of the second top quark. This can be seen as a tail at high values of m(`b) in
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Figure 9.4(c) in the signal region before the neural network selection is applied. After
cutting on the neural network in Figure 10.2(a) deviations at higher m(`b) values are
still present but much less pronounced when comparing the t-channel with the other top
quark processes. The interpretation of this is that the neural network often selects the
correctly assigned b-jet and lepton stemming from the same top quark in tt¯ events.
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Figure 10.2: (a) Shape of the invariant mass m(`b) after all cuts in the signal region
for the t-channel signal and other top quark mass dependent processes. (b) Shape with
all signal and background processes included. tt¯, single-top s-channel and Wt-channel
production are treated as signal and the remaining background is completely independent
from the top quark mass. All plots are normalised to unit area and a top quark mass of
mtop = 172.5 GeV is assumed (See Appendix A.9 for other top quark masses.).
To be able to use a combined (t-channel + tt¯ + Wt-channel + s-channel) signal
distribution it is necessary that it is described by the template parametrisation, which
will be introduced in Section 10.2.1 in the sensitive region of mtop. That this is the case
can be seen in Figure 10.3 for the central mass point with mtop = 172.5 GeV. All other
mass points are also well described and can be found in Appendix A.5. Additionally, in
Section 10.3 it is shown that no bias is present in any mass region when using a combined
signal template.
Thus, for the m(`b) observable the background is completely independent from the
top quark mass. In Figure 10.2(b) the shapes of the final signal and background processes
are shown including contributions fromW+jets, Z+Jets, diboson and QCD-multijet pro-
duction. The relative fraction of signal and background will be included as a parameter
in the fit to measure the top quarks mass. Because of that it is important that the shapes
of the two show differences yielding sensitivity to discriminate between the signal and
the background.
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10.2 The Template Method
The template method has already been explained in Section 3.3.2 and is a commonly
used method in particle physics. Simulated distributions are constructed for m(`b) using
a number of discrete values of mtop. The fitted parameters are then interpolated between
different values of mtop. Using the interpolations it is possible to predict the parameters
and, thus, predict a distribution of m(`b) for all values of mtop within a certain mass
region. These distributions of m(`b) depending on the mass of the top quark are called
templates giving the method its name.
In the final step a likelihood fit to the observed data distribution is used to obtain
the value of mtop that best describes the data. In this procedure, the distributions are
constructed such that they are unbiased estimators of the top quark mass used in the
simulated sample. That this is the case will be validated in Section 10.3. Consequently,
the top quark mass measured in this way in data corresponds to the mass definition that
has been used in simulation. This definition is different from e.g. the pole mass definition
in quantum field theory as explained in Section 3.3.1.
10.2.1 Signal probability density function
The signal distributions of m(`b) are constructed for top quark masses in the range of
165− 180 GeV, using the separate simulated samples for each of the N = 7 mass points.
These samples are all listed in Tables 7.1 and 7.2.
As a first step the seven signal distributions of m(`b) are fitted separately with the
sum of a Landau and a Gaussian function66 corresponding to Equation (10.1):
s (p0 . . . p6, x = m(`b)) = p0 · ((1− p1) ·G(x|p5, p6) + p1 · L(x|p2, p3, p4)) . (10.1)
This functional form depends on n = 7 parameters p0 . . . pn−1 yielding N × n = 49
fit parameters. The individual fit parameters are the mean, p5, and the width, p6, of
the Gaussian, the shift, p2, centre, p3, and scale, p4, of the Landau, one parameter,
p1, of the relative Gaussian and Landau fraction and one parameter, p0, as the overall
normalisation. Since all parameters are correlated only the parameters p3 and p5 are left
as free parameters for the mass measurement. The parameter p0 is also a free parameter
66The definition of the used flipped and shifted Landau function is L(x|p2, p3, p4) = L(−x+ p2|p3, p4).
The changed argument x→ −x+ p2 flips the x-axis and shifts the distribution to the sensitive region of
m(`b). The landau function L(x|µ, σ) is defined in Ref. [188] with the most probable value µ = p3 and
scale σ = p4. The definition of the Gaussian function is analogue to the definition given in Equation (10.7)
with µ = p5 and scale σ = p6.
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in each individual fit but is not used in the later mass estimation. This makes sure that
there is no influence of the cross-section on the mass estimation. The parameters p1, p2,
p4 and p6 are fixed to the prediction from the central mass fit with mtop = 172.5 GeV.
In Figure 10.3 the fit is shown for the central mass point at mtop = 172.5 GeV for the
combined electron+muon channel. In addition, all fits of the different mass points are
shown in Appendix A.5. One can see that the functional parametrisation describes the
distribution of m(`b) very well for all mass points with a very good χ2. In Figure 10.4 the
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Figure 10.3: Signal distribution of them(`b) observable scaled to the number of expected
events fitted with the function defined as the sum of a Landau and a Gaussian distribu-
tion defined in Equation (10.1). In simulation a top quark mass of mtop = 172.5 GeV is
used.
sensitivity of the m(`b) observable to the input value of mtop is shown as a superposition
of three different mass points together with the fitted parametrisation.
By verifying and imposing a linear dependence of the parameters on mtop they can
be expressed as
p˜i(mtop) = ai ·mtop + bi with i ∈ {0, . . . , n− 1}, (10.2)
which reduces the number of free parameters67 to n × 2. The linear approximation of
the fit parameter dependence on mtop is shown in Figure 10.5 for the mass-dependent
67To be more precise, since p0 is only used for the normalisation and p1, p2, p4 and p6 are fixed the
actual number of free parameters used to determine mtop would be (n× 2)− 10 = 4 in each channel.
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Figure 10.4: Dependence of the m(`b) distribution on mtop for simulated samples gener-
ated with different input top quark masses, together with the signal probability density
functions obtained from the parametrisation described in Section 10.2.1.
parameters p3 (a) and p5 (b). The optimal values of ai and bi are estimated using a fit
of Equation (10.2) to the N mass points for each parameter. The calibration curves of
all parameters for the electron, muon and combined electron+muon channel are shown
in Appendix A.6.
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Therefore, a probability density function for the m(`b) observable depending on mtop
for the signal is built using the Equations (10.1) and (10.2):
Psig(m(`b)|mtop) = s (p˜i(mtop),m(`b)) . (10.3)
10.2.2 Background probability density function
The background events are included in the analysis also using a functional parametrisa-
tion. To estimate the background template only one fit that is independent from the top
quark mass is necessary. This means that the background template is kept constant for
all different mass points. The same parametrisation of a Landau and a Gaussian distri-
bution, given by Equation (10.1), is used for the background. The seven fit parameters
are referred to as pˆi and in Figure 10.6 the fit to the background only m(`b) distribution
is shown.
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Figure 10.6: Background distribution of the m(`b) observable scaled to the number of
expected events fitted with the function defined as the sum of a Landau and a Gaussian
distribution in Equation (10.1).
One caveat of the very effective reduction of the background due to the neural net-
work selection is the low statistics remaining to estimate a decent background template.
Although the total simulated background sample consists of about 350 − 400 million
events in total, compare Table 7.5, statistical fluctuations can be seen in the distribu-
tions in Figure 10.6. This is a limiting factor of the method’s precision which can be
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avoided by using very large datasets in simulation. That is the reason for the enormous
need in terms of available computing resources.
The probability density function of the background based on the one set of seven
fitted parameters, pˆi, and Equation (10.1) is given by:
Pbkgd(m(`b)) = s (pˆi,m(`b)) . (10.4)
10.2.3 Template likelihood fit to estimate mtop
Finally the signal and background templates are used as the input of a binned template
likelihood fit [139] to the m(`b)-distribution in data. This is done for m(`b) in the range
between 50.0 GeV and 157.5 GeV using a bin width of 2.5 GeV.
The full likelihood L = LModel ·Lr consists of two terms where the first term, LModel,
includes the signal and background templates as well as the data distribution. The second
term, Lr, constraints one of the fit parameters, fback, which is the relative background
fraction. This will be explained in more detail later in this section. The full logarithmic
likelihood function can be written down as:
ln (L) = ln
[
LModel(A, fback,mtop|m(`b)databin , Psig(m(`b)|mtop), Pbkgd(m(`b)))
]
(10.5)
+ ln [Lr(fback|rMC, σrMC)] .
The function has three parameters: the top quark mass, mtop, the relative background
fraction, fback and the overall normalisation, A.
The likelihood of the model, LModel, uses the signal and background templates,
Psig(m(`b)|mtop) and Pbkgd(m(`b))), as well as the distribution of m(`b) in data, re-
ferred to as m(`b)databin . In a binned template likelihood fit it is defined as the product
of probability functions comparing data to simulation in bins of m(`b). The probability
in each bin is taken from Poisson distributions with mean, λbin, from simulation and
values, kbin, from data. Thus, the likelihood of the model reads:
LModel =
∏
bins
Poisλbin(kbin) with kbin = m(`b)
data
bin (10.6)
and λbin = A [(1− fback) · Psig(m(`b)bin|mtop) + fback · Pbkgd(m(`b)bin)] .
In Figure 10.7 an example fit with the signal and background probability density
functions is shown using pseudo-data with mtop = 172.5 GeV.
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Figure 10.7: Fitted signal and background probability density functions to pseudo-data
with mtop = 172.5 GeV scaled to the number of expected events.
fback is constrained by a Gaussian distribution centred around the prediction from
simulation rMC. The width of the Gaussian σrMC is reflecting the theoretical uncertainty
on the background fraction. Both values, rMC and σrMC , are given in Table 9.2 separately
for the electron and the muon channel. The constraint is included in the likelihood as
mentioned above and is given by:
Lr = G(fback|rMC, σrMC) =
1√
2piσrMC
· exp
(
−(fback − rMC)
2
2σ2rMC
)
(10.7)
The strength of the constraint was varied to make sure that the mass estimation is not
biased in any way. Details can be found in Appendix A.7. The background fraction given
by the fit is (25± 4) % in the electron channel and (30± 4) % in the muon channel. This
is in good agreement with the predicted fractions from Table 9.2 of (26 ± 2) % in the
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electron channel and (29±2) % in the muon channel, respectively. Also the obtained top
quark mass is in good agreement with the mass used in simulation.
10.3 Validation of the method
Following the procedure described in Section 10.2 the templates are estimated for mea-
suring the mass of the top quark. For the m(`b) observable a sum of a Gaussian and
a Landau function was chosen where the Landau was flipped to account for the flatter
right flank. This function provided the best performance in terms of χ2 per degrees of
freedom and stability compared to other investigated functional parametrisations. The
background is also parametrised by the same function but since all top quark mass de-
pendent processes are treated as signal there is no dependence left in the background
fit.
In this section it will be shown that the estimation of the top quark mass and the
statistical uncertainty is unbiased using pseudo-experiments.
10.3.1 Drawing pseudo-data and oversampling correction
It is often useful to create ensembles of pseudo-experiments generated from a distribution
like the m(`b)-distribution. With this technique the analysis method can e.g. be tested
for a possible bias or statistical fluctuations can be averaged out to isolate systematic
uncertainties.
One pseudo-dataset is created by randomly drawing k events from the underlying
m(`b)-distribution where k is following a Poisson distribution, Pois(λ), with λ being the
number of expected events. This procedure can be repeated N times in order to generate
N ensembles of pseudo-data.
In principle it would be possible to reduce the statistical uncertainty of the underlying
simulated dataset to zero by drawing N → ∞ pseudo-datasets. However, the pseudo-
datasets are drawn from a finite amount of simulated events. In this case these are the
events contributing to the distribution all ensembles of pseudo-data are drawn from. This
incorrect calculation of the statistical uncertainty of the simulated sample is referred to
as oversampling. The Barlow correction [189] used to correct for oversampling is defined
in Equation (10.8):
σstat(N, ρ) ∝
√
1
N
+ ρ, (10.8)
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with N being the number of pseudo-experiments and ρ the correlation between the
pseudo-data samples. For drawing of events without replacement the value of ρ is defined
as ρ = nm . n corresponds to the number of events in the underlying simulated sample
and m is the number of events drawn for the pseudo-dataset.
All uncertainty bars in Sections 10.3.2 and 10.3.3 are corrected for oversampling using
the Barlow correction depending on the number of pseudo-experiments drawn. This
makes sure that the correct statistical uncertainty corresponding to the true uncertainty
of the underlying simulated dataset is obtained.
10.3.2 Expected sensitivity and fit bias
To validate the method 2000 ensembles of pseudo-experiments per mass variation sample
were performed and the results are presented in this section later on.
The expected statistical uncertainty distributions for a measured mass of mtop =
172.5 GeV are shown in Figure 10.8 in comparison to the obtained statistical uncertainty
that is estimated in the template likelihood fit to the data, which will be detailed in
Chapter 11. Good agreement to the predicted precision which is of the order of 0.7 GeV
in the combined electron+muon channel can be seen.
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Figure 10.8: Expected statistical uncertainty assuming mtop = 172.5 GeV evaluated
with pseudo-experiments in the electron (a), muon channel (b) separately and in the
combined electron+muon channel (c). Also shown is the observed statistical uncertainty
that is estimated in the template likelihood fit to the data, which will be detailed in
Chapter 11, indicated by a red arrow.
In Figure 10.9 ((a), (c), (e)) the mean estimated mass 〈mouttop〉 given by the template fit
and in ((b), (d), (f)) the resulting mass differences ∆mtop = mintop−〈mouttop〉 depending on
mintop is displayed. It is clearly visible that the mass used to draw the pseudo-experiments,
mintop, is obtained reliably and no bias is present in the whole sensitive mass region.
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The so called pull is defined as:
pull =
mintop −mouttop
σouttop
, (10.9)
with mintop being the expected value of mtop and mouttop being the fitted value of mtop with
its statistical uncertainty σouttop. If the statistical uncertainty is correctly estimated and
the mass estimation is unbiased, the pull is expected to be distributed as a standard
Gaussian with mean zero and unit width.
The pull width values, shown in Figure 10.10 ((b), (d), (f)), are deviating slightly
from one. However, as these deviations are in opposite direction in the electron and
the muon channel it is unlikely that a general problem with the template fit is present.
Also a hypothetical correction would be far below the statistical precision of the method
and, thus, the final result of the measured value of mtop would not change at all. This
proves together with the plots in Figure 10.9 that the method is unbiased. Also the
expected statistical uncertainty depending onmtop is shown in Figure 10.10 ((a), (c), (e)).
The uncertainty bars in all figures indicate the remaining uncertainty on the result of
the pseudo-experiments. This corresponds to the true uncertainty of the underlying
simulated dataset that is corrected for oversampling following the procedure given in
Section 10.3.1. In Appendix A.8 the pull-distributions, distributions of the fitted mass
and distributions of the statistical uncertainties are shown for all mass points.
10.3.3 Influence of mtop on neural network training
Some of the input variables of the neural network, introduced in Section 9.2, are clearly
expected to have a dependence on the mass of the top quark. Thus, a possible bias due
neural network based event selection can not be excluded a priori and has to be checked.
Three independent trainings of the neural network have been performed using a mass
sample with mtop = 165.0 GeV, mtop = 172.5 GeV (default) or mtop = 180.0 GeV as
signal sample. Figure 10.11(a) shows the m(`b) distribution of all processes including top
quarks after the selection with the three neural networks normalised to the number of
events obtained for the central mass sample as given in Table 9.2. The three simulated
samples all use a top quark mass of mtop = 172.5 GeV and are selected with the full
event selection including the cut on the neural network at NN > 0.75. It is clearly
visible that the distribution is shifted to higher (lower) values if the neural network was
trained with a higher (lower) top quark mass. This is the expected behaviour which is
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Figure 10.9: Plots to check for a possible bias in the mass determination. The x-axis
refers to the top quark mass used as a parameter during simulation. The y-axis is the
mean fitted mass 〈mouttop〉 (left) and the difference of the mean mass to the mass used in
the pseudo-data sample ∆mtop = mintop − 〈mouttop〉 (right).
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Figure 10.10: Plots to check the consistency of the estimation of the statistical un-
certainty in the mass determination. The x-axis refers to the top quark mass used as
a parameter during simulation. The y-axis is the expected statistical uncertainty (left)
and the width of the pull-distribution (right) showing that the estimated statistical un-
certainty is correctly estimated.
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Figure 10.11: Plots to check if any possible bias is introduced due to the mass dependence
of the neural network input variables. Shown is the combined electron+muon channel
where the training of the neural network has been performed using a mass sample with
mtop = 165.0 GeV (blue), mtop = 172.5 GeV (default,black) or mtop = 180.0 GeV (red)
as signal sample. In (d) it can be seen that no bias is observed.
also seen in Figure 10.4 where the same neural network selection is applied to samples
with different top quark masses.
The estimation of the signal and background probability density functions, detailed
in Sections 10.2.1 and 10.2.2, is now repeated for the three scenarios. Figures 10.11(b)
and 10.11(c) show the parameter calibration curves, corresponding to Equation (10.2),
for the two mass dependent parameters of the signal parametrisation. It can be seen
that both parameters are shifted which absorbs the mass dependence introduced by the
selection.
To ensure that no bias remains pseudo-experiments have been performed. The pro-
cedure to check if any bias is present is done analogue as described in Section 10.3.2. It
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is repeated three times with the three neural networks trained with different top quark
mass samples and the corresponding signal and background probability density func-
tions. In Figure 10.11(d) the mass difference ∆mtop = mintop − 〈mouttop〉 is shown for the
three selections depending on mintop. For all mass points mintop is obtained by the fit within
uncertainties. Thus, no indication for a bias introduced by the top quark mass influence
on the neural network training is observed.
10.4 Systematic uncertainties
The measurement of the top quark mass suffers from a variety of systematic uncertainties.
These are calculated by performing pseudo-experiments with the technique described in
Section 10.3. Each systematic uncertainty is estimated by varying the respective un-
certainty source and determining the impact on the top quark mass measurement68.
Whenever it is possible the uncertainty source is varied by one standard deviation (±1σ)
with respect to the default value. The average value of mtop obtained with the pseudo-
experiments including the +1σ systematic variation, 〈m+1σtop 〉, is compared to the cor-
responding value of the −1σ systematic variation, 〈m−1σtop 〉. The difference is used to
determine the systematic uncertainty. This is depicted in Figure 10.12(a) as an example
for one of the systematic uncertainties that are discussed later.
For systematic sources where only one variation is available the difference between
〈m1σtop〉 and 〈mnominaltop 〉 is used to determine the systematic uncertainty. Furthermore
some uncertainties involve a comparison of two scenarios that are directly compared. An
example is shown in Figure 10.12(b) for the single-top t-channel hadronisation where the
simulated sample representing the single-top t-channel has been replaced. Some other
special systematic uncertainties involve different procedures and are explained in the
respective section.
For most of the uncertainty sources the same simulated events are used such that
the observed values of mtop for the different sample are highly statistically correlated.
In all cases the actual observed difference is quoted as the systematic uncertainty on the
corresponding source, even if it is smaller than the statistical precision of the difference,
following the recommendation given in Ref. [190]. The statistical precision of the system-
atic uncertainties was tested using pseudo-experiments and found to be about 0.3 GeV.
Thus, statistical fluctuations between the electron and muon channel can appear if the
68Usually this means that the simulated sample with the nominal selection is replaced by a simulated
sample including systematic variations or changes in the selection.
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Figure 10.12: Examples how systematic uncertainties are calculated for a (±1σ) varia-
tion (a) and a systematic uncertainty comparing two scenarios (b).
corresponding systematic uncertainty itself is small. In all cases these fluctuations are
below the statistical precision of the measurement.
The total uncertainty is calculated as the quadratic sum of the individual contribu-
tions. This approach neglects possible correlations between different systematic uncer-
tainties, which in any case are expected to be small.
10.4.1 Object energy scale/resolution and efficiencies
Systematic uncertainties due to the residual differences between data and simulation on
reconstructed objects after calibration are propagated through the whole analysis. This
involves the reconstruction of all objects explained in Chapter 5 like jets, leptons and
the missing transverse momentum.
Lepton energy scale and resolution The underlying lepton momentum correction
factors and associated uncertainties were derived by the ATLAS combined performance
groups as briefly explained in Sections 5.3.4 and 5.4.4. To evaluate the effect of the lepton
momentum scale uncertainties the event selection is redone with the lepton momentum
varied by one standard deviation (±1σ). The systematic uncertainties on the lepton
energy scales are then given by half the difference between the two average fitted top
quark masses following Equation (10.10):
∆mtop = 0.5 ·
(〈m+1σtop 〉 − 〈m−1σtop 〉) . (10.10)
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This procedure corresponds to the example displayed in Figure 10.12(a).
In case of the lepton momentum resolution the event selection is redone with the
lepton momentum smeared by one standard deviation (±1σ). Since muons are recon-
structed using the inner tracking detector and the muon spectrometer two variations are
needed. This is accounting for the different energy resolution of the two sub-detectors
including correlations among them. The final systematic uncertainty due to the muon
energy resolution is half the difference between the maximum and minimum value of the
four estimated average fitted top quark masses:
∆mtop = 0.5 · [ max(〈m+1σ,IDtop 〉, 〈m−1σ,IDtop 〉, 〈m+1σ,MStop 〉, 〈m−1σ,MStop 〉)
−min(〈m+1σ,IDtop 〉, 〈m−1σ,IDtop 〉, 〈m+1σ,MStop 〉, 〈m−1σ,MStop 〉)]. (10.11)
The electron energy resolution uncertainty is given by half the difference analogue to
the lepton energy scale uncertainties following Equation (10.10).
Lepton reconstruction The mis-modelling of lepton trigger, reconstruction and se-
lection efficiencies in simulation are corrected by scale factors depending on the lepton
kinematics. These have been derived with uncertainties by the combined performance
groups of ATLAS as briefly explained in Sections 5.3.4 and 5.4.4. The systematic un-
certainties on the measurement of mtop were evaluated by varying the respective scale
factors by one standard deviation (±1σ). The systematic sources are called lepton iden-
tification, lepton reconstruction and lepton trigger efficiency in Table 10.7. They have
been derived following the same procedure as explained in the previous paragraph using
Equation (10.10).
Jet energy scale (JES) The jet energy scale uncertainty is accounting for the limited
ability to reconstruct kinematic quantities of jets with the ATLAS calorimeter. It was
derived by the ATLAS JetEtMiss combined performance group using information from
test-beam data, LHC collision data and simulation.
The total jet energy scale is split up into 21 components, which are considered un-
correlated. These components vary as a function of jet pT and η and are evaluated in
different categories: detector, statistical, physics modelling, mixed detector and mod-
elling, η intercalibration, pile-up, single particle and flavour. A detailed description of
the different categories can be found in Ref. [113]. Additional contributions, namely
pile-up (pT term and ρ topology), arise due to the large pile-up effects in 2012 data.
Another component called b-jet energy scale (bJES) ranges up to 2.5%, depending on
166
10.4. SYSTEMATIC UNCERTAINTIES
the pT of the jet. It is applied for b-quark induced jets only due to differences between
light-flavour- and gluon-jets as opposed to jets containing b-hadrons.
For each of the 21 components the kinematic quantities69 of the reconstructed jets
are scaled by one standard deviation (±1σ) and the full event selection and analysis are
repeated. Thus, every component of the systematic uncertainty is estimated following
Equation (10.10). The individual components are given in Table 10.1 and the total jet
energy scale uncertainty also listed in Table 10.7 is given by the quadratic sum.
Table 10.1: Systematic uncertainties due to the jet energy scale on the measurement of
the top quark mass for variations at the level of ±1σ.
Source of uncertainty |∆mtop| [GeV] |∆mtop| [GeV] |∆mtop| [GeV]
electron muon electron+muon
EffectiveNP detector 1 0.30 0.41 0.37
EffectiveNP detector 2 0.03 0.07 0.03
EffectiveNP detector 3 0.01 0.13 0.08
η intercalibration (statistical) 0.15 0.32 0.24
EffectiveNP statistical 1 0.05 0.15 0.10
EffectiveNP statistical 2 0.00 0.11 0.06
EffectiveNP statistical 3 0.10 0.02 0.06
η intercalibration (modelling) 0.72 1.06 0.90
EffectiveNP modelling 1 0.85 0.91 0.91
EffectiveNP modelling 2 0.06 0.07 0.07
EffectiveNP modelling 3 0.10 0.23 0.16
EffectiveNP modelling 4 0.01 0.10 0.06
EffectiveNP mixed 1 0.00 0.06 0.02
EffectiveNP mixed 2 0.03 0.02 0.02
Pile-up (ρ topology) 0.14 0.18 0.18
Pile-up (pT term) 0.06 0.04 0.00
Pile-up offset (µ term) 0.13 0.22 0.18
Pile-up offset (NPV term) 0.03 0.29 0.18
Single particle high pT 0.01 0.06 0.02
Flavour composition 0.18 0.16 0.20
Flavour response 0.07 0.01 0.05
b-jet energy scale 0.46 0.39 0.43
total jet energy scale 1.29 1.64 1.49
69This mainly concerns energy and transverse momentum of the jets.
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Jet reconstruction efficiency The jet reconstruction efficiency was measured using
minimum bias events and simulated events containing dijets. It was found that the jet
reconstruction is fully efficient for jets with pT > 30 GeV [191]. Only jets above this
threshold contribute to the analysis and no dedicated systematic uncertainty for the
reconstruction efficiency of jets is needed.
Jet energy resolution The impact of the jet energy resolution is evaluated by smear-
ing the jet energy in simulation. Before the event selection is performed the energy of
each jet is smeared by a Gaussian function such that the width of the resulting Gaussian
distribution corresponds to the one which includes the measured jet energy resolution un-
certainty [143]. The difference among the average fitted top quark mass for the smeared
and unsmeared scenario is taken as the systematic uncertainty:
∆mtop = 〈mnominaltop 〉 − 〈m1σtop〉. (10.12)
Missing transverse momentum The missing transverse momentum is reconstructed
from the reconstructed leptons and jets in the event as described in Section 5.5. The un-
certainties from the energy scale and resolution of these objects explained previously are
propagated into the calculation of the missing transverse momentum. This means that
the systematic uncertainties arising from these sources modifying the missing transverse
momentum are already covered.
An inherent uncertainty of the EmissT -resolution remains that arises from the con-
tributions of calorimeter cells not associated to any jets (cellout term) and soft jets
(7 GeV < pjetT < 20 GeV). These components are again varied by one standard deviation
(±1σ) and the systematic uncertainties calculated with Equation (10.10) are listed in
Table 10.7.
Flavour-tagging efficiency Since the analysis makes use of b-tagging, the uncer-
tainties on the b- and c-tagging efficiencies and the mistag rate are taken into account.
Methods to evaluate correction factors from collision data in dijet or tt¯ events have been
explained in detail in Section 6.2. These correction factors are applied to all simulated
events used in the analysis to match the flavour-tagging performance measured in data.
The uncertainties on the correction factors are propagated independently for b-jets,
c-jets and light-flavour-jets. In the case of the b-tagging efficiency the eigenvector ap-
proach is chosen which splits up the inclusive uncertainty into a set of nine uncorrelated
eigenvector components. Each component is varied by one standard deviation (±1σ) and
168
10.4. SYSTEMATIC UNCERTAINTIES
systematic uncertainties are calculated following Equation (10.10). The detailed compo-
nents are listed in Table 10.2, while the quadratic sum of all components is taken as the
systematic uncertainty called b-tagging efficiency.
In the case of the tagging efficiency of c-jets and the mis-tagging efficiency of light-
flavour-jets only an inclusive uncertainty is estimated neglecting possible correlations.
Table 10.2: Systematic uncertainties due to the flavour-tagging on the measurement of
the top quark mass for variations at the level of ±1σ.
Source of uncertainty |∆mtop| [GeV] |∆mtop| [GeV] |∆mtop| [GeV]
electron muon electron+muon
b-tagging efficiency 1 0.02 0.02 0.02
b-tagging efficiency 2 0.00 0.01 0.01
b-tagging efficiency 3 0.04 0.04 0.04
b-tagging efficiency 4 0.03 0.04 0.03
b-tagging efficiency 5 0.04 0.04 0.04
b-tagging efficiency 6 0.00 0.00 0.00
b-tagging efficiency 7 0.06 0.07 0.06
b-tagging efficiency 8 0.07 0.08 0.08
b-tagging efficiency 9 0.05 0.06 0.05
b-tagging efficiency 0.13 0.14 0.13
c-tagging mistag rate 0.03 0.22 0.14
light-jet tagging mistag rate 0.23 0.25 0.22
flavour tagging efficiency 0.26 0.36 0.30
10.4.2 Monte Carlo generators and parton densities
The analysis strongly depends on simulated samples and systematic effects from the MC
modelling have to be taken into account. This is done by comparing different generators
directly or varying parameters used during the event generation. In most cases the sce-
nario to calculate the uncertainty corresponds to the example shown in Figure 10.12(b).
The simulated samples used are all explained in Section 7.4. Additionally, another source
of theoretical uncertainty arises from the PDF of the initial-state protons. The individual
components of the different systematic uncertainties are all listed in Table 10.4.
Proton PDF The initial-state protons are complex composite objects and their in-
ternal structure is explained in Section 2.6. In simulation the PDFs are taken from
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different PDF sets that contain a central value and a dedicated error set of uncertainty
eigenvectors.
To evaluate the systematic uncertainty due to the PDF, events are reweighted ac-
cording to three different central values and their respective uncertainty eigenvectors.
Used here are the most common CT10 [59] PDF set, the MSTW2008nlo68cl [55] PDF
set, and the NNPDF2.3 [192] set.
The reweighting procedure taking into account all top quark mass dependent samples
is done by using the formula given in Equation (43) of Ref. [193]70.
Different strategies are combined to evaluate the final uncertainty due to the proton
PDF. The split-up of the systematic uncertainties and the envelope [194] are shown in
Table 10.3. For the components indicated with “inter” events are reweighted to switch
from the central value of one PDF set to another PDF set. This means that the un-
certainty is given by the difference between the two. Components labelled as “intra”
use a reweighting according to the uncertainty eigenvectors of the respective PDF set
itself. Each PDF set has a different set of uncertainty eigenvectors and different pre-
scription how to derive the uncertainty. CT10 has 52 uncertainty eigenvectors and the
uncertainty is the symmetric Hessian of the 52 average fitted top quark masses. For the
MSTW2008nlo68cl PDF set 42 uncertainty eigenvectors and the asymmetric Hessian
are used while for NNPDF2.3 the uncertainty corresponds to the standard deviation of
100 uncertainty eigenvectors.
The final systematic uncertainty due to the PDF of the initial-state protons is cal-
culated as the envelope of the individual components, following the PDF4LHC recom-
mendation. The whole procedure is explained in more detail in Ref. [194].
tt¯ MC generator Systematic effects from the MC modelling of the tt¯ process are
estimated by comparing different simulated samples that are listed in Table 7.4.
The full difference of the average fitted top quark mass, 〈mouttop〉, is estimated if either
using the MC@NLO + Herwig (dataset ID: 105200) or Powheg + Pythia6 (dataset
ID: 117050) sample for tt¯. To also cover a potential systematic uncertainty due to the
parton showering the full difference is also calculated if either using the Powheg +
Pythia6 (dataset ID: 117050) or Powheg +Herwig (dataset ID: 105860) sample with
fast-simulation. The largest of the two differences is taken as a systematic uncertainty
denoted as tt¯ MC generator in Table 10.7.
70For the Powheg event generator the information necessary to perform the reweighting is only
available for the leading-order process. This can lead to an underestimated systematic uncertainty. That
is why for tt¯ production and s-channel andWt-channel production the sample generated withMC@NLO
listed in Table 7.3 and 7.4 is used.
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Table 10.3: Systematic uncertainties due to the PDFs on the measurement of the top
quark mass for variations at the level of ±1σ.
Source of uncertainty |∆mtop| [GeV] |∆mtop| [GeV] |∆mtop| [GeV]
electron muon electron+muon
Proton PDF, inter MSTW/CTEQ 0.00 0.00 0.00
Proton PDF, inter MSTW/NNPDF 0.05 0.07 0.07
Proton PDF, inter NNPDF/CTEQ 0.05 0.07 0.06
Proton PDF, intra CTEQ 0.06 0.07 0.05
Proton PDF, intra MSTW 0.14 0.00 0.00
Proton PDF, intra NNPDF 0.00 0.00 0.01
Proton PDF (envelope) 0.14 0.07 0.05
Initial and final state radiation (tt¯) The systematic uncertainty due to initial-
state radiation (ISR) and final-state radiation (FSR) was evaluated by comparing the
two samples generated with AcerMC + Pythia6. The samples with less PS71 (dataset
ID: 117209) and more PS (dataset ID: 117210) are listed in Table 7.4 and explained in
Section 7.4.3. Half the difference of the average fitted top quark mass when using the
two samples is taken as the systematic uncertainty:
∆mtop = 0.5 ·
∣∣∣〈mlessPStop 〉 − 〈mmorePStop 〉∣∣∣ . (10.13)
tt¯ colour reconnection / underlying event A possible systematic uncertainty is
conceivable due to non-perturbative QCD effects like the modelling of colour reconnec-
tion and the underlying event. To estimate the effect on the average fitted top quark mass,
〈mouttop〉, three samples listed in Table 7.4 have been generated using Powheg + Pythia6
with three different tunes. The nominal sample uses the Perugia2012 tune (dataset ID:
117428) which is compared to the Perugia2012loCR tune (dataset ID: 117429) in case
of colour reconnection and Perugia2012mpiHi tune (dataset ID: 117426) in case of the
underlying event. The full difference is taken as the respective systematic uncertainty.
Single-top t-channel MC generator The systematic uncertainty due to the MC
generator for the single-top t-channel process is tested by replacing the AcerMC +
Pythia6 sample in Table 7.1. To cover the pure difference due to the event generation
the default scenario is compared to the average fitted top quark mass, 〈mouttop〉, estimated
if using a sample generated with Powheg + Pythia6 (dataset ID: 110090,110091).
71The variation of the parton shower (PS) was explained in Section 7.4.3.
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A possible difference due to the parton showering and hadronisation is estimated by
comparing this Powheg + Pythia6 sample with a Powheg + Herwig (dataset ID:
110086,110087) sample. The details of the samples used are given in Table 7.3.
To keep the procedure close to the estimation of the tt¯ MC generator uncertainty,
the largest of the two differences is taken as the final uncertainty. It can be found as
t-channel MC generator in Table 10.7.
Single-top t-channel colour reconnection / underlying event The three sam-
ples generated with Powheg + Pythia6 using different tunes are all listed in Table 7.3.
The nominal sample with the Perugia2012 tune (dataset ID: 110070,110071) is compared
to either the sample with Perugia2012loCR tune (dataset ID: 110074,110075) or Peru-
gia2012mpiHi tune (dataset ID: 110072,110073) in the same way as it was explained for
the tt¯ production previously.
Single-top Wt-channel MC generator The three samples used to estimate the
influence on the choice of the single-top Wt-channel generator are listed in Tables 7.1
and 7.3. The full difference in the average fitted top quark mass, 〈mouttop〉, between a
Powheg + Pythia6 (dataset ID: 110140) and MC@NLO + Herwig (dataset ID:
108346) sample is calculated. Additionally, the Powheg + Pythia6 samples with DR
and DS separation scheme (dataset ID: 110140 and 110142) are compared to each other.
The largest of the two differences is taken as the systematic uncertainty denoted as
Wt-channel MC generator in Table 10.7.
Single-top s-channel MC generator The difference of the average fitted top quark
mass, 〈mouttop〉, is estimated when using the Powheg + Pythia6 (dataset ID: 110119) or
MC@NLO + Herwig (dataset ID: 108343-108345) sample in Tables 7.1 and 7.3. The
full difference is taken as the systematic uncertainty due to the single-top s-channel MC
generator.
10.4.3 Background
Different systematic uncertainties related to the modelling of the background processes
have to be taken into account. They can be divided into two classes. One being the
overall normalisation and one concerning the shape of the m(`b)-distribution.
If the background is varied, the Gaussian constraint on the background fraction
defined in Equation (10.5) is kept constant at the nominal value. This is conservative and
will cover possible differences between the predicted and the true background fraction.
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Table 10.4: Systematic uncertainties due to the simulation on the measurement of the
top quark mass.
Source of uncertainty |∆mtop| [GeV] |∆mtop| [GeV] |∆mtop| [GeV]
electron muon electron+muon
Proton PDF 0.14 0.07 0.05
t-channel AcerMC vs. Powheg 0.21 0.32 0.08
t-channel Pythia6 vs. Herwig 0.71 0.65 0.66
t-channel colour reconnection 0.12 0.48 0.31
t-channel underlying event 0.10 0.15 0.04
tt¯ ISR/FSR 0.18 0.16 0.16
tt¯ Powheg vs. MC@NLO 0.20 0.28 0.21
tt¯ Pythia6 vs. Herwig 0.11 0.05 0.08
tt¯ colour reconnection 0.07 0.36 0.22
tt¯ underlying event 0.11 0.12 0.11
Wt-channel Powheg DR vs. DS 0.26 0.16 0.00
Wt-channel Powheg vs. MC@NLO 0.17 0.25 0.08
s-channel Powheg vs. MC@NLO 0.23 0.00 0.08
Simulation modelling 0.92 1.06 0.84
In Table 10.6 the systematic uncertainties related to the background are shown together
with their quadratic sum.
QCD-multijet background normalisation The normalisation of the QCD-multijet
background is done by fitting the EmissT -distribution. This is explained in detail in Sec-
tion 8.2. A systematic uncertainty of σQCD = 50% is assigned based on alternative
methods to estimate the QCD-multijet normalisation. What was done is e.g. using the
mT(W ) variable instead of the EmissT or replacing the default multijet model. The result
of the different estimations is given in Table 10.5. The differences are fully covered by
the σQCD variation in the signal region72.
The systematic uncertainty is calculated by shifting the QCD-multijet background
contribution by one standard deviation (±1σQCD) and applying Equation (10.10).
W+jets background normalisation The theoretical uncertainty for inclusive W±-
boson production is 4%. This is extended by an additional uncertainty per additional jet
of 24% to be added in quadrature. This leads to an overall uncertainty of σW+jets = 40%
on the W+jets background normalisation [196, 197]. To estimate the impact on the
72A description of the data-driven matrix method can be found in Ref. [195].
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Table 10.5: Estimate of the multijet background in the signal and control region using a
binned maximum-likelihood fit. The quoted numbers are the expected number of events
in each region and the relative difference is calculated with respect to the default method.
W±-boson control region signal region
Method events fraction rel. diff events fraction rel. diff
electron channel
Jet-lepton model (def.) 24800 15.0 % - 5500 9.0 % -
Matrix method 13000 7.7 % −47.8 % 6400 10.5 % 15.5 %
mT(W ) 18300 24.8 % −26.4 % 7900 15.6 % 42.7 %
muon channel
Anti-muons (def.) 23200 10.3 % - 6000 7.2 % -
Matrix method 4800 2.1 % −79.5 % 4500 5.4 % −26.1 %
Jet-lepton model 11500 5.1 % −50.2 % 4400 5.3 % −27.6 %
mT(W ) 10500 4.7 % −54.8 % 5200 6.3 % −13.5 %
top quark mass measurement the W+jets background contribution is shifted by on
standard deviation (±1σW+jets) and the difference based on Equation (10.10) is assigned
the systematic uncertainty.
Z+jets/Diboson background normalisation The same variation as explained for
the W+jets background is applied on the distribution of the combined Z+jets and dibo-
son background. The systematic uncertainty is also calculated using Equation (10.10).
W+jets background shape The shape of m(`b) for the most important background,
that is W+jets production, is estimated using the Sherpa MC generator as explained
in Section 7.5. To estimate a possible bias due to the shape a reweighting of the parton
distribution function analogue to the method explained in Section 10.4.2 is performed.
All contributing simulated samples have been reweighted to the central value of the
PDF sets CT10, MSTW2008nlo68cl and NNPDF2.3. The maximum difference among
the three scenarios is taken as the systematic uncertainty:
∆mtop = max(|〈mCT10top 〉 − 〈mNNPDFtop 〉|,
|〈mCT10top 〉 − 〈mMSTWtop 〉|, (10.14)
|〈mNNPDFtop 〉 − 〈mMSTWtop 〉|).
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Relative top normalisation In Section 10.1 it was explained that the signal is defined
as the combination of tt¯ and single top-quark production processes. In Figure 10.2(a)
the differences in the shape of the m(`b) distribution is shown. This could result in a
bias in the estimation of the top quark mass if the ratio of t-channel production to the
other processes is not estimated correctly. Both contributions have been measured and
correction factors were obtained with uncertainties [71]. The nominal correction factors,
one factor for the t-channel production and one for the other processes including top
quarks, are used in this analysis, as explained in Section 8.1.2.
To estimate the effect of a possible bias, the correction factors are shifted by one
standard deviation (±1σ). This means that four combinations of correlated and anti-
correlated variations are possible. The systematic uncertainty due to the relative top
normalisation is given by the maximum difference of the four variations with respect to
the nominal scenario:
∆mtop = max(|〈m+1σ,+1σtop 〉 − 〈mnominaltop 〉|, |〈m−1σ,−1σtop 〉 − 〈mnominaltop 〉|,
|〈m+1σ,−1σtop 〉 − 〈mnominaltop 〉|, |〈m−1σ,+1σtop 〉 − 〈mnominaltop 〉|). (10.15)
Table 10.6: Systematic uncertainties due to the background on the measurement of the
top quark mass for variations at the level of ±1σ.
Systematic ∆mtop[GeV] ∆mtop[GeV] ∆mtop[GeV]
electron muon electron+muon
W+jets normalisation 0.20 0.54 0.40
W+jets shape 0.07 0.12 0.06
Z+jets normalisation 0.26 0.23 0.25
QCD-multijet normalisation 0.37 0.11 0.22
rel. top normalisation 0.19 0.22 0.22
Background 0.53 0.65 0.56
10.4.4 Simulation statistics
Pseudo-experiments are performed in which the bin content of each bin of the m(`b)-
distribution is fluctuated according to its true statistical uncertainty. The width of the
resulting distribution of mtop is giving an uncertainty due to the limited size of the
simulated sample. The procedure to estimate the systematic uncertainty is visualised in
Figure 10.13 for the combined electron+muon channel.
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Figure 10.13: Systematic uncertainty due to the limited size of the simulated sample.
The uncertainty is given by the width of the fitted Gaussian to the distribution of mtop,
which is estimated using pseudo-experiments.
10.4.5 Summary of systematic uncertainties
In Table 10.7 the resulting systematic uncertainties on the measurement of the top
quark mass for the combined electron+muon channel and each channel separately are
summarised. The total uncertainty is dominated by the jet energy scale and t-channel
modelling in simulation. Other important contributions are coming from the background
normalisation.
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Table 10.7: Summary of the systematic uncertainties on the measurement of the top
quark mass. If possible the variation corresponds to a variations at the level of ±1σ.
Source of uncertainty |∆mtop| [GeV] |∆mtop| [GeV] |∆mtop| [GeV]
electron muon electron+muon
EmissT cellout + softjet resolution 0.03 0.09 0.04
EmissT cellout + softjet scale 0.15 0.28 0.22
Total jet energy scale 1.29 1.64 1.49
Jet energy resolution 0.21 0.12 0.03
Jet vertex fraction 0.08 0.11 0.08
Lepton ID efficiency 0.00 0.00 0.00
Lepton reconstruction efficiency 0.00 0.00 0.00
Lepton trigger efficiency 0.06 0.00 0.02
Electron energy resolution 0.02 0.00 0.01
Electron energy scale 0.68 0.00 0.31
Muon energy resolution 0.00 0.15 0.08
Muon energy scale 0.00 0.14 0.07
Flavour tagging efficiency 0.26 0.36 0.30
Background 0.53 0.65 0.56
t-channel colour reconnection 0.12 0.48 0.31
t-channel underlying event 0.10 0.15 0.04
t-channel MC generator 0.71 0.65 0.66
tt¯ MC generator 0.20 0.28 0.21
tt¯ ISR/FSR 0.18 0.16 0.16
tt¯ colour reconnection 0.07 0.36 0.22
tt¯ underlying event 0.11 0.12 0.11
Wt-channel MC generator 0.26 0.25 0.08
s-channel MC generator 0.23 0.00 0.08
Proton PDF 0.14 0.07 0.05
Simulation statistics 0.44 0.45 0.32
Total systematic uncertainty 1.87 2.14 1.89
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Results and conclusion
The distribution of m(`b) in the full dataset together with the corresponding fitted
probability density functions for the signal and background is shown in Figure 11.1. The
inlet shows the corresponding −2 ln(L) profile as a function of the top quark mass with
the horizontal line at −2 ln(L) = 1 corresponding to ±1σ of the statistical uncertainty.
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Figure 11.1: Fitted m(`b) distribution in data to estimate mtop in the combined elec-
tron+muon channel. The inlet shows the −2 lnL profile as a function of the top quark
mass. The relative mixture of the dominant single top t-channel production process (light
blue) and the other top processes dominated by tt¯ (dark blue) corresponds to what is
given in Table 9.2.
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The relative mixture of the dominant single top t-channel production process (light
blue) and the other top processes dominated by tt¯ (dark blue) corresponds to what is
given in Table 9.2.
The result of the fit to 2012 ATLAS data in topologies enhanced with single top-
quarks produced in the t-channel is:
mtop = [172.2± 0.7 (stat.)± 1.9 (syst.)] GeV
The result is obtained by adding the two disjoint contributions from the electron and
muon channel and building a combined parametrisation of the signal and background
templates. Those are used in the maximum likelihood fit to data to estimate the value
of mtop following the procedure explained in Chapter 10.
The given value of the total systematic uncertainty corresponds to the quadratic sum
of the components that are summarised in Table 11.1. The uncertainties for the different
sources are grouped together and listed with the fitted top quark mass and its statistical
uncertainty.
Table 11.1: Measured value of mtop and uncertainties on the measurement for the sys-
tematic variations explained in Section 10.4
Value [GeV]
Measured value mtop 172.2
Statistical uncertainty 0.7
Background 0.56
Electron uncertainties 0.31
Flavour tagging efficiency 0.30
Jet energy scale 1.49
Jet energy resolution 0.03
Jet vertex fraction 0.08
Missing transverse momentum 0.22
Muon uncertainties 0.11
Simulation modelling 0.84
Simulation statistics 0.32
Total systematic uncertainty 1.89
Total uncertainty 2.02
In Figure 11.2 the distributions of m(`b) and the fitted values of mtop are shown
separately in the electron (a) and muon channel (b). The measured value of mtop in
the electron channel is slightly lower compared to the one in the muon channel. Also
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the fitted background is lower in the electron channel which is in agreement with the
prediction given in Table 9.2. Within the statistical uncertainty both channels agree
well with each other and are contributing in a similar extent to the final result in the
combined electron+muon channel.
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Figure 11.2: Fittedm(`b) distribution in data to estimatemtop in the electron channel (a)
and the muon channel (b) separately. The inlet is showing the−2 lnL profile as a function
of the top quark mass.
The result is dominated by the systematic uncertainties, with the largest contribu-
tions coming from the jet energy scale uncertainty and the simulation of the t-channel
signal process. Good prospects to further reduce the total uncertainty are expected. This
is the case because the jet energy calibration currently used for the 2012 dataset is still
preliminary. It is expected that the contribution of the jet energy scale uncertainty will
decrease. Particularly the component due to the η-intercalibration method is expected
to be significantly reduced for jets in the forward region of the detector.
Furthermore, in the future it will be possible to use a NLO generator Powheg or
aMC@NLO instead of the 2 → 2 and 2 → 3 ACOT-matched AcerMC generator for
the single-top t-channel simulation. This has potential to lead to a smaller systematic
uncertainty due to the t-channel MC generator.
The measurement presented in this thesis is sensitive to different sources of systematic
uncertainties compared to the other channels. The dominant single-top t-channel process
is a process induced by the weak interaction. Therefore, the analysis is less depending on
colour flow in the final state leading to smaller systematic uncertainties. Additionally, the
selection relies on exactly one tagged plus untagged jet and only one neutrino that has to
be reconstructed. This leads to a better mass resolution compared to final states where
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ambiguities occur. However, larger contributions from irreducible background mainly
from W+jets and QCD-multijet processes have to be taken into account.
The statistical uncertainty of 0.7 GeV is similar compared to the ATLAS mtop mea-
surement in the dileptonic tt¯ decay channel at 7TeV [198]. It still does not reach the
precision of the measurement done in the tt¯ l+jets channel at 7TeV [85] but outdoes
already the current ATLAS mtop measurement in the tt¯ all hadronic decay channel at
7TeV [199]. Regarding future combinations very good prospects are given as well. Due
to the selection with exactly one lepton and exactly two jets there is no statistical corre-
lation between the selected datasets and the datasets of the other three measurements.
A comparison between the measured mass of the top quark in t-channel topologies and
the three measurements in the different decay channels from ATLAS is shown in Fig-
ure 11.3. Also included are the most recent combinations which, as well as the single
measurements, show very good agreement with the measured value of mtop presented in
this thesis.
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Figure 11.3: Measured top quark mass compared to the most recent ATLAS measure-
ments in the different tt¯ decay channels. Also shown are the newest combinations of
measurements from the Tevatron, the LHC and both which is referred to as the world
combinations. The latter combination is also shown as the grey band.
182


APPENDIXA
Appendix
A.1 Multijet veto for different processes
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(c) QCD-multijets (jet-lepton and anti-muon)
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Figure A.1: The lepton pT in dependence of the ∆φ (j1, `) is shown for the different
contributing processes containing top quarks and the other background processes. The
combined electron+muon channel in the signal region is shown.
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Figure A.2: The lepton pT in dependence of the ∆φ (j1, `) is shown for the data and the
single-top t-channel process. The combined electron+muon channel in the signal region
is shown.
A.2 Modelling of the NN input variables
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Figure A.3: Expected and observed distributions in the combined electron+muon channel
of the input variables used in the neural network selection in the W±-boson control
region (left) and the tt¯ control region (right). The hatched bands indicate the size of the
statistical uncertainty of the simulated sample and the uncertainty on the QCD-multijet
normalisation. In simulation a top quark mass of mtop = 172.5 GeV is used.
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(a) Invariant mass of the reconstructed top quark
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(b) Invariant mass of the reconstructed top quark
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(c) Invariant mass of the lepton and b-tagged jet
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(d) Invariant mass of the lepton and b-tagged jet
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Figure A.4: Expected and observed distributions in the combined electron+muon channel
of the input variables used in the neural network selection in the W±-boson control
region (left) and the tt¯ control region (right). The hatched bands indicate the size of the
statistical uncertainty of the simulated sample and the uncertainty on the QCD-multijet
normalisation. In simulation a top quark mass of mtop = 172.5 GeV is used.
iii
APPENDIX A. APPENDIX
Ev
en
ts
 / 
0.
1 
0
10000
20000
30000
2 Jets W CR electrons + muons
=8TeVs-1
 L dt = 20.3 fb∫
M
C 
no
rm
al
ize
d 
to
 e
xp
ec
ta
tio
n
 b,r.f.νl 
 (l,j)θcos -1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1re
l. 
di
ffe
re
nc
e
-0.4
-0.2
0
0.2
0.4
(a) Polarisation angle of the top quark
Ev
en
ts
 / 
0.
1 
0
500
1000
 CR electrons + muonst2 Jets t
=8TeVs-1
 L dt = 20.3 fb∫
M
C 
no
rm
al
ize
d 
to
 e
xp
ec
ta
tio
n
 b,r.f.νl 
 (l,j)θcos -1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1re
l. 
di
ffe
re
nc
e
-0.4
-0.2
0
0.2
0.4
(b) Polarisation angle of the top quark
Ev
en
ts
 / 
30
 G
eV
0
50
100
150
310×
DATA
uncertainty
Multijets
Z+jets, diboson
W+HF+jets
W+light jets
, Wt, s-channeltt
t-channel
2 Jets W CR electrons + muons
=8TeVs-1
 L dt = 20.3 fb∫
M
C 
no
rm
al
ize
d 
to
 e
xp
ec
ta
tio
n
) [GeV]miss
T
(l,jets,ETH
100 150 200 250 300 350 400 450 500
re
l. 
di
ffe
re
nc
e
-0.4
-0.2
0
0.2
0.4
(c) Summed transverse momentum of all recon-
structed objects in the event
Ev
en
ts
 / 
30
 G
eV
0
2000
4000
DATA
uncertainty
Multijets
Z+jets, diboson
W+jets
, Wt, s-channeltt
t-channel
 CR electrons + muonst2 Jets t
=8TeVs-1
 L dt = 20.3 fb∫
M
C 
no
rm
al
ize
d 
to
 e
xp
ec
ta
tio
n
) [GeV]miss
T
(l,jets,ETH
100 150 200 250 300 350 400 450 500
re
l. 
di
ffe
re
nc
e
-0.4
-0.2
0
0.2
0.4
(d) Summed transverse momentum of all recon-
structed objects in the event
Ev
en
ts
 / 
 5
 G
eV
0
50000
DATA
uncertainty
Multijets
Z+jets, diboson
W+HF+jets
W+light jets
, Wt, s-channeltt
t-channel
2 Jets W CR electrons + muons
=8TeVs-1
 L dt = 20.3 fb∫
M
C 
no
rm
al
ize
d 
to
 e
xp
ec
ta
tio
n
  [GeV]missTE
20 40 60 80 100 120 140 160
re
l. 
di
ffe
re
nc
e
-0.4
-0.2
0
0.2
0.4
(e) Missing transverse momentum
Ev
en
ts
 / 
 5
 G
eV
0
500
1000
1500 DATA
uncertainty
Multijets
Z+jets, diboson
W+jets
, Wt, s-channeltt
t-channel
 CR electrons + muonst2 Jets t
=8TeVs-1
 L dt = 20.3 fb∫
M
C 
no
rm
al
ize
d 
to
 e
xp
ec
ta
tio
n
  [GeV]missTE
20 40 60 80 100 120 140 160
re
l. 
di
ffe
re
nc
e
-0.4
-0.2
0
0.2
0.4
(f) Missing transverse momentum
Figure A.5: Expected and observed distributions in the combined electron+muon channel
of the input variables used in the neural network selection in the W±-boson control
region (left) and the tt¯ control region (right). The hatched bands indicate the size of the
statistical uncertainty of the simulated sample and the uncertainty on the QCD-multijet
normalisation. In simulation a top quark mass of mtop = 172.5 GeV is used.
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A.2. MODELLING OF THE NN INPUT VARIABLES
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Figure A.6: Expected and observed distributions in the combined electron+muon channel
of the input variables used in the neural network selection in the W±-boson control
region (left) and the tt¯ control region (right). The hatched bands indicate the size of the
statistical uncertainty of the simulated sample and the uncertainty on the QCD-multijet
normalisation. In simulation a top quark mass of mtop = 172.5 GeV is used.
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Figure A.7: Expected and observed distributions in the combined electron+muon channel
of the input variables used in the neural network selection in the W±-boson control
region (left) and the tt¯ control region (right). The hatched bands indicate the size of the
statistical uncertainty of the simulated sample and the uncertainty on the QCD-multijet
normalisation. In simulation a top quark mass of mtop = 172.5 GeV is used.
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A.3. EVENT DISPLAYS OF T -CHANNEL CANDIDATE EVENTS
A.3 Event displays of t-channel candidate events
The following pages are showing two proton-proton collision events taken during 2012
in the
√
s = 8 TeV run. Both events passed the event selection of the signal region that
was explained in Chapter 8. This means that the events contain two jets with exactly
one of them being b-tagged, EmissT , and exactly one reconstructed lepton. In Figures A.8
and A.9 an event with an electron and in Figures A.10 and A.11 an event with a muon
can be seen.
For both events the output value of the neural network, explained in Chapter 9, is
larger than 0.95. This means that events with a high probability to contain a single
top-quark produced in the t-channel are shown. This is the main signal process in this
thesis. In detail the event displays are showing the following:
• Figures A.8 and A.9: The event shows two jets with the untagged jet recon-
structed in the forward region of the detector. The b-tagged jet is located more
central in the barrel region. This b-jet was reconstructed by as well the electro-
magnetic and hadronic calorimeter clearly visible as coloured calorimeter cells in
the r-ϕ-plane in both figures. The untagged jet was reconstructed mostly from one
cell in the forward calorimeter nicely visible in Figure A.9.
The electron is measured almost exclusively in the electromagnetic calorimeter
visible in the bottom right of Figure A.9 and the inner detector. The blue track is
the reconstructed electron track also shown in the zoom together with the Pixel
and SCT hits in the bottom left of Figure A.9. The EmissT is shown in the r-ϕ-
plane of Figure A.8 as a white dotted line.
• Figures A.10 and A.11: Two jets are reconstructed with one of them in forward
direction. The b-tagged jet is seen in the central detector region from cells of the
electromagnetic and hadronic calorimeter while the untagged jet is measured by
the forward calorimeter.
In Figure A.10 the muon track is shown in blue that was reconstructed as well
with the inner detector and the muon spectrometer. In Figure A.11 the same
muon track is shown in red in the four different views. In the bottom left also the
muon chambers that have been hit are drawn (MDT: green, TGC: dark red). In the
same plot at the top right the SCT hits and TRT drift circles are drawn together
with the muon track and the jets. The top left shows the Pixel and SCT hits in the
barrel region together with the muon track and the two jets and associated tracks.
vii
Figure A.8: Event display of a single-top t-channel candidate event in the electron chan-
nel. Shown is the same event as in Figure A.9.
Figure A.9: Different views of a single-top t-channel candidate event in the electron
channel. Shown is the same event as in Figure A.8.
Figure A.10: Event display of a single-top t-channel candidate event in the muon channel.
Shown is the same event as in Figure A.11.
Figure A.11: Different views of a single-top t-channel candidate event in the muon chan-
nel. Shown is the same event as in Figure A.10.
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A.4 Correlation matrix of the NN input variables
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Figure A.12: Matrix showing the absolute correlation between the neural network input
variables and the target variable. Variables with σiter < 3 estimated with the procedure
explained in Section 9.3.1 are marked in red and automatically removed. They are not
used in the final neural network.
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A.5. FITTED M(`B) DISTRIBUTIONS USING DIFFERENT MASS POINTS
A.5 Fitted m(`b) distributions using different mass points
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Figure A.13: Signal m(`b) distribution fitted with a sum of Landau and Gaussian
distribution defined in Equation (10.1) for the different top quark mass points (top:
mtop = 165.0 GeV to bottom: mtop = 172.5 GeV). The calibration curves displayed in
Figures A.15 and A.16 are based on these fits. The electron a), muon b) and combined
channel c) are shown.
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Figure A.14: Signal m(`b) distribution fitted with a sum of Landau and Gaussian
distribution defined in Equation (10.1) for the different top quark mass points (top:
mtop = 175.0 GeV to bottom: mtop = 180.0 GeV). The calibration curves displayed in
Figures A.15 and A.16 are based on these fits. The electron a), muon b) and combined
channel c) are shown.
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A.6. SIGNAL FIT PARAMETERS DEPENDING ON MTOP
A.6 Signal fit parameters depending on mtop
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Figure A.15: Parameters p0−p3 (top to bottom) from Equation (10.2) that are used for
the determination of mtop are shown for the electron a), muon b) and combined channel
c). The error bars indicate the one standard deviation uncertainty of the fitted values.
Parameter p0 is used for the overall normalisation only and the parameters p1, p2 are
fixed to the prediction from the central mass point at mtop = 172.5 GeV.
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Figure A.16: Parameters p4−p6 (top to bottom) from Equation (10.2) that are used for
the determination of mtop are shown for the electron a), muon b) and combined channel
c). The error bars indicate the one standard deviation uncertainty of the fitted values.
The parameters p4 and p6 are fixed to the prediction from the central mass point at
mtop = 172.5 GeV.
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A.7. BACKGROUND FRACTION CONSTRAINT
A.7 Background fraction constraint
In Figure A.17 a variation of the "strength" of the background fraction constraint, ex-
plained in Section 10.2.3, is shown. This strength corresponds to the width that is used
for the Gaussian distribution. The theoretical uncertainty on the background fraction
is roughly 10%-15% (relative uncertainty), see Table 9.2, and this corresponds to the
value of 10-15% on the x-axis. The plot shows that either a width of 0 (which corre-
sponds to fixing the background fraction) or a width of 30% does not influence the mass
measurement significantly. With a stronger constraint the statistical uncertainty of the
estimated background fraction decreases which is the reasonable behaviour.
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Figure A.17: Variation of strength of Gaussian constraint on predicted background
fraction used in the template fit explained in Section 10.2.3. The x-axis in all plots shows
the chosen width of the Gaussian constraint and on the y-axis the fitted top quark mass
(top row) and fitted background fraction (bottom row) is shown. No indication for a bias
of the top quark mass measurement induced by the constraint is seen.
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A.8 Validation plots
A.8.1 Pull distributions
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Figure A.18: Pull distributions in the electron (left), muon (middle) and combined chan-
nel (right) for the different top quark mass points (top: mtop = 165.0 GeV to bottom:
mtop = 175.0 GeV) based on pseudo-experiments explained in Section 10.3.
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A.8. VALIDATION PLOTS
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Figure A.19: Pull distributions in the electron (left), muon (middle) and combined chan-
nel (right) for the different top quark mass points (top: mtop = 177.5 GeV to bottom:
mtop = 180.0 GeV) based on pseudo-experiments explained in Section 10.3.
A.8.2 Top quark mass distributions
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Figure A.20: Mass distributions in the electron (left), muon (middle) and combined
channel (right) for the different top quark mass points (top:mtop = 165.0 GeV to bottom:
mtop = 167.5 GeV) based on pseudo-experiments explained in Section 10.3.
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Figure A.21: Mass distributions in the electron (left), muon (middle) and combined
channel (right) for the different top quark mass points (top:mtop = 170.0 GeV to bottom:
mtop = 180.0 GeV) based on pseudo-experiments explained in Section 10.3.
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A.8. VALIDATION PLOTS
A.8.3 Top quark mass uncertainty distributions
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Figure A.22: Asymmetric mass error distributions in the electron (left), muon (middle)
and combined channel (right) for the different top quark mass points (top: mtop =
165.0 GeV to bottom: mtop = 175.0 GeV) based on pseudo-experiments explained in
Section 10.3.
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Figure A.23: Asymmetric mass error distributions in the electron (left), muon (middle)
and combined channel (right) for the different top quark mass points (top: mtop =
177.5 GeV to bottom: mtop = 180.0 GeV) based on pseudo-experiments explained in
Section 10.3.
A.9 Shape comparisons for different top quark masses
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Figure A.24: Shapes of the invariant mass m(`b) after all cuts for the t-channel signal
and the top quark mass dependent background components (left). Shapes with all sig-
nal and background processes included (right). tt¯, single-top s-channel and Wt-channel
production are treated as signal. The combined electron + muon channel normalised to
unit area is shown.
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Figure A.25: Shapes of the invariant mass m(`b) after all cuts for the t-channel signal
and the top quark mass dependent background components (left). Shapes with all sig-
nal and background processes included (right). tt¯, single-top s-channel and Wt-channel
production are treated as signal. The combined electron + muon channel normalised to
unit area is shown.
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Figure A.26: Shapes of the invariant mass m(`b) after all cuts for the t-channel signal
and the top quark mass dependent background components (left). Shapes with all sig-
nal and background processes included (right). tt¯, single-top s-channel and Wt-channel
production are treated as signal. The combined electron + muon channel normalised to
unit area is shown.
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