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I. INTRODUCTION
Greedy forward routing (GFR) in multihop wireless networks is a classical geographic routing in which each node discards a packet if none of its neighbors is closer to the destination of the packet than itself, or otherwise forwards the packet to the neighbor closest to the destination of the packet. GFR only requires each node to maintain the locations of its one-hop neighbors and each packet to contain the location of its destination node. Thus, it can be implemented in a localized and memoryless manner. However, GFR may discard a packet before it reaches its destination if the transmission radii of the nodes are small. To ensure that every packet can reach its destination, all nodes should have sufficiently large transmission radii. The critical transmission radius (CTR) of a planar node set for GFR is the smallest transmission radius by which ensures successful delivery of any packets from any source node in to any destination node in . It is explicitly given by Denote by the Poisson point process over a unit-area disk with density , and by the CTR of for GFR. The analytic study of GFR can date back to 1978 by Kleinrock and Silvester [5] . Little is known about the asymptotics of until the study in 2006 by Wan et al. [11] . Denote by the geometric constant 2 (whose geometric meaning will be explained in the later section). It was proved in [11] that for any constant > 0, it is asymptotically almost sure (abbreviated by a.a.s.) that
However, the asymptotic probability distribution of was still unresolved. A recent progress was made by Wang et al. [14] . Fix a constant and let
It was shown in [14] that the asymptotic probability of ≤ is at least 1 −
− and at most
As an immediate consequence, for any positive sequence ( : ≥ 1) with = (ln ) and → ∞, it is asymptotically almost sure that
We remark that the above inequalities are stronger than those given in equation (1) . But the precise asymptotic probability distribution of remains open.
In this paper, we derive the precise asymptotic probability distribution of and prove that the conjecture stated in [14] is true. Let
The main result of this paper is stated in the following theorem. Our proof for the above theorem only uses two basic tools from the probability theory: the Palm theory for Poisson processes and the Brun's sieve. The innovative part of our proof is the subtle partition of the event ≤ into a number of special events whose asymptotic probabilities can be computed easily. We believe our approach is quite general and can be applied to obtain the critical transmission radii of other variants of greedy forward routing proposed in [1] , [2] , [3] , [4] , [6] , [7] , [9] , [15] .
In what follows, o is origin of the Euclidean plane ℝ 2 , and is the unit-area (closed) disk centered at o. We assume that is the Poisson point process over with density . We denote by = ( 1 , ⋅ ⋅ ⋅ , ) the uniform -point process over . The symbols , , ∼ always refer to the limit → ∞. To avoid trivialities, we tacitly assume to be sufficiently large if necessary. For simplicity of notation, the dependence of sets and random variables on will be frequently suppressed. For any finite set , ( ) denotes the cardinality of . For any set and positive integer , the -fold Cartesian product of is denoted by . The Euclidean norm of a point is denoted by ∥ ∥, and the Euclidean distance between two points and is denoted by ∥ ∥. The Lebesgue measure (or area) of a measurable set ⊂ ℝ 2 is denoted by | |. The topological boundary of a set ⊂ ℝ 2 is denoted by ∂ . The open (respectively, closed) disk of radius centered at is denoted by ( , ) (respectively, ( , )).
The remaining of this paper is organized as follows. The proof for Theorem 1 is presented in Section III. Some preliminary results to be used in the proof for Theorem 1 are established in Section II. The proof for a technical lemma in Section II on the limits of two relevant integrals is postponed in Section IV.
II. PRELIMINARIES
For any pair of points and on the plane, define
The set ( , ) is called a lune of and (see Figure 1(a) ). It's easy to verify that
Thus, is the area of the lune of two points with unit distance. Let be a positive number. For any two points and , define 
and otherwise,
A geometric graph is a graph on a finite planar set whose edges are line segments. Let be a finite planar set. We use ( ) to denote the complete geometric graph over . Suppose that is a positive number. We use ( ) to denote the geometric graph on in which there is an edge between two nodes and if and only if ∥ ∥ > and either
The -disk graph of is a geometric graph over which consists of all edges satisfying that ∥ ∥ ≤ .
Let
be a nonempty geometric graph. We use ( ) and ( ) to denote the vertex set and edge set of respectively. An orientation of a graph is a digraph obtained from by orienting each edge of into an arc. Clearly, if has edges, then has 2 orientations. Suppose that is a positive number. Let ( ) be the indicator for ⊆ ( ( )). If ( ) = 1, we use ( ) to denote the set of orientations ′ of satisfying that ( , ) ∩ ( ) = ∅ for each arc ( , ) of ′ , and define
Suppose that is a positive integer. For the pair of points and , define
Intuitively, ( , ) is the probability of the event that either
Then, for sufficiently large ,we have
The following lemma was proved in [14] (see Section 3 in [14] ).
Lemma 2:
The following asymptotic equalities are true:
A topology with numbered vertices is specified by a collection of the pairs of the indices of the numbered vertices. For any integer ≥ 2, denote set of topologies on numbered vertices without isolated vertex. For any ∈ , and any sequence of planar points, ( ) denotes the geometric graph on with topology . For any ∈ , we denote by Γ ( ) the set of x ∈ satisfying that all edges of (x) have length in ( , ] . Note that for each x ∈ Γ ( ), the √ 3 -disk graph on the midpoints of the edges in any connected component of (x) is connected. Thus, the √ 3 -disk graph on the midpoints of the edges in (x) has no more connected components than (x) itself. For any positive integer not larger than the number of connected components of , we denote by Γ ( ) the set of x ∈ Γ ( ) such that the √ 3 -disk graph on the midpoints of the edges in (x) has connected components.
Lemma 3: Suppose that 2 < ≤ 2 and is a forest in with edges. Then, for any positive integer
The proof for Lemma 3 is postponed to Section IV. Lemma 3 implies the following two corollaries.
Corollary 4:
Suppose that ∈ 2 is a perfect matching for some ≥ 2. Then,
Proof: We denote by the perfect matching of 2 numbered vertices 1 , 2 , ⋅ ⋅ ⋅ , 2 which consists of edges 2 −1 2 for 1 ≤ ≤ . By symmetry, we only have to prove the lemma holds for = . Note that
Thus, the corollary holds.
Corollary 5: Suppose that ∈
is not a perfect matching. Then, ∫
Proof: Clearly, > 2. Let ′ be a maximal spanning forest of . Then, ′ ∈ and ′ is not a perfect matching.
In addition, Γ ( ′ ) ⊇ Γ ( ), and for any x ∈ Γ ( ),
Thus, it's sufficient to show that ∫
Let be the number of edges in ′ . Then, has − tree components and hence
Since ′ is not a perfect matching, we have < 2 , which implies − ≤ − 1. By Lemma 3, for any
For any geometric graph and any > 0, let ( ) be the indicator for ⊆ ( ( ) ∪ ) and all edges of have length in ( , ].
Lemma 6: For any ∈
, if is a perfect matching then
Proof: Consider a topology ∈ . Let be the number of edges in . Then, ≤ ( − 1) /2. It's easy to verify that if is a perfect matching, then for any x ∈ Γ ( ),
In general, we claim that for any x ∈ Γ ( ),
and hence the claim holds trivially. Now, assume that ( (x)) = 1. Then,
In addition, the event ( (x)) = 1 implies that the geometric graph (x) has an orientation ′ ∈ ( (x)) such that none of the regions ( , ) for all arcs ( , ) of ′ contains any point in . Note that the probability of the event that none of the regions ( , ) for all arcs ( , ) of an orientation ′ ∈ ( (x)) contains any point in is
we have
Hence, the claim also holds if ( (x)) = 1.
Clearly,
If is not a perfect matching, then by Corollary 5, we have
In the next, we assume that is a perfect matching. Then = 2 . For = 1, Γ ( ) = Ω and hence by Lemma 2 we have
So, the lemma holds for = 1. So, we further assume that ≥ 2. Note that
By Corollary 4 we have
and for any 1 ≤ < ,
So, the lemma holds in this case.
For any x = ( 1 , 2 ) ∈ 2 , let ′ (x) to be the indicator
Thus,
where the last equality follows from Lemma 2. We first utilize the tool of minimal scan statistics developed in [11] to prove that ′′ = 0 is a.a.s..
Lemma 8: Pr [ ′′ > 0] = (1).
Proof: For any finite point set ⊂ and any > 0, define
For any ( , ) ∈ 2 with ∥ ∥ = (1 + /4) , let ′ be the point on satisfying that ∥ ′ ∥ = . Then, there is a positive Consequently,
Two key techniques used in our remaining proof are the Palm theory for Poisson processes (see, e.g., Theorem 1.6 in [8] ) and the Brun's sieve (see, e.g., Theorem 10 in [12] ), which are stated below.
Theorem 9: (Palm theory) Suppose that ℎ ( , ) is a bounded measurable function defined on all pairs of the form ( , ) with being a finite planar set and being a subset of . Then for any positive integer ,
where is the uniform -point process over .
Theorem 10: (Brun's sieve) Let be a positive integer parameter. Suppose that = ( ) is a non-negative integer random variable depending on , and 1 , ⋅ ⋅ ⋅ , are Bernoulli random variables depending on . If there is a constant such that for every fixed positive integer ,
is asymptotically Poisson with mean (with respect to → ∞).
Now, we apply Palm theory to show that [
′ ] is vanishing.
Lemma 11: [ ′ ] = (1).
Proof: For any pair ( , ) with being a finite planar set and being a subset of , define ℎ ′ ( , ) to be the number of edges in ( ) which have length in ( ,  ′ ] and are edges of ( ). By applying the Palm theory (Theorem 9), we have
By Lemma 7, the lemma follows.
For any positive integer , denote by ℋ , the collection of -edge subgraphs of ( ) in which all edges have length in ( , ] and no vertex is isolated. Next, we apply Palm theory to compute the asymptotic average of (ℋ , ).
Lemma 12: For any fixed positive integer ,
Proof: For any pair ( , ) with being a finite planar set and being a subset of , define ℎ ( , ) to be the number of -edge subgraphs of ( ) on in which all edges have length in ( , ] and no vertex is isolated. By applying the Palm theory, we have
Thus, it is sufficient to show that
For any positive integer and any 2 ≤ ≤ 2 , denote , the set of topologies in with exactly edges. Note that any topology in 2 , is a perfect matching, and
By Lemma 6, we have
is not a perfect matching. By Lemma 6,
Finally, we apply the Brun's sieve together with Lemma 12 to prove is asymptotically Poisson.
Lemma 13:
is asymptotically Poisson with mean .
Proof: Let ℰ be the set of edges of ( ). For any edge ∈ ℰ , define ( ) to be the Bernoulli random variable which equals to one if and only if < ∥ ∥ ≤ and is an edge of ( ). Then
For subset of ℰ , ∏ ∈ ( ) = 1 if and only if is the edge set of a subgraph of ( ) in which all edges have length in ( , ] and no vertex is isolated. Fix a positive integer . By treating each -subset of ℰ as an -edge subgraph of ( ), we have that ∑
Hence, by Lemma 12,
By Brun's sieve (Theorem 10), is asymptotically Poisson with mean .
IV. PROOF FOR LEMMA 3
In this section, we prove Lemma 3. The correctness of Lemma 3 with = 1 is proved in Lemma 15, and the correctness of Lemma 3 with > 1 is proved in Lemma 16. We begin with a geometric inequality used by the proof of Lemma 15. In addition, if ( ) = 1 then
The proof of this lemma is very complicated and very lengthy. We omit the proof here due to the limitation on the space, and interested readers can find the detailed proof in [13] (see Lemma 11 in [13] ).
We will frequently change the integral variables using a technique introduced in [12] . Consider a tree topology on planar points 1 , 2 , ⋅ ⋅ ⋅ , , and assume without loss of generality that −1 is an edge in this tree. Let −1 , , and be the midpoint, half-length and the slope of −1 respectively. We root the tree at . For 1 ≤ ≤ − 2, let be the midpoint of the edge between and its parent in such rooted tree. Then, we replace 1 , 2 , ⋅ ⋅ ⋅ , by
The Jacobian determinant of this change is 4 −1 .
Lemma 15: Suppose that 2 < ≤ 2 and is a forest in with edges. Then, ∫ Γ1( )
Proof: Enumerate the edges of arbitrarily by 1 , ⋅ ⋅ ⋅ , . For any x ∈ Γ 1 ( ), let denote the middle point of in (x) for each 1 ≤ ≤ . For any pair of distinct integers and between 1 and , let denote the set of x ∈ Γ 1 ( ) satisfying that is an edge in (x) whose midpoint is the nearest to ∂ , and is the farthest from among all 1 , ⋅ ⋅ ⋅ , . Then, it suffices to prove for any such and ,
Fix a pair of distinct integers and between 1 and . Let ′ and ′′ be the indices of the two endpoints of the edges .
We claim that for any x ∈ ,
in which 1 = 0.0026 and 2 = 16. Indeed, if ( (x)) = 0 then ( (x)) = 0 and hence the inequality (3) holds trivially. If ( (x)) = 1, then
and by Lemma 14,
Thus, the inequality (3) also holds if ( (x)) = 1. Note that for any edge of (x),
By Lemma 14, the inequality (4) holds. Therefore, we only need to show that
We change the integral variables 1 , ⋅ ⋅ ⋅ , as follows. For the tree component containing , we replace the 's in this tree by the midpoints of the edges in this tree except and ′ , ′′ (both of which are kept). For any other tree component, we use the method introduced at the beginning of this section: pick an arbitrary edge as the rooted edge. We replace 's in this tree by the midpoints of all the edges in this tree together with the half-length and slope of the root edge. Such change of integration variables yields
= (1) (ln ) = ∪ ∈ for each 1 ≤ ≤ . Let (Π) denote the set of x ∈ Γ ( ) such that for each 1 ≤ ≤ , the set of midpoints of the subgraph of (x) induced by { : ∈ } is a connected component of the √ 3 -disk graph on the midpoints of the edges in (x). Then Γ ( ) is the union of (Π) over all nontrivialpartitions Π of {1, 2, ⋅ ⋅ ⋅ , − }. So, it is sufficient to show that for any -partition Π of {1, 2, ⋅ ⋅ ⋅ , }, ∫ are the indices in in the increasing order. Clearly, for each x ∈ (Π) and each 1 ≤ ≤ , x ( ) ∈ Γ 1 ( ). Hence,
