Abstract. Using number theoretical tools, we prove two main results for random r-regular circulant graphs with n vertices, when n is sufficiently large and r is fixed. First, for any fixed ε > 0, prime n and L ≥ n 1/r (log n) 1+1/r+ε , walks of length at most L terminate at every vertex with asymptotically the same probability. Second, for any n, there is a polynomial time algorithm to find a vertex bisector and an edge bisector, both of size less than n 1−1/r+o(1) . As circulant graphs are popular network topologies in distributed computing, we show that our results can be exploited for various information dissemination schemes. In particular, we provide lower bounds on the number of rounds required by any gossiping algorithms for any n.
Introduction and Results

Outline
In this section, we first introduce some basic definitions and notations, before providing the necessary definitions and our respective results for random walks and bisections. In Section 2, we introduce the necessary number theoretic tools and methodologies using the theory of uniform distribution, linear congruences, proportional sets and the shortest vector problem. We then provide the proofs of our main results in Section 3 and provide concluding remarks in Section 4.
Basic Definitions and Notations
For an integer n ≥ 2 we use Z n to denote the residue ring modulo n that we assume to be represented by the set {0, 1, . . . , n − 1}. Let Z n be the set of nonzero elements of Z n . Thus, for a prime n = p we have Z p = Z A circulant graph is a directed n-vertex graph with an automorphism that is an n-cycle. Circulant graphs may be constructed as follows. Given a set A ⊆ Z n we define the graph C n (A) to be the directed graph with the vertex set Z n where for i, j ∈ Z n there is an edge from i to j if and only if i − j ∈ A. It is not difficult to see that C n (A) is an n-vertex circulant graph of regularity #A.
We say that A ⊆ Z n is symmetric if a ∈ A if and only if n−a ∈ A. Then C n (A) is an undirected circulant graph. Clearly every symmetric set A of cardinality k can be represented as A = S (n − S) = {s 1 , n − s 1 , . . . , s r , n − s r }
for some set S = {s 1 , . . . , s r } ⊆ Z n , with r = k/2 (for an odd k we must have n/2 ∈ S and thus n has to be even). We call S the representative edge set of A.
For an integer a, we use a n to denote its minimal in absolute value residue modulo n, that is, a n = min m∈Z |a − mn|.
Throughout the paper, the implied constants in the symbols 'O', ' ' and ' ' may occasionally, where obvious, depend on k, r and ε. We recall that the notations U = O(V ), U V and V U are all equivalent to the assertion that the inequality |U | ≤ c|V | holds for some constant c > 0.
Diameters, Random Walks
For a set A ⊆ Z n we denote by D n (A) the diameter of the graph C n (A), that is, the smallest D such that any pair of vetrices of the graph are connected by a walk of length at most D.
Improving some upper and lower bounds on D n (A) from [3] , and answering an open question of Amir and Gurel-Gurevich [2] , Marklof and Strombergsson [14] have given an explicit formula for the distribution function of the diameter D n (A) for a random set A ⊆ Z n of a fixed cardinality k. In fact, the results of [14] are more general and apply to weighted circulant graphs and also to undirected circulant graphs. In particular, it is easy to see from the results of [14] that for any fixed real ε > 0 and an integer k, for almost all n and almost all sets A = {a 1 , . . . , a k } ⊆ Z n of cardinality #A = k and such that gcd(a 1 , . . . , a k , n) = 1, we have
One of the possible interpretations of the estimate (2) is that for any h ∈ Z n there is a walk from the vertex 0 to the vertex h of length L ≤ n 1/k+ε . Let N n (A, L; h) be the number of solutions to the congruence
where 
One can easily see that if
Clearly every solution to (3) defines a walk on C n (A) since the sequence of steps is not important, we say the that walk is ordered if it first makes m 1 jumps of length a 1 , then m 2 jumps of length a 2 and so on, until at the end it makes m k jumps of length a k . We see that Theorem 1 implies that for L 0 = p 1/k (log p) 1/k+ε for almost all circulant graphs C n (A), a random walk, chosen uniformly at random from the set of all ordered walks of length at most L 0 , terminates at every vertex of C n (A) with asymptotically the same frequency.
Bisections and Gossiping
For any undirected graph G = (V, E), a vertex bisector of G is a set of vertices U v ⊆ V such that the removal of the set of vertices U v and their incident edges splits G into two components G 1 and G 2 of almost the same size, that is, for their vertex sets V(G 1 ), V(G 2 ) we have
The graphs G 1 and G 2 are called the two halves of the bisection. The vertex bisection width vw(G) of G is defined as:
Similarly, the edge bisection width ew(G) of G is the minimum size of the set of edges F e ⊆ E, whose deletion yields two components G 1 and G 2 such that (4) holds.
The problems are not equivalent: the complete graph on n vertices has no vertex bisector, whilst it has an edge bisection set of size (n 2 − 1)/4 . Both problems are NP-complete, but lower and upper bounds are known for most of the regular topologies of networks (see, for example, [10] ).
Here we consider edge and vertex bisection widths of random circulant graphs. We also note that in [4] a similar problem has been studied for directed r-regular Cayley graph constructed on an Abelian group.
It has been shown in [13] that for a prime p, for any undirected circulant graph C p (A) generated by a symmetric set A of the form (1) we have,
It is also shown in [13] that the above bounds do not hold for composite n.
Here we give a constructive proof, that leads to a polynomial time algorithm of constructing small edge and vertex bisections, which satisfy the bounds similar to (5), for almost all circulant graphs over Z n .
Theorem 2.
For an arbitrary integer n ≥ 2, a fixed integer r ≥ 1, a real ε > 0, and for all but o(n r ) symmetric sets A ⊆ Z n of the form (1), one can find in polynomial time a vertex bisector U v ⊆ V and an edge bisector
and
These results have an immediate impact on the effectiveness of gossiping algorithms when circulant graphs are used as network topologies. For the problem of gossiping, each node has a piece of information and wants to communicate this information to all the other nodes (such that all nodes learn the cumulative message), that is an all-to-all dissemination problem. A communication algorithm consists of a number of communication rounds during which nodes are involved in communications. Let g(G) denote the number of rounds of the optimal gossiping algorithm for G. The communication algorithm necessary to solve these problems depends on the communication model. Several communication modes exist. The vertex-disjoint paths mode (VDP) assumes: (i) a communication involves exactly two nodes which can be at distance more than 1, (ii) any two paths corresponding to simultaneous communications must be vertex-disjoint. Similarly, the line mode or edge-disjoint paths mode (EDP) assumes: (i) a communication involves exactly two nodes which can be at distance more than 1, (ii) any two paths corresponding to simultaneous communications must be edge-disjoint. The mode of communication also depends on the type of communication links available: (a) half-duplex (or 1-way) or (b) full-duplex mode (or 2-way).
In the 2-VDP mode (respectively, 2-EDP), two nodes involved in a 2-way VDP communication (respectively, EDP communication) can exchange their information. In the 1-VDP mode (respectively, 1-EDP), the information flows in the 1-way direction from one node to the other.
A direct relationship exists between the bisection width and the gossip complexity. Several known bounds are summarised as follows (see [6] for the EDP mode and [8] for the VDP mode): Lemma 1. Let G be a network of n nodes, of edge-bisection ew(G) and of vertex-bisection vw(G).
By using our Theorem 2 together with Lemma 1, we obtain the following lower bounds in the full duplex mode. 
It is worth noting that by exploiting the knowledge of the bisection width of the network topology combined with the generic algorithms presented in [13] , one can obtain near-optimal performance for gossiping.
Similarly lower bounds and algorithms can be obtained in the half duplex mode for any "well-structured" (see [8] ) gossiping algorithm, but are not presented here due to the lack of space.
Preparations and Methodology
Tools from the Theory of Uniform Distribution
For a finite set
where λ is the Lebesgue measure on [0, 1] k . We now define the discrepancy of F as 
Let h(ε) be an arbitrary increasing function defined for ε > 0 and such that lim ε→0 h(ε) = 0. As in [9, 21] , we define the class
A relation between Δ(F ) and Γ (F , Ξ) for Ξ ∈ S h is given by the following inequality of [9] (see also [21] ). Let e n (z) = exp(2πiz/n). We recall, that for any integers z and n ≥ 1, we have the orthogonality relation
Lemma 2. For any domain Ξ ∈ S h , we have
Γ (F , Ξ) h k 1/2 Δ(F ) 1/k .
Distribution of Solutions of Linear Congruences
see [7, Section 3.1] . We now assume that n = p is prime.
Lemma 3. For a prime p we have
Proof. For a fixed set A = {a 1 , . . . , a k } ⊆ Z * p , using (6), we write
. . .
(we can certainly assume that p ≥ 3). Changing the order of summation and separating the term M 1 . . . M k /p corresponding to λ = 0, we derive
We also recall the bound
which holds for any integers c, K and H with n H ≥ 1, see [7, Bound (8.6) ]. Therefore,
Since the right hand side of (8) 
It is obvious that the inner sum does not depend on λ ∈ Z * p . Hence
and the result follows.
For a fixed ε > 0 we denote by A p (k, ε) the collection of sets A ⊆ Z p with #A = k and such that
We immediately derive from Lemma 3 that for any ε > 0, almost all sets A ⊆ Z p with #A = k belong to A p (k, ε). More precisely,
Corollary 1. For any fixed ε > 0, we have
#A p (k, ε) = (1 + o(1)) p k .
So it is now enough to only consider the set A ∈ A p (k, ε).
We need a bound on the discrepancy Δ p (A, L; h) of the set of points
Lemma 4. For a prime p and A ∈
Proof. Clearly the number of points (
Thus, for A ∈ A p (k, ε), we have
which together with (9) implies
and concludes the proof.
Bisections of Circulant Graphs and Proportional Sets
We need the following statement that follows from the arguments of [ We say that sets S, T ⊆ Z n are proportional , and write S ∼ n T , if for some integer λ with gcd(λ, n) = 1, A ≡ λB (mod n) where the multiplication is taken element-wise and S (respectively T ) are the representative edge sets of A (respectively B).
The following statement is obvious (see also [12, 17] for results concerning the reverse statement).
Lemma 6. Let
Hence, using Lemma 6, we prove that for almost all sets S ⊆ Z n we can construct a set T ∼ n S with small elements. In turn, using Lemma 5, we choose a set T with small elements to reduce the overall bisections, and which can be constructed in poly-logarithmic time.
Lattices and the Shortest Vector Problem
Let {b 1 , . . . , b s } be a set of linearly independent vectors in IR r (obviously we have s ≤ r). The set of vectors and L is said to be spanned by {b 1 , . . . , b s }. One of the most fundamental problems in this area is the shortest vector problem, SVP: given a basis of a lattice L in IR s find a non-zero lattice vector v ∈ L which minimizes the Euclidean norm u among all lattice vectors. It is well known that when the dimension s grows then the SVP is a very hard problem (see [18] for references). However, in the finite dimension it can be solved in time polynomial in the size of the binary representation of the basis vectors, see [15, 16, 19, 20] and references therein.
Proportional Sets with Small Elements
For a given set S = {s 1 , . . . , s r } ⊆ Z n and a positive integer h < n we denote by T n (S; h) the number of solutions to the following system of congruences
Clearly if T n (S; h) > 0 then S is proportional to some set with elements of size at most h.
We consider the average deviation of T n (S; h) from its expected value
where ϕ(n) = #Z * n , the Euler function. As usual, we use τ (d) to denote the number of integer positive divisors of an integer d ≥ 1.
Proof. Using (6) and then changing the order of summation, we write
Separating the term ϕ(n)(2h + 1) r /n r corresponding to c 1 = . . . = c r = 0 and changing the order of summation, we derive
where 0 is the zero-vector and R n (a) is the Ramanujan sum
see [5, Theorem 272] , where μ(k) is the Möbius function. In particular, from the trivial inequality ϕ(
Substituting (11) and (7) in (10) we derive
Therefore, extending the summation over all s 1 , . . . , s r ∈ Z n , we obtain
Now, for each divisor d | n we collect together the terms with
where
Clearly, if gcd(c 1 , . . . , c r , d) = e then with e i = c i /e, i = 1, . . . , r we 
Clearly the sum over b 1 is at most O(e −1 log n) and the sum over b 2 is at most O(log n). Thus Σ r (n; d)
Substituting in (12) , using the trivial bound τ (d) ≤ τ (n), we derive the result.
Since τ (n) = n o (1) , see [5, Theorem 317], we deduce from Lemma 7:
Corollary 2. We have, Δ r (n; h) ≤ n r+o (1) .
Proofs
Proof of Theorem 1
By Corollary 1, it is enough to only consider the sets A ∈ A p (k, ε). Let us fix A ∈ A p (k, ε). Combining Lemma 2 with Lemma 4, we estimate the discrepancy Γ p (A, L, Σ; h) of the set M p (A, L; h) with respect to the simplex
1+ε/k (clearly Σ ∈ S h for some linear function h(ε) = Cε). Now, from (9), we obtain that
Therefore
Proof of Theorem 2
Given as set S ⊆ Z n of cardinality #S = r we form a lattice spanned by the rows of the matrix ⎛
Corollary 2 means that for almost all sets S ⊆ Z n the shortest vector of this lattice is of Euclidean norm at most n 1−1/r+o(1) and can be found on time (log n) O(1) , see Section 2.4. For any vector (t 1 , . . . , t r ) of this lattice we obviously have t i ≡ λs i (mod n), i = 1, . . . , r, for some integer λ, while for the shortest vector we also have gcd(λ, n) = 1. Together with Lemmas 5 and 6, we conclude the proof.
Open Questions
It is certainly interesting to obtain an asymptotic formula for the number N p (A, L; h) of ordered walks of length exactly L which end at h ∈ Z p . Clearly, N p (A, L; h) = N p (A, L; h) − N p (A, L − 1; h), however the bound on the error term in the asymptotic formula (13) is not strong enough to get any meaningful results about N p (A, L; h).
Studying undirected circulant graphs that correspond to sets A of the form (1), is also of interest. Our technique can be easily adjusted to deal with this case as well.
One can also use our approach of Section 2.2 to study circulant graphs over Z n with a composite n, although the argument becomes more technically cluttered due to the presence of zero-divisors in Z n .
Another interesting direction is to study the cover time of random walks on circulant graphs, see [11] for general results the cover time of arbitrary and regular graphs. Studying multiple random walks on circulant graphs is also of interest, see [1] .
Finally, we note that the argument of [3] , essentially based on the Dirichlet pigeon-hole principle, has also been used in [13] to show that for a prime p, any graph C p (A) is isomorphic to another circulant graph C p ( A) where all elements of A are "small" (of size O(p 1−1/k )) which in turn has led to (5), see [13] for details. It is certainly interesting to investigate whether the technique of Marklof and Strombergsson [14] can be used to get more insight on this question.
