ABSTRACT. In this paper, oscillatory and asymptotic properties of solutions of nonlinear fourth order neutral dynamic equations of the form
+ q(t)G y(α 2 (t)) − h(t)H y(α 3 (t)) = 0 (H) and r(t)(y(t) + p(t)y(α 1 (t)))
∆ 2 ∆ 2
+ q(t)G y(α 2 (t)) − h(t)H y(α 3 (t)) = f (t),
are studied on a time scale T under the assumption that ∞ t 0 t r(t) ∆t = ∞ and for various ranges of p(t). In addition, sufficient conditions are obtained for the existence of bounded positive solutions of the equation (NH) by using Krasnosel'skii's fixed point theorem.
Introduction
In this paper we study the oscillatory and asymptotic properties of solutions of the nonlinear fourth order neutral dynamic equations (r(t)(y(t) + p(t)y(α 1 (t)))
and (r(t)(y(t) + p(t)y(α 1 (t)))
∆ 2 ) ∆ 2
+ q(t)G(y(α 2 (t))) − h(t)H(y(α 3 (t))) = f (t),
(NH) for t ∈ [t 0 , ∞] T , t 0 0, where T is a time scale (i.e., a closed subset of the real numbers) such that sup T = ∞ and t 0 ∈ T. This formulation is quite general in that it includes as special cases the well known fourth order Emden-Fowler type ordinary differential equation y (4) + q(t)|y| γ sgn y = 0 and its discrete analog, i.e., the difference equation ∆ 4 y n + q n |y n | γ sgn y n = 0.
Variations on these equations such as those with time delays, forcing terms, or equations involving neutral terms have been widely studied in the literature and these are included in the forms of (H) and (NH) as well. What is also important to point out here is that using the framework of time scales, a single result may apply to differential equations and difference equations at the same time. (This is demonstrated in Section 4 which contains some examples of the main results in this paper.) At the same time, the results would apply to other time scales such as the quantum time scale T = q N 0 = {t : t = q k , k ∈ N 0 } with q > 1, T = N 2 0 = {t 2 : t ∈ N 0 }, T = √ n : n ∈ N 0 , etc. The study of dynamic equations on time scales originated with the seminal work of Stefan Hilger [4] to unify the study of continuous and discrete mathematics and has proved to be particularly useful in the study of differential and difference equations. This approach has been popularized with the publication of the monographs by Bohner and Peterson [1, 2] to which we refer the reader for additional background and common notation.
We consider equations (H) and (NH) under the assumption that
as opposed to the more restrictive condition
that is often used. We will present results for various ranges of p(t). Sufficient conditions are also obtained for the existence of bounded positive solutions of (NH) by using Krasnosel'kii's fixed point theorem.
Thandapani and Arockiasamy [8] considered the fourth order non-linear neutral difference equation
DYNAMIC EQUATIONS WITH POSITIVE AND NEGATIVE COEFFICIENTS
where N (n 0 ) = {n 0 , n 0 + 1, n 0 + 2, . . . }, f : N (n 0 ) × R → R is a continuous function with uf (n, u) > 0 for all u = 0, {r n } and {p n } are positive real sequences, {σ n } is an increasing sequence of integers, and k is a non negative integer. Under the assumption that 0 p n < p < 1, they obtained necessary and sufficient conditions for the existence of nonoscillatory solutions of (1.1) with various asymptotic properties as well as necessary and sufficient conditions for all solutions of (1.1) to oscillate. Clearly, if we consider f (n, y σ(n) ) = q(n)G(y(n − k)), then the work in [8] is a particular case of [7] for the corresponding ranges of p n . In [6] , the authors studied the oscillatory and asymptotic behavior of solutions of the fourth order nonlinear neutral dynamic equations (r(t)(y(t) + p(t)y(α 1 (t)))
and (r(t)(y(t) + p(t)y(α 1 (t)))
under the assumptions that q(t) > 0 and
and for various ranges of p(t). Their work showed that if q(t) < 0, then it would be possible to obtain analogous results for the oscillation and asymptotic behavior of solutions of (1.2) and (1.
3). The problem remains open as to what happens if q(t) is allowed to change signs. Note that if q(t)
, where q + (t) = max{0, q(t)} and q − (t) = max{0, −q(t)}, then (1.2) and (1.3) can be viewed as (r(t)(y(t)+p(t)y(α 1 (t)))
Clearly, (1.4)-(1.5) are particular cases of (H)-(NH). Here we generalize the results of [6, 7] to fourth order dynamic equations on time scales. To the best of our knowledge there are no papers to date on fourth order nonlinear dynamic equations with positive and negative coefficients. The results obtained in this paper are new and generalize the earlier work in [6] [7] [8] .
In equations (H) and (NH), we assume that
and
We also denote the inverse of α 1 by α 
Homogeneous oscillations
In this section, we obtain sufficient conditions for the oscillation of solutions of equation (H). We will need the following lemmas in the sequel. 
Remark 1º Notice that R T (t) is an increasing function.
Assume that there exist P 1 , P 2 ∈ R such that P (t) is in one of the following ranges:
DYNAMIC EQUATIONS WITH POSITIVE AND NEGATIVE COEFFICIENTS
If
Discussions of the oscillatory behavior of solutions of differential equations and difference equations for various ranges of values of p(t) can be found in [3] and [9] , respectively. 
Ä ÑÑ
The results in our paper will make use of the following conditions on the functions in equations (H) and (NH):
Also, when the function Q above is employed we will need the that there existst
and p 1 , p 2 , and p 3 are positive real numbers. If
then every solution of (H) is either oscillatory or converges to zero as t → ∞.
P r o o f. Let y(t) be a nonoscillatory solution of (H), say y(t) is an eventually positive solution. (The proof in case y(t) < 0 eventually is similar and will be omitted.) There exist
Notice that condition (H 1 ) and the fact that H is a bounded function imply that k(t) exists for all t. Now if
3) then a calculation shows
In view of Lemma 2.1, we have two cases to consider, namely w(t) > 0 or w(t) < 0 for t t 2 for some t 2 > t 1 .
Suppose that w(t) > 0 for t t 2 ; then there exists
Since lim t→∞ (r(t)w ∆ 2 (t)) ∆ exists, applying (H 4 ) to the above inequality gives exists, and an integration of (2.4) implies 
, and we have
Integrating the above inequality from t 3 to t, we obtain
∆s.
By (H 0 ), 
for x 1 x 2 > 0 and some γ 1.
P r o o f. Proceeding as in the proof of Theorem 2.1, in case w(t) > 0 we can again obtain inequality (2.6) for t t 3 . In view of (2.4) and Lemma 2.1, w(t) is increasing, and since α 2 (t) is increasing, there exists k > 0 and t 4 ∈ [t 3 , ∞) T such that w(α 2 (t)) > k for all t t 4 . Using (H 6 ) and Lemma 2.2, we obtain 
P r o o f. Proceeding as in the proof of Theorem 2.1, in case w(t) > 0 we again have (2.6) for t t 3 . Since w(α 2 (t)) is nondecreasing, there exist k > 0 and t 4 > t 3 such that w(α 2 (t)) > k for t t 4 , so z(α 2 (t)) w(α 2 (t)) k for t t 4 . Consequently, (2.5) yields
Q(t)∆t < ∞
contradicting (H 5 ). The remainder of the proof is similar to the proof of Theorem 2.1.
We again have a corollary for the unbounded solutions. 
ÓÖÓÐÐ ÖÝ 2.3.1º Under the conditions of

(t) R T (t)(r(t)w
∆ for t t 3 and (2.4) becomes 
q(t)G(R T (α 2 (t)))∆t < ∞,
which contradicts (H 9 ) since G, R T , and α 2 are increasing functions. Hence, w(t) < 0 for t t 2 , and so one of the cases (b), (c), (d), or (e) of Lemma 2.1 holds.
We claim that y(t) is bounded. If this is not the case, then there is an increasing sequence {τ n } ∞ n=1 ⊂ [t 2 , ∞) T such that τ n → ∞, y(τ n ) → ∞ as n → ∞, and y(τ n ) = max y(t) : t 2 t τ n . We may choose τ 1 large enough so that α 1 (τ 1 ) t 2 . Hence,
Since k(τ n ) is bounded and 1 + p 4 > 0, we have w(τ n ) > 0 for large n, which is a contradiction. Thus, our claim holds.
The proofs that cases (c), (d), and (e) cannot hold are similar to the corresponding cases in the proof of Theorem 2. 
Remark 4º
The prototype function for G satisfying (H 2 ), (H 7 ), and (H 8 ) is 
. Moreover, w(t) y(t).
∆ for t t 3 , and (2.4) becomes
contradicting (H 9 ) since G, R T , and α 2 are increasing. Hence, w(t) < 0 for t t 2 , so one of the cases 
P r o o f. Let y(t) be a nonoscillatory solution of (NH), say, y(t), y(α
1 (t)), y(α 2 (t)), y(α 3 (t)), and y(α 2 (α 1 (t))) are all positive for t ∈ [t 1 , ∞) T for some t 1 ∈ [t, ∞) T .
Defining z(t), k(t), and w(t) as in (2.1), (2.2), and (2.3) respectively, equation (NH) becomes
(r(t)w
, and (Λ) yields 
(t) is monotonic, z(t) > z(t) − k(t) > F (t) implies that z(t) > F (t), so y(t) > z(t) > F (t) for t t 2 . Choose t
for t t 3 . An integration yields a contradiction to (H 13 ). Now assume v(t) < 0 for t t 2 . Thus, z(t) − k(t) < F(t), and condition (H 11 ) then implies that lim inf t→∞ z(t) = −∞. This contradicts the fact that y(t) is bounded and completes the proof of the theorem. 
. That is, y(t) is bounded, which is a contradiction.
For each of the cases (c), (d) and (e), v(t) is nonincreasing on [t 2 , ∞) T , so let lim
which in view of (H 10 ) implies that y(t) eventually becomes negative. If −∞ < l < 0, then in cases (c) and
, which contradicts the unboundedness of y(t). This completes the proof of the theorem.
Our final theorem in this paper gives sufficient conditions for equation (NH) to have a bounded positive solution.
Ì ÓÖ Ñ 3.4º Assume that 0 p(t) p 1 < 1, and (H 1 ) and (H 10 ) hold with
In addition, assume that G and H are Lipschitzian on R with Lipschitz constants
then (NH) admits a positive bounded solution.
be the Banach space of all bounded rd-continuous functions on [t 1 , ∞) T with the supremum norm
and let
Then, S is a closed, bounded, and convex subset of X. Take
For x ∈ S, we have
For all x, y ∈ S and all t ∈ [t 2 , ∞) T , we have 
Ax(t) + By(t)
x(t) − y(t) .
Since p 1 < 1, A is a contraction mapping.
To show that B is completely continuous on S, we need to show that B is continuous and maps bounded sets into relatively compact sets. In order to show that B is continuous, let x, x k = x k (t) ∈ S be such that x k − x = sup so |(Bx)(t ) − (Bx)(t )| → 0 as t → t . Therefore, {Bx : x ∈ S} is uniformly bounded and equicontinuous on [t 1 , ∞) T . Hence, BS is relatively compact. By Krasnosel'skii's fixed point theorem, there exists x ∈ S such that Ax + Bx = x. Thus, the theorem is proved.
Remark 5º
Results similar to Theorem 3.4 can be proved for other ranges of p(t).
Examples
In this section we present some examples to illustrate our main results in the paper. 
