The aim of the paper is to apply the Window Malmquist index approach to examine the efficiency change of Czech commercial banks within the period 2004-2013. We used the Data Envelopment Analysis and the Window Malmquist index approaches to estimate the efficiency change of Czech commercial banks. The average efficiency computed under the assumption of constant returns to scale was 73% and under the assumption of variable returns to scale the value was 83%. We estimated the average positive efficiency growth of Czech commercial banks during the period 2004-2013. We found that average scale efficiency was 88%, which means that Czech commercial banks were of an inappropriate size, especially the largest banks.
I. Introduction
Berger and Mester (1997) concluded that analysis of banking efficiency is an important topic both from a microeconomic and a macroeconomic perspective. From a microeconomic perspective, the efficiency of banks is important because of the increase in competition from foreign banks and the improvement of institutional regulation and supervision. From a macroeconomic perspective, the efficiency of the banking system influences the cost of financial intermediation and the stability of the entire financial system
2 . An improvement in the performance of banks indicates a better allocation of financial resources and, thus, an increase in investments favouring economic growth. Researching banking efficiency is therefore highly motivating as a topic of great importance. The other motivation for this paper is applying a new dynamic approach for measuring banking efficiency and the extension of the empirical literature. The aim of the paper is to apply the Window Malmquist index approach to examine the efficiency change of Czech commercial banks within the period [2004] [2005] [2006] [2007] [2008] [2009] [2010] [2011] [2012] [2013] . For the empirical estimation, we applied the Data Envelopment Analysis (DEA) and Window Malmquist index on data from Czech commercial banks. First, we estimate the efficiency of Czech commercial banks using a DEA model and then we estimate the efficiency change of commercial banks by applying the Window Malmquist index. The Window Malmquist index is constructed by combining Data Envelopment Analysis Window analysis with the Malmquist index approach. The Window Malmquist index is determined in order to investigate the levels of efficiency and changes in the efficiency of Czech commercial banks over the period analysed. By means of this approach, the technical efficiency is analysed sequentially with a certain window width (i.e. the number of years in a window) using panel data from Czech commercial banks. The Window Malmquist index is based on Data Envelopment Analysis models. DEA measures the relative efficiency of a homogeneous set of decision-making units in their use of multiple inputs to produce multiple outputs. We simultaneously use two alternative specifications of the DEA approach, specifically the CCR model and BCC model, which differ in returns to scale assumptions. The Czech financial system is characterized as a bank-based system, and banks play an important role in the economy. That is why the identification of banking efficiency is an important topic for the banking industry. The transformation and consolidation of the banking sectors were carried out during the 1990s. The Czech Republic joined the European Union in . From 2004 -2013 , the number of banks was almost constant, but the number of foreign bank branches increased. There were several mergers and acquisitions in the Czech banking market during the years analysed. In 2013, the number of banking institutions included 18 banks (four large banks, eight medium-sized banks and six small banks), five building societies and 21 foreign bank branches. The Czech banking sector has an almost stable shareholder structure. Foreign capital with a direct share has dominated the domestic banking sector's capital. In 2009 the small and open Czech economy was hit hard by the global financial and economic crisis. Thanks to its very strong deposit base and the very small percentage of loans denominated in foreign currency, the banking sector remained stable throughout the global financial crisis. The structure of the paper is as follows. The following section describes empirical analysis of the efficiency of the Czech banking industry. The next section presents methodology and data: Data Envelopment Analysis and the Malmquist index and a selection of variables are described. Section four reveals estimated results and section five concludes the paper with a summary of the key findings.
II. Literature review
Several empirical analyses of the efficiency of the Czech banking sector exist and we refer to some of them. Some empirical studies, e.g. Grigorian and Manole (2006) , Yildirim and Philippatos (2007) , Bems and Sorsa (2008) , Matoušek (2008) , Mamatzakis et al. (2008) or Baruník and Soták (2010) examined banking efficiency in several European countries and the Czech banking sector was included in the panel data. Stavárek and Polouček (2004) estimated efficiency and profitability in selected banking sectors, including the Czech Republic, and found that the Czech banking sector showed itself to be the most aligned banking industry among transition countries. To achieve greater efficiency, a bank should be large, well-known, easily accessible and offer a wide range of products and services, or if small, must focus on specific market segments, offering special products. Any other structure leads to lower relative efficiency for the bank. Stavárek (2005) estimated commercial bank efficiency in the group of Visegrad countries before joining the EU and concluded that the Czech banking sector is the most efficient; although there has been an improvement in levels of efficiency in all countries since 1999, its intensity was not sufficient to converge with Western European banking sectors. Staněk (2010) compared the efficiency of the banking sector in the Czech Republic and Austria. The Stochastic Frontier Approach was employed to measure the efficiency of the banking sector. It was found that the efficiency of the Czech banking sector has improved in the last ten years and come closer to the efficiency of the Austrian banking sector. Stavárek and Řepková (2012) found that efficiency increased in the period [2000] [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] and found that the largest banks perform significantly worse than medium-sized and small banks. The results of Andries and Cocris (2010) showed that banks in the Czech Republic are inefficient from the perspective of costs. To improve efficiency, banks need to improve the quality of assets owned by improving the lending process and reducing the share of nonperforming loans. Anayiotos et al. (2010) estimated the relative efficiency of banks in emerging Europe before the recent boom, just before the crisis and right after the crisis using Data Envelopment Analysis. Their results suggested that banking efficiency decreased during the pre-crisis boom and also fell during the crisis. There is a lack of studies in the Czech Republic examining banking efficiency using dynamic measures of banking efficiency and efficiency change. The network structure of Data Envelopment Analysis models was applied to Czech banks by Jablonský (2012) . Řepková (2014) applied the Window DEA analysis on data from Czech commercial banks. Řepková (2013) also estimated the Czech banking sector using dynamic DEA. We can conclude that in terms of empirical analysis there is a lack of studies in banking sectors examining efficiency change, which creates an opportunity for this research. As far as the author is aware, there exist in the empirical literature only a few studies which have estimated efficiency change in the Czech banking sector. E.g. Řepková (2012) estimated efficiency change in the Czech banking sector using the Malmquist index. Palečková (2015) or Hančlová and Staníčková (2012) measured the efficiency change in Visegrad countries, while Lyroudi and Angelidis (2006) estimated the efficiency change of selected countries of the European Union. The author is aware of no study in the empirical literature which has applied the Window Malmquist index to the Czech banking sector. The Window Malmquist index was used by, e.g. Rezitis (2010) , who applied this approach to measure changes in agricultural Total Factor Productivity for the United States and a sample of nine European countries for the period 1973 to 1993. Thus, this paper could fill a gap in the empirical literature. The contribution of this paper is that a new approach, especially the Window Malmquist index, will be applied to data from Czech commercial banks.
III. Methodology and Data
The Data Envelopment Analysis window approach is used with the Malmquist index measurement in this study. The combined approach is referred to as the Window Malmquist index.
Data Envelopment Analysis
Data Envelopment Analysis is a mathematical programming technique that measures the efficiency of a decision-making unit (DMU) relative to other similar DMUs with the simple restriction that all DMUs lie on or below the efficiency frontier 3 . DEA also identifies, for inefficient DMUs, the sources and level of inefficiency for each of the inputs and outputs 4 . The CCR 5 model presupposes that there is no significant relationship between the scale of operations and efficiency by assuming constant returns to scale (CRS) and it delivers overall technical efficiency. The CRS assumption is only justifiable when all DMUs are operating at an optimal scale. Banker et al. (1984) extended the CCR model by relaxing the CRS assumption. The resulting BCC 6 model was used to assess the efficiency of DMUs characterized by variable returns to scale (VRS). The VRS assumption provides the measurement of pure technical efficiency (PTE), which is the measurement of technical efficiency devoid of scale efficiency (SE) effects. DEA begins with a fractional programming formulation. Assume that there are n DMUs to be evaluated. DMUj consumes xij amounts of input to produce yrj amounts of output. It is assumed that these inputs, xij, and outputs, yrj, are non-negative, and each DMU has at least one positive input and output value. The productivity of a DMU can be written as:
In this equation, u and v are the weights assigned to each input and output. By using mathematical programming techniques, DEA optimally assigns the weights subject to the following constraints. The weights for each DMU are assigned subject to the constraint that no other DMU has efficiency greater than 1 if it uses the same weights, implying that efficient DMUs will have a ratio value of 1. The objective function of DMU is the ratio of the total weighted output divided by the total weighted input:
subject to
where h 0 is the technical efficiency of DMU 0 to be estimated, u r and v i are weights to be optimized, y rj is the observed amount of output of the r th type for the j th DMU, x ij is the observed amount of input of the i th type for the j th DMU, r indicates the s different outputs, i denotes the m different inputs and j indicates the n different DMU s . The conditions of the CCR and BCC models are described in Palečková (2015) .
Malmquist index
The Malmquist index evaluates efficiency change over time. This index was introduced into the DEA literature by Caves et al. (1982) and is based on Malmquist's proposal to construct quantity indices as ratios of distance functions for use in consumption analysis 7 . Distance functions are representations of multi-output multi-input technologies which require data only on input and output quantities (Fare et al., 1994) . The Malmquist index (MI), based on DEA models, is one of the most prominent indexes for measuring the relative productivity change of DMUs in multiple time periods. This index breaks down into various components. The index provides a useful way of distinguishing between changes in technical efficiency, pure technical efficiency, scale, total factor productivity (TFPC) and shifts in the efficiency frontier (technological change) over time. This index is the geometric mean of two TFPC indices, one evaluated with respect to the technology (efficiency frontier) in the current period t and the other with respect to the technology in the base period s 8 . One extension with DEA is to apply the MI to panel data to estimate changes in technical efficiency, technological progress and total factor productivity. The original idea of the Malmquist index was proposed by Malmquist (1953) , who suggested comparing the input of a firm at two different points of time in terms of the maximum factor by which the input in one period could be decreased such that the firm could still produce the same output level of the other time period. Caves et al. (1982) extended the original Malmquist input index and introduced the first type of the Malmquist index, and then Fare et al. (1992) showed that the Malmquist index can be calculated using a nonparametric DEA-like approach, given that suitable panel data are available and they applied DEA for measuring the Malmquist index. They assumed constant returns to scale and identified the technological change and the change of technical efficiency as two components of the productivity changes over time. Next, Fare et al. (1994) considered variable return to scale and offered an extended decomposition of the Malmquist index with another important factor capturing change in scale efficiency. Following Fare et al. (1994) we use DEA to construct an input based MI between period t (the base period) and period s:
where
is the distance function showing a maximal proportional reduction of the observed period s inputs under the period t technology. The distance function is defined as follows:
where θ is a scalar and λ is a vector of constants. The value of θ obtained is the component score of the i-th firm. X and Y are input and output vectors, and the amounts of the i th input consumed and output generated by the DMU 0 , are denoted by x and y. The above measure is actually the geometric mean of two Caves et al. (1982) Malmquist productivity indexes. Fare et al. (1992) define that M I > 1 indicates productivity gain; M I < 1 indicates productivity loss; and M I = 1 means no change in productivity from time t to s. Relaxing Caves et al. (1982) assumption that D t I (y t , x t ) and D s I (y t , x t ) should equal to one, and allowing for technical inefficiency, Fare et al. (1992) decompose their Malmquist productivity index into two components:
The first component TEC = D 
), which is a catch-up effect. A graphical illustration is described in Figure 1 , where a production frontier representing the efficient level of output (y) that can be produced from a given level of input (x) is constructed. We measure the efficiency change of DMU A by examining its efficiency in two time periods, t and t + 1, and also the technology shift from t to t + 1. The frontiers thus obtained in the current (t) and future (t + 1) time periods are labelled accordingly. When inefficiency is assumed to exist, the relative movement of any given financial institution over time will therefore depend on both its position relative to the corresponding frontier (technical efficiency) and the position of the frontier itself (technical change). If inefficiency is ignored, then productivity growth over time will be unable to distinguish between improvements that derive from a financial institution catching up to its own frontier, or those that result from the frontier itself shifting up over time. Now for any given financial institution in period t, represented by the input/output bundle z(t), an input-based measure of efficiency can be deduced by the horizontal distance ratio 0N/0S. That is, inputs can be reduced in order to make production technically efficient in period t (i.e. movement onto the efficient frontier). By comparison, in period t + 1 inputs should be multiplied by the horizontal distance ratio 0R/0Q in order to achieve comparable technical efficiency to that found in period t. Since the frontier has shifted, 0R/0Q exceeds unity, even though it is technical inefficient when compared to the period t + 1 frontier 9 .
Window Analysis
Window analysis is one of the methods used to verify productivity change over time.
Window analysis technique works on the principle of moving averages 10 . DEA window analysis was proposed by Charnes et al. (1985) in order to measure efficiency in cross sectional and time varying data. Thus, it is useful in detecting performance trends of a decision-making unit over time. Each DMU (i.e. bank) in a different period is treated as if it were a different DMU (independent), but remains comparable in the same window 11 . Such capability in the case of a small number of DMUs and a large number of inputs and outputs would increase the discriminatory power of the DEA models 12 . Therefore, the problem of small sample sizes can be solved. In other words, the DEA window analysis technique is designed to examine how much a DEA efficiency score is changed by shifting a combination of adjacent periods referred to as a window 13 . The number of banks that can be analyzed using the DEA model is virtually unlimited. Therefore, data on banks in different periods can be incorporated into the analysis by simply treating them as if they represent different banks. In this way, a given bank at a given time can compare its performance at different times and with the performance of other banks at the same and at different times. Through a sequence of such windows, the sensitivity of a bank's efficiency score can be derived for a particular year according to changing conditions and a changing set of reference banks. A bank that is DEA efficient in a given year, regardless of the window, is likely to be truly efficient relative to other banks. Conversely, a bank that is only DEA efficient in a particular window may be efficient solely because of extraneous circumstances. In addition, window analysis provides some evidence of the short-run evolution of efficiency for a bank over time. Of course, comparisons of DEA efficiency scores over extended periods may be misleading (or worse) because of significant changes in technology and the underlying economic structure (Yue, 1992) . Following Asmild et al. (2004) and Gu and Yue (2011) , consider N DMUs (n = 1, 2, . . . , N ) observed in T (t = 1, 2, . . . , T ) periods using r inputs to produce s outputs. Let DM U t n represent an DM U n in period t with a r dimensional input vector x t n = (x 1t n , x 2t n , . . . , x n n ) and s dimensional output vector y = (y 1t n , y 2t n , . . . , y st n ) . If a window starts at time k(1 ≤ k ≤ T ) with window width w(1 ≤ w ≤ t − k), then the metric of inputs is given as follows:
The metric of outputs as: 
The CCR model of the DEA window problem for DMU k t is given by solving the following linear program:
BCC model formulation can be obtained by adding the restriction n n=1 λ n = 1 14 . The objective value of CCR model is designated technical efficiency and the objective of BCC model is pure technical efficiency. The BCC model is illustrated as:
λ n ≥ 0 (n = 1, 2, . . . , N × w). Asmild et al. (2004) point out that there are no technical changes within each of the windows because all DMUs in each window are compared and contrasted against each other and suggest a narrow window width should be used. In order to be sure that the results will be credible, a narrow window width must be used. Therefore, a two-year window has been chosen for this paper (w = 2).
IV. Data and selection of variables
The data set used in this study was obtained from the annual reports of commercial banks during the period 2004-2013 and all the data is reported on an unconsolidated basis. We analysed only those commercial banks operating as independent legal entities. As we have reliable data extracted directly from annual reports, we eliminate the risk that incomplete or biased data may distort the estimation results. In order to conduct the DEA estimation, inputs and outputs need to be defined. In the empirical literature four main approaches have been developed to define the input-output relationship in financial institution behaviour (intermediation, production, asset and profit approach). We adopt the intermediation approach, which assumes that the banks' main aim is to transform liabilities (deposits) into loans (assets). The bank collects deposits to transform them in loans. In accordance with this approach, we assume that banks use two inputs (labour and deposits), and two outputs (loans and net interest income). We measure labour by the total personnel costs covering wages and all associated expenses and deposits by the sum of demand and time deposits from customers, interbank deposits and sources obtained by bonds issued. Loans are measured by the net value of loans to customers and other financial institutions and net interest income as the difference between interest incomes and interest expenses. Descriptive statistics of inputs and outputs is presented in Table 1 . 
V. Empirical analysis and results
DEA can be used to estimate efficiency under the assumptions of constant and variable returns to scale. For empirical analysis we use MaxDEA software. We adopted SBM (slack based model -non-radial) models created by Tone (2001), which are non-radial measures of efficiency. We used a combination of Window DEA analysis and the Malmquist index to examine the efficiency change of Czech commercial banks. Banking efficiency has been estimated using the Window DEA models, an input-oriented model with constant returns to scale and input-oriented model with variable returns to scale. We applied the Window Malmquist index and a two-year window has been chosen for this paper. We used unbalanced panel data from 16 Czech commercial banks (with regard to mergers and acquisitions of banks).
First, the development of average banking efficiency is presented. Figure 2 shows the average efficiency score in the Czech banking sector estimated in the CCR and BCC model. The average efficiency calculated in the assumption of a constant return to scale reached a value of 55-84%. On the other hand, average efficiency with variable return to scale was between 70% and 95%. Table 2 presents the results of the average Window Malmquist indices of the Czech banking sector during the period analysed. Malmquist indices estimates are summarised below. The annual entries in each column in Table 2 are geometric means of results for individual banks and the period results reported in the last row are geometric means of the annual geometric means. The results of the average WMI of the banking sector in the model with variable return to scale is presented in Table 4 . The average WMI reaches annual average growth of 3% in the BCC model. A year-by-year score shows that the efficiency change was above 1.00 in the period 2005-2007 and then 2011-2013 . In other periods, the average annual efficiency change was below 1.00. During the period 2009-2011, this negative efficiency change was probably as a result of the financial crisis. Thus, over the whole period average, the Window Malmquist index ranges around 1.03 in the BCC model in the Czech banking sector. This therefore demonstrates positive efficiency change. In the assumption of variable return to scale, the largest banks also attained average growth of efficiency, while the efficiency growth of large banks was 2-6%. Next, we decompose efficiency to pure technical efficiency (PTE) and the scale efficiency (SE) components presented in Table 6 . The value of scale efficiency is in a range of zero to one (respectively 0-100%). If SE = 100%, this means that bank is scale efficient and the bank is operating at its optimal size. If SE < 100%, the bank has some degree of inefficiency due to inadequate size. An indication of the major source of efficiency change can be obtained by recalling that overall technical efficiency is the product of pure technical efficiency and scale efficiency. Thus, if PTE > SE then the major source of efficiency change (both increase and decrease) is improvement in pure technical efficiency, whereas if PTE < SE the major source of efficiency is an improvement in scale efficiency. Further details on the interpretation of these indices may be found in Charnes et al. (1995) . We can see that, for the largest banks, the major source of efficiency change was improvement in pure technical efficiency. Average scale efficiency was 88%, which means that the scale inefficiency of Czech commercial banks was 12%. This means that several commercial banks were of inappropriate size. The highest value of scale efficiency (100%) was registered in eBanka, which means that eBanka was operating at an adequate size. On the other hand, the large commercial banks (CSOB, Ceska sporitelna and Komercni banka) reached the lowest value of scale efficiency and the average scale efficiency was 73-79%. This shows that the largest banks are of inadequate size. Also, AirBank, one of the small banks, was at a higher value of scale inefficiency.
VI. Conclusion
The aim of this paper was to estimate the efficiency of Czech commercial banks during the period 2001-2011. We applied Dynamic Data Envelopment Analysis to data from Czech commercial banks. We estimated efficiency under the assumptions of constant and variable returns to scale. In the period analysed, average efficiency was calculated using constant returns to scale ranging from 80% to 92% and average efficiency computed using variable returns to scale ranged from 90% to 98%. The average inefficiency of the Czech banking sector in the CCR model was 13% and average inefficiency in the BCC model The results of this paper could be used by managers of banks. We can demonstrate this with a short example: if, e.g. ČSOB were to reduce its inputs (deposit and personal costs) to 79% of current inputs, this bank would operate on an efficient frontier. DEA could provide the optimal proportion of inputs and outputs for each banks in the banking sectors. But this recommendation is not the aim of this paper and this is therefore a topic for further research. We found that the highest value achieved for average efficiency was for Volksbank and GE Money Bank. In contrast, the lowest bank efficiency in the CCR model was represented by CSOB, Komercni banka and Ceska sporitelna. These banks, which are the three largest banks in the Czech banking sector, attained the lowest values in scale efficiency. Thus, the largest banks are the least efficient in the Czech banking industry. These large banks reached a higher value in the BCC model, demonstrating that large banks are too large and have improperly chosen their size (range of operations). The reason for this inefficiency is that the large banks have an excess of deposits on their balance sheet. Thus, the excess of deposits reflected negatively on net interest income by increasing the interest costs of banks. The second source of inefficiency of the largest commercial banks is fixed assets. The recommendation of the results of DEA is to reduce the client deposits and fixed assets.
