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We propose to periodically modulate the onsite energy via two-tone drives, which can be furthermore used
to engineer artificial gauge potential. As an example, we show that the fermionic ladder model penetrated with
effective magnetic flux can be constructed by superconducting flux qubits using such two-tone-drive-engineered
artificial gauge potential. In this superconducting system, the single-particle ground state can range from vortex
phase to Meissner phase due to the competition between the interleg coupling strength and the effective mag-
netic flux. We also present the method to experimentally measure the chiral currents by the single-particle Rabi
oscillations between adjacent qubits. In contrast to previous methods of generating artifical gauge potential, our
proposal does not need the aid of auxiliary couplers and in principle remains valid only if the qubit circuit main-
tains enough anharmonicity. The fermionic ladder model with effective magnetic flux can also be interpreted as
one-dimensional spin-orbit-coupled model, which thus lay a foundation towards the realization of quantum spin
Hall effect.
PACS numbers:
I. INTRODUCTION
Gauge potential is a core ingredient of the electromagnetic
interaction in electrodynamics [1], standard model in parti-
cle physics [2], and even the topological phenomena in con-
densed matter physics [3]. However, the behaviours of micro-
scopic particles in gauge potentials are rather difficult to study
in natural systems, due to their well-known low controllabil-
ity. Representatively, for example, strong magnetic field is
experimentally challenging to generate for electrons in solid
systems. Therefore, engineering effective gauge potential in
artificial quantum platform stands a wise option in order to ac-
cess higher tunability. Superconducting qubit circuits [4–12],
which inherit the advantages of microwave circuits in flexi-
bility of design, convenience of scaling up, and maturation
of controlling technology, have recently won great celebrity
in simulating the motions of microscopic particles placed in
gauge potentials. In superconducting qubit circuits, photons
play the role of carriers, which, in contrast to electrons, will
cause no backaction onto the artificial gauge potential due to
the charge neutrality.
The engineering of artificial gauge potential (mainly the
effective magnetic flux) in superconducting qubit circuits
greatly depends on the nonlinearity of Josephson junctions in
auxiliary couplers [13–17]. In this manner, chiral Fock-state
transfer [13], multiparticle spectrum modulated by effective
magnetic flux in Jaynes-Cummings model [14], condensed-
matter and high-energy physics phenomena in quantum-link
model [15], and flat band in the Lieb lattice [16] have been
theoretically studied. In experiment, effective-magnetic-flux-
induced chiral currents of single photon and single-photon va-
cancy have been respectively observed in one-photon and two-
photon states [17]. By contrast, in cold atom systems, artificial
gauge potentials are usually engineered using periodically-
modulated onsite energy [18–21]. This has motivated the
similar proposal of engineering artificial gauge potentials via
periodically modulating the Josephson energy of the trans-
mon qubit circuit [22], which however maintains valid only
in small anharmonicity regime. To remedy this drawback, we
propose to modulate the onsite energy of the coupled qubit
chain with two-tone drives. This method can in principle be
applied to a superconducting qubit circuit with any nonzero
anharmonicity, which can thus simulate fermions rather than
bosons as in Ref. [22]. Besides, nonlinearity is known to be a
key factor for demonstrating quantum phenomena [6]. Thus,
periodically modulating the energy of the qubit circuit with
better anharmonicity is significant for exploring nonequilib-
rium quantum physics.
Meanwhile, thanks to the recent experimental progress in
the integration scale of superconducting qubit circuits [23–
26], the quantum simulation research based on superconduct-
ing qubit circuits is now advancing from single or several
qubits [27–38] towards multiple qubits [14, 16, 17, 39–46].
However, most experiments are yet confined to the chain
structure (one dimension) currently [17, 41, 43, 44], which
thus lacks one more dimension to realize the two-dimensional
topological phenomena induced by gauge potential, e.g., the
quantum Hall effect or quantum spin Hall effect [47]. Re-
cently, the quasi-two-dimensional ladder model [45], and
ture-two-dimensional Sycamore processor [46] have both
been achieved with the state-of-the-art technology in super-
conducting quantum circuits, but neither of them involves the
research on artificial gauge potential. Therefore, the effect
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FIG. 1: (color online). Ladder model constructed by X-shape flux qubits with the gradiometer structure which can cancel out some common
flux noise penetrated through the two symmetric loops. The Josephson junctions, flux qubit loop, readout resonator, classical flux bias are
colored in gray, red, green, and blue, respectively. The Josephson energy for the big and small Josephson junctions are respectively EJ and
αEJ , where
1
2
< α < 1 should be satisfied to guarantee the nonlineartiy of the flux qubit and meanwhile, suppress the intercell tunnelling.
Meanwhile, the flux qubits are coupled to their nearest neighbours with X-shape mutual inductances that are mostly determined by the nearest
edge on the loop. The microwave coplanar waveguide resonator (CPW) is shorted at the terminal near the flux qubit loop such that only
inductive coupling is present. The flux qubit loop is designed like a cross such that different coupling terms can be well separately to minimize
the crosstalk.
of artificial gauge potential needs to be further explored be-
yond the one-dimensional system. In particular, the ladder
model is almost the simpliest two-dimensional model that im-
plies rich physics, which, for example, can be mapped to the
one-dimensional spin-orbit-coupled chain if penetrated by the
effective magnetic flux [21, 48].
To make an initial attempt towards two-dimensional quan-
tum simulation with artificial gauge potential, we will design
the concrete superconducting qubit circuit that realizes the
ladder model penetrated by the effective magnetic flux. We
will focus the vortex and Meissner phase transitions induced
by the competition of related parameters, such as the coupling
strengths and effective magnetic flux. Since the lattice number
cannot be achieved so many as the atom number in cold atom
systems, we will mainly concentrate on the practical case with
finite lattice number. Besides, the method to measure the two
phases will also be discussed for the future experimental im-
plementation.
In Sec. II, we introduce the theoretical model that employs
two-tone drives to engineer artificial gauge potential in the
ladder model constructed by superconducting qubit circuits.
In Sec. III, we analyze the Vortex-Meissner phase transition at
different parameter regimes. In Sec. IV, we discuss the exper-
imental feasibility to generate the single-particle ground state
and measure the vortex-Meissner phase transition. In Sec. V,
we summarize the results and make some discussions.
II. TWO-TONE DRIVE INDUCED ARTIFICIAL GAUGE
POTENTIAL
A. Theoretical model
As an example, we consider the ladder model constructed
by the X-shape gradiometer flux qubit circuits (see schematic
diagram in Fig. 1). The individual flux qubit is manipulated
by classical direct current flux bias and alternating current
drive (colored in blue), and the states of qubits are disper-
sively read out through a coplanar waveguide resonator (col-
ored in green) [49–52]. The flux qubits are coupled to their
nearest neighbours with mutual inductances that are mostly
determined by the nearest edge on the loop. The the flux qubit
loop is designed like a cross [53] such that different coupling
terms can be well separated to minimize the crosstalk. The
first (second) row of the qubits is called the left (right) leg of
the ladder.
The qubit parameters are assumed to be homogeneous
along the leg. Then, the bare Hamiltonian without driving
fields can be generally given by
Hˆb =
R∑
d=L
∑
l
~
2
ωdσˆ
(d,l)
z
−
∑
d=L,R
∑
l
~g0σˆ
(d,l)
− σˆ
(d,l+1)
+ + H.c.,
−
∑
l
~K0σˆ
(L,l)
− σˆ
(R,l)
+ + H.c.. (1)
Here, according to the homogeneous assumption, all qubits
3along the d leg have the identical frequency ωd, where d =
L or d = R is the abbreviation of left or right. The bare
intraleg coupling strength on the left (L) or right (R) leg can
be given by gd = MdI
2
pd/~ with d = L,R, Md being the
mutual inductance between adjacent qubits (e.g., ∼ 10 pH),
Ipd the persistent current (e.g., ∼ 0.1µA), and ~ the reduced
Plank constant. The persistent current and the qubit frequency
can be tuned via designing the area ratio α between the small
and large junctions [54]. Therefore, we canmake the qubits on
different legs of distinct qubit frequencies. This also leads to
IpL 6= IpR, despite which, however, via careful design ofMd,
we can also make gL = gR = g0 (e.g., 1 ∼ 300MHz×2π).
Thus, in Eq. (1), the intraleg coupling strengths on both legs
are g0. Besides, K0 denotes the interleg coupling strength,
which is determined by the interleg mutual inductanceM and
also the persistent currents of the flux qubit circuits on both
legs, i.e.,K0 =MIpLIpR.
To engineer the effective magnetic flux from the bare
Hamiltonian Hˆb, we will first show that the the qubit fre-
quency can be periodically modulated via the assist of clas-
sical driving fields, as will be discussed below.
B. Periodical modulation of the qubit frequency
We now demonstrate the periodical modulation of the qubit
frequency through two-tone drives. In our treatment, the flux
qubit circuit is modelled as an ideal two-level system because
of the high anharmonicity [55–57] it possesses. In this man-
ner, the individual flux qubit at the d leg and lth rung with
two-tone drives can be characterized by the Hamiltonian
Hˆd,l=
~
2
ωdσˆ
(d,l)
z +
~
2
2∑
j=1
[
σˆ
(d,l)
+ Ω
(d,l)
j e
−iω
(d)
j
t +H.c.
]
, (2)
in the qubit basis, where the jth driving field (j = 1, 2) pos-
sesses the complex driving strength Ω
(d,l)
j at the frequency
ω
(d)
j . However, the transmon qubit [58, 59] has a worse an-
harmonicity than the flux qubit and thus, the detailed model
should include the higher energy levels, e.g., the second ex-
cited state (see Appendix. A) .
In Eq. (2), the driving field is determined by the incident
current I
(d,l)
j (t) through the relation Re{~2Ω
(d,l)
j e
−iω
(d)
j
t} =
−MdIpdI(d,l)j (t). The detunings of the driving frequencies
ω
(d)
j from the qubit frequencies ωd are kept identical for both
ladder legs, i.e., δj ≡ ω(d)j − ωd despite d taking L or R. In
fact, this can be achieved via tuning the driving frequencies
ω
(d)
j for the given qubit frequencies ωd. Besides, we assume
δ1 and δ2 are close to each other, i.e., |δ| ≪ |δ1|, |δ2| with
δ = δ2 − δ1. Also, we consider the large-detuning regime
|Ω(d,l)j /δj|2 ≪ 1 and homogeneous (inhomogeneous) driving
strengths (phases), i.e., Ω
(d,l)
1 = Ω1 and Ω
(d,l)
2 = Ω2e
−iφd,l
with positive Ωj . Then, via the second-order perturbative
method, the effective Hamiltonian can be yielded (see Ap-
pendix. A) as
Hˆ
(eff)
d,l =
~
2
ωdσˆ
(d,l)
z −
~
2
[
ωs+Ωcos(δt+φ
(d,l))
]
σˆ(d,l)z , (3)
where ωs =
∑2
j=1
Ωj
2
2δj
is the Stark shift andΩ = |Ω1Ω2δ1 |. The
phase φ(d,l) can be tuned by the driving field at the site (d, l),
which will not be specified at present.
In Eq. (3), we find that the qubit frequency is periodi-
cally modulated with the strength Ω, the frequency δ, and
the phase φ(d,l). Under our assumption, the parameters can
be typically, δ
(d)
1 /2π = 1 GHz, δ
(d)
2 /2π = 1.1 GHz, and
Ω1/2π = Ω2/2π = 178 MHz, in which case, the Stark shift
ωs/2π = 30.24 MHz, the modulation strength is Ω/2π =
31.7 MHz and the modulation frequency δ/2π = 100 MHz.
The qubit frequency ωd/2π can be about 2 GHz, which, to-
gether with the driving frequencies ω
(d)
j , is left to be exactly
determined in the following.
Note that one driving field will only arouse transitions be-
tween qubit bases [see the individual driving term in Eq. (2)].
That’s why we apply two-tone driving fields to achieve the
periodical modulation of the qubit frequency.
We must also mention that the method introduced here is
applicable for all qubit circuits, and not merely confined to
the flux qubit (see Appendix. A). Its validity does not re-
quire a negligibly small anharmonicity of the qubit circuit as
that for the transmon circuit in Ref. [22]. Since nonlinear-
ity is a key factor for demonstrating quantum phenomena [6],
periodically modulating the qubit frequency while maintain-
ing enough anharmonicity can be significant for exploring
nonequilibrium quantum physics.
C. Engineering effective magnetic flux
Based on the periodical modulation of the qubit frequency
in Sec. II B, we now continue to demonstrate how to engineer
the effective magnetic flux. We assume each qubit in Fig. 1
is driven by two-tone fields such that the qubit frequency can
be modulated as in Eq. (3). To include the nearest qubit-qubit
couplings, the full Hamiltonian can be represented as
Hˆf = Hˆb −
R∑
d=L
∑
l
~
2
[
ωs +Ωcos(δt+ φ
(d,l))
]
σˆ(d,l)z . (4)
Note that Hˆb is the bare Hamiltonian given in Eq. (1), ωs is
the Stark shift, and Ω, δ, and φ(d,l) are respectively the peri-
odical modulation strength, frequency, and phase of the qubit
at (d, l).
To eliminate the time-dependent terms in Eq. (4), we now
apply to Eq. (4) a unitary transformation
Uˆd (t) =
∏
l
∏
d=L,R
exp
[
iFˆl,d (t)
]
, (5)
where the expression of Fˆl,d (t) is explicitly given by
Fˆl,d (t) =
1
2
σˆ(d,l)z
[
Ω
δ
sin (δt+ φd,l) + (ωd − ωs) t
]
. (6)
4After that, the assumptions φd,l = φd − φl, φL = −φR = φ0,
and δ = ωR − ωL are made and the fast-oscillating terms are
neglected, thus leading to the following qubit ladder Hamilto-
nian as
Hˆ ′f =−
R∑
d=L
∑
l
~gσˆ
(d,l)
− σˆ
(d,l+1)
+ + H.c.
−
∑
l
~Kσˆ
(L,l)
− σˆ
(R,l)
+ exp (iφl) + H.c.. (7)
Here, the intraleg coupling strength g = g0J0 (ηx), and the
interleg coupling strengthK = K0J1 (ηy), which are in prin-
ciple tunable via modifying Ω, since ηx =
2Ω
δ sin(
φ
2 ) and
ηy =
2Ω
δ sin (φ0) (see Appendix. B for details). The symbol
Jn (x) represents the nth Bessel function of the first kind.
For the typical parameters given previously, which yields
Ω/2π = 31.7MHz and δ/2π = 100MHz, we can further set
g0/2π = 3.5MHz, and K0/2π = 33MHz. Then, the con-
dition |ηx/y/2|2 ≪ 1 is fulfilled, which makes g ≈ g0 and
K ≈ ηy2 K0 = ΩδK0 sin (φ0). In this case, the intraleg cou-
pling strength is fixed at g0, but the interleg coupling strength
can also be equivalently represented as
K ≈ 3g sinφ0. (8)
This implies that for given g, K can be tuned via φ0 in
the range −3g ≤ K ≤ 3g (see Fig. 2), which enables us
to study the phase transition by adjusting K . The condi-
tion δ = ωR − ωL can be satisfied with making the qubit
frequencies ωL/2π = 1.9GHz and ωR/2π = 2GHz such
that δ/2π = 100MHz. Furthermore, the driving frequen-
cies should be ω
(L)
1 /2π = 2.9GHz, ω
(L)
2 /2π = 3GHz,
ω
(R)
1 /2π = 3GHz, and ω
(R)
2 = 3.1GHz, since we have as-
sumed δ1/2π = (ω
(d)
1 − ωd)/2π = 1GHz and δ2/2π =
(ω
(d)
2 − ωd)/2π = 1.1GHz.
So far, we have determined nearly all the necessary param-
eters of the qubit and driving fields, except for the phases in
the driving fields φ and φ0, among which, the former acts as
the effective magnetic flux per plaquette, while the latter is
used to tune the interleg coupling strengthK .
D. Fermionic ladder in the effective magnetic flux
To transform the qubit ladder into the fermionic ladder, we
can make a Jordan-Wigner transformation [63], which is of
the form as
σˆ
(L,l)
− = bˆL,l
l−1∏
l′=1
exp(iπbˆ†L,lbˆL,l), (9)
σˆ
(R,l)
− = bˆR,l
l∏
l′=1
exp(iπbˆ†L,lbˆL,l)
l−1∏
l′=1
exp(iπbˆ†R,lbˆR,l). (10)
Here, σˆ
(d,l)
z = 2bˆ
†
d,lbˆd,l − 1, and the fermionic anticommu-
tation relations {bˆd,l, bˆ†d′,l′} = δdd′δll′ and {bˆd,l, bˆd′,l′} = 0
-1 0 1
-2
0
2
FIG. 2: (color online). Tunable interleg coupling strength K plotted
versus the phase φ0: K = 3g sin φ0, where, for simplicity, we have
set the intraleg coupling strength g = 1. Here, φ0 is determined by
the phases of the driving fields.
are fulfilled, where δdd′ and δll′ are Kronecker delta functions.
Then, the qubit ladder Hamiltonian Hˆ ′f in Eq. (7) can be trans-
formed into the Hamiltonian of the fermionic ladder, i.e.,
Hˆld =−
R∑
d=L
∑
l
~gbˆd,lbˆ
†
d,l+1 + H.c.
−
∑
l
~KbˆL,lbˆ
†
R,l exp (iφl) + H.c., (11)
which describes the motion of “fermionic” particles, gov-
erned by the effective magnetic flux φ. We note that the
above fermionic ladder model with effective magnetic flux
can also be interpreted as one-dimensional spin-orbit-coupled
model [21, 48], which may thus inspire the research towards
the realization of quantum spin Hall effect [47].
III. VORTEX-MEISSNER PHASE TRANSITION
A. Infinite-length ladder
Now, we seek the energy spectrum of the ladder Hamilto-
nian Hˆld in the infinite chain case [see Eq. (11)], i.e., the lattice
site (or rung) number N approaches infinity. To do this, we
straightforwardly assume that the single-particle eigenstate at
the energy ~ω is |ω〉 = ∑d,l ψd,l |d, l〉. Here, the notation
|d, l〉 = bˆ†d,l |0〉 represents the single-particle state at the site
(L, l) and |0〉 is the ground state. Afterwards, we assume the
wave function ψd,l ≡ ψd,l (z), and further assume
ψL,l = ψL,0z
le−i
φ
2 l and ψR,l = ψR,0z
lei
φ
2 l (12)
before substituting the eigenstate vector |ω〉 into the following
secular equation
Hˆld |ω〉 = ~ω |ω〉 . (13)
5-1 0 1
-4
-2
0
2
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(b)
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-1 0 1
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(c)
FIG. 3: (color online) Single-photon spectrum of the ladder model at
the interleg coupling strength K = (a) 0.2, (b)
√
2, and (c) 2.5, re-
spectively. Here, the effective magnetic flux φ = pi
2
, and the intraleg
coupling strength is set as unity: g = 1, implying the critical inter-
leg coupling strength Kc =
√
2. The solid (dashed) dark blue curve
means ω = ω+ (ω−), and z = exp(iq); the solid (dashed) light
blue curve marked with “” means ω = ω+ (ω−), and z = exp(λ);
the solid (dashed) light blue curve marked with “◦” means ω = ω+
(ω−), and z = − exp(λ).
Then, the dispersion relation can be yielded as a two-band
spectrum i.e.,
ω = ω± = −2gz2p cos
φ
2
±
√
K2 − 4g2z2m sin2
φ
2
, (14)
where the intermediate parameters zp = (z+z
−1)/2 and zm =
(z − z−1)/2. The corresponding wave function at l = 0 is of
the form
ψL,0(z) = ω+g(ze
iφ2 +z−1e−i
φ
2 ) and ψR,0(z) = −K, (15)
where a global normalized constant has been discarded.
To guarantee the existence of ω, there can be the following
three cases, i.e., (i) z = exp (iq), (ii) z = exp (λ), and (iii)
z = − exp (λ), where q and λ must be in the regime −π ≤
q ≤ π and − ln Λ ≤ λ ≤ ln Λ, where the parameter Λ =
K/2g sin φ2 +
√
K2/4g2 sin2 φ2 + 1. Here, the case (i) gives
a transmission state, the case (ii) a decay state, and the case
(iii) a staggered decay state. In the case (i), the value ofK can
control the number of the minimums of ω−, for which, there
exists a critical interleg coupling strength with the analytical
form
Kc = 2g tan
φ
2
sin
φ
2
. (16)
The relationK = Kc actually yields the vortex-Meissner tran-
sition boundary discussed afterwards. In detail, if K < Kc,
the lower band ω− has two minimums, while, otherwise, the
minimum number is one. This can be clearly found from the
dashed black curve in Fig. 3(a)-3(c) for K taking 0.5,
√
2,
and 2.5, respectively, where we specify g = 1 and φ = pi2
such thatKc =
√
2. AsK is increased, the band gap between
the two transmission bands ω+ and ω− will also be broad-
ened. In Fig. 3, where the energy bands ω± for the decay
and staggered decay states have also been shown, we also find
that a given single-particle energy will always correspond to
four degenerate states. This is critical for the existence of the
single-particle eigenstates under the open boundary condition,
which can in principle be constructed by the linear superpo-
sition of these four degenerate states. Only when the decay
and staggered decay states are included, one can definitely
ensure the equality between the number of the independent
coefficients and that of the boundary conditions, considering
that there are four terminals of the ladder. However, in the
simplest one-dimensional chain, which has only two termi-
nals, the single-particle eigenstates under the open boundary
condition is only the superposition of two transmission states,
which differs from the quasi-two-dimensonal ladder model
this present paper concentrates on.
B. Open-boundary ladder with finite qubit number
Nowwe invstigate the open-boundary condition for the lad-
der model. In cold atom systems, the ideal open-boundary
effect is a hard wall, which is very hard to realize [62], and
the open-boundary condition is approximately engineered by
an external power law potential. However, in superconduct-
ing qubit systems, the open-boundary condition is very conve-
nient to realize, since the ladder length is finite in experiment.
Suppose the ladder length is N , then the fermionic Hamilto-
nian in Eq. (11) becomes
Hˆ
(N)
ld =−
N−1∑
l=1
R∑
d=L
~gbˆd,lbˆ
†
d,l+1 + H.c.
−
N∑
l=1
~KbˆL,lbˆ
†
R,l exp (iφl) + H.c., (17)
where the eigenstates are different from those of the infinite-
length ladder, and therefore must be revisited. In Figs. 3(a)-
3(c), we find that in infinite-length case, a definite ω corre-
sponds to four states, which we denote by the characteristic
constants z = z1, z2, z3, and z4, respectively. In our study,
we are only interested in the low-energy states. Thus, the pa-
rameters zj can be determined by the relation ω = ω− [see
Eq. (14)], which yields
z1,2 ≡ z1,2 (ω) = 1
2
(R− ∓
√
R2− − 4), (18)
z3,4 ≡ z3,4 (ω) = 1
2
(R+ ∓
√
R2+ − 4), (19)
with the compact symbols R±, determined by ω, represented
in the form as
R± = −ω
g
cos
φ
2
±
√
−ω
2
g2
sin2
φ
2
+
K2
g2
+ 4 sin2
φ
2
. (20)
For the open-boundary ladder with finite qubit number, the
single-particle eigenstate at the energy ~µ can be assumed as
|µ〉 =
R∑
d=L
N∑
l=1
χd,l |d, l〉 . (21)
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FIG. 4: (color online). Probability amplitude |χ(n)d,l | for the lowest
two states χ
(n)
d,l (n = 1, 2, and d =L,R) for the energy µn in the
open-boundary condition. Here, n denotes the index of the energy
level, d the ladder leg, and l the rung index. The “◦” marks the direct
numerical diagonalization result, and the solid curve is the fitted re-
sult using the expansion equation χ
(n)
d,l =
∑4
j=1A
(n)
j χ
(n,j)
d,l , where
χ
(n,j)
d,l is the jth transmission or decay state in the infinite-length con-
dition for the energy ~µn . In (a)-(d), the interleg coupling strength
K = 0.5, while in (e)-(h), K = 2.5. The intraleg coupling strength
g = 1, the effective magnetic flux per plaquette φ = pi
2
for which
Kc =
√
2, and the ladder length N = 20.
Here, the eigen wave function χd,l ≡ χd,l(µ) must be the
linear superposition of the four degenerate states at the energy
ω = µ of the infinite-length ladder, respectively denoted as
ψ
(j)
d,l ≡ ψd,l (zj (µ)) [see Eqs. (12), (18), and (19)], i.e.,
χd,l =
4∑
j=1
Ajψ
(j)
d,l . (22)
Then, by substituting the state vector expansion |µ〉 in Eq. (21)
into the secular equation
Hˆ
(N)
ld |µ〉 = ~µ |µ〉 , (23)
where the coefficients Aj must be constrained nonzero, the
eigen energies can in principle be discretized as µ = ~µn
(n = 1, 2, ..., 2N ) with µn ≤ µn+1 and the corresponding
eigenstates can be assumed of the form
|µn〉 =
R∑
d=L
N∑
l=1
χ
(n)
d,l |d, l〉 . (24)
Here, the lowest energy eigenstate |µ1〉 is called the single-
particle ground state, which is the major state we will study.
The eigen wave function χ
(n)
d,l can also be expanded as the
linear superposition ofψ
(n,j)
d,l ≡ ψd,l (zj (µn)), the degenerate
states in the infinite-length case, i.e.,
χ
(n)
d,l =
4∑
j=1
A
(n)
j ψ
(n,j)
d,l . (25)
However, straightforwardly solving Eq. (23) is difficult, since
a transcendental equationwill be involved. Thus, in this paper,
FIG. 5: (color online). Quasimomentum qj ± φ/2 in the single-
particle ground state wave function χ
(1)
d,l for different interleg cou-
pling strength K. Here, the effective magnetic flux φ = pi/2, the
intraleg coupling strength g = 1, and the ladder lengthN = 20. The
color indicates the relative distribution intensity of the wave func-
tion on the quasimomentum component. Here, the quasimomentum
qj − φ/2 (qj + φ/2) only occurs on the L (R) ladder leg.
the determination of A
(n)
j is achieved by fitting Eq. (25) with
the results obtained from direct numerical diagonalization of
Eq. (23).
In Fig. 4, the wave functions of the single-particle ground
state |µ1〉 and single-particle excited state |µ2〉 (µ1 < µ2)
have been shown for K taking 0.5 [see Fig. 4(a)-4(d)] and
2.5 [see Fig. 4(e)-4(h)], respectively, where the other parame-
ters are g = 1, N = 20, and φ = pi2 such that Kc =
√
2. The
discrete circles represent the results from the direct numeri-
cal diagonalization using Eq. (23), while the solid curves the
fitting results using the expansion equation in Eq. (25). Both
results can be found to fit each other exactly. Also, the wave
functions at K = 2.5 > Kc appear smoother than those at
K = 0.5 < Kc. Besides, when K = 2.5, |χ(2)d,l | exhibits
an obvious dip near the middle lattice site, which nevertheless
does not occur whenK = 0.5.
Then, we investigate the properties of the single-particle
ground state χ
(1)
d,l using the expansion coefficients A
(n)
j from
fitting. From the discussions in Sec. III A, we know that if
K is less than Kc, all the four characteristic constants zj cor-
repsonding to ω = µ1 are complex numbers on the unit circle,
while, if K exceeds Kc, z3 and z4 will become real, which
will only contribute to the population at the edges. Due to
the effective magnetic flux, a complex characteristic constant
zj = exp (iqj) corresponds to a plane wave with the quasi-
momentum qj −φ/2 (qj +φ/2) in the wave function of the L
(R) ladder leg [see Eq. (12)].
In Fig. 5, we have plotted the quasimomentum qj ∓ φ/2
versus the interleg coupling strength K with φ = π/2 and
N = 20, where the color represents the relative distribu-
tion intensity on a particular quasimomentum component [ob-
tained by rescaling |A(1)j ψ(1,j)d,0 |, with d taking L (R) for
qj − φ/2 (qj + φ/2)]. We can also see that if φ = π/2, and
K is less than Kc, the particle is more likely to be populated
7on the L (R) leg, corresponding to the characteristic constant
z1,3 (z2,4). However, ifK exceedsKc, only z1 and z2 remain
complex, and the particles corresponding to z1,2 are approxi-
mately populated uniformly on both legs.
Lastly, we mention that once the single-particle eigenstates
χ
(n)
d,l are obtained, one can make the transformation bˆ
†
n =∑R
d=L
∑N
l=1 χ
(n)
d,l bˆ
†
d,l, which can finally transform the Hamil-
tonian in Eq. (17) into the independent fermionic modes, i.e.,
Hˆ
(N)
ld =
2N∑
n=1
~µnbˆ
†
nbˆn. (26)
Here, bˆn and bˆ
†
n meet the fermionic anticommutation rela-
tions, i.e., {bˆn, bˆ†n′} = δnn′ . Compared with the infinite-
length scenario, we note that the eigen energies are dis-
cretized, with the eigenstates being the superposition of the
ones in the infinite-length scenario.
C. Chiral current
The current operator can be derived from the following con-
tinuity equation
d
dt
(bˆ†d,lbˆd,l) =
[bˆ†d,lbˆd,l, Hˆld]
i~
= jˆ
(d)
l−1,l + jˆ
(d)
l+1,l + jˆl,d¯d, (27)
where d, d¯ ∈ {L,R} and d¯ 6= d. Here, jˆ(d)l,l+1 denotes the parti-
cle current flowing from the site l to l+1 on the d ladder, while
jˆl,d¯d the particle current flowing from the d¯ ladder to d ladder
at the lth site. The physical meaning is that the time-varying
rate of the particle number at one individual site is determined
by the current that flows into it. The resulting current operator
can be explicitly represented as
jˆ
(d)
l,l+1 = ig(bˆ
†
d,l+1bˆd,l − bˆ†d,lbˆd,l+1), (28)
jˆl,LR = iK(bˆ
†
R,lbˆL,le
iφl − bˆ†L,lbˆR,le−iφl). (29)
For the specific single-particle ground state |µ1〉 =∑R
d=L
∑N
l=1 χ
(1)
d,l |d,l〉, the average particle current can be re-
spectively given by
j
(d)
l,l+1 = ig(χ
(1)∗
d,l+1χ
(1)
d,l − χ(1)d,l+1χ(1)∗d,l ) (30)
which describes the flow from the site l to l+1 on the d ladder,
and
jl,LR = iK(χ
(1)∗
R,l χ
(1)
L,l e
iφl − χ(1)R,lχ(1)∗L,l e−iφl) (31)
which describes the flow from the L to R ladder at the lth site.
The presence of the effective magnetic flux will make the
system exhibit the property of chirality. In detail, the particle
currents on both legs differ from each other. To quantify the
difference, we define the chiral particle current as
jC = jL − jR. (32)
FIG. 6: (color online). Chiral current strengths jC as a function of the
effective magnetic flux φ and the interleg coupling K with N = 20
sites, g = 1, and open boundary conditions. The solid curve is the
critical boundary separating the Meissner and vortex phase where
K = 2g tan φ
2
sin φ
2
is fulfilled. The right graph shows the chiral
current against K at φ = pi/2, while the bottom shows the chiral
current against φ atK =
√
2. In the right one, the chiral current first
increases with K in the vortex phase and then remains unchanged
once the critical valueKc is met, which signifies the Meissner phase.
In the bottom one, the chiral current first rises with φ in the Meissner
phase until a critical value φc is reached, after which the vortex phase
is entered.
Here, jd = (N − 1)−1
∑N−1
l=1 j
(d)
l,l+1 with d = L,R is the site-
averaged current on the particular d leg. In Fig. 6, the chiral
current strength is plotted as a function of the flux φ and inter-
leg coupling strength K . The Meissner and vortex phase are
separated by a critical boundary, where K = 2g tan φ2 sin
φ
2
[see Eq. (16)] is fulfilled. This boundary corresponds to the
degeneracy transition of the single-particle ground state in the
infinite-length case [see Figs. 3(a)-3(c)]. For givenK =
√
2,
the chiral current first increases as φ untill reaching its maxi-
mum at φc =
pi
2 and then goes down towards zero, while, for
given φ = pi2 , the chiral current also first increases asK untill
reaching its maximum at Kc =
√
2 but never changes after-
wards. The current patterns of the Meissner and vortex phase
will be discussed below.
D. Current patterns in the vortex and Meissner phases
The difference between vortex and Meissner phases can be
intuitively seen from their individual current patterns in Fig. 7.
In the vortex phase, currents flow around particular kernels,
the number of which is what we define as the vortex number.
In the Meissner phase, the currents only flow along the edges
of the ladder, which can be therefore regarded as a single large
vortex. In Fig. 7, the flux φ = π/2 for the left column and
8FIG. 7: (color online). Current patterns and photon densities for different values of the interleg couplingK. Here, the intraleg coupling g = 1,
the flux φ = pi/2 for the left column and −pi/2 for the right one, the site number N = 20. The current strength, normalized to the maximum
current for each K, is denoted by the thickness and length of the arrows. The shade of the color represents the photon density, which is also
normalized to its maximum value for each K. The flux φ = ±pi/2 makes the critical value of the interleg coupling Kc =
√
2, the value
that separates the vortex and Meissner phases. In the first row, K = 2.5, and the currents mainly flow around the edges of the ladder, which,
forming one large vortex, is called the Meissner phase. In the second row,K =
√
2, which is the phase transition point, and the current pattern
also belongs to Meissner phase. From the third to fourth row where K = 1 and 0.5 successively, the decreasing of K induces the increasing
of the vortex number. We find that when φ is flipped from pi/2 to−pi/2, the currents also change their directions.
−π/2 for the right column, the intraleg coupling g = 1, the
site number N = 20, and the corresponding critical interleg
coupling is Kc =
√
2. When K goes down from 2.5 to the
critical value
√
2, we see no more vortex to occur except the
only one circulating around the edges. However, if K con-
tinues to decrease to 1 and furthermore 0.5, we see that more
vortices come into being. Moreover, before K reaches
√
2,
the particle density shows no periodical modulation, while,
until K reaches
√
2, more modulation periods appear as K
is increased. We mention that due to the effect of the open
boundary, the particle density approaches zero near the chain
ends. We also see the change of current directions when the
flux φ is flipped from π/2 [see Figs. 7(a)-7(d)] to −π/2 [see
Figs. 7(e)-7(h)].
To numerically quantify the vortex density, i.e., the average
vortex number per lattice site, we now make one count of vor-
tex for a particular plaquette once such a current pattern as the
clockwise or anticlockwise type is present. Thus, if the total
vortex number isNV, vortex density is thenDV = NV/N . In
Fig. 8, we have plotted the vortex density DV against the flux
φ for different values ofK withN = 20, g = 1, and the open
boundary conditions. For each given K , there is a critical
value of the flux φc. Below φc, the system is in the Meiss-
ner phase, possessing a constant vortex density 1/N = 0.05,
while above φc, the system is in the vortex phase, where the
vortex density increases with the flux φ. Since the vortex num-
ber must be integers, the increase of vortex density with φ is in
steps. Besides, the critical flux φc shifts to the right gradually
whenK is increased.
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FIG. 8: (color online). Vortex density DV as a function of the effec-
tive flux φ and the interleg coupling K with N = 20 sites, g = 1,
and the open boundary condition. For each determined K, there is
a critical value of the flux φc. Below φc, the system is in the Meiss-
ner phase, possessing a constant vortex density 1/N = 0.05, while
above φc, the system is in the vortex phase, where the vortex density
increases with the flux φ.
9IV. EXPERIMENTAL DETAILS
A. Generating the single-particle ground state
To observe the chiral particle current discussed above, we
need to generate the single-particle ground state, i.e., the low-
est single-particle energy state |µ1〉. In principle, the cold
atoms can be condensed into one common single-particle state
via laser cooling, thus forming the so-called Bose-Einstein
condensate. However, since the number of particles here is
not conserved as that of atoms, the ladder model realized by
superconducting qubit circuits will decay to the ground state
(with no particles present) through sufficient cooling of the
conventional dilution refrigerator. Hence, in the following, we
will demonstrate how to generate the single-particle ground
state from the ground state.
We now discuss a general method that generates the single-
particle ground state from the ground state |0〉, and simultane-
ously causes no unwanted excitations. In detail, we classically
drive the qubits at all the sites, which appears in Eq. (4) as an
additional term
Hˆg =
~
2
R∑
d=L
N∑
l=1
σˆ
(d,l)
+ Bd,l exp (−iνdt) + H.c.. (33)
When we further go to Eq. (11), Hˆg is transformed into
Hˆld,g =
~
2
R∑
d=L
N∑
l=1
σˆ
(d,l)
+ B
′
d,l exp (−iǫt) + H.c.. (34)
Here, the driving strength B′d,l = Bd,lJ0
(
Ω
δ
) ≈ Bd,l, since
|Ω/δ|2 ≪ 1 is satisfied by the parameters in Sec. II, and the
detuning ǫ ≡ νd − ωd for d = L,R can be achieved via care-
fully tuning νd. In Fig. 9, it can be found that the eigenstates
are approximately degenerate in pairs when K < Kc, al-
though the approximate degeneracy is broken whenK > Kc.
Therefore, when we excite the single-particle ground state
|µ1〉 from ground state with ǫ = µ1, at least the single-particle
state |µ2〉 might also be excited and so might the other single-
particle states.
To overcome this problem, we nowmake a unitray transfor-
mation of the single-particle creation operator, i.e., σˆ
(d,l)
+ =∑2N
n=1 χ
(n)∗
d,l Σˆ
+
n , and thus the interaction Hamiltonian in
Eq. (34) becomes
Hˆld,g =
~
2
2N∑
n=1
CnΣˆ
+
n exp (−iǫt) + H.c.. (35)
Here, the Pauli operator Σˆ+n represents the collective ex-
ciations of the qubits, and the driving strength Cn =∑R
d=L
∑N
l=1 χ
(n)∗
d,l B
′
d,l can be controlled by the amplitude
B′d,l (or equivalently, Bd,l). To remove the excitations on
the single-particle excitation states (i.e., the states |µn〉 with
n ≥ 2), we should make Cn = 0 for n ≥ 2, which yields the
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FIG. 9: (color online). (a) Ground state frequency versus the interleg
coupling K. (b) Lowest six eigen frequencies versus K in reference
to the ground state frequency. Here, the flux φ = pi/2, the site num-
ber N = 20, the intraleg coupling g = 1, and the open boundary
condition is assumed. We find the critical value of the interleg cou-
pling Kc, below which, the eigen frequencies are nearly degenerate
in pairs. However, above Kc, the degeneracy is broken.
required driving strength
B′d,l =
2N∑
n=1
χ
(n)
d,l Cn = χ
(1)
d,lC1 (36)
using the orthonormality condition of χ
(n)
d,l . Obviously, the
driving fieldsB′d,l must possess the same profile as the single-
particle ground state χ
(1)
d,l except for a scaling factor, i.e., the
Rabi frequency C1. Then, Eq. (35) can be simplified into
Hˆ ′ld,g =
~
2
C1 exp (−iǫt) Σˆ+1 +H.c., (37)
where we assume C1 is tuned positive. From Eqs. (9) and
(10), we know that σˆ
(d,l)
+ |0〉 = bˆ†d,l |0〉, thus yielding
Σˆ+1 |0〉 =
R∑
d=L
N∑
l=1
χ
(1)
d,l σˆ
(d,l)
+ |0〉
=
R∑
d=L
N∑
l=1
χ
(1)
d,l bˆ
†
d,l |0〉 = |µ1〉 . (38)
Since the single-particle ground state is generated from the
ground state, we then have
Hˆ ′ld,g =
~
2
C1 exp (−iǫt) |µ1〉〈0|+H.c.. (39)
Thus, the unwanted excitations characterized byCn for n ≥ 2
are all removed via properly adjusting B′d,l. If the detuning is
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FIG. 10: (color online). Driving strength
∣
∣B′d,l
∣
∣ /2pi and phase
arg{B′d,l}/2pi at the site (d, l) which is needed to reach the Rabi fre-
quency C1/2pi = 1MHz for generating the single-particle ground
state. The solid red (dashed blue) curves marked with triangles
(squares) mean d = L (d = R). Here, the intraleg coupling
strength g/2pi = 3.5MHz, the interleg coupling strength K/2pi =
1.75MHz (such that K/g = 0.5), the ladder length N = 20, and
the flux φ = pi/2 are assumed.
further taken as ǫ = µ1 as expected, the system will evolve
to the state cos (C1t/2)|0〉 − i sin (C1t/2)|µ1〉 in a time du-
ration t. Assuming a π pulse, i.e., C1t = π, the single-
particle ground state |µ1〉 can be achieved in just one step.
If we specify the intraleg coupling strength g/2π = 3.5MHz,
the interleg coupling strength K/2π = 1.75MHz, the lad-
der length N = 20, the flux φ = π/2, and the detuning
ǫ/2π = µ1/2π = −210.4MHz, the driving strength B′d,l re-
quired to reach the desired Rabi frequenciesC1/2π = 1MHz
and Cn/2π = 0 (n ≥ 2) can be shown in Fig. 10, which im-
plies a generation time of 0.5µs. Besides, we can verify that∣∣∣B′d,l∣∣∣ [see Fig. 10(a)] shares the same profile as ∣∣∣χ(1)d,l ∣∣∣ [see
Figs. 4(a) and 4(b)] except for a scaling factor.
Having obtained the target Hamiltonian in Eq. (39), we now
investigate the effect of the environment on the state genera-
tion process, which is described by the Lindblad master equa-
tion
dρˆ
dt
=
1
i~
[Hˆ
(N)
ld + Hˆ
′
ld,g, ρˆ] + Lµ1 [ρˆ] . (40)
Here, ρˆ is the density operator of the ladder,Lµ1 [ρˆ] represents
the Lindblad dissipation terms as
Lµ1 [ρˆ] = −γ1 |µ1〉〈µ1| 〈µ1|ρˆ|µ1〉+γ1 |0〉〈0| 〈0|ρˆ|0〉
−Γ1
2
|µ1〉〈0| 〈µ1|ρˆ|0〉−Γ1
2
|µ1〉〈0| 〈µ1|ρˆ|0〉 , (41)
and γ1 (Γ1) is the relaxation (dephasing) rate of the single-
particle ground state |µ1〉. Using Eq. (40), we can find the
exact solution of 〈µ1|ρˆ (t)|µ1〉 (see Appendix. C), i.e., the fi-
delity of the single-particle ground state at the time t. How-
ever, in the strong coupling limit (C1 ≫ γ1, Γ1), the genera-
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FIG. 11: (color online). Single-particle ground state fidelity
〈µ1|ρˆ|µ1〉 evolving versus the time t under the effects of environment
for the dephasing rate Γ1 taking (a) 10C1, (b) C1, and (c) 0.1C1, re-
spectively. Here, C1/2pi = 1MHz is the Rabi frequency. The relax-
ation rate takes γ1 = 0.5Γ1 in all plots. The solid red (dashed blue)
curve denotes the exact solution (the approximate one in the strong
coupling limit C1 ≫ γ1,Γ1).
tion fidelity can be approximated as
〈µ1|ρˆ|µ1〉 = 1
2
[
1− e− 12 (γ1+Γ12 )t cos (C1t)
]
. (42)
Suppose the relaxation (dephasing) rate of the qubit at the site
(d, l) is γd,l (Γd,l), then γ1 and Γ1 can be estimated by
γ1 =
∑
d,l
|χ(1)d,l |2γd,l and Γ1 =
∑
d,l
|χ(1)d,l |2Γd,l. (43)
We consider homogeneous qubit decay rates, e.g., γd,l/2π ≡
0.05MHz and Γd,l/2π ≡ 0.1MHz, while other parameters
remain unchanged. Then, after a π pulse, the fidelity is about
〈µ1|ρˆ( piC1 )|µ1〉 = 0.9273. In Fig. 11, we have shown the exact
solution and the approximate one for the weak (Γ1 = 10C1),
critical (Γ1 = C1), and strong (Γ1 = 0.1C) coupling, where
good agreement is found in the last case.
B. Measurement scheme
To observe the vortex-Meissner phase transition, one indis-
pensable issue is to measure the particle currents between a
pair of adjacent sites. In superconducting quantum circuits,
the qubit state can be dispersively read out by a microwave
resonator, which enables us to extract the particle current from
the Rabi oscillation between the pair of adjacent sites. To
achieve this, we can tune the energy levels of the flux qubits
that connect to the pair of sites we concentrate on such that
both sites are decoupled from the others. For example, to in-
vestigate the Rabi oscillation between (L, l) and (L, l + 1),
we can tune the flux qubits at the sites (L, l − 1), (L, l + 2),
(R, l), and (R, l+ 1) such that they are decoupled from the
ones at (L, l) and (L, l + 1). Then, the bare Hamiltonian that
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governs the evolution of the adjacent sites (L, l) and (L, l+ 1)
can be given by HˆL,l = −~gσˆ(L,l+1)+ σˆ(L,l)− +H.c.. Differently
from the cold atoms in optical lattices, the particles stored in
the flux qubits suffer the relaxation rates γd,l and dephasing
rates Γd,l for the site (d, l). Thus, the interaction between the
qubits at (L, l) and (L, l+ 1) should also be described by the
Lindblad master equation, i.e.,
dρˆL,l
dt
=
[HˆL,l, ρˆL,l]
i~
+ LL,l [ρˆL,l] + LL,l+1 [ρˆL,l] . (44)
Here, ρˆL,l =
∑l+1
l1=l
∑l+1
l2=l
|L,l1〉〈L,l1| ρˆ |L,l2〉〈L,l2| is the
subspace truncation of the global density operator ρˆ, and the
Lindblad terms
LL,l[ρˆL,l] = −γL,l |L, l〉〈L, l|〈L, l|ρˆL,l|L, l〉
+ γL,l |0〉〈0|〈0|ρˆL,l|0〉 − ΓL,l
2
|0〉〈L, l|〈0|ρˆL,l|L, l〉
− ΓL,l
2
|L, l〉〈0|〈L, l| ρˆL,l|0〉 (45)
represent the dissipation into the environment. In the limit
of strong coupling (i.e., g ≫ γL,l,ΓL,l), the population
difference between (L, l + 1) and (L, l), which defined by
PL,l (t) = 〈L, l + 1|ρˆL,l|L, l+ 1〉 − 〈L, l|ρˆL,l|L, l〉, can be ob-
tained using the Lindblad master equation as
PL,l (t)=e
−γ˜L,lt
[
cos (g˜t)PL,l(0) + sin (g˜t)
j
(L)
l,l+1
g
]
, (46)
where γ˜L,l = (γL,l + γL,l+1 + ΓL,l + ΓL,l+1) /4 and g˜ = 2g.
Now, we can confidently assert that the particle current j
(L)
l,l+1
can be extracted from the population difference after fitting
the measured data using Eq. (46). The discussions made
above can also apply to extracting the particle current on the
R leg, for which, the population difference between (R, l) and
(R, l+ 1) is namely Eq. (46) with the subscript L replaced
with R. Similarly, the population difference between (R, l)
and (L, l) is
PLR,l(t) = e
−γ˜LR,lt
[
cos(K˜t)PLR,l(0) + sin(K˜t)
jLR,l
K
]
, (47)
where γ˜LR,l = (γL,l + γR,l + ΓL,l + ΓR,l) /4, K˜ = 2K , and
strong interleg coupling (i.e., K ≫ γL,l,ΓL,l) has been as-
sumed.
In Fig. 12, we have intuitively presented the population dif-
ference PL,l (t) and PLR,l (t) evolving as the time for l taking
N/2, with the chain length N = 20, the intraleg coupling
strength g/2π = 3.5MHz, the interleg coupling strength
K/2π = 1.75MHz (such thatK/g = 0.5), the effective mag-
netic flux φ = π/2, and the decay rates γd,l′/2π ≡ 0.05MHz
and Γd,l′/2π ≡ 0.1MHz. The corresponding particle current
is j
(L)
l,l+1 = 0.43MHz and jLR,l = −0.5785MHz. We find
that, in the strong coupling limit, the approximate analytical
solutions (solid blue) agree very well with the exact numer-
ical simulation results (dashed green), especially in the first
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FIG. 12: (color online). Population difference (a) PL,l (t) between
the site (L, l + 1) and (L, l), and (b) PLR,l (t) between the site (R, l)
and (L, l) evolving against the time t. The solid yellow (dashed
blue) curves represents the exact numerical simulation results (ap-
proximate solutions) in the strong coupling limit. Here, we spec-
ify the chain length N = 20, the lattice index l = N/2 = 10,
the intraleg coupling strength g/2pi = 3.5MHz, the interleg cou-
pling strength K/2pi = 1.75MHz, and the decay rates at the site
(d, l′) γd,l′/2pi ≡ 0.05MHz and Γd,l′/2pi ≡ 0.1MHz. The
corresponding particle current is (a) j
(L)
l,l+1 = 0.43MHz and (b)
jLR,l = −0.5785MHz.
few periods. However, when time goes longer, some devia-
tion is exhibited from the approximate and numerical results.
Thus, to improve accuracy of measurement, we advice to fit
the data from the first few oscillation periods.
Having measured the particle currents between adjacent
sites, we can then calculate the chiral current given in Eq. (32),
which enables us to obtain the vortex-Meissner phase transi-
tion diagram for different interleg coupling strengthK and ef-
fective magnetic flux φ (see Fig. 6). The current patterns (see
Fig. 7) can also be obtained from the particle currents, which
enables us to calculate the vortex density for differentK and
φ (see Fig. 8). In a word, the vortex-Meissner phase transition
can be determined from the measured data of particle currents
between adjacent sites.
V. CONCLUSION
We have introduced a circuit scheme on how to construct
the two-leg fermionic ladder with X-shape gradiometer super-
conducting flux qubits. In such a scheme, we have shown that
with two-tone driving fields, an artificial effective magnetic
flux can be generated for each plaquette, which can be felt by
the “fermionic” particle and thus affects its motion. Compared
with the previous method for generating effective magnetic
flux without the aid of couplers [22], our method does not re-
quire the qubit circuit poessess a weak anharmonicity but on
the contrary has a simple analytical expression in the strong
anharmonicity regime. The maintenance of anharmonicity (or
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nonlinearity) is crucial, since it is indispensable for demon-
strating quantum behaviors [6].
Via modifying the interleg coupling strength or the effec-
tive magnetic flux, both of which are tunable via adjusting
the phases of the classical driving fields, the vortex-Meissner
phase transition can in principle be observed in the single-
particle ground state, which originates from the competition
between the two parameters. In the vortex phase, the num-
ber of vortex kernels are more than one, while in the Meissner
phase, there is only one large vortex, with the currents mainly
flowing around the boundaries of the ladder. The phase tran-
sition boundary is analytically given. Besides, the wave func-
tions, current patterns, and quasimomentum distributions in
both phases are exhaustively discussed. The vortex densities
for different parameters have also been presented.
Since the vortex and Meissner phases are discussed in the
single-particle ground state, which is not the (global) ground
state, we have proposed a method on how to generate the
single-particle ground state from the ground state with just
a one-step π pulse realized by simultaneously driving all the
qubits and meanwhile cause no undesired excitations. The re-
quied driving fields should share the same profile as the wave
function of the single-particle ground state except for a scaling
factor, the Rabi frequency of generation.
We have shown that the particle currents between the two
adjacent sites can be extracted from the Rabi oscillations be-
tween them, assuming the other sites connected to them are
tuned to decouple. The detailed analytical expression has
been given for fitting the experimentally measured data. The
particle-current measurement between adjacent sites enables
the calculation of chiral particle currents, which is critical for
experimentally determining the vortex-Meissner phase transi-
tion.
For strictness, the effects of the environment are also con-
sidered for generating the single-particle ground state and
measuring the particle currents between the adjacent sites. To
guarantee the generation fidelity and measurement accuracy,
we find that the sample needs to reach the strong coupling
regime, i.e., the coupling strength should be much larger than
the decay rates. This condition, we think, should not be very
difficult to met, since the ultrastrong coupling [64–66] and de-
coherence time about tens of microseconds [51, 67] have both
been reported in flux qubit systems.
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Appendix A: Periodical modulation of the qubit frequency
Now, we investigate the periodical modulation of a qubit
frequency with a general qubit (e.g., flux qubit, transmon
qubit, etc) with multiple energy levels. The qubit Hamilto-
nian with two-tone driving fields can be represented as
Hˆq = Hˆ0 +
~
2
N−1∑
n
2∑
j=1
(
σˆn+1,nΩjne
−iω˜jt +H.c.
)
, (A1)
where Hˆ0 =
∑
n ~ωqnσˆnn and σˆnn = |n〉 〈n| (σˆn+1,n =|n+ 1〉 〈n|) is the projection (ladder) operator. In the interac-
tion picture defined by Uˆ0 (t) = e
−iHˆ0t, the Hamiltonian Hˆq
is transformed into
HˆI (t) =
~
2
N−1∑
n
2∑
j=1
(
σˆn+1,nΩjne
−iδjnt +H.c.
)
, (A2)
where δjn = ω˜j − (ωq,n+1 − ωq,n) is the detuning between
the driving field and the applied energy level.
To derive the effective Hamiltonian, we employ the
second-order perturbation theory in the large-detuning regime
|Ωjn/δj′n|2 ≪ 1, thus resulting in the evolution operator in
the interaction as
UˆI (t) ∼=1 + 1
i~
∫ t
0
dt′HˆI (t
′)
+
1
(i~)
2
∫ t
0
dt′HˆI (t
′)
∫ t′
0
HˆI (t
′′) dt′′. (A3)
In the time scale t & 1|Ωjn| , which satisfies t ≫ 1|δjn| , the
fast-oscillating term (i.e., the first-order perturbative term) in
Eq. (A3) can be neglected, thus resulting in
UˆI ∼=1+ 1
i2
N−1∑
n=0
∫ t
0
dt′
2∑
j=1
|Ωjn|2
4
(
σˆn+1,n+1
iδjn
− σˆn,n
iδjn
)
+
1
4i2
N−1∑
n=0
∫ t
0
dt′
(
On
iδ1n
σˆn+1,n+1 − O
∗
n
iδ1n
σˆn,n
)
+
1
4i2
N−1∑
n=0
∫ t
0
dt′
(
O∗n
iδ2n
σˆn+1,n+1 − σˆn,n On
iδ2n
)
, (A4)
where the symbol On ≡ On (t) = Ω∗1nΩ2ne−iδ˜t and the de-
tuning δ˜ = δ2n − δ1n = ω˜2 − ω˜1. Assuming |δ˜| ≪ |δjn|,
which implies δ1n ≈ δ2n, we can obtain the effective Hamil-
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tonian using the relationHI,eff = i~∂tUI (t) as
HˆI,eff =
2∑
j=1
~ |Ωj0|2
4δj0
σˆ00
+
N−1∑
n=0
∑
j
(
~ |Ωj,n+1|2
4δj,n+1
− ~ |Ωjn|
2
4δjn
)
σˆn+1,n+1
−
N−1∑
n=0
~
2
|Ω1nΩ2n|
δ1n
σˆn+1,n+1 cos
(
δ˜t+ φn
)
+
N−1∑
n=0
~
2
|Ω1nΩ2n|
δ1n
σˆnn cos
(
δ˜t+ φn
)
, (A5)
where we have defined φ1n − φ2n ≡ φn. Omitting an irrele-
vant constant, the effective Hamiltonian can be further repre-
sented as
HˆI,eff ∼=
N∑
n=1
~
[
νn + ηn cos
(
δ˜t+ φn−1
)]
σˆn,n, (A6)
where νn is the Stark shift and ηn is the periodical modulation
strength:
νn =
2∑
j=1
|Ωjn|2
4δjn
− |Ωj,n−1|
2
4δj,n−1
− |Ωj0|
2
4δj0
, (A7)
ηn =
1
2
( |Ω1nΩ2n|
δ1n
− |Ω1,n−1Ω2,n−1|
δ1,n−1
− |Ω10Ω20|
δ10
)
. (A8)
Returning to the original frame, the effective Hamiltonian
is transformed into the form
Hˆeff ∼=
N∑
n=1
~
[
ω˜qn + ηn cos
(
δ˜t+ φn−1
)]
σˆn,n, (A9)
where ω˜qn = ωqn + νn. In the large-detuning regime, the
Stark shift νn is a small quantity compared to ωqn.
If the qubit circuit possesses adequate anharmonicity, and
all the control pulses involved are carefully designed to avoid
the excitation to higher energy levels, then the Hamiltonian
can be confined to the single-particle case, thus arriving at
Hˆeff = ~ωq1σˆ11 + ~η1 cos
(
δ˜t+ φ0
)
σˆ11. (A10)
If we further focus on the flux qubit circuit which is typically
treated as an ideal two-level system where δ11 =∞, we have
a simple result η1 ≈ − |Ω10Ω20|δ10 and then Hˆeff becomes the
form of Eq. (3).
Now, we discuss the limit that the anharmonicity of the
qubit is so weak that Eq. (A1) becomes the form of a driven
resonator. In this case, the parameters can be represented as
ωn = nω¯, Ωjn =
√
n+ 1Ω¯j , and δjn = Const, where ω¯ is
the fundamental frequency of the resonator and Ω¯j is the driv-
ing strength on the resonator. Using such parameters, one can
obtain that the Stark shift νn = 0 and ηn = 0, and thus the
periodical modulation of the qubit frequency vanishes. There-
fore, to achieve the periodicalmodulation using two-tone driv-
ing fields, the superconducting qubit circuit should maintain
a nonzero anharmonicity. In principle, the periodical modu-
lation effect shall exist only if the anharmonicity of the inter-
ested qubit circuit is nonzero. This character requires a wider
anharmonicity range of the qubit circuit than in Ref. [22],
where the anharmonicity of the transmon qubit circuit needs
to be negligibly small. Since the nonlinearity is a key factor
for demonstrating quantum phenomena [6], we think period-
ically modulating the qubit circuit with better anharmonicity
is significant for exploring nonequilibrium quantum physics.
Appendix B: Treatment into the interaction picture
The full Hamiltonianwith periodicallymodulated qubit fre-
quency is given by
Hˆf =
∑
l
∑
d=L,R
[
~
2
ωdσ
(d,l)
z −
~
2
Ω cos (δt+ φd,l)σ
(L,l)
z
]
−
∑
l
~gσ
(d,l)
− σ
(d,l+1)
+ + H.c.,
−
∑
l
~Kσ
(L,l)
− σ
(R,l)
+ + H.c. (B1)
where the subscript L and R represent the left and right legs
of the ladder, l the lattice site, ωd (d = L,R) the qubit fre-
quency on the leg d, g the intraleg tunneling rate, and K the
interleg tunneling rate. To eliminate the time-dependent terms
in Eq. (4), we now apply to Eq. (4) a unitary transformation
Ud (t) =
∏
l
∏
d=L,R
exp [iFl,d (t)] with
Fl,d (t) =
σ
(d,l)
z
2
[
Ω
δ
sin (δt+ φd,l) + ωdt
]
, (B2)
in which manner, we now enter the interaction picture, and
obtain the effective Hamiltonian as
Hˆf =−
∑
l
∑
d=L,R
[
~gσ
(L,l)
− σ
(L,l+1)
+ e
iαL,l(t) + H.c.
]
−
∑
l
∑
d=L,R
[
~gσ
(L,l)
− σ
(L,l+1)
+ e
iαR,l(t) + H.c.
]
−
∑
l
[
~Kσ
(L,l)
− σ
(R,l)
+ e
iβl(t) + H.c.
]
. (B3)
Here, the phase parameters αd,l (t) and βl (t) are
αd,l (t) =
[
2Ω
δ
sinφ
(−)
d,l
]
cos
(
δt+ φ
(+)
d,l
)
, d = L,R (B4)
βl (t) =
[
2Ω
δ
sinφ
(−)
l
]
cos
(
δt+ φ
(+)
l
)
+∆, (B5)
where φ
(±)
d,l = (φd,l ± φd,l+1) /2, φ(±)l = (φL,l ± φR,l+1) /2,
and ∆ = ωR − ωL is the qubit frequency difference be-
tween different legs. Furthermore, we define φd,l = φd − φl,
φL = −φR = φ0, and use the relation exp (ix sin θ) =
14
∑
n Jn (x) e
inθ, where Jn (x) is the nth Bessel function of
the first kind, which yields the Hamiltonian as [60, 61]
Hˆ ′f =−
∑
ln
~g0σ
(L,l)
− σ
(L,l+1)
+ J
(+)
xnl (t) + H.c.
−
∑
ln
~g0σ
(R,l)
− σ
(R,l+1)
+ J
(−)
xnl (t) + H.c.
−
∑
ln
~K0σ
(L,l)
− σ
(R,l)
+ Jynl (t) + H.c.. (B6)
Here, the parameters J
(±)
xnl (t) and Jynl (t) can be explicitly
given by
J
(±)
xnl = i
NJn (ηx) exp
[
in
(
δt± φ0 − φl − φ
2
)]
, (B7)
Jynl = i
NJn (ηy) exp [in (δt− φl) + i∆t] . (B8)
where ηx =
2Ω
δ sin
(
φ
2
)
, ηy =
2Ω
δ sin (φ0), and Jn (·) is the
Bessel function of the first kind. We now assume the detuning
δ is tuned to match ∆, i.e., δ = ∆, such that, neglecting fast-
oscillating terms, we can obtain the effective Hamiltonian
Hˆld =−
∑
l
∑
d=L,R
~gσ
(d,l)
− σ
(d,l+1)
+ + H.c.
−
∑
l
~Kσ
(L,l)
− σ
(R,l)
+ exp (iφl) + H.c., (B9)
where g = g0J0 (ηx) and K = K0J1 (ηy) can be tunable in
principle via modifying the two-tone driving strength Ω.
Appendix C: Exact solution of the fidelity with the environment
As the main text demonstrates, the effect of the environ-
ment on the state generation process can be described by the
Lindblad master equation
dρˆ
dt
=
1
i~
[
Hˆ
(N)
ld + Hˆ
′
ld,g, ρˆ
]
+ Lµ1 [ρˆ] . (C1)
Here, ρˆ is the density operator of the ladder,Lµ1 [ρˆ] represents
the Lindblad dissipation terms as
Lµ1 [ρˆ] = −γ1 |µ1〉〈µ1| 〈µ1|ρˆ|µ1〉+γ1 |0〉〈0| 〈0|ρˆ|0〉
−Γ1
2
|µ1〉〈0| 〈µ1|ρˆ|0〉−Γ1
2
|µ1〉〈0| 〈µ1|ρˆ|0〉 , (C2)
and γ1 (Γ1) is the relaxation (dephasing) rate of the single-
particle ground state |µ1〉. Solving Eq. (C1), where the Hilbert
space is {|0〉 , |µ1〉}, we can obtain the population on |µ1〉 af-
ter some time t, i.e.,
ρ11 = 〈µ1|ρˆ|µ1〉
= r0 − r0Re
{(
1− iγ
′
1
2C′1
)
e−
1
2γ
′
1t exp (itC′1)
}
. (C3)
Here, the intermediate parameters are explicitly given as fol-
lows,
r0 =
C21
2
C21 +
γ1Γ1
2
, (C4)
C′1 =
√
C21 −
1
4
(
γ1 − Γ1
2
)2
, (C5)
γ′1 = γ1 +
Γ1
2
, (C6)
and ρ11 is also called the fidelity of |µ1〉. In the limit of strong
coupling (C1 ≫ γ1, Γ1), r0 = 12 , C′1 = C1, and γ′1/C′1 = 0,
thus yielding
ρ11 =
1
2
[
1− e− 12 γ′1t cos (C1t)
]
, (C7)
which yields ρ11 =
1
2 in the steady state (t =∞).
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