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Bounding Computational Complexity under Cost
Function Scaling in Predictive Control
Ian McInerney, Eric C. Kerrigan, George A. Constantinides
Abstract—We present a framework for upper bounding the
number of iterations required by first-order optimization algo-
rithms implementing constrained LQR controllers. We derive
new bounds for the condition number and extremal eigenvalues
of the primal and dual Hessian matrices when the cost function is
scaled. These bounds are horizon-independent, allowing for their
use with receding, variable and decreasing horizon controllers.
We considerably relax prior assumptions on the structure of
the weight matrices and assume only that the system is Schur-
stable and the primal Hessian of the quadratic program (QP) is
positive-definite. Our analysis uses the Toeplitz structure of the
QP matrices to relate their spectrum to the transfer function of
the system, allowing for the use of system-theoretic techniques
to compute the bounds. Using these bounds, we can compute the
effect on the computational complexity of trading off the input
energy used against the state deviation. An example system shows
a three-times increase in algorithm iterations between the two
extremes, with the state 2-norm decreased by only 5% despite a
greatly increased state deviation penalty.
Index Terms—model predictive control (MPC), optimal con-
trol, weight matrix selection, computational complexity bounds,
fast gradient method (FGM), constrained LQR, dual gradient
projection
I. INTRODUCTION
Processors in modern Cyber-Physical Systems (CPS) are
routinely being utilized for more than just control, with
additional tasks such as communication, coordination, user-
interface and data-collection becoming more widespread as
designers adopt networked systems and the Internet of Things.
At the same time, computational resources are being further
constrained by the demand for low-power and low-cost de-
signs. Guaranteeing the proper operation of the control system
on resource constrained processors in environments with safety
and operational constraints is important to guarantee the
dependability of the CPS [1].
Model Predictive Control (MPC), and specifically the Con-
strained Linear Quadratic Regulator (CLQR), was recently
highlighted in [2] as a control algorithm aptly suited to provide
these operational guarantees at a functional level. This means
that guaranteeing the dependable operation of the CPS now
requires analyzing the MPC algorithm, and guaranteeing its
performance given the computational resources present. To this
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end, the authors of [1] suggest that an important question to
answer is: what effect do the reduced computational resources
have on the system performance? This question views the
computation and system performance as two separate factors,
focusing on quantifying the performance degradation experi-
enced due to the computational resources.
Instead, we propose that the system performance should
be examined together with the computational resources by
asking the question: what effect does the desired system
performance have on the computational resources required?
The performance constraints are usually given as bounds (e.g.
“settling-time less than 1s” or “track this signal with less
than 5% error”) rather than an exact criterion, creating a
space of possible controllers that can satisfy the requirements.
These controllers may have different computational resource
demands, opening up the opportunity to trade-off the com-
putation with the system performance. We show in this paper
that exploring this trade-off is beneficial; with a sample system
demonstrating a reduction in computational resource demand
by an order of magnitude while only increasing the state 2-
norm value by 5%.
To quantify this trade-off, we analyze how the computa-
tional complexity (e.g. number of algorithm iterations) varies
as the weighting matrices in the cost function of the CLQR
are changed. We focus on first-order methods for solving the
Quadratic Programming (QP) formulation of the condensed
CLQR method (such as the Fast Gradient Method (FGM) [3]
and Dual Gradient Projection (DGP) method [4]), since their
computational complexity is sensitive to the problem condi-
tioning [3], [5], [6]. For this analysis, we present a framework
to compute horizon-independent condition numbers and ex-
tremal eigenvalues for the matrices in both the primal and
dual QPs for the condensed CLQR with arbitrary weighting
matrices for the states, inputs and state-input cross-term (de-
fined as Q, R and S, respectively). We then use these results
to examine the effect that scaling the weight matrices has on
the computational complexity of FGM and DGP.
Prior work in [3] and [7] derived horizon-independent
bounds on the condition number of the primal QP with
no cross-term S and with the structure of the input weight
matrix R assumed to be a multiple of the identity matrix.
Our relaxation of the assumptions on R and S allow for
the bounding of problems created through controller matching
(e.g. [8], [9]) or through the discretization of a continuous-time
problem into discrete-time [10]. Prior bounds for the dual QP
matrices in [4] utilize the sub-multiplicative property of the
matrix 2-norm to bound the maximal eigenvalue. We present
a tight horizon-independent bound on the maximal eigenvalue
2in this work, reducing the conservativeness of iteration bounds
for dual methods such as DGP.
Our bounding framework is based on truncated infinite-
dimensional Toeplitz operators (see [11], [12] for a survey of
the mathematics behind these operators). These operators have
been applied extensively in the field of robust control [13], but
they have seen limited application to MPC. Prior work in MPC
using these operators has focused on deriving suboptimal MPC
algorithms [14], [15], equating properties of the condensed pri-
mal Hessian matrix with the system frequency response [16],
and relating the stability of MPC to the phase-space of the
system [17], [18]. We use these operators to find the horizon-
independent bounds using system-theoretic properties such as
the H∞ norm.
In the remainder of this section we define the mathematical
notation used throughout the rest of the paper. In Section II
we present the CLQR problem formulation, an overview of
the computational complexity of FGM and DGP, and the
dynamical systems used in the numerical examples throughout
this paper. We present the spectral bounds of the QP matrices
in Section III. Section IV examines the effect of weight matrix
scaling on the condition number and extremal eigenvalues
of the QP matrices. Section V then examines the effect of
the weight matrix scaling on the computational complexity of
FGM and DGP. We briefly discuss the extension of these re-
sults to the case when the QP is preconditioned in Section VI,
before concluding in Section VII.
A. Notation
A′ and A∗ denote the transpose and conjugate-transpose of
the matrix A respectively. A ⊗ B represents the Kronecker
product of matrix A with matrix B. For a block-Toeplitz
matrix T , Tn represents the truncated version of T after
n diagonals (where n is a non-zero positive integer). Let
λ1 ≤ · · · ≤ λk be the eigenvalues of a matrix in sorted
order, with the set of all eigenvalues denoted by λ. Let
0 ≤ σk ≤ · · · ≤ σ1 be the singular values of a matrix in
sorted order, with the set of all singular values denoted by
σ. The p-norm is denoted by ‖◦‖p, with ‖A‖2 the matrix
spectral norm, and ‖A‖F the Frobenius norm. TheH2 andH∞
norms of a dynamical system Gs(·) are ‖Gs‖H2 and ‖Gs‖H∞
respectively. The condition number of a matrix is defined
as κ(A) := ‖A‖2‖A−1‖2, and the condition number of a
dynamical system is defined as κ(Gs) := ‖Gs‖H∞‖G−1s ‖H∞ .L∞ is the space of matrix-valued essentially bounded
functions (e.g. matrix-valued functions that are measurable
and have a finite Frobenious norm almost-everywhere on their
domain, see [19, §2]). C˜2pi is the space of continuous 2π-
periodic functions inside L∞.
Definition 1. Let T := {z ∈ C : |z| = 1} be the complex
unit circle and PT (·) a function that maps T → Cm×n. With
k = min{m,n}, the extreme singular values of PT (·) are:
σmin(PT ) := sup
z∈T
σk(PT (z)), σmax(PT ) := sup
z∈T
σ1(PT (z)).
If m = n, then the extreme eigenvalues of PT (·) are:
λmin(PT ) := inf
z∈T
λ1(PT (z)), λmax(PT ) := sup
z∈T
λn(PT (z)).
Definition 2. Let Tn be the n × n truncation of an infinite
matrix T . We define the extrema of the spectrum of T as:
λmin(T ) := lim
n→∞
λ1(Tn), λmax(T ) := lim
n→∞
λn(Tn),
σmin(T ) := lim
n→∞
σn(Tn), σmax(T ) := lim
n→∞
σ1(Tn).
II. MPC PRELIMINARIES
In this section we present the constrained LQR formulation
of the MPC problem. We introduce both the primal and dual
quadratic programming formulations, and first-order optimiza-
tion algorithms to solve them.
A. CLQR Formulation
The CLQR formulation of MPC can be written as the
following constrained quadratic programming problem
min
u,x
1
2
x′NPxN +
1
2
N−1∑
k=0
[
xk
uk
]′ [
Q S
S′ R
] [
xk
uk
]
(1a)
s.t. xk+1 = Axk +Buk, k = 0, . . .N − 1
x0 = xˆ0
(1b)
Euk ≤ cu, k = 0, . . .N − 1 (1c)
Dxk ≤ cx, k = 1, . . .N (1d)
where N is the horizon length, xk ∈ Rn are the states, and
uk ∈ Rm are the inputs at time sample k. A ∈ Rn×n and B ∈
R
n×m are the state-space matrices describing the discrete-time
system Gs, and xˆ0 ∈ Rn is the current measured system state.
D ∈ Rj×n and E ∈ Rl×m are the stage constraint matrices
for the states and inputs respectively, and the vectors cx ∈ Rj
and cu ∈ Rl are the upper bounds for the stage constraints.
The matrices Q = Q′ ∈ Rn×n, R = R′ ∈ Rm×m, P = P ′ ∈
Rn×n are the weighting matrices for the system states, inputs,
and final states respectively, and the matrix S ∈ Rn×m weights
the inputs against the states. The weighting matrices are chosen
such that
[
Q S
S′ R
]
is positive definite.
This problem can be condensed by removing the state
variables from (1) to leave only the control inputs in the vector
u:=
[
u′0, u
′
1, . . . , u
′
N−1
]′
. The optimization problem is then
the inequality-constrained problem
min
u
1
2
u′Hcu+ xˆ
′
0J
′u (2a)
s.t. Gu ≤ F xˆ0 + g (2b)
with Hc := Γ
′Q¯Γ + S¯′Γ + Γ′S¯ + R¯, J := Γ′Q¯Φ, and
the remaining matrices given in Appendix A. An alternative
method of solving the CLQR problem (1) is to transform (2)
into its dual problem
min
y
1
2
yTHdy + (Jdxˆ0 + g)
T y (3a)
s.t. y ≥ 0 (3b)
where y are the dual variables for the inequality con-
straints (2b), Hd := GH
−1
c G
′ and Jd := GH
−1
c J + F .
Since there is strong duality between (2) and (3), the control
sequence can be recovered from a dual-optimal solution y∗
through u∗ = −H−1c (G′y∗ + J ′x0).
3B. Solution Algorithms
In this work we focus on two first-order methods commonly
used for embedded implementations: the Fast Gradient Method
(FGM) and the Dual Gradient Projection (DGP) method.
1) Fast Gradient Method: The Fast Gradient Method was
originally proposed by Nesterov to solve constrained convex
programs, and was adapted in [3] to solve the condensed
QP (2) with only input constraints. The FGM will minimize
the cost (2a) while using a projection operation to satisfy
the inequality constraints (2b). It is popular in embedded
implementations when the constraint set (2b) is upper/lower
bounds due to the existence of a simple projection operator, an
Upper Iteration Bound (UIB), and sizing rules for fixed-point
data-types.
The UIB for FGM can be computed from
UIB := max {0,min {a, b}} , (4)
a :=


ln ǫ− ln∆
ln
(
1−
√
1
κ
)

, b :=
⌈
2
√
∆
ǫ
− 2,
⌉
,
where ǫ is the desired tolerance for the primal solution, κ is
the condition number of the Hessian Hc, and ∆ is a constant
determined by the constraint set [3].
The value of ∆ can be found by either solving one of the
optimization problems given in [3] or utilizing an upper-bound,
while the value for ǫ should be chosen to ensure stability
properties of the system. A horizon-independent bound on ǫ
and ∆ for warm-started FGM was calculated in [3] as
ǫ ≤ µ
2
δ2max
‖B‖2 , ∆ ≤ limN→∞κǫ, (5)
where µ is the smallest eigenvalue of the Hessian Hc, and
‖x+− x∗+‖ ≤ δmax, where x+ is the next state and x∗+ is the
next state under the optimal input.
2) Dual Gradient Projection: An alternative algorithm to
solve (1) is the Dual Gradient Projection (DGP) algorithm de-
scribed in [4]. DGP is a non-accelerated gradient method that
operates on the dual problem (3). There are two main steps in
the algorithm: the gradient computation and then a projection
onto the non-negative orthant. The projection operation is onto
the non-negative orthant regardless of the constraint set (2b),
making DGP suitable for embedded applications with complex
constraint sets.
Theoretical results in [4] presented the following UIB for
the DGP algorithm
UIB :=
LD2α2
2(ǫg − 2Dǫξ)α− 2(ǫg + LV ǫ2z)
− 1, (6)
where L := λmax(Hd) and LV := λmax(Hc). ǫg is the largest
permissible constraint satisfaction error, ǫz is the desired
tolerance of the dual solution, and ǫξ is the error in the dual
gradient computation. D is the Upper Dual Bound (UDB),
which is defined as D := ‖d‖ where di := max{y∗i , 1} and y∗
is the optimal dual vector. D can be estimated by solving one
of several optimization problems given in [20] or [21], and α
can be calculated using the formula in [4].
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Fig. 1. Configuration of the mass-spring-damper in System 2.
C. Systems for the Numerical Examples
Throughout this paper, the theoretical results are illustrated
by numerical examples using the following two dynamical
systems.
System 1. The discrete-time system with four-states and two-
inputs given in [22] with state equation and cost matrices
x+ =


0.7 −0.1 0.0 0.0
0.2 −0.5 0.1 0.0
0.0 0.1 0.1 0.0
0.5 0.0 0.5 0.5

x+


0.0 0.1
0.1 1.0
0.1 0.0
0.0 0.0

u,
Q = diag(10, 20, 30, 40), R = diag(10, 20).
The inputs and states of the system are constrained to be |ui| ≤
0.5 and |xi| ≤ 0.5 respectively.
System 2. The mass-spring-damper system from [23] where
10 masses are coupled together by a spring and a damper in
parallel, with a force input on each mass as shown in Figure 1.
The continuous-time system is discretized using a zero-order
hold with a sampling time of Ts = 0.1. The continuous-time
cost matrices are
Qc =
[
10 0
0 20
]
⊗ I10, Rc = diag(100, 200, ... 900, 1000),
which are then discretized as discussed in [10] in order to
make the cost of the discrete-time problem equivalent to the
cost of the continuous-time problem. This leads to dense Q
and R matrices along with a cross-term matrix S in the
discrete-time problem. The inputs and states of the system are
constrained to be |ui| ≤ 1 and |xi| ≤ 0.2 respectively.
D. Assumptions
In this work we make the following assumption on the
predicted system in the CLQR problem.
Assumption 1. The predicted system Gs(·) defined by the dy-
namics in (1b) is Schur-stable. This means that all eigenvalues
of the state transition matrix A lie strictly inside the unit circle.
The assumption of Schur-stability is required to guarantee
the convergence of a matrix series in Section III-A, and
therefore lies behind every result in this paper. This assumption
is not restrictive though, since a system that is not Schur-stable
can always be pre-stabilized by a separate controller that can
guarantee Schur-stablity [24].
III. SPECTRAL PROPERTIES
In this section, we present spectral properties (e.g. condition
numbers and eigen/singular value estimates) for the prediction
matrix Γ and the Hessian matrices Hc and Hd.
4A. Condensed Prediction Matrix
The results contained in this subsection were previously
reported in [7, §11] and [16], but we present an alternative
derivation using Toeplitz operator theory instead of the Fourier
transform to allow the results to be used in future sections.
To derive the singular value properties of the prediction
matrix for the condensed form, Γ, we start by noting that
its diagonals are constant blocks, making it a truncated block
Toeplitz matrix. Many properties of a Toeplitz matrix with
blocks of size m × n are closely linked to properties of a
matrix-valued function mapping T → Cm×n, which is called
its matrix symbol. The diagonal blocks of the matrix give the
spectral coefficients of the matrix symbol, so the symbol can
be represented as a Fourier series with the coefficients given
by the matrix blocks. For Γ, this Fourier series converges if
the discrete-time system is Schur-stable, giving the symbol in
Lemma 1.
Lemma 1. For a Schur-stable system Gs, the prediction
matrix Γ has the matrix symbol PΓ ∈ C˜2pi with
PΓ(z) := z(zI −A)−1B = zGs(z) ∀z ∈ T
where Gs(·) is the transfer function matrix for the system Gs.
Proof. The diagonals of Γ are composed of constant blocks
of the form
AiB (7)
where i is the diagonal number (0 is the main diagonal).
This constant-diagonal structure means that Γ is a block-
Toeplitz matrix. To create the matrix symbol for Γ, form
the trigonometric polynomial of the Fourier series using the
diagonal blocks (7) as the coefficients
PΓ(z) =
∞∑
i=0
AiBz−i (8)
where z ∈ T. Since B is a constant matrix, B can be
extracted from the summation leaving
∑∞
i=0 A
iz−i. For a
system that is Schur-stable, this summation is a Neumann
series that converges to z(zI − A)−1 [25, §3.4]. Substituting
this into (8) then produces the matrix symbol z(zI −A)−1B.
The spectral coefficients (7) are absolutely summable, so PΓ is
in the Wiener class meaning that PΓ ∈ L∞ and is continuous
and 2π-periodic, leading to PΓ ∈ C˜2pi.
For Γ, the resulting matrix symbol is a time-shifted version
of the dynamical system. The assumption of Schur-stability of
the system is necessary, since if the A matrix were to have
eigenvalues outside the unit circle, the Fourier series would
no longer converge and the symbol would be unbounded.
One of the useful properties of Toeplitz matrices is the
relation between the spectrum for Tn and the spectrum of its
matrix symbol. Specifically, the distribution of the spectrum
of the matrix symbol evaluated on T is the same as the
distribution of the spectrum for Tn as n → ∞, and the
spectrum of Tn will always be contained in the spectrum of
its symbol. This means that we can utilize PΓ to find the
distribution of the singular values of Γ and bound them.
Proposition 1. Let Gs be a Schur-stable system predicted over
a horizon of length N , then the following are true:
(a) σmin(Gs) ≤ σ(Γ) ≤ ‖Gs‖H∞
(b) lim
N→∞
κ(Γ) = κ(Gs)
(c) σ(Γ) ≈ ⋃ω∈Ω σ(Gs(ejω))
with Ω :=
{
ω : ω = −pi2 + 2piN i, i ∈ Z[0,N−1]
}
Proof. Γ is lower-triangular, so the matrix Γ∗Γ is also Toeplitz
with the matrix symbol G∗sGs ∈ C˜2pi [11, Lemma 4.5] since
z∗z = 1 for z ∈ T.
(a) Since Γ∗Γ is Toeplitz with its symbol in C˜2pi, its spectrum
is upper bounded by σ(Γn) ≤
√
λmax(G∗sGs). Apply-
ing λ(G∗sGs) = σ(Gs)
2 then produces the inequality
σ1(Γ) ≤ σmax(Gs). Then note that the H∞ norm of
a system is its largest singular value, giving the final
inequality.
The proof for the lower bound follows the same steps.
(b) Taking the limit of the condition number as N → ∞
gives:
lim
N→∞
κ(Γ) = lim
N→∞
σmax(Γ)
σmin(Γ)
=
σmax(Gs)
σmin(Gs)
= κ(Gs).
(c) It is known that the singular values of matrix Γ are related
to the eigenvalues of Γ∗Γ through σ(Γ)2 = λ(Γ∗Γ). From
[19], the eigenvalues of Γ∗Γ can be estimated as N →∞
by finding the eigenvalues of the matrix symbol G∗sGs as
it is evaluated around the unit circle, e.g.
λ(Γ∗Γ) ≈
⋃
ω∈Ω
λ(Gs(e
jω)∗Gs(e
jω)). (9)
Since the right-hand side of (9) evaluates to a matrix at
every point ω, we can rewrite (9) as
σ(Γ)2 ≈
⋃
ω∈Ω
σ(Gs(e
jω))
2
.
Taking the square root of both sides gives the final result.
Proposition 1 shows that the spectral properties of the
prediction matrix Γ can be related to the transfer function Gs
sampled around the unit circle. This allows for the singular
values of Γ to be both bounded and estimated by performing
analysis on Gs(·) instead of actually forming Γ.
B. Condensed Primal Hessian Matrix
The Hessian of the MPC problem formulation in (2) can be
split into four distinct parts
Hc := HQ +HS +HP +HR (11)
where HQ, HS , HR and HP are the parts that contain the
matrices Q, S, R and P respectively. In this work, we allow
for arbitrary Q and R matrices, while presenting three specific
cases for S and P :
Case 1) P = Q and S = 0
Case 2) P is the solution of the discrete-time Lyapunov
equation A′PA+Q = P and S = 0
Case 3) Arbitrary S
The specific selection of P in Case 2 is examined because
it is commonly used to guarantee asymptotic stability of the
closed-loop MPC controller [26].
5H¯Q :=


∑N−1
i=0 B
∗(Ai)∗QAiB
∑N−2
i=0 B
∗(Ai+1)∗QAiB
∑N−3
i=0 B
∗(Ai+2)∗QAiB · · · B∗(AN−1)∗QB∑N−2
i=0 B
∗(Ai)∗QAi+1B
∑N−2
i=0 B
∗(Ai)∗QAiB
∑N−3
i=0 B
∗(Ai+1)∗QAiB · · · B∗(AN−2)∗QB∑N−3
i=0 B
∗(Ai)∗QAi+2B
∑N−3
i=0 B
∗(Ai)∗QAi+1B
∑N−3
i=0 B
∗(Ai)∗QAiB · · · B∗(AN−3)∗QB
...
...
...
. . .
...
B∗QAN−1B B∗QAN−2B B∗QAN−3B · · · B∗QB

 (10)
Case 1: Let the condensed Hessian matrix for this case be
HcQ. The assumption that S = 0 and P = Q means that
HS = 0 and HP = 0, making HcQ := H¯Q + HR where
H¯Q := Γ
∗Q˜Γ and Q˜ := IN ⊗Q. Examining the structure of
H¯Q in (10), it can be seen that the each diagonal possess a
common structure, with the inconsistency being the summation
end point for each entry. It turns out that H¯Q is a Toeplitz
matrix when examined as N →∞, and when it is added with
HR, the resulting matrix HcQ is a Toeplitz matrix represented
by the generating symbol in Lemma 2.
Lemma 2. Let S = 0, P = Q and PΓ be the matrix symbol
from Lemma 1 for a Schur-stable system, then the matrix HcQ
is a Toeplitz matrix with the matrix symbol PHcQ ∈ C˜2pi where
PHcQ(z) := PΓ(z)
∗QPΓ(z) +R ∀z ∈ T
Proof. HR := IN ⊗ R is a Toeplitz matrix with symbol
PR(z) := R. Under the assumptions S = 0 and P = Q,
HS = 0 and HP = 0. Since Γ is a lower-triangular matrix
and Γ∗ is an upper-triangular matrix, the product Γ∗Q˜Γ is
Toeplitz with generating symbol P ∗ΓQPΓ [11, Lemma 4.5].
Additionally, Toeplitz structure is preserved over addition of
two Toeplitz matrices, meaning matrix HcQ is then Toeplitz,
with the symbol given in the Lemma.
The matrix HcQ is the combination of three different
Toeplitz matrices using addition and multiplication. The
Toeplitz structure of a matrix is always preserved when
adding/subtracting two Toeplitz matrices, and the new matrix
symbol is simply the addition/subtraction of the two symbols.
Unfortunately, the multiplication of Toeplitz matrices does
not generally result in a Toeplitz matrix. However, when
multiplied as L′TL (with L lower-triangular), the Toeplitz
structure is preserved and the new symbol is simply the
multiplication of the symbols.
Since HcQ is Toeplitz with the symbol in Lemma 2, we can
estimate and bound the eigenvalues HcQ using the symbol.
Theorem 1. Let HcQ be the condensed Hessian matrix for
a Schur-stable system predicted over a horizon of length N
with S = 0, P = Q and the matrix symbol PHcQ given in
Lemma 2, then the following are true:
(a) λmin(PHcQ) ≤ λ(HcQ) ≤ λmax(PHcQ)
(b) lim
N→∞
κ(HcQ) = κ(PHcQ)
(c) λ(HcQ) ≈
⋃
ω∈Ω λ(PHcQ (e
jω))
with Ω :=
{
ω : ω = −pi2 + 2piN i, i ∈ Z[0,N−1]
}
Proof. (a) The spectrum of a Toeplitz matrix with its symbol
in C˜2pi is bounded by the extremes of the spectrum of its
symbol [11, Theorem 4.4].
(b) Note that HcQ is a Hermitian matrix, which means that it
is also normal [27, §4.1]. Since it is both normal and pos-
itive semi-definite, σ(HcQ) = λ(HcQ) [28, §3.1], making
the condition number become κ(HcQ) =
λn(HcQ)
λ1(HcQ)
. Tak-
ing the limit of both sides in conjunction with the spectral
bounds from part (a) gives
lim
N→∞
κ(HcQ) = κ(PHcQ).
(c) The spectrum of a Toeplitz matrix can be estimated from
its symbol using the techniques in [19], giving this result.
Since the eigenvalues for any finite-size Toeplitz matrix are
guaranteed to be inside the spectrum of its matrix symbol, the
bounds given in Theorem 1 are horizon-independent. As the
matrix size grows, the bounds in Theorem 1(a) become tight;
so equality occurs for long prediction horizons. The horizon
at which equality occurs differs for every system, with some
reaching it in short horizons (e.g. System 1 with equality
for N > 40), while others require very long horizons (e.g.
System 2 requiring N ≫ 1000). This is illustrated in Figure 2.
Since the matrix symbol PHcQ takes a complex number on
the unit circle as its argument, we can view it as the discrete-
time transfer function of a dynamical system. This means that
the extremal eigenvalues can be found through the H∞ norm
of the system and its inverse (which will always exist since
HcQ is positive-definite). Additionally, the spectrum of HcQ
can be estimated through the singular values of the discrete-
time system PHcQ since HcQ is Hermitian.
The results in Theorem 1 give the spectral properties of
HcQ for arbitrary Q and R matrices. If we were to constrain
the matrices to be Q = I (or Q = CTC for systems with an
output mapping) and R = ρI , then the results presented in [7,
Corrollary 11.5.2] will be recovered.
Case 2: We now examine the Hessian matrix that results
from choosing a terminal cost matrix such that P is the
solution to the discrete-time Lyapunov equation. The ma-
trix splitting for Hc in (11) does not generally have nice
properties when P 6= Q. However, with P chosen as the
solution to A′PA + Q = P , the matrix splitting becomes
HcP := HcQ +HP2 where HcQ is the Hessian from Case 1
and HP2 is the matrix given in (12). The structure of HcP
is such that as N → ∞, its eigenvalues converge to the
eigenvalues of HcQ. This means the results in Theorem 1 can
be used to bound the spectrum of HcP .
Theorem 2. Let the system Gs be Schur-stable with the state
space matrices (A,B, I, 0), and PHcQ be defined in Lemma 2.
If the terminal weighting matrix P is chosen as the solution to
6HP2 :=


B∗(AN )∗PANB B∗(AN )∗PAN−1B B∗(AN )∗PAN−2B · · · B∗(AN )∗PAB
B∗(AN−1)∗PANB B∗(AN−1)∗PAN−1B B∗(AN−1)∗PAN−2B · · · B∗(AN−1)∗PAB
B∗(AN−2)∗PANB B∗(AN−2)∗PAN−1B B∗(AN−2)∗PAN−2B · · · B∗(AN−2)∗PAB
...
...
...
. . .
...
B∗A∗PANB B∗A∗PAN−1B B∗A∗PAN−2B · · · B∗A∗PAB

 (12)
A′PA+Q = P , then the spectrum of the condensed Hessian
matrix HcP has the following properties:
(a) λmin(PHcQ) ≤ λ(HcP ) ≤ λmax(PHcQ)
(b) lim
N→∞
κ(HcP ) = κ(PHcQ)
Proof. Since P is the solution to the discrete-time Lya-
punov equation, P can be written as the infinite sum P =∑∞
i=0(A
i)′QAi. Substituting this into HP2 produces a matrix
which has the same entries as HcQ, except with the start-
ing/ending points of the summations changed. In this new
matrix, the summations start where the summations in HcQ
stop, and end at ∞ (e.g. the upper-left corner starts at N
and goes to ∞, while the lower-right corner starts at 1 and
goes to ∞). This means that adding HP2 to HcQ changes the
summations in HcQ so that all of them now go from 0 to ∞.
This results in HcP becoming a Toeplitz matrix, with the same
matrix symbol as HcQ in Lemma 2. Then for N → ∞, the
spectrum of HcP converges to the spectrum of HcQ.
The results in Theorem 2 are intuitive, since the terminal
cost x′NPxN is designed to capture the value of the cost after
the prediction horizon and should therefore disappear when
going to infinite horizons. For the CLQR formulation (1),
selecting P as the solution to the discrete-time Lyapunov
equation will exactly capture the cost’s tail. When condensed
into (2), HP2 extends the summations in each entry of HcQ to
infinity in order to capture this tail. This means that as N →
∞, the effect of HP2 on HcQ will diminish, until eventually
HP2 vanishes. This leads to the horizon-independent result in
Theorem 2 that the extremal eigenvalues and condition number
ofHcP will be the same as those forHcQ. Note though that the
finite-horizon spectrum of HcP may be different from that of
HcQ, as shown by the difference between them (represented by
triangles and circles respectively) at low horizons in Figure 2a.
Case 3: We now introduce a state-input cross-term weight-
ing matrix S to problem (1), and refer to the resulting Hessian
matrix as HcS . Unfortunately, HS is not Toeplitz since S¯
contains a 0 matrix instead of S in the lower-right corner;
which when multiplied with Γ produces a row/column of zeros
on the bottom/right of the matrix HS .
To overcome this, we split HcS into two components, a
nominal matrix Hn and a correction matrix He, such that
HcS := Hn − He. We let the nominal matrix be Hn :=
HcQ + H¯S , where H¯S := (IN ⊗ S)′Γ + Γ′(IN ⊗ S). This
adds in an S weighting term on the final state, which makes
H¯S Toeplitz with the matrix symbol
PH¯S (z) := S
′PΓ(z) + P
∗
Γ(z)S ∀z ∈ T.
This leads to Hn being Toeplitz as well with matrix symbol
PHn ∈ C˜2pi,
PHn(z) = PHcQ(z) + PH¯S (z) ∀z ∈ T. (13)
The additional weighting term introduced in Hn is then
corrected for by subtracting the Hermitian matrix He, where
He := S
′
cΓ+Γ
′Sc with Sc :=
[
IN−1 ⊗ 0 0
0 S
]
. To understand
how He affects Hn, we first analyze the spectrum of He.
Lemma 3. Let A ∈ Rn×n, B ∈ Rn×m and Wc be the state
transition matrix, input matrix and the controllability Gramian
respectively for the Schur-stable system Gs. If S 6= 0, then the
rank of the matrix He is at most 2m, and for N →∞ its 2m
non-zero eigenvalues are the 2m eigenvalues of
U :=
[
B′S I
S′WcS S
′B
]
.
Proof. He is the outer product vu
′ of v, u ∈ RNm×2m defined
as
v :=
[
S′ANB S′AN−1B · · · S′AB S′B
0 0 · · · 0 I
]′
,
u :=
[
0 0 · · · 0 I
S′ANB S′AN−1B · · · S′AB S′B
]′
.
The rank of an outer product matrix can be no larger than the
smallest rank of the component matrices, and the rank of both
u and v is ≤ 2m. The non-zero eigenvalues of vu′ are the
same as the eigenvalues of u′v [27, Example 1.3.23], with
u′v =
[
B′S I∑N
k=0 S
′AkBB′(Ak)′S S′B
]
= U.
As N → ∞, the summation converges to the controllability
Gramian of the system Gs [29, §6.6], which makes the lower-
left corner of the matrix U become S′WcS.
The results presented in Lemma 3 show that the correction
matrix He has a finite and low rank independent of prediction
horizon. Additionally, the limit points for the eigenvalues of
He as N →∞ can be computed by finding the eigenvalues of
the 2m× 2m matrix U , which is independent of the horizon
length. Knowledge of the eigenvalues of He then allows for
the eigenvalues of the Hessian matrix HcS to be bounded.
Theorem 3. Let the system Gs be Schur-stable with PHn
from (13) and U from Lemma 3. Let γ := λmax(PHn),
β := λmin(PHn), η := λmax(U), ν := λmin(U). If
S 6= 0, then the spectrum of the condensed Hessian matrix
HcS has the following properties:
(a) max{0, β − η} ≤ λ(HcS) ≤ γ − ν
740
60
80
100
120
λ
m
a
x
100
105
10.3
10.35
10.4
10.45
10.5
λ
m
in
100
100.5
101
0 20 40 60 80 100
2
4
6
8
10
12
Horizon Length N
κ
0 20 40 60 80 100
101
104
107
Horizon Length N
HcQ, HcP , HcS, Bound for HcQ, Bound for HcS
(a) System 1 (b) System 2
Fig. 2. Spectral properties of the condensed primal Hessian matrix. The lines represent the bounds computed using the results in Section III-B, and the
markers represent the values of the condensed matrix at that horizon.
(b) lim
N→∞
κ(HcS) ≤
{
γ−ν
β−η if β > η
∞ otherwise
Proof. Note that HcS = Hn − He can be viewed as the
addition of the negation of He. Negating a matrix will negate
all the eigenvalues, and consequently reverse their order. Since
both Hn and He are Hermitian, the eigenvalues of HcS can
be bounded by [30, Fact 5.12.2]
λmin(Hn)− λmax(He) ≤ λmin(HcS),
λmax(HcS) ≤ λmax(Hn)− λmin(He),
which gives the inequalities in part (a). No a priori bounds are
provided for the value of η, so it is possible that β − η < 0.
However it is given that the Hessian matrix is positive definite,
so when β− η < 0 the lower bound is set to 0. The condition
number in part (b) follows from applying the bounds in part
(a) to the definition of the condition number.
The results presented in Theorem 3 provide horizon-
independent bounds for the extremal eigenvalues of the primal
Hessian matrix with S present. The results in Theorem 1(a)
can provide the values for γ and β when P = Q and for
when P is the solution to the discrete-time Lyapunov equation.
Horizon-independent values for η and ν can be computed
using Lemma 3.
The results in Theorem 3 are conservative bounds on the
spectrum. This can be seen in Figure 2b, where the bound on
λmin is much lower than the actual computed eigenvalues. It is
possible for the bound on the condition number to go infinite
if λmax(He) ≥ λmin(Hn), since then the lower bound on
the eigenvalue will be 0 even though the actual Hessian HcS
remains positive definite.
An alternative method presented in [31] to handle a non-
zero S matrix is to transform the problem into one with the
system given by (A˜, B˜) and weight matrices (Q˜, R˜, S˜) with
A˜ := A−BR−1S′, B˜ = B,
Q˜ := Q− SR−1S′, R˜ = R, S˜ = 0.
Note that the Schur-stability assumption must now hold for
A˜, which is not true in general. This means a system that was
Schur-stable before the transformation may lose its stability
when transformed, and then must be pre-stabilized before the
results from Cases 1 and 2 can be used.
C. Condensed Constraint Matrix
We now turn our focus to the constraints in (1). When
both state and input constraints are included, the condensed
constraint matrix (2b) is a lower-triangular Toeplitz matrix.
Lemma 4. For a Schur-stable system with prediction matrix Γ,
the condensed constraint matrix G is Toeplitz with the matrix
symbol PG ∈ C˜2pi with
PG(z) :=
[
DPΓ(z)
E
]
∀z ∈ T,
where PΓ(z) is the matrix symbol of Γ given in Lemma 1.
8Proof. We start with the fact that G = D¯Γ + E¯. Using the
definitions of D¯ and E¯, it is obvious they are Toeplitz with
symbols
PD(z) :=
[
D
0l×n
]
, PE(z) :=
[
0j×m
E
]
∀z ∈ T
respectively. The product D¯Γ is Toeplitz since D¯ is diagonal.
Combining the matrix symbols together leads to PG.
Since G is a Toeplitz matrix, we can directly relate the
singular value distribution of G to the singular values of PG
in the same manner as in Section III-A.
Lemma 5. Let PG be as defined in Lemma 4. If the system
is predicted with a horizon of length N , then:
(a) σmin(PG) ≤ σ(G) ≤ σmax(PG)
(b) lim
N→∞
κ(G) = κ(PG)
(c) σ(G) ≈ ⋃ω∈Ω σ(PG(ejω))
with Ω :=
{
ω : ω = −pi2 + 2piN i, i ∈ Z[0,N−1]
}
Proof. This proof is similar to Proposition 1’s proof.
D. Dual Hessian Matrix
In this section, we derive the spectral properties of the dual
Hessian matrix Hd for two distinct cases:
1) Hc is arbitrary (e.g. Case 3 from Section III-B)
2) Hc is Toeplitz (e.g. Cases 1 and 2 from Section III-B)
1) Hc is arbitrary: For problems where Hc is not Toeplitz,
the resulting dual Hessian matrixHd will also be non-Toeplitz.
This means that a relationship between a matrix symbol and
the spectrum of Hd cannot be derived. We can however still
place an upper bound on the spectrum of Hd.
Proposition 2. If PG is defined as in Lemma 4 and Hc is the
primal Hessian matrix, then
‖Hd‖2 ≤
(σmax(PG))
2
λmin(Hc)
.
Proof. Combining the triangle inequality
‖Hd‖2 ≤ ‖G‖2‖H−1c ‖2‖G‖2
and the fact that ‖H−1c ‖2 = 1λmin(Hc) together with Lemma 5
gives the result.
The result in Proposition 2 creates an upper bound for the
spectrum of Hd using the maximum singular value of the
constraint matrix G and the minimum eigenvalue of the primal
Hessian matrix Hc. This result holds true for any Hessian
matrix Hc, but is most applicable for Case 3 in Section III-B
since the introduction of the S term disrupts the Toeplitz
structure.
A non-zero lower bound for the spectrum of Hd does not
in general exist, since Hd can be rank-deficient depending on
the constraint set G.
Proposition 3. Let G ∈ RNl×Nm be the condensed constraint
matrix for a horizon of length N , then Rank(Hd) = Rank(G).
Proof. Let Hc be the positive definite primal Hessian matrix
as defined in Section III-B. Recall that Hd = GH
−1
c G
′. It is
known from [30, Corollary 2.5.10] that for matrix multiplica-
tion of two matrices A ∈ Rx×y and B ∈ Ry×z with ranks a
and b respectively, the rank of AB is
a+ b − y ≤ Rank(AB) ≤ min{a, b}. (14)
Begin by examining the product M := GH−1c , which leads
to M ∈ RN(j+l)×Nm Since Hc is positive definite, its inverse
exists and is also full rank, meaning Rank(H−1c ) = Nm.
Additionally, Rank(G) ≤ Nm since one dimension of G
is fixed at Nm. This means that both sides of (14) become
Rank(G), making Rank(M) = Rank(G). A similar process
can be followed for the product MG′, to get the final re-
sult.
Proposition 3 shows that the rank of Hd is determined by
the constraint set. If there are more constraints than inputs
(e.g. l+ j > m), then the dual Hessian will be rank deficient,
and therefore be positive semi-definite.
2) Hc is Toeplitz: If the MPC problem (1) has a Toeplitz
Hessian matrix (e.g. Case 1 or 2 in Section III-B or the trans-
formed problem to remove S), then the eigenvalue distribution
of Hd can be estimated from the eigenvalues of its matrix
symbol. To do this, we first note that the dual Hessian has the
same non-zero eigenvalues as the matrix Hd1 := H
−1
c G
′G.
Lemma 6. Let Hc and G be from (2). The non-zero eigenval-
ues of the Hessian Hd in (3) are the same as the eigenvalues
of Hd1 := H
−1
c G
′G.
Proof. This result follows directly from the fact that Hd can
be viewed as the outer product uv′ of the matrices u := G
and v := H−1c G. The non-zero eigenvalues of the outer
product matrix uv′ are the same as the eigenvalues of v′u
[27, Example 1.3.23]
IfHc is limited to being a Toeplitz matrix, then the spectrum
of Hd can be bounded using a matrix symbol similar to the
previous results for the primal Hessian.
Theorem 4. Let Hc in (2) be Toeplitz with the matrix symbol
PHc ∈ L∞, positive definite almost everywhere, then
λmax(Hd) ≤ λmax(PHd1) ≤ ‖PHd1‖H∞
where PHd1(z) := (PHcQ(z))
−1PG(z)
∗PG(z) with z ∈ T.
Proof. The product G′G is Toeplitz since G is lower tri-
angular. Results in [19, Theorem 4.3] state that if p, f ∈
L∞ are the matrix symbols for the Toeplitz matrices
Pn, Fn respectively, then the eigenvalues of P
−1
n Fn lie in-
side [λmin(p
−1f), λmax(p
−1f)]. This result, combined with
Lemma 6 and λmax ≤ σmax, gives the upper bound.
Using the results in Theorem 4, the spectrum of Hd can
be bounded using the matrix symbol of Hc provided that
Hc is Toeplitz. Unfortunately, the computation of λmax for
the symbol PHd1 requires an exhaustive search over the unit
circle to find the largest eigenvalue sinceHd1 is not symmetric.
Instead, an upper bound on λmax can be found through the
H∞ norm of PHd1 , which is a faster operation. Figure 3
shows ‖PHd1‖H∞ and the asymptotic properties of λmax
for System 1 with either only input constraints, only state
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constraints, or both input and state constraints. Note that the
bound λmax(Hd) ≤ λmax(PHd1) in Theorem 4 is tight, so
there is a horizon above which equality occurs. Theorem 4
also provides better bounds than the 2-norm estimate from
[4], which estimates that λmax(PHd) is less than 0.41, 1.65,
and 2.06 for input, state and both input and state constraints,
respectively.
IV. THE EFFECT OF WEIGHT MATRIX SCALING
In this section, we examine how the scaling of the weighting
matrices affects the extremal eigenvalues and condition num-
ber of the Hessian matrices from Section III. These results
provide an analytical grounding for the analysis conducted on
the computational complexity in Section V.
A. Preliminaries
The bounds on the eigenvalues and condition number we
will develop in this section utilize the matrix trace normalized
against the matrix size. To allow for horizon-independent
bounds, we show that these trace normalizations can be
computed in a horizon-independent manner through Lemma 7.
Lemma 7. Let Hc be the primal Hessian matrix of size n×n
from Section III-B with P the solution to the discrete-time
Lyapunov equation and S an arbitrary matrix. Let the system
Gs be Schur-stable with m inputs and the state space matrices
(A,B, I, 0). Define the following two dynamical systems
GQ :=
{
x+ = Ax+Bu
y = Q
1/2x
GQR :=
{
x+ = Ax+BR
1/2u
y = Q
1/2x
and let Ik :=
1
2pi
∫ 2pi
0
fk(e
jω)dω where
f1 := Tr (S
′PΓ) , f2 := Tr (RS
′PΓ) ,
f3 := Tr (S
′PΓS
′PΓ) , f4 := Tr (S
′PΓP
∗
ΓS) ,
f5 := Tr (P
∗
ΓQPΓS
′PΓ) , f6 := Tr (P
∗
ΓQPΓP
∗
ΓQPΓ) .
Then the quantities
a :=
Tr (Hc)
n
, b :=
Tr
(
H2c
)
n
,
have limits as n→∞ of
al := lim
n→∞
a =
1
m
(
‖GQ‖2H2 + 2I1 + ‖R
1/2‖2F
)
,
bl := lim
n→∞
b =
1
m
(
I6 + 4I5 + 4I2 + 2I3 + 2I4
+ ‖R‖2F + 2‖GQR‖2H2
)
.
Proof. See Appendix B-A.
Unlike the results in Section III-B where multiple cases
had to be examined, the result given in Lemma 7 holds for
every case presented in Section III-B with no modifications.
This occurs because the normalized trace of a finite rank
matrix (such as He) goes to 0 as n → ∞, which leaves
only the Toeplitz component of the Hessian. Results similar to
Lemma 7 could also be derived for other values of P , provided
that Hc can be decomposed into a Toeplitz component plus a
finite-rank correction term.
To analyze the effect of scaling the weight matrices, we can
utilize the linearity of the trace to scale the various terms in
Lemma 7, giving the following result.
Lemma 8. Let Qˆ := α1Q, Rˆ := α2R and Sˆ := α3S be scaled
versions of the weight matrices. Then if the scaled matrices
are substituted into the terms used in Lemma 7, the terms scale
as
Iˆ1 := α3I1, Iˆ2 := α2α3I2, Iˆ3 := α
2
3I3,
Iˆ4 := α
2
3I4, Iˆ5 := α1α3I5, Iˆ6 := α
2
1I6,
‖GQˆ‖2H2 := α1‖GQ‖
2
H2
, ‖Rˆ‖2F := α22‖R‖2F ,
‖GQˆRˆ‖2H2 := α1α2‖GQR‖
2
H2
, ‖Rˆ1/2‖2F := α2‖R
1/2‖2F .
Proof. These results follow from the linearity of the trace and
the integral operator.
B. Extremal Eigenvalues
In the complexity analysis of some algorithms, the extremal
eigenvalues of the Hessian matrix (both dual and primal)
appear as a factor. This means that in order to understand how
the complexity scales with the weight matrices, it is important
to understand how the extremal eigenvalues scale.
1) Primal Hessian: We begin by deriving bounds on the
extremal eigenvalues for the primal Hessian matrix.
Lemma 9. Let Hc be the primal Hessian matrix from Sec-
tion III-B. Then
0 < λmin(Hc) ≤ al ≤ λmax(Hc)
where al is defined in Lemma 7.
Proof. Bounds on the extremal eigenvalues were given in [32,
Theorem 2.1] as
m− sp ≤ λmin ≤ m− s/p
m− s/p ≤ λmax ≤ m+ sp
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where m := a, s :=
√
b− a2 and p := √n− 1. The limit of
these bounds as n →∞ gives a finite upper bound for λmin
and a finite lower bound for λmax, both equal to al. The upper
bound on λmax is in general not finite, and the lower bound for
λmin is in general strictly greater-than 0 since Hc is positive
definite.
Equality can occur when a2 = b (e.g. Tr (Hc) = ‖Hc‖2F ),
since that makes s = 0. Since Hc is positive definite though,
this only can occur when all eigenvalues of Hc are 1.
The bound in Lemma 9 essentially creates a dividing line
between the extremal eigenvalues. The effect of the weight
matrix scaling on this dividing line can then be estimated.
Theorem 5. Let Hˆc be the primal Hessian matrix with the
scaled weight matrices Qˆ := α1Q, Rˆ := α2R and Sˆ := α3S.
Then, the bound on the extremal eigenvalues given in Lemma 9
grows linearly with α1, α2 and α3.
Proof. Combine the bounds in Lemma 9 with the scalings in
Lemma 8.
From Theorem 5 it can be seen that the bounds on the
extremal eigenvalues grow linearly with the scaling of the
weight matrices. This is demonstrated in Figure 4a and 4b
for the case when S = 0, leaving only α1 and α2. When only
one matrix is being scaled there are two distinct regions in the
bound: Q dominating and R dominating. Since this bound is
both an upper bound for λmin and a lower bound for λmax, the
transition between the two regions when α1 is being increased
will occur earlier for λmax than λmin. The region where R
dominates when only Q is scaled is shown as a shaded region
in Figure 4a and 4b.
2) Dual Hessian: For the dual Hessian matrix, the largest
eigenvalue can be bounded through the spectral norm, as was
done in Proposition 2. This bound is affected by both the
spectrum of the constraint matrix G and the primal Hessian
matrix Hc. When the weight matrices are scaled, only the
primal Hessian is affected, which means only the λmin(Hc)
term in the denominator will change. Unfortunately, since the
lower bound in Theorem 5 is 0, a direct upper bound on ‖Hd‖2
cannot be computed.
We can instead use the upper bound for λmin given in
Lemma 9 to examine how the bound from Proposition 2
changes with weight scaling. It is known from Theorem 5
that there is a linear relation between the magnitude of the
cost matrices and the upper bound for λmin. This implies that
there will be an inverse relation between the cost scaling and
λmax of the dual Hessian: as either α1, α2 or α3 grow, the
bound on γˆ will shrink.
C. Condition Number
We focus the analysis in this section on the primal Hes-
sian Hp, since the condition number of the dual Hessian Hd
is in general unbounded due to Hd being positive semidefinite.
The results presented in Section III-B provide a means of
calculating the condition number estimates for a given set of
weighting matrices, but provide little intuition into the general
effect of matrix scaling. To examine the effect of scaling, we
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utilize a lower bound for the condition number of the Hessian
matrix.
Lemma 10. Let al and bl be defined in Lemma 7. The primal
Hessian matrixHc has a lower bound on the condition number
given by
κ(Hc) ≥ 1 + 2
√
bl − a2l
al
Proof. See Appendix B-B.
The lower bound presented in Lemma 10 is horizon-
independent, and holds for any choice of S and either P = Q
or P the solution to the discrete-time Lyapunov equation. This
lower bound represents the best possible condition number
that can be obtained. Unfortunately, knowledge of the worst
possible condition number (e.g. an upper bound) cannot be
obtained in a horizon-independent manner since lower-bounds
on the smallest eigenvalue of Hc go to 0 as the matrix size
increases.
To more closely examine the effect of the matrix scaling, we
examine the case when S = 0 and only Q and R are scaled.
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We assume that P is either Q or the solution to the discrete-
time Lyapunov equation. For this case, the lower bound from
Lemma 10 becomes the bound given in Theorem 6.
Theorem 6. Let Hˆc be the Hessian matrix with the scaled
weight matrices Qˆ := α1Q, Rˆ := α2R and S = 0. Then given
the dynamical systems and the integrals in Lemma 7, a lower
bound for the condition number of Hˆc is
κ(Hˆc) ≥ 1 + 2
√
α21n1 + 2α1α2n2 + α
2
2n3
α1‖GQ‖2H2 + α2‖R1/2‖
2
F
,
with
n1 := mI6 − ‖GQ‖4H2 , n3 := m‖R‖
2
F − ‖R1/2‖4F ,
n2 := m‖GQR‖2H2 − ‖GQ‖
2
H2
‖R1/2‖2F .
Proof. See Appendix B-C.
A numerical example for the results in Theorem 6 is
presented for System 1 in Figure 4. Examining the behaviour
of the bound, it can be seen that there exist three distinct
regions (shown through shading in Figure 4c): when α1 ≪ α2,
when α1 ≫ α2, and the transition region. The lower bounds
for the regions when α1 ≪ α2 and α1 ≫ α2 can be estimated
through the following corollary.
Corollary 1. The lower bound in Theorem 6 has asymptotic
values
κ(Hˆc) ≥


1 + 2
√
mI6−‖GQ‖
4
H2
‖GQ‖
2
H2
if α1 ≫ α2
1 + 2
√
m‖R‖2F−‖R
1/2‖4F
‖R1/2‖2F
if α1 ≪ α2
When α1 ≪ α2, the spectrum of R dominates the condition
number. The transition region is caused by the fact that λmax
begins growing before λmin when α1 is scaled, causing their
ratio to change. Then when λmin also begins growing, the
ratio becomes constant leading to the region where α1 ≫
α2. In this region, the condition number is dominated by the
singular value distribution of the dynamical system with an
output mapping through the weighting matrix Q.
The bounds in these regions are related to the spread and
mean of the spectrum of the matrices/system. The quantity in
the numerators of Corollary 1 can be viewed as an upper bound
on the spread of the spectrum (the largest distance between two
eigenvalues) [33], while the denominator can be viewed as the
mean of the spectrum. We can use this relation to see that for
large ratios of R to Q, κ is dominated by the spread of the
spectrum of R over its average. Alternatively, for large Q to
R ratios the bound is dominated by the spread of the singular
values of the physical system with an output compensator of
Q
1/2 over the average of the singular values.
Another interesting phenomenon arises when both Q and R
are scaled by the same amount.
Corollary 2. If the relative scaling of the two weight matrices
is held constant at α1 = ηα2 for a constant η > 0, then the
lower bound is constant with the value
κ(Hˆc) ≥ 1 + 2
√
η2n1 + 2ηn2 + n3
η‖GQ‖2H2 + ‖R1/2‖
2
F
.
Essentially, if both Q and R are scaled equally (e.g. α1 =
α2), then the condition number of the Hessian matrix does not
change. This is also true when S 6= 0 and is scaled equally
with Q and R (e.g. α1 = α2 = α3), so it is only when
the matrices are scaled separately that the condition number
changes.
D. Condition Number with Discretized Weights
The results inside Section IV-C examine the effect of the
scaling of the weights in the discrete-time problem (1). Al-
ternatively, the weighting matrices can be generated from the
continuous-time problem through a discretization procedure
given in [10], where τ is the sampling time and
Φ(τ) := eAτ , Γ(τ) :=
∫ τ
0
eA(τ−t)dtB,
Qd(τ) :=
∫ τ
0
Φ∗(t)QcΦ(t)dt, (15)
Sd(τ) :=
∫ τ
0
Φ∗(t)QcΓ(t)dt, (16)
Rd(τ) := τRc +
∫ τ
0
Γ∗(t)QcΓ(t)dt. (17)
Computation of the weights in this way will cause the discrete-
time cost to be equivalent to the continuous-time cost.
Scaling the weighting matrices in the continuous-time prob-
lem by Qˆc := α1Qc and Rˆc := α2Rc then leads to the
following scalings for the discrete-time matrices
Qˆd = α1Qd, Sˆd = α1Sd, Rˆd = α1Rd + (α2 − α1)τRc
Note that scaling α1 affects all three weighting matrices, but
α2 only affects Rd.
This scaling behaves very similarly to the scaling of the
discrete-time matrices in Section IV-C. When α1 = α2, all
matrices are scaled equally and the results from Corollary 2
say that the condition number will not change.
V. COMPUTATIONAL COMPLEXITY
In this section, we examine the change in computational
complexity for the DGP and FGM algorithms when applied
to the CLQR problem with scaled weight matrices. We specif-
ically focus on the relative scaling case, which means that R
is held constant and Q is scaled by α1 ∈ [10−4, 106].
A. Fast Gradient Method
When the upper bounds for ∆ and ǫ in (5) are used in the
UIB for the Fast Gradient Method, the UIB becomes depen-
dent only on κ. Further simplification shows that a ≥ b > 0
for κ ≥ 1, which leads to
UIB =
⌈
2
√
κ− 2⌉. (18)
The square-root dependence of (18) on κ means that the UIB
will follow the same general trend as the condition number.
Corollary 1 can then be used to investigate when the UIB for
FGM will be small. For instance, Corollary 1 suggests that κ
will be smaller if α2 ≫ α1 (e.g. the inputs are more heavily
weighted than the states) for System 1 . This will then lead to
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Fig. 5. Effect of scaling the weight matrix Q by α1 and holding R constant
on the Fast Gradient Method when solving System 1 with no state constraints.
a smaller iteration bound for FGM when the inputs are more
heavily weighted, which is seen in practice (see Figure 5a).
The performance of the CLQR controller using FGM was
examined by controlling System 1 without the state constraints
and with a chosen suboptimality level of δmax = 0.001 and
N = 20. The CLQR regulates System 1 starting from the
initial condition of x0 = [0.1, 0.1, 0.1, 0.1]
′ to the origin. The
performance was measured by taking the 2-norm of the state
and input trajectories. To compare the performance at each
scaling factor, the percent difference versus α1 = 10
−4 was
computed, and is shown in Figures 5b and 5c.
For this problem, the overall change in the 2-norm of the
state trajectories across the entire scaling range was less than
5%, while the input norm varied by approximately 200%.
Additionally, the number of iterations required varied by 188%
across the scaling range. An interesting feature of this is that
the change in the norm of the input occurs at a different time
than the change in the UIB. These results show that if the
performance of the system states was the design criteria, an
aggressive weighting will only produce a 5% decrease in the
norm of the state trajectories, but will produce a 188% increase
in the number of iterations required for the solver.
B. Dual Gradient Projection
The Upper Iteration Bound for DGP given in (6) is depen-
dent on the largest eigenvalue of both the primal and dual
Hessian matrices, as well as the Upper Dual Bound. All three
of these quantities are dependent upon the horizon length
chosen; but while a horizon-independent bound on the UDB is
not known, the eigenvalues can be bounded using the results
in Section III. Examining (6), λmax of the primal Hessian
only affects the UIB when a suboptimal solution to the dual
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Fig. 6. Effect of scaling the weight matrix Q by α1 and holding R constant
on the Dual Gradient Projection method when solving System 1 with no state
constraints.
problem is requested (e.g. ǫz 6= 0), while λmax of the dual
Hessian has a linear effect and the UDB has a quadratic effect
on the UIB.
The numerical examples presented in Figures 6 and 7 use
N = 20 with ǫz = ǫξ = 0 (e.g. solve the dual exactly and
with no computation error) while ǫg = 10
−4 and ǫV = 10
−2.
The UDB for System 1 shown in Figure 6b is calculated by
solving the MILP given in [21] using CPLEX with indicator
constraints to implement the binary variables. The UDB for
System 2 was upper bounded as D=20000 for all scaling
factors by solving the same MILP, but terminating computation
early and using the best objective value as the upper bound. As
shown in Figure 6c, the tight bounds from Theorem 4 decrease
the UIB by an order of magnitude compared with the estimate
of λmax given in [4].
The UIB for DGP is affected by both the UDB and the
maximal eigenvalues as the weight matrices are scaled. An
interesting feature that appears when the exact UDB is used
in System 1 is the interplay between D and λmax(Hd);
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Fig. 7. Effect of scaling the continuous-time weight matrix Qc by α1 and
holding Rc constant on the Dual Gradient Projection method when solving
System 2.
specifically the slight peak in the UIB around α1 = 100
before it drops off again. The UDB though appears to have
an asymptotic structure at the two extremes for α1, while
λmax(Hd) is decreasing as α1 increases. A tradeoff in the
closed-loop performance and computational complexity is also
evident for DGP, with System 1 showing a 200% increase
in the UIB for a 200% decrease in the input norm and 5%
increase in the state norm.
VI. PRECONDITIONING
The spectral results presented in Section III-B can be readily
extended to analyze the case of a preconditioned Hessian
matrix, and also to help design new preconditioners.
A. Analysis of the Preconditioned Hessian
For simplicity of description, we focus on the case when
Hc is symmetrically preconditioned as L
−1
n Hc(L
−1
n )
′ with
a block-diagonal preconditioner Ln, thus guaranteeing that
the preconditioned matrix is Toeplitz. This case is fairly
standard in the MPC literature for first-order methods, since
it guarantees that the structure of the feasible set is preserved
over the preconditioning operation and that the preconditioned
Hessian matrix is symmetric [3]. Results can be derived for
non block-diagonal preconditioners using [19, Theorem 4.3]
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Fig. 8. The effect of preconditioning on the condition number of the
condensed primal Hessian matrix for System 1.
with M−1Hc where M := LnL
′
n, but the handling of the
cross-term matrix S may not be as straightforward.
Since the preconditioner matrix Ln is block-diagonal, its
matrix symbol is simply L. The results in Section III-B can
then be extended to the preconditioned matrix by simply
replacing PHcQ in Theorems 1 and 2 with PHL given by
PHL := L¯PHcQ L¯
′, (19)
where L¯ := L−1. The results in Theorem 3 can likewise be
extended to the preconditioned case by redefining PHn and U
as PHn := L¯(PHcQ +PH¯S )L¯
′ and U :=
[
L¯′L¯B′S L¯′L¯
S′W¯cS S
′BL¯′L¯
]
respectively, with W¯c the controllability Gramian of the system
with the input matrix BL¯′.
B. Preconditioner Design
The Toeplitz structure of the Hessian matrix can also be
exploited to design preconditioners for the primal problem.
There is a rich literature of preconditioners for Toeplitz and
circulant matrices, with a focus on designing the precondi-
tioners independent of the size of the matrix (see [34] and
references therein).
For example, [35] proposes an optimal circulant precondi-
tioner for Toeplitz matrices that can be designed using only
closed-form expressions. This can be used in designing a
diagonal preconditioner for Hc, which is given in Corollary 3.
Corollary 3. Let Hc be the condensed primal Hessian matrix
from Section III-B and P the solution to the discrete-time
Lyapunov equation ATPA + Q = P . The matrix Hc can
be symmetrically preconditioned as L−1Hc(L
−1)′, where L
is the lower-triangular Cholesky decomposition of M and
M := B′PB + S′B +B′S +R.
The block-diagonal preconditioner proposed in Corollary 3
is independent of the horizon length, and is computable for any
Schur stable system. The performance is also similar to that of
the optimal preconditioner given in [3], as shown in Figure 8.
Note that the optimal preconditioner must be recalculated at
each horizon but the preconditioner in Corollary 3 does not
need to be. While the condition number of HL is the same
for both preconditioners, the actual eigenvalue distribution
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Fig. 9. The effect of two different preconditoners on the extremal eigenvalues
and the condition number of the condensed primal Hessian matrix Hc when
the Q and R matrices are scaled by β in System 1.
is different. Corollary 3 produces a lower minimum and
maximum eigenvalue than the optimal preconditioner, which
holds the lower eigenvalue constant at 1. This effect is most
noticeable when the Q matrix dominates the Hessian, as shown
in Figures 9a and 9b.
Overall, the spectrum of the preconditioned matrix HL
has the same behavior as the spectrum of Hc when the
weighting matrices are scaled. The main difference being that
the condition number in the Q dominating region is smaller
when a preconditioner is used, as shown in Figure 9c. An
interesting thing to note is that the optimal preconditioner from
[3] actually becomes incalculable for large ratios of Q to R
in System 1. The example suggests that for β above 400, the
optimization problem in [3] becomes infeasible but that the
proposed preconditioner in Corollary 3 is still calculable.
VII. CONCLUSIONS
In this paper, we have examined how the computational
complexity bounds for the Fast Gradient Method and Dual
Gradient Projection method are influenced by the desired
system performance (e.g. weighting matrix selection). The
complexity bounds for FGM and DGP demonstrate distinct
regions where the bound is influenced by the spectrum of the
individual weighting matrices. Additionally, the complexity
bounds of FGM and DGP behave differently under cost func-
tion scaling; the FGM bound increased as Q dominated while
the DGP bound decreased as Q dominated. This suggests that
not pre-determining the algorithm and instead having it as a
design variable could benefit the overall system design.
To derive the computational complexity bounds, we derived
a system-theoretic method for analyzing the primal and dual
Hessian matrices by viewing the matrices as Toeplitz opera-
tors. This method allows for horizon-independent bounds of
the extremal eigenvalues and condition number to be computed
using tools such as the H∞ norm; removing the need to form
large matrices to experimentally estimate the values.
While we applied these bounds to computing computational
complexity, they can also be applied to the design of the
actual computing hardware for the algorithms. Fixed-point
implementations of algorithms such as FGM [3], DGP [4],
and Proximal Newton [36] utilize the condition number and
extremal eigenvalues to bound the round-off error that is
present in the computations. Horizon-independent spectral
bounds can then be used to guarantee hardware designs are
compatible with any horizon length desired, removing the
need to re-synthesize the designs if the prediction horizon
were to be changed and allowing run-time variation of the
horizon length (e.g. for variable-horizon controllers) in fixed-
point implementations.
This system-theoretic approach can also be used to examine
preconditoned Hessian matrices. We derived a preconditioner
that is equivalent to the optimal preconditioner in [3], but is
computable in closed-form using small matrices. Our frame-
work allows for preconditioning to be viewed from the system-
theoretic perspective, with the preconditioner being an input
compensator for the predicted system. This viewpoint suggests
new design techniques, such as methods from H∞ loop-
shaping, to compute preconditioner matrices may exist.
In the future, these bounding results can be incorporated
into controller-design methods to estimate the computational
resources needed for a system and be used inside design op-
timization. We have demonstrated that this trade-off between
computational resources and control performance is a worth-
while area to explore; with an example system showing that
a 5% reduction in the state 2-norm requires a 188% increase
in the computational complexity of the control algorithm.
APPENDIX A
MATRICES FOR THE CLQR PROBLEM
Φ :=


A
A2
A3
...
AN

 ,Γ :=


B 0 0 0
AB B 0 0
A2B AB B 0
...
. . .
...
AN−1B AN−2B AN−3B · · · B

 ,
R¯ := IN⊗R, S¯ :=
[
IN−1 ⊗ S 0
0 0
]
, Q¯ :=
[
IN−1 ⊗Q 0
0 P
]
,
G := D¯Γ + E¯, D¯ := IN ⊗
[
D
0l×n
]
, E¯ := IN ⊗
[
0j×m
E
]
,
F := −D¯Φ, g := 1N ⊗
[
cx
cu
]
.
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APPENDIX B
PROOFS
A. Proof of Lemma 7
Proof. Since S is arbitrary, Hc = HcQ+Hn−He. We begin
by computing al := limn→∞
1
nTr (Hc). He has finite rank
(from Lemma 3), so its limit will go to 0 leaving only the
Topelitz component
al = lim
n→∞
1
n
Tr (HcQ +Hn) . (B.20)
Using Szego¨’s limit theorem for block Toeplitz matrices [11,
Theorem 6.5], the limit as n → ∞ of a function f of the
eigenvalues of a Toeplitz matrix can be transformed into a
definite integral of f applied to the eigenvalues of the matrix
symbol. Since the trace is the sum of the eigenvalues, (B.20)
becomes
al =
1
2mπ
∫ 2pi
0
Tr
(
PHcQ(e
jω) + PHn(e
jω)
)
dω.
Separating over the addition and expanding,
al =
1
2mπ
(∫ 2pi
0
Tr
(
PΓ(e
jω)∗QPΓ(e
jω)
)
+ Tr (R)
+ 2Tr
(
S′PΓ(e
jω)dω
))
.
Using the definition of the H2 norm and Frobenius norm, al
becomes
al =
1
m
(
‖GQ‖2H2 + 2I1 + ‖R
1/2‖2F
)
.
Computing bl can be done in a similar manner to al.
Note that Rank(AB) ≤ min{Rank(A),Rank(B)}, meaning
anything multiplied by He will have finite rank. This means
those terms will go to 0 in the limit, leaving only the Topelitz
component
bl = lim
n→∞
1
n
Tr
(
(HcQ +Hn)
2
)
. (B.21)
Applying the Szego¨ limit theorem to (B.21) and expanding
gives
bl =
1
2mπ
∫ 2pi
0
Tr
(
(PHcQ(e
jω) + PHn(e
jω))2
)
dω
Expanding the integrand, and simplifying using properties of
the trace and the definition of the H2 and Frobenius norms
produces the final result.
B. Proof of Lemma 10
Proof. We begin with the lower bound for the condition
number of a matrix of dimension n presented in [32, Corollary
2.3]:
κ(Hc) ≥ 1 + 2s
a− s/p (B.22)
with p :=
√
n− 1, s := √b− a2, and a and b from Lemma 7.
To determine the asymptotic bound, we take the limit of
(B.22) to find
lim
n→∞
1 +
2s
a− s/p = 1 + 2
√
bl − a2l
al
.
C. Proof of Theorem 6
Proof. Starting with the lower bound from Lemma 10, we
define v :=
√
bl − a2l and w := al. Substituting in the norm
scalings from Lemma 8 into w gives
w = α1‖GQ‖2H2 + α2‖R
1/2‖2F ,
which is the final version of the denominator.
Substituting in the norm scalings from Lemma 8 into v and
expanding the square gives
v = m
(
α21I6 + 2α1α2‖GQR‖2H2 + α22‖R‖
2
F
)
− α21‖GQ‖4H2 − α1α2‖GQ‖
2
H2
‖R1/2‖2F − α22‖R
1/2‖4F
Grouping the terms by the α1 and α2 coefficients leads to
v = α21
(
mI6 − ‖GQ‖4H2
)
+ α22
(
m‖R‖2F − ‖R
1/2‖4F
)
+ 2α1α2
(
m‖GQR‖2H2 − ‖GQ‖
2
H2
‖R1/2‖2F
)
which gives the final version of the numerator.
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