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1 Overview
Following publication we discovered a minor coding error which has non-negligible effects
on the critical thresholds reported for the multivariate tests in Figs. 5, 7 & 9 of the main
manuscript. A separate minor coding error affects Table S2 in Appendix B. This document
briefly describes these errors and provides corrected results along with a brief discussion.
We believe that the errors are fortunately negligible in the context of the paper’s main
conclusions regarding bias in ‘non-directed’ hypothesis testing. We nevertheless feel that it is
important to correct our errors in interest of results reproducibility. Also to this end we plan to
make all of our multivariate SPM code open-source in due course, along with validation scripts
which demonstrate why the these critical thresholds validly describe the behavior of smooth
multivariate Gaussian fields. Our univariate SPM code is currently available for Python and
Matlab at www.spm1d.org.
2 Error descriptions
1. Coding error #1: a two-line section of our inference code was mistakenly commented
out during development, and this ultimately produced incorrect thresholds. The com-
mented section translated F thresholds to T 2 thresholds, and vice versa. Thus the critical
thresholds reported in Figs.5&7 in the published manuscript are F thresholds and not
T 2 thresholds.
2. Coding error #2: In Appendix B analyses we used integer values for counts J and I
instead of floating point values, and this ultimately yielded incorrect T 2 results in Table
S2. Fortunately only minor adjustments to Table S2 are necessary.
3. Minor theoretical update: For the CCA results in Fig.9, we now report results in terms
of the χ2 statistic, partially because it is simpler than the F statistic, requiring just a
single degree-of-freedom.
3 Corrected figures
Figure 5: Dataset A, Hotelling’s T 2 trajectory (SPM{T 2}). The horizontal dotted line indicates
the critical random field theory threshold of T 2=113.0.
Figure 7: Dataset B, Hotelling’s T 2 trajectory (SPM{T 2}), depicting where muscle forces
differed between Controls and PFP. The horizontal dotted line indicates the critical RFT
threshold of T 2=48.85.
Figure 9: Dataset C, canonical correlation analysis results, with SPM{χ2} depicting where
ground reaction forces were correlated with running speed. Critical RFT threshold: χ2=14.95.
4 Corrected Appendix B results
Table S2: A simulated dataset exhibiting biased univariate testing. (a) Two-component force
vector responses F = [Fx, Fy]
⊤. (b)-(d) Scalar (univariate) testing. (e)-(g) Vector (multivari-
ate) testing. Sources of bias and further details are discussed in the text. Technical overviews
of covariance matrices (W ) and the Hotelling’s T 2 statistic are provided in Appendix D and
§2.3 (main manuscript), respectively.
Group A Group B Inter-Group
(a) Responses
FA1 = [159, 719]
⊤
FB1 = [143, 759]
⊤
FA2 = [115, 762]
⊤
FB2 = [172, 734]
⊤
FA3 = [177, 681]
⊤
FB3 = [161, 735]
⊤
FA4 = [138, 694]
⊤
FB4 = [195, 733]
⊤
FA5 = [119, 697]
⊤
FB5 = [168, 706]
⊤
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(b) Means
(Fx)A = 141.6 (Fx)B = 167.8 ∆Fx = 26.2
(Fy)A = 710.6 (Fy)B = 733.4 ∆Fy = 22.8
(c) St.dev.
(sx)A = 23.6 (sx)B = 16.8 sx = 20.5
(sy)A = 28.5 (sy)B = 16.8 sy = 23.4
(d) t tests
tx=1.807; px=0.108
ty=1.380; py=0.205
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(e) Means FA = [141.6, 710.6]
⊤
FB = [167.8, 733.4]
⊤ ∆F = [26.2, 22.8]⊤
(f) Covariance WA =
[
557.4 −380.4
−380.4 809.8
]
WB =
[
283.8 −131.9
−131.9 281.8
]
W =
[
420.6 −256.1
−256.1 545.8
]
(g) T 2 test T 2=4.799; p=0.049
Figure S3: Graphical depiction of the data from Table S2. Small circles depict individual
responses. Thick colored arrows depict the mean force vectors for the two groups. The thick
black arrow depicts the (vector) difference between the two groups, and thin black lines indicate
its x and y components. The ellipses depict within-group (co)variance; their principal axes (thin
dotted lines) are the eigenvectors of the covariance matrices in Table S2(f). Here covariance
ellipse radii are scaled to two principal axis standard deviations (to encompass all responses).
5 Discussion
The T 2 test statistic trajectories are correct in the originally published manuscript (Figs.5
& 7) and the χ2 trajectory (Fig.9, above) is an identical, albeit vertically compressed version of
the originally published F statistic trajectory. The only differences between the corrected and
originally published results are the critical thresholds: for Figs.5 & 7 the thresholds are higher
in the revised results above. For Fig.9, the threshold error has less of a qualitative effect.
The errors obviously affect interpretations of individual experimental results, so for the
aforementioned oversights we apologize. We nevertheless believe that the the paper’s main con-
clusions remain intact, because they pertain to bias in general, and not to individual datasets.
Specifically, we believe that the points regarding bias in ‘non-directed’ hypothesis testing re-
main strongly demonstrated. We interpret the revised results as follows:
• Fig.5: Since the T 2 trajectory fails to reach the critical threshold, the null hypothesis
is not rejected, implying that post hoc tests (Fig.6 from the original manuscript) are
not justified. Since this result disagrees with scalar extraction analysis, which reached
significance, the paper’s main message of bias remains unaffected for this dataset.
• Fig.7: The null hypothesis is rejected for both the revised and original analyses, but the
temporal extent of the supra-threshold signal is restricted to the vicinity of 90% stance
in the revised analyses. This revised result agrees more closely with the post hoc results
(Fig.8, main manuscript). Since the temporal focus of the signal is unrelated to local-
maximum scalar extraction analyses from the original paper, the main message of bias
remains unaffected for this dataset.
• Fig.9: The null hypothesis is rejected for both the revised and original analyses, both with
very low p values, and with similar suprathreshold windows. However, a key new point
is the discrepancy between the new results (Fig.9) and post hoc results in the vicinity
of 10% stance (Fig.10a). This discrepancy is important for two reasons. First, the post
hoc procedures from the main paper employ a simple Bonferroni correction, which fails
to correct for vector covariance and thus generally leads to discrepancies between vector
and vector-component results. For perfect agreement between the main test’s results and
post hoc results, an appropriate multivariate post hoc procedure is required. Second, this
discrepancy highlights the fact that the main test is the more important test, because only
the main test directly pertains to the experiment’s null hypothesis, which was in this case:
no correlation between running speed and the vector trajectory. Thus arbitrary post hoc
analyses must be regarded as exploratory in nature. They can help one understand the
main vector field result, and can also help to inform subsequent, more specific hypothesis
formulations. However, tests on separate vector components mustn’t be regarded as
probabilistically valid because they are susceptible to both focus and covariance bias.
• Appendix B: Our integer vs. float coding error yielded an incorrect result in Table S2.
Fortunately, by changing a single value in the dataset (the x component of FA5), and thus
slightly changing Fig.S3, yields results which are effectively identical to those originally
reported.
We sincerely apologize for any inconvenience these errors may have caused.
Todd Pataky, Mark Robinson and Jos Vanrenterghem
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