This paper addresses a prevailing assumption in single-agent heuristic search theory -that problem-solving algorithms should guarantee shortest-path solutions, which are ty pically called optimal. Optimality implies a metric for judging solution quality, where the optimal so lution is the solution with the highest quality.
Introduction
This paper addresses a prevailing assumption in single-agent heuristic search theory -that problem-solving algorithms should guarantee shortest-path solutions, which are ty pically called optimal. Optimality implies a metric for judging solution quality, where the optimal so lution is the solution with the highest quality.
When path-length is the metric, we will distin guish such solutions as p-optimal.
However, for most applications, finding p optimal solutions requires exponential com putation time. Shortest-path algorithms are then unacceptable to real-world users, who pre fer satisficing solutions which can be achieved quickly.
Why are our problem-solving algorithms in compatible with the desires of real-world users?
We contend that this is because the current ap proach to single-agent heuristic search has over looked two important facts about real-world problem-solvers:
1. They use a variety of attributes to measure the quality of solutions, not simply path length.
2. They are resource-bounded, and cannot perform the exponential computation re quired by shortest-path algoritms.
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To address the first issue, we describe the ap plication of multiattribute utility theory, a for· mal method for capturing the subjective pref erences of a problem-solver, in the context of heuristic search. In doing so, we generalize the notion of solution quality, and therefore opti mality, to incorporate user-defined attributes, both of solution-paths and the search algo· rithms which find them. We will refer to this as s-optimality (optimality over arbitrary, subjec tively determined criteria). In such a frame work, optimal solutions are those which are most preferred by, or most satisfy the user. ?
optimality is then simply the special case in which the problem-solver's only concern is the length of the solution-path.
The second issue is the infeasibility of expo nential computation. Such computation is only required to satisfy the guarantee of p-optimality.
We offer theoretical and practical arguments against algorithms which make such guaran tees, and in favor of probabilistic algorithms, which attempt to find solutions that maximize expected utility. We describe first results of re search on this class of algorithms. The first section presents background infor-. mation on current approaches to heuristic search in single-agent problems. Section 2 re assesses existing algorithms' guarantee of p optimality, and shows that guaranteeing ei ther p-optimality or s-optimality is impossible for real-world problem-solvers. Because agents must therefore act without guarantees of op timality, Section 3 reviews decision-theoretic methods for rational decision-maki _ ng under un certainty. In Section 4, we discuss probabilistic algorithms which attempt to maximize solution quality while operating under uncertainty. Fi nally, Section 5 presents preliminary results and future directions of this research.
1

Background
Problem-Solving Search
The state-space approach to problem-solving considers a problem as a quadruple, (S, 0 C S x S, I E S, G C S). S is the set of possible states of the problem. 0 is the set of opera tors, or transitions from state to state. I is the one initial state of a problem instance, and G is the set of -goal states. Any problem can be represented as a state-space graph, where the states are nodes, and the operators are directed, weighted arcs between nodes (the weight asso ciated with each operator, Oi, is its cost C( Oi)). we equate cost with distance and will refer to a minimal cost solution-path as a shortest-path.
Traditional Algorithms
Many common algorithms (e.g. A*) guarantee p-optimality. To do so, they must both find a solution-path and verify that no shorter one exists.
In theory, p-optimal solutions may be found by brute-force search over the state-space.
However, as most problems' state-spaces are prohibitively large, current algorithms use heur istic methods to focus a search. To do so, such algorithms demand admissible heuristics, those which do not overestimate path-length. Despite improved performance over brute-force meth ods, these algorithms still require exponential computational time [6] .
Non-Traditional Algorithms
Early researchers recognized that p-optimal so lutions are seldom preferred to solutions which provide slightly longer paths but require less computational effort -these were known as satisficing solutions. This prosaic recognition, however, has led to few concrete results.
One research direction was to study the ef fects of using inadmissible heuristics within ex isting shortest-path algorithms. Though p optimality could not be guaranteed, solution paths of acceptable length could often be found quickly [6, 7] . Unfortunately, there were few pre cise guarantees regarding the length of solution paths which one could expect to find, or the computational effort required to do so.
Another approach considered real-world do mains which require satisficing search [9] . Satis ficing search is applied to problems where many solution-paths are deemed "good enough", and one seeks any such path while attempting to minimize computation time. In theorem proving, for example, any proof is satisficing, and one wishes only to determine whether a proof exists.
Despite these efforts, most current research still centers on the development of techniques which guarantee p-optimal solutions -we will refer to this as the guaranteed optimality re quirement on algorithms.
2
Generalized Optimality
Consider, however, a general evaluating a bat tle plan. While his overall objective is to win the battle, he will prefer some plans to others to choose between the planners, the colonels.
In situations where time is important enough to the general, he would be "forced" to opt for the second colonel and his quick and dirty plan.
In this example, the complexity of developing a plan (computation time) is a crucial attribute to consider in assessing the plan's overall quality.
Thus solution quality is m�asured by user defined attributes, which can describe both the ultimate solution-path and costs incurred by the algorithm which generated it. The algo rithm (colonel), together with the solution-path vide. This will be shown to drastically alter our views about problem-solving algorithms.
2.1
Guarantees
Returning brie:fiy to p-optill}.ality, if an algo rithm guarantees a p-optimal solution, it must both find it, and verify that no shorter solution exists.
Clearly, for brute-force algorithms this re quires exponential time, to explore the tree of possible solution-paths. Heuristic methods are more efficient because they prune entire sub trees (i.e. many paths) at once. Typically, how ever, pruning techniques are unable to reduce the exponential complexity of the verification process.
Having seen that guaranteeing p-optimality requires exponential time, we now consider the complexity of guaranteeing s-optimality.
An Impossibility and a Paradox
Consider Unfortunately, as problem size increases, the exponential complexity of verifying the optimal ity of a solution will exceed the robot's allot ted time. Thus we conclude that for sufficiently large problems, a resource-bounded agent can not guarantee s-optimality.
Ideal Agents For the ideal agent, who seeks to conserve his resources, achieving s-optimality yields a paradox.
Consider an algorithm A which claims to guarantee s-optimality for any problem in stance. Assume that the s-optimal solution to this problem is X, with solution-path Xp.
One of the attributes of X is the time Xtc re quired to compute it. Computation time will be measured in terms of the critical operation of A -node generation (generating a neighbor ing state, given a state and an operator). We assume that the algorithm can only know the ef fects of an operator by applying it -any other consideration of the effects of an operator con stitutes node generation as well.
In order to find X, algorithm A must generate at least the nodes in Xp. Otherwise, A could not produce the complete path Xp, and would not be s-optimal.
On the other hand, A may generate at most those nodes in Xp. If not, another solution, X', which generates only those nodes in Xp, would be preferred, and thus X could not be s-optimal.
Therefore, to achieve s-optimality, A must ex pand exactly those nodes in Xp. However, if so, A would have insufficient information to verify that X was s-opti i?-al: in particular, it could have missed a shorter path Xp'· Consider that at any point in the search, A is forced to choose a move based on the exam ination of only one operator -the correct one.
If A did not know the solution-path a priori, it could not guarantee that alternate moves might not have led to a shorter solution-path.
Paradoxically, if one attempts to verify that a solution is s-optimal, he degrades its quality, guaranteeing that it will not be s-optimal. Only by prior knowledge of the s-optimality of a solu tion could the agent have made such a guaran tee. We conclude that even ideal agents cannot guarantee s-optimality.
An analogy can be made to Heisenberg's U n certainty Principle, which states that an ob server is not independent of the observations he makes, and that the act of observation disturbs the environment. Similarly, solution-paths do not exist independent of the algorithms which find them-the price of executing search algo rithms is exacted from the solutions they yield.
The paradox suggests that current approaches to heuristic search may be misguided.
Relaxing Guaranteed Optimality
In addition to theoretical paradoxes, there are to cope with these constraints. In single agent domains, researchers have failed, un til recently [4] , to do so.
visibility:
Observing the consequences of intermediate actions is likely to increase an agent's understanding of its environ ment. This is the motivation apparent in many human activities, such as exploratory surgery.
adaptability:
Unanticipated changes in an agent's environment may render pre computed solutions useless. This could be due to natural causes, or to adversaries, who deliberately attempt to thwart the agent's plans.
The guaranteed optimality requirement has caused problems in practice as well as in theory, limiting the applicability of single-agent search methods to an extremely small set of problems.
Thus, a problem-solver, theoretically inca pable of guaranteeing s-optimality, cannot be certain, before he takes an action, that it will lead to the s-optimal solution. Operating un der uncertainty, an agent can only estimate the eventual consequences, or outcomes, which will result from his immediate actions, and make de cisions based on his subjective assignment of so lution quality to these outcomes.
Researchers studying single-agent problems have traditionall y avoided this issue of decision making under uncertainty for two reasons: they fail to look beyond p-optimality in measuring solution quality, and their algorithms are un able to commit to actions without having ver ified p-optimality. However, a formal method for decision-making under uncertainty can be found in the field of Decision Theory, the ele ments of which we now summarize in the con text of heuristic search.
3
Decisions under Uncertainty
3.1
Expected Value
Returning to p-optimality, for simplicity, the first approach in the context of search would likely be to relinquish the guarantee of p optimality, but strive to minimize expected . path-length whenever possible. This is equiv alent to stating that the proper objective of a rational agent is to maximize the expected value of the outcome (his expected return).
The following problem is a simple example of the decisions which rational agents are likely to face. Consider a choice among possible out comes, as illustrated in Figure 1 .
Outcome (1) promises a 55-move solution to our problem -although that may be longer than we would like, we would receive it with absolute certainty. Outcome (2), however, is This decision rule, however, ignores the exis tence of overriding preferences which individ ual decision-makers may have. For example, faced with the choices outlined above, a cau tious decision-maker might avoid the gamble in both situations.
Expected Utility
The theory of expected utility [10) was proposed as an improvement to the expected value rule, and has come to be the central tool in modern decision analysis. Utility is the subjective as signment of value to potential outcomes, when the exact outcome is uncertain. The theory claims that rational agents will attach utilities Note that the rational agent may be unable to produce such utility assignments on demand. But, if we subscribe to this theory, we can ob serve his decision-making, determine the util ities that he assigns to sample outcomes, and interpolate to produce his overall utility func tion [5] .
It is important to note the inherent subjec tivity of the utility assignments. For example, different decision-makers may have different at titudes towards the risk of uncertain outcomes. Recalling our earlier example (Figure 1 ), we are faced with a choice between two possible out comes (1) & (2). Using the expected utility de cision rule, our analysis changes. The expected utilities are as follows: (1) u(55 moves)
(2) (u(10 moves)· t) + (u(90 moves)· t)
. Ultimately, the choice will be based on the decision-maker's utility function u(). A risk prone decision-maker may be desper ately trying to obtain a short solution. He agrees that a 10-move so�ution is superior, but sees little difference between the 55-and 90-move solutions, and assigns u(55 moves)= 0.1. Based on his expected utility, he chooses the gamble, outcome (2).
3.3
Multiattribute Utility
Of course, real-world decision-makers are not faced with such simple choices, but typically consider utilities of many attributes, such as solution length, computation time, monetary cost, and memory usage. Required is a tech nique of assessing the tradeoffs among the many possible attributes of solutions.
The extension of utility theory which de scribes the behavior of a decison-maker faced with multiple, and possibly conflicting objec tives is multiattribute utility theory. This the ory allows one to combine utility functions of individual attributes into a joint utility func tion. A formal, rigorous presentation is offered in [5] .
Oversimplifying, the techniques involve as sessing the decision-maker's marginal utility of improving each of the attributes. In addi tion, the utility independence relations of the attributes must be determined by assessing whether the utility function for each attribute is independent of the values of the others.
Given this information, which can be elicited systematically from the decision-maker, one can determine what form the multiattribute func tion should take. If all the attributes are mu tually utility independent, an additive function is used, as the decision-maker seeks simply to maximize the sum of the utilities. If not, a multiplicative or multilinear combination of the individual utility functions may be required. In the worst case of total interdependence one can only determine the decision-maker's utility function by observing his decisions and plotting points in n-dimensional attribute-space.
Once constructed, the multiattribute utility function can be evaluated for all potential out comes, which are specified as an n-tuple of in dividual attribute values.
In summary, multiattribute utility theory of fers a means for coping with uncertainty and subjectivity. Solution quality is determined by a user-defined utility function, which encapsu lates the preferences of a problem-solver for dif ferent possible outcomes. Provided that we can determine the probability of each outcome, we can make decisions based on expected utility. In the next two sections, we discuss how these basic techniques can be realized, and applied in algorithms. 
Sense:
Collect data about the surround ing environment using heuristic evaluation functions.
Interpret: Convert raw heuristic data into estimates of the probabilities of outcomes.
Act: Choose and apply the best operator.
This simple loop describes the behavior of resource-bounded agents who must operate in uncertain or complex environments.
We term this dynamic, interactive approach, games. We suggest that single-agent problems require on-line algorithms as well. Interestingly, the on-line approach discussed in [3] eliminates many of the traditional dis tinctions between single-agent and two-player domains: the differences are localized to the outcome constraints. In addition, the multiat tribute utility formalism, and the utility-based decision-making mechanisms discussed here in the context of single-agent problems, easily ex tend to the two-player domain.
Utility of Algorithms
The generalized view of solution quality pre sented in Sections 2 and 3 suggests that algo rithms should be judged based on the utility of the solutions they provide. The examples in Section 3 depicted a decision-maker faced with a choice of 2 possible outcomes. A problem solver would find himself in an identical situ ation if he were forced to choose between the following two algorithms X and Y. X guar antees a solution which requires 35 minutes to compute but costs $7500 to execute. Y guaran tees a· solution which requires 2 weeks to com pute and costs only $1250 to execute. Problem solvers should choose the better algorithm in precisely the same manner as decision-makers would choose the better outcome.
5
Optimizing Expected First Results
Utility:
A problem-solver's a priori knowledge of the so lutions provided by algorithms will rarely be so exact. Furthermore, current algorithms are not designed to predict the solutions that they will provide. However, a user can attempt to create performance models of algorithms. Having es timated the solutions that different algorithms are likely to provide, the user can determine the expected utility of each algorithm, and choose the best one for his purposes.
Performance Modeling
A practical technique for modeling the perfor mance of on-line search algorithms is detailed in [1] , which describes a system for automating the process. The system, with a problem in stance and a user's multiattribute utility func tion as input, chooses, from among a given fam ily of algorithms, the one which is expected to provide the user with the highest quality solu tions. To estimate these outcomes, the system consults internal performance models which are based on a Markov model of the search process.
This system has been succesfully tested on the popular Eight Puzzle, where it optimized the performance of the Minimin algorithm for a user's utility function (with attributes of so lution length, space and time). The level of lookahead is the only distinguishing parameter within the Minimin family of algorithms.
The multiplicative utility function used in the experiments was based on a hypothetical appli cation, where elapsed time is limited to 10 min utes, memory to 10 megabytes, and solutions to 100 moves. The utility function is best sum marized by three solutions that it judged to be relatively equivalent (note that while minimiz ing time and path-length are desirable, space is considered as a free, but bounded resource).
PATH-LENGTH
SPACE TIME 20 moves :::; 9 megabytes 8 min. 68 moves :::; 9 megabytes 6 min. 93 moves :::; 9 megabytes 4 min.
The system estimated, for a given problem in stance, the performance of Minimin for different levels of lookahead, and output that lookahead level which maximized the user's expected util ity. For example, for puzzles of depth d = 19, the system chose a lookahead level of 16 based on the performance model. Te sted on 1000 puz zles of depth d = 19, that choice of lookahead provided the highest actual utility (compared with other lookahead levels).
Over all puzzle depths (1000 puzzle instances for each), the system's choices of lookahead level provided the highest actual utility 88.3% of the time, were within one level of the optimal 95.4% of the time, and never erred by more than three levels. Furthermore, in these worst cases, it pro vided solutions only slightly inferior to the best attainable -differing from the optimal choices by less than 0.1% in actual utility. 
Utility-Based Algorithms
Attempting to optimize expected utility by pa rameterizing existing algorithms is only an in termediate step.
Real-world problem-solving requires algorithms which can more flexibly adapt to particular domains, and to particular users' utilities. Algorithms could ultimately consider the utility of every action they take, including node generation, heuristic evaluation, etc., subject to the constraint that the time required to con sider these factors is also a measure of effi ciency.
In such a setting, lookahead would examine some finite connected component of the state-space (rather than a fixed-depth full width search tree), until the expected utility of searching further became less than the expected utility of committing to a move. An algorithm employ ing this approach is under development, as an extension of the system described in [3] .
Conclusion
This paper has addressed the guaranteed p optimality requirement which pervades the study of single-agent problem-solving. \Ve have found that p-optimality, given its computa tional cost, is usually an undesirable prop erty, and that guaranteeing p-optimality is usu ally an impossible task, for resource-bounded agents.
Instead, such agents should be able to define their own measures of solution quality, and as sign their own utilities to these solutions. Such subjective assessments of solution quality imply a subjective optimality, which can be formalized within multiattribute utility theory. In summary, we depart from previous ap proaches, and propose that the important ques tion for heuristic search theory to address is how to design real-world problem-solving sys tems which can allocate a user's bounded re sources to best achieve his goals.
