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Abstract
In this paper we study spherical equidistribution on the space of
(translates of) adelic lattices, which we apply to understand the fine-
scale statistics of the directions in the set of shifted primitive lattice
points. We also apply our results to the distribution of the free path
lengths in the Boltzmann–Grad limit for point sets such as (possibly
non-rational) translates of the lattice points all of whose coordinates
are squarefree. Besides the equidistribution results for translates of
expanding horospheres, a key ingredient is a probabilistic argument
which allows us to tackle the technical difficulty of dealing with char-
acteristic functions of compact sets with positive measure and empty
interior.
1 Introduction
1.1 Motivation
The cut-and-project method is a well-known tool to generate quasiperiodic
point sets in Rd, a notable example being the vertices of a Penrose tiling
[14, 24]. For this and other typical examples [2], the method consists in
starting with a lattice in Rd+m for some integer m > 1 and projecting onto
∗The research leading to these results has received funding from the European Research
Council under the European Union’s Seventh Framework Programme (FP/2007-2013) /
ERC Grant Agreement n. 291147.
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Rd those points of the lattice which “make the cut” as set by a so-called
window, a compact subset of Rm. We shall refer to point sets obtained in
such a manner as Euclidean model sets, with the extra adjective “regular”
when the window has non-empty interior, and “weak” otherwise. It also
makes sense to allow for Rm to be replaced by an arbitrary locally compact
abelian group [28, 29, 2].
The purpose of this paper is to investigate certain questions in the situa-
tion of (possibly weak) “adelic” model sets, given by such a scheme in which
our locally compact abelian group is Adf , d > 2, where Af denotes the finite
adeles. A good example (of a weak adelic model set) to bear in mind is the
set of primitive lattice points in Rd, or indeed any — possibly non-rational
— translate of this set.
For simplicity, we describe two of our results precisely for the set
P = {(x1, . . . , xd) ∈ Zd : gcd(x1, . . . , xd) = 1} ⊂ Zd
of visible lattice points, deferring the exact definition of adelic model sets
along with the full statement of our theorems to section 6. This set P has
density 1
ζ(d)
(where ζ is the Riemann zeta function) and possesses the inter-
esting property of containing arbitrarily large holes: given any R > 0, there
exists a ball of radius R not containing any visible lattice point — a standard
application of the Chinese remainder theorem.
Our first result deals with the distribution of free path lengths for the
Lorentz gas in the Boltzmann–Grad limit, a first step in the study of the
kinetic transport in this model. There are a few classes of point sets for
which this is understood. For random realisations of a Poisson point process,
the distribution of the free path length is easily seen to be exponential, but
the full kinetic transport is understood thanks to the work of Boldrighini,
Bunimovich and Sinai [7]. In the case of the (Euclidean) lattice Zd, the
distribution of the free path length is far less trivial [10, 12, 6, 21] and we
also fully understand the kinetic transport through the work of Marklof and
Strömbergsson [22]. Our inspiration for this paper is the case of regular
cut-and-project sets in Rd as studied in [24], for which the internal space
is another Euclidean space, say Rm for some positive integer m. We now
describe the Lorentz gas model in our setting.
Place balls of radius ρ > 0 centred at each point of P and denote by Sρ the
union of these balls. Consider the first time a particle starting from a point
q ∈ Rd and travelling along a straight line with initial direction v ∈ Sd−1
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hits one of those balls:
τ(q,v, ρ) = inf{t > 0 : q + tv ∈ Sρ}. (1)
A priori q may belong to P , in which case we simply exclude the ball centred
at q from Sρ for the above definition to still be sensible.
In this setting, we are able to prove the existence of a limiting distribution
as ρ→ 0 in the Boltzmann–Grad limit.
Theorem 1.1. For every q in Rd, there exists a function DP,q : R>0 → [0, 1]
such that for every Borel probability measure λ on Sd−1 which is absolutely
continuous with respect to the Lebesgue measure and every ξ > 0,
lim
ρ→0
λ({v ∈ Sd−1 : ρd−1τ(q,v, ρ) > ξ}) = DP,q(ξ). (2)
We can actually derive an explicit formula for the limiting distribution in
terms of random adelic lattices. This is stated and proved in subsection 6.1
for the general case of “arithmetic cut-and-project sets”.
Following the exploration started by Baake, Götze, Huck and Jakobi [1]
for certain mathematical quasicrystals, one may also ask about the local
statistics of directions in our point set P , and this is the content of our
second result.
To place ourselves in their context we further restrict to d = 2 for now,
but prove a general result, valid for d > 2, in subsection 6.2. Consider then
a point ξ ∈ R2 and look at the set of points of P + ξ inside the open disc
of radius T > 0 centred at the origin. Denote this set minus the origin by
PT . As x ranges through PT , we are interested in the distribution of x‖x‖2 ,
counted with multiplicity. For each T , this produces a sequence of N = N(T )
angles αj = αj(T ) ∈ T = R/Z, j ∈ {1, . . . , N}. Given I ⊂ T and α ∈ T
chosen uniformly at random, we look at the number of angles falling into a
small interval randomly shifted by α:
NT (I, α) = #
{
j 6 N : αj ∈ 1
N
I + α
}
. (3)
We may now state:
Theorem 1.2. For every ξ ∈ R2, every I ⊂ T and every α distributed
uniformly at random in T, the random variable NT (I, α) has a limiting dis-
tribution as T → +∞.
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This is in fact a special case of Corollary 6.2. As with the limiting dis-
tribution for the free path length, we also obtain an explicit formula for the
limiting distribution in this case.
We note that by a general argument, presented in [20, Section 2.1], this
implies the existence of a limiting gap distribution for the angles (αj), mean-
ing for every x > 0, the quantity
1
N
#
{
1 6 j 6 N : α′j+1 − α′j 6
x
N
}
(4)
converges as N → ∞, where (α′j)16j6N is the non-decreasing reordering of
(αj)16j6N .
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Figure 1: The limiting gap distributions corresponding to the primitive lattice
points shifted by
(
1
2
, 1
2
)
(top) and the primitive lattice points shifted by
(
√
2,
√
3) (bottom), within a disc of radius 500.
We should also point out that when ξ = 0, the local statistics of the
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primitive lattice points are intimately connected to the statistics of the clas-
sical Farey fractions, whose gap distribution was studied by Hall in 1970 [18].
The existence of a limiting gap distribution for the primitive lattice points
was proved by Boca, Cobeli and Zaharescu in 2000 [5].
1.2 Main theorem
We proceed to describe our main theorem, which asserts the existence of a
limiting distribution for certain random point processes. It implies Theo-
rem 1.1 and Theorem 1.2, as shown in section 6.
In what follows, δ denotes the diagonal embedding of Q into A,
δ : Q ↪→ A
x 7→ (x, x, x, . . .),
while ι denotes the embedding of R into A through the first coordinate
ι : R ↪→ A
x 7→ (x, 0, 0, . . .).
Abusing notation, we shall also denote by ι the embedding of SLd(R) into
SLd(A) via the first coordinate,
ι : SLd(R) ↪→ SLd(A)
M 7→ (M, Id, Id, . . .)
and by δ the diagonal embedding of SLd(Q) into SLd(A),
δ : SLd(Q) ↪→ SLd(A)
M 7→ (M,M,M, . . .).
For a ring R, we define ASLd(R) = SLd(R) n Rd. As above, we view
ASLd(R) as embedded into ASLd(A) through the first coordinate and ASLd(Q)
diagonally, once again denoting those embeddings by ι and δ. The mul-
tiplication law on ASL is defined (thinking of vectors as row vectors) by
(M, ξ)(M ′, ξ′) = (MM ′, ξM ′ + ξ′).
For t > 0, we define Φt = diag(e−(d−1)t, et, . . . , et). We also fix a map
K : Sd−1 → SO(d) satisfying
∀v ∈ Sd−1, vK(v) = (1, 0, . . . , 0) (5)
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and which is smooth on the sphere minus a point (an explicit example of
such a map is given in [21, Footnote 3, p. 1968]).
Theorem 1.3. Let A ⊂ Ad be a bounded Borel set with m(∂A) = 0. For
every α ∈ Rd, every M ∈ SLd(A), every r ∈ Z>0 and every Borel probability
measure λ on Sd−1 which is absolutely continuous with respect to the Lebesgue
measure,
λ({v ∈ Sd−1 : #(Aι((Φ−t,0)(K(v),0)(Id,α)) ∩ δ(Q)dM) > r})
has a limit when t tends to infinity and it is given by
µASLd(Q)\ASLd(A)({g ∈ ASLd(Q)\ASLd(A) : #(A ∩ δ(Q)dg) > r})
if α ∈ Rd \Qd and by
µSLd(Q)\SLd(A)({g ∈ SLd(Q)\SLd(A) : #(A− (0,βMf ) ∩ δ(Q)dg \ {0}) > r})
if α ∈ Qd, where β = −δ(α)f
The space of adelic lattices can be viewed as a fibre bundle over the space
of lattices, or in other words a space of “marked” lattices as coined by Marklof
and Vinogradov in [25]. In that setting they prove a spherical equidistribu-
tion result for every point in the base, but only almost every point in the
fibre. However, the above Theorem 1.3 holds for every point.
Acknowledgement: I would like to thank my PhD adviser, Prof Jens
Marklof, for suggesting I investigate these questions as well as for his contin-
ued support and guidance.
2 Preliminaries
As mentioned in the case of the p-adic integers, a description as an inverse
limit can sometimes be a convenient tool to reduce a problem to (possibly)
many hopefully easier ones. We give such a description here for the matrix
rings discussed above. In this section, we give a description of the relevant
matrix rings for our purposes as an inverse limit. This description is a con-
venient reduction tool, as we demonstrate in section 4.
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2.1 The special linear group
For N ∈ N, let Γ(N) ⊂ SLd(Z) denote a principal congruence subgroup of
SLd(Z), i.e. Γ(N) = ker(SLd(Z) SLd(Z/NZ)).
The following statement is at the heart of the modern, adelic theory of
automorphic representations, as presented in Gelbart’s book [17] for instance.
It is not stated the way we do in that book, with the most closely-related
result we were able to find in the classical literature being Proposition 3.3.1
in Bump’s book [11].
Lemma 2.1. There is a homeomorphism
SLd(Q)\SLd(A) ∼= lim←−
N∈N
Γ(N)\SLd(R). (6)
Proof. First, (Γ(N)\SLd(R))N∈N is a projective system (of locally compact
Hausdorff spaces): indeed, M | N =⇒ Γ(N) ⊂ Γ(M). Define, for N ∈ N,
the following compact open subgroups of SLd(Af ):
K(N) = ker(SLd(Ẑ)→ SLd(Z/NZ)). (7)
By the strong approximation theorem for SLd — whose proof is elemen-
tary and already contained in Bourbaki’s book on commutative algebra [9,
§2, n◦3, Prop 4] — it follows that for every open subgroup K of SLd(A) and
every place p we have SLd(Q)SLd(Qp)K = SLd(A). In particular, we take
p = ∞ and K = SLd(R) ×
∏
p<∞K
′
p where K ′p is an open (finite index)
subgroup of Kp = SLd(Zp) and K ′p = Kp for all but finitely many p.
More precisely, for N ∈ N with prime factorisation N = ∏ri=1 pαii , take
∀i ∈ {1, . . . , r}, K ′pi = ker(SLd(Zpi)→ SLd(Zpi/pαii Zpi)),
for p 6= pi, K ′p = Kp,
KN = SLd(R)×
∏
p<∞
K ′p
and K(N) =
∏
p<∞
K ′p.
We then have
SLd(A) = SLd(Q)SLd(R)K(N). (8)
Upon observing that SLd(Q) ∩KN = Γ(N), this yields
SLd(Q)\SLd(A)/K(N) = Γ(N)\SLd(R). (9)
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Remark 2.1. In the same way that SLd(Z)\SLd(R) can be identified with
the space of unimodular lattices in Rd, SLd(Q)\SLd(A) can be identified with
the space of unimodular lattices in Ad. We refer the reader to [15, Section
0.1] for a concise treatment of adelic lattices.
2.2 The special affine group
This is the corresponding statement for the affine special linear group.
Lemma 2.2. We have the following homeomorphism:
ASLd(Q)\ASLd(A) ∼= lim←−
N
(Γ(N)nNZd)\ASLd(R). (10)
Proof. We combine Lemma 2.1 with Q\A ∼= lim←−N NZ\R and use the com-
mutativity of inverse limits with products (see [8, 2.12]) to write:
ASLd(Q)\ASLd(A) ∼= SLd(Q)\SLd(A)×Qd\Ad (11)
∼= lim←−
N
Γ(N)\SLd(R)× lim←−
N
(NZ\R)d (12)
∼= lim←−
N
(Γ(N)\SLd(R)× (NZd)\Rd) (13)
∼= lim←−
N
(Γ(N)nNZd)\ASLd(R). (14)
2.3 Function spaces
For later applications, it will be helpful not only to have a description for the
matrix rings as above but one for certain spaces of continuous functions over
them. In what follows, forN > 1, (X,XN) = (SLd(Q)\SLd(A),Γ(N)\SLd(R)).
For a topological space T , we denote by C0(T ) the set of real-valued
continuous functions on T vanishing at infinity.
Lemma 2.3. Any f ∈ C0(X) can be approximated uniformly by functions
fN ∈ C0(XN).
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Proof. This is a consequence of Lemma 2.1 and the fact that the canonical
projection maps piN : X → XN are proper.
Properness ensures that if we pull back a function vanishing at infinity
on XN up to X, it vanishes at infinity there as well. The inverse limit in
Lemma 2.1 is in the category of locally compact Hausdorff spaces. With
proper maps, that is dual to the category of commutative C∗-algebras. So
C0(X) is the direct limit of the C0(XN), and then it is immediate that func-
tions in C0(X) can be approximated by functions in C0(XN).
More precisely, since the maps piN are proper we have a duality (mean-
ing a contravariant equivalence) between our category of spaces and that of
commutative C∗-algebras. Because of the contravariance, limits in the former
correspond to colimits in the latter. So by the assertion that X = lim←−N XN ,
we have C0(X) = lim−→N C0(XN). Now the approximation statement is imme-
diate: (one can either look at [4, II.8.2] or) it is easy to convince oneself by
considering the closure of the unions of images of the C0(XN) in C0(X) and
proving that it has the universal property of a colimit, so it must coincide
with C0(X). In other words, because we have that inductive limit, we have
(*-homomorphisms) iN : C0(XN) → C0(X) and the union of the iN(C0(XN))
is dense in C0(X).
The proof of the corresponding statement for the special affine group is
entirely analogous.
3 A Siegel–Weil formula
The final result presented in this section can be seen as a striking extension
of the analogy between R/Z and A/Q. We first recall Siegel’s celebrated
mean value theorem [31] on the space of lattices.
Theorem 3.1. If f ∈ L1(Rd), then∫
SLd(Z)\SLd(R)
∑
m∈Zd\{0}
f(mM)dµSLd(Z)\SLd(R)(M) =
∫
Rd
f(x)dx. (15)
In the above formula, the measure µSLd(Z)\SLd(R) is normalised to be a
probability measure. In the proof below, we shall instead use the Haar mea-
sure coming from the Iwasawa decomposition, which will allow us — follow-
ing Siegel — to compute the normalisation constant, that is, the volume of
9
SLd(Z)\SLd(R):
∏d
k=2 ζ(k), where ζ is the Riemann zeta function. In addi-
tion, that formula was used by Siegel as the basis for a probabilistic method
argument to solve a conjecture of Minkowski in the geometry of numbers.
In 1946, Weil viewed Siegel’s result in the context of his integration theory
on topological groups [34] and gave a proof which essentially yields the adelic
version as well. We sketch Weil’s proof for d = 2, which already contains the
crucial ideas and helps us motivate the adelic result.
Proof. Assume f ∈ Cc(R2) is non-negative. Let G = SL2(R) and Γ = SL2(Z).
We define, for M ∈ G,
F (M) =
∑
m∈Z2
f(mM). (16)
Note that, by definition, F is left-Γ-invariant. The fact that for any primitive
vector there exists a matrix in Γ whose last column is that vector along with
the fact that the stabiliser of (0, 1) in Γ isN(Z) =
{(
1 x
0 1
)
: x ∈ Z
}
implies
that Z2 \{0} is in bijection with N×N(Z)\Γ. We can thus split the integral
as follows: ∫
Γ\G
Fdµ =
∫
Γ\G
f(0)dµ+
∫
Γ\G
∑
m∈Z2\{0}
f(mM)dµ(M) (17)
=µ(Γ\G)f(0) +
∑
l∈N
∫
N(Z)\G
f(l · (0, 1)M)dµ. (18)
If we define S =
∑
l∈N
∫
N(Z)\G f(l · (0, 1)M)dµ and N =
{(
1 x
0 1
)
: x ∈ R
}
,
then we can use the Iwasawa decomposition to compute S:
S = µ(N(Z)\N)ζ(2)
∫
R2
f(x)dx. (19)
However N(Z)\N can be identified with Z\R and so has measure 1. Finally
we obtain: ∫
Γ\G
∑
m∈Z2
f(mM)dµ(M) = µ(Γ\G)f(0) + ζ(2)fˆ(0) (20)
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where fˆ is the Fourier transform of f . Now Weil’s trick is to apply Poisson
summation, which reads:∑
m∈Z2
f(mM) =
∑
n∈Z2
fˆ(n tM−1).
Since M 7→ tM−1 is an automorphism of G which maps Γ to itself, we can
reproduce the above calculation with fˆ instead of f , and conclude, noting
that ˆˆf(0) = f(0) by Fourier inversion:
µ(Γ\G)f(0) + ζ(2)fˆ(0) = µ(Γ\G)fˆ(0) + ζ(2)f(0).
Choosing f such that f(0) 6= fˆ(0) allows us to deduce that µ(Γ\G) = ζ(2).
As Weil himself writes in the Commentaire of his Œuvres Scientifiques
[36] pertaining to that 1946 paper:
“Je constatai que par l’application de quelques résultats généraux, et par
l’usage de la sommation de Poisson, on pouvait simplifier la démonstration
de Siegel [. . . ]. Il n’y a eu aucune difficulté, par la suite, à transposer au cas
‘adélique’ la méthode que j’y employais et à l’appliquer au calcul du ‘nombre
de Tamagawa’.”
Indeed, the same type of calculation as in the above proof can be per-
formed adelically. We note one key difference: SLd(A) does not act transi-
tively on Ad \ {0} (A is merely a ring, not a field). However, SLd(A) does
act transitively on the smaller, but nonetheless Zariski-open, set X = U(A),
where U is the complement of the origin in affine Q-space. Still, the comple-
ment has measure 0 and so Weil can make the argument work [35, Chapter
III, 3.4]. In the adelic case, the ζ factor in the above calculation is always
1, which is usually phrased as the assertion that the Tamagawa number of
SLd over Q is 1. For more on Tamagawa numbers (including their proper
definition), we refer to Clozel’s Séminaire Bourbaki [13].
We state the Siegel–Weil formula that ensues:
Theorem 3.2. If f ∈ L1(Ad), then∫
SLd(Q)\SLd(A)
∑
q∈Qd\{0}
f(qM)dµSLd(Q)\SLd(A)(M) =
∫
Ad
f(x)dx. (21)
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4 Equidistribution theorems
4.1 On the space of adelic lattices
For x ∈ Rd−1, define n(x) =
(
1 x
t0 Id−1
)
∈ SLd(R) and recall that, for t > 0,
we defined the diagonal flow Φt = diag(e−(d−1)t, et, . . . , et).
Theorem 4.1. For every bounded real-valued continuous function f on SLd(Q)\SLd(A),
every M ∈ SLd(A) and every Borel probability measure λ on Rd−1 which is
absolutely continuous with respect to the Lebesgue measure on Rd−1,
lim
t→∞
∫
Rd−1
f(Mι(n(x)Φt))dλ(x) =
∫
SLd(Q)\SLd(A)
fdµSLd(Q)\SLd(A). (22)
Proof. Let X = SLd(Q)\SLd(A) and, for N ∈ N , XN = Γ(N)\SLd(R).
Denote by µ and µN the corresponding Haar measures. Let f ∈ C0(X) where
C0 denotes the set of real-valued continuous functions vanishing at infinity.
Let also λ Lebd−1 be a Borel probability measure on Rd−1. Recall that we
have (Lemma 2.1)
X ∼= lim←−
N∈N
XN . (23)
We know — by using the mixing property of the diagonal flow Φt [30], as
done in [16], for instance — that for every N ∈ N, every M∞ ∈ SLd(R) and
every g ∈ C0(XN),
lim
t→∞
∫
Rd−1
g(M∞n(x)Φt)dλ(x) =
∫
XN
gdµN . (24)
The result therefore follows right away when f factors through piN : X → XN
(so that it is actually a function on XN). Indeed, the expression we want
then simply reduces to the one we know:
∫
X
fdµ =
∫
XN
fdµN . So now the
idea is to approximate every f by such functions f that “come from” XN
(for ever larger N). Let ε > 0. By the claim about inverse limits (23) (more
precisely, Lemma 2.3), we can find N ∈ N and fN ∈ C0(XN) such that
∀M0 ∈ X, |f(M0)− fN(piN(M0))| 6 ε
3
. (25)
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In particular, ∀t > 0,∀x ∈ Rd−1, |f(ι(Mt(x))) − fN(piN(ι(Mt(x))))| 6 ε3 ,
where we define Mt(x) = M∞n(x)Φt. Since λ is a probability measure, this
yields
∀t > 0,
∣∣∣∣∣∣
∫
Rd−1
f(ι(Mt(x)))− fN(piN(ι(Mt(x))))dλ(x)
∣∣∣∣∣∣ 6 ε3 . (26)
By (24), we can find t0 > 0 such that for all t > t0,∣∣∣∣∣∣
∫
Rd−1
fN(piN(ι(Mt(x))))dλ(x)−
∫
XN
fNdµN
∣∣∣∣∣∣ 6 ε3 . (27)
Now we get, for t > t0,∣∣∣∣∣∣
∫
Rd−1
f(ι(Mt(x)))dλ(x)−
∫
X
fdµ
∣∣∣∣∣∣
6
∣∣∣∣∣∣
∫
Rd−1
f(ι(Mt(x)))dλ(x)−
∫
Rd−1
fN(piN(ι(Mt(x))))dλ(x)
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∫
Rd−1
fN(piN(ι(Mt(x))))dλ(x)−
∫
XN
fNdµN
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∫
XN
fNdµN −
∫
X
fdµ
∣∣∣∣∣∣
6 ε
3
+
ε
3
+
ε
3
= ε.
The last ε
3
comes from:∣∣∣∣∣∣
∫
XN
fNdµN −
∫
X
fdµ
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∫
X
fN ◦ piNdµ−
∫
X
fdµ
∣∣∣∣∣∣ 6
∫
X
|fN ◦ piN − f |dµ 6 ε
3
.
(28)
We used the fact that µN = (piN)∗µ to get the first equality, while the last
inequality follows from (25) and the fact that µ is a probability measure.
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This concludes the proof when f ∈ C0(X). It is now a standard approx-
imation argument to pass from the space of continuous functions vanishing
at infinity C0 to the space of bounded continuous functions Cb given that the
measure spaces involved are all probability spaces. We sketch that argument
here for the sake of completeness. Because the measures involved are prob-
ability measures, the theorem immediately follows for constant functions f .
This allows us to extend the result to continuous functions which are constant
outside some compact set. Now if f is in Cb(X) and ε > 0, we find continuous
functions on X, f− and f+, which are constant outside some compact set
and satisfy: f− 6 f 6 f+ and ‖f+ − f−‖L1(X,µ) 6 ε. Applying the result to
those functions gives it for f as well.
To prove Theorem 5.1, it is helpful to state the following consequence of
the above theorem explicitly:
Corollary 4.1. For every M ∈ SLd(A), every Borel probability measure λ
on Rd−1 which is absolutely continuous with respect to the Lebesgue measure
on Rd−1 and every measurable subset E ⊂ SLd(Q)\SLd(A), we have
lim sup
t→∞
λ({x ∈ Rd−1 : Mι(n(x)Φt) ∈ E}) 6 µSLd(Q)\SLd(A)(E) (29)
and
lim inf
t→∞
λ({x ∈ Rd−1 : Mι(n(x)Φt) ∈ E}) > µSLd(Q)\SLd(A)(
◦E). (30)
Proof. We write
λ({x ∈ Rd−1 : Mι(n(x)Φt) ∈ E}) =
∫
Rd−1
χE(Mι(n(x)Φt))dλ(x). (31)
Since E ⊂ E , we have
λ({x ∈ Rd−1 : Mι(n(x)Φt) ∈ E}) 6
∫
Rd−1
χE(Mι(n(x)Φ
t))dλ(x). (32)
It now follows from Theorem 4.1 in conjunction with the portmanteau theo-
rem (E is closed) that
lim sup
t→∞
λ({x ∈ Rd−1 : Mι(n(x)Φt) ∈ E}) 6 µSLd(Q)\SLd(A)(E). (33)
The lower bound is obtained in a similar fashion.
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In fact, to obtain Theorem 1.3 as announced in the introduction, the
relevant equidistribution theorem is the following spherical equidistribution
result:
Theorem 4.2. For every bounded continuous function f on SLd(Q)\SLd(A),
every M ∈ SLd(A) and every Borel probability measure λ on Sd−1 which is
absolutely continuous with respect to the Lebesgue measure,
lim
t→∞
∫
Sd−1
f(Mι(K(v)Φt))dλ(v) =
∫
SLd(Q)\SLd(A)
fdµSLd(Q)\SLd(A).
Proof. The proof follows the same lines as that of Theorem 4.1, relying on
the fact (see [21, Section 5.4]) that for every Borel probability measure λ on
Sd−1 which is absolutely continuous with respect to the Lebesgue measure,
every N ∈ N, every bounded continuous f : SLd(Z)\SLd(R) → R and every
M∞ ∈ SLd(R),
lim
t→∞
∫
Sd−1
f(MK(v)Φt)dλ(v) =
∫
SLd(Z)\SLd(R)
fdµSLd(Z)\SLd(R).
instead of (24). We define Mt(v) = M∞K(v)Φt this time and go through
with the argument.
We also state its corollary, which can be proved using Theorem 4.2 in the
same way as Corollary 4.1 was proved using Theorem 4.1.
Corollary 4.2. For every M ∈ SLd(A), every Borel probability measure λ
on Sd−1 which is absolutely continuous with respect to the Lebesgue measure
on Sd−1 and every measurable subset E ⊂ SLd(Q)\SLd(A), we have
lim sup
t→∞
λ({v ∈ Sd−1 : Mι(K(v)Φt) ∈ E}) 6 µSLd(Q)\SLd(A)(E) (34)
and
lim inf
t→∞
λ({v ∈ Sd−1 : Mι(K(v)Φt) ∈ E}) > µSLd(Q)\SLd(A)(
◦E). (35)
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4.2 On the space of affine adelic lattices
We now state the equidistribution theorems for affine adelic lattices. These
follow from the ones in [21] in the case of α ∈ Rd\Qd, thanks to the reduction
strategy developed in the proof of Theorem 4.1 and Lemma 2.2.
Theorem 4.3. For every bounded continuous function f on ASLd(Q)\ASLd(A),
every M ∈ SLd(A), every Borel probability measure λ on Rd−1 which is ab-
solutely continuous with respect to the Lebesgue measure on Rd−1 and every
α ∈ Ad,
να(f) = lim
t→∞
∫
Rd−1
f((Id,α)(M,0)ι((n(x)Φ
t,0)))dλ(x)
exists and is given by
να(f) =
{∫
ASLd(Q)\ASLd(A) fdµASLd(Q)\ASLd(A) if α∞ ∈ Rd \Qd∫
SLd(Q)\SLd(A) f(g(Id, (0,βMf )))dµSLd(Q)\SLd(A)(g) if α∞ ∈ Qd
,
where β = αf − δ(α∞)f .
Proof. We begin with the case of α∞ ∈ Rd \Qd.
We define for N ∈ N, X˜N = (Γ(N) n NZd)\ASLd(R) (where Γ(N) is a
principal congruence subgroup in SLd(Z)) and denote by µ˜N the correspond-
ing Haar measure. Following the proof of Theorem 4.1 and using Lemma 2.2
instead of Lemma 2.1, the claim boils down to this statement: for every
M∞ ∈ SLd(R), every α∞ ∈ Rd \Qd, every N ∈ N and every g ∈ Cb(X˜N),
lim
t→∞
∫
Rd−1
g((Id,α∞)(M∞,0)(n(x)Φt,0))dλ(x) =
∫
X˜N
gdµ˜N .
This is however the content of [21, Theorem 5.2].
If α∞ ∈ Qd, then for Γ = ASLd(Q) we have (Id, δ(α∞)) ∈ Γ and thus
Γ(Id,α)(M,0)ι((n(x)Φ
t,0)) (36)
= Γ(Id,−δ(α∞))(Id,α)Mι(n(x)Φt) (37)
= Γι(M∞n(x)Φt)(Id, (0,β))(Id,Mf ) (38)
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where β is defined as above. We can therefore conclude that this case reduces
to Theorem 4.1 upon observing that
(Id, (0,β))(Id,Mf ) = (Id,Mf )(Id,βMf ).
We once again state the following consequence as a separate corollary.
Corollary 4.3. For every M ∈ SLd(A), every Borel probability measure λ
on Rd−1 which is absolutely continuous with respect to the Lebesgue measure
on Rd−1, every measurable subset E ⊂ ASLd(Q)\ASLd(A) and every α ∈ Ad,
we have
lim sup
t→∞
λ({x ∈ Rd−1 : (Id,α)(M,0)ι((n(x)Φt,0)) ∈ E})
6
{
µASLd(Q)\ASLd(A)(E) if α∞ ∈ Rd \Qd
µSLd(Q)\SLd(A)({g ∈ SLd(Q)\SLd(A) : g(Id, (0,βMf )) ∈ E}) if α∞ ∈ Qd
and
lim inf
t→∞
λ({x ∈ Rd−1 : (Id,α)(M,0)ι((n(x)Φt,0)) ∈ E})
>
{
µASLd(Q)\ASLd(A)(
◦E) if α∞ ∈ Rd \Qd
µSLd(Q)\SLd(A)({g ∈ SLd(Q)\SLd(A) : g(Id, (0,βMf )) ∈
◦E}) if α∞ ∈ Qd,
where β = αf − δ(α∞)f .
As in the previous subsection, we have analogues for spherical equidistri-
bution.
Theorem 4.4. For every bounded continuous function f on ASLd(Q)\ASLd(A),
every M ∈ SLd(A), every Borel probability measure λ on Sd−1 which is ab-
solutely continuous with respect to the Lebesgue measure and every α ∈ Ad,
lim
t→∞
∫
Sd−1
f((Id,α)(M,0)ι((K(v)Φ
t, 0))))dλ(v)
exists and is also given by να(f) as defined in Theorem 4.3.
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Proof. We again define, for N ∈ N, X˜N = (Γ(N) n NZd)\ASLd(R) and
denote by µ˜N the corresponding Haar measure.
When α∞ ∈ Rd \ Qd, using the same method as in the proof of The-
orem 4.3, the result follows from this statement: for every M∞ ∈ SLd(R),
every α∞ ∈ Rd \Qd, every N ∈ N and every g ∈ Cb(X˜N),
lim
t→∞
g((Id,α)(M∞,0)(E(x)Φt,0))dλ(x) =
∫
X˜N
gdµX˜N ,
where E(x) = exp
(
0 x
−xt 0d−1
)
. That statement is a special case of [21,
Corollary 5.4].
When α∞ ∈ Qd, it reduces to Theorem 4.2 in the same way that Theo-
rem 4.3 reduces to Theorem 4.1 in that case.
Corollary 4.4. For every M ∈ SLd(A), every Borel probability measure λ
on Sd−1 which is absolutely continuous with respect to the Lebesgue measure
on Rd−1, every measurable subset E ⊂ ASLd(Q)\ASLd(A) and every α ∈ Ad,
we have
lim sup
t→∞
λ({v ∈ Sd−1 : (Id,α)(M,0)ι((K(v)Φt,0)) ∈ E})
6
{
µASLd(Q)\ASLd(A)(E) if α∞ ∈ Rd \Qd
µSLd(Q)\SLd(A)({g ∈ SLd(Q)\SLd(A) : g(Id, (0,βMf )) ∈ E}) if α∞ ∈ Qd
and
lim inf
t→∞
λ({v ∈ Sd−1 : (Id,α)(M,0)ι((K(v)Φt,0)) ∈ E})
>
{
µASLd(Q)\ASLd(A)(
◦E) if α∞ ∈ Rd \Qd
µSLd(Q)\SLd(A)({g ∈ SLd(Q)\SLd(A) : g(Id, (0,βMf )) ∈
◦E}) if α∞ ∈ Qd,
where β = αf − δ(α∞)f .
5 Proof of the main theorem
In this section, we build up to a proof of Theorem 1.3.
Define, for A ⊂ Ad and a positive integer r > 1,
A#>r = {g ∈ SLd(Q)\SLd(A) : #(A ∩ δ(Q)dg \ {0}) > r}.
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Lemma 5.1. The following properties hold:
1. If A ⊂ B ⊂ Ad, then A#>r ⊂ B#>r.
2. If A ⊂ Ad is open, then so is A#>r.
3. If A ⊂ Ad is closed and bounded, then A#>r is closed.
4. If A ⊂ Ad is such that m(A) = 0, then µ(A#>r) = 0.
Before proceeding with the proof which is, mutatis mutandis, the proof
of [21, Lemma 6.2], we comment on the choice of a metric on Ad. As we
only need to know that there is a nice (translation-invariant, homogeneous)
distance on Ad we could appeal to a general result on the existence of such
metrics in locally compact second-countable topological groups due to Struble
[32]. However, in our special case, it is also possible to give an explicit
definition of such a distance, as done by McFeat in [26, Part I, 3.1] — see
also [33, 19]. With that out of the way and such a metric ρ on Ad, we set for
x ∈ Ad, ‖x‖ = ρ(0,x).
Proof. 1. This is immediate.
2. Let g0 ∈ A#>r. Find v1, . . . ,vr ∈ δ(Q)d \ {0} such that for every
i, vig0 ∈ A. Define fi : SLd(A) → Ad, g 7→ vig and Ω =
⋂r
i=1 f
−1
i (A).
Observe that g0 ∈ Ω and each point of Ω projects to a point of A#>r. Since Ω
is open (as the finite intersection of the f−1i (A) which are all open because
A is open and every fi is continuous), this implies that A#>r is open.
3. Let g0 ∈ X \ A#>r. This means #(A ∩ δ(Q)dg0 \ {0}) < r. Let U be
a neighbourhood of the identity in SLd(A) such that for every x ∈ Ad and
every M ∈ U , we have
‖xM − x‖ 6 1
2
‖x‖. (39)
By assumption A is bounded, so we can define R = maxx∈A ‖x‖. For any
g ∈ U and any x ∈ Ad satisfying ‖x‖ > 2R, it follows that xg /∈ A. Indeed:
‖xg‖ > ‖x‖ − ‖xg − x‖ > 1
2
‖x‖ > R. (40)
Define the finite set F = {r ∈ δ(Q)d \ {0} : ‖rg0‖ 6 2R and rg /∈ A}.
For each r ∈ F , choose an open set Vr ⊂ Ad such that rg0 ∈ Vr ⊂ Ad \ A.
Set U ′ = Ug0 ∩
(⋂
r∈F{g ∈ X : rg ∈ Vr}
)
. U ′ is an open subset of X and
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g0 ∈ U ′. Moreover, by construction each g ∈ U ′ projects to a point ofX\A#>r,
which concludes the proof that A#>r is closed.
4. We have, for r > 1,
µ(A#>r) 6 µ(A#>1) (41)
= µ({g ∈ X : A ∩ δ(Q)dg 6= {0}}) (42)
6
∑
q∈δ(Q)d\{0}
µ({g ∈ X : qg ∈ A}) (43)
=
∑
q∈δ(Q)d\{0}
∫
X
χA(qg)dµ(g) (44)
=
∫
X
∑
q∈δ(Q)d\{0}
χA(qg)dµ(g) (45)
= m(A) (46)
= 0, (47)
where the penultimate equality follows from Theorem 3.1.
Theorem 5.1. Let A ⊂ Ad be a bounded Borel set with m(∂A) = 0. For
every M ∈ SLd(A), every r ∈ Z>0 and every Borel probability measure λ 
Lebd−1,
λ({x ∈ Rd−1 : #(Aι(Φ−tn(x)) ∩ δ(Q)dM \ {0}) > r}) (48)
has a limit when t tends to infinity and it is given by
µ({g ∈ SLd(Q)\SLd(A) : #(A ∩ δ(Q)dg \ {0}) > r}). (49)
Proof. Consider A#>r, which is closed by property 3 of Lemma 5.1, and ob-
serve:
lim sup
t→+∞
λ({x ∈ Rd−1 : #(Aι(Φ−tn(x)) ∩ δ(Q)dM \ {0}) > r}) (50)
6 lim sup
t→+∞
λ({x ∈ Rd−1 : #(A ∩ δ(Q)dMι(n(−x)Φt) \ {0}) > r}) (51)
6 µ(A#>r). (52)
The first inequality follows from property 1 of Lemma 5.1 and the second
one from Corollary 4.1.
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Similarly,
◦A#>r is open by property 2 of Lemma 5.1 and we get
lim inf
t→+∞
λ({x ∈ Rd−1 : #(Aι(Φ−tn(x)) ∩ δ(Q)dM \ {0}) > r}) (53)
> µ(
◦A#>r). (54)
Finally, note that
A#>r \
◦A#>r ⊂ (∂A)#>1
so that property 4 of Lemma 5.1 implies µ((∂A)#>1) = 0. Hence µ(A#>r) =
µ(
◦A#>r), which yields the desired conclusion in view of (50) and (53).
We also define, for A ⊂ Ad and an integer r > 1,
[A]>r = {g ∈ ASLd(Q)\ASLd(A) : #(A ∩ δ(Q)dg) > r}
and prove the analogue of Lemma 5.1 for these sets, which in turn yields an
analogue of Theorem 5.1 for the special affine group.
Lemma 5.2. The following properties hold:
1. If A ⊂ B ⊂ Ad, then [A]>r ⊂ [B]>r.
2. If A ⊂ Ad is open, then so is [A]>r.
3. If A ⊂ Ad is closed and bounded, then [A]>r is closed.
4. If A ⊂ Ad is such that m(A) = 0, then µASLd(Q)\ASLd(A)([A]>r) = 0.
Proof. (i) is once again immediate and (ii) can be readily proved by adapting
the proof of (ii) in Lemma 5.1.
For (iii), the only change to be made is that 2R now needs to be 4R
in order to be able to write, for g = (M, ξ) ∈ ASLd(A) in the appropriate
neighbourhood of the identity and x ∈ Ad with ‖x‖ > 4R,
‖xg‖ = ‖xM + ξ‖ > ‖x‖ − ‖xM −M‖ − ‖ξ‖ > 1
2
‖x‖ −R > R.
As for (iv), this time we have
µASLd(Q)\ASLd(A)({g ∈ ASLd(A) : A ∩ δ(Q)dg 6= ∅})
6
∑
q∈δ(Q)d
∫
SLd(A)
∫
Ad
χA(qM + ξ)dξdµSLd(Q)\SLd(A)(M)
and the statement once again follows from Theorem 3.1.
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Theorem 5.2. Let A ⊂ Ad be a bounded Borel set with m(∂A) = 0. For
every M ∈ SLd(A), every α ∈ Rd, every r ∈ Z>0 and every Borel probability
measure λ Lebd−1,
λ({x ∈ Rd−1 : #(Aι((Φ−tn(x),0))(Id,α) ∩ δ(Q)dM) > r}) (55)
has a limit when t tends to infinity and it is given by
µASLd(Q)\ASLd(A)({g ∈ ASLd(Q)\ASLd(A) : #(A ∩ δ(Q)dg) > r}) (56)
if α ∈ Rd \Qd and by
µSLd(Q)\SLd(A)({g ∈ SLd(Q)\SLd(A) : #(A− (0,βMf ) ∩ δ(Q)dg \ {0}) > r})
(57)
if α ∈ Qd, where β = −δ(α)f .
Proof. The proof follows the same lines as the proof of Theorem 5.1, using
Lemma 5.2 instead of Lemma 5.1 and Corollary 4.3 instead of Corollary 4.1.
We can now see that Theorem 1.3 is proved just like Theorem 5.2 thanks
this time to Corollary 4.4 instead of Corollary 4.3.
6 Applications
For d > 2, a lattice L in Ad and a bounded “window set” W ⊂ Adf , define
the (adelic) cut-and-project set
P(L,W) = {pi(x) : x ∈ L, piint(x) ∈ W} ⊂ Rd,
where pi : Ad → Rd and piint : Ad → Adf are the canonical projections.
In this section, a crucial assumption is mf (∂W) = 0.
A key feature is that we are able to extend the results presented below
to point sets such as the set of primitive lattice points in Rd as discussed in
the introduction. It does fall within our framework and can be viewed as
P(Qd,W), with however mf (∂W) > 0. We discuss this and other examples
in section 7. That our results carry through for such “irregular” point sets
follows from a probabilistic result we prove in section 8, and which may be
of independent interest. We discuss this extension in section 9.
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6.1 Free path length
Recall that for a set of scatterers with common radius ρ, the free path length
τ(q,v, ρ) is defined (see (1)) as the first time a particle with initial position
q ∈ Rd and initial direction v ∈ Sd−1 hits one of the scatterers. Define, for
ξ > 0, the cylinder
Cξ = {(x1, x2 . . . , xd) ∈ Rd : 0 < x1 < ξ, x22 + . . .+ x2d < 1}.
Corollary 6.1. Fix a lattice L = QdA in Ad, A ∈ SLd(A). Let q in Rd and
α = −qA−1∞ . For every bounded W ⊂ Adf with mf (∂W) = 0, there exists a
function FP,α : R>0 → [0, 1] such that for every Borel probability measure λ
on Sd−1 which is absolutely continuous with respect to the Lebesgue measure
and every ξ > 0,
lim
ρ→0
λ({v ∈ Sd−1 : ρd−1τ(q,v, ρ) > ξ}) = FP,α(ξ). (58)
Moreover, for α ∈ Rd \ Qd, the limiting distribution FP,α is independent of
α (and thus q) and given by
FP(ξ) = µ({M ∈ ASLd(Q)\ASLd(A) : P(δ(Q)dM,W) ∩ Cξ = ∅})
= µ({M ∈ ASLd(Q)\ASLd(A) : δ(Q)dM ∩ (Cξ ×W) = ∅}).
(59)
For α ∈ Qd, the limiting distribution FP,α is given by
FP,α(ξ) = µ({M ∈ SLd(Q)\SLd(A) : P(δ(Q)dM,Wβ) ∩ Cξ = ∅})
= µ({M ∈ SLd(Q)\SLd(A) : δ(Q)dM ∩ (Cξ ×Wβ) = ∅}),
(60)
where β ∈ δ(Q)d is such that α = pi(β) and Wβ =W − piint(β)Af .
Proof. This essentially follows from Theorem 1.3 applied to the set A =
Cξ ×W .
Our assumption that mf (∂W) = 0 allows us to verify that m(∂A) = 0.
To see why this implies Corollary 6.1, notice that
λ({v ∈ Sd−1 : C˜ ∩ P = ∅}) 6 λ({v ∈ Sd−1 : ρd−1τ(q,v; ρ) > ξ}) (61)
6 λ({v ∈ Sd−1 : C ∩ P = ∅}) (62)
where C is the open cylinder of radius ρ about the line segment from q to
q+(ρ1−dξ−ρ)v and C˜ is the open cylinder of radius ρ about the line segment
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from q to q+(ρ1−dξ+ρ)v. In fact it is convenient to replace, for ε > 0 and ρ
small enough, C by the slightly shorter open cylinder of radius ρ about the
line segment from q to q + ρ1−d(ξ − ε)v and C˜ by the slightly longer open
cylinder of radius ρ about the line segment from q to q + ρ1−d(ξ + ε)v. We
still denote those cylinders by C and C˜ respectively, so the above upper and
lower bound stay exactly the same. The point is that we can write
C = Cξ−εΦlog ρK(v)−1(Id, q)
and similarly
C˜ = Cξ+εΦ
log ρK(v)−1(Id, q).
Hence
C ∩ P = ∅ ⇐⇒ (Cξ−ε ×W) ∩ δ(Q)dAι((Id,−q)K(v)Φ− log ρ) = ∅
and similarly for C˜ .
At this point we can indeed apply our main theorem (Theorem 1.3) to
get that (62) converges, as ρ→ 0, to the expression for FP,α(ξ − ε) given by
(59) and (60) while the left-hand side of (61) converges to FP,α(ξ+ε). Using
the continuity of the expressions (59) and (60) (see section 10), we can let ε
go to 0 to get the result.
6.2 Local statistics of directions
For α ∈ Rd, consider the set of nonzero points of P + α inside the open
d-ball of radius T > 0 centred at the origin, or more generally, for 0 6 c < 1,
PT (α, c) = ((P +α) ∩ {x ∈ Rd : cT 6 ‖x‖2 < T}) \ {0}. (63)
Provided mf (∂W) = 0 we have, for every α ∈ Rd and every 0 6 c < 1,
lim
T→∞
#PT (α, c)
T d
= (1− cd)mf (W) vol(Bd) (64)
where mf is the Haar measure on Adf . For a fixed c ∈ [0, 1) and each T > 0,
as y ranges through PT (α, c), we are interested in the distribution of the
directions
y
‖y‖2 ∈ S
d−1, counted with multiplicity.
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The above counting asymptotic shows that the set of directions is uni-
formly distributed over Sd−1 as T → ∞. To understand the local statistics
of the directions to points in PT (α, c), it is enough to look at the probability
of finding r directions in a small open disc DT (c, σ,v) ⊂ Sd−1 with random
centre v ∈ Sd−1 and radius chosen so that the area of the disc is equal to
σd
(1−cd)mf (W)T d with σ > 0 fixed. This way, defining the random variable
NT (c, σ,v) = #
{
y ∈ PT (α, c) : y‖y‖2 ∈ DT (c, σ,v)
}
, (65)
we have E(NT (c, σ,v)) −−−→
T→∞
σ.
Define, for c ∈ [0, 1) and σ > 0, the cone
Kc,σ =
{
(x1, . . . , xd) ∈ Rd : c < x1 < 1,
‖(x2, . . . , xd)‖2 6
(
σd
(1− cd)mf (W) vol(Bd−1)
)1/(d−1)
x1
}
.
Corollary 6.2. For every lattice L = QdA in Ad, A ∈ SLd(Af ), every
bounded W ⊂ Adf with mf (∂W) = 0, every α in Rd, every c ∈ [0, 1), there
exists a function GP,α,c : R>0 × Z>0 → [0, 1] such that for every Borel prob-
ability measure λ on Sd−1 which is absolutely continuous with respect to the
Lebesgue measure, every r ∈ Z>0 and every σ > 0,
lim
T→∞
λ({v ∈ Sd−1 : NT (c, σ,v) = r}) = GP,α,c(σ, r). (66)
Moreover, for α ∈ Rd \Qd, the limiting distribution GP,α,c is independent of
α and given by
GP,c(σ, r) = µ({M ∈ ASLd(Q)\ASLd(A) : #(P(δ(Q)dM,W) ∩Kc,σ) = r}).
For α ∈ Qd, the limiting distribution GP,α,c is given by
GP,α,c(σ, r) = µ({M ∈ SLd(Q)\SLd(A) : #(P(δ(Q)dM,Wβ) ∩Kc,σ) = r})
where β ∈ δ(Q)d is such that α = pi(β) and Wβ =W − piint(β)Af .
Proof. One can mimic the proof of Corollary 6.1 using the cone Kc,σ instead
of the cylinder Cξ.
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Remark 6.1. As mentioned in section 1, Corollary 6.2 applied to d = 2
and r = 0 immediately implies the existence of a limiting gap distribution
(defined by (4)) as T → ∞ for the sequence of angles (αj(T )) produced by
radial projection of our point set.
7 Examples of adelic model sets
We give a few examples of weak adelic model sets in this section. They seem
to originate in Meyer’s paper [27] and their diffraction patterns were studied
by Baake, Moody and Pleasants [3].
7.1 Primitive lattice points
By taking the window W = ∏p(Zdp \ pZdp) ⊂ Adf (and any lattice in Ad) in
the cut-and-project construction, we obtain the primitive lattice points (of
the corresponding lattice in Rd). For instance, with the adelic lattice Qd, we
obtain the visible lattice points.
Note that
◦W = ∅. Indeed, Ẑd is endowed with the product topology so
if W were to contain a non-empty open set, it would contain a basic open
set of the form
∏
p∈P Up where each Up is an open subset of Zdp and all but
finitely many of these are actually equal to Zdp. It is however apparent that
W cannot contain such a basic open set and so must have empty interior.
7.2 k-free coordinates
We can also take
∏
p∈P(Zp\pkZp) for some integer k > 2 as our basic building
block and use it for one/all coordinates and possibly different values of k for
different coordinates to define our window set. We thus obtain lattice points
one/all of whose coordinates are k-free with possibly different values of k at
each coordinate.
Again, all of those windows have empty interior.
8 A key probabilistic result
Throughout this section, we consider a set of points P ⊂ Rd and, for each
ε > 0, a set of points Pε such that P ⊂ Pε ⊂ Rd.
26
0 1 2 3 4 5 6
0.0
0.2
0.4
0.6
0.8
1.0
Figure 2: The figure shows the gap distribution in the sequence obtained
after radial projection of the lattice points both of whose coordinates are
squarefree, shifted by α = (1
2
, 1
2
), T = 500.
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Figure 3: The figure shows the gap distribution in the sequence obtained
after radial projection of the lattice points both of whose coordinates are
squarefree, shifted by α = (
√
2,
√
3), T = 500.
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For T > 0, we denote by BT the ball of radius T in Rd centred at the
origin. Assume that there exists a c > 0 such that these point sets satisfy
lim
T→+∞
#(P ∩ BT )
vol(BT ) = c (67)
and
∀ε > 0,∃T0 > 0 | ∀T > T0, #((Pε \ P) ∩ BT ) 6 ε vol(BT ). (68)
Define, for a fixed bounded Jordan measurable set A ⊂ Rd, t > 0 and
v ∈ Sd−1 distributed according to a Borel probability measure λ which is
absolutely continuous with respect to the Lebesgue measure on the sphere,
the random variables
Nt = #(AΦ−tK(v) ∩ P)
and
N εt = #(AΦ−tK(v) ∩ Pε).
Lemma 8.1. For every bounded Jordan measurable set A ⊂ Rd, there exists
a constant CA > 0 such that for every t > 0,∫
Sd−1
NtdLeb 6 CA. (69)
Proof. We follow the calculation performed in [24, Proof of Theorem 5.1].
We write ∫
Sd−1
NtdLeb =
∫
Sd−1
∑
x∈PK(v)−1Φt
χA(x)dLeb . (70)
Since A is bounded, we can find RA > 0 such that A ⊂ BRA . Thus∫
Sd−1
NtdLeb 6
∫
Sd−1
∑
x∈PK(v)−1Φt
χBRA (x)dLeb (71)
=
∑
x∈P
∫
Sd−1
χBRAΦ−tK(v)(x)dLeb . (72)
Now for every t > 0 and x ∈ P \ {0}, we have
1
Leb(Sd−1)
∫
Sd−1
χBRAΦ−tK(v)(x)dLeb = At
(‖x‖
RA
)
, (73)
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where for τ > 0,
At(τ) =
Leb(Sd−1 ∩ τ−1B1Φ−t)
Leb(Sd−1)
. (74)
As in [24, Proof of Theorem 5.1] we can now rewrite∑
x∈P\{0}
∫
Sd−1
χBRAΦ−tK(v)(x)dLeb
as a Riemann–Stieltjes integral with respect to −At which is continuous and
increasing. We can then use (67) instead of [24, Proposition 3.2] to reproduce
the asymptotic estimates obtained by Marklof and Strömbergsson and deduce
that
lim
t→+∞
1
Leb(Sd−1)
∫
Sd−1
NtdLeb 6 vol(BRA). (75)
The statement of the lemma follows.
Theorem 8.1. If, for every ε > 0, P and Pε are as above and (N εt )t>0
converges in distribution (to N ε), then so does (Nt)t>0 (to N ). Furthermore,
N ε d−−→
ε→0
N .
Proof. Up to rescaling, we assume that the constant c in (67) is 1. We begin
by showing that (Nt)t>0 is tight. By Lemma 8.1, there exists a constant CA
such that for every t > 0, ∫
Sd−1
NtdLeb 6 CA (76)
For every M > 0 and every t > 0, we want to get an upper bound for
λ({v ∈ Sd−1 : Nt >M}) =
∫
Sd−1
χ{v:Nt>M}dλ.
Since λ  Leb, the Radon–Nikodym theorem guarantees that there is a
unique h ∈ L1(Leb) with ∫
Sd−1 hdLeb = 1 (as λ is a probability measure)
such that ∫
Sd−1
χ{v:Nt>M}dλ =
∫
Sd−1
χ{v:Nt>M}hdLeb .
29
We now fix a parameter R (to be chosen later) and write:∫
Sd−1
χ{v:Nt>M}hdLeb =
∫
{h6R}
χ{v:Nt>M}hdLeb +
∫
{h>R}
χ{v:Nt>M}hdLeb .
By Markov’s inequality and (76), we get∫
{h6R}
χ{v:Nt>M}hdLeb 6
RCA
M
.
For the second summand, we have the bound (recall that
∫
Sd−1 hdLeb = 1)∫
{h>R}
χ{v:Nt>M}hdLeb 6
∫
{h>R}
hdLeb 6 1
R
.
It follows upon choosing R = 1√
δ
that for every δ > 0, there exists M (= CA
δ
)
such that for every t > 0,
λ({v ∈ Sd−1 : Nt > M}) 6 2
√
δ,
which proves tightness. We can thus, thanks to Prokhorov’s criterion for
relative compactness, find an increasing sequence (ti) ∈ (R+)N tending to
infinity and a random variable N such that
Nti d−−−→
i→∞
N .
By assumption, for each ε > 0 we can also find a random variable N ε such
that
N εt d−−−→
t→∞
N ε.
Now, for every ε > 0, every m ∈ N and every i ∈ N,
0 6 λ({v ∈ Sd−1 : N εti > m})− λ({v ∈ Sd−1 : Nti > m})
= λ({N εti > m ∧Nti 6 m− 1})
6 λ({N εti −Nti > 1})
6
√
εCA +
√
ε,
where the last inequality follows from a similar argument to the one used in
the course of proving tightness — choosing R = 1√
ε
this time. Indeed, if we
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proceed as before to estimate
∫
Sd−1(N εt −Nt)dλ and use (68) instead of (67)
in the proof of the analogue of Lemma 8.1, we end up with the upper bound
RεCA + 1R which is the sought upper bound with our choice of R =
1√
ε
.
Letting i→∞, we get
∀ε > 0, ∀m ∈ N, 0 6 λ(N ε > m)− λ(N > m) 6 √εCA +
√
ε.
Therefore
∀m ∈ N, λ(N > m) = lim
ε→0
λ(N ε > m).
We obtain the same conclusion for every subsequence of (Nt)t>0 which con-
verges in distribution, so (Nt)t>0 itself converges in distribution: for suppose
the sequence does not converge in distribution to the common limit of all con-
vergent subsequences, then there is a subsequence which does not converge
in distribution to said common limit; by tightness, we obtain a subsubse-
quence which converges, necessarily to the common limit, hence the desired
contradiction and conclusion.
9 Extension of the applications to certain weak
model sets
Recall that if W is such that mf (∂W ) = 0, then we can use Theorem 1.3
with A = C ×W where C is a suitably chosen Jordan measurable subset of
Rd depending on the application (a cylinder for the free path length and a
cone for directions).
It turns out we can also allow mf (∂W) to be positive in some cases, such
as the instances discussed in section 7.
Definition 9.1. Given ε > 0, define the window set W ⊂ Adf to be ε-
approximable if there exists a bounded set Wε ⊂ Adf satisfying the following
conditions:
1. W ⊂Wε
2. mf (∂W ε) = 0
3. mf (Wε) 6 mf (W) + ε
31
Theorem 9.1. If P(L,W) is an adelic cut-and-project set with a positive
asymptotic density and W is ε-approximable for every ε > 0, then Corol-
lary 6.1 and Corollary 6.2 hold.
Proof. Thanks to the ε-approximability assumption we obtain, for each ε >
0, a setWε ⊂ Adf whose boundary has measure zero and which has measure at
most ε bigger than that ofW . To conclude, we use the probabilistic argument
from section 8 by taking P to be P(L,W), Pε to be P(L,Wε) and A to be
the suitably chosen Jordan measurable set C mentioned at the beginning of
this section. The key observation allowing us to apply Theorem 8.1 is the
following:
CΦ−tK(v) ∩ P(L,Wε) = ∅ ⇐⇒ C ×Wε ∩ δ(Q)dAι(K(v)−1Φt) = ∅,
where the adelic lattice L is QdA for some A ∈ SLd(A).
To echo our introductory discussion in subsection 1.1, we make the con-
struction explicit in the case of the primitive lattice points by showing how
the corresponding window set W = ∏p∈P(Zdp \ pZdp) is ε-approximable for
every ε > 0. The other cases discussed in section 7 are handled similarly.
Let ε > 0. We can find nε such that
nε∏
i=1
(
1− 1
pdi
)
6 1
ζ(d)
+ ε,
where pi is the ith prime. Then we define Sε = {2, 3, . . . , pnε}. Now the set
we use is
Wε =
∏
p∈Sε
(Zdp \ pZdp)×
∏
p/∈Sε
Zdp.
Here we even have ∂Wε = ∅ sinceWε is both closed and open. By construc-
tion, the Haar measures of W and Wε are easily seen to satisfy the required
conditions.
10 Properties of the limiting distributions
Using the explicit formulas for the limiting distributions obtained in Corol-
lary 6.1 and Corollary 6.2, their continuity follows from a simple geometric
argument using section 3 to compute the expectation after applying Markov’s
inequality.
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Theorem 10.1. For every α ∈ Rd, FP,α (as given by the expressions (59)
and (60)) is continuous on R+.
Proof. Recall the formula we obtained for the limiting distribution:
if α ∈ Rd \Qd,
FP,α(ξ) = FP(ξ) = µ({g ∈ ASLd(Q)\ASLd(A) : δ(Q)dg ∩ (Cξ ×W) = ∅})
while if α ∈ Qd,
FP,α(ξ) = µ({M ∈ SLd(Q)\SLd(A) : δ(Q)dM ∩ (Cξ ×Wβ) = ∅}),
where β ∈ δ(Q)d is such that α = pi(β) and Wβ =W − piint(β)Af .
Consider first the case of α ∈ Rd \ Qd. Let ξ > 0. For |h| small enough
we have, following the outline of proof described before the statement of the
theorem:
|FP(ξ + h)− FP(ξ)|
6 µ({g ∈ ASLd(Q)\ASLd(A) : #(δ(Q)dg ∩ ((Cξ+h4Cξ)×W) > 1})
6
∫
SLd(A)
∫
Ad
∑
q∈δ(Q)d
χ(Cξ+h4Cξ)×W(qM + ζ)dζdµSL(M)
=
∫
Ad
χ(Cξ+h4Cξ)×W(x)dx
= m((Cξ+h4Cξ)×W)
= vol(Cξ+h4Cξ)mf (W)
= O(|h|),
hence the desired continuity at ξ.
For α ∈ Qd we obtain the same upper bound again, using Theorem 3.2
to compute the integral on the space of adelic lattices.
Theorem 10.2. For every α ∈ Rd and every c ∈ [0, 1), σ 7→ GP,α,c(σ, ·) (as
given by the expressions obtained in Corollary 6.2) is continuous on R+.
Proof. This follows from the same argument as the proof of Theorem 10.1
using the formula from Corollary 6.2 as a starting point.
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We can also leverage results obtained by Marklof and Strömbergsson in
the case of lattices in Rd to obtain a lower bound on the tail of the limiting
distribution for the free path lengths. Indeed, by choosing windows inside
Ẑd within our adelic cut-and-project scheme, we produce subsets of lattices
in Rd.
Theorem 10.3. For α ∈ Rd \Qd, we have
FP(ξ) >
pi
d−1
2
2ddΓ(d+3
2
)ζ(d)
ξ−1 +O(ξ−1−
2
d ) (77)
as ξ →∞.
Proof. We denote the limiting free path length distribution for lattices in Rd
with generic initial condition obtained by Marklof and Strömbergsson in [21,
Corollary 4.1] by F . Because our adelic model sets are subsets of lattices
in Rd we immediately get the lower bound FP > F . The claim now follows
from [23, Theorem 1.13], which is equivalent to the assertion that
F (ξ) =
pi
d−1
2
2ddΓ(d+3
2
)ζ(d)
ξ−1 +O(ξ−1−
2
d )
as ξ →∞.
References
[1] M. Baake, F. Götze, C. Huck, and T. Jakobi. Radial spacing dis-
tributions from planar point sets. Acta Crystallographica Section A,
70(5):472–482, 2014.
[2] Michael Baake and Uwe Grimm. Aperiodic Order, volume 1. Cambridge
University Press, 2013.
[3] Michael Baake, Robert V. Moody, and Peter A. B. Pleasants. Diffraction
from visible lattice points and kth power free integers. Discrete Math.,
221(1-3):3–42, 2000. Selected papers in honor of Ludwig Danzer.
[4] B. Blackadar. Operator algebras, volume 122 of Encyclopaedia of Math-
ematical Sciences. Springer-Verlag, Berlin, 2006. Theory of C∗-algebras
and von Neumann algebras, Operator Algebras and Non-commutative
Geometry, III.
34
[5] Florin P. Boca, Cristian Cobeli, and Alexandru Zaharescu. Distribution
of lattice points visible from the origin. Communications in Mathemat-
ical Physics, 213(2):433–470, 2000.
[6] Florin P. Boca and Alexandru Zaharescu. The distribution of the free
path lengths in the periodic two-dimensional Lorentz gas in the small-
scatterer limit. Communications in Mathematical Physics, 269(2):425–
471, Jan 2007.
[7] C. Boldrighini, L. A. Bunimovich, and Ya G. Sinai. On the Boltzmann
equation for the Lorentz gas. Journal of Statistical Physics, 32(3):477–
501, September 1983.
[8] Francis Borceux. Handbook of Categorical Algebra, volume 1. Cambridge
University Press, 1994. Cambridge Books Online.
[9] N. Bourbaki. Éléments de mathématique. Fasc. XXXI. Algèbre commu-
tative. Chapitre 7: Diviseurs. Actualités Scientifiques et Industrielles,
No. 1314. Hermann, Paris, 1965.
[10] Jean Bourgain, François Golse, and Bernt Wennberg. On the distribu-
tion of free path lengths for the periodic Lorentz gas. Communications
in Mathematical Physics, 190(3):491–508, Jan 1998.
[11] Daniel Bump. Automorphic Forms and Representations. Cambridge
University Press, 1997. Cambridge Books Online.
[12] Emanuele Caglioti and François Golse. On the distribution of free path
lengths for the periodic Lorentz gas III. Communications in Mathemat-
ical Physics, 236(2):199–221, May 2003.
[13] L. Clozel. Nombres de Tamagawa des groupes semi-simples. Séminaire
Bourbaki, 31:61–82, 1988-1989.
[14] N.G. de Bruijn. Algebraic theory of Penrose’s non-periodic tilings of the
plane. I. Indagationes Mathematicae (Proceedings), 84(1):39 – 52, 1981.
[15] P. Deligne. Formes modulaires et représentations de GL(2). In Modu-
lar functions of one variable, II (Proc. Internat. Summer School, Univ.
Antwerp, Antwerp, 1972), pages 55–105. Lecture Notes in Math., Vol.
349. Springer, Berlin, 1973.
35
[16] Alex Eskin and Curt McMullen. Mixing, counting, and equidistribution
in Lie groups. Duke Math. J., 71(1):181–209, 07 1993.
[17] Stephen S. Gelbart. Automorphic forms on adèle groups. Princeton
University Press, Princeton, N.J.; University of Tokyo Press, Tokyo,
1975. Annals of Mathematics Studies, No. 83.
[18] R. R. Hall. A note on Farey series. J. London Math. Soc. (2), 2:139–148,
1970.
[19] A. Haynes and S. Munday. Density of orbits of semigroups of endomor-
phisms acting on the adeles. New York J. Math., 19, 2013.
[20] Jens Marklof. Distribution modulo one and Ratner’s theorem. In
Equidistribution in number theory, an introduction, volume 237 of NATO
Sci. Ser. II Math. Phys. Chem., pages 217–244. Springer, Dordrecht,
2007.
[21] Jens Marklof and Andreas Strömbergsson. The distribution of free path
lengths in the periodic Lorentz gas and related lattice point problems.
Ann. of Math., 172(3):1949–2033, 2010.
[22] Jens Marklof and Andreas Strömbergsson. The Boltzmann-Grad limit
of the periodic Lorentz gas. Annals of Mathematics, 174(1):225–298,
July 2011.
[23] Jens Marklof and Andreas Strömbergsson. The periodic Lorentz gas in
the Boltzmann-Grad limit: asymptotic estimates. Geom. Funct. Anal.,
21(3):560–647, 2011.
[24] Jens Marklof and Andreas Strömbergsson. Free path lengths in qua-
sicrystals. Communications in Mathematical Physics, 330(2):723–755,
March 2014.
[25] Jens Marklof and Ilya Vinogradov. Spherical averages in the space of
marked lattices. Geometriae Dedicata, 186(1):75–102, Feb 2017.
[26] R. B. McFeat. Geometry of numbers in adele spaces. Instytut Matem-
atyczny Polskiej Akademi Nauk, 1971.
[27] Y. Meyer. Adeles et series trigonometriques speciales. Annals of Math-
ematics, 97(1):171–186, 1973.
36
[28] Yves Meyer. Algebraic numbers and harmonic analysis. North-Holland
Publishing Co., Amsterdam-London; American Elsevier Publishing Co.,
Inc., New York, 1972. North-Holland Mathematical Library, Vol. 2.
[29] Robert V. Moody. Uniform distribution in model sets. Canad. Math.
Bull., 45(1):123–130, 2002.
[30] Calvin C. Moore. Ergodicity of flows on homogeneous spaces. Amer. J.
Math., 88:154–178, 1966.
[31] Carl Ludwig Siegel. A mean value theorem in geometry of numbers.
Ann. of Math. (2), 46:340–347, 1945.
[32] Raimond A. Struble. Metrics in locally compact groups. Compositio
Mathematica, 28(3):217–222, 1974.
[33] S. M. Torba and W. A. Zúñiga-Galindo. Parabolic type equations and
markov stochastic processes on adeles. Journal of Fourier Analysis and
Applications, 19(4):792–835, 2013.
[34] André Weil. Sur quelques résultats de Siegel. Summa Brasil. Math.,
1:21–39, 1946.
[35] André Weil. Adeles and algebraic groups, volume 23 of Progress in Math-
ematics. Birkhäuser, Boston, Mass., 1982. With appendices by M. De-
mazure and Takashi Ono.
[36] André Weil. Œuvres scientifiques. Collected papers. Volume I (1926–
1951). Springer-Verlag, Berlin, 2009. Reprint of the 1979 original.
Daniel El-Baz, School of Mathematical Sciences, Tel Aviv University, Tel
Aviv, Israel danielelbaz@mail.tau.ac.il
37
