Optimal second-order regularity in the space variables is established for solutions to Cauchy-Dirichlet problems for nonlinear parabolic equations and systems of p-Laplacian type, with square-integrable right-hand sides and initial data in a Sobolev space. As a consequence, generalized solutions are shown to be strong solutions. Minimal regularity on the boundary of the domain is required, though the results are new even for smooth domains. In particular, they hold in arbitrary bounded convex domains.
Introduction
We deal with Cauchy-Dirichlet problems for parabolic equations and systems of the form (1.1)
in Ω .
We are concerned with global second-order regularity properties, with respect to the variables x, of the solution u to problem (1.1). Our main results can be summarized as follows. Assume that
and Ω satisfies suitable regularity conditions (if n ≥ 2). Then (1.4) |∇u| p−2 ∇u ∈ L 2 ((0, T ); W 1,2 (Ω)) , and the norm of |∇u| p−2 ∇u in L 2 ((0, T ); W 1,2 (Ω)) is bounded by the norms of the data f and ψ. Consequently, u is actually a strong solution to problem (1.1). This provides a natural nonlinear counterpart of the classical L 2 ((0, T ); W 2,2 (Ω)) regularity of solutions to CauchyDirichlet problems for the heat equation [Ei, Fr, LaSoUr, Lie] .
The results of the present paper are new even in the case of smooth domains Ω. They will however be established under minimal regularity assumptions on ∂Ω. In particular, they hold in any convex bounded domain Ω.
Let us notice that, if p ≥ 2, then assumptions (1.2) and (1.3) ensure that f and ψ belong to proper function spaces for a classical weak solution to problem (1.1) to be well defined. On the other hand, this is not guaranteed if 1 < p < 2. Some specification is thus in order.
When N = 1, namely when dealing with a single equation, a generalized notion of solution can still be introduced to cover the whole range of exponents p ∈ (1, ∞), and our regularity theory holds for every such p. One kind of solution that fits the situation at hand can be defined as the limit of solutions to approximating problems involving smooth data [BoGa, DaA, Pr] . Such a solution will be called approximable throughout this paper. Its existence, uniqueness and basic regularity under (1.2) and (1.3) is established in Theorem 2.1. Its second-order differentiability properties -the central issue of our contribution -are addressed in Theorems 2.2 and 2.6. When N > 1, i.e. when systems are in question, we restrict our attention to the case p ≥ 2. This is the subject of Theorems 2.7 and 2.8. A reason for this limitation on p is the lack of a suitable existence and uniqueness theory of approximable solutions for parabolic systems. One obstacle for this gap is the failure of standard truncation methods for vector-valued functions. In fact, also the elliptic theory of approximable solutions for systems is incomplete. This affects our approach, which makes critical use of parallel results for elliptic equations and systems recently obtained in [CiMa2] and [CiMa3] .
To conclude this section, let us point out that, in spite of huge developments of the regularity theory of nonlinear singular and degenarate parabolic problems, presented e.g. in the reference monographs [DiB, DiBGiVe, Lie, Lio] and in recent papers including [AvKuNy, BaHa, BoDuMa, BoDuMi, DSSV, FrSch, KuMi1, KuMi2, Sch] , information available in the literature about second-order regularity of solutions to nonlinear parabolic problems is still limited. A result in the spirit of (1.4) can be found in [Be] , which yet requires additional regularity of the datum f and is restricted to values of p smaller than and close to 2. More classical contributions instead concern differentiability properties of the nonlinear expression |∇u| p−2 2 ∇u, which differes from that appearing in (1.4). Furthermore, they tipically apply to local solutions, and request higher regularity of f .
Main results
Let N ≥ 1 and let 1 < p < ∞. Assume that f ∈ L p ′ ((0, T ); W −1,p ′ (Ω)) and ψ ∈ L 2 (Ω), where p ′ = p p−1 , the Hölder's conjugate of p. Then there exists a unique weak solution u to problem (1.1), namely a function
Here, ·, · stands for the duality pairing between W −1,p ′ (Ω) and W 1,p 0 (Ω). This follows from classical monotonicity argumentssee e.g. [Lio, Chapter 2, Sections 1.1 and 1.5].
As mentioned above, if the assumptions that f ∈ L p ′ ((0, T ); W −1,p ′ (Ω)) and ψ ∈ L 2 (Ω) are dropped, then the notion of weak solution to problem (1.1) does not apply anymore. Still, in the spirit of [BoGa, DaA, Pr] , generalized solutions in the approximable sense can be defined whenever f and ψ are merely integrable, namely if
and the sequence {u k } of weak solutions to the problems
in Ω satisfies (2.3) u k → u and ∇u k → ∇u a.e. in Ω T , and (2.4)
Our first result ensures that, if N = 1, problem (1.1) actually admits a unique approximable solution for every p ∈ (1, ∞) which, under assumptions (1.2) and (1.3), enjoys additional regularity properties. Its uniqueness easily implies that such a solution agrees with the weak solution if p ≥ 2. This follows, for instance, by an argument as in the proof of Theorem 2.7.
Theorem 2.1 [Existence, uniqueness and basic regularity of approximable solutions] Let N = 1, 1 < p < ∞ and T > 0. Assume that Ω is an open set with finite measure in R n , n ≥ 1. Let f ∈ L 2 (Ω T ) and ψ ∈ W 1,p 0 (Ω). Then there exists a unique approximable solution u to problem (1.1). Moreover,
and there exists a constant C = C(n, p, |Ω|) such that
Let us now turn to the primary objective of this paper, namely the global square integrability of weak derivatives in x of the nonlinear expression of the gradient |∇u| p−2 ∇u. We begin by introducing a few notions to be used in prescribing the regularity of Ω when n ≥ 2. A minimal regularity condition on Ω for our result to hold involves a local isocapacitary inequality for the integral of the weak curvatures of ∂Ω. Specifically, Ω is assumed to be a bounded Lipschitz domain. Moreover, the functions of (n − 1) variables that locally describe the boundary of Ω are required to be twice weakly differentiable and integrable on ∂Ω with respect to the (n − 1)-dimensional Hausdorff measure H n−1 . This will be denoted by ∂Ω ∈ W 2,1 . In particular, the weak second fundamental form B on ∂Ω belongs to L 1 (∂Ω) These assumptions are not yet sufficient, as demonstrated, for instance, by examples avaliable in the literature in the stationary case -see Remark 2.4 below. A local smallness condition on the L 1 -norm of B is also needed. Specifically, denote by |B| the norm of B, and set (2.7)
K Ω (r) = sup
Here, B r (x) stands for the ball centered at x, with radius r, and the notation cap B 1 (x) (E) is adopted for the capacity of the set E relative to the ball B 1 (x). Then we require that (2.8) lim Recall that the capacity cap B 1 (x) (E) of a set E relative to B 1 (x) is defined as (2.9) cap B 1 (x) (E) = inf
where C 0,1 0 (B 1 (x)) denotes the space of Lipschitz continuous, compactly supported functions in B 1 (x). Let us notice that, if n ≥ 3, then the capacity cap B 1 (x) is equivalent (up to multiplicative constants depending on n) to the standard capacity in the whole of R n .
A more transparent condition on ∂Ω, though slightly stronger than (2.8), for our regularity result to hold can be given in terms of an integrability property of B. It involves the space of weak type, also called Marcinkiewicz space, with respect to the measure H n−1 on ∂Ω defined as
Here, L n−1,∞ denotes the weak Lebesgue space endowed with the norm
and L 1,∞ log L the weak Zygmund space endowed with the norm
for any constant C > H n−1 (∂Ω). Observe that different constants C result in equivalent norms in (2.12). Here, h * * (s) = ∫ s 0 h * (r) dr for s > 0, where h * denotes the decreasing rearrangement of a measurable function h : ∂Ω → R with respect to H n−1 . The relevant integrability property on B amounts to requiring that B ∈ X(∂Ω), an assumption that will be denoted by ∂Ω ∈ W 2 X. An additional smallness condition is however again needed on local norms of B in X(∂Ω), which takes the form (2.13) lim
Observe that condition (2.13) is certainly fulfilled if either n ≥ 3 and ∂Ω ∈ W 2,n−1 , or n = 2 and ∂Ω ∈ W 2,q for some q > 1, and hence, in particular, if ∂Ω ∈ C 2 . Let us however emphasize that condition (2.13) does not even entail that ∂Ω ∈ C 1 .
The link bewteen assumptions (2.13) and (2.8) is provided by [CiMa3, Lemmas 3.5 and 3.7] . Those results ensure that, given any constant c 1 , there exists a constant c 2 = c 2 (n, d Ω , L Ω , c 1 ) such that if Ω fulfills (2.13), then it also satisfies (2.8).
Theorem 2.2 [Second-order estimates under minimal boundary regularity]
, and let u be the approximable solution to problem (1.1). There exists a constant
Moreover, there exists a constant C = C(n, p, Ω, T ) such that
In particular, there exists a constant c 2 = c 2 (n, p, d Ω , L Ω ) such that properties (2.14) and (2.15) hold if ∂Ω ∈ W 2 X and fulfills condition (2.13).
The sharpness of Theorem 2.2, both in the assumptions on Ω and in the estimate for u, is pointed out in the following remarks.
Remark 2.3 [Sharpness of estimates]
The regularity for the derivative in t of u and the derivatives in x of |∇u| p−2 ∇u, provided by Theorems 2.1 and 2.2, is sharp. Indeed, assume, for instance, that ψ = 0. One trivially has that
for some constant c = c(n, p). Thus, if Ω is as in Theorem 2.2, then the following two-sided estimate holds:
for suitable positive constants c 1 and c 2 .
Remark 2.4 [Sharpness of boundary regularity] Membership of ∂Ω in W 2 X, namely the mere finiteness of the limit in (2.8), is not sufficient for the conclusions of Theorem 2.2 to hold. Actually, in [Ma1, Ma2] a family of domains {Ω β } with the following properties is exhibited: (i) the limit in (2.8), with Ω = Ω β , is finite and depends continuously on β; (ii) the stationary solution in Ω β to the heat equation, with a suitable smooth right-hand side, belongs to W 2,2 (Ω T ) if and only if the relevant limit does not exceed an explicit threshold. The boundary of each domain Ω β is smooth outside a small region, where it agrees with the graph of a function Θ β depending on the variables (x 1 , . . . , x n−1 ) only through x 1 and having the form
for small x 1 . The limit in (2.8) is a multiple of β, and the solution u turns out to belong to W 2,2 (Ω) if and only if the constant β is smaller than or equal to an explicit value, depending only on n.
The sharpness of the alternate assumption (2.13) in Theorem 2.2 can be shown, for instance, when n = 3 and p ∈ ( 3 2 , 2], by an example from [KrMa] , which again applies to the stationary case. In that paper, open sets Ω ⊂ R 3 are constructed such that the limit in (2.13) is finite, but too large, and the stationary solution u to problem (1.1), with a smooth right-hand side, is so irregular that |∇u| p−2 ∇u / ∈ W 1,2 (Ω T ). Similarly, in R 2 there exist open sets Ω for which the limit in (2.13) is finite but larger than some critical value, and where the stationary solution u to the heat equation with a smooth right-hand side fails to belong to W 2,2 (Ω) [Ma1] . Let us notice that, if Ω β is a domain as above, then ∂Ω β / ∈ W 2 L 2,∞ if n ≥ 3. Hence, if β is sufficiently small, the capacitary criterion (2.8) of Theorem 2.2 applies to deduce properties (2.14) and (2.15), whereas the integrability condition (2.13) does not.
Remark 2.5 [Case n = 1] An inspection of the proof will reveal that, if n = 1, then Theorem 2.2 holds if Ω is any bounded interval. The result is considerarbly easier in this case, since the divergence operator agrees with plain differentiation in dimension one.
Under the assumption that Ω is a bounded convex open set, the conclusions of Theorem 2.2 hold without any additional regularity condition on ∂Ω.
Theorem 2.6 [Second-order estimates in convex domains] Let N = 1, 1 < p < ∞ and T > 0. Assume that Ω is a bounded convex open set in R n , n ≥ 2. Let f ∈ L 2 (Ω T ) and ψ ∈ W 1,p 0 (Ω), and let u be the approximable solution to problem (1.1). Then |∇u| p−2 ∇u ∈ L 2 ((0, T ); W 1,2 (Ω)) and inequality (2.15) holds for some positive constant C = C(n, p, Ω, T ).
Our results for systems are stated in Theorems 2.7 and 2.8 below. They parallel Theorems 2.2 and 2.6. The difference here is that they hold for p ≥ 2 and can hence be stated in terms of weak solutions to problem (1.1). Of course, Remarks 2.3-2.5 carry over to this case.
Theorem 2.7 [Second-order estimates for systems under minimal boundary regularity] Let N ≥ 1, 2 ≤ p < ∞ and T > 0. Assume that Ω is a bounded Lipschitz domain with ∂Ω ∈ W 2,1 . Let f ∈ L 2 (Ω T ) and ψ ∈ W 1,p 0 (Ω), and let u be the weak solution to problem (1.1). There exists a constant
Moreover, there exists a constant C = C(n, N, p, Ω, T ) such that
In particular, there exists a constant c 2 = c 2 (n, N, p, d Ω , L Ω ) such that properties (2.19) and (2.20) hold if Ω ∈ W 2 X and fulfils condition (2.13).
Theorem 2.8 [Second-order estimates for systems in convex domains] Let N ≥ 1, 2 ≤ p < ∞ and T > 0. Assume that Ω is a bounded convex open set in R n , n ≥ 2. Let f ∈ L 2 (Ω T ) and ψ ∈ W 1,p 0 (Ω), and let u be the weak solution to problem (1.1). Then |∇u| p−2 ∇u ∈ L 2 ((0, T ); W 1,2 (Ω)) and inequality (2.20) holds for some positive constant C = C(n, N, p, Ω, T ).
Proofs
Our proof of Theorem 2.1 combines arguments introduced in [BBGGPV] in the elliptic case and developed in [Pr] for parabolic problems, with an estimate for u t and ∇u in the spirit of [FrSch, Proposition 4 .1], and of earlier results from [Lio, Chapter 1, Theorem 8 .1] and [BEKP] .
Proof of Theorem 2.1. We assume that n ≥ 2, the case when n = 1 being analogous, and even simpler. Let {f k } ⊂ C ∞ 0 (Ω T ) and ψ k ∈ C ∞ 0 (Ω) be sequences such that
and let {u k } be the corresponding sequence of weak solutions to problems (2.2). A global in time version of [FrSch, Proposition 4 .1] tells us that
for suitable constants C and C ′ depending on n, p, |Ω| and T . Inequality (3.3) holds in the whole interval [0, T ], namely up to t = 0, instead of just locally, as in the result of [FrSch] , thanks to the present assumption that ψ belongs to W 1,p 0 (Ω). The proof is completely analogous to (in fact, simpler than) that of [FrSch, Proposition 4 .1], and will be omitted. One clearly has that L ∞ ((0, T ); W 1,p 0 (Ω)) → L p (Ω T ). Thus, owing to (3.3), the sequence {u k } is bounded in the anisotropic Sobolev space W 1,(p,2) (Ω T ) defined as
and equipped with the norm
Since p ∈ (1, ∞), the space W 1,(p,2) (Ω T ) is reflexive. Moreover, on setting q = min{p, 2}, one trivially has W 1,(p,2) (Ω T ) → W 1,q (Ω T ), and hence the sequence {u k } is also bounded in W 1,q (Ω T ). Therefore, given any number r ∈ 1, q(n+1) n+1−q , there exists a subsequence, still denoted by {u k }, such that
Our goal is now to show that {∇u k } is a Cauchy sequence in measure. Fix any λ > 0 and ε > 0. Given any θ, σ > 0, one has that
Since the sequence {u k } is bounded in W 1,(p,2) (Ω T ), there exists θ > 0 such that
for every k, m ∈ N. Define, for σ > 0, the function T σ : R → R as
Clearly, |T σ (s)| ≤ σ for s ∈ R. Choose the test function φ = T σ (u k −u m ) in the weak formulation of problem (2.2), namely in equation (2.1) with u, f , ψ replaced by u k , f k , ψ k . Next, choose the same test function in the same problem with k replaced by m, and subtract the resultant equations to obtain that
Moreover, one has that
g. by [GaMa, Section 2.1.1]. From equations (3.7), (3.8) and (3.9), with v = u k − u m , one can deduce that
for some constant C = C(n, p, |Ω|) and every k, m ∈ N. Define
Since κ > 0, from inequality (3.10) one infers that
for every k, m ∈ N, provided that σ is sufficiently small. On the other hand, by property (3.4), {u k } is a Cauchy sequence in measure, and hence |{|u k − u m | > σ}| < ε (3.13) if k and m are sufficiently large. Inequalities (3.5), (3.6), (3.12) and (3.13) tell us that {∇u k } is actually a Cauchy sequence in measure. As a consequence, there exists a subsequence, still indexed by k, such that (3.14)
∇u k → ∇u a.e. in Ω T .
Hence, equation (2.3) holds. Moreover, passing to the limit in inequality (3.3) as k → ∞, yields inequality (2.6). In order to establish property (2.4), fix any τ ∈ [0, T ] and make use of the test function φ = T 1 (u k − u m )χ [0,τ ) in the weak formulation of problem (2.2) and in its analogue with k replaced by m. Here χ E stands for the characteristic function of the set E. Subtracting the resultant equations yields
Since the integrand in the second integral on the left-hand side of inequality (3.15) is nonnegative, one infers via equation (3.9), with v = u k − u m , and (3.8) that
for some constant C = C(n, p, |Ω|, T ) and every τ ∈ [0, T ]. On the other hand,
for every τ ∈ [0, T ]. Inequalities (3.16) and (3.17) ensure that u k is a Cauchy sequence in C([0, T ]; L 1 (Ω)), and hence that (2.4) holds (up to subsequences). Finally, as far as uniqueness is concerned, assume that u and u are approximable solutions to problem (1.1). Let {f k }, {ψ k } and {u k } be sequences as in the definition of approximable solution for u, and {f k }, {ψ k } and {u k } sequences as in a parallel definition for u. On choosing, for σ > 0, the test function φ = T σ (u k − u k ) in the definitions of weak solutions for u k and u k , and subtracting the equations so obtained, one deduces, analogously to (3.10),
for k ∈ N. By our assumptions, the right-hand side of inequality (3.18) approaches 0 as k → ∞, and u k → u, ∇u k → ∇u, u k → u and ∇u k → u a.e. in Ω T . Hence, inequality (3.18) implies, via Fatou's lemma, that
for every σ > 0. The integrand in (3.19) is nonnegative, and vanishes if and only if ∇u = ∇u. Hence, by the arbitrariness of σ, we have that ∇u = ∇u a.e. in Ω T . Inasmuch as u and u ∈ L 1 ((0, T ); W 1,1 0 (Ω)), we conclude that u = u. We are now ready to prove Theorem 2.2.
Proof of Theorem 2.2. Assume, for the time being, that
Then, there exists a unique weak solution
, to problem (1.1) in the sense of (2.1). By inequality (3.3), with f k , ψ k and u k replaced with f , ψ and u, we also have that u t ∈ L 2 (Ω T ).Choose any test function φ of the form φ(
Hence, by the arbtrariness of the function ρ,
and for every ϕ ∈ W
and the function w t : Ω → R as
Then g t ∈ L 2 (Ω) and w t ∈ W 1,p 0 (Ω) for a.e. t ∈ (0, T ). Moreover, equation (3.22) reads (3.25 )
and for a.e. t ∈ (0, T ). Fix any such t, and consider the (elliptic) Dirichlet problem
This problem has a generalized approximable solution v t in the following sense. For every σ > 0, the function T σ (v t ) ∈ W 1,p 0 (Ω), and there exists a measurable function Z t : Ω → R n such that (3.27) ∇T σ (v t ) = Z t χ {|v t |<σ} a.e. in Ω, for every σ > 0. Moreover, there exist sequences
This follows e.g. from [CiMa1, Theorem 3.2] . We claim that (3.30)
In order to verify this claim, observe that (3.25) and in the definition of weak solution to problem (3.28), and subtracting the resultant equations tells us that (3.31)
, the right-hand side of equation (3.31) tends to 0 as k → ∞. Thus, inasmuch as the integrand on the left-hand side is nonnegative, passing to the limit in (3.31) as k → ∞ yields, by Fatou's lemma and equation (3.29), (3.32)
for every σ > 0. The integrand in (3.32) in nonnegative, and vanishes if and only if ∇w t = Z t . Therefore, for every σ > 0, we have that ∇w t = Z t a.e. in the set {|w t − v t | < σ}, whence
0 (Ω) for every σ, ̺ > 0. An application of the Sobolev inequality in W 1,1 0 (Ω) and the use of equations (3.27) and (3.33) imply that (3.34)
for some constant C = C(n) and for every σ, ̺ > 0. Since |∇w t | ∈ L 1 (Ω), for each fixed σ > 0 the right-hand side of inequality (3.34) converges to 0 as ̺ → ∞. Therefore, passing to the limit in (3.34) as ̺ → ∞ tells us that and there exists a constant C = C(n, p, Ω) such that
Hence, owing to equations (3.30), (3.23) and (3.24)
for a.e. t ∈ (0, T ), and
for the same constant C = C(n, p, Ω). Integrating inequality (3.37) with respect to t over (0, T ) yields
Coupling inequalities (3.38) and (2.6) tells us that |∇u| p−2 ∇u ∈ L 2 ((0, T ); W 1,2 (Ω)), and
We have now to remove the additional assumptions (3.20). To this purpose, consider sequences {f k }, {ψ k } and {u k } as in the definition of approximable solution to problem (1.1). Clearly, we may assume that
By inequality (3.39), applied with u replaced by u k , and our assumptions on the sequences {f k } and {ψ k }, there exists a constant C = C(n, p, Ω) such that
up to subsequences. Thereby, U ∈ L 2 ((0, T ); W 1,2 (Ω)) and
Owing to (2.3) and (3.41), U = |∇u| p−2 ∇u, whence
Hence, inequality (2.15) follows, via (3.40) and (3.44). We conclude with the proofs of Theorems 2.7 and 2.8 for systems. They require some minor variant with respect to those of the corresponding results for equations.
Proof of Theorem 2.7. Since we are assuming that p ≥ 2,
Therefore, there exists a unique weak solution T ) ; W −1,p ′ (Ω)), to problem (1.1). Moreover, owing to estimate (3.3) (that also holds when N > 1) with f k , ψ k and u k replaced by f , ψ and u, we have that u t ∈ L 2 (Ω T ) and there exists a constant C such that 
For t ∈ [0, T ], define the functions g t : Ω → R N and w t : Ω → R N as g t (x) = f (x, t) − u t (x, t) and w t (x) = u(x, t) for x ∈ Ω.
The same argument as in the proof of equation (3.25) tells us that the function w t is the weak solution to the Dirichlet problem (3.46) −div(|∇w t | p−2 ∇w t ) = g t in Ω w t = 0 on ∂Ω for a.e. t ∈ (0, T ). Observe that w t is actually the weak solution to problem (3.46) in the standard sense, since equation (3.21), and hence (3.25) now hold for every ϕ ∈ W Next, fix any t ∈ (0, T ) for which (3.46) holds, and let {g t k } ⊂ C ∞ 0 (Ω) be a sequence such that g t k → g t in L 2 (Ω) and g t k L 2 (Ω) ≤ 2 g t L 2 (Ω) for k ∈ N. For each k, let w t k be the weak solution to the problem (3.47) −div(|∇w t k | p−2 ∇w t k ) = g t k in Ω w t k = 0 on ∂Ω .
The use of w t k as a test function in the weak formulation of problem (3.47) and of the Hölder and the Sobolev inequalities tells us that
for k ∈ N, for some constant c = c(n, N, p, |Ω|). On the other hand, choosing w t k − w t as a test function in the weak formulations of problems (3.46) and (3.47), subtracting the resultant equations, and observing that c|ξ − η| p ≤ (|ξ| p−2 ξ − |η| p−2 η) · (ξ − η) for ξ, η ∈ R N ×n , for k ∈ N. Hence, by inequality (3.48), w t k → w t in W 1,p 0 (Ω) as k → ∞. As a conequence, for a.e. t ∈ (0, T ) the function w t is an approximable solution to problem (3.46). An application of [CiMa3, Theorem 2.1] then entails that |∇u(·, t)| p−2 ∇u(·, t) = |∇w t (·)| p−2 ∇w t (·) ∈ W 1,2 (Ω) and (3.50) |∇u(·, t)| p−2 ∇u(·, t)
f (x, t) 2 + u t (x, t) 2 dx for a.e. t ∈ (0, T ), some constant C = C(n, N, p, Ω). Equations (2.19) and (2.20) follow on integrating inequality (3.50) with respect to t over (0, T ), and exploiting inequality (3.45).
Proof of Theorem 2.8. The proof is the same as that of Theorem 2.7, inequality (3.50) being a consequence of [CiMa3, Theorem 2.6 ] under the assumption that Ω is a bounded convex set.
