Abstract. A Diophantine m-tuple is a set of m distinct integers such that the product of any two distinct elements plus one is a perfect square. In this paper we study the extensibility of a Diophantine triple {k−1, k+1, 16k 3 −4k} in Gaussian integers Z[i] to a Diophantine quadruple. Similar one-parameter family, {k − 1, k + 1, 4k}, was studied in [9] ,where it was shown that the extension to a Diophantine quadruple is unique (with an element 16k 3 − 4k). The family of the triples of the same form {k − 1, k + 1, 16k 3 − 4k} was studied in rational integers in [6] . It appeared as a special case while solving the extensibility problem of Diophantine pair {k − 1, k + 1}, in which it was not possible to use the same method as in the other cases. As authors (Bugeaud, Dujella and Mignotte) point out, the difficulty appears because the gap between k + 1 and 16k 3 − 4k is not sufficiently large. We find the same difficulty here while trying to use Diophantine approximations. Then we partially solve this problem by using linear forms in logarithms.
Introduction
A long-standing conjecture, motivated by work of Baker and Davenport [3] , that there is no Diophantine quintuple, was proven by He, Togbé and Ziegler [11] . In other rings of integers, there are not many results. E.g. we find only about 10 papers solving similar problems in the ring of Gaussian integers. We can highlight [5] and [9] , which deal with the extension of Diophantine triples from oneparameter families, and [1] , which shows that there is no Diophantine m-tuple in imaginary quadratic number ring with m 43.
We deal with a parametric family of triples {k − 1, k + 1, 16k 3 − 4k}, but we start with a general triple and show some results which are useful for any family of triples. Assume that a Diophantine triple {a, b, c} in Gaussian integers Z[i] can be extended with a fourth element d. By eliminating d from the equations it satisfies (ad + 1 = x 2 , bd + 1 = y 2 and cd + 1 = z 2 ), we get a system of two Pell-type equations with common unknown. We show that the structure of the solutions of this system is the same as in the rational integers case. A solution of this system gives us two simultaneous approximations of square roots close to 1. One can use Diophantine approximations in the general case (by assuming that |c| is much bigger than |b|, say |c| > |b| 15 ), which was done in [1] . However, here we show that this is not useful for the triple of the form {k − 1, k + 1, 16k 3 − 4k}. We also prove that the linear form in logarithms usually involved in approaching these problems is not zero under certain conditions. This might be useful in lowering the general upper bound, and we also use it here to partially resolve the extensibility problem of the triple {k − 1, k + 1, 16k 3 − 4k}.
System of Pell-type equations
Let {a, b, c} ⊂ Z[i] be a Diophantine triple in Gaussian integers Z [i] . Without loss of generality, we may assume 0 < |a| |b| |c|. Then there are r, s and t in Z[i] such that ab + 1 = r 2 , ac + 1 = s 2 , bc + 1 = t 2 . In [1] , the following lemma was proven (for general imaginary quadratic number rings). These equations are similar to Pell's equations and their solutions have a very similar structure. The solutions of Pell-type equations (x 2 − Dy 2 = N) in imaginary quadratic rings are described in [8] , as well as here, in a slightly different manner, adapted for the problem at hand. c) If (z, x) is the solution of (2.1), then there are i ∈ {1, . . . , i 0 } and m ∈ Z such that
If (z, y) is the solution of (2.2), then there are j ∈ {1, . . . , j 0 } and n ∈ Z such that
Proof. If (x, z) is the solution of (2.1), then the pairs (x m , y m ) ∈ Z[i] 2 , defined as
are also the solutions of (2.1) for every m ∈ Z. We prove this inductively: for m = 1, we have
Let us note here that we have used Lemma 2.1. Then
This bound on |x * | implies an upper bound on |z * |, |z
loss of generality, we may assume that x 0 = x * , z 0 = z * . Analogously one gets the upper bounds on fundamental solutions of the equation (2.2).
From (c) part of the Lemma 2.2 one can obtain and solve the same recurrence relations as in the integer case (see [7] ). More precisely, the following lemma holds Lemma 2.3. Every solution z of the equation (2.1) is contained in one of the following sequences
Similarly, every solution z of the equation (2.2) is contained in one of the following sequences
n , for j = 1, . . . , j 0 .
We skip the proof as it is the same as in the case of rational integers (see [7] ). If d extends the initial triple {a, b, c}, then z is the solution of both equations (2.1) and (2.2). Such z is contained in one of the sequences v (i) m and in one w
n . By solving the recurrences (2.4) and (2.5), we obtain
n , it follows that P − c−a a
Lemma 2.4. If |c| 4|b| and m, n 3, then |P| > 12 c a and |Q| > 12 c b . Analogously, |c| 4|b| and n 3 imply |Q| > 12 c b .
It follows that |P| − |Q| |P| 5 24 |P| −1 5 24 < 1. We now apply the following simple Lemma B.2 from [13] .
We obtain the following inequalities for Λ = , then
3. Linear form in logarithms is non-zero
linear form in logarithms of algebraic numbers. This form is usually involved in solving the extension problems of Diophantine triples (for example, it was studied in [9] and [5] ). The same linear form was also useful in solving some Thue equations [10] . It is usually shown that this form is not zero so that one can apply the famous Baker-Wüstholz theorem [4] and subsequently, bound the coefficients m and n. In rational integers, the proof that Λ 0 is often trivial, but in quadratic fields it can cause considerable problems, as it happened in [9] and [10] . With some mild conditions, we prove that Λ 0, and this is valid for an arbitrary imaginary quadratic field K and a, b, c in its ring of integers O K . Proof. The proof strategy is the same as in the proof of Lemma 5.2. in [9] , but some details differ. Let us prove that, if v m = w n , then |P| |Q|. P Q is easy, because otherwise P −1 = Q −1 , and then v m = w n would imply 
where p, q, r, s ∈ Q and u, v ∈ K. The idea is to show that the 1, α,ᾱ, |α| 2 , β,β and |β| 2 are linearly independent. We do this through three steps (claims A, B and C).
Claim A: The numbers α = are not squares in K.
, where q i j ∈ K. However, since α 2 = c a andᾱ 2 are in K and αᾱ = |α| 2 , it follows that one can write γ as γ = q 0 + q 1 α + q 2ᾱ + q 3 |α| 2 . To prove that B α is linearly independent set over K, we first show that {1, α,ᾱ} is linearly independent. Assume the contrary. Thenᾱ = A + Bα for A, B ∈ K. This impliesᾱ 2 
∈ K, which contradicts the claim A. If B = 0, then If A = 0, thenᾱ = Bα, so again |c| |a| = |α| 2 = αᾱ = Bα 2 ∈ K ∩ R, i. e. again it follows that |c| |a| ∈ Q.
Therefore, {1, α,ᾱ} is linearly independent set over K. For B α , it suffices to show that there are no A, B, C ∈ K such that (3.1)
We first prove C 0. The contrary would imply |α| 4 = A 2 + B 2 α 2 + 2ABα and 2ABα ∈ K. Since α K, it follows that AB = 0. If B = 0, then |α 2 | = A ∈ Q, which contradicts the lemma hypothesis. If A = 0, then |α| 2 = Bα, soᾱ = B ∈ K, which contradicts the claim A. Therefore, C 0. By multiplying (3.1) by α, we get α 2ᾱ = Aα+ Bα 2 +C|α| 2 , which implies
Since {1, α,ᾱ} is linearly independent, the last obtained equality together with (3.1) implies that
This implies C 2 = α 2 , which contradicts the claim A (α 2 is not a square in K).
Claim C: The set B = {1, α,ᾱ, |α| 2 , β,β, |β| 2 } is linearly independent over K. First we show that β,β and |β| 2 are not in K(α,ᾱ). Let us assume that β can be written as
By β 2 ∈ K, it follows that the coefficients of algebraic numbers α,ᾱ and |α| 2 are zero, i. e. • B = C = D = 0. By (3.2), it follows that β ∈ K, which contradicts the claim A.
• A = B = C = 0. Then β = D|α| 2 and |c| |b| = |D| 2 |c| 2 |a| 2 ∈ Q, which contradicts the lemma hypothesis.
= B ∈ K, which contradicts the claim A.
• B 0 and at least one of C and D is non-zero. Then
Therefore, β cannot be written as a linear combination of elements in B α . The same holds forβ and |β| 2 and is proven identically.
The set L[{1, α,ᾱ, |α|
2 }] (spanned by B α ) is closed on inversion. Namely,
where
. Now we show thatβ cannot be written as linear combination of elements in B α ∪ {β}. Analogously one shows the linear independence of sets B α ∪ {β, |β| 2 } and B α ∪ {β, |β| 2 }. Namely, that impliesβ = q 1 + q 2 α + q 3ᾱ + q 4 |α| 2 + q 5 β and q 5 0. Thereforē
so we see that 2q 5 β(
However, that meansβ = q 5 β for some q 5 ∈ K, which implies |β| 2 = q 5 β 2 ∈ K ∩ R, i. e. |β| 2 ∈ Q, contradicting the lemma hypothesis. We get the contradiction in a similar way if we assume that |β| 2 can be written as linear combination of elements in {1, α,ᾱ, |α| 2 , β,β}. By |β| 2 = q 1 +q 2 α+q 3ᾱ +q 4 |α| 2 +q 5 β+q 6β , it follows that 2(q 1 +q 2 α+
Since B α is linearly independent, it follows that q 2 = q 3 = q 4 = 0 and q 1 + q 5 q 6 = 0. Hence |β| 2 = q 1 + q 5 β + q 6β , but this contradicts the linear independence of B β .
Let us remind the reader that, prior to these three claims, we have shown that, from |P| 2 = (A + Bα)(Ā +Bᾱ) and a similar equality for |Q| 2 , it follows that
where p, q, r, s ∈ Q, and u, v ∈ K. Since we want to prove that |P| |Q|, it suffices to show that |P| 2 |Q| 2 . If |P| 2 = |Q| 2 , this would imply (p − r) + uα +ūᾱ + q|α| 2 − vβ −vβ − s|β| 2 = 0, so the claim C implies that p − r = u = q = v = s = 0, i. e. P = A = C = Q, which we have already proven to be impossible. Therefore |P| |Q|, which implies that Λ = log |P| |Q| 0.
The statement of this lemma depends on the system of equations chosen at the beginning. However, one easily sees that the analogous claim holds even if one begins with a different system (e. g.
Choosing which system to deal with usually depends on being able to find all the fundamental solutions for one of the equations. Regardless of which system is chosen, one can use this lemma.
4. System of Pell-type equations for triples of the form {k − 1, k + 1, 16k
3 − 4k}
The set {k − 1, k + 1, 16k 3 − 4k} is a Diophantine triple for every Gaussian integer k. Denote by
. Assume now that d extends this Diophantine triple, i. e., that {k − 1,
By eliminating d, we obtain the system
Let |k| > 3. By Lemma 2.4 of [9] , all the solutions of the equation (4.1) are given by x = ±V n , where (V n ) is a recurrent sequence defined by
All solutions of the equation (4.2) are described in the following lemma, which follows from Lemma 2.2.
is the solution of (4.2) for all j = 1, . . . , j 0 , b) these fundamental solutions are bounded as follows:
Hence, the solution x of the equation (4.2) is x = ±W ( j) m for some j ∈ {1, . . . , j 0 } and m ∈ N 0 , where
m , m 0. For the time being, we omit the upper index ( j).
If x is the solution of both (4.1) and (4.2), then x = V n = W m . We are looking for the common elements of the sequences (V n ) n and (W m ) m .
We apply the congruence method now. Observe the remainders that (V n ) and (W m ) leave when divided by s = 4k 2 − 2k − 1. The following lemma is easily proven by induction.
Lemma 4.2. For the sequences (V n ) n and (W m ) m it holds V n ≡ 0, ±1, ±(2k − 1) (mod 4k 2 − 2k − 1) and
for all indices n and m.
By analysing these combinations we can conclude that, when |k| > 17, all fundamental solutions (x 1 , z 1 ) which generate sequences (W m ) m that can intersect the sequence (V n ) n , are given by the set
However, in the latter case, the bound given in Lemma 4.1 implies that
and is in turn equivalent to −64|k|
6 + 96|k| 5 + 32|k| 4 + 72|k| 3 + 9|k| 2 + 14|k| + 3 0, which is obviously impossible for large |k| (one can determine that the largest zero of the left-hand side polynomial in |k| is approximately 2.04414). For x 1 ≡ ±1, ±(2k − 1), we similarly exclude all the possibilities except x 1 = ±1 and x 1 = ±(2k − 1), which gives us the solutions (±1, ±1), (±(2k − 1), ±(8k
+ r where u is a Gaussian integer, while r ∈ {0, ±4k, ±(4k+2)}, since −4k−2 is the multiplicative inverse of k−1 modulo 4k
On the other hand,
and |1 − (u ± 2) 2 | |u| 2 + 4|u| + 5 17, and the obtained divisibility cannot hold if |k| > 17, except when u = ±1. Here we get the solutions (±k, ±(4k 2 + 2k − 1)) for u = ±1 and z 1 = u(4k 2 − 2k − 1). It is not possible that both u = ±1 and r = ∓(4k + 2) hold, because then from the equation (4.2) it follows that x 
It follows that −64|k| 
1 = k, and all the other elements are defined by
Observe that the sequences (W ( j) m ) j=1,...,6 intersect with (V n ) n at {1}, {1}, {8k
3 − 4k 2 − 4k + 1}, respectively. These intersections correspond to the extensions d ∈ {0, 4k, 64k 5 − 48k 3 + 8k}.
Lower bound for the solutions
With the aim of obtaining a lower bound for the solution |x|, we determine the remainders of the elements of sequences from Lemma 4.3 modulo 4k(k − 1). In this section, unless otherwise specified, we assume that |k| > 17. By calculating the first few elements of the sequences, we get
Lemma 5.1. Let k be a Gaussian integer (of absolute value greater than 1). For the sequence (V n ) n defined in (4.3), it holds that V n ≡ 1 (mod 4k(k−1)) if n ≡ 0, 3 (mod 4), while V n ≡ 2k−1 (mod 4k(k− 1)) for n ≡ 1, 2 (mod 4). 
2m+1 ≡ −2mk + 2m + 1 (mod (4k(k − 1))
Proof. All the claims are proven inductively. We first prove that the sequence (|W (1) m |) m is increasing. For m = 1, the inequality |W 1 | |W 0 | holds since |4k 
Similarly, by using this claim, one gets that
This shows the congruence claims for (W 
for |k| > 17 and x {1, k, 2k − 1, 8k 3 
We note here that the exceptions x = 1, x = k, x = 2k − 1 and x = 8k 3 − 4k 2 − 4k + 1 correspond to the indices m = 0 and m = 1, i. e. when 2k | m does not imply that m 2|k|.
The problem of applying Jadrijević-Ziegler theorem
There are two essentially different systems we can attempt to solve in this problem. One is given in Proposition 5.2 and Jadrijević-Ziegler theorem [12] cannot be applied here because its conditions are not satisfied. The second system has coefficient 16k 3 − 4k on left-hand side of both of the equationswe will show that, while the conditions are satisfied, this theorem cannot give us a useful result.
First, we focus on the system already given.
Lemma 6.1. If (x, y, z) is a solution of the system of equations (4.1) and (4.2), and θ
(1)
2 , where signs are chosen in such a way that
1 − y x and θ
Proof. The first inequality, θ · 1 |x| 2 , was already obtained in [9] . In the same manner,
Furthermore, because of the way the signs were chosen,
Plugging in (6.1), we get
Now we want to apply the following theorem [12] . 
holds for all algebraic integers p 1 , p 2 , q ∈ K, where
Writing
, we see that, to get the same denominators, we need to write θ 1 as
.
2 is, for large k, less than 1 (since the degree of |k| is 6 in the denominator and 4 in the numerator), while the condition of the theorem is L > 1. Therefore, we cannot directly apply this theorem.
On the other hand, we can attempt to solve the following system
and define ϑ 1 , ϑ 2 as
, ϑ
, where the signs of ϑ 1 and ϑ 2 are chosen in the same manner as in Lemma 6.1. In that case, by the notation of Jadrijević-Ziegler theorem,
Remark 7.2 from [12] shows that the condition L > 1 is fulfilled whenever |T | > (4M) 3 . Here, this inequality |(k 2 − 1)(16k 3 − 4k)| > |4(k + 1)| 3 holds for k 3.21. Now we need to show that ϑ 1 and ϑ 2 can be approximated by the quotient of solutions (up to multiplication by some element of Q[i]). More precisely, we will bound ϑ 1 − sx (k − 1)z in the following lemma, where s 2 = (4k 2 − 2k − 1) 2 , and a similar expression for ϑ 2 .
Lemma 6.3. For |k| 5, max ϑ
where t = 4k 2 + 2k − 1.
Proof.
2 , in the same way it follows that
Analogously as before,
2 −
The last used inequality is easily proven by squaring it. It suffices to show that (64|k|
6 for |k| 5, so it suffices to show that 384|k| 6 − 752|k| 5 − 480|k| 4 − 236|k| 3 − 24|k| 2 − 5|k| − 1 0. By repeating this argument, we get the proof of the desired inequality.
We now show that 2l = 2 · 27 64
32M < 5|T |.Since M is the larger among the numbers |k − 1| and |k + 1|, and both of them are less or equal to |k| + 1 (by the triangle inequality), it follows that M |k| + 1. Therefore, we can show that 32(|k| + 1) < 5|16k 5 − 20k 3 + 4|, which holds for |k| 1.33. Namely, 5|16k 5 − 20k 3 + 4| 80|k| 5 − 100|k| 3 − 20, so it suffices to show that 80|k| 5 − 100|k| 3 − 32|k| − 52 > 0, which holds for k with large absolute value.
If we try to apply the Jadrijević-Ziegler theorem, then
log 27 + 2 log (|T | − M) − log 64|k 2 − 1| 2 , and let
Since M < . Now we can conclude that C|k
This inequality can be used to bound the magnitude of solution |z| when λ < 2, because the lefthand side is then a positive power of |z|. The proof for lower bound on |x| is easily modified for |z|. It is not hard to see that |z| |x|, so we could use the same lower bound. Since this lower bound is exponential in |k|, if λ were less than 2, then we would get a polynomial upper bound for |z| and juxtaposition of these two bounds would give us the upper bound for |k|. Unfortunately, λ > 2 here. Namely, this claim is equivalent to P > L and 8(2|T |+3M)|k
Since M = max{|k − 1|, |k + 1|} is linear in k, we can already see that the degree of k is greater in the left-hand side (13 > 10) To conclude, the gap between 16k 3 − 4k and k + 1 is not large enough for exponent λ to be less than 2, and this makes it unlikely to use the usual approach by Diophantine approximation.
We note here that the similar problem of extending D(4)-triple {k − 2, k + 2, 4(k ) 3 − 4k } in rational integers was studied in [2] . For even k = 2k, dividing by 2, we get D(1)-triples having the same form as the triples studied in this paper. In [2] , problem was solved using a similar method we tried to apply here. An amelioration of the analogous theorem in Z was proven there for a specific situation (where numerators under the square root in θ i equal exactly k − 2 and k + 2, while the denominator is divisible by k 2 − 4).
7. Application of linear forms in logarithms to the family {k − 1, k + 1, 16k 3 − 4k}
We continue dealing with the extensibility problem of Diophantine triples {k − 1, k + 1, 16k 3 − 4k}. Sequence (V n ) n is defined as in (4.3), while (W (i) m ) m is defined in Lemma 4.3. Let us remind ourselves that for this family,
3 − 4k and r = k, s = 4k 2 − 2k − 1, t = 4k 2 + 2k + 1.
m for some j, m, n ∈ N 0 and |k| > 2.5, then m n 3m + 2.
Proof. Reccurence relations and Lemma 5.1 inductively imply the following inequalities
If we assume the contrary, n m − 1, then 8|k| 2 − 4|k| − 3 2|k| + 1, which creates a contradiction when |k| > 2.5. We now assume n 3m + 3. From V n = W m it follows that (8|k| 2 + 4|k| + 3)
By solving the reccurence relations defining (V n ) and (W m ), we get that
We remark that Q Q and P = a c P. However, with m 3, we have the same bounds on Q and |P | − |Q |. They are obtained in a similar manner: 11, which is equivalent to |k| 23.
Similarly, it holds that |P | 12 so
. Therefore, the conclusion of Lemma 2.6 holds for the linear form Γ = log Λ = log |P | |Q | as well.
7.1. Minimal polynomials. Let k = µ + iν and
. [9] . In the same paper, it was shown that h(α 1 ) 1 4 log (2|k| + 1). The minimal polynomial for α 2 is determined with the help of Mathematica [14],
Polynomial p 2 (x) has the following zeroes:
and
which implies h(α 2 ) 1 4 log |9k 2 | = 1 2 log 3|k|. Polynomial p 2 (x) has the following zeroes x 1,2 = ±α 2 ,
x 3,4 = ±|s− √ ac|, x 5,6 = ± |s| 2 − |ac| + (|s| 2 − |ac|) 2 − 1 and x 7,8 = ± |s| 2 − |ac| − (|s| 2 − |ac|) 2 − 1, and |x i | = 1 for i = 5, 6, 7, 8. This implies that
and, consequently h(α 2 ) 1 4 log |9k 2 | = Proof. One can guess the minimal polynomial for α 3 and all conjugates. The first eight are x 1,2 = ±α 3 ,
Furthermore, x 9 , . . . , x 12 are zeroes of
, the next eight of This suffices to find the bound we need here. Namely, the zero of the monic polynomial is bounded from above by the sum of the absolute values of its coefficients. For this polynomial, we can see that the coefficients have at most the order of |c| 2 · |a| (or ·|b|). More precisely, we will show that all the coefficients of x 2 -terms are less than 3|k| 7 , while all the free coefficients are less than 1025|k| 7 for k large enough.
The coefficient of x 2 in q 1 and q 2 is less than or equal to 2|c|(|b| + |a|) 2|16k 3 − 4k|(2|k| + 2) |k| 5 for |k| 65. This type of claim is proven as earlier in the paper, by using the triangle inequality and analysing the obtained functions of |k|. For all three bounds it holds that h (α i ) 7 log |k|. We now apply the following well-known theorem from [4] . 
}.
We use the logarithm only for absolute values (positive reals), but this theorem holds more generally. For the logarithm of a complex number z = re iϕ with r > 0 we can take log z = log r + iϕ. For odd w, we get that D(v, w) ≡ 2 (mod 4), which cannot be a square. For w ≡ 2 (mod 8), it holds that D(v, w) ≡ −16 (mod 64), while for w ≡ 4 (mod 8), D(v, w) ≡ 128 (mod 256) and again the discriminant cannot be a square.
For w = 6,
