The present paper provides some differential results dealing with the morphological dilation of a compact set in the nonregular case. Indeed the evolution of dilated sets with respect to time is characterized through mutational equations which are new mathematical tools extending the concept of differential equations to the metric space of all nonempty compact sets of ~R n. Using this new tool, we prove that the mutation of the dilation is the normal cone which is a generalization of the classical notion of normal. This result clearly establishes that the dilation transforms this initial set in the direction of the normal at any point of the set. Furthermore, it does not require any regularity assumptions on the compact set.
Introduction
The first class of problems raised in mathematical morphology ( [18] , Matheron, [28] , Schmitt-Mattioli, [29] , Serra) deals with ways of comparing a given shape with a known one, called a structuring element, and to construct and study "morphological operators", such as "dilations", "erosions", "openings", "closings" and morphological filters. Multiscale morphological analysis leads to studying of the evolution of morphological tubes which are set-valued maps K: t ~ I~ + K(t) C ~". In this work, we examine the evolution of the dilation tube: K(t) = K @ tS where K (resp. S) is a subset (resp. a compact convex subset) of ~n, and @ represents the Minkowski addition [23] , Minkowski. Several studies have investigated the problem of a differential characterization of these operators and especially dilation. But most of these studies have been done in a regular context ( [8] , Boomgaard), through partial differential equations ( [9] , Brocket-Maragos, [1] , Alvarez et al.) or through partial differential inclusions ( [20] , [19] , [21] , [22] , Mattioli) . Let us remark that the slightest dilation of a very regular function (or set) may produce a non-regular result.
Let us recall these previous results in the functional case. The use of the hypograph allows us to consider the functional case in the same way as the set case.
We can characterize every function f: IR" ---> ~ by its hypograph 7-lp(f) = {(x, t) 6 JR n x R ] f(x) > t}, also called in mathematical morphology subgraph or umbra. In [1] , [9] , the authors have shown that if the following map (t, x) v--> Ue(t, x) = (f @ tS)(x), defined by 1 7- where or(S, x) = SUpyes(X, y} is the support function of S and where (x, y) denotes the scalar product on R".
tp(f ~ tS) = 7-[p(f) ~3 t(S x
Here, we wish to establish a more geometrical result on dilation. To this aim, we propose to consider this problem in the mathematical framework of mutational equations ( [3] , [4] , Aubin, [11] , [14] , Doyen) which allows one to extend the concept of differential equations to the metric space E(R") of all non-empty compact subsets of IR n. This means that we can characterize the evolution K (t) of a compact geometric set K in a differential manner, without any regularity assumptions on the shape that we deal with, through a kind of differential equation (mutation) of the type
where f associates to a domain K a vector field (singlevalued or set-valued) and/((t) represents the derivative (in a sense to precise) of K(.) at time t. The essential idea is that the tube K(.) evolves in the direction f (K (.)), which can depend itself on the tube. Roughly speaking, this means that every point x • K(t) moves along the trajectory f(K(t))(x). The interest is that this gives a geometrical point of vue of the "trajectory" of the tube K(.), the dynamic of the tube being related to the global evolution of K(.). Furthermore, basic theorems of classical differential systems, as the Cauchy-Lipschitz and Lyapunov ones, can be adapted to mutational equations ([151, [121, Doyen) . This provides tools for studying set evolution. Applications to vision based control have emphasized the interest of this approach ( [11] , [13] , [15] , Doyen).
In the present paper, we show that the morphological tube K(t) = K ~ tB, which corresponds to dilation with respect to the Euclidean unit ball B, satisfies the following mutational equation
where NK : x --+ NK (x) represents the subnormal cone of the set K at the point x for the Euclidean norm. This result clearly establishes, without any regularity assumptions on the compact set K, the intuitive idea that the dilation transforms the initial set K in the direction of the normal at any point of the set. Indeed, when the set K is a regular manifold, the subnormal cone NK (x) is reduced to the half-line spanned by the outward normal n (x) and we rediscover results obtained in the regular case [8] . Figure 2 (b) presents some normal cones, and the main result is illustrated on Fig. 3 .
The paper is organized as follow. First we present dilation by introducing the concept of gauge. Then we give the notion of generalized gradient and we use it to show the relation between gauge and normal cones. We present differential inclusions, which will be used to define mutational derivatives. We give the mutational equation of dilation. Finally, we apply the mutational version of the Cauchy-Lipschitz theorem to compare the evolution of dilations with two different structuring elements.
Dilation, Structuring Element and Gauge
Specialists of morphological mathematics study shapes or images through a structuring element which allows to compare these shapes. A basic morphological operator is the dilation. There exists several ways to define dilation by a structuring element S. Here we propose to introduce this notion using the gauge associated with the structuring element.
The gauge associated with a structuring element S C 1R n is defined as follows js(x) := inf ~.
3.>O,x~LS
We can see at once that the following characterization of S holds
If S is the Euclidean unit ball B of R n centered at the origin, the gauge is identical to the Euclidean norm. More generally, when the set S is compact, convex, with non-empty interior and symmetric with respect to the origin, then the gauge defines a norm (see [5] , Aubin) . In this case, we can introduce a distance associated with S defined by
dS(x, y) := js(x -y).
One can check that these distances are equivalent 2 to the usual one (Euclidean) which corresponds to the choice of S = B, the Euclidean unit ball of R ~, centered at the origin. Through the gauge, we can also define a distance between a set K and a point x by dS (x) := inf js(x -y), yEK and the projection FI s (x) of x on K associated with S as follows
We can easily state that lidS(x)-dS(y)ll < js(x -y).
Furthermore, when the set S has a non-empty interior, we can check that the map
is Lipschitz, i.e. there exists c~
The dilation, at scale t > 0, of a closed set K C JR n by a structuring element S is defined as follows (see Fig. 1 ) 
Original shape
Dilation by the unit Euclidean ball in R 2.
Dilation by the unit Euclidean ball and is equal to

Ks(t) = K ~ tS = {k + ts [ k ~ K, s E S}.
Generalized Gradient and Subnormal Cone
In the sequel, we assume that S is a compact convex set symmetric with respect to the origin, with non-empty interior. Generally, the distance function x w-~ dS(x) is not differentiable in the classical sense (except when K is convex). But, since it is a Lipschitz map, we can consider its generalized gradient.
Generalized Gradient
A Lipschitz map f is almost everywhere differentiable. 
C,f(x)(v) := limsup h-+O+,x'-+ x h f (x' + hv) -f (x')
• The generalized gradient of f at x is
REMARK. We can see at once that, if f is C 1, then the generalized gradient Of(x) is reduced to a singleton, and we have Of(x) = {Vf(x)}.
EXAMPLE. Let f: IR --+ R be defined by f(x) = [xl
for all x 6 N. Then the generalized gradient 3f of f is equal to
As described in [7] , Aubin-Frankowska, the setvalued map 3
x "~ Of(x)
satisfies some nice properties that we list below. We can characterize the continuity of a set-valued map in several ways. We recall here the concept of upper-semicontinuity of a set-valued map. DEFINITION 3 (Upper-Semicontinuity). Let X be a normed space, and F be a set valued map from X into X. The map F is said to be upper-semicontinuous at x0 if
PROPOSITION 2. Let f: R n -+ ]R be a Lipschitz map and x be in IR n. Then
where B is the unit ball of X.
'¢x ~ {x0} ¢ oB,
is upper semicontinuous with convex compact values.
Distance Function and Sub-Normal Cone
In the sequel, we always assume that K is a closed subsed of I~ n. The distance function x ~ dS(x) is a Lipschitz map. Hence, we can consider its circatangent epi-derivative and its generalized gradient. To compute the generalized gradient of d s, we need two lemmas which are stated and proved in appendix. We then have the following propositions.
PROPOSITION 5. Consider a compact convex symmetric with respect to the origin set S C ~n with non-empty interior such that js is uniformly differentiable. Then, for every x ~ K c,
The proof of all the theorems and propositions of this paper are given in Appendix. 
o4(x)=co(X-n (x) /"
The distance function allows us also to define the notions of tangent and normal spaces of a set K at a point x without any regularity assumptions on K.
DEFINITION 7 (Tangent and Normal Spaces).
Let K be a closed subset of~ n , S a compact convex symmetric (with respect to the origin) set with non-empty interior and x an element of R n.
• The external circatangent cone of K at x associated with S is C (x) := {v Iqd (x)(v) < 0}.
• The external subnormal cone of K at x associated with S is the negative polar cone of C s (x) i.e.
Examples of these cones are presented in Fig. 2 .
REMARK. We denote by CK (x), NK (x) the cones associated with the Euclidean norm (i.e. S = B).
Let us point out here that, when x belongs to K and when the structuring element is the Euclidean unit ball, the external circatangent cone coincides with the usual Clarke cone i.e.
/vl lim d~c(x' +hv) _ 01. CK(X) [ I h~O,x'~x h
I
Let us also make precise that, when the set K is regular s , this tangent cone corresponds to the classical definition of the tangent space, and when K is convex, it is the definition used in convex analysis i.e.
Let us mention a link between the generalized gradient of the distance functions to K and the subnormal cone. To do this, let us recall respectively the definitions of the polar set S* of a structuring element S. 
Differential Inclusions
This section is a brief survey of differential inclusion theory. We recall basic facts about it, and focus especially on the reachable maps which will serve as "tangent line" in the definition of mutational derivatives. For more details on the differential inclusion theory, see [6] , Aubin-Cellina, 
'(t) F(x(t)).
Let us describe the (non determinis.tic) dynamics of a system by a set-valued map F from the state space ]1{ n to itself. We consider initial value problems (or Cauchy problems) associated to differential inclusion (2) satisfying the initial condition x (0) = x0.
for almost all t ~ [0, T], x'(t) e F(x(t))
DEFINITION 1 ([6]). Let F be a set-valued map from ]1{ n to ~n. A map x: [0, T] --+ ]1{ ~ is a solution of the differential inclusion x' ~ F(x) if x(.) is absolutely continuous and x'(t) ~ F(x(t))
almost everywhere on [0, T].
We denote by S(x0) or by SF(XO) the (possibly empty) set of solutions to differential inclusion (2).
DEFINITION 2 (Solution Map). We shall say that the set-valued map S defined by Dom(F) ~ x ~+ S(x) is the solution map of F (or of differential inclusion (2).)
We associate with the solution map S F" X ,x.-~ C(0, oo; I~ n) of the differential inclusion (2) the reachable map, (or flow, or set-valued semi-group) defined in the following way:
DEFINITION 3. For any t > 0, we denote by OF(t, X) := (SF(X))(t) the set of states x(t) reached from x through differential inclusion (2) and by
OF(t, K) : = (SF(K))(t)
the set of states x (t) reached from K by solutions x (.) SF (X). It is called the reachable map.
The reachable map OF(t, x) enjoys the semigroup property:
Vt, s > O, ~gr(t + S, X) = OF(t, (OF(S, X)))
For the time being, let us mention that these maps are closed.
Mutational Equation of the Dilation
Mutations of Tube
The mathematical framework that we describe now, is inspired from ideas introduced in shape optimization (shape design) where one tries to optimize a criteria defined with respect to a geometric domain. The need for necessary conditions of optimality implies the definition of a gradient with respect to the domain. But generally, the solution, if it exists, is not regular and we have to face the non vectorial structure of the working space. This leads to the adaptation of the notion of perturbation of a domain. The situation is similar if we search for a derivative with respect to time of an evolving domain.
The mathematical framework of mutational equations [4] , Aubin allows us to extend the concept of differential equations to the metric space E(E) of all non-empty compact subsets of ~n.
For defining mutational equations, we supply the space K(~ n) with a distance d (for instance the Hausdorff distance given by p(K1, K2) = sup{dK1 (x) --dr2 (x)}).
We next associate with any set-valued map F: R n --~ ~", a transition (a reachable map) OF(h, K). 
(x + h) -(g(x) + hu) = 0 h~O+ h
We translate this formula by replacing the half-line {g(x) + hu I h > 0} by the reachable map, and the norm by the distance. DEFINITION 1 (Mutation). Let F be a set-valued map from R" into ~". Consider a tube K: ~+ "-~ I~ n. If, for a given t E ~+, the set-valued map K(.) satisfies
d(OF(h, K(t)), K(t + h))
we shall say that F is a mutation at time t of the tube K and we shall write K'(t) 9 F.
EXAMPLE. Let us point out, through a simple example, that the uniqueness of the mutation is not ensured, which justifies the notation. Indeed, consider the constant tube in ~2
where B is the Euclidean unit ball. It is clear that o 0 E K(t), Yt.
But we can also check that the Lipschitz map defined by satisfies qg(x, y) = (-y, x) e ~:(t).
Mutational Equations for Dilation
In this section we give three characterizations of the mutation of the dilation tube. These results will give more and more accurate information on how is the instantaneous deformation for dilation. Let 5r(/~ n) the family of set-valued maps from ~" to ~n. Now, if we consider a map f: R + x E(E) ~-+ ~r(~,) associating with a pair (t, K) a set-valued map x ~ f(t, K)(x), we can define a mutational equation for tubes
K(t) ~ f(t, K(t)),¥t > 0
As a first result, dealing with the dilation, we can check the following proposition (see Fig. 3 
But we can be more precise in the following way. Indeed we prove here that the dilation by the Euclidean unit ball satisfies the following mutational equation which describes that the evolution of the dilation can be reduced to the evolution in the normal directions (see Fig. 4) . cone to obtain the dilated set.
PROPOSITION 3. Let K be a compact subset of R n and B be the Euclidean unit ball of N n. The dilation tube K(t) = K (~ tB satisfies
{ R'(t) ~ Odd(t)
Using this proposition, we can prove the following theorem: 
~:(t) ~ B K(t) ~ NK(t) n B
Comparison Between Dilations
The mutational approach gives a formalism to represent the evolution of tubes. But within this framework, we can also adapt fundamental theorems of the ordinary differential equations as the Nagumo or CauchyLipschitz ones ([4], Aubin, Doyen), and the Lyapunov method. We use here the Cauchy-Lipschitz version for tubes to estimate the difference between the evolution of dilations governed by distinct structuring elements $1 and $2.
We recall first the extension of the Cauchy-Lipschitz theorem for tubes which allows to compare the evolution of sets with respect to the initial conditions and to dynamics. We shall denote by LIP(E, N n) the family of Lipschitzean set-valued maps from a subset E of R n into R".
For ~: [0, 1 ] x R n --+ R n, we note
d(~/(h, x), ~p(h, y))
II~PlIA :----sup < +o,v 
--+ E(E) be a continuous tube having a mutation hi(.) ~ LIP(E, 1R n) and f: E(E) ~,~ LIP(E, IR n) be a map such that
i) VK E E(E), f (K) is nonempty closed, ii) f is k-Lipschitz, iii) [[fll = sup sup II~Plla < +c~, KEIC(E) ~kEf(K) o iv) t --+ y(t) = dLlp(H(t), f(H(t))) is integrable on [0, T].(5)
Let us set r}(t ) = e(llfll+k)t d ( Ko, H(0)) fo' ° + e("fll+k)(t-'~dLip(H(s), f(H(s)))ds.
Then, from any Ko c E(E), starts a unique solution K(.) to the mutational inclusion B2 ~ f(g) and we have d(K(t), H(t)) < O(t).
We can apply this result to compare the evolution of two dilations
Ks,(t)= K OtS1
and K&(t)= K ~)tS2.
and symmetric sets of ~ n. We obtain
d(K&(t), K&(t)) <_ td(S1, $2).
EXAMPLES. 2. Taking in 1R 2, the structuring elements S1 = B and $2 the unit hexagonal structuring element, we obtain
Conclusion and Discussion
In this paper, we gave some different characterizations of the dilation tube of non regular domains in the framework of mutational calculus [4] . We especially focus on the interest of the normal cone (of non regular analysis). It appears that the mutational result involving the normal cone can be generalized to any convex compact symmetric with respect to the origin structuring element S [24] , [!6] ; in particular, we found K(t) ~ Nso) A S but for the convenience of the reader, we gives here only results and proofs in the case of the Euclidean unit ball.
By computing the mutational derivatives of dilation, we expect to find the set of directions minimal to obtain the dilated set from the original one. Our next goal is to translate this continuous result to a grid, in order to produce an effici.ent algorithm for computing dilations. Our simplest result (Formula 3) means that we need all the structuring element for computing the dilated set: this is the simplest algorithm one can think of, and it is widely used in mathematical morphology. But with our finest result (Formula 4), we expect to restrict the directions needed, in a similar way to [26] , [27] , Schmitt, which gives an algorithm to compute the dilation by an hexagonal structuring element for the binary case using a restricted set of directions.
On the other hand, this work let us with some open questions. First, what is the "minimal" mutation in the sense of the smallest set of directions one need to follow the evolution of dilation. Second, how can we apply this framework to others morphological operators such as erosion, closings, and openings? Whatever will be the answers, we are deeply conviced of the interest of non-regular analysis in dealing with mathematical morphology.
Appendix
LEMMA 1. Consider a compact convex symmetric set S C I~ n with non empty interior. The map x "~ I'IS(x) is upper semicontinuous.
For a proof of this lemma, see for instance [7] , Aubin-Frankowska.
LEMMA 2. Consider a compact convex symmetric set S C I~ n with non empty interior such that js is uniformly differentiable. If d s (.) is differentiable at a point x E K c, there exists an unique projection riSK (x) and
v4(x) = Vjs(x -nS(x)). 
PROOF. Let us consider any z ~ I-IS(x). Inequality dS(x + hv) -dS(x) is(x -z + hv) -js(x -z)
> (Vjs(z -Zh), v) --e(h)
_ > inf (Vjs(x -Zh), V) --e(h) Zh e H s (x+hv)
Therefore, taking the inferior limit in both sides, we obtain the opposite inequality 
Therefore p ~ NS (x).
On the other hand, we have
dS (x ' + by) -dS(x ')
C,flS(x)(v) < limsup h ~O+,x'--, x h < Ojs(v).
Consequently, for any v, we obtain
(p, v) < js(v).
Hence, since for any v 6 S we have js(x) < 1, this yields sup(p, v) < 1. []
