This article attempts to measure the cognitive or informational load in interpreting by modelling the occurrence rate of the speech disfluency uh(m). In a corpus of 107 interpreted and 240 non-interpreted texts, informational load is operationalized in terms of four measures: delivery rate, lexical density, percentage of numerals, and average sentence length. The occurrence rate of the indicated speech disfluency was modelled using a rate model. Interpreted texts are analyzed based on the interpreter's output and compared with the input of non-interpreted texts, and measure the effect of source text features. The results demonstrate that interpreters produce significantly more uh(m)s than non-interpreters and that this difference is mainly due to the effect of lexical density on the output side. The main source predictor of uh(m)s in the target text was shown to be the delivery rate of the source text. On a more general level of significance, the second analysis also revealed an increasing effect of the numerals in the source texts and a decreasing effect of the numerals in the target texts.
Introduction
Cognitive demand during the interpreting task arises from the division of attention between listening to the input utterance and orally rendering the translation. With multiple tasks simultaneously demanding cognitive resources, interpreters can be said to operate constantly under heavy cognitive pressure. In light of this high processing load, Gile (1999) formulated the 'tightrope hypothesis, ' stating that, all things being equal, interpreters normally work at the limits of their processing capacities.
Since initial inquiries into interpreting, researchers have attempted to represent the various stages of information processing during the interpreting task using models. For instance, Gerver (1975) and Moser-Mercer (1978) present models for processing, which subsequently were outlined by Paradis (1994) from a neurolinguistic perspective and by Setton (1999: 65 ) from a pragmatic-linguistic perspective. Gile's Effort Model (Gile 1997 (Gile , 2009 ) and Seeber's (2011) Cognitive Load Model explicitly represent the interpreting process as a 'cognitive management problem. ' These models consider interpreting to be the maintenance of an equilibrium between various cognitive demands centered around three challenges: a language comprehension task, a language production task, and memory storage. Gile's Effort Model additionally includes a coordination task.
Due to their focus on the 'processing costs' of interpreting, these models also have explanatory power in that they aim to predict when translation goes awry. Information overflow -i.e., when the processing load exceeds that of the interpreter's processing capacity -is one instance in which the oral rendition is less than ideal. Such information overflow is traditionally held responsible for the socalled errors and omissions: when an interpreter runs into difficulty processing a certain input segment, this may result in an inaccurate translation or a failure to render the segment altogether. Dillinger (1994) and Tommola and Helevä (1998) present corroborating evidence in studies that demonstrate that translations become less accurate when the source texts are propositionally denser.
However, the issue of what constitutes an 'interpreting error' is not without problems. Barik (1975) set out to develop a typology of 'translation departures' in interpreting, distinguishing between the general categories of omissions, additions, and substitutions and errors, with each category being further divided into subtypes. Barik's typology, however, was heavily criticized by Gerver (1976) for being too subjective to apply. Since then, the precise definition of an 'interpreting error' has been wanting.
As a consequence, interpreting researchers shifted their attention to disfluencies, such as false starts or repairs, and silent or filled pauses, the latter of which is most typically exemplified by uh(m) (Levelt 1983) . Disfluencies are generally regarded by psycholinguists as a means of indirectly examining cognitive load, and experiments suggest their use to be symptomatic of new information (Arnold et al. 2003; Clark and Fox Tree 2002) or heavy constituents (Arnold et al. 2000; Watanabe et al. 2008; Swerts 1998) . 1 Ever since Goldman-Eisler's (1967) inauguration of 'pausological' studies in interpreting, most research has been done on silent and filled pauses. Tissi (2000) , for instance, analyzed a corpus of ten students' interpretations of two excerpts from political roundtables. The study found that silent pauses are fewer but longer in target texts than in source texts, but that filled pauses exhibit considerable individual variation. Cecot (2001) replicated this finding in a study with eleven professional interpreters. Finally, Mead (2000) demonstrated that fifteen students produced more filled pauses when interpreting into their B language than into their A language (the results were not significant for the silent pauses). All these findings lend support to a scheme such as summarized by Setton (1999: 247) , reproduced in Table 1 . However, the occurrence of disfluencies in interpreting has never been systematically investigated in naturalistic interpreting settings. Unlike other studies, this study will take both a classic and a 'comparable' approach. The classic approach studies the influence of the input (the source text) on the output (the target text). This is the approach taken by Gerver (1969) , Barik (1975), and Shlesinger (2003) . In the terminology of Gile's Effort Model, the classic approach can be equated to the study of the listening effort, i.e. the amount of cognitive load required in order to process the critical features of the source text. The comparable approach, on the other hand, contrasts data from interpretations with data from spontaneous noninterpreted speech. This approach has become customary in the field of translation studies since Baker (1993) and can be used to study which features distinguish translations from non-translated text. In our study, the comparison of spontaneous speech and interpreting will be used to measure the effects of the production effort on the frequency of filled pauses (i.e., uh(m)'s). Interpreters experience cognitive load not only on the input side but also on the output side, as they have to formulate their translations within a very limited time frame. Comparing the features of their utterances with the features of spontaneous speech, both in relation with disfluencies, will enable us to identify what aspects of the production effort cause disfluencies. This study will thus be the first to cover the disfluency-inducing aspects of both source text and interpretation. Previous studies have focused solely on source text features and the particular patterns of interpreter behavior which they elicit. It is relevant and important to distinguish both aspects as the efforts involved are different. For instance, numbers may be cognitively more demanding to process than to produce, especially for interpreters (Mazza 2001; Pinochi 2009 ). Interpreters also apply various strategies to reduce cognitive load both on the input side (e.g., shallow parsing, cognate translation; see Riccardi 1998 ) and on the output side (e.g., chunking of complex sentences, reordering of information, anticipation). Consequently, source texts and interpretations exhibit different features of cognitive load, and information overload is expected to be more of a problem on the input side than on the output side: interpreters do not have any effect on what they hear, but they do control what they say. Our study will enable us to tell whether these expectations are fulfilled.
In short, the research questions we seek to answer are:
1. What aspects of cognitive load lead to disfluencies for both spontaneous speakers and interpreters? 2. Do interpreters struggle more with cognitive load on the input side than on the output side?
In the next sections, we will successively define and operationalize the concept of cognitive load and describe the data. Then, the corpus-based statistical methodology employed to answer the research questions will be discussed. Results of this analysis are then presented and discussed within the context of the previously mentioned models with some general conclusions drawn at the end of the article.
Cognitive load: Definition and causes
Cognitive load, information overload, and related concepts all rest on the idea, first explored in the 1950s by Welford (1952) and Broadbent (1958) , that the human working memory has only limited capacity, which prevents it from performing several tasks simultaneously at the same speed and the same level of efficiency as when the tasks are performed separately. It has also limited capacity for storing the information that is necessary to perform the tasks. Over the years, models of information processing in humans have evolved, but the overall picture of matching demands with capacities is still very much in use. In interpreting, Gile (1997) and Seeber (2011) are examples of the capacity-demand model. Cognitive load is defined by Seeber (2011: 187) as "the amount of load generated by individual concurrent tasks" involved in a cognitive process, where load is represented by the demands of the individual tasks. Load is determined both at the macrostructural level, i.e., the level of the major task categories (perceptual, cognitive, response), and at the microstructural level, i.e., the level of linguistic chunks. Cognitive load not only depends on the resources required by the individual tasks but also by the extent to which they interfere with each other. Tasks that involve similarly-structured processing dimensions interfere more than tasks relying on different structures, thus increasing the cognitive load.
Seeber (2011) lists two input features that are known to increase the cognitive load in simultaneous interpreting: delivery rate and late verb placement. On the output side, Seeber describes several interpreter strategies for dealing with differences in verb placement between source and target language in terms of the cognitive load they generate. However, the article does not provide empirical evidence in support of these theoretical constructs. Seeber (2013) discusses the potential of pupillometry to generate empirical evidence to investigate cognitive load, but does not include a dataset.
Our study will use the frequency of filled pauses or uh(m)'s as evidence of increased cognitive load, in reference to the findings reported in the psycholinguistic literature (cf. the studies mentioned in the previous section). The independent variables that will be analyzed as having a potential effect on cognitive load include: source text delivery rate, the proportion of numbers, the lexical density, and the average sentence length. In this study, each of these measures will be computed for each text as a whole.
Delivery rate is reported not to increase cognitive load significantly in the comprehension of spontaneous speech (Voor and Miller 1965) but has been shown to considerably influence interpreter performance (Gerver 1969; Pio 2003) . The same can be said about numbers: to our knowledge, there is no evidence in the cognitive literature suggesting that the comprehension or production of numbers in spontaneous speech increases the cognitive load in the hearer or in the speaker respectively. There is, however, ample evidence that the presence of numbers affects the interpreter's performance (Gile 2009 ) and constitutes one of the most important sources of stress in the interpreting community (Alessandrini 1990) .
Lexical density and (average) sentence length are traditional measures of text difficulty. Lexically dense texts are harder for readers to comprehend and their retention scores are generally -but not always -worse, indicating that the subjects experience difficulties in coping with the cognitive load generated by a high lexical density (Kintsch et al. 1975; Gibson 1993) . Gile (2008) points to the lexical density as one of the prime determinants in cognitive load in interpreting. Sentence length, in contrast, is a traditional readability parameter (Flesch 1948) because long sentences are assumed to be harder for readers to process and to retain. In interpreting, Gile (2008) highlights source text sentence length as one of the factors increasing cognitive load in interpreters, adding that length as such is probably not a factor, but the syntactic complexity that comes with it in most cases. Chmiel and Mazur (2013) report that in an experiment on sight translation performed by trainee interpreters long sentences receive longer fixation times, indicating an increased cognitive load with the interpreter.
Research into the factors of cognitive load in interpreting has been predominantly source-oriented. The features of the target text are usually not deemed relevant enough to be included in the cognitive load of the interpreter. However, it is reasonable to assume that the cognitive load of an interpreter is also influenced by his or her attempts to produce a target text at high speed, with high lexical density, a high proportion of numbers, and with long sentences. As the aim of this study is to examine the cognitive load on both the input and the output side, we will also measure the four parameters of cognitive load in the target texts.
Data
Corpus-based studies are still relatively rare in interpreting studies. Shlesinger (1998) was the first to call upon the research community to compile corpora with interpreting data and only some research institutes have followed suit: BolognaForli; Hamburg; Ghent and Poznan (for an overview of current research in corpus-based interpreting studies, see Straniero and Falbo 2012) . Corpus data have considerable advantages and can prove useful to investigate cognitive load in more naturalistic settings. Since the data are collected from real-life interpreting events, these data can overcome some of the challenges traditionally associated with highly-controlled experimental settings. Corpora are typically designed to examine a variety of linguistic phenomena and paralinguistic conditions that are representative of language in use. Consequently, they should cover as many instances as possible of the linguistic activity under scrutiny and not just one or two phenomena, as is typically the case in research based on ad hoc recordings of an individual interpreter at a particular conference. In sum, corpus data have the advantage of representing actual instances of interpreting carried out by a variety of professionals under working conditions.
The data used for this study are collected from a corpus of interpreted Dutch and from a corpus of non-interpreted Dutch. The corpus of interpretations was compiled at the Department of Translation, Interpreting, and Communication of Ghent University. It consist of plenary speeches and their interpretations recorded in the European Parliament from 2006 until 2008. The source languages in the corpus are currently restricted to French, Spanish, English, and Dutch. The available target languages are Dutch, French, and English. The audio-visual fragments (which are downloadable on the website of the European Parliament) are transcribed according to the guidelines of the VALIBEL corpus (Bachy et al. 2007 ).The corpus is still under development, and its current size is about 220,000 tokens. For the purpose of this study, only the sub-corpus of the French source speeches and their Dutch interpretations will be used. That sub-corpus has additionally been tagged for parts-of-speech, lemmas, and chunks by means of the 'LeTs Preprocess Toolkit' (Van de Kauter et al. 2013) .
The corpus of non-interpreted Dutch is the sub-corpus of parliamentary debates ('component g') of the Spoken Dutch Corpus (Oostdijk 2000) . The compilation of the Spoken Dutch Corpus was a joint venture between several Netherlandic and Flemish universities and was undertaken from 1998 until 2003. The Netherlandic part of component g contains about 220,000 tokens and the Flemish part contains about 140,000 tokens. The whole corpus is annotated for parts-of-speech and lemmas. Table 2 presents some summary frequencies of both corpora. For obvious reasons, the French sub-corpus of EPICG has the same number of files as the Dutch sub-corpus, as the latter are the interpretations of the former. It can be seen that the Spoken Dutch Corpus is somewhat larger, and the Netherlandic texts in particular are also slightly longer. The distinction between the Netherlandic part and the Flemish part will not be taken into consideration in the analysis. 
Method
In both corpora, the number of uh's and uhm's (or euh's and euhm's, as these are the transcription conventions in the EPICG) were counted by means of a Python script. The uhm's were counted separately from the uh's, but because their frequencies proved to be rather low, they will be taken together with the uh's in the analysis. The next step consisted of operationalizing the notion of cognitive load in terms of the four 'informational measures' mentioned in Section 2. The delivery rate of a text was defined to be the total number of words of a text, divided by time that the utterance of the text lasted, measured in minutes (i.e., each text contained information on its time lapse in seconds, the total of which was divided by 60). The lexical density of a text was defined as the total number of content words in the text divided by its total number of function words. That distinction was determined on the basis of the part-of-speech tags in the corpora. The content words were taken to be the nouns, adjectives, adverbs derived from adjectives, and non-auxiliary verbs. The function words are the articles, conjunctions, prepositions, pronouns, the so-called pronominal adverbs (e.g., daarin 'therein, ' hiernaar 'hereto, ' or waarvan 'whereof, ' in Haeseryn et al. 1997: 490-503) , and auxiliary verbs (initially, the conjunctions and conjunctive adverbs were counted separately in view of Shlesinger's (1995) and Mizuno's (1999) claims about the interpreters' awareness of cohesive markers, but preliminary analyses revealed this measure not to be significant). The third measure of cognitive load is the proportion of numbers in a text. This measure was defined as the total number of numerals in a text (again determined by the part-of-speech tags) divided by the total number of words of the text. Finally, the baseline informational measure of the average sentence length of a text was defined as the total number of words in a text divided by the total number of sentences.
Those four informational measures were used to predict the occurrence rate of uh(m) in two analyses. The first analysis was a direct application of the Bakerian 'comparable' approach in that the scores of the 240 non-interpreted texts were compared with the scores of the 107 Dutch target texts. The binary distinction between interpreted Dutch (NED_in) and non-interpreted or original Dutch (NED_or) was defined as a categorical variable, so that the interactions between this variable and the four informational measures would reveal the different impact of each informational measure in interpreting and spontaneous speech. As mentioned in Section 1, it can be said that because this analysis focuses on the output, its objective is to reveal the difference in production effort between interpreting and non-interpreting. Because the source texts were absent from this analysis, they were taken into account in the second analysis: the occurrence rate of uh(m) in the 107 target texts was predicted on the basis of the four informational measures in both the source texts and the target texts. The proportion of uh(m) in the 107 source texts was added as the ninth predictor, in order to examine whether disfluencies in the source text facilitate interpreting or not. 2 This second analysis measures the cognitive load of both the source texts and the target texts and aims to capture the listening effort next to the production effort in interpreting. Goldman-Eisler (1967) and Gerver (1975) , and to date, there is little consensus. One rationale for its potential usefulness is that these serve as placeholders for the interpreter to fit in as much of the interpretation as possible.
The issue of source text disfluencies has been examined by
In both analyses, the frequency of uh(m) given the text length (as expressed by the total number of words) was modeled as a function of the informational measures. The technical term for such an analysis is a rate model, as it models the relative count of uh(m) conditional on the text's total number of words. The total number of words figures as a controlling variable or so-called 'offset' which is itself not estimated but which influences the estimation of the parameters of interest. The details of rate models are extensively discussed in Agresti (2013: 385-391) and programming commands for the R software can be found in Faraway (2006: 61-63) . Table 3 presents some summary statistics on the informational measures. Since all informational measures are somewhat skewed to the right (with the sole exception of the delivery rate of non-interpreted Dutch texts), they were log-transformed (after a normalizing constant of 0.5 was added). The subsequent preliminary analysis furthermore revealed some multicollinearity among the logtransformed measures (as indicated by high Variance Inflation Factors, see Fox and Weisberg 2011: 325-327). The correlation matrices of the variables in both analyses are shown in the Appendix. Finally, the original rate models, which assumed an underlying Poisson distribution for the frequency of uh(m), exhibited 'overdispersion' , i.e., the variance of the counts was disproportionally high in comparison to the mean. The estimated dispersion parameter of each analysis will be given with all other results in the next section. Both rate models were refitted by means of the quasi-Poisson distribution (Faraway 2006: 59-61) .
Analysis

Analysis 1: Comparison of interpreted and spontaneous speech
The rate model of all 347 texts fits well (G² = 2016.640; df = 9; p < .001). The estimated dispersion parameter is 12.78, which is taken into account in adjusting the standard errors and residuals of the model. The residuals exhibit only 4.61% (i.e., 16 out of 347 observations) to be greater than two in absolute value. There are no influential observations or so-called leverage points on the estimates (as determined by Cook's D and dfbeta). Table 4 lists the effects of this model, which are also visualized in the 'effect displays' in Figures 1-9 . These effect displays are made with the R package effects (Fox 2003) , and they are highly useful as they automatically transform the effects back to the original log-transformed and standardized variables. There is a clear difference between non-interpreted Dutch (NED_or) and interpreted Dutch (NED_in), as the interpreters produce significantly more uh(m)'s than non-interpreters (Figure 1 ). The effect of delivery rate conforms to expectation, as a higher delivery rate leads to an increase of uh(m)'s ( Figure 2 ). For interpreting, however, the effect is smaller, as demonstrated by the slope in Figure 3 . The difference between the interpreters and the non-interpreters for delivery rate is not statistically significant. That may reflect the fact that different interpreters employ different coping strategies if the delivery rate becomes higher. Future qualitative analyses will have to shed light on this interpretation. Lexical density shows a decreasing trend for the non-interpreters (Figure 4 and 5). That effect can be attributed to the scripted and prepared nature of the parliamentary speeches, which implies that lexically denser texts indeed result in fewer uh(m)'s, when the members of parliament stick more closely to their text. In contrast, the interpreters do show the expected result, which is also statistically significant: interpreters produce more uh(m)'s when their interpretations become lexically denser. The proportion of numerals in a text shows a decreasing effect for both the noninterpreters and the interpreters (Figure 6 and 7) . The difference between the two groups is not statistically significant. Nevertheless, it remains clear that interpreters have more difficulties with numbers than non-interpreters, as is evidenced by the fact that the overall effect of the interpreters is higher up the vertical axis than the effect of the non-interpreters (Figure 7) . Regardless of any relationship with the proportion of numbers throughout a text, that difference shows that interpreters produce more uh(m)'s than non-interpreters when dealing with numbers. Finally, the average sentence length per text also shows an increasing effect according to expectation (Figure 8 and 9 ). . The difference between both groups is not statistically significant. 
Analysis 2: Comparison of source text and target text
The rate model of the 107 interpretations also fits well (G² = 77.079, df = 9, p < .001) with an estimated dispersion parameter of 5.470. There are only 6 residuals outside of the interval [−2,+2], and there are again no leverage points. Table 5 provides the estimated effects (which are informative enough by themselves, so no figures will be given). It is clear that there are not many significant effects for the rate of uh(m)'s in interpreting. Only one predictor stands out, the delivery rate of the source text, which also shows a positive trend as expected: if the delivery rate of the source text increases, the interpreter produces significantly more uh(m)'s. That result was also obtained in an analysis with just the five predictors of the source text. Interestingly, the percentage of uh(m)'s in the source text does not yield a significant effect, so the issue of the influence of the uh(m)'s in the source text remains open. At the 10% significance level, there are two other significant predictors: the percentage of numerals in both the source text and the target text. They exhibit opposite effects, however. The numerals in the source text show a positive trend, which accords to expectation: if the source text contains more numerals, the interpreter has significantly more difficulty with it and produces more uh(m)'s. By contrast, the numerals in the target text reveal a negative trend: if there are more numbers in the target text, the interpreter tends to produce fewer uh(m)'s. This result has also showed up in Analysis 1, so the effect is consistent. A tentative explanation for the discrepancy between the numerals in the source text and target text may be omission: if the numerals in the source text are positively correlated with the uh(m)'s in the target text, and the numerals in the target text are negatively correlated with it, then it is likely that some numbers are not translated. If that is indeed the case, then further research has to settle this issue as well as answer the question to which numbers the omission exactly pertains.
Discussion
In two cases we were able to identify determinants triggering significantly higher frequencies of uh(m)'s in the interpretations: a high source text delivery rate and a high target text lexical density. The results are inconclusive with regard to the proportion of numerals. This finding may be suggestive of different coping tactics by different interpreters, but such an explanation is difficult to pin down given the coarse-grained approach that we adopted. Nevertheless, our results lead to some interesting insights. First, different determinants are identified as triggers on the input side and on the output side of interpretation. This observation implies that different types of tasks cause cognitive overload in the listening effort and in the production effort. High delivery rates are unproblematic in production for both interpreters and speakers, but interpreters faced with high incoming delivery rates experience cognitive overload. In contrast, high lexical density is unproblematic in the listening effort, but challenges the production effort in interpreters. This asymmetry lends empirical support to theories of differential efforts (Gile 1995; Seeber 2011 Seeber , 2013 , as the listening effort and the production effort exceed the available cognitive resources on different tasks. Second, this study lends indirect support for the hypothesis that different efforts compete for the same cognitive resources. Indeed, if we assume that interpreters are not likely to produce denser texts than spontaneous speakers, the pattern emerging from the lexical density effects looks as follows: interpreters can cope with incoming texts that are lexically dense, as long as they do not try to produce texts that are lexically dense too. In other words, intensified lexical access in the listening effort, requiring high levels of cognitive resources, does not hinder lexical access at ordinary rates in production, but it does seem to prevent intensification of the productive lexical access. The production effort can thus be said to suffer from the allocation of more resources to the listening effort.
Conclusion
This article attempted to measure the cognitive or informational load in interpreting by modelling the occurrence rate of the disfluency uh(m). In a corpus of 107 interpreted and 240 non-interpreted texts, informational load was operationalized in terms of the four measures of delivery rate, lexical density, percentage of numerals and average sentence length. The analysis proceeded in two ways. First, the 240 non-interpreted texts were compared with the 107 target texts in order to uncover the difference in production effort between interpreting and spontaneous speech. Secondly, the measures in the 107 target texts were compared to the measures in the 107 source texts, together with the percentage of source-uh(m)'s, in order to capture the listening effort next to the production effort in interpreting.
The results demonstrated that the interpreters produced significantly more uh(m)'s than non-interpreters and that this difference is mainly due to the effect of target text lexical density. That predictor exhibits a decreasing relation for the noninterpreters but the expected increasing relation in interpreting. The decreasing trend for the non-interpreters was attributed to the scripted and prepared nature of the parliamentary speeches. The effect of lexical density was no longer significant in the second analysis of the 107 source and target texts, where the main predictor of uh(m)'s in the target text was shown to be the delivery rate of the source text. On a more general level of 10% significance, the second analysis also revealed an increasing effect of the numerals in the source texts and a decreasing effect of the numerals in the target texts. That discrepancy led to speculations about omission, which is an issue to be explored in future research.
Most importantly, the results from this study show that the input side cannot be said to pose more challenges to the interpreters than the output side, even though interpreters are in control of the latter and not the former. The challenges which they face on both sides are of a different nature. This observation lends empirical support to interpretation models based on different efforts competing for cognitive resources.
Future avenues of research might include modeling the data at the level of individual sentences instead of at the level of entire texts. As that analysis is more fine-grained, the results may provide greater insight into the specific variables impacting interpreter performance. Furthermore, such an analysis will enable us to take a closer look at the position which the uh(m) occupies in the sequence of an utterance. It can be surmised that different sequential positions correlate with different degrees of cognitive load. In particular, we expect that there will be more uh(m)'s at the beginning of sentences in interpreting, whereas the uh(m)'s will be more evenly distributed in spontaneous speech.
