Runge–Kutta methods for jump–diffusion differential equations  by Buckwar, Evelyn & Riedler, Martin G.
Journal of Computational and Applied Mathematics 236 (2011) 1155–1182
Contents lists available at SciVerse ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
Runge–Kutta methods for jump–diffusion differential equations
Evelyn Buckwar, Martin G. Riedler ∗
Maxwell Institute & Department of Mathematics, Heriot-Watt University, Edinburgh, EH14 4AS, United Kingdom
a r t i c l e i n f o
Article history:
Received 26 August 2009
Received in revised form 19 June 2011
MSC:
60H35
60H10
65C30
60J75
65L06
Keywords:
Runge–Kutta methods
Jump–diffusion
Small noise
Mean-square convergence
a b s t r a c t
In this paper we consider Runge–Kutta methods for jump–diffusion differential equations.
We present a study of their mean-square convergence properties for problems with
multiplicative noise.We are concernedwith two classes of Runge–Kuttamethods. First, we
analyse schemeswhere the drift is approximated by aRunge–Kutta ansatz and the diffusion
and jumppart by aMaruyama termand secondwediscuss improvedmethodswheremixed
stochastic integrals are incorporated in the approximation of the next time step as well as
the stage values of the Runge–Kutta ansatz for the drift. The second class of methods are
specifically developed to improve the accuracy behaviour of problemswith small noise.We
present results showing when the implicit stochastic equations defining the stage values
of the Runge–Kuttamethods are uniquely solvable. Finally, simulation results illustrate the
theoretical findings.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In this paper we consider Runge–Kutta methods for jump–diffusion differential equations (JSODEs) in Itô form
X(s) |t0 =
∫ t
0
f (s, X(s−))ds+
∫ t
0
G(s, X(s−))dW (s)+
∫ t
0
∫
E
H(s, X(s−), u)N(ds, du) (1)
for t ∈ [0, T ] and with initial condition X(0) = X0. Let (Ω,F , (Ft)t∈[0,T ], P) be a complete probability space with the
filtration (Ft)t∈[0,T ] satisfying the usual conditions. On this probability space,W = (W1, . . . ,Wp) is a p-dimensionalWiener
process and N = (N1, . . . ,Nq) a q-dimensional Poisson random measure, such that the components are mutually
independent. The drift, diffusion and jump coefficient functions in (1) are given as f : [0, T ] ×Rd → Rd, G = (G1, . . . ,Gp) :
[0, T ] × Rd → Rd×p and H = (H1, . . . ,Hq) : [0, T ] × Rd × E → Rd×q, respectively. By E we denote the mark
space of the Poisson random measure and we always have E ⊂ Rn \ {0}. It is assumed that the initial value X0 is
F0-measurable, independent of theWiener process and the Poisson randommeasure and possesses finite secondmoments.
Further, we assume that there exists a path-wise unique strong solution X(·) of (1). We refer to [1] for the terminology and
analysis. Particularly we assume that the coefficient functions satisfy global Lipschitz conditions with Lipschitz constants
Lf , LG, LH > 0, respectively. There is an increasing amount of models using stochastic ordinary differential equations
(SODEs) that incorporate jump terms whereby a certain amount of freedom is gained in modelling the noise sources. Some
applications of JSODE models in various fields can be found, for example, in [2–6].
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There is a considerable amount of literature on numerical analysis for continuous stochastic differential equations,
however the literature on numerical analysis and in particularmean-squaremethods for the strong approximation of JSODEs
of the general form (1) is rather sparse.We now provide a brief review of available results with respect to convergence in the
mean-square sense. Most authors deal with JSODEs where the jumps of the Poisson integral are independent of the marks.
Maghsoodi [7,8] introduces explicit strong schemes based on the Itô–Taylor expansion up to order 2 for mark-independent
JSODEs driven byWiener processes and inhomogeneous Poisson processes. Gardoń [9,10] considers a homogeneous Poisson
process driving the jump integral and generalises the Taylor-typemethods to an arbitrary order. Methods for the same class
of JSODEs are considered by Higham and Kloeden, particularly Euler–Maruyama methods [11], and they introduce semi-
implicit Θ-Maruyama methods in [12,13]. Methods for general mark-dependent JSODEs (1) are considered in [14–17].
Whereas the latter consider Θ-Maruyama methods, the former discuss in detail methods up to an arbitrary order based
on the Itô–Taylor expansion.
Application problems that require pathwise approximations and thus strong convergence of methods include scenario
simulations in finance, e.g., for hedge simulations for dynamic financial analysis or for the testing of calibration methods
[16, Chapter 5], electrical circuit simulations that involve obtaining qualitative and quantitative information on phase noise
in stochastic oscillators [18], or simulations of emerging patterns in excitablemedia [19]. Further, strong convergence results
play an integral part in the recently developed variance reduction technique called Multi-Level Monte-Carlo [20].
Numerical methods for JSODEs in the context of weak convergence have been studied in [21–27]. Note that the driving
Poisson random measure in (1) corresponds to a Lévy process with a finite number of jumps in finite time, the case of an
infinite intensity Lévy process is considered, for example, in [28] for weak approximations. Other convergence concepts
have been studied as well, e.g. convergence in probability [29] and almost sure convergence [30,31].
The contributions of the present paper are the following. First, we present a convergence analysis of numerical methods
for jump diffusions which have not been considered in the literature yet, which are Runge–Kutta–Maruyama methods for
the general JSODE (1) and special improved Runge–Kutta methods for JSODEs with jumps depending linearly on the driving
compound Poisson noise. These are constructed adapting the ansatz employed in [32] includingmixed stochastic integrals in
the approximation. We note that as JSODEs are generalisations to SODEs the convergence analysis carried out in the present
paper also gives an alternative convergence proof for the methods presented in [32]. Themethods we consider are of mean-
square order γ = 0.5 only. Theoretically, higher order methods can be constructed by including further stochastic terms of
the Itô–Taylor expansion of the solution into the method. However, the numerical effort to simulate the multiple stochastic
integrals appearing in the higher order methods may be too large to make the methods useful in practice. Further, general
Taylor-type methods of order γ > 0.5 also usually need evaluations of derivatives of the coefficient functions f ,G,H at
each step, which complicate the method even more.
Second, we present results on the existence and uniqueness of solutions to the random implicit system of equations
defining the stage values of the Runge–Kutta methods. This issue has not been fully addressed in [32] in the case of
jump-free equations. Thus our present analysis is also new for the jump-free case. Following deterministic numerical
analysis there are two approaches for a proof. Both yield step size restrictions either depending on the Lipschitz constant of
the drift coefficient function f or on a one-sided Lipschitz constant of f . The latter provides better results in the case of stiff
drift coefficients f . We present stochastic versions of both these approaches. The ‘‘classical’’ one employing global Lipschitz
continuity of f is incorporated in the main body of the text and the more elaborate one employing only one-sided Lipschitz
continuity is deferred to the Appendix.We note that a one-sided Lipschitz condition is always implied by the global Lipschitz
condition we assume for the coefficients of the JSODE (1). However, the optimal Lipschitz constant of the implied one-sided
Lipschitz condition can differ from the original two-sided Lipschitz constant. Therefore a step size restriction depending on
the one-sided Lipschitz constant can be less restrictive. In particular, this is the case for stiff drift coefficient functions f .
Third, as in [32] the methods considered in the present paper are especially suited for problems with small noise, which
means that the random fluctuations that affect a system are small compared to some prevalent deterministic dynamics. This
is the case, e.g., for thermal noise that is included in a physicalmodel. In the jump-free case, i.e. the noise is only due toWiener
stochastic integrals, special methods have already been studied [32,33] and applications of small noise models can be found
in [34–36]. It is one aim of this study to transfer the notion of small noise to JSODEs and also extend certain methods which
have already been found useful in the jump-free case. We show that an ansatz similar to [32] can be employed, however,
it is computationally effective only for equations with jump coefficient functions that depend linearly on the noise. For the
relevant notation and interpretation of small noise we refer to Section 1.1.
The paper is structured as follows. We recapture the necessities of mean-square convergence theory in Section 2. In
Section 3 we briefly state the most important aspects of stochastic integration with respect to Poisson random measures,
introducemultiple stochastic integrals and present some generalisations of results in the jump-free case to jump integrals to
estimate theirmean-square norms. Runge–Kutta–Maruyamamethods are discussed in Section 4 and the improvedmethods
are discussed in Section 5. We illustrate our theoretical findings with some numerical examples in Section 6 and draw
conclusions.
1.1. Small noise analysis
Generally numerical methods of Maruyama type, i.e., incorporating only information gained by the increments of the
driving noise processes, are restricted to order 0.5 in the mean-square sense or may be of order 1 in the special case of
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additive or commutative noise. Nevertheless in the small noise framework the accuracy behaviour can be much better as
the errors are generally dominated by the deterministic behaviour of the problem as long as the step size is large compared
to the noise coefficient. In the context of Poisson noise we understand small noise in the sense that the trajectories of a
JSDE (1) exhibit jumps with a small height at a high jump intensity. On the one hand it seems obvious that in the case of
large jump heights the term small noise is inappropriate. On the other hand in the case of low jump intensity the heuristic
understanding of noise as perturbations continually affecting the dynamics of a system is failing. In this case the heuristic
labelling ‘random switching system’ seems to be better suited. Practically, for equations with low jump intensities jump-
adaptedmethods (cf. [16]) are computationallymore efficient and are better suited for applications than non-jump-adapted
methods as considered in this paper. However, for high jump intensities the use of non-jump-adaptedmethods is necessary.
Following [37] we express the smallness of the noise by the use of small factors ϵ, δ in the diffusion and jump coefficients
of (1), thus G = ϵG, H = δH . To simplify the presentation wemostly assume that ϵ = δ. In this sense small noise equations
are special cases of the general equation (1) and thus we present results concerning small noise equations in the text as
additions to the general results. For SODEs the behaviour of the error in relation to the step size and the noise coefficient ϵ
has been analysed in [33,37,32], where the authors of the last reference introduced derivative free Runge–Kutta methods
for SODEs. In this paper we extend the methods presented in [32] to SODEs of jump-type and show that the error behaviour
of the methods for small noise problems is analogous to the jump-free case. An analysis as carried out in [32,37,33] yields
for Runge–Kutta–Maruyama methods a global error of orderO(ϵ2h1/2 + ϵh+ hp), where p is the deterministic order of the
method, and for the improved Runge–Kutta methods a better behaviour of the global error of O(ϵ2h1/2 + ϵh2 + hp). The
meaning of these error expressions are that for p ≥ 2one candistinguish regions of ϵ−h relationswith qualitatively different
terms dominating the error behaviour. On the one hand for very small step sizes h ≪ ϵ2 the termO(ϵ2h1/2) dominates and
one observes asymptotic order of 0.5, as it is expected for Maruyama type methods. But on the other hand for larger step
sizes, ϵ1/(p−1) ≪ h the order term of the drift approximation O(hp) prevails and one can observe for these larger step sizes
errors that are considerably smaller than those of Euler–Maruyama approximations. For step sizes in between these two
regions the behaviour is governed by the middle term in the error expression, i.e., it is of order 1 in the case of simple
Runge–Kutta methods or of order 2 for the improved methods, respectively. Hence, we find that the additional cost of these
methods due to incorporating mixed integrals is rewarded with a better behaviour in the middle regions so that we can
generally expect smaller errors compared to the simple methods.
2. Mean-square convergence of stochastic one-step methods
Our convergence analysis is based on establishing a relation betweenmean-square convergence,mean-square numerical
stability, andmean-square consistency of themethods. Wewould like to point out that for the analysis of one-step schemes
essentially two different but related concepts are used in the literature. In the first one the local error is defined as the defect
that is obtained when the exact solution values are inserted into the numerical scheme. In the second one the local error is
defined as the difference after one step of the exact and the numerical solution started at an arbitrary deterministic value.
These concepts differ in the way the error is transported to the end of the integration interval, in the first via the numerical
method, in the second via the exact solution. The second definition has been used in the fundamental work of Milstein and
Tretyakov, [33, Theorem 1.1]. However, only the first definition extends to multi-stepmethods [38] and numerical methods
for stochastic delay differential equations [39,40] and, further, the approach has also proved useful for developing step size
control techniques [41,42]. For a comparison of these two approaches in the deterministic setting we refer to [43, Chapters
II.3 and III.4]. In Römisch and Winkler [44,36] the first approach has been applied to analyse the mean-square convergence
of one-step schemes for SODEs. For the convenience of the reader we provide in this section the appropriate definitions that
provide the basis for the convergence analysis of the methods discussed in Sections 4 and 5.
We denote by | · | the Euclidean norm and the induced matrix norm, respectively. The mean-square norm of a vector-
valued square-integrable random variable will be denoted by ‖ · ‖2 = (E| · |2)1/2, where E is the expectation with respect
to P.
We define a deterministic grid T Nh = {t0 < t1 < · · · < tN = T }with step sizes hn = tn+1 − tn. By h = maxn=0,...,N−1 hn
we denote the maximum step size associated with the grid T Nh . Let Yn denote the numerical (strong) approximation of the
exact solution X(tn) of (1) at time tn on the grid T Nh , where Yn is given by a stochastic explicit one-step scheme of the form
Yn+1 = Yn + Φ(Yn, hn, tn, I tn,tn+hn), n = 0, . . . ,N − 1, (2)
with initial value Y0 = X0. We call the functionΦ the increment function of the method (2). In (2) the term I t,t+h denotes a
collection ofmultiple stochastic integrals over the subinterval [t, t+h] and Section 3 provides precise definitions ofmultiple
stochastic integrals with respect to Wiener processes and Poisson randommeasures.
In this article we will consider convergence of the presented numerical methods in the following sense:
Definition 1. We say that a method ismean-square convergent if it satisfies
max
0≤n≤N
‖X(tn)− Yn‖2 → 0 (3)
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as h→ 0, where Yn are approximations to X(tn) given by (2) on the grid T Nh and X(tn)− Yn, n = 0, . . . ,N is the global error.
Moreover, we call a method convergent of order γ in this sense if the global error is O(hγ ).
Let {δn}n=0,...,N be a collection of random variables satisfying that each δn is Ftn-measurable and E|δn|2 < ∞ for all
n = 0, . . . ,N . Then we define the perturbed system to the method (2) byY0 = X0 + δ0,Yn+1 =Yn + Φ(Yn, hn, tn, I tn,tn+hn)+ δn+1, n = 0, . . . ,N − 1. (4)
Definition 2. We call a stochastic one-step method (2), defined on a grid T Nh , numerically stable in the mean-square sense, if
there exist constants S and h∗ such that for all maximal step sizes 0 < h < h∗ and all collections of {δn}n=0,...,N , such that
we obtain a perturbed system (4), it is valid that
max
0≤n≤N
‖Yn −Yn‖2 ≤ S ‖δ0‖2 + max
0≤n≤N−1

h−1/2n ‖δn+1‖2 + h−1n ‖E(δn+1|Ftn)‖2

. (5)
Further, we require that the increment function Φ of an explicit stochastic one-step method (2) satisfies the following
conditions, which replace the Lipschitz condition in deterministic numerical analysis: there exist some L, h∗ > 0 such that
for all h ≤ h∗ and all t ∈ [0, T ] the following assumptions hold for all Ft-measurable, Rd-valued random variables u1, u2:E Φ(h, t, u1, I t,t+h)− Φ(h, t, u2, I t,t+h)|Ft ≤ Lh|u1 − u2|, (Lip1)
E
|Φ(h, t, u1, I t,t+h)− Φ(h, t, u2, I t,t+h)|2|Ft ≤ L2h|u1 − u2|2. (Lip2)
Theorem 3 ([44,36]). Assume that an explicit stochastic one-step method (2) satisfies the Lipschitz-type estimates (Lip1) and
(Lip2). Further, we consider a perturbed system (4) and assume that (2) and (4) have square-integrable iterates. Then there exists
a positive constant h∗ and a grid-independent stability constant S > 0, such that the method (2) is numerically stable, i.e., it
satisfies (5) for all grids that satisfy h ≤ h∗ and hN ≤ aT with a uniform constant a ≥ 0.
To deduce convergence from numerical stability we need to impose conditions on the behaviour of the one-step
approximation error. Thus, in the following we will denote by X(t; t0, Z), t0 ≤ t , the exact solution at time t satisfying
the initial condition X(t0; t0, Z) = Z at time point t0, where Z is an Ft0-measurable random variable with finite second
moments.
Definition 4. We define the local error of a method (2) as
L(h, t, Z) = X(t + h; t, Z)− Z − Φ(h, t, Z, I t,t+h). (6)
Further, we call a method (2) consistent in the mean-square sense (mean-square consistent), if the local error (6) satisfies for
0 < h ≤ h
h−1/2‖L(h, t, X(t))‖2 → 0 and h−1‖E(L(h, t, X(t))|Ft)‖2 → 0,
as h→ 0.
Our analysis of the global error (3) is also concerned with Eq. (1) in the small noise framework, i.e., with Eq. (1) in the
form
X(s) |t0 =
∫ t
0
f (s, X(s−))ds+ ϵ
∫ t
0
G(s, X(s−))dW (s)+ δ ∫ t
0
∫
E
H(s, X(s−), u)N(ds, du), (7)
where the parameters 0 < ϵ, δ ≪ 1 measure the smallness of the noise. Therefore we state the result that consistency and
numerical stability together imply convergence in the mean-square [44,36,38] in terms suitable for small noise analysis.
Proposition 5. Assume that the method (2) is numerically stable and the local error satisfies for 0 < h ≤ h
‖L(h, t, X(t))‖2 ≤ c1(ϵ, δ,h) and ‖E(L(h, t, X(t))|Ft)‖2 ≤ c2(ϵ, δ,h).
Then the global error satisfies
max
0≤n≤N
‖Yn − X(tn)‖2 ≤ S

h−1/2c1(h, ϵ, δ)+ h−1c2(h, ϵ, δ)

. (8)
Obviously, if c1 = O(hγ+1/2), c2 = O(hγ+1) for some γ > 0, then the method is mean-square consistent (of order γ ) and thus
mean-square convergent (of order γ ).
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3. Multiple stochastic integrals and mean-square norm estimates
In this section we first give necessary background concerning stochastic integration with respect to Poisson random
measures, then we give the definitions of multiple stochastic integrals that are included in the collection of stochastic
integrals I t,t+h in (2). For the local error analysis of the methods, we derive estimates in the mean-square norm of these
multiple stochastic integrals.
Following Applebaum [1] stochastic integrals with respect toWiener processes andwith respect to compensated Poisson
random measures are special cases of a more general Itô stochastic integral with respect to martingale-valued measures.
We also have that for a valid integrand process S : [0, T ] × E ×Ω → Rd the following equality holds for all t ∈ [0, T ]∫ t
0
∫
E
S(s, u)Nk(ds, du) =
∫ t
0
∫
E
S(s, u)Nk(ds, du)+ ∫ t
0
∫
E
S(s, u)µk(dx)ds ∀ k = 1, . . . , q. (9)
We refer to Definition 6 for the precise definition of a valid integrand process. In Eq. (9) the left hand side is a (non-
compensated) Poisson integral, the first integral on the right hand side a (martingale-valued) compensated Poisson integral
whereas the second term is the integral with respect to the compensating measure µk(dx)ds. We always assume that µk is
a finite measure on the mark space E for all k = 1, . . . , q. It can be shown that the martingale property of the stochastic
integral as well as properties such as the (conditional) Itô isometry are also valid for the compensated Poisson integral [1,
45–47]. Further the Poisson integral can be represented as∫ t
0
∫
E
S(s, u)Nk(ds, du) =
Pk(t)−
i=1
S(τ ki , ξ
k
i ) ∀ k = 1, . . . , q, (10)
where (Pk(t))t∈[0,T ] is a Poisson process with intensity µk(E) associated with the Poisson random measure Nk, τ ki its jump
times and the marks ξ ki are independently, identically distributed random variables with distribution µk(du)/µk(E) [1,46].
For the simple case of S(s, u) = uwe thus have∫ t
0
∫
E
u Nk(ds, du) =
Pk(t)−
i=1
ξ ki ∀ k = 1, . . . , q. (11)
In a similar way as in Bruti-Liberati and Platen [14,16] we now define multiple stochastic integrals and provide
mean-square norm estimates. However, we additionally consider integration with respect to the compensated Poisson
randommeasures as well as the deterministic compensatingmeasures thereof. Further, we establish norm estimates which
extend [33, Lemma 2.2, Chapter 1] to include integrals with respect to Poisson random measures. LetR = (r1, . . . , rj) be a
j-tuple of indices ri such that
ri ∈ {−q, . . . ,−1,−q, . . . ,−1, 0, 1, . . . , p, µ1, . . . , µq}
for all i = 1, . . . , j. We call R a multi-index of length l(R) = j and its entries ri specify integration with respect to the
measures appearing in the multiple integrals (12) below, such that
(a) the components of a multi-indexR that equal 0 refer to an integration with respect to the Lebesgue measure,
(b) the components that equal r ∈ {1, . . . , p} refer to an integration with respect to the rth component of the Wiener
process,
(c) the components that equal r ∈ {−q, . . . ,−1} refer to an integration with respect to the rth component of the
compensated Poisson randommeasure,
(d) the components that equal r ∈ {−q, . . . ,−1} refer to an integration with respect to the rth component of the non-
compensated Poisson randommeasure,
(e) the components that equal r ∈ {µ1, . . . , µq} refer to an integration of a component of the mark with respect to the
intensity measure µr .
Further, we define on the set of all multi-indices the operator (−) that eliminates the last entry, thus for R with
l(R) = j > 1
R− = (r1, . . . , rj−1)
and for a multi-index of length l(R) = 1 we setR− = o, the empty tuple.
Definition 6. LetR be amulti-index. Thenwe define for all predictable (cf. [1, Chapter 2.3]) processes S : [0, T ]×Em×Ω →
Rd, where m denotes the number of indices ri ∈ {−q, . . . ,−1,−q, . . . ,−1, µ1, . . . , µq}, the multiple stochastic integral
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Ia,bR (S), 0 ≤ a ≤ b ≤ T , recursively as
Ia,bR (S) =

S(b) for l(R) = 0,∫ b
a
Ia,sR−(S)ds for l(R) = j ≥ 1, rj = 0,∫
E
Ia,bR−(S)µrj(durj) for l(R) = j ≥ 1, rj ∈ {µ1, . . . , µq},∫ b
a
Ia,sR−(S)dWrj(s) for l(R) = j ≥ 1, rj ∈ {1, . . . , p},∫ b
a
∫
E
Ia,s−R− (S)Nrj(ds, duri) for l(R) = j ≥ 1, rj ∈ {−1, . . . ,−q},∫ b
a
∫
E
Ia,s−R− (S)Nrj(ds, durj) for l(R) = j ≥ 1, rj ∈ {−q, . . . ,−1}.
(12)
We now describe the set of valid integrands for a multiple stochastic integral with respect to the multi-indexR, which will
be denoted byM2(T , E;R). For each multi-indexR the setM2(T , E;R) is defined recursively as the set of all predictable
mappings S : [0, T ] × Em ×Ω → Rd, such that the integral process (Ia,sR−(S))s∈[a,b] is inM2(T , E; rj), where
M2(T , E; rj) =


g : sup
t∈[a,b]
E|g(t)| <∞

for l(R) = 0,
g : E
∫ b
a
|g(t)|dt <∞

for l(R) = j ≥ 1, rj = 0,
g : E
∫
E
|g(uri)|µri(duri) <∞

for l(R) = j ≥ 1, rj ∈ {µ1, . . . , µq},
g : E
∫ b
a
|g(t)|2dt <∞

for l(R) = j ≥ 1, rj ∈ {1, . . . , p},
g : E
∫ b
a
∫
E
|g(t, uri)|2µri(duri)dt <∞

for l(R) = j ≥ 1, rj ∈ {−q, . . . ,−1},
g : E
∫ b
a
∫
E
|g(t, uri)|2µri(duri)dt <∞

for l(R) = j ≥ 1, rj ∈ {−q, . . . ,−1}.
(13)
Here g always denotes an Rd-valued, predictable process depending on arguments t ∈ [0, T ] and u ∈ E as specified by the
integration in (13). Further, depending on the context we will use both R and its entries r1 . . . rj as indices of a stochastic
multiple integral, i.e., Ia,br1···rj(S) = Ia,bR (S). Further, for S ≡ 1 we will employ the notation Ia,bR ≡ Ia,bR (1) and for S(s, u) = u
the notation I t,t+hR (u) = I t,t+hR (S).
Lemma 7. Let R = (r1, . . . , rj) be a multi-index of length j denoting the order of integration of the multiple stochastic integral
I t,t+hR (S) of a function S ∈M2(T , E;R) with t, t + h ∈ [0, T ]. We assume that S has bounded second moments, i.e., there exists
a constant K > 0 such that
E|S(s, u)|2 ≤ K ∀s ∈ [t, t + h], u ∈ Em.
We define the counting variables
l1 = #{ri ∈ R : ri = 0},
l2 = #{ri ∈ R : ri ∈ {−q, . . . ,−1, 1, . . . , p}},
l3 = #{ri ∈ R : ri ∈ {−q, . . . ,−1}}.
Thus, the index l1 gives the number of integrations with respect to the Lebesgue measure, l2 with respect to martingale-valued
measures and l3 with respect to non-compensated Poisson randommeasures in the multiple stochastic integral IR . Then it is valid:
(a) If l2 ≥ 1, that is the multiple integral contains at least one integration with respect to a martingale-valued random measure,
then
E

I t,t+hR (S)
Ft = 0
holds and, in addition, if l3 ≥ 1 and l2 = 0, then
E

I t,t+hR (S)
Ft = I t,t+hR∗ (E(S|Ft))
holds. To obtain the multi-indexR∗ one substitutes each index rj ∈ {−q, . . . ,−1} inR by the two indices 0µrj . For example,
if R = (0,−3, 1), thenR∗ = (0, 0, µ3, 1). Thus, l(R∗) = l(R)+ l3.
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(b) The mean-square norm of the multiple stochastic integral satisfies
‖I t,t+hR (S)‖2 = O

hl1+l2/2+l3/2

.
(c) If in addition E|S(s, u)|4 < ∞ for all t ∈ [t, t + h] and all u ∈ Em, then the mean-square norm of the conditional second
moment of a multiple stochastic integral satisfies
‖E(|I t,t+hR (S)|2|Ft)‖2 = O

h2l1+l2+l3

.
We defer the proof to Appendix A.1. In particular, the conditions of Lemma 7 are satisfied for the coefficient functions
of the JSODE (1) due to their Lipschitz continuity and as the initial condition X0 of the JSODE (1) possesses finite second
moments. For (c) finite fourth moments of the initial condition X0 have to be assumed.
In addition to the estimates provided by Lemma 7, we also need mean-square norm estimates for particular multiple
stochastic integrals which for the sake of completeness we collect in the following corollary.
Corollary 8. (a) Let I t,t+hR and I
t,t+h
R′ be independent or conditionally independent with respect to Ft , respectively, then
‖I t,t+hR · I t,t+hR′ ‖2 = ‖I t,t+hR ‖2 · ‖I t,t+hR′ ‖2,
‖E(I t,t+hR · I t,t+hR′ |Ft)‖2 = ‖E(I t,t+hR |Ft)‖2 · ‖E(I t,t+hR′ | Ft)‖2.
Certainly, the same holds true for powers of the stochastic integrals.
(b) We now assume that the distribution of the marks has finite 2p-th moments and that the integrand S(s, u) = u in the Poisson
integrals is as in (11). Further, for later use in the error estimates it is sufficient to consider only one-dimensional marks u.
Then, the mean-square norms of the moments of the stochastic integrals below satisfy for p = 1, 2, . . .
‖(I t,t+hr0 )p‖2 = O(h3p/2) and ‖(I t,t+h−k0 (u))p‖2 = O(h(2p+1)/2)
and for p = 2, 3, . . .
‖E

(I t,t+hr0 )
p|Ft

‖2 = O(h3p/2) and ‖E

(I t,t+h−k0 (u))
p|Ft

‖2 = O(hp+1).
And finally we have the special estimates for p = 1, 2
‖(I t,t+hr0 )p · I t,t+hr ‖2 = O(h(3p+1)/2) and ‖E

(I t,t+hr0 )
p · I t,t+hr |Ft

‖2 = O(h(3p+1)/2),
‖(I t,t+h−k0 (u))p · I t,t+h−k (u)‖2 = O(h(2p+1)/2) and ‖E

(I t,t+h−k0 (u))
p · I t,t+h−k (u)|Ft

‖2 = O(hp+1).
Proof. The result in (a) follows immediately from the independence of the random variables and the definition of themean-
square norm. The results in (b) follow by recursive application of the Cauchy–Schwarz inequality. 
Next, for a compact notation of the Itô–Taylor expansions of the JSODE (1), we introduce for V : [0, T ] × Rd → Rd in
C1,2, C0,1 or C0,0, respectively, the operators
Λ0[V ] = V ′t + V ′x[f ] +
1
2
p−
r=1
V ′′xx[Gr ,Gr ],
Λr [V ] = V ′x[Gr ] ∀r = 1, . . . , p,
Λ−k[V ;w] = V (t, x+ Hk(t, w))− V (t, x) ∀k = 1, . . . , q.
(14)
Note, that in (14) we use the square brackets on the right hand side to denote the application of derivatives V ′x, V ′′xx as
operators to arguments inside the brackets; see, e.g., [48]. For ease of notation we have omitted the arguments of the
functions. By definition each Λ•[V ] is again a mapping between the same spaces as its argument V is defined on, except
for the operatorsΛ−k, which add a new dependence on an additional argumentw ∈ E.
Then the generalised Itô formula for JSODEs, see, e.g., [1,45,46], writes (in integral notation)
V (t, X(t)) = V (0, X(0))+
∫ t
0
Λ0[V ]ds+
p−
r=1
∫ t
0
Λr [V ]dWr(s)+
q−
k=1
∫ t
0
∫
E
Λ−k[V ]Nk(ds, du), (15)
wherewe have omitted the argument of each integrand, which is (s, X(s−)) for the deterministic integral and integrals with
respect to Wiener processes and (s, X(s−), u) for the Poisson integral. Note that care has to be taken, when applying the
Itô formula to a function that is already dependent on an integration variable of a Poisson random measure. It is important
to state that the additional variable that comes with the application of Λ−k is not connected in any way to the former.
Integration with respect to one of them does not affect the other. This means, for example, that the application of Λ−k to
the jump coefficient function Hk(t, x, u) results in
Λ−k[Hk;w] = Λ−k[Hk;w](t, x, u) = Hk(t, x+ Hk(t, x, w), u)− Hk(t, x, u),
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which is a function of the four variables t ∈ [0, T ], x ∈ Rd, u ∈ E and w ∈ E. In the following we do not explicitly state
the new dependence of the operators Λ−k on w anymore and proceed with the notation Λ−k[V ] = Λ−k[V ;w] to simplify
the presentation. Depending on the context we use the following notation for multiple applications of operators Λ• to a
function V . Let P = (r1, . . . , rj) be a multi-index of length l(P ) = j with indices ri ∈ {−q, . . . ,−1, 0, 1, . . . , p} for all
i = 1, . . . , j, then
ΛP [V ] = Λrj · · ·Λr1 [V ] = Λrj
· · ·Λr2 Λr1 [V ] · · · .
Further, the operators are linear in the following sense: for a, b, c ∈ R and V ,V ∈ C1,2 one has
Λ•[aV + bV + c] = aΛ•[V ] + bΛ•[V ].
In the small noise framework we are interested in error estimates with dependence on the noise parameters;
cf. Proposition 5. As Lemma7 is the fundamental tool for obtaining estimates on themean-square normofmultiple stochastic
integrals, we need an extension of this result including the noise intensities ϵ and δ in the estimates. Particularly we are
interested in the dependence that arises through the application of the operatorsΛi, i ∈ {−q, . . . ,−1, 1, . . . , p}.
Corollary 9. Assume that the conditions of Lemma 7 are satisfied for an integrand of the formΛP [V ]. Here the operatorsΛ• are
defined with the coefficient functions of a small noise JSODE (7), i.e., G = ϵG and H = δH. For the multi-index P we define the
counting variables
k1 = #{ri ∈ P : ri ∈ {1, . . . , p}},
k2 = #{ri ∈ P : ri ∈ {−q, . . . ,−1}}.
Then for all t, t + h ∈ [0, T ] it is valid that
‖I t,t+hR (ΛP [V ])‖2 = O

ϵk1δk2hl1+l2/2+l3/2

. (16)
Proof. By definition the operators Λr satisfy Λr [V ] = ϵVx[Gr ] for all r = 1, . . . , p and by the Mean Value Theorem the
operatorsΛ−k satisfy for all k = 1, . . . , q
Λ−k[V ](t, x, u) = δ Vx(t; ς1, . . . , ςd) ·Hk(t, x, u)
for intermediate values ςi ∈ R, i = 1, . . . , d. Thus, with new operators defined asΛr [V ] = Vx[Gr ],Λ−k[V ] = Vx(t; ς1, . . . , ςd) ·Hk(t, x, u) (17)
we obtain the equalities Λr [V ] = ϵΛr [V ] and Λ−k[V ] = δΛ−k[V ]. Next we substitute the operators Λi, i ∈ {−q, . . . ,
−1, 1, . . . , p} in theirmultiple applicationΛP to V with the help of these equalities recursively.We startwith the innermost
operator which is notΛ0 and substitute the corresponding representation using an operator defined in (17). By linearity we
can afterwards pull the factor ϵ or δ, respectively, which is part of this replacement, outside of themultiple application of the
remaining operators. Then we proceed to the second operator which is not equalΛ0 and repeat the replacement procedure.
We carry on in this way until we have replaced all operatorsΛr , r ∈ {−q, . . . ,−1, 1, . . . , p} and have finally obtained
ΛP [V ] = ϵk1δk2ΛP [V ],
where the operatorΛP specifies a multiple application of operatorsΛ0,Λr determined by the samemulti-indexP . Hence,
due to the linearity of the integral and the properties of the norm we obtain the equality
‖I t,t+hR (ΛP [V ])‖2 = ϵk1δk2‖I t,t+hR (ΛP [V ])‖2.
Therefore estimate (16) follows by Lemma 7, because ifΛP [V ] is a valid integrand satisfying the conditions of Lemma 7 so
does ΛP [V ]. 
The identity in the following lemma is already known formixedWiener integrals [33], and, in the case of Poisson random
measures follows immediately almost surely from the integration by parts formula for Riemann–Stieltjes integrals. We
provide it here as it is frequently referred to in the remainder of the paper.
Lemma 10. For the integrand S(s, u) = u in the Poisson integral it holds for all k = 1, . . . , q and all t, t + h ∈ [0, T ] that
hI t,t+h−k (u) = I t,t+h0−k (u)+ I t,t+h−k0 (u). (18)
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Fig. 1. Coefficients of Runge–Kutta–Maruyama methods (19). Upper part: general representation by a Butcher tableau. Lower part: some two-stage
Runge–Kutta–Maruyama methods; Left: trapezoidal rule; Right: Radau2a method.
Proof. Consider the sum form (10) of the Poisson integral where ξ ki denotes the ith jump height at the ith jump time τ
k
i of
the Poisson process Pk associated with the Poisson randommeasure Nk. Thus we obtain, also applying (12),
I t,t+h−k0 (u) =
∫ t+h
t
Pk(s−)−
i=Pk(t)+1
ξ ki ds =
Pk(t+h)−
i=Pk(t)+1
(t + h− τ ki ) ξ ki
I t,t+h0−k (u) =
∫ t+h
t
∫
E
(s− t) u Nk(ds, du) =
Pk(t+h)−
i=Pk(t)+1
(τ ki − t) ξ ki .
An addition of these two expressions yields (18). 
4. Runge–Kutta–Maruyama methods
The simplest type of Runge–Kutta methods for JSODEs are methods that employ an s-stage Runge–Kutta ansatz for the
approximation of the drift term andMaruyama terms to approximate the diffusion and jump part of the JSODE (1). Although
this looks an almost too simple ansatz, thesemethods had been developed based on stochastic rooted tree analysis for SODEs
in [32].
Definition 11. A Runge–Kutta–Maruyama method for a JSODE (1) on a grid T Nh is a discretisation scheme of the form
Y0 = X0,
Yn+1 = Yn +
s−
i=1
βif (tn + cihn, Si)hn +
p−
r=1
Gr(tn, Yn)I tn,tn+hnr +
q−
k=1
I tn,tn+hn−k (Hk(tn, Yn, ·)) (19)
for n = 1, . . . ,N − 1 with stage values for all i = 1, . . . , s
Si = Yn +
s−
j=1
aijf (tn + cjhn, Sj)hn. (20)
The coefficients of the method are given by the corresponding Butcher tableau in Fig. 1. As usual the weights ci are chosen
as c = Aewhere e = (1, . . . , 1)T ∈ Rs. Further, in (19) the Poisson integral is understood as
I tn,tn+hn−k (Hk(tn, Yn, ·)) =
∫ tn+hn
tn
∫
E
Hk(tn, Yn, u)Nk(ds, du) =
Pk(tn+hn)−
i=Pk(tn)+1
Hk(tn, Yn, ξ ki ). (21)
If there are no stochastic terms in the JSODE (1), it reduces to a deterministic ordinary differential equation (ODE). In
this case the method (19) reduces to a standard Runge–Kutta method for ODEs. In analogy with Runge–Kutta methods
for deterministic equations we call a Runge–Kutta–Maruyama method explicit, if aij = 0 for j ≥ i, otherwise it is called
drift-implicit.
Theorem 12. Assume that the coefficient functions f ,G and H of a JSODE (1) are sufficiently smooth such that all occurring
derivatives exist and all occurring stochastic integrals are well defined. If the order conditions
(i) βT e = 1 and (ii) βTAe = 1
2
(22)
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are satisfied and the coefficient matrix A and the step size h of the grid T Nh allow a unique solution to the implicit system (20),
then a Runge–Kutta–Maruyamamethod is convergent in the mean-square sense of order 0.5. In addition, for a problemwith small
noise satisfying ϵ = δ the global mean-square error is of order O(h2 + ϵh+ ϵ2h1/2).
Remark 13. The order conditions (22) are the same as the order conditions for Runge–Kutta methods applied to ODEs; see
Hairer et al. [43]. Buckwar et al. [32] note for continuous SODEs, that methods converging with order O(hp + ϵh+ ϵ2h1/2)
can be easily constructed by choosing coefficients A, β and c such that the corresponding Runge–Kutta schemes for ODEs
have order p and adding a Maruyama term as in (19). This applies to JSODEs as well.
To prove the result of Theorem 12, we have to look at the following three aspects. First, at each step a possibly implicit
equation has to be solved to determine the stage values, thus, the question arises if and under which conditions a solution
to this system exists. Obviously, the system defining the stage values (20) is the same as for the corresponding Runge–Kutta
methods applied to ODEs. Thus, we can apply the existence theory fromdeterministic numerics, cf. Hairer et al. [43, Theorem
7.2]. A different approach which is more suitable for stiff ODEs can be found in Hairer and Wanner [49, Theorem 14.2] or
Stuart and Humphries [50, Theorem 4.4.7]. In both cases the existence theory yields a step size restriction depending on a
Lipschitz constant of the function f and on the coefficientmatrix A. For nowwe assume that the system (20) admits a unique
solution Si = Si(Yn) depending Lipschitz continuously on the data Yn for all i = 1, . . . , s, i.e.,
|Si(Y )− Si(Y ′)| ≤ LS |Y − Y ′|
for a constant LS > 0. Under the above conditions this follows from deterministic numerics [43,50] and we do not describe
its derivation at this point. Also, we present a derivation of an analogous result for more complicatedmethods in Section 5.1
and Appendix A.2. Once the existence of a solution is established we have to address numerical stability and consistency of
the method in a second and third step. We consider these two aspects in the following subsections.
4.1. Numerical stability of Runge–Kutta–Maruyama methods
In the following we regularly use the inequality
|x1 + · · · + xk|2 ≤ k(|x1|2 + · · · + |xj|2) (23)
for xi ∈ R, i = 1, . . . , k, which is easily verified by Jensen’s inequality. Throughout the proof we also employ the
abbreviations corresponding to (21) and its compensated version
I t,t+h−k (Hk|t,X(t)) =
∫ t+h
t
∫
E
Hk(t, X(t), u)Nk(ds, du),
I t,t+h−k (Hk|t,X(t)) =
∫ t+h
t
∫
E
Hk(t, X(t), u)Nk(ds, du).
To show that themethod (19) is numerically stable in the sense of Definition 2we need to show that the increment function
of the method satisfies the stochastic Lipschitz-type estimates (Lip1) and (Lip2). To this end we reformulate the method
(19) using equality (9) as follows: Y0 = X0 and
Yn+1 = Yn + ϕ′1(Yn)+ ϕ′2(Yn), (24)
where the increment functions ϕ′1, ϕ
′
2 are given by
ϕ′1(Yn) = hn
s−
i=1
βif (tn + cihn, Si(Yn))+
q−
k=1
I tn,tn+hnµk0 (Hk|tn,Yn),
ϕ′2(Yn) =
p−
r=1
Gr(tn, Yn)I tn,tn+hnr +
q−
k=1
I tn,tn+hn−k (Hk|tn,Yn).
Note that the summation index k in ϕ′2 refers to k and−k in the summand, i.e., such summations are always understood in
the sense that
q−
k=1
I tn,tn+hn−k (Hk|tn,Yn) = I tn,tn+hn−1 (H1|tn,Yn)+ · · · + I tn,tn+hn−q (Hq|tn,Yn).
Thus ϕ′1 is Ftn-measurable and ϕ
′
2 contains only multiple stochastic integrals with respect to compensated Poisson random
measures or Wiener processes, that is martingale-valued measures. For simplicity of notation we omit the subscript n
identifying the grid point tn and step size hn in the following.
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We first consider (Lip1). The term involving ϕ′2 in (24) vanishes when applying the conditional expectation with respect
to Ft . As ϕ′1 is Ft-measurable we obtain, with u1, u2 being Ft-measurable random variables, thatE Φ(h, t, u1, I t,t+h)− Φ(h, t, u2, I t,t+h)Ft
=
h s−
i=1
βi (f (t + cih, Si(u1))− f (t + cih, Si(u2)))+
q−
k=1
I t,t+hµk0

Hk|t,u1 − Hk|t,u2

≤ h
s−
i=1
|βi|
f (t + cih, Si(u1))− f (t + cih, Si(u2))+ q−
k=1
I t,t+hµk0
Hk|t,u1 − Hk|t,u2 
≤ h
s−
i=1
|βi|Lf |Si(u1)− Si(u2)| +
q−
k=1
LH |u1 − u2|I t,t+hµk0
≤ hLf LS
s−
i=1
|βi| |u1 − u2| + h
q−
k=1
LHµk(E)|u1 − u2|
≤ Lh|u1 − u2|
for some L ≥ Lf LS∑si=1 |βi| + LH∑qk=1 µk(E).
Proceeding to condition (Lip2), we note that
E(|Φ(u1)− Φ(u2)|2|Ft) ≤ 2|ϕ′1(u1)− ϕ′1(u2)|2 + 2E(|ϕ′2(u1)− ϕ′2(u2)|2|Ft),
where we can use the already established condition (Lip1) on the first term and by the trivial h2 ≤ hh∗ we get an upper
estimate of the form L2h|u1 − u2|2. Hence, it remains to find an analogous upper estimate for the second term. To this end
we use inequality (23) and obtain for C = p+ q the estimate
E(|ϕ′2(h, t, u1, I t,t+h)− ϕ′2(h, t, u2, I t,t+h)|2|Ft)
≤ C

p−
r=1
E
|(Gr(t, u1)− Gr(t, u2))I t,t+hr |2Ft+ q−
k=1
E

|I t,th−k (Hk|t,u1 − Hk|t,u2)|2 | Ft

= C

p−
r=1
|Gr(t, u1)− Gr(t, u2)|2E
|I t,t+hr |2 | Ft+ q−
k=1
E

I t,t+hµk0
Hk|t,u1 − Hk|t,u2 2 | Ft

≤ C |u1 − u2|2
p−
r=1
LGh+ C |u1 − u2|2
q−
k=1
LHE

I t,t+hµk0
Ft
= hC

p−
r=1
LG +
q−
k=1
LHµk(E)

|u1 − u2|2
≤ L2h|u1 − u2|2
for some L ≥ CpLG + CLH∑qk=1 µk(E). Thus condition (Lip2) holds and hence, the assumptions of Theorem 3 are satisfied.
We conclude that the methods (19) are numerically stable in the mean-square sense.
4.2. Local error analysis
For vectors in Rs we use the notationa1...
as
 ∗
b1...
bs
 =
a1b1...
asbs

and for elementary derivatives the equalities
f ′[(1, f )] = f ′t + f ′x [f ], f ′

0, f ′[(1, f )] = f ′x [ft ] + f ′x [f ′x [f ]], (25)
where f ′t [1] = f ′t and f ′t [0] = 0, are valid.
For the analysis of the local error L(h, t, X(t)), see Definition 4, we examine the one-step approximation Y (t+h, t, X(t))
of the solution X(t + h) started at X(t) at time point t . The local error L(h, t, X(t)) can now be written as the difference
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X(t + h)− Y (t + h, t, X(t)) of these two objects. We start to calculate the (deterministic) multivariate Taylor expansion of
Y (t + h, t, X(t)) with respect to h for some h > 0 and t, t + h ∈ [0, T ]. In the following the vector functions f ,Gr ,Hk and
their derivatives are all evaluated at the point (t, X(t)) and we omit this argument for simplicity of notation. Hence, one
obtains
Y (t + h, t, X(t)) = X(t)+ hβT ef +
p−
r=1
Gr(t, X(t))I t,t+hr +
q−
k=1
I t,t+h−k

Hk|t,X(t)
+ h2βTAef ′t + h2βTAef ′x [f ] + ρ1
with truncation term
ρ1 = h3βTAAef ′

0, f ′[(1, f )]+ h3
2
βT ((Ae) ∗ (Ae)) f ′′ [(1, f ), (1, f )]+ O(h4).
Next, we apply the generalised Itô formula (15) to the integrands of the JSODE (1) and apply it afterwards another time
to the integrand functionΛ0[f ]. As a result we arrive at the following Itô–Taylor expansion
X(t + h) = X(t)+ f I t,t+h0 +
p−
r=1
Gr I t,t+hr +
q−
k=1
I t,t+h−k (Hk|t,X(t))+ (f ′t + f ′x [f ])I t,t+h00 + ϱ1
with truncation term
ϱ1 =
p−
r=1
f ′′xx[Gr ,Gr ]I t,t+h00 + I t,t+h000 (Λ0Λ0[f ])+
p−
r=1
I t,t+hr00 (ΛrΛ0[f ])
+
q−
k=1
I−k00 (Λ−kΛ0[f ])+
p−
r=1
Ir0 (Λr [f ])+
q−
k=1
I t,t+h−k0 (Λ−k[f ])
+
p−
r=1
I t,t+h0r (Λ0[Gr ])+
p−
r=1
p−
u=1
I t,t+hur (Λu[Gr ])+
p−
r=1
q−
k=1
I t,t+h−kr (Λ−k[Gr ])
+
q−
k=1
I t,t+h0−k (Λ0[Hk])+
q−
k=1
p−
r=1
I t,t+hr−k (Λr [Hk])+
q−
k=1
q−
u=1
I t,t+h−u−k (Λ−u[Hk]) ,
where all vector functions are again evaluated at the point (t, X(t)).
Assuming the order conditions (22) to hold we obtain that L(t + h, t, X(t)) = ϱ1 − ρ1. Thus the triangle inequality and
Corollaries 8 and 9 yield the mean-square estimates for the truncation term of the one-step approximation
‖E(ρ1|Ft)‖2 = O(h3) and ‖ρ1‖2 = O(h3).
Considering a small noise JSODE (7), we obtain for the truncation term of the expansion of the exact solution the mean-
square estimates
‖E(ϱ1|Ft)‖2 = O(ϵ2h2 + h3 + δh3 + 2δh2 + δ2h2)
and
‖ϱ1‖2 = O(ϵ2h2 + h3 + ϵh5/2 + δh5/2 + ϵh3/2 + δh3/2 + ϵh3/2 + ϵ2h+ ϵδh+ δh3/2 + ϵδh+ δ2h),
which simplify for ϵ = δ to
‖E(ϱ1|Ft)‖2 = O(h3 + ϵh2 + ϵ2h2) and ‖ϱ1‖2 = O(h3 + ϵh3/2 + ϵ2h).
Therefore the local error satisfies
‖E(L(h, t, X(t))|Ft)‖2 = O

h3 + ϵh2 + ϵ2h2 ,
‖L(h, t, X(t))‖2 = O

h3 + ϵh3/2 + ϵ2h .
NowProposition 5 yields a globalmean-square error of orderO(h2+ϵh+ϵ2h1/2). Obviously, this result impliesmean-square
convergence of order 0.5 for Runge–Kutta–Maruyama methods.
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5. Improved Runge–Kutta methods
As we have seen in the last section, the global error of Runge–Kutta–Maruyama methods (19) for problems with small
noise is of order O(h2 + ϵh+ ϵ2h1/2) which is analogous to the result for jump-free SODEs in [32]. Proceeding as Buckwar
et al. in the jump-free case we can derive Runge–Kutta methods that have an improved error behaviour ofO(h2+ ϵ2h1/2) in
the case of a small noise JSODEs (7). This is achieved by including terms with mixed stochastic integrals into the increment
function. In order to generalise the ansatz of [32] to JSODEswe need to incorporate approximations of terms in the Itô–Taylor
expansion of the solution process corresponding to the following two types of multiple stochastic integrals
I t,t+h−k0

Λ−k[f ]|t,X(t)
 = ∫ t+h
t
∫ s
t
∫
E
f (t, Xt + Hk(t, Xt , u))− f (t, Xt)Nk(dv, du) ds, (26)
I t,t+h0−k

Λ0[Hk]|t,X(t)
 = ∫ t+h
t
∫
E
∫ s
t
(Hk)′t(t, Xt , u)+ (Hk)′x[f ](t, Xt , u)
+ 1
2
q−
r=1
(Hk)′′xx[Gr ,Gr ](t, Xt , u) dv Nk(ds, du) (27)
for k = 1, . . . , q. Unlike the mixed classical-Wiener integrals of the forms Ir0 and I0r the integrands of these integrals are
not independent of the integration variables, because they both depend on the mark u of the Poisson randommeasure.
As a first step we consider the special case when the jump coefficient functions allow a decomposition into a product
with one factor being only dependent on the marks u and the other only dependent on t and x, i.e., we consider JSODEs (1)
with Poisson integral terms of the form∫ t
0
∫
E
Hk(s, X(s−)) · Kk(u)Nk(ds, du), (28)
for all k = 1, . . . , q. In addition we assume that the matrix- and vector-valued functions Hk : [0, T ] × Rd → Rd×m and
Kk : Rl → Rm are sufficiently smooth, such that all required derivatives exist and Hk · Kk is a suitable integrand function for
the stochastic integral. In the following we use the centred dot (·) to emphasise a matrix–vector multiplication in contrast
to a multiplication with a scalar (no dot). Further, we assume that the matrix-valued functions Hk as well as each of their
columns satisfy a Lipschitz conditionwith respect to xwith constant LH . In this case, we can construct the improvedmethods
similar to those in Buckwar et al. [32], a difference, however, is that the forward differencesΛ−k[f ] in (26) are approximated
by the derivatives f ′[Hk]; cf. (47) in the proof of Theorem 15.
For the method we present in Definition 14, we consider only this special case. Moreover, without loss of generality, we
restrict the presentation to Kk(u) = u ∈ Rm for all k = 1, . . . , q as by the density transformation theorem we can get
Kk(u)Nk(dt, du) =

uN∗k (dt, du) for suitable Poisson randommeasures N
∗
k .
Next we discuss the case of general jump coefficient functions Hk which do not allow a decomposition of the form (28)
and justify the restriction of our presentation to the above special case. In the case of general jump coefficient functions we
can no longer use the ansatz from [32] to approximate the mixed integrals. Although the mixed integral (26) does not make
any difficulties, rather, it can be simulated exactly, the second mixed integral (27) does present the following problem: due
to (10)
I t,t+h0−k

Λ0[Hk]|t,X(t)
 = Pk(t+h)−
i=Pk(t)+1
((Hk)′t + (Hk)′x[f ])(t, X(t), ξ ki ) (τ ki − t)+ O(δϵ2),
where τ ki and ξ
k
i denote the ith jump time andmark of the underlying kth Poisson process. We see that the derivatives (Hk)
′
t
and (Hk)′x which need to be approximated by a Runge–Kutta ansatz are dependent on the realised mark ξ ki and the time-
increment (τ ki − t) is dependent on the realised jump time. Therefore we need a different evaluation of the Runge–Kutta
approximation for each jump that occurs. However, then the number of Runge–Kutta approximations that are evaluated
at each step of the method is proportional to the number of jumps in an interval. This aspect reduces the computational
efficiency of themethod considerably especially for high jump intensities and/or if we use implicit Runge–Kutta methods to
approximate the integral (27). In the latter case for each occurring jump at each step an implicit system of equations needs
to be solved. Recall that we understand small noise in the context of Poisson noise as having high jump intensities and small
jump heights. Therefore a method that is constructed specifically for small noise to have an improved error behaviour but
is computationally inefficient for small noise seems contradictory in itself and of little practical usefulness. Thus we do not
consider improved methods for general jump coefficient functions in this article. Nevertheless we note that a convergence
analysis can be carried out analogously to the subsequent presentation and refer to [47] for a more complete discussion.
Definition 14. An improved Runge–Kutta method for systems of JSODEs (1) with jump coefficient functions linear in the mark
in the sense of (28) on a grid T Nh is a discretisation scheme of the form
Y0 = X0,
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Fig. 2. Coefficients of improved Runge–Kutta methods with mixed integrals (29) for systems of JSODEs with jump coefficient functions that are linear in
the mark, represented by a Butcher tableau.
Yn+1 = Yn +
s−
i=1
βif (tn + cihn, Si)hn +
p−
r=1
s−
i=1
γiGr(tn +cihn,Si)I tn,tn+hnr
+
p−
r=1
s−
i=1
ηiGr(tn +cihn,Si) I tn,tn+hnr0hn +
q−
k=1
s−
i=1
νiHk(tn + c˜ihn,Si) · I tn,tn+hn−k (u)
+
q−
k=1
s−
i=1
ζiHk(tn + c˜ihn,Si) · I tn,tn+hn−k0 (u)hn (29)
for n = 1, . . . ,N − 1, with stage values for all i = 1, . . . , s
Si = Yn +
s−
j=1
aijf (tn + cjhn, Sj)hn +
p−
r=1
s−
j=1
bijGr(tn +cjhn,Sj) I tn,tn+hnr0hn
+
q−
r=1
s−
j=1
dijHk(tn +cjhn,Sj) · I tn,tn+hn−k0 (u)hn , (30)
Si = Yn + s−
j=1
aijf (tn + cjhn, Sj)hn,
Si = Yn + s−
j=1
aijf (tn + cjhn, Sj)hn.
The coefficients of an improved method are given by the Butcher tableau in Fig. 2. As usual the weights ci,ci,ci are chosen
as c = Ae,c =Ae andc =Ae.
Theorem 15. Assume that the coefficient functions f ,G and H of a JSODE (1) are sufficiently smooth, such that all occurring
derivatives exist and are bounded, and all occurring stochastic integrals are well defined. If the order conditions
(i) βT e = 1 (ii) βTAe = 1/2 (iii) βTBe = 1 (iv) βTDe = 1
(v) γ T e = 1 (vi) γ TAe = 1 (vii) ηT e = 0 (viii) ηTAe = −1
(ix) νT e = 1 (x) νTAe = 1 (xi) ζ T e = 0 (xii) ζ TAe = −1 (31)
are satisfied and the coefficient matrices A,A,A, B and D and the step size h of the grid T Nh allow a unique solution to the implicit
system (30), then an improved Runge–Kutta method (29) is convergent in the mean-square sense of order 0.5. In addition, for a
problem with small noise satisfying ϵ = δ the global mean-square error is of order O(h2 + ϵ2h1/2).
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For the proof of this theoremwe proceed as for the simple Runge–Kutta–Maruyamamethods. First, we discuss the almost
sure existence anduniqueness of a numerical solution to the systemof equations defining the stage values for a drift–implicit
method. Then we show that improved Runge–Kutta methods are numerically stable and finally that they are consistent of
the required order.
5.1. Existence of a solution to the discretisation scheme
We consider for the stage values Si the implicit system of equations, which arises from (30) by inserting the expressions
forSi andSi into the equations for the stage values Si. Once the stage values Si are calculated the values forSi,Si are given
explicitly. Thus we have to show that a unique solution to the system of equations defining the Si exists. In the deterministic
literature there exist two approaches to address this question. On the one hand there is a rather straightforward way
using the contraction mapping principle, see [43, Theorem 7.2], but it produces very restrictive conditions on the step
size when dealing with stiff equations. A second approach, which yields better results in this case, is via the Uniform
Monotonicity Theorem, see [49, Theorem 14.2] or [50, Theorem 4.4.7]. We present versions for improved Runge–Kutta
methods of both approaches. Overall we prove that under conditions on the matrices B,D,A,A defining the stochastic part
of the method (29) and/or the diffusion and jump coefficients G and H the deterministic results remain valid. Hence under
certain step size restrictions there exists almost surely a unique solution to the system (30) defining the stage values. For
simplicity of presentation we consider a system with only one driving noise which could be either a Wiener or a Poisson
noise. Then J denotes the mixed Wiener or Poisson integral in (30), which is an unbounded scalar random variable, G the
corresponding vector-valued diffusion coefficient function and B,A the matrices defining the stochastic part of the system.
The generalisation to multiple noise sources is straight forward as it just includes a summation over diffusion and jump
terms weighted with different scalar random variables. This can be easily dealt with by the triangle inequality.
In this section we present an extension of the existence result via the approach by the contraction mapping principle
following [43, Theorem 7.2] suited for problems with a non-stiff drift coefficient function. An extension of the second
approach following [50] is provided in Appendix A.2, Lemma 18.
Now, the solution Si, i = 1, . . . , s has to satisfy the fixed point equation, written using tensor notation as
S = e⊗ Y + h(A⊗ Id)F (S)+ Jh−1(B⊗ Id)G

e⊗ Y + h(A⊗ Id)F (S)
= (Υ1(S, Y , h, J)T , . . . ,Υs(S, Y , h, J)T )T
= Υ (S, Y , h, J). (32)
Here S = (ST1 , . . . , STs )T ∈ Rds and the Rds-valued functions F and G are defined as
F (X) =
f (t + c1h, X1)...
f (t + csh, Xs)
 , G(X) =
G(t +c1h, X1)...
G(t +csh, Xs)
 (33)
for vectors X = (XT1 , . . . , XTs )T with components Xi ∈ Rd. Id denotes the identity matrix in Rd×d. In order to show that (32)
admits a unique solution by the contraction mapping theorem we have to show that Υ is globally contractive with respect
to S. In accordancewith [43] we use themaximumnorm ‖S‖ = maxi |Si| in the following. Using only the Lipschitz condition
on f and the triangle inequality we obtain the estimate
|Υi(S, Y , h, J)− Υi(S ′, Y , h, J)| ≤ h
s−
j=1
|aij|Lf |Sj − S ′j | + |J|h−1|(Bi• ⊗ Id)∆G| (34)
for all i = 1, . . . , s, where Bi• denotes the ith row of the matrix B and
∆G = G Y + h(A⊗ Id)F (S)− G Y + h(A⊗ Id)F (S ′) . (35)
Hence, if we assume that the second term on the right hand side of (34) vanishes for all i, which is equivalent to the condition
‖(B⊗ Id)∆G‖ = 0, (36)
the stochastic terms vanish and overall we obtain the inequality
‖Υ (S, Y , h, I)− Υ (S ′, Y , h, I)‖ ≤ hLf max
i
s−
j=1
|aij| ‖S − S ′‖.
Thus, under condition (36) we obtain that the map Υ is globally contractive if
h <
1
Lf max
i
s∑
j=1
|aij|
,
which is, in fact, the same step size restriction as for Runge–Kutta methods for deterministic equations [43, Theorem 7.2].
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On the other hand assume that the stochastic term in (34) does not vanish, then, using Lipschitz conditions, we obtain
the estimate
‖Υ (S, Y , h, I)− Υ (S ′, Y , h, I)‖ ≤

hLf max
i
s−
j=1
|aij| + |J|Lf LG max
i
s−
j=1

s−
k=1
|bik||akj| ‖S − S ′‖,
which yields for Υ to be contractive a step size restriction of
h <
1− |J|Lf LG max
i
s∑
j=1

s∑
k=1
|bik||akj|
Lf max
i
s∑
j=1
|aij|
. (37)
As J is an unbounded random variable there does not exist an almost sure lower bound for the term in the right hand side.
Therefore for every fixed, deterministic upper bound for the step size there is a positive probability such that (37) is not
satisfied. Hence, imposing only a Lipschitz condition on the coefficient function, does not necessarily suffice to guarantee
the almost sure existence of a solution to (32), i.e., condition (36) is necessary if the solution of system defining the stage
values should be guaranteed for every Lipschitz continuous f .
Returning to the notation of the original problem (30) we thus have proved the first part of the following lemma. The
second part is an additional result which we need to prove numerical stability of the method in the subsequent section.
Clearly, the results of the lemma transport over to the stage valuesSi andSi immediately by definition.
Lemma 16. Let condition (36) be satisfied for all columns of G with corresponding matrices B andA and for all columns of H
with matrices D andA. Then the system (30) admits almost surely a unique solution under the step size restriction
h <
1
Lf max
i
s∑
j=1
|aij|
. (38)
Moreover, there exists a constant C > 0 such that the solution to the system satisfies with respect to the input data the error
estimate
‖S − S ′‖ ≤ C

1+
p−
r=1
|I t,t+hr0 |h−1 +
q−
k=1
|I t,t+h−k0 (u)|h−1

|Y − Y ′|.
Proof. To prove the second part of the lemma we consider again the special case with one driving scalar noise denoted
by J . The extension to the general case is straightforward. Assume that conditions (36) and (38) are satisfied. We find that
the matrix of partial derivatives ∂ (S − Υ (S)) /∂S is the identity matrix for h = 0 and hence invertible. Therefore, due to
the Implicit Function Theorem there exists a function Γ in a neighbourhood of h = 0, such that the unique solution S to
the fixed point equation (32) satisfies S = Γ (Y , h, J) = (Γ1(Y , h, J)T , . . . ,Γs(Y , h, J)T )T . Note, that Γ depends also on
stochastic integrals and thus is notFt-measurable. Additionally, we get that Γ depends Lipschitz-continuously on Y . By the
Mean Value Theorem and the triangle inequality we obtain
|Γi(Y )− Γi(Y ′)| ≤ |Y − Y ′| + hLf
s−
j=1
|aij| |Γj(Y )− Γj(Y ′)| + h−1|J|LGD
s−
j=1
|bij| |Y − Y ′|,
where D > |G′x(y)| for all y ∈ Rd is a uniform bound on the Jacobian of G. Hence we obtain the estimate
‖Γ (Y )− Γ (Y ′)‖

1− hLf max
i
s−
j=1
|aij|

≤

1+ h−1|J|LGDmax
i
s−
j=1
|bij|

|Y − Y ′|,
which yields a Lipschitz condition due to the step size restriction (38). 
Remark 17. We get a sufficient condition for (36) to hold from inequality (37), i.e., condition (36) is satisfied for all Lipschitz
continuous f ,G and H if the matrices B,D,A,A satisfy that
s−
k=1
|bik‖akj| = s−
k=1
|dik‖akj| = 0 ∀i, j = 1, . . . , s. (39)
Surely, the step size restriction (38) and condition (36) are only for the most general case of an arbitrary coefficient matrix A
and can be weakened if special classes of matrices A are considered. For example, for an important class of methods, where
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A is lower diagonal, i.e. diagonally implicit Runge–Kutta methods, the implicit equations for the stage values can be solved
recursively and we obtain the step size restriction
h <
1
Lf max
i
|aii|
and as a sufficient condition on the coefficient matrices we obtain
s−
k=1
|bik‖akj| = s−
k=1
|dik‖akj| = 0 ∀j ≥ i.
As a second example, in the case of diffusion coefficients linear in x, i.e., Gr(t, x) = G¯r(t)x with G¯r(t) ∈ Rs×s for all
r = 1, . . . , p, it is sufficient that the coefficient matrices satisfy
s−
k=1
bikakj = 0 ∀ j, i = 1, . . . , s.
Analogously the same condition on D andA is sufficient in the case of jump coefficient functions Hk linear in x.
5.2. Numerical stability
As for Runge–Kutta–Maruyama methods we have to show that the stability conditions (Lip1) and (Lip2) are satisfied in
order to apply Theorem3. Assume that either Lemma16 or Lemma18, Appendix A.2, applies and hence denote by Si(y),Si(y)
andSi(y) the solutions to the system (30) defining the stage values with respect to the input data y. Then we obtain the
increment function
Φ(h, t, y, I t,t+h) = h
s−
i=1
βif (t + cih, Si(y))+
p−
r=1
s−
i=1
γiGr(t +cih,Si(y))I t,t+hr
+
p−
r=1
s−
i=1
ηiGr(t +cih,Si(y)) I t,t+hr0h +
q−
k=1
s−
i=1
νiHk(t +cih,Si(y)) · I t,t+h−k (u)
+
q−
k=1
s−
i=1
ζiHk(t +cih,Si(y)) · I t,t+h−k0 (u)h . (40)
Due to the triangle inequality and inequality (23) it is sufficient to consider the stability conditions (Lip1) and (Lip2) for
each of the summands in (40) individually. Note that u1, u2 are Ft-measurable random variables and thus independent of
the occurring stochastic integrals. We start with the drift approximation. For all i = 1, . . . , s, we obtain using the Lipschitz
conditions on f and Si that
h
E (f (t + cih, Si(u1))− f (t + cih, Si(u2)) | Ft)  ≤ hE |f (t + cih, Si(u1))− f (t + cih, Si(u2))|Ft
≤ hLf CE

1+
p−
r=1
|I t,t+hr0 |
h
+
q−
k=1
|I t,t+h−k0 (u)|
h
Ft |u1 − u2|
≤ hLf C

1+
p−
r=1
E
|I t,t+hr0 |
h
+
q−
k=1
E
|I t,t+h−k0 (u)|
h

|u1 − u2|
≤ hL1|u1 − u2|
for some appropriate constant L1 > 0. Further, using the Lipschitz conditions on f and Si again and inequality (23) we get
the estimate
h2E
|f (t + cih, Si(u1))− f (t + cih, Si(u2))|2|Ft
≤ h2L2f (1+ p+ q)C2E

1+
p−
r=1
|I t,t+hr0 |2
h2
+
q−
k=1
|I t,t+h−k0 (u)|2
h2

|u1 − u2|2
≤ hL2|u1 − u2|2
for some appropriate constant L2 > 0. Thus the Lipschitz-type estimates (Lip1), (Lip2) are satisfied for this term. Next we
consider the terms in the second sum in the right hand side of (40). Note here thatSi is not Ft-measurable and thus the two
factors in the term to be estimated, that is inE Gr(t +cih,Si(u1))− Gr(t +cih,Si(u2)) I t,t+hr |Ft , (41)
1172 E. Buckwar, M.G. Riedler / Journal of Computational and Applied Mathematics 236 (2011) 1155–1182
are not (conditionally) independent. Hence in contrast to Runge–Kutta–Maruyama methods these terms do not vanish.
Moreover, using Jensen’s inequality and |αb| ≤ |α||b| to be able to use the Lipschitz condition on Gr turns out to be too
crude as that would yield an upper bound of the form h1/2|u1 − u2|. Therefore to obtain the desired estimate for (41) more
work is required.We start by applying theMean Value Theorem to the diffusion coefficient function Gr in the followingway:
Gr(Si(u1)) = Gr Si(u2)+ (Si(u1)−Si(u2)) (42)
and thus
Gr(Si(u1))− Gr(Si(u2)) = (Gr)′x(ς i,r1 , . . . , ς i,rd ) · Si(u1)−Si(u2) (43)
for all r = 1, . . . , p and i = 1, . . . , s. Here each intermediate value ς i,rj satisfies
ς
i,r
j = t i,rj Si(u1)+ (1− t i,rj )Si(u2)
= t i,rj u1 + (1− t i,rj )u2 + h
s−
n=1
ain t i,rj f (Sn(u1))+ (1− t i,rj )f (Sn(u2))
for some t i,rj ∈ [0, 1]. Thus we use the Mean Value Theorem on each entry of the Jacobian (Gr)′x(ς i,r1 , . . . , ς i,rd ) where Gkr
denotes the kth entry of Gr and obtain
∂Gkr
∂xj
(ς
i,r
k ) =
∂Gkr
∂xj
(t i,rj u1 + (1− t i,rj )u2)+

∂Gkr
∂xj
′
x
(ς i,rk ) ·

h
s−
n=1
ain t i,rj f (Sn(u1))+ (1− t i,rj )f (Sn(u2))

(44)
with new intermediate valuesς i,rk . The term on the left hand side of (44) as well as the first term on the right hand side are
bounded by assumption on the coefficient functions Gr . Hence also the second term on the right hand side is necessarily
bounded. Therefore we can write the Jacobian
(Gr)′x(ς
i,r
1 , . . . , ς
i,r
d ) = D1 + hD2, (45)
where the entries of thematricesD1 andD2 consist of partial derivatives of the diffusion coefficient function and are bounded.
Moreover the matrix D1 is Ft-measurable. Further, we insert forSi its definition (30) and thus obtain
Gr(Si(u1))− Gr(Si(u2)) = D1 · (u1 − u2)+ hD2 · (u1 − u2)
+ h
s−
j=1
aij(Gr)′x(ς i,r1 , . . . , ς i,rd ) · f (t + cjh, Sj(u1))− f (t + cjh, Sj(u2)) .
This yields for (41) the upper boundE Gr(t +cih,Si(u1))− Gr(t +cih,Si(u2)) I t,t+hr Ft
≤ E D1 · (u1 − u2)I t,t+hr | Ft+ hE D2 · (u1 − u2)I t,t+hr Ft 
+
E

h
s−
j=1
aij(Gr)′x(ς i,r1 , . . . , ς i,rd ) · f (t + cjh, Sj(u1))− f (t + cjh, Sj(u2))

I t,t+hr
Ft
 .
As the random variables D1, u1, u2 are Ft-measurable the first expectation term in the right hand side vanishes and to the
remaining two expectation termswe apply Jensen’s inequality, the triangle inequality and the inequality |aA·b| ≤ |a|·|A|·|b|
for a ∈ R, A ∈ Rd×d and b ∈ Rd. Hence we obtain the further estimateE Gr(t +cih,Si(u1))− Gr(t +cih,Si(u2)) I t,t+hr Ft  ≤ h|u1 − u2|E |D2||I t,t+hr |Ft
+ h
s−
j=1
|aij|E |I t,t+hr ||(Gr)′x(ς i,r1 , . . . , ς i,rd )||f (t + cjh, Sj(u1))− f (t + cjh, Sj(u2))|Ft .
Due to the boundedness of the matrices (Gr)′x and D2 by a constant C ′ and the Lipschitz continuity of f (Si(u))we obtain the
final estimateE Gr(t +cih,Si(u1))− Gr(t +cih,Si(u2)) I t,t+hr Ft ≤ h|u1 − u2|C ′E|I t,t+hr |
+ h
s−
j=1
|aij|C ′LfE|I t,t+hr |C

1+
p−
r=1
|I t,t+hr0 |
h
+
q−
k=1
|I t,t+h−k0 (u)|
h

|u1 − u2|
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which is bounded by hL3|u1 − u2| for an appropriate constant L3 > 0. For condition (Lip2) we use the norm property
|αx| = |α||x| and once again the Lipschitz conditions and inequality (23) to obtain the estimate
E
Gr(t +cih,Si(u1))− Gr(t +cih,Si(u2)) I t,t+hr 2 Ft
≤ L2GC2E

1+
p−
k=1
|I t,t+hk0 |2 +
q−
k=1
|I t,t+h−k0 (u)|2

|I t,t+hr |2

|u1 − u2|2
≤ hL4|u1 − u2|2
for some L4 > 0. For the remaining diffusion and jump terms in (40) the estimates work completely analogously and finally
this shows that the increment function Φ satisfies the stability conditions. Therefore the improved Runge–Kutta schemes
are numerically stable if the conditions of either Lemma 16 or Lemma 18, Appendix A.2, are satisfied.
5.3. Local error analysis
In order to examine the local error L(h, t, X(t)) = X(t+h)−Y (t+h, t, X(t)) (see Definition 4) we need again the Taylor
and Itô–Taylor expansions of the one step approximation Y (t + h, t, X(t)) of the method (29) and the solution X(t + h)
of (1). We start with the deterministic Taylor expansion for Y . To this end we have to consider that Hk is a matrix-valued
function applied in a matrix–vector multiplication to the mark vector u. However, as Taylor’s Theorem applies to vector-
valued functions we have to rewrite the jump coefficient function to fit this condition. Thus, we write
Hk(t, X(t)) · I t,t+h−k (u) =
m−
j=1
H jk(t, X(t))I
t,t+h
−k (uj), (46)
where H jk denotes the jth column of the matrix Hk and uj the jth component of the mark vector u. Therefore a matrix-valued
function applied to a vector becomes a sum of vector-valued function applied to scalars. Analogously we can rewrite the
mixed classical-Poisson integrals. Thus we obtain for these terms in the discretisation scheme (29)
q−
k=1
s−
i=1
νiHk(tn + c˜ihn,Si) · I tn,tn+hn−k (u) = q−
k=1
m−
j=1
s−
i=1
νiH
j
k(tn + c˜ihn,Si)I tn,tn+hn−k (uj),
q−
k=1
s−
i=1
ζiHk(tn + c˜ihn,Si) · I tn,tn+hn−k0 (u)hn =
q−
k=1
m−
j=1
s−
i=1
ζiH
j
k(tn + c˜ihn,Si) I tn,tn+hn−k0 (uj)hn ,
where each summand on the right hand side is a vector-valued function with a scalar stochastic integral as a multiplicative
factor. Hence, what we obtain by replacing the terms in (29) looks essentially equivalent to the method applied to a JSODE
(1) where the jump term consists of qm Poisson random measures with scalar marks. Note that these qm Poisson integrals
are not mutually independent which would be a necessary condition for the application of the generalised Itô formula.
However, for the application of Taylor’s Theorem, the mutual dependence is insignificant.
For a compact notation of the Taylor expansions we use for derivatives of matrix-valued functions Hk the notation
H ′k[(1, f )] · I t,t+h−k (u) =
m−
j=1
(H jk)
′[(1, f )]I t,t+h−k (uj)
where H ′k[(1, f )] = ((H1k )′[(1, f )], . . . , (Hmk )′[(1, f )]) ∈ Rd×m is a matrix-valued function applied to a vector-valued
stochastic integral. Further, for derivatives evaluated at the columns of a matrix we write
f ′[(0,Hk)] =

f ′[(0,H1k )], . . . , f ′[(0,H lk)]
 ∈ Rd×m
and for nested derivatives we write
H ′k

0, f ′[(0,Hr)]
 · I t,t+h−r0 (u)
h

· I t,t+h−k (u) =
m−
i,j=1
(H jk)
′ 0, f ′[(0,H ir)] I t,t+h−r0 (ui)h I t,t+h−k (uj).
Analogously we can rewrite derivatives of terms associated with mixed classical-Poisson integrals as well as derivatives of
higher order.
Thus expanding the one step approximation and using the above notation, we obtain
Y (h, t, X(t)) = hβT ef + h2βTAef ′[(1, f )] + hβTBe
p−
r=1
f ′[(0,Gr)] I
t,t+h
r0
h
+ hβTDe
q−
k=1
f ′[(0,Hk)] · I
t,t+h
−k0 (u)
h
+ γ T e
p−
r=1
Gr I t,t+hr + hγ TAe p−
r=1
G′r [(1, f )]I t,t+hr
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+ ηT e
p−
r=1
Gr
I t,t+hr0
h
+ hηTAe p−
r=1
G′r [(1, f )]
I t,t+hr0
h
+ νT e
q−
k=1
Hk · I t,t+h−k (u)
+ hνTAe q−
k=1
H ′k[(1, f )] · I t,t+h−k (u)+ ζ T e
q−
k=1
Hk · I
t,t+h
−k0 (u)
h
+ hζ TAe q−
k=1
H ′k[(1, f )] ·
I t,t+h−k0 (u)
h
+ ρ2 + ρ3
where the first truncation term ρ2, resulting from the expansion of the drift term, is given by
ρ2 = h3βTAAef ′

0, f ′[(1, f )]+ h2βTABe p−
r=1
f ′

0, f ′[(0,Gr)]
 I t,t+hr0
h
+ h2βTADe
q−
k=1
f ′

0, f ′[(0,Hk)]
 · I t,t+h−k0 (u)
h
+ h2βTBAe p−
r=1
f ′

0,G′r [(1, f )]
 I t,t+hr0
h
+ h2βTDAe q−
k=1
f ′

0,H ′k[(1, f )]
 · I t,t+h−k0 (u)
h
+ h
3
2
βT ((Ae) ∗ (Ae)) f ′′ [(1, f ), (1, f )]
+ h
2
βT ((Be) ∗ (Be))
p−
r,k=1
f ′′ [(0,Gr), (0,Gk)]
I t,t+hr0
h
I t,t+hk0
h
+ h
2
βT ((De) ∗ (De))
q−
r,k=1

f ′′ [(0,Hk), (0,Hk)] · I
t,t+h
−r0 (u)
h

· I
t,t+h
−k0 (u)
h
+ h2βT ((Ae) ∗ (Be))
p−
r=1
f ′′ [(1, f ), (0,Gr)]
I t,t+hr0
h
+ h2βT ((Ae) ∗ (De))
q−
k=1
f ′′ [(1, f ), (0,Hk)] · I
t,t+h
−k0 (u)
h
+ hβT ((Be) ∗ (De))
p,q−
r,k=1
f ′′ [(0,Gr), (0,Hk)] · I
t,t+h
−k0 (u)
h
I t,t+hr0
h
+ R1.
The remainder term R1 satisfies for ϵ = δ due to Corollaries 8 and 9
‖R1‖2 = O(h4 + (ϵ + ϵ2)h5/2 + ϵ3h2)
‖E(R1|Ft)‖2 = O(h4 + (ϵ + ϵ2)h3 + ϵ3h2).
The second truncation term ρ3 results from the expansions of the diffusion and jump approximations and is
ρ3 = h2γ TAAe p−
r=1
G′r

0, f ′[(1, f )] I t,t+hr + hγ TABe p−
r,k=1
G′r

0, f ′[(0,Gk)]
 I t,t+hk0
h
I t,t+hr
+ hγ TADe p,q−
r,k=1
G′r

0, f ′[(0,Hk)]
 · I t,t+h−k0 (u)
h
I t,t+hr +
h2
2
γ T

(Ae) ∗ (Ae) p−
r=1
G′′r [(1, f ), (1, f )]I t,t+hr
+ h2ηTAAe p−
r=1
G′r

0, f ′[(1, f )] I t,t+hr0
h
+ hηTABe p−
r,k=1
G′r

0, f ′[(0,Gk)]
 I t,t+hr0
h
I t,t+hk0
h
+ hηTADe p,q−
r,k=1
G′r

0, f ′[(0,Hk)]
 · I t,t+h−k0 (u)
h
I t,t+hr0
h
+ h
2
2
ηT

(Ae) ∗ (Ae) p−
r=1
G′′r [(1, f ), (1, f )]
I t,t+hr0
h
+ h2νTAAe q−
k=1
H ′k

0, f ′[(1, f )] · I t,t+h−k (u)+ hνTABe p,q−
r,k=1
H ′k

0, f ′[(0,Gr)]
 · I t,t+h−k (u) I t,t+hr0h
+hνTADe q−
r,k=1

H ′k

0, f ′[(0,Hr)]
 · I t,t+h−r0 (u)
h

· I t,t+h−k (u)
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+ h
2
2
νT

(Ae) ∗ (Ae) q−
k=1
H ′′k [(1, f ), (1, f )] · I t,t+h−k
+ h2ζ TAAe q−
k=1
H ′k

0, f ′[(1, f )] · I t,t+h−k0
h
+ hζ TABe p,q−
r,k=1
H ′k

0, f ′[(0,Gr)]
 · I t,t+h−k0 (u)
h
I t,t+hr0
h
+ hζ TADe q−
r,k=1

H ′k

0, f ′[(0,Hr)]
 · I t,t+h−r0 (u)
h

· I
t,t+h
−k0 (u)
h
+ h
2
2
ζ T

(Ae) ∗ (Ae) q−
k=1
H ′′k [(1, f ), (1, f )] ·
I t,t+h−k0 (u)
h
+ R2,
where the remainder term satisfies for ϵ = δ due to Corollaries 8 and 9
‖R2‖2 = O(ϵh7/2 + ϵ2h5/2 + ϵ3h3/2)
‖E(R2|Ft)‖2 = O(ϵh4 + ϵ2h3 + ϵ3h2).
We expand the solution process using the Itô–Taylor expansion and in addition apply Taylor’s formula on the integrands of
the stochastic integrals I t,t+h−k0 (Λ−k[f ]) such that
I t,t+h−k0 (Λ−k[f ]) = f ′x [Hk] · I t,t+h−k0 (u)+ I t,t+h−k0

m−
i,j=1
f ′′

(0,H ik), (0,H
j
k)

uiuj

+ I t,t+h−k0 (R3) (47)
where the remainder term R3 is of order O(δ3) in the small noise framework. Therefore, we obtain the expansion
X(t + h) = X(t)+ f I t,t+h0 +
p−
r=1
Gr I t,t+hr +
q−
k=1
Hk · I t,t+h−k (u)+

f ′t + f ′x [f ]

I t,t+h00 +
p−
r=1

(Gr)′t + (Gr)′x[f ]

I t,t+h0r
+
p−
r=1
Λr [f ]I t,t+hr0 +
q−
k=1
f ′x [Hk] · I t,t+h−k0 (u)+
q−
k=1

(Hk)′t + (Hk)′x[f ]
 · I t,t+h0−k (u)+ ϱ2
with truncation term
ϱ2 =
q−
k=1
f ′′xx[Hk,Hk]I t,t+h−k0 (u2)+
q−
k=1
I t,t+h−k0 (R3)+
1
2
p−
r=1
f ′′xx[Gr ,Gr ]I t,t+h00
+ 1
2
p,q−
r,k=1
(Hk)′′xx[Gr ,Gr ] · I t,t+h0−k (u)+
1
2
p−
r,k=1
(Gr)′′xx[Gk,Gk]I t,t+h0r + I t,t+h000 (Λ0Λ0[f ])
+
p−
r=1
I t,t+hr00 (ΛrΛ0[f ])+
q−
k=1
I t,t+h−k00 (Λ−kΛ0[f ])+
p−
r=1
I t,t+h0r0 (Λ0Λr [f ])+
p−
r,k=1
I t,t+hkr0 (ΛkΛr [f ])
+
p,q−
r,k=1
I t,t+h−kr0 (ΛkΛr [f ])+
q−
k=1
I t,t+h0−k0 (Λ0Λ−k[f ])+
p,q−
r,k=1
I t,t+hr−k0 (ΛrΛ−k[f ])+
q−
r,k=1
I t,t+h−u−k0(Λ−rΛ−k[f ])
+
p−
r=1
I t,t+h00r (Λ0Λ0[Gr ])+
p−
r,k=1
I t,t+hk0r (ΛkΛ0[Gr ])+
p,q−
r,k=1
I t,t+h−k0r (Λ−kΛ0[Gr ])+
p−
r,k=1
I t,t+hkr (Λk[Gr ])
+
p,q−
r,k=1
I t,t+h−kr (Λ−k[Gr ])+
q−
k=1
I t,t+h00−k (Λ0Λ0[Hk · u])+
p,q−
r,k=1
I t,t+hr0−k (ΛrΛ0[Hk · u])
+
q−
r,k=1
I t,t+h−r0−k(Λ−rΛ0[Hk · u])+
p,q−
r,k=1
I t,t+hr−k (Λr [Hk · u])+
q−
r,k=1
I t,t+h−r−k(Λ−r [Hk · u]).
Further, for ϵ = δ the truncation terms satisfy due to Corollaries 8 and 9
‖ρ2‖2 = O(h3 + ϵh5/2 + ϵ2h2 + ϵ3h2) and ‖E(ρ2 | Ft)‖2 = O(h3 + ϵh3 + ϵ2h2 + ϵ3h2),
‖ρ3‖2 = O(ϵh5/2 + ϵ2h3/2 + ϵ3h3/2) and ‖E(ρ3|Ft)‖2 = O(ϵh3 + ϵ2h2 + ϵ3h2),
‖ϱ2‖2 = O(h3 + ϵh5/2 + ϵ2h+ ϵ3h3/2) and ‖E(ϱ2|Ft)‖2 = O(h3 + ϵh3 + ϵ2h2 + ϵ3h2).
Thus, due to equalities (25) and Lemma 10 we find that subject to the order conditions (31) the corresponding terms in the
local error cancel out and it satisfies L(h, t, X(t)) = ρ2 − ϱ2 − ϱ3. Hence, the above estimates for the remainder terms and
Proposition 5 imply that the global mean-square error is of order O(h2 + ϵh2 + ϵ2h1/2 + ϵ3h) = O(h2 + ϵ2h1/2).
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Fig. 3. Coefficients of two-stage improved Runge–Kutta methods (29). Left: trapezoidal rule; Right: Radau2a method.
6. Numerical examples
In this final section we present results from two test equations illustrating the properties of the methods developed in
the preceding sections. To this end we have implemented the trapezoidal and Radau2a Runge–Kutta–Maruyama methods,
see Fig. 1 and their improved versions, see Fig. 3. For comparison we also considered the Euler–Maruyama method.
The numerical experiments we have performed investigate the relation between a grid with equidistant step-size
h = 1/N and the achieved accuracy of the method measured by an estimate of the global mean-square error
errh,M = max
1≤n≤N

1
M
M−
j=1
|X(tn, ωj)− Yn(ωj)|2
1/2
≈ max
1≤n≤N
‖X(tn)− Y (n)‖2, (48)
where N denotes the number of steps and M the number of computed trajectories. The results of these experiments are
presented in figures, where the accuracy is plotted versus the step size in logarithmic scale with base 10. Thus the slopes
of the lines correspond to the observed order of the schemes. Additionally we have provided lines with slopes 1, 2 and 3 in
the figures to enable comparison with convergence of these orders. Note that the sampling errors for our choices of M are
negligible compared to the discretisation error as we here consider small noise equations.
Before we state our test equations we briefly comment on the simulation of the random variables used in the methods.
The suggested improved Runge–Kutta methods contain mixed stochastic integrals. Thus at each step the Wiener integrals
I t,t+hr and I
t,t+h
r0 , r = 1, . . . , p have to be simulated together. In our implementation this is done by
I t,t+hr = h1/2ζ 1r , I t,t+hr0 = h3/2

ζ 1r + ζ 2r /
√
3

/2
with ζ ir ∼ N(0, 1), i = 1, 2 [33]. For the Poisson and mixed Poisson integrals we use the sum form of stochastic integrals
with respect to Poisson random measures (10). The interjump waiting times τ ki+1 − τ ki are simulated with an exponential
distributionwith intensity λ. Due to its lack of memory property we can simulate the pairs (τ ki , ξ
k
i ) of jump times andmarks
for each time step separately and are able to simulate the Poisson integrals as
I t,t+h−k (H|t,y) =
Nk(t+h)−
i=Nk(t)+1
H(t, y, ξ ki ), I
t,t+h
−k0 (H|t,y) =
Nk(t+h)−
i=Nk(t)+1
H(t, y, ξ ki )(t + h− τ ki ).
Note that no additional random variables need to be simulated for the mixed Poisson integrals. In both test equations the
parameters ϵ, δ and λ are chosen such that the secondmoments of the stochastic integrals I t,t+h1 and I
t,t+h
−1 (u) approximately
match up. This can be considered as having approximately the same noise intensity in the Wiener and the Poisson term.
As a first example we consider the scalar JSODE
X(t) = 1−
∫ t
0
X(s−)ds+ ϵ
∫ t
0
X(s−)dW (s)+ δ
∫ t
0
∫
(−0.5,0.5)
uX(s−)N(ds, du), (49)
on the time interval [0, 1]. For this equation the exact solution is explicitly given [45] by
X(t) = exp (−1− ϵ2/2)t + ϵW (t) P(t)∏
i=1
(1+ δξi), (50)
where P(t) is the Poisson process associated with the Poisson randommeasureN(du, dt) and the random variables ξi, i ≥ 1
are the corresponding marks which we consider to be uniformly distributed on (−0.5, 0.5). We have chosen the jump-
intensity λ = 200 which corresponds to an expected number of 200 jumps of the solution on the interval [0, 1]. We
present plots of the global error and two different choices of noise intensities in Fig. 4, ϵ = 10−3, δ = 6 · 10−8 (left) and
ϵ = 5 · 10−3, δ = 1.5 · 10−6 (right), respectively, where we have simulatedM = 500 trajectories at a time to estimate the
mean-square error.We clearly observe that initially the deterministic order of the Runge–Kuttamethods prevails, i.e., orders
2 and 3 for the methods based on the trapezoidal rule or the Radau2a method, respectively. With decreasing step size the
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Fig. 4. Error plot for the JSODE (49) with two different choices small noise coefficients and mark distribution U(−0.5,0.5) with intensity λ = 200.
accuracy behaviour of the Runge–Kutta–Maruyama methods changes to order 1 as the (ϵ + δ)h terms become dominant
whereas for the improved versions of the methods the initially higher order behaviour remains for this range of step sizes.
Finally for small enough step sizes the (ϵ + δ)2h1/2 term becomes predominant and asymptotic order 0.5 is observed.
Comparing the two plots we find that the ranges of step sizes where different terms in the global errors are dominant
are shifted to the right for higher noise intensity, that is, in the plot on the right. This is in accordance with our comments
on the ϵ − h relations. Finally, note that the improved methods always yield a global error that is less than the error of
the corresponding simple method and that the trapezoidal and Radau2a methods in both versions always yield a smaller
absolute error than the Euler–Maruyama method.
As a second example we consider the nonlinear scalar equation
X(t) = −
∫ t
0
−10+ ϵ2X(s−) 1− X(s−)2 ds+ ϵ ∫ t
0

1− X(s−)2 dW (s)
+ δ
∫ t
0
∫
(0,2π)
cos(2π t)X(s−) sin2(uX(s−))N(ds, du) (51)
on the time interval [0, 1]. In the jump-free case, i.e., δ = 0, the resulting SODE has the explicit solution
X(t) = exp (−20t + 2ϵW (t))− 1
exp (−20t + 2ϵW (t))+ 1 , (52)
cf. [51], and hence we are able to construct an explicit solution to the JSODE (51); cf. the construction of a solution
to a general JSODE in [1, Theorem 6.2.9]. As the jump coefficient function is nonlinear in the mark we only consider
Runge–Kutta–Maruyama methods and cannot use the improved methods presented in Section 5. Again we have chosen
the jump-intensity λ = 200 and present plots of the global error for two different choices of noise intensities in Fig. 5,
ϵ = 10−3, δ = 1.5 · 10−8 (left) and ϵ = 5 · 10−3, δ = 3.75 · 10−7 (right), respectively. This time we have chosenM = 100.
Similar observations as for the first example can be made in these plots. First, initially for larger step sizes the deterministic
order of the methods is again dominant and changes to order 1 once the step size is sufficiently small such that the terms of
order (ϵ + δ)h prevail. Second, the range of step sizes with different dominant error terms is shifted to the right for larger
noise intensities in the plot on the right. Finally, trapezoidal and Radau2a Runge–Kutta–Maruyamamethods yield a smaller
absolute error than the Euler–Maruyama method in the examples considered.
7. Conclusions
We have developed derivative-free Runge–Kutta methods for JSODEs with an emphasis on problems with small noise
and have analysed their local and global error behaviour. Further we presented analysis on the solvability of the stochastic
implicit equations for the stage values that arise in improved Runge–Kutta methods. We derived results guaranteeing the
existence and uniqueness of a solution subject to a step-size restriction which depends either on a global Lipschitz constant,
suitable for drift coefficient functions that are non-stiff, or on a one-sided Lipschitz constant which yields a less restrictive
result for stiff drift coefficient functions.
As with all Maruyama-type methods the asymptotic mean-square order of the methods presented in this paper is 0.5.
However, considering problems with small noise the error of Runge–Kutta–Maruyama methods for JSODEs is O((ϵ +
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Fig. 5. Error plot for the JSODE (51) with two different choices small noise coefficients and mark distribution U(0,2π) with intensity λ = 200.
δ)2h1/2+ (ϵ+ δ)h+ hp), thus exhibiting an improved order behaviour for certain ranges of step sizes. Employing an ansatz
similar to the jump-free case it is possible to construct improved Runge–Kutta methods that avoid the error terms of order
O((ϵ + δ)h). We thus obtain improved Runge–Kutta methods for JSODEs of order O((ϵ + δ)2h1/2 + (ϵ + δ)h2 + hp) with
p being the deterministic order of the Runge–Kutta method used for the drift approximation. The additional computational
cost to pay for the simulation of the mixed stochastic integrals is comparable to the effort for simulatingWiener increments
as no additional random variables are needed for the simulation of the mixed Poisson integrals. However, the efficiency of
the improved methods is drastically reduced if we consider jump coefficient functions which are nonlinear in the mark. In
this case a jump-adapted approximation is needed for the jump part of a JSODE which can be computationally expensive
for high jump intensities. Thus, this shows a limit for the ‘natural extension’ of the jump-free case. Additionally, in the
numerical examples we considered, a scalar linear and a scalar nonlinear, small noise JSODE we find that methods based on
deterministic trapezoidal or Radau2a Runge–Kuttamethods always yield a smaller absolute error than the Euler–Maruyama
method.
Acknowledgements
The authors would like to thank three anonymous reviewers for their helpful comments.
Appendix
A.1. Proof of Lemma 7
Webegin by showing that it is sufficient to establish the properties of the lemma for the casewhen the stochastic integral
I t,t+hR (S) does not include integrations with respect to non-compensated Poisson random measures, i.e., l3 = 0. By an
expansion procedure we can reduce the general case to this special case. Recall the identity (9) which states that for all
k = 1, . . . , q
Ia,b−k (S) = Ia,b−k (S)+ Ia,b0µk(S). (A.1)
Using this we can expand recursively multiple stochastic integrals with respect to non-compensated Poisson random
measures into sums of stochastic integrals containing integrations with respect to martingale-valued random measures
or deterministic measures. Hence, for l(R) = l3 = 1 we just have (A.1). For a multiple integral containing integrations with
respect to two non-compensated Poisson random measures, i.e., for l(R) = l3 = 2, iteratively applying equality (9) yields
a sum of 4, that is 2l3 , terms:
Ia,b−k−u(S) = Ia,b−k−u(S)+ Ia,b−k0µu(S)+ Ia,b0µk−u(S)+ Ia,b0µk0µu(S) (A.2)
for all−u,−k ∈ {−q, . . . ,−1}. This sum can be grouped into terms containing sums of stochastic integrals each of which
have 2, 1 or 0, that is l3, l3−1, l3−2, integrationswith respect to compensated Poisson randommeasures and the remaining
integrations with respect to the corresponding compensators. These expansions remain valid if l(R) > l3 and l3 = 1, 2, that
is for multiple integrals where one or two out of all integrations are with respect to non-compensated Poisson random
measures. In this case just the indices referring to these integrations are substituted according to the above pattern (A.1) or
(A.2), respectively.
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Then, for generalR this expansion procedure amounts to an exercise in combinatorics. For replacing l3 integrations with
respect to non-compensated Poisson random measures we obtain 2l3 summands. These summands we group into l3 + 1
terms. For i = 0, . . . , l3, the (i+ 1)th term of which is a sum of l3!/(i!(l3 − i)!)multiple stochastic integrals, for which l3 − i
integrations out of l3 integrations with respect to non-compensated Poisson randommeasures are replaced by integrations
with respect to the corresponding compensated Poisson randommeasures and the remaining i integrations by integrations
with respect to the corresponding compensators.
At this point we proceed to the actual proof of the individual properties stated in Lemma 7. We start with (a). In the
special case of l3(R) = 0 the first property immediately follows from the corresponding property of the Wiener or the
compensated Poisson integral, respectively, as the interchange of deterministic integration and conditional expectation is
allowed, see [52, Proposition 3.15(ii)]. For generalR we apply the conditional expectation to the terms in the expansion of
the multiple integral and by the first result just established all terms that include integrations with respect to martingale-
valued random measures vanish. In the case where l2 ≥ 1 all terms vanish and in the case where l2 = 0 and l3 ≥ 1
all terms vanish except the single multiple integral, for which all integrations with respect to non-compensated Poisson
randommeasures have been replaced by integrations with respect to the compensators. Hence, (a) is proved.
For property (b) the proof in the case of l3(R) = 0 works analogously to the recursion applied by Milstein and
Tretyakov [33, Lemmas 2.1 and 2.2] to derive such a result in the jump-free case aswe just have to deal with integrationwith
respect to martingale-valued measures or deterministic measures. In each step we apply the Itô isometry if the outermost
integration is with respect to a martingale-valued measure or the Cauchy–Schwarz inequality in the case of a deterministic
measure, respectively. Thus, at the end of this recursion procedure we obtain an estimate of the form
‖I t,t+hr1···rj (S)‖22 ≤ Ch2l1+l2 (A.3)
for some appropriate constant C > 0. For general R we apply the triangle inequality to the norm of the sums derived by
the expansion procedure. Hence we obtain by (A.3)
‖I t,t+hR (S)‖2 ≤ C
l3−
i=0

l3
i

hl1+l2/2+i/2+(l3−i).
Therefore it follows that ‖I t,t+hR (S)‖2 = O(hl1+l2/2+l3/2) and (b) is proved
Proceeding to property (c) we note that one can still carry out the recursive reduction used in [33, Lemmas 2.1 and 2.2]
in the case of the conditional expectation with respect to Ft instead of the ordinary expectation. The Itô isometries hold
true in their conditional versions and the interchange of (deterministic) integration and conditional expectation is allowed
[52, Proposition 3.15(ii)]. Thus, we get for each summand arising from the expansion procedure an upper estimate
C2h2l1+l2+2i+(l3−i)
with some constant C > 0 and i = 0, . . . , l3 denoting the number of integrations with respect to non-compensated Poisson
random measures that are replaced by their compensators. Now, applying the mean-square norm and using the triangle
inequality, we find that the single summand for i = 0 has the slowest decrease and thus determines the order of decrease
which completes the proof.
A.2. Existence of solution to the discrete system, stiff case
In this section we present a result on the solvability of the implicit system (30) defining the stage values of an improved
Runge–Kutta method following the approach via the UniformMonotonicity Theorem; cf. [50]. Imposing a similar condition
as (36) we provide in Lemma 18 a result that extends the existence and uniqueness for the implicitly given stage values for
stiff ODEs (cf. [50, Theorem 4.4.7] or [49, Theorem IV.14.2]) to the stochastic setting.
We start giving a brief account of the necessary notation and results from the deterministic case [50, Chapter 4.4.3], that
is we consider an ODE
x′(t) = f (t, x(t)) (A.4)
which is equivalent to an JSODE (1) with G ≡ H ≡ 0. Therefore in this case an improved Runge–Kutta method from
Definition 14 is equivalent to a Runge–Kutta method applied to an ODE and given by the coefficient matrix A. For the
remainder of the section we assume that the Runge–Kutta matrix A is invertible. Given a positive diagonal matrix D we
define the mappings αD, α0 : Rs×s → R as
αD(M) = inf
x∈Rs
xTDMx
xTDx
and α0(M) = sup
D
αD(M),
where the supremum is taken over the set of all positive diagonal matrices. For any positive s × s diagonal matrix D we
denote by ⟨X, Y ⟩D = XT (D⊗ Id)Y an inner product on Rds and by ‖ · ‖D the induced norm and the associated matrix norm,
respectively. Then, for any s× smatrixM it follows that
⟨X, (M ⊗ Id)X⟩D ≥ αD(M)‖X‖2D ∀X ∈ Rds. (A.5)
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Further assume that the function f from (A.4) satisfies a one-sided global Lipschitz condition
⟨f (u1)− f (u2), u1 − u2⟩ ≤ L|u1 − u2|2 ∀u1, u2 ∈ Rd. (A.6)
Then, employing the notation from Section 5.1 we obtain the Lipschitz-type estimate
⟨hF (X)− hF (Y ), X − Y ′⟩D ≤ hL‖X − Y‖2D ∀X, Y ∈ Rds. (A.7)
Thus, under the step size restriction
h <
α0(A−1)
L
(A.8)
with A being the Runge–Kutta matrix there exists a unique solution to (30) in the deterministic case [49,50,53]. Calculations
of the values α0 for certain Runge–Kutta methods can be found in [49].
Next we extend this result to the stochastic case, where, for simplicity, we assume only one driving noise source, thus
in the following J denotes an unbounded scalar random variable, G the corresponding vector-valued diffusion coefficient
function and B,A the matrices defining the stochastic part of the system. The matrix A is again the Runge–Kutta matrix of
the drift part of themethod. As for the considerations in Section 5.1 the generalisation tomultipleWiener and Poisson noise
sources is straight forward. Again we have to consider the fixed point equation (32)
S = e⊗ Y + h(A⊗ Id)F (S)+ Jh−1(B⊗ Id)G

e⊗ Y + h(A⊗ Id)F (S)
= Υ (S, Y , h, J).
However this timewe employ the UniformMonotonicity Theorem, cf. [50, Appendix C] to prove that it has a unique solution.
Foremost, aswe assume condition (A.8) to hold, there exists a positiveµ such thatα0(A−1)−ch ≥ 2µ andhence by definition
there exists a positive diagonal matrix D such that
αD(A−1)− hL ≥ µ. (A.9)
As the Runge–Kuttamatrix A is assumed to be regular we canmultiply the difference S−Y−Υ (S) from the left by (A−1⊗ Id)
and obtain
⟨(A−1 ⊗ Id)(S − Y − Υ (S))− (A−1 ⊗ Id)(S ′ − Y − Υ (S ′)), S − S ′⟩D
= ⟨(A−1 ⊗ Id)(S − S ′), S − S ′⟩D − h⟨F (S ′)− F (S), S − S ′⟩D
− h−1J⟨(A−1 ⊗ Id)(B⊗ Id)∆G, S − S ′⟩D. (A.10)
In order to use the UniformMonotonicity Theoremweneed a lower bound for the expression in (A.10) of the form C‖S−S ′‖2D
with C > 0. As the last term in the right hand side of (A.10) has an unbounded coefficient that can take values in all R such
a bound is possible almost surely if and only if
⟨(A−1B⊗ Id)∆G, S − S ′⟩D = 0. (A.11)
If we thus assume (A.11) to hold we obtain by (A.5) and (A.7) analogously to the deterministic case for (A.10) the lower
bound
(αD(A−1)− hL)‖S − S ′‖2D.
Hence under the step size restriction (A.8) the UniformMonotonicity Theorem guarantees the existence of a unique solution
to (32).
Moreover we can also derive a Lipschitz condition for the solution of the system for the stage values with respect to the
initial data Y proceeding as in [53]. Let Y , Y ′ denote two different initial vectors and S, S ′ the corresponding solutions of
the fixed point equation (32). For Y ′ we can write the system as
S ′ = e⊗ Y + h(A⊗ Id)F (S ′)+ h−1J(B⊗ Id)G

Y + h(A⊗ Id)F (S ′)
− e⊗ (Y − Y ′)− Jh−1(B⊗ Id) ∂G
∂x
(ς; S ′) e⊗ (Y − Y ′)
with intermediate value ς . Therefore we obtain the equation
S − S ′ = h(A⊗ Id)(F (S)− F (S ′))+ h−1J(B⊗ Id)∆G+

Ids + h−1J(B⊗ Id) ∂G
∂x
(ς; S ′)

e⊗ (Y − Y ′).
As A is regular we can multiply from the left with (A−1 ⊗ Id)which yields
(A−1 ⊗ Id)(S − S ′)− h(F (S)− F (S ′))
= h−1J(A−1B⊗ Id)∆G+

A−1 ⊗ Id + Jh−1(A−1B⊗ Id) ∂G
∂x
(ς; Z)

e⊗ (Y − Y ′). (A.12)
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Next we apply the inner product ⟨·, S − S ′⟩D to both sides of (A.12). Then by (A.5) and (A.7) we get a lower bound to the left
hand side of (A.12) by
αD(A−1)‖S − S ′‖2D − hL‖S − S ′‖2D ≤ ⟨(A−1 ⊗ Id)(S − S ′)− h(F (S)− F (S ′)), S − S ′⟩D.
For the last term on the right hand side of (A.12) we obtain by the Cauchy–Schwarz inequality
(A−1 ⊗ Id) e⊗ (Y − Y ′), S − S ′

D ≤ ‖A−1‖D ‖S − S ′‖D
e⊗ (Y − Y ′)D
and 
h−1J(A−1B⊗ Id) ∂G
∂x
(ξ ; S ′) e⊗ (Y − Y ′), S − S ′

D
≤ h−1|J|
(A−1B⊗ Id) ∂G∂x (ς; S ′)

D
e⊗ (Y − Y ′)D ‖S − S ′‖D.
Further, as the derivatives ofG are boundedwe can find an upper boundK independent of S ′ for norms ofmatrices containing
derivatives of G, i.e., K ≥ ‖(A−1B⊗ Id)∂G/∂x(ς; X)‖D for all X ∈ Rds. Finally, the first term on the right hand side of (A.12)
is zero by assumption (A.11) and thus we obtain the inequality
(αD(A−1)− hL)‖S − S ′‖2D ≤
 |J| K
h
‖e⊗ D‖D + ‖A−1‖D
e⊗ (Y − Y ′)D ‖S − S ′‖D (A.13)
which yields the Lipschitz condition
‖S − S ′‖D ≤ ‖A
−1‖D + h−1|J| K
αD(A−1)− Lh
e⊗ (Y − Y ′)D (A.14)
as the denominator is positive under the step size restriction (A.8). Therefore we have proved the following lemma.
Lemma 18. Let the Runge–Kutta matrix A be invertible and let condition (A.11) be satisfied for all columns of G and matrices B
andA and for all columns of H with matrices D andA. Then the system (30) admits almost surely a unique solution under the step
size restriction
h <
α0(A−1)
L
where L is the constant from the one-sided Lipschitz condition (A.6) on the drift coefficient function f . Moreover, there exists a
constant C > 0 such that the solution to the system satisfies with respect to the input data the error estimate
‖S − S ′‖ ≤ C

1+
p−
r=1
|I t,t+hr0 |h−1 +
q−
k=1
|I t,t+h−k0 (u)|h−1

|Y −′ Y |.
Remark 19. Obviously condition (36) on the coefficient matrices in the treatment appropriate for non-stiff drift function
implies condition (A.11).
References
[1] D. Applebaum, Lévy Processes and Stochastic Calculus, Cambridge University Press, Cambridge, 2004.
[2] R. Cont, P. Tankov, Financial Modelling with Jump Processes, Chapman & Hall/CRC, Boca Raton, 2004.
[3] P. Glasserman, N. Merener, Numerical solution of jump–diffusion LIBOR market models, Finance Stoch. 7 (2003) 1–27.
[4] F.B. Hanson, Applied Stochastic Processes and Control for Jump–Diffusions, SIAM, Philadelphia, 2007.
[5] S.G. Kou, A jump–diffusion model for option pricing, Manage. Sci. 48 (2002) 1086–1101.
[6] D.L. Snyder, M.I. Miller, Random Point Processes in Time and Space, second ed., Springer, Berlin–Heidelberg, 1991.
[7] Y. Maghsoodi, Mean square efficient numerical solution of jump–diffusion stochastic differential equations, Indian J. Statist. 58 (1996) 25–47.
[8] Y. Maghsoodi, Exact solutions and doubly efficient approximations of jump–diffusion Itô equations, Stoch. Anal. Appl. 16 (6) (1998) 1049–1072.
[9] A. Gardoń, The order of approximations for solutions of Itô-type stochastic differential equationswith jumps, Stoch. Anal. Appl. 22 (3) (2004) 679–699.
[10] A. Gardoń, The order 1.5 approximation for solutions of jump–diffusion equations, Stoch. Anal. Appl. 24 (6) (2006) 1147–1168.
[11] D.J. Higham, P.E. Kloeden, Numerical methods for nonlinear stochastic differential equations with jumps, Numer. Math. 101 (2005) 101–119.
[12] D.J. Higham, P.E. Kloeden, Convergence and stability of implicit methods for jump–diffusion systems, Int. J. Numer. Anal. Model. 3 (2006) 125–140.
[13] D.J. Higham, P.E. Kloeden, Strong convergence rates for backward Euler on a class of nonlinear jump–diffusion problems, J. Comput. Appl. Math. 207
(2007) 949–956.
[14] N. Bruti-Liberati, E. Platen, On the strong approximation of jump–diffusion processes, in: Research Paper Series, vol. 2, Quantitative Finance Research
Centre, University of Technology, Sydney, 2005.
[15] N. Bruti-Liberati, E. Platen, Strong approximations of stochastic differential equations with jumps, J. Comput. Appl. Math. 205 (2007) 982–1001.
[16] E. Platen, N. Bruti-Liberati, Numerical Solutions of Stochastic Differential Equations with Jumps in Finance, Springer, Berlin, 2010.
[17] D.J. Higham, G.D. Chalmers, Convergence and stability analysis for implicit simulations of stochastic differential equations with random jump
magnitudes, Discrete Contin. Dyn. Syst. Ser. B 9 (2008) 47–64.
[18] W. Römisch, T. Sickenberger, R. Winkler, Simultaneous step-size and path control for efficient transient noise analysis, in: L.R.J. Costa, J. Roos (Eds.),
Scientific Computing in Electrical Engineering SCEE 2008, Math. Ind. 14 (2010), 167–174. Part 2.
1182 E. Buckwar, M.G. Riedler / Journal of Computational and Applied Mathematics 236 (2011) 1155–1182
[19] T. Shardlow, Numerical simulation of stochastic PDEs for excitable media, J. Comput. Appl. Math. 175 (2) (2005) 429–446.
[20] M.B. Giles, Multilevel Monte Carlo path simulation, Oper. Res. 56 (3) (2008) 607–617.
[21] N. Bruti-Liberati, E. Platen, On the weak approximation of jump–diffusion processes, Technical report, University of Technology, Sydney, 2006.
[22] F. Carbonell, J.C. Jimenez, Weak local linear discretization for stochastic differential equations with jumps, J. Appl. Probab. 45 (1) (2008) 201–210.
[23] P. Glasserman, N. Merener, Convergence of a discretization scheme for jump–diffusion processes with state dependent intensities, Proc. R. Soc. 460
(2003) 111–127.
[24] K. Kubilis, E. Platen, Rate of weak convergence of the Euler approximation for diffusion processes with jumps, Monte Carlo Methods Appl. 8 (2002)
83–96.
[25] X.Q. Liu, C.W. Li, Weak approximations and extrapolations of stochastic differential equations with jumps, SIAM J. Numer. Anal. 37 (2000) 1747–1767.
[26] R. Mikulevicius, E. Platen, Time discrete Taylor approximations for Itô processes with jump component, Math. Nachr. 138 (1988) 93–104.
[27] E. Mordecki, A. Szepessy, R. Tempone, Adaptive weak approximation of diffusions with jumps, SIAM J. Numer. Anal. 46 (4) (2008) 1732–1768.
[28] A. Kohatsu-Higa, P. Tankov, Jump-adapted discretization schemes for Lévy-driven SDEs, Stoch. Proc. Appl. 120 (2010) 2258–2285.
[29] Y. Maghsoodi, C.J. Harris, In-probability approximation and simulation of nonlinear jump–diffusion stochastic differential equations, IMA J. Math.
Control Inform. 4 (1987) 65–92.
[30] C.W. Li, Almost sure convergence of stochastic differential equations of jump–diffusion type, Progr. Probab. 36 (1995) 187–197.
[31] X.Q. Liu, C.W. Li, Almost sure convergence of the numerical discretisation of stochastic jump diffusions, Acta Appl. Math. 62 (2000) 225–244.
[32] E. Buckwar, A. Rößler, R. Winkler, Runge–Kutta methods for SDEs with small noise, SIAM J. Sci. Comput. 32 (4) (2010) 1789–1808.
[33] G.N. Milstein, M.V. Tretyakov, Stochastic Numerics for Mathematical Physics, Springer, Berlin, 2004.
[34] W.T. Coffey, Yu.P. Kalmykov, J.T. Waldron, The Langevin Equation, second ed., World Scientific Publishing, River Edge, 2004.
[35] G. Denk, S. Schäffler, Adamsmethods for the efficient solution of stochastic differential equations with additive noise, Computing 59 (1996) 153–161.
[36] R. Winkler, Stochastic differential algebraic equations of index 1 and applications in circuit simulation, J. Comput. Appl. Math. 157 (2003) 477–505.
[37] G.N. Milstein, M.V. Tretyakov, Mean-square numerical methods for stochastic differential equations with small noise, SIAM J. Sci. Comput. 18 (1997)
1067–1087.
[38] E. Buckwar, R. Winkler, Multi-step methods for SDEs and their application to problems with small noise, SIAM J. Numer. Anal. 44 (2) (2006) 779–803.
[39] C.T.H. Baker, E. Buckwar, Numerical analysis of explicit one-step methods for stochastic delay differential equations, LMS J. Comput. Math. 3 (2000)
315–335.
[40] E. Buckwar, R. Winkler, Multi-step Maruyama methods for stochastic delay differential equations, Stoch. Anal. Appl. 25 (5) (2007) 933–959.
[41] W. Römisch, R. Winkler, Stepsize control for mean-square numerical methods for stochastic differential equations with small noise, SIAM J. Sci.
Comput. 28 (2) (2006) 604–625.
[42] T. Sickenberger, Efficient transient noise analysis in circuit simulation, Ph.D. thesis, Humboldt-Universität zu Berlin, 2008.
[43] E. Hairer, S.P. Nørsett, G. Wanner, Solving Ordinary Differential Equations I, second ed., Springer, Berlin, 2000.
[44] W. Römisch, R. Winkler, Stochastic DAEs in circuit simulation, in: K. Antreich, R. Bulirsch, A. Gilg, P. Rentrop (Eds.), Modeling, Simulation and
Optimization of Integrated Circuits, Birkhäuser, Basel, 2003, pp. 303–318.
[45] I.I. Gikhman, A.V. Skorohod, Stochastic Differential Equations, Springer, New York, Heidelberg, 1972.
[46] N. Ikeda, S. Watanabe, Stochastic Differential Equations and Diffusion Processes, North-Holland Publishing, Amsterdam, New York, 1981.
[47] M.G. Riedler, Numerische Methoden zur starken Approximation von Lösungen stochastischer Differentialgleichungen mit Sprüngen, Master’s thesis,
Vienna University of Technology, 2008.
[48] J.C. Butcher, Numerical Methods for Ordinary Differential Equations, John Wiley & Sons, Chichester, 2003.
[49] E. Hairer, G. Wanner, Solving Ordinary Differential Equations II, second ed., Springer, Berlin, 2002.
[50] A.M. Stuart, A.R. Humphries, Dynamical Systems and Numerical Analysis, Cambridge University Press, Cambridge, 1996.
[51] P.E. Kloeden, E. Platen, Numerical Solution of Stochastic Differential Equations, Springer, Berlin, 1992.
[52] S. Peszat, J. Zabczyk, Stochastic Partial Differential Equations with Lévy Noise, Cambridge University Press, Cambridge, 2007.
[53] K. Dekker, Error bounds for the solution to the algebraic equations in Runge–Kutta methods, BIT 24 (1984) 347–356.
