In this article we investigate the autotopism group of the so-called cyclic semifield planes. We show that the group generated by the homology groups of the nuclei is already the full group of autotopisms which are linear with respect to the nuclei. The full autotopism group is also computed with the exception of one special subcase.
Introduction
Let V be a m-dimensional space over a field K = GF(q n ), σ ∈ Aut(K) an automorphism of order n, and T an irreducible σ-linear operator on V . Then
is an additively closed spread set (see [6] but also [8] ). Let K 0 = GF(q) be the fixed field of σ and let ψ be an arbitrary K 0 -isomorphism from V onto S. Then x * y = xψ(y) determines on V a presemifield multiplication. Note that if one chooses ψ such that for y ∈ V in addition ψ −1 (1)ψ(y) = y holds one obtains even a semifield multiplication. The (pre)semifields of this isotopism class were called cyclic semifields in [6] . If n = 1 the semifield is actually a field. We say therefore that cyclic semifield is proper if n > 1.
On the other hand the spread set S determines a translation plane P = P(T ) on W = V ⊕ V , where the associated spread is Σ = {V (∞)} ∪ {V (s) | s ∈ S} with V (∞) = 0 ⊕ V, V (s) = {(x, xs) | x ∈ V }.
Our aim is to determine the autotopism group of these planes. We will show: Theorem 1. Let V be a m-dimensional space over K = GF(q n ), σ ∈ Aut(K) an automorphism of order n > 1, and T an irreducible, σ-linear, operator on V . Set K 0 = K σ = GF(q). Then F = C EndK 0 (V ) (T ) is a field isomorphic to GF(q m ). Moreover the following holds:
(a) The right and middle nuclei of P = P(T ) are isomorphic to K and the left nucleus is isomorphic to F .
(b) Denote by M the normal subgroup of autotopisms of P which are linear with respect to the nuclei. Then M is the product of the homology groups associated with the nuclei. In particular
For autotopisms outside of M we state:
Theorem 2. We assume that P satisfies the assumptions of Theorem 1 and we keep the notation of this theorem. Assume further q = p f , where char K = p, and denote by G the autotopism group of P. Then n divides |G/M |. Moreover |G/M | divides f · m · n if n > (m, n) and |G/M | divides f · m · n · (m, n) if n = (m, n).
We will observe that-in contrast to Theorem 1-the quotient G/M does depend on the individual operator T and not only on the parameters m and n. In fact we will compute the group G/M except the case that n divides m and n < m, where we have only incomplete information.
The notation of this paper can be found in 2.1, 3.1 and in the definitions at the beginning of sections 3 and 4. Section 2 includes some auxiliary results on field extensions. Section 3 is devoted to the proof of Theorem 1 and section 4 to the proof of Theorem 2.
In section 5 we determine the full autotopism group G in the case (m, n) = 1. This result will be used in sections 6 and 7 where we treat the cases n ≥ m and n < m respectively. The precise structure of G/M (excluding the case n|m, n < m) is given in Propositions 6.3 and 7.4.
The terminology on semifield planes follows standard texts like [3] or [5] .
Semilinear operators and preliminary results
In this section we explain the description of irreducible linear operators of [4] . The work of Kantor and Liebler [9] on cyclic semifields contains a representation of such transformations too. However it seems convenient to use the very concrete description of [4] . We also collect some special results on field extensions.
Description of semilinear operators. We make the following assumptions:
V is a m-dimensional space over the field K = GF(q n ).
σ is an automorphism of K of order n, i .e. K 0 = GF(q) is the fixed field. (d) T n restricted to U i has the form ζ1 where
Using coordinates we can identify V with L d , U i with Le i (e i a standard basis vector), and the K-structure of V is given by
The action of T is given by
where ζ = N L:F (w) with γ and ζ as in (d) of the Theorem. For the remainder of this paper T will usually denote a σ-linear operator and this context the symbols w and ζ = N L:F (w)
will always refer to the foregoing representation. Note that any choice of w and ζ with ζ = N L:F (w) and F = K 0 (ζ) defines by the above equation an irreducibe semilinear transformation. We also describe T formally by the matrix 
In the sequel we will use similar matrix descriptions for other semilinear transformations too.
(II) When we will describe autotopisms the following two types of semilinear operators (acting on V = L d ) will be relevant:
, and let P (π) = (δ i,π(j) ) 0≤i,j<d be permutation matrix associated with the permutation π which is a power of the d-cycle (0, 1, . . . , d − 1). The semilinear operator described formally by the matrix Definition. We will call an additive endomorphism S of V linear, if it is a linear transformation with respect to the K-and F -structure of V , i.e. (a · x)S = a · (xS) and (bx)S = b(xS) for a ∈ K and b ∈ F . Lemma 2.2. Let S be an invertible operator on V which is semilinear with respect to the F -and K-structure. Then S induces a permutation of {U 0 , U 1 , . . . , U d−1 } which lies in the group generated by the cycle
Proof. Let ω be a generator of the field K 1 = GF(q d ). When we consider ω as an element of F this element induces on V the K 0 -linear map ω1. Considering ω as an element of K we denote the K 0 -linear map x → ω · x by ω. In particular ω1 and ω agree on U 0 . The U i 's are the homogeneous components of the group ω1,ω on V . A homogeneous component of a G-module, G a group, is the sum of all irreducible submoduls of one isomorphism type. This notion of basic representation theory is connected with Clifford's theorem (see for instance [1] , (12.11-13), p. 40) which is used here in a very elementary fashion. Since S normalizes the group ω1,ω we see that it induces a permutation on the set
So assume that S is not linear. The operator T from 2.1 satisfies the assertion of the lemma. So adjusting S by a power of T we may assume wlog. that S fixes U 0 . Denote by φ the automorphism induced by S on F and by ψ the automorphism induced by S on K. Then for u ∈ U 0 also uS ∈ U 0 and
Hence
Now let u ∈ U i , i > 0, and assume uS ∈ U j . Then:
Hence ω ψσ j = ω σ i φ and therefore
The next result is known (see [2] ). For convenience we supply a proof.
We proceed by induction and suppose, that for any subset ∆ ⊆ Γ of size < r we have already shown δ∈∆ H δ = δ∈∆ H δ and let Ω = {ω 1 , . . . , ω r } be a r-subset.
We have to show:
.
ωi and thus T i = 0 for i > 1 by the choice of c. Then T 1 = 0 holds too. P
The following result is a slight generalization of Theorem 5 of [7] . The proof is taken from this article. 
Moreover, if (a) and (b) hold and if
In particular
Assume k = 1, B 1 = a + bX, and B 0 = c + dX. As w ∈ K the pairs (a, b) and (c, d) are K-linear independent. Hence the mapping
lies in PGL(2, K) and we are done. So we assume k > 1. Substituting λ we see
This is a polynomial equation of polynomials in u of degree < n. Hence we obtain even an equation of (formal) polynomials in K[X]
Hence g 1 divides B 0 and as deg B k−1 ≤ k one has
Set f = a + bX and E = c + dX. Again w ∈ K implies ad − bc = 0 and w has the desired form. Note that
Case 2 Now we assume that B 1 divides B 0 . Since w ∈ K, we even have deg B 1 < deg B 0 and using
But as B k = 0 we have
Using again B i B 0 = B i−1 B 1 we have
and we are done.
(b)⇒(a). Assume now
and inductively
A straightforward computation shows
and then
Proof. Write E = L s and x = a 0 + a 1 u + · · · + a t u t with a i ∈ K, a t = 0. Since x = x · 1 ∈ E we see t < s. We claim t = 0 and thus x ∈ K.
Assume t > 0. Then
F is a Galois extension with a cyclic Galois group Σ = σ and that K : K 0 is a Galois extension too such that the Galois group is the restriction of
Since z k = 0 we obtain a
3 Cyclic semifields and the proof of Theorem 1
We first introduce some notation 3.1 for cyclic semifield planes which will be kept fixed throughout this paper. Then we compute the nuclei (Proposition 3.3) and prove Theorem 1.
3.1. Description of cyclic semifield planes. Let V, K, F, σ, T etc. have the same meaning as in 2.1. We introduce the following notation:
is the spread set of the cyclic semifield plane defined by T .
Then Σ is the spread on W associated with S.
where
Note that S i is the set of transformations in S which move U i onto U 0 . Let S j be the set of σ j -linear transformations in S. Then (see Lemma 2.3)
with e ′ = e if j < r and e ′ = e − 1 otherwise. Recall T n = ζ1.
An autotopism α is identified with an element in GL GF(p) (W ), p = char K, which stabilizes Σ and fixes the fibers V (∞) and V (0). We also write α = (α 1 , α 2 ) where α 1 is the restriction to V (0) and α 2 is the restriction to V (∞). We call α diagonal of type φ, φ ∈ Aut(L), if both α 1 and α 2 are diagonal of type φ, i.e. we have a matrix description of α 1 and α 2 in the form:
We call α semidiagonal of type φ if α 1 is diagonal of type φ and α 2 is permutational of type φ, i.e. α 2 has a matrix description in the form
are homologies and we see that middle nucleus
is a kern homology. Hence the left nucleus N ℓ contains the group
Finally, we observe that the transformation T defined by (x, y)T = (xT, yT ) is an autotopism.
If k ≥ 2 then T m a k and thus T m lies in S. This implies ST = S, a contradiction, since S is proper.
Hence k ≤ 1. If a 0 = 0 then β = 1a 1 + T −1 a 0 and β = 1β ∈ S, i.e. T −1 ∈ S and ST −1 = S, a contradiction. We conclude a 0 = 0 and β = 1a 1 . This shows N r ≃ K and by symmetry N m ≃ K.
Let 0 = β ∈ N ℓ , i.e. sβ = βs for s ∈ S. Since β also commutes with K we see that
From (Theorem 2.4 in [4]) we get β ∈ F . The second claim follows. P Definition. We call an autotopism linear if it commutes with all elements from the nuclei.
For instance the group M = LRD.
is a group of linear autotopisms. T is linear with respect to N ℓ but only semilinear respect to N m and N r .
which shows a −1 a σ = 1, i.e. a ∈ K 0 . The claim follows. P
The following observation will be used repeatedly: Proof. We may assume that s, s
Proof. Let α be a linear autotopism. We can make the identifications V = L and xT = wx σ . By our assumption we have
Take 0 = s ∈ S 0 . Then V (s)α = V (a −1 bs) and hence a −1 bs ∈ S 0 , i.e. a −1 bS 0 = S 0 . By Lemma 2.5 (and as m = n) we get a −1 b ∈ K. Adjusting α by L ab −1 ∈ L we may assume wlog. that a = b.
and a σ a −1 s is a σ-linear operator in S. Hence a σ a −1 s ∈ S 1 and a σ a −1 S 1 = S 1 . As before we deduce a σ a −1 ∈ K * . Apply Lemma 2.6 to conclude a ∈ F * K * . This shows α ∈ M . P Lemma 3.7. Let α be a linear autotopism. For each i ∈ {0, . . . , d − 1} the following holds.
1 sα 2 ) and for j ∈ {0, . . . , d − 1} we have:
Hence (with K 1 in the role of K 0 ) S 0 induces on W i a cyclic semifield spread and α induces a linear autotopism.
(d) Set m = m ′ d and n = n ′ d. By Proposition 3.3 and Lemma 3.5 the nuclei of the semifield induced by S 0 on U i coincide with the nuclei of S when restricted to U i . Moreover, [K :
and (m ′ , n ′ ) = 1. Therefore we can apply Lemma 3.6 to W i and α Wi . Our statement on the nuclei implies assertion (d). P Now Theorem 1 follows from Lemma 3.6 and:
Proof. Let α be a linear autotopism. We keep the notation of Lemma 3.7. Suppose first that S 0 induces on W 0 a proper cyclic semifield spread. Then by Lemma 3.6 the homology groups associated with the nuclei are already induced by the elements of M . Hence we find µ ∈ M such that
Adjusting α by a suitable element in M we can assume (α 1 ) U0 = 1. We identify (S 0 ) U0 with L and as (S 0 ) U0 (α 2 ) U0 = (S 0 ) U0 we may identify (α 2 ) U0 with some z ∈ L. Apply Lemma 2.7. Hence z ∈ K and (α 2 R z −1 ) U0 = 1.
So in any case α can be replaced by some αµ, µ ∈ M , such that (αµ) W0 = 1.
1 α 2 ) U0 = 1. Using Lemma 3.5 we deduce α 1 = α 2 and (α 1 ) U0 = 1. Therefore α 1 is represented in matrix form by
we deduce from Lemma 3.5 that
since the fixed field of γ in L is F . Moreover there exists a
Replacing T by any element in S 1 we see by the same argument that S 0 A = S 0 and A represents an element in S 0 as 1 is in S 0 .
Set
Using Lemmas 3.6 and 3.7 with (S 0 ) U0 in the role of S, γ in the role of σ we see that x U0 ∈ K U0 . This shows using (1)
We conclude A −1 2 ∈ K 1 . This shows (using Lemma 3.5 again)
for some a ∈ K 1 . We obtain A
Hilbert's theorem 90 shows that there is a b ∈ K 1 with a = b/b σ . We conclude
follows. P
Proof of Theorem 2
In this section we show that autotopisms of P(T ) can be described by some kind of "normal form" (see the definition and 4.1 below). Subsequently we verify Theorem 2.
Definition. Denote by G 1 the subgroup of G (autotopism group of P = P(T )) consisting of diagonal autotopisms and by G 0 the subgroup which consists of diagonal and semidiagonal autotopisms (see 3.1).
The next result shows that the quotient G/M is determined by the subgroup G 0 :
We need: Lemma 4.2. Let α be an autotopism of P = P(T ). Proof. (a) As kernel of P is F one knows that α is a semilinear map on W with respect to F . This shows the claim.
(
is a set of semilinear, but not linear mappings with respect to K. I.e. the automorphisms of K associated with α 1 and α 2 must be different. Apply (b).
(d) By (b) we only have to consider the case that n divides m; i.e. F contains a subfield isomorphic to K and each element of K when restricted to a U i lies in this subfield. By (a) the claim follows. P Proof of 4.1. By Lemma 2.2 every autotopism of G induces a permutation of the subspaces {U i × 0 | 0 ≤ i < d} and G 0 is the kernel of this permutation representation:
Let α be an element in G 0 . If n is not a divisor of m, we see by Lemma 4.2.c that α fixes all spaces 0 × U i and by Lemma 4.2.d that α 1 and α 2 induce on K the same field automorphism. As L is generated by the subfields K and F we see (using Lemma 4.2.a) that α is a diagonal autotopism. If n divides m then K is isomorphic to a subfield of L = F and α is semidiagonal by Lemma 4.2.a.
Using Lemma 2.2 again we see, that we can adjust any autotopism with an element from T to obtain a semi-diagonal autotopism. This implies the second assertion. Clearly, T permutes the above subspaces transitively and again by Lemma 2.2 the permutation representation is semi-regular. Hence |G :
Moreover by Lemma 4.2.c we have n | m if G 0 contains a semi-diagonal, but not diagonal autotopism. P
Lemma 4.3. Theorem 2 is true.
Proof. By Proposition 4.1, |G/G 0 | = d and G 1 is the subgroup of autotopisms in G which fix W 0 = U 0 ⊕ U 0 . The mapping G 1 → Aut(L) which maps α to φ where φ is the type of α (see 3.1) is obviously a homomorphism with kernel M . Thus
Assume first that n does not divide m. Then by Proposition 4.1 G 0 = G 1 and therefore |G/M | divides f · m · n.
Assume next now that n divides m. Then (using Lemma 2.2) G 0 induces a semiregular permutation representation on {0 × U i | 0 ≤ i < d} with kernel G 1 . This shows
We assume throughout this section
In view of 3.1 we can identify V ≡ L and T with the mapping
, and ζ = N L:F (w). Clearly, all autotopisms are diagonal, i.e. G 0 = G. Therefore we may write formally (abbreviating a 0 = e, b 0 = v in (2.1)):
Lemma 5.1. Let m < n and φ ∈ Aut(L). Equivalent are:
(a) There exists an autotopism of type φ.
Proof. Let α be an autotopism of type φ. Use the notation from above. Then α −1
On the other hand
Specializing k = 0 we get
with A ∈ K * and specializing k = 1 we have
Therefore the condition
is necessary for the existence of an autotopism of type φ. Suppose conversely that this condition is true. Then choose f ∈ L * such that (3) holds with A = 1 and define v ∈ L * by (2) and then α 1 and α 2 as above.
We claim that this defines an autotopism. The foregoing computations show that we have to verify equation (1) for all 0 ≤ k < n. We notice that the cases k = 0, 1, i.e. equations (2) and (3), are already true. 
Proof. (a)⇒(b). We choose the same notation as in the proof of Lemma 5.1. Write m = en + r.
Then for 0 ≤ k < n we have α
The same computation as in the proof of Lemma 5.1 shows
. By Lemma 2.4 (with ζ in the role of u, ζ φ in the role of w) we have
and
If n = 2 then r = 1 and
So assume n > 2. Then n − 1 > r or r > 1. We only treat the case n − 1 > r, the other case is similar. In the first case A r ≡ A r+1 mod K * . Hence
This implies
and therefore
So we may assume E(ζ) = 1 and ζ φ = F (ζ) = a + bζ. The case r > 1 (use A 0 and A 1 ) leads to the same assertion. So (b) holds.
and define v ∈ L * by the equation
Then α −1 1 = φ −1 f and α 2 = φv define an autotopism of type φ. P
Remark. The case m > n = 2 is implicitly contained as Theorem 5 in the article of Johnson, Polverino, Marino, and Trombettti [7] .
The case n ≥ m
We keep the description of V , T , and autotopisms as explained in 2.1 and 3.1. We assume throughout this section n ≥ m.
In view of the previous section we may assume
It will be convenient to write k (j) instead of k σ j for k ∈ K and j = 0, 1, . . ..
(a) Let α = (α 1 , α 2 ) be a diagonal autotopism of type φ ∈ Aut(L). We write α
. .) and α 2 = diag(φb 0 , φb 1 , . . .) as in 3.1. By adjusting α with a suitable element from M we may assume a 0 = b 0 = 1 and
For T k ∈ S 1 = T K there exists an ℓ ∈ K with
and a computation leads to the equations
This implies
Therefore a necessary condition for the existence of a diagonal autotopism of type φ is
We show that this condition is sufficient too. So take a ∈ K such that N K:K0 (a φ ) = w φ−1 and define:
and α 1 = α 2 as above. A computation shows
Hence α = (α 1 , α 2 ) defines a diagonal autotopism associated with φ.
(b) Let α = (α 1 , α 2 ) be a proper semi-diagonal autotopism of type φ ∈ Aut(L). We split our argument into subcases.
(1) Let α 2 induce a permutation of order n. Then n = 2 and such autotopisms do exist.
We may assume wlog. that
and by adjusting the autotopism with a suitable element from M we may even assume α −1 1 α 2 = T , a 0 = 1, and b 0 = w. This implies
Assume first n = 2. Then α
Choosing φ = σ and a 1 = 1 we obtain a solution. So we assume from now on n > 2. Then α −1 1 T α 2 = kT 2 for some k ∈ K. Comparing both sides we obtain the equations
with ϕ = φ −1 . This forces as in (a)
there exists ℓ ∈ K such that the equations
hold. Replacing the a i 's we get
(2) Let n = 2k, k > 1. Then 2 is not the order of the permutation induced by α 2 .
Assume the contrary. Then
and adjusting α with a suitable element from M we may even assume a 0 = 1 and α
We obtain the equations
Finally we have α
One obtains the equations
We eliminate the a i 's and the b i 's and get
But then w φ(1) = w φ , a contradiction. This implies assertion (2).
Using (1) and (2) we may now assume that n > 2 and that the permutation induced by α 2 has an odd order r, where r is a proper divisor of n, say n = f r. Then α 2 leaves invariant the subspace
induces on W = V × V a cyclic semifield plane and α W induces a semi-diagonal autotopism whose associated permutation has order r. This shows that we are in the situation of (1). Hence r ≤ 1, i.e. the autotopism is diagonal. The proof is complete. P Lemma 6.2 Assume m < n. Then G 0 is the group of diagonal autotopisms. Let φ be an automorphism of L. Equivalent are:
(a) There exists a diagonal autotopism associated with φ.
Proof. The first assertion follows from Proposition 4.1. Let α = (α 1 , α 2 ) be a diagonal autotopism associated with φ ∈ Aut(L) (we represent the α i 's as in the proof of 6.1). As S i = T i K and as S i is the set of σ i -linear maps in S we have α
In particular by adjusting α with some element from M we may assume α 1 = α 2 . This implies
There exist some k ∈ K such that α
Eliminating the b i 's we get
. Therefore condition (b) is necessary for the existence of a diagonal autotopism of type φ.
Conversely, we assume that condition (b) holds and show the existence of an autotopism. Choose a 0 ∈ L and k ∈ K such that
and define a i for 0 < i < d by
and α 1 = α 2 by xα
Then the above computations show α 
, and |G :
The case m > n
We assume throughout this section m > n.
In view of the section 5 we may assume
We set further m = m ′ d, n = n ′ d. We recall from 2.1 and
we set x (0) = x and
Proof. Both mappings are additive. So it suffices to consider monomials of the form x = kζ j , k ∈ K. We calculate Proof. Choose s ∈ K and a 0 ∈ L such that
holds. Define further a 1 , a 2 , . . . by
and set α 1 Sα 1 = S and the assertion follows. P
and α 2 as in in the proof of 6.1. We verify the assertion of the lemma by splitting the proof into intermediate steps.
Step 1. The restriction of S 0 on W i = U i ⊕ U i , 0 ≤ i < d, defines with respect to the γ-linear operator T d a cyclic semifield plane.
Since dim F L = n ′ (we identify U i with L) the γ-linear operator (T d ) Ui is irreducible (see [4] , Cor. 2.5). Also dim K L = m ′ and the assertion follows from [6] .
Step 2. We have:
Apply step 1 and Lemma 5.2 onto the restriction of S 0 and α to W 0 . Assertion (a) follows. From the proof of this lemma and the restriction of S 0 and α to W i we obtain the assertions from (b) too (the pair (f, v) of the proof of Lemma 5.2 is replaced by (a i , b i )).
Set F = a + bX and E = g + hX. We can adjust the nominator and denominator of the rational function F/E by some element from K * , i.e. we can and do assume that one of the coefficients a, b, g, h is 1.
Step 3. The element E(ζ) lies in K * even if n ′ = 2.
A typical element s in S 0 has the form s = diag(
By step 2 we have
e−j F (ζ) j and we obtain:
. Then specializing j = e we get for 1
and specializing j = 0 we obtain
This shows
where x ∈ L d . Then a similar computation as above shows
We deduce for 1
Specializing x = ζ j we obtain similar as before
with some ℓ i ∈ K. Now choosing j = 0 and j = e − 1 we obtain
As one of the coefficient a, b, . . . is 1 we conclude z = 1 and a, b, g, h ∈ K 0 . This shows for j < m ′ that
Finally, α
Computing the left hand side and comparing both sides we see a
Since L(1) = L e we deduce from Lemma 2.4 that a
which shows
We know by step 2 and as r ′ = 1 that E(ζ) ≡ w 1−φ (a 1−γ 0 ) φ mod K * . Using (3) this yields E(ζ) e−1 ≡ z (d−1) ≡ E(ζ) e mod K * .
But then E(ζ) ∈ K and the assertion of step 3 follows.
Step 4. The assertion of the lemma holds.
By step 3 we have E(ζ) ∈ K which implies A 
Conversely, this condition implies by Lemma 7.1 that our equation x (1)φ = x φ(1) holds even for x ∈ L. Moreover L(k) φ = L(k) for all k. We have α We already have seen in step 3 that α Therefore the condition
is necessary for the existence of a diagonal autotopism of type φ. However we see by Lemma 7.2 that conditions (4) and (5) 
Computations like the previous ones show that a necessary condition for the existence of a diagonal or semidiagonal autotopism of type φ is that L φ = 0.
Suppose now n = 2, m = 4, and L φ = 0. Computations show that a diagonal autotopism of type φ exists iff w φ−1 ∈ K 1+σ and that a semidiagonal autotopism of type φ exists iff w φ+1 ∈ K 1+σ . In the special case K = GF(4), L = F = GF(16), a computer calculation shows L φ = 0 iff |φ| = 2. Also |w| is divisible by 5. Therefore no diagonal autotopism of type φ do exist. A semidiagonal autotopism of type φ exists iff |w| = 5.
Final remarks. (a) Assume the notation of Section 7. A complete treatment of the case n = d, n < m, would require a characterization of the sets L φ for φ ∈ Aut(L), where L φ is defined as in the previous example. We do not have such a characterization.
(b) Let V be a m-dimensional vector space over the not necessarily finite field K. Let σ ∈ Aut(K) be of order n and let T be an irreducible, σ-linear operator on V . It is easy to see that S = m−1 i=0 KT i still defines a semifield. Let F = C EndK 0 (V ) (T ) be a field (not merely a skew field), i.e. T is separable in the sense of [4] . Then Theorem 1 is still true: by [4] the description of T is completely analogous as in the case |K| < ∞ and it is not hard to see all arguments of the proof of Theorem 1 carry over to our more general situation.
