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Abstract
In this work, we present a new characterization of symmetric H+-tensors. It is
known that a symmetric tensor is an H+-tensor if and only if it is a generalized
diagonally dominant tensor with nonnegative diagonal elements. By explor-
ing the diagonal dominance property, we derive new necessary and sufficient
conditions for a symmetric tensor to be an H+-tensor. Based on these condi-
tions, we propose a new method that allows to check if a tensor is a symmetric
H+-tensor in polynomial time. In particular, this allows to efficiently compute
the minimum H-eigenvalue of tensors in the related and important class of M -
tensors. Furthermore, we show how this result can be used to approximately
solve polynomial optimization problems.
Keywords: H+-tensors, Generalized diagonally dominant tensors, Power cone
optimization, Polynomial optimization, Minimum H-eigenvalues
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1. Introduction
Tensors can be regarded as a high-order generalization of matrices. For
m,n ∈ N, an m-order n-dimensional real tensor is a multidimensional array
✩This research did not receive any specific grant from funding agencies in the public,
commercial, or not-for-profit sectors.
∗Corresponding author
Email address: xis316@lehigh.edu (Xin Shi), luis.zuluaga@lehigh.edu (Luis F.
Zuluaga)
with the form
A = (ai1i2...im), ai1i2...im ∈ R, 1 ≤ i1, i2, . . . , im ≤ n.
Matrices are tensors with order m = 2. Denote Tm,n as the space of all real
tensors with order m and dimension n. Then
Tm,n = R
n ⊗ Rn ⊗ · · · ⊗ Rn︸ ︷︷ ︸
m
,
where ⊗ is the outer product. Denote [n] = {1, 2, . . . , n}. The tensor A =
(ai1...im) ∈ Tm,n is called symmetric if its entries ai1...im are invariant under
any permutation of (i1, . . . , im) for ij ∈ [n], j ∈ [m]. Denote Sm,n as the set of
symmetric tensors in Tm,n. The entries aii...i for any i ∈ [n] are called diagonal5
elements (or entries) of A.
Following [7, 28, 38], for A ∈ Tm,n, λ ∈ C is called an eigenvalue of A,
if there exists an eigenvector x ∈ Cn\{0} such that Axm−1 = λx[m−1], where
Axm−1 ∈ Cn is defined by
(Axm−1)i =
n∑
i2,...,im=1
aii2...imxi2 · · ·xim ,
and x[m−1] ∈ Cn\{0} is defined by (x[m−1])i = x
m−1
i for all i ∈ [n]. In particular,
if x is real, then λ is also real. In this case, we say that λ is an H-eigenvalue
of A.
The comparison tensor of A ∈ Tm,n, denoted as M(A), is defined in [12, 20]
as follows:
M(A)i1...im =


|ai1...im | if i1 = · · · = im,
−|ai1...im | otherwise.
(1)
Following [12, 20], we introduce the following classes of tensors. A tensor is called10
a nonnegative tensor if all its entries are nonnegative and a tensor is called a
diagonal tensor if all its off-diagonal elements are zero. A tensor A ∈ Tm,n
is said to be a Z-tensor if there exists a nonnegative tensor D ∈ Tm,n and a
nonnegative scalar s such that A = sI − D, where I ∈ Tm,n is a diagonal
tensor with all diagonal elements equal to one. For tensor A, denote ρ(A) as15
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the largest modulus of its eigenvalues. A Z-tensor A = sI −D is said to be an
M -tensor if s ≥ ρ(D). If s > ρ(D), then A is called a strong M -tensor. A tensor
is called an H-tensor if its comparison tensor is an M -tensor. A tensor is called
a strong H-tensor if its comparison tensor is a strong M -tensor. An H-tensor
with nonnegative diagonal elements is called an H+-tensor.20
The authors in [20, Theorem 4.9] show that a symmetric tensor is an H-
tensor if and only if it is a generalized diagonally dominant tensor (see Definition
1). The matrix version (i.e., when m = 2) of this result is given in [6, Theorem
8] and [45]. Furthermore, the authors in [6] prove that a symmetric matrix
is an H+-matrix if and only if it can be written as the sum of a number of25
positive semidefinite matrices which have a special sparse structure. Based on
this result, the authors in [1] show that membership to the set of symmetric
H+-matrices can be decided in polynomial time by solving a second-order cone
optimization problem [see, e.g., 30].
In this work we generalize these results to symmetric H+-tensors. Namely,30
we prove that a symmetric tensor is an H+-tensor if and only if it can be
written as the sum of a number of tensors which have a special sparse structure
(see Theorem 11). Based on this result, we obtain (see Theorem 13) a novel
characterization of H+-tensors that is amenable to the use of conic optimization
techniques [see, e.g., 48]. In particular, we show (see Corollary 15 and (27)) that35
membership to the set of symmetric H+-tensors can be decided in polynomial
time by solving a power cone optimization problem [see, e.g., 9, 15]
A lot of effort has been made to characterize H+-tensors [see, e.g., 17, 25,
27, 29, 46, 49, 51]. However, these articles typically focus on studying sufficient
conditions for a tensor to be an H-tensor. A notable exception is recent work40
based on the use of spectral theory of nonnegative tensors. Namely, the authors
in [31] present a necessary and sufficient condition for strong H-tensors and
propose an iterative algorithm for identifying strong H-tensors. In contrast
from their methodology, here we study sufficient and necessary condition for
a symmetric tensor to be an H+-tensor by exploring the diagonal dominance45
property. This type of characterization allows, unlike the recent results in [31],
3
to directly optimize over the set of H+-tensors. In Section 4 and Section 5.
In particular, in Section 4, we consider the problem of computing the min-
imum H-eigenvalue of M -tensors (which generalize M -matrices), which play
an important role in a wide range of interesting applications [see, 18, and the50
references therein]. In contrast with the problem of obtaining bounds on the
minimum H-eigenvalue of M -tensors that has received significant attention in
the literature [14, 18, 24, 43]; here, we use our characterization of H+-tensors
to compute H-eigenvalues of M -tensors by solving a power cone optimization
problem (see Corollary 21). A comparison of the H-eigenvalues obtained in this55
way with bounds proposed in the literature is provided in Table 1.
Further, in Section 5, we show that our characterization can be applied to
address the solution of polynomial optimization problems [see, e.g., 22]; that
is, an optimization problem in which both the objective and the constraints
are defined by polynomials. The connection between tensors and polynomials60
stems from the fact that the coefficients of a polynomial can be described using
tensors. Of particular importance, is the problem of finding if a given polynomial
is nonnegative.
For example, this problem appears in the field of shape-constrained function
estimation [36], the stability study of nonlinear autonomous systems in auto-65
matic control [2], and spectral hypergraph theory [26]. However, checking if
an m order and n variate polynomial is nonnegative is an NP-hard problem
when n ≥ 3 and m ≥ 4 [23]. Thus, to make use of nonnegative polynomials
and maintain the computational efficiency, researchers have focused on using
tractable subclasses of nonnegative polynomials [see, e.g., 1, 8, 19, 42]. One70
classical choice is to use sum of squares (SOS) to certify the nonnegativity of a
polynomial [see, e.g., 22]. To further improve tractability, for example, authors
in [1] propose more tractable alternatives to SOS to certify the nonnegativity of
a polynomial. Their approach is based on properties of symmetric H+-matrices
and the fact that polynomials that correspond to symmetric H+-matrices are75
nonnegative polynomials. Note that H+-tensors corresponds to a high-order
generalization of H+-matrices. Thus, it is relevant to consider whether H+-
4
tensors can be used to certify the nonnegativity of a polynomial. In Section 5
we introduce results that allow to use polynomials whose coefficients are given
by H+-tensors (see Proposition 25 and Proposition 26) to obtain alternative80
approaches for the approximation of polynomial optimization problems. We il-
lustrate our results by presenting and analyzing the numerical results obtained
in Table 2 and Table 3. In particular, we show the use of H+-tensors induced
polynomials can provide a good trade-off between the tightness and the effort
required to obtain approximations for polynomial optimization problems.85
For ease of exposition, in what follows, we use small letters a, b, . . . for scalars
and vectors; capital letters A,B, . . . for matrices; calligraphic letters A,B, . . .
for tensors and A ,B, . . . for index sets; and blackboard bold letters T,D, . . .
for other kinds of sets or spaces in this work.
The remaining of the article is structured as follows: Section 2 introduces90
additional notation, definitions and some basic results. In Section 3, the char-
acterizations of symmetric H+-tensors are presented. With these characteri-
zations, we provide a way to check if a tensor is a symmetric H+-tensor in
polynomial time. The applications of these results in polynomial optimization
are illustrated in Section 5. Section 6 concludes this work. In Appendix, we95
derive additional results regarding the relationship between H+-tensor induced
polynomials and other classes of polynomials. This results are used in Section 4,
but are also interesting on their own.
2. Preliminaries
First we introduce additional notation and fundamental properties of tensors.100
Let R[x] := R[x1, . . . , xn] be the set of polynomials in n variables with real
coefficients. A polynomial p ∈ R[x] is called a sum of squares (SOS) if it can
be written as p =
∑
i q
2
i for a finite number of polynomials qi ∈ R[x]. Tensor
A ∈ Sm,n is said to have an SOS decomposition if its corresponding polynomial
Axm is an SOS [see, e.g., 33]. The authors in [10] show that every symmetric105
H+-tensor has an SOS decomposition.
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Theorem 1 ([10], Theorem 3.7). Let m,n ∈ N and A ∈ Sm,n be an H+-tensor.
If m is even, then A has an SOS tensor decomposition.
From Theorem 1, it follows that a symmetricH+-tensor is also a PSD tensor.
On the other hand, symmetricH+-tensors can be characterized using the notion110
of diagonally dominant tensors (see Definition 1). Most of the work related to
H+-tensors makes use of the diagonal dominance property [see, e.g., 17, 25, 27,
46, 51]. We will also make use of this property in this work. The definitions
of diagonally dominant tensors and generalized diagonally dominant tensors are
given below.115
Definition 1 ([32], Definition 6.5). Let m,n ∈ N and A = (ai1...im) ∈ Tm,n.
(i) A is called a diagonally dominant (DD) tensor if
|aii...i| ≥
∑
(i2,...,im) 6=(i,...,i)
|aii2...im |, ∀ i ∈ [n]. (2)
(ii) A is called a generalized diagonally dominant (GDD) tensor if there exists
a positive diagonal matrix D such that the tensor AD1−mD · · ·D defined
as
(AD1−mD · · ·D)i1...im = ai1...imd
1−m
i1
di2 · · · dim , ∀i1, . . . , im ∈ [n], (3)
is diagonally dominant, where di = Dii is the ith diagonal element of D.
From the definition of DD tensors and GDD tensors, one can derive an
equivalent definition of GDD tensors that will be useful throughout the article.
Proposition 2. Let m,n ∈ N, then A ∈ Tm,n is a GDD tensor if and only if
there exists a positive diagonal matrix D such that the tensor ADD . . .D defined
as
(ADD · · ·D)i1...im = ai1...imdi1di2 · · · dim , ∀i1, . . . , im ∈ [n], (4)
is diagonally dominant, where di = Dii is the ith diagonal element of D. If A ∈120
Sm,n, then ADD · · ·D ∈ Sm,n.
6
Proof. From Definition 1(ii), if A = (ai1...im) ∈ Tm,n is a GDD tensor, then
there exists a positive diagonal matrix D such that AD1−mD · · ·D is a DD
tensor. That is for all i ∈ [n],
|(AD1−mD · · ·D)i...i| ≥
∑
(i2,...,im) 6=(i,...,i)
|(AD1−mD · · ·D)ii2...im |. (5)
Note that (5) is equivalent to
|ai...i| ≥
∑
(i2,...,im) 6=(i,...,i)
|ai...imd
1−m
i di2 · · · dim |. (6)
Considering that di > 0 for all i ∈ [n], and multiplying by dmi on both sides
of (6), we have that
|ai...i|d
m
i ≥
∑
(i2,...,im) 6=(i,...,i)
|ai...im |didi2 · · · dim (7)
for all i ∈ [n]. Thus, the tensor ADD . . .D defined by (4) is a DD tensor.
For the another direction, if the tensor ADD · · ·D defined by (4) is a DD
tensor for a positive diagonal matrix D, then inequality (7) holds for all i ∈ [n].
Dividing both sides of (7) by dmi > 0, we have inequality (6) which is equivalent125
to (5) for all i ∈ [n] and indicates that A is a GDD tensor.
For the remainder of this work, we assume that every tensor is a symmetric
tensor unless it is explicitly stated otherwise. Denote by DDm,n and GDDm,n
the set of DD tensors and the set of GDD tensors in Sm,n, respectively. DD and
GDD tensors with nonnegative diagonal elements will be referred as DD+ and130
GDD+ tensors, respectively. Also, denote by DD+m,n and GDD
+
m,n the set of
DD+ tensors and the set of GDD+ tensors in Sm,n, respectively.
For n ∈ N, a setW ⊂ Rn is called a cone if 0 ∈W and x ∈ W implies λx ∈W
for any λ ≥ 0. A set W is called a convex cone if it contains λx + µy for any
x, y ∈W and any λ, µ ≥ 0. Given a setW, let cone(W) = {λx | x ∈ W, λ ≥ 0} be135
the conic hull of W; and convex(W) = {λx+µy | x, y ∈ W, λ, µ ≥ 0, λ+µ = 1}
be the convex hull of W.
Clearly, for m,n ∈ N, DDm,n is a cone and DD+m,n is a convex cone. We
will show that GDD+m,n is also a convex cone later (see Proposition 10). Next
7
we present a characterization of symmetric H-tensors using symmetric GDD140
tensors.
Theorem 3 ([20] Theorem 4.9). Let m,n ∈ N and A ∈ Sm,n. Then A is
an H-tensor if and only if A ∈ GDDm,n.
Corollary 4. Let m,n ∈ N and A ∈ Sm,n. Then A is an H+-tensor if and
only if A ∈ GDD+m,n.145
From Theorem 1 and Corollary 4, ifm is even, we have the following inclusion
relationships:
DD+m,n ⊆ GDD
+
m,n ⊆ PSDm,n.
In light of Corollary 4, in what follows we will take the liberty to use both H+
and GDD+ interchangeably to refer to H+-tensors.
Denote card(A) as the cardinality of the set A. For m,n ∈ N, define the
index sets
D
m
n = {(i1, . . . , im) | 1 ≤ i1 ≤ · · · ≤ im ≤ n}∩{(i1, . . . , im) : card({i1, . . . , im}) > 1},
and
F
m
n = {(i, i, . . . , i︸ ︷︷ ︸
m
) | i ∈ [n]}.
For any index (i1, . . . , im) ∈ Dmn ∪ F
m
n , denote Pi1...im as the set of all
permutations of i1, . . . , im and denote
Qi1...im = {(p, p, . . . , p︸ ︷︷ ︸
m
) | p ∈ {i1, . . . im}}.
Also, for (i1, . . . , im) ∈ Dmn ∪F
m
n , let D
i1...im
m,n ∈ Sm,n be the set of sparse tensors
defined as follows:
D
i1...im
m,n = {(aj1...jm) ∈ Sm,n | aj1...jm = 0 if (j1, . . . , jm) /∈ Pi1...im ∪Qi1...im}.
(8)
Further, let
Dm,n =
⋃
(i1,...,im)∈Dmn
D
i1...im
m,n .
To assist the proofs in this work, we introduce the following class of tensors.
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Definition 2. For m,n ∈ N and any (i1, . . . , im) ∈ Dmn , c ∈ {0, 1}, denote
Vc,i1...im = (vc,i1...imj1...jm ) ∈ D
i1...im
m,n , as the tensor defined by:150
(i) vc,i1...imj1...jm = (−1)
c if (j1, . . . , jm) ∈ Pi1...im .
(ii) The value of j-th diagonal element is equal to the sum of the absolute val-
ues of the off-diagonal entries on the j-th slice (the diagonal elements are
excluded in the sum); that is
vc,i1...imjj...j =
∑
(j2,...,jm) 6=(j,...,j)
|vc,i1...imjj2...jm |, ∀ j ∈ [n].
Further, for all i ∈ [n], denote V0,ii...i as the tensor where the only nonzero
entry is v0,ii...iii...i = 1; and V
1,ii...i as the tensor with all entries set to 0. Also,
denote Em,n = {Vc,i1...im | c ∈ {0, 1}, (i1, . . . , im) ∈ Dmn ∪F
m
n }.
Clearly, from Definition 2, it follows that for all (i1, . . . , im) ∈ D
m
n ∪ F
m
n
and c ∈ {0, 1}, Vc,i1...im ∈ DD+m,n. For example, when m = 2 and n = 4, we
have
V0,12 =


1 1 0 0
1 1 0 0
0 0 0 0
0 0 0 0

 , V
1,13 =


1 0 −1 0
0 0 0 0
−1 0 1 0
0 0 0 0

 .
For ease of exposition, we also introduce an auxiliary notation for indices.
For m,n ∈ N, index ~i := (i1, i2, . . . , im) ∈ Dmn and some l
~i ∈ [m], we call
((j
~i
1, j
~i
2, . . . , j
~i
l~i
), (α
~i
1, α
~i
2, . . . , α
~i
l~i
)) ∈ [n]l
~i
× [m]l
~i
as the tight pair of ~i if (j
~i
1, j
~i
2, . . . , j
~i
l~i
) and (α
~i
1, α
~i
2, . . . , α
~i
l~i
) satisfy
xi1xi2 . . . xim = x
α
~i
1
j
~i
1
x
α
~i
2
j
~i
2
. . . x
α
~i
l
~i
j
~i
l
~i
, (9)
where 1 ≤ j
~i
1 < j
~i
2 < · · · < j
~i
l~i
≤ n. We will refer to (j
~i
1, j
~i
2, . . . , j
~i
l~i
) as the tight155
index and to (α
~i
1, α
~i
2, . . . , α
~i
l~i
) as the tight power. However, we will routinely
drop the upper ~i in the notation when the ~i we are referring to is clear from (or
fixed in) the context. Also, denote ej as the unitary vector in the jth direction
of appropriate dimensions.
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3. New characterization of symmetric H+-tensors160
Next, we present a new characterization of symmetric H+-tensors (or equiv-
alently GDD+ tensors (cf., Corollary 4)) based on the power cone [9, 15]. First,
we characterize DD+ tensors with the following result.
Proposition 5. For m,n ∈ N, DD+m,n = convex(cone(Em,n)) and each tensor
in Em,n generates an extreme ray of DD
+
m,n.165
Proof. First, from Definition 2, it follows that Em,n ⊆ DD+m,n. This, together
with the fact that DD+m,n is a convex cone, implies that convex(cone(Em,n)) ⊆
DD+m,n.
Second, forA = (ai1...im) ∈ DD
+
m,n, denoteP+ = {(i1, . . . , im) ∈ D
m
n | ai1i2...im ≥
0} and P− = {(i1, . . . , im) ∈ D
m
n | ai1i2...im < 0}. Then
A =
n∑
i=1

aii...i − ∑
(i2,...,im) 6=(i,...,i)
|aii2...im |

V0,ii...i (10)
+
∑
(i1,i2,...,im)∈P+
ai1i2...imV
0,i1i2...im +
∑
(i1,i2,...,im)∈P−
(−ai1i2...im)V
1,i1i2...im .
Since A ∈ DD+m,n, aii...i ≥
∑
(i2,...,im) 6=(i,...,i)
|aii2...im | for all i ∈ [n]. Thus,
A is in the convex hull of the conic hull of Em,n, after noticing that all the170
coefficients in the right hand side of (10) are nonnegative. That is DD+m,n ⊆
convex(cone(Em,n)).
To give a similar characterization for GDD+ tensors, we need Theorem 6
and 7 and Propositions 8 and 9.
Theorem 6 ([39], Theorem 1 (a)). For m,n ∈ N, if D ∈ Sm,n is a nonnegative175
tensor, then ρ(D) is an H-eigenvalue of D.
Denote the largest H-eigenvalue of tensor A ∈ Sm,n as λmax(A).
Theorem 7 ([39], Theorem 2). For m,n ∈ N, if A ∈ Sm,n is a nonnegative
tensor, then
λmax(A) = max
{
Axm : x ∈ Rn+,
n∑
i=1
xmi = 1
}
.
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Proposition 8. For m,n ∈ N, if both A ∈ Sm,n and B ∈ Sm,n are nonnegative
tensors, then ρ(A+ B) ≤ ρ(A) + ρ(B).
Proof. Let D ∈ Tm,n. From the definition of ρ(D) and λmax(D), it clearly
follows that ρ(D) ≥ λmax(D). If D is a symmetric nonnegative tensor, it then
follows from Theorem 6 that
ρ(D) = λmax(D). (11)
Let A ∈ Sm,n, and B ∈ Sm,n be nonnegative tensors. Then we have from
equation (11) that ρ(A) = λmax(A) and ρ(B) = λmax(B). Furthermore, from
Theorem 7, we have
λmax(A+ B) = max
{
(A+ B)xm : x ∈ Rn+,
n∑
i=1
xmi = 1
}
= max
{
Axm + Bym : x, y ∈ Rn+,
n∑
i=1
xmi = 1,
n∑
i=1
ymi = 1, x = y
}
≤ max
{
Axm : x ∈ Rn+,
n∑
i=1
xmi = 1
}
+max
{
Bym : y ∈ Rn+,
n∑
i=1
ymi = 1
}
= λmax(A) + λmax(B).
To finish, notice that A+ B is a symmetric nonnegative tensor. Thus after180
using equation (11) for the tensor A+B, we conclude that ρ(A+B) = λmax(A+
B) ≤ λmax(A) + λmax(B) = ρ(A) + ρ(B).
Proposition 9 ([20], Proposition 2.7). For m,n ∈ N, let B ∈ Sm,n be a Z-
tensor such that A ≤ B where A is an M -tensor. Then B is also an M -tensor.
Proposition 10. For m,n ∈ N, GDD+m,n is a convex cone.185
Proof. Let A = (ai1...im) ∈ GDD
+
m,n and B = (bi1...im) ∈ GDD
+
m,n. From
Corollary 4, both A and B are symmetric H+-tensors. Thus M(A) and M(B)
are symmetric M -tensors. That is, there exist nonnegative scalars s1, s2 and
nonnegative tensors D1 and D2 such that M(A) = s1I −D1, M(B) = s2I −D2
and s1 ≥ ρ(D1), s2 ≥ ρ(D2). Then M(A) +M(B) = (s1 + s2)I − (D1 + D2).190
11
Since s1 + s2 ≥ 0 and D1 + D2 is a nonnegative tensor, M(A) + M(B) is a
symmetric Z-tensor. Also, from Proposition 8, if follows that ρ(D1 + D2) ≤
ρ(D1) + ρ(D2) ≤ s1 + s2. Thus, M(A) +M(B) is also a symmetric M -tensor.
Next, we prove that M(A + B) is a Z-tensor. Recall that M(A+ B) is the
comparison matrix of A+B. Thus, all its diagonal elements are nonnegative and195
all off-diagonal elements are nonpositive. Denote s = max{|aii...i| + |bii...i|, i ∈
[n]}. Then M(A + B) = sI − (sI − M(A + B)) where sI − M(A + B) is a
nonnegative tensor. Thus, M(A+ B) is a Z-tensor.
From the definition of comparison tensors and the fact that A,B have non-
negative diagonal elements, M(A+ B) ≥M(A) +M(B) componentwise. From200
the fact that M(A) + M(B) is an M -tensor and M(A + B) is a Z-tensor, it
follows from Proposition 9 that M(A + B) is also an M -tensor. Thus A + B
is a symmetric H+-tensor, and from Corollary 4, A + B is a GDD+ tensor.
Thus, A + B ∈ GDD+m,n. This, together with the fact that A ∈ GDD
+
m,n im-
plies λA ∈ GDD+m,n for any nonnegative scalar λ, implies that GDD
+
m,n is a205
convex cone.
Theorem 11. For m,n ∈ N, A ∈ GDD+m,n if and only if A =
∑r
i=1 Bi where
r ∈ N and Bi ∈ Dm,n ∩GDD+m,n.
Proof. For m,n ∈ N, let A ∈ GDD+m,n. Then, from Proposition 2, there exists210
a positive diagonal matrix D such that B := ADD · · ·D ∈ DD+m,n. From
Proposition 5, it follows that there exist r ∈ N, λi ≥ 0, Ci ∈ Em,n ⊂ Dm,n ∩
DD+m,n for i ∈ [r] such that B =
∑r
i=1 Ci. Then A =
∑r
i=1 CiD
−1 · · ·D−1D−1.
Let Bi = CiD−1 · · ·D−1D−1 for all i ∈ [r]. Then the only if statement follows
after noticing that for all i ∈ [r], Bi ∈ GDD+m,n and Bi ∈ Dm,n (as multiplying215
with positive numbers will not affect the sparse structure of tensors Ci ∈ Dm,n,
i ∈ [r]). For the if statement, note that if A =
∑r
i=1 Bi with Bi ∈ D
+
m,n ∩
GDD+m,n for all i ∈ [r], then, from Proposition 10, we have A ∈ GDD
+
m,n.
The matrix version of Theorem 11 has been presented in [1, 6].
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Lemma 12 ([1], Lemma 3.8). For n ∈ N, if matrix A ∈ S2,n, then A is a220
GDD+ matrix if and only if A =
∑
i<j M
ij where each M ij ∈ S2,n with zeros
everywhere except for four entries (M ij)ii, (M
ij)ij, (M
ij)ji, (M
ij)jj which
make M ij symmetric and positive semidefinite.
It is easy to see that M ij in Lemma 12 is positive semidefinite if and only if
M ij is a GDD+ matrix. Thus, Lemma 12 can be regarded as a special case of225
Theorem 11. In Theorem 13, we provide sufficient and necessary conditions for
a tensor to be in Dm,n ∩GDD
+
m,n (i.e., a sparse GDD
+ tensor).
Theorem 13. Let m,n ∈ N, (i1, . . . , im) ∈ Dmn ∪ F
m
n , and a tensor B =
(bp1...pm) ∈ D
i1...im
m,n be given. Then,
(i) if (i1, . . . , im) ∈ Dmn , B ∈ GDD
+
m,n if and only if its entries satisfy
l∏
k=1
bαkjkjk...jk ≥ c|bi1...im |
m, (12)
where c =
∏l
k=1
(
m−1
α−ek
)αk
, and ((j1, . . . , jl), α = (α1, . . . .αl)) is the tight
pair associated with (i1, . . . , im), and
bpp...p ≥ 0, ∀(pp . . . p) ∈ Qi1...im . (13)
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(ii) If (i1, . . . , im) ∈ Fmn , B ∈ GDD
+
m,n if and only if B is a diagonal tensor
satisfying bi1...im ≥ 0.
Proof. Let (i1, . . . , im) ∈ Dmn be given. Denote ((j1, . . . , jl), α = (α1, . . . .αl))
as the tight pair associated with (i1, . . . , im). Let B ∈ Di1...imm,n . Then, all
the off-diagonal elements of B are zero except for the elements bp1...pm , where
(p1, . . . , pm) ∈ Pi1...im . Then, using Proposition 2, it follows that B ∈ GDD
+
m,n
if and only if its entries satisfy (13) and
bjkjk...jkd
m
jk
≥
(
m− 1
α− ek
)
|bi1...im |di1di2 . . . dim , (14)
13
for k ∈ [l] and some djk > 0, for all k ∈ [l], after using in (7) the sparsity pattern
and symmetry of B, and the fact that the number of equal summands in the
right-hand side of (7) in this case is
(
m−1
α−ek
)
.235
Now note that if (13) and (14) hold then (13) and
bαkjkjk...jkd
mαk
jk
≥
(
m− 1
α− ek
)αk
|bi1...im |
αkdαki1 d
αk
i2
. . . dαkim , (15)
hold for all k ∈ [l], and some djk > 0, for all k ∈ [l]; since (15) is obtained
by taking the αkth power on both sides of (14), whose (multiplicative) terms
are all nonnegative. Given that both the left-hand side and the right-hand side
of (15) are nonnegative, it follows, after multiplying the left-hand sides and the
right-hand sides of (15) for all k ∈ [l], and using the fact that ‖α‖1 = m, that
(13) and (15) imply (13) and
l∏
k=1
(bαkjkjk...jkd
mαk
jk
) ≥
(
l∏
k=1
(
m− 1
α− ek
)αk)
|bi1...im |
m(di1di2 . . . dim)
m, (16)
for some djk > 0, for all k ∈ [l]. In turn, (16) is equivalent to (12), with
c :=
∏l
k=1
(
m−1
α−ek
)αk
, after noticing that from the definition of tight pair (9), it
follows that
l∏
k=1
dαkjk = di1di2 . . . dim . (17)
Now, to complete the proof, we show that (13) and (12) imply (13) and (14)
(i.e., that B is a GDD+m,n tensor). First note that if for any k ∈ [l], bjkjk...jk = 0,
then (12) implies that bi1...im = 0. Thus, in this case, given (13) and the fact
that djk > 0 for all k ∈ [l], it follows that (14) is satisfied for all k ∈ [l].
Moreover, in the case where bi1...im = 0, condition (14) follows from (13), given
the fact that djk > 0 for all k ∈ [l]. Thus, it is enough to consider the case in
which bjkjk...jk > 0 for all k ∈ [l], and bi1...im 6= 0. In this case, using the fact
that djk > 0, we can write that
djk = zk
m
√ (
m−1
α−ek
)
bjkjk...jk
, (18)
for some zk > 0, for all k ∈ [l]. Thus, for any k ∈ [l], it follows that
|bi1...im |di1 . . . dim = z
m
k |bi1...im | m
√
c
Πlk=1b
αk
jkjk...jk
≤ zmk =
bjkjk...jkd
m
jk(
m−1
α−ek
) , (19)
14
where the first equality follows by using (17), (18), and the definition of c; the
inequality follows from (12), and the last equality follows by using (18) again.
After noticing that (19) is equivalent to (14), it then follows that (13) and (12)
imply (13) and (14); that is, that B ∈ GDD+n,m.
If (i1, . . . , im) ∈ Fmn and tensor B = (bp1...pm) ∈ D
i1...im
m,n , it follows from240
the definition of Di1...imm,n (i.e. (8)) that B is a diagonal tensor in which the only
nonzero entry is bi1...im . Thus, B ∈ GDD
+
m,n tensor if and only if B is a diagonal
tensor satisfying bi1...im ≥ 0.
Next, we apply Theorem 11 and Theorem 13 to obtain sufficient and nec-
essary conditions for a tensor A ∈ Sm,n to be an H+-tensor (or equivalently245
GDD+ tensor).
Corollary 14. Let m,n ∈ N. Then A = (ap1p2...pm) ∈ Sm,n is a GDD
+ tensor
if and only if there exist b
~i
j ≥ 0 for all ~i = (i1, . . . , im) ∈ D
m
n , j ∈~i satisfying
(i) For ~i ∈ Dmn ,
l
~i∏
k=1
(b
~i
jk
)α
~i
k ≥ c(~i)|a~i|
m (20)
where c(~i) =
∏l~i
k=1
( m−1
α~i−ek
)α~ik , and ((j~i1, j~i2, . . . , j~il~i), α~i = (α~i1, α~i2, . . . .α~il~i))
is the tight pair associated with ~i.250
(ii) For j ∈ [n],
ajj...j ≥
∑
~i∈Dmn :j∈
~i
b
~i
j . (21)
Proof. Let m,n ∈ N. From Theorem 11, A = (ap1p2...pm) ∈ Sm,n is a GDD
+
tensor if and only if
A =
∑
~i∈Dmn ∪F
m
n
B
~i (22)
and for ~i ∈ Dmn ∪F
m
n , B
~i ∈ Dm,n ∩GDD+m,n satisfies conditions (i) and (ii) in
Theorem 13. Note that from the sparse structure of the tensors B
~i used in (22),
it follows that for any j ∈ [n],
ajj...j =
∑
~i∈Dmn :(jj...j)∈Q~i
b
~i
jj...j + b
jj...j
jj...j , (23)
15
and for any ~i ∈ Dmn ,
a~i = b
~i
~i
. (24)
From Theorem 13(i) and (24), it follows that c(~i)|a~i|
m = c(~i)|b
~i
~i
|m ≤
∏l~i
k=1(b
~i
jkjk...jk
)α
~i
k
where c(~i) =
∏l~i
k=1
( m−1
α~i−ek
)α~ik , ((j~i1, j~i2, . . . , j~il~i), α~i = (α~i1, α~i2, . . . .α~il~i)) is the
tight pair associated with ~i, and b
~i
pp...p ≥ 0, for all p ∈ Q~i. The state-
ment then follows from this and (23), after noticing that from Theorem 13(ii),
bjj...jjj...j ≥ 0 for all j ∈ [n], and after simplifying notation to let b
~i
jj...j := b
~i
j for255
any ~i ∈ Dmn : (jj . . . j) ∈ Q~i; that is, for any
~i ∈ Dmn : j ∈~i.
Now we provide an example to illustrate the results in Theorem 11 and
Corollary 14.
Example 1. Consider the following symmetric tensor
A = [A(1, 1, :, :), A(1, 2, :, :);A(2, 1, :, :), A(2, 2, :, :)] ∈ S4,2,
where
A(1, 1, :, :) =

 4 −2
−2 −1

 , A(1, 2, :, :) =

−2 −1
−1 64/3

 ,
A(2, 1, :, :) =

−2 −1
−1 64/3

 , A(2, 2, :, :) =

 −1 64/3
64/3 1000

 .
Denote D1 =

1 0
0 2

, D2 =

1/2 0
0 2

, D3 =

1/3 0
0 4

. Then, we have
A =
1037
1296
V0,1111 + 168V0,2222 + B(1112) + B(1122) + B(1222),
where B(1112) = V1,1112D1D1D1D1,B(1122) = V1,1122D2D2D2D2 and B(1222) =
V0,1222D3D3D3D3. Besides, b
~i
j = B
~i
jjjj ≥ 0, j ∈ ~i for ~i ∈ D
4
2 satisfy (21)260
and (20). As a result, A is a symmetric H+-tensor (GDD+ tensor).
On the other hand, denote D =

3 0
0 1/2

. Then
A¯ = ADDDD = [A¯(1, 1, :, :), A¯(1, 2, :, :); A¯(2, 1, :, :), A¯(2, 2, :, :)],
16
where
A¯(1, 1, :, :) =

324 −27
−27 −9/4

 , A¯(1, 2, :, :) =

 −27 −9/4
−9/4 8

 ,
A¯(2, 1, :, :) =

 −27 −9/4
−9/4 8

 , A¯(2, 2, :, :) =

−9/4 8
8 125/2

 ,
is a DD+ tensor.
3.1. Checking membership with power cone optimization
Corollary 14 readily implies that membership in the set of H+-tensors can
be tested using tractable conic optimization techniques, and more precisely, the265
power cone [see, e.g., 9, 15]. To illustrate this, let us first introduce the high-
dimensional power cone.
Definition 3 (High-dimensional power cone [9, Sec. 4.1.2]). For any α ∈ Rm+
such that e⊺α = 1, the high-dimensional power cone is defined by
K
(m)
α = {(x, z) ∈ R
m
+ × R : x
α1
1 · · ·x
αm
m ≥ |z|} (25)
Now, for any tensor A ∈ Sm,n, let
F(A) =
{
d
~i
j ∈ R,~i ∈ D
m
n , j ∈~i :
ajj...j ≥
∑
~i∈Dmn :j∈
~i
d
~i
j , ∀j ∈ [n]
(d
~i
i1
, . . . , d
~i
im
, c(~i)
1
m a~i) ∈ K
(m)
1
m
e
, ∀~i ∈ Dmn

 (26)
The next Corollary then follows from Definition 3 and Corollary 14.
Corollary 15. Let m,n ∈ N. Then A = (ap1p2...pm) ∈ Sm,n is a GDD
+ tensor
if and only if F(A) 6= ∅.270
Furthermore, the condition F(A) 6= ∅ in Corollary 15 can be checked in
polynomial time using appropriate interior point methods [see, e.g., 40]. To
show this, we make use of the power cone, which is a lower-dimensional version
of the high-dimensional power cone introduced in Definition 3. Namely, for any
17
α ∈ [0, 1], the power coneKα := K2α,1−α = {(x, z) ∈ R
2
+×R : x
α
1 x
1−α
2 ≥ |z|} [see,
e.g. 21, 35, 41]. As shown in [9, eq. (4.3), Sec. 4.1.2], the higher-dimensional
power cone K
(m)
α can be decomposed into m− 1 (low-dimensional) power cones.
Using this fact, we can rewrite (26) as follows:
F(A) =

 d
~i
j ∈ R,~i ∈ D
m
n , j ∈~i
v
~i
l ∈ R+,
~i ∈ Dmn , l ∈ [m− 2]
:
ajj...j ≥
∑
~i∈Dmn :j∈~i
d
~i
j , ∀j ∈ [n],
(d
~i
i1
, v
~i
1, c(~i)
1
m a~i) ∈ K 1m , ∀
~i ∈ Dmn
(d
~i
il
, v
~i
l , v
~i
l−1) ∈ K 1m−l+1 , ∀
~i ∈ Dmn , l = 2, . . . ,m− 2
(d
~i
im−1
, d
~i
im
, v
~i
m−2) ∈ K 12 , ∀
~i ∈ Dmn


(27)
The relevance of introducing the power cone in (27) is that [9, 35, 41] provide
different self-concordant barriers for the power cone. In short, this means that
for any A ∈ Sm,n, the nonsymmetric conic feasibility system defined by (27) can
be solved in polynomial time using a primal-dual predictor-corrector method [48].
The reference to nonsymmetric, stems from the fact that the power cone is not275
symmetric if α 6= 12 [15, 44].
Theorem 16. For m,n ∈ N, to check if a tensor in Sm,n is an H+-tensor
(GDD+ tensor) is equivalent to solve a power cone optimization problem of size
polynomial in n for a fixed m.
Proof. The result follows from Corollary 15, equation (27), and the fact that280
|Dmn | =
(
n+m−1
m
)
− n.
For a detailed discussion of the properties of, and optimization over the
power cone, we direct the reader to [4, 9].
4. Computing the minimum H-eigenvalue of M-tensors
The problem of obtaining bounds on the minimum H-eigenvalue of M -285
tensors has received significant attention in the literature [14, 18, 24, 43]. This
18
is due to the important role the M -tensors play in a wide range of interesting
applications [see, 18, and the references therein]. However, these bounds are
loose [see, e.g., 18, Table 1], and even expensive to compute [see, e.g., 18, Ta-
ble 2]. Next, we show that the characterization in Corollary 15 can be applied290
to obtain the minimum H-eigenvalue ofM -tensors in polynomial time. For that
purpose, we first introduce the following results.
Lemma 17 ([50], Lemma 2.2). For m,n ∈ N, let A ∈ Tm,n. Suppose that
B = a(A + bI), where a and b are two real numbers. Then µ is an eigenvalue
(H-eigenvalue) of B if and only if µ = a(λ + b) and λ is an eigenvalue (H-295
eigenvalue) of A.
Lemma 18. For m,n ∈ N, if A = sI − D ∈ Sm,n where D is a nonnegative
tensor and s is a scalar, then s− ρ(D) is the minimum H-eigenvalue of A.
Proof. First, from Theorem 6 it follows that ρ(D) is an H-eigenvalue of D.
Then, from Lemma 17, s− ρ(D) is an H-eigenvalue of A. Now, assume that λ300
is an H-eigenvalue of A. Then, s − λ is an H-eigenvalue of D. Thus, ρ(D) ≥
|s − λ| ≥ s − λ. That is, λ ≥ s − ρ(D). Thus, s − ρ(D) is the minimum
H-eigenvalue of A.
In what follows, for any A ∈ Sm,n, let λmin(A) denote the smallest H-
eigenvalue of A.305
Proposition 19. For m,n ∈ N, if A ∈ Sm,n is an M -tensor, then for any
λ ≤ λmin(A), A − λI is also an M -tensor. Besides, for any λ > λmin(A),
A− λI is not an M -tensor.
Proof. Since A ∈ Sm,n is an M -tensor, then there exist a nonnegative tensor
D and nonnegative scalar s ≥ ρ(D) such that A = sI − D. Then, for any
λ ≤ λmin(A),
A− λI = (s− λ)I −D.
From Lemma 18, λmin(A) = s−ρ(D). Thus s−λ−ρ(D) ≥ s−λmin(A)−ρ(D) =
0. Furthermore, s − λ ≥ ρ(D) ≥ 0. As a result, A − λI is an M -tensor. Now,310
19
for some λ > λmin(A), assume A − λI is an M -tensor. Then there exist a
nonnegative tensor D˜ and nonnegative scalar s˜ ≥ ρ(D˜) such that A − λI =
s˜I−D˜. Thus A = (λ+ s˜)I−D˜. From Lemma 18, λmin(A) = (λ+ s˜)−ρ(D˜) ≥ λ
which contradicts the condition λ > λmin(A). Thus, A − λI is not an M -
tensor.315
Note that from Corollary 15 and the definition of H+-tensors in terms of
the comparison tensor (cf., (1)), one obtains the following characterization for
M -tensors.
Corollary 20. Let m,n ∈ N. Then A = (ai1i2...im) ∈ Sm,n is an M -tensor if
and only if ai1i2...im ≤ 0 for all (i1, i2, . . . , im) ∈ D
m
n , and F(A) 6= ∅.320
Proposition 19 and the characterization ofM -tensors in Corollary 20 and (27),
readily provide a way to compute the H-eigenvalue of M -tensors in polynomial
time.
Corollary 21. For m,n ∈ N, if A ∈ Sm,n is an M -tensor, then
λmin(A) = max {λ : F(A− λI), ai1i2...im ≤ 0, ∀(i1, i2, . . . , im) ∈ D
m
n } . (28)
Proof. From Proposition 19, it follows that
λmin(A) = max {λ : A− λI is an M -tensor} .
The result then follows by using Corollary 20 to characterize the membership
in the set of M -tensors.325
Equation (27), and the discussion that follows it means that one can com-
pute the H-eigenvalue of an M -tensor by solving the power cone optimization
problem (28). To show the performance of the proposed method to compute
the minimum H-eigenvalue, we apply it to obtain the H-eigenvalue of the M -
tensors considered in Example 3.1 and Example 3.2 in [18]. Specifically, in330
Table 1, we compare the best upper and lower bounds for the H-eigenvalue of
these M -tensors obtained in [18], versus the value of the H-eigenvalue of these
M -tensors obtained using (28).
20
minimum H-eigenvalue
best lower best upper
M -tensor m n bound [18] value (28) bound [18]
Example 3.1 [18] 3 3 3.0738 5.8046 6.8390
Example 3.2 [18] 3 3 4.0768 7.7442 9.0313
Table 1: H-eigenvalues of M -tensors.
The results in Table 1 show that neither the lower or upper bounds for the H-
eigenvalues are particularly tight in comparison with the actual H-eigenvalues.335
All the tests in Table 1 were implemented in MATLAB using the Systems
Polynomial Optimization Toolbox (SPOT) [34], and the solver MOSEK [4], using
an Intel computer Core i7-4770HQ with 2.20 GHz frequency and 16 GB RAM
memory.
5. Application on polynomial optimization340
Let us begin by introducing some additional notation. Let Rm[x] := Rm[x1, . . . , xn]
be the set of polynomials in n variables with real coefficients of degree at mostm.
Denote Σ2m[x] := Σ2m[x1, . . . , xn] as the cone of SOS in n variables with real
coefficients of degree at most 2m. Let Pm[x] := Pm[x1, . . . , xn] be the cone of
nonnegative polynomials in n variables with real coefficients of degree at mostm.345
For ease of exposition, in what follows, we work mainly with homogeneous poly-
nomials. The results presented for homogeneous polynomials can be extended
to polynomials by setting one of the homogeneous polynomial variables to 1. For
that purpose, let Hm := Hm[x1, . . . , xn] be the set of homogeneous polynomials
in n variables with real coefficients of degree m.350
If A is a symmetric H+-tensor, then Axm is an SOS from Theorem 1. This
fact can be used to have a restricted (i.e., with a potentially smaller feasible set)
optimization problem to approximately solve global optimization problems in
21
polynomial time. To illustrate this, let us first state the well-known characteri-
zation of SOS using a Gram matrix [11].355
Theorem 22 ([see, e.g., 1, Thm. 2.1]). For m ∈ N and f(x) ∈ R2m[x], denote
z(x) as the vector with all monomials of degree less than or equal to m. Then
f(x) is an SOS if and only if f = z(x)TQz(x), where Q  0.
In Theorem 22, the matrix Q satisfying f = z(x)TQz(x) is called the Gram
matrix of f [see, e.g., 11]. From Theorem 22, optimization over SOS is equivalent360
to a semidefinite optimization (SDO) problem which is solvable in polynomial
time [48, see, e.g.,]. However, in practice it is prohibitively time consuming
to solve SDOs when the involved polynomial(s) is of high degree and/or with
a large number of variables. Given that optimization over SOS can be used
to solve polynomial optimization problems [see, e.g., 3, 5], different methods365
have been proposed to obtain a good feasible solution of SOS optimization
problems efficiently [see, e.g., 1, 13, 37, 47, 52]. The authors in [1] proposed two
subclasses of SOS: DSOS and SDSOS which are constructed via DD+ matrices
GDD+ matrices (in their work, they use another name of GDD+ matrices:
scaled diagonally dominant (SDD) matrices).370
Definition 4 ([1], Definition 3.1). A polynomial p(x) is a diagonally dominant
sum of squares (DSOS) if it can be written as
p(x) =
∑
i
γim
2
i (x) +
∑
i,j
β+ij(mi(x) +mj(x))
2 +
∑
i,j
β−ij(mi(x)−mj(x))
2, (29)
for some monomials mi(x),mj(x) and some nonnegative scalars γi, β
+
ij , β
−
ij . For
m,n ∈ N, the set of polynomials in n variables and degree 2m that are DSOS is
denoted by DSOS2m,n.
Definition 5 ([1], Definition 3.2). A polynomial p(x) is a scaled diagonally
dominant sum of squares (SDSOS) if it can be written as
p(x) =
∑
i
γim
2
i (x) +
∑
i6=j
(βˆ+ijmi(x) + β˜
+
ijmj(x))
2 +
∑
i6=j
(βˆ−ijmi(x)− β˜
+
ijmj(x))
2,
(30)
22
for some monomials mi(x),mj(x) and some nonnegative scalars γi, βˆ
+
ij , β˜
+
ij , βˆ
−
ij , β˜
−
ij .
For m,n ∈ N, the set of polynomials in n variables and degree 2m that are SD-375
SOS is denoted by SDSOS2m,n.
In [1, Theorem 3.4] (resp., [1, Theorem 3.6]), the authors prove that f ∈
DSOS2m,n (resp., SDSOS2m,n) if and only if there is a DD
+ (resp., GDD+)
matrixQ such that f = z(x)TQz(x), where z(x) is the vector with all monomials
of degree less than or equal to m.380
Similar to their results, we also present the polynomials that are induced by
DD+ and GDD+ tensors. Letm,n ∈ N, (i1, . . . , im) ∈ Dmn and ((j1, . . . , jl), α :=
(α1, . . . , αl)) be the tight pair associated with (i1, . . . , im). Define the polyno-
mials
f+i1...im(x) =
l∑
k=1
(
m− 1
α− ek
)
xmjk +
(
m
α
)
xi1 . . . xim , (31)
f−i1...im(x) =
l∑
k=1
(
m− 1
α− ek
)
xmjk −
(
m
α
)
xi1 . . . xim , (32)
g+i1...im(x) =
l∑
k=1
β
(+k)
i1...im
xmjk +
(
m
α
)
m(i1, . . . , im)
+xi1 . . . xim , (33)
where β
(+k)
i1...im
, k ∈ [l] are nonnegative scalars and
m(i1, . . . , im)
+ =
m
√√√√√∏lk=1
(
β
(+k)
i1...im
)αk
∏l
k=1
(
m−1
α−ek
)αk ,
g−i1...im(x) =
l∑
k=1
β
(−k)
i1...im
xmjk −
(
m
α
)
m(i1, . . . , im)
−xi1 . . . xim , (34)
where β
(−k)
i1...im
, k ∈ [l] are nonnegative scalars and
m(i1, . . . , im)
− =
m
√√√√√∏lk=1
(
β
(−k)
i1...im
)αk
∏l
k=1
(
m−1
α−ek
)αk .
Definition 6. For m,n ∈ N, a polynomial p(x) is a diagonally dominant tensor
homogeneous (DDTH) polynomial in n variables and degreem if it can be written
23
as
p(x) =
∑
i∈[n]
γix
m
i +
∑
(i1,...,im)∈Dmn
β+i1...imf
+
i1...im
(x) +
∑
(i1,...,im)∈Dmn
β−i1...imf
−
i1...im
(x),
(35)
for some nonnegative scalars γi, β
+
i1...im
, β−i1...im . The set of DDTH polynomials
in n variables and degree m is denoted as DDTHm,n.
The polynomials defined in Definition 6 and Definition 4 are closely related.
Proposition 23. DDTH2,n = DSOS2,n ∩H2 for n ∈ N.
Proof. Let n ∈ N and p ∈ DDTH2,n. Then it follows from (35), (31), (32) that
p(x) =
∑
i∈[n]
γix
2
i +
∑
i,j∈[n],i6=j
β+ij(xi + xj)
2 +
∑
i,j∈[n],i6=j
β−ij(xi − xj)
2 (36)
for some nonnegative γi, i ∈ [n] and β
+
ij , β
−
ij , i, j ∈ [n] and i 6= j. Comparing385
(36) with (29), it is clear that p ∈ DSOS2,n ∩ H2. Next, notice that for p ∈
DSOS2,n ∩H2 to hold, the monomials in (29) must be given by mi(x) = xi, i ∈
[n]. Thus, p ∈ DSOS2,n ∩H2 implies (36), which completes the proof.
Definition 7. For m,n ∈ N, a polynomial p(x) is a generalized diagonally dom-
inant tensor homogeneous (GDDTH) polynomial in n variables and degree m if
it can be written as
p(x) =
∑
i∈[n]
γix
m
i +
∑
(i1,...,im)∈Dmn
g+i1...im(x) +
∑
(i1,...,im)∈Dmn
g−i1...im(x), (37)
for some nonnegative scalars γi, i ∈ [n]. The set of GDDTH in n variables and
degree m is denoted as GDDTHm,n.390
Similarly, the polynomials in Definition 7 and Definition 5 are closely related.
Proposition 24. GDDTH2,n = SDSOS2,n ∩H2 for n ∈ N.
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Proof. Let n ∈ N and p ∈ GDDTH2,n. Then, it follows from (37), (33), (34)
that
p(x) =
∑
i∈[n]
γix
2
i +
∑
i,j∈[n],i6=j
(√
β
(+1)
ij xi +
√
β
(+2)
ij xj
)2
+
∑
i,j∈[n],i6=j
(√
β
(−1)
ij xi −
√
β
(−2)
ij xj
)2 (38)
for some nonnegative γi, i ∈ [n] and β
+
ij , β
−
ij , i, j ∈ [n] and i 6= j, k ∈ {1, 2}.
Comparing with (30), it is clear that p ∈ SDSOS2,n ∩H2. Next, notice that for
p ∈ SDSOS2,n ∩ H2 to hold, the monomial in (30) must be given by mi(x) =395
xi, i ∈ [n]. Thus, p ∈ SDSOS2,n ∩H2 implies (38), which completes the proof.
As mentioned earlier, DDTH and GDDTH polynomials are induced by DD+
tensors and GDD+ tensors, respectively. To formally see this, first denote
〈·, ·〉m,n as the inner product in Tm,n defined by
〈A,B〉m,n =
n∑
i1,...,im=1
ai1...imbi1...im ,
where A,B ∈ Tm,n. Notice that when m = 2, the inner product 〈·, ·〉2,n is
the Frobenius inner product for matrices. For any tensor A ∈ Tm,n, define its
corresponding polynomial as:
Axm = 〈A, x⊗ · · · ⊗ x︸ ︷︷ ︸
m
〉m,n =
n∑
i1,...im=1
ai1...imxi1 · · ·xim ,
Proposition 25. For m,n ∈ N, a polynomial p ∈ DDTHm,n if and only if
there is a tensor A ∈ DD+m,n such that p(x) = 〈A, x ⊗ · · · ⊗ x〉.
Proof. Assume p(x) = 〈A, x⊗ · · · ⊗ x〉 where A ∈ DD+m,n. From (10),
p(x) =
∑
i∈[n]
γi〈V
0,ii...i, x⊗ · · · ⊗ x〉+
∑
(i1,...,im)∈Dmn
β+i1...im〈V
0,i1...im , x⊗ · · · ⊗ x〉
+
∑
(i1,...,im)∈Dmn
β−i1...im〈V
1,i1...im , x⊗ · · · ⊗ x〉,
(39)
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for some nonnegative γi, β
+
i1...im
, β−i1...im , i ∈ [n], (i1, . . . , im) ∈ D
m
n . For i ∈ [n],
〈V0,ii...i, x⊗ · · · ⊗ x〉 = xmi . (40)
Furthermore, for (i1, . . . , im) ∈ Dmn , it follows from Definition 2 that
〈V0,i1...im , x⊗ · · · ⊗ x〉 = f+i1...im(x), (41)
and
〈V1,i1...im , x⊗ · · · ⊗ x〉 = f−i1...im(x). (42)
After replacing (40), (41), (42) in (39) and comparing with (35), it follows that400
p ∈ DDTHm,n.
Similarly, if p ∈ DDTHm,n, one obtains (39) after replacing (40), (41), (42)
into (35); which implies that p(x) = 〈A, x ⊗ · · · ⊗ x〉 for some A ∈ DD+m,n.
An analogous result holds for GDDTHm,n .405
Proposition 26. For m,n ∈ N, a polynomial p ∈ GDDTHm,n if and only if
there is a tensor A ∈ GDD+m,n such that p(x) = 〈A, x⊗ · · · ⊗ x〉.
Proof. Assume p(x) = 〈A, x ⊗ · · · ⊗ x〉 where A ∈ GDD+m,n. Then there exists
a diagonal matrix D with positive diagonal entries di, i ∈ [n], such that B =
ADD · · ·D is a DD+ tensor. Thus
p(x) =〈A, x ⊗ · · · ⊗ x〉
=〈BD−1D−1 . . . D−1, x⊗ · · · ⊗ x〉
=〈B, x¯⊗ · · · ⊗ x¯〉,
where x¯ = (x1d
−1
1 , x2d
−1
2 , . . . , xnd
−1
n ). From the proof of Proposition 25,
p(x) =
∑
i∈[n]
γˆix¯
m
i +
∑
(i1,...,im)∈Dmn
β+i1...imf
+
i1...im
(x¯i)+
∑
(i1,...,im)∈Dmn
β−i1...imf
−
i1...im
(x¯i),
(43)
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where γˆi, i ∈ [n], β
+
i1...im
, β−i1...im , (i1, . . . , im) ∈ D
m
n are nonnegative. Assume
((j1, . . . , jl), α := (α1, . . . , αl)) is the tight pair of (i1, . . . , im), then
f+i1...im(x¯) =
l∑
k=1
(
m− 1
α− ek
)
x¯mjk +
(
m
α
)
x¯i1 . . . x¯im
=
l∑
k=1
(
m− 1
α− ek
)
d−mjk x
m
jk
+
(
m
α
)
d−1i1 . . . d
−1
im
xi1 . . . xim ,
(44)
f−i1...im(x¯) =
l∑
k=1
(
m− 1
α− ek
)
x¯mjk −
(
m
α
)
x¯i1 . . . x¯im
=
l∑
k=1
(
m− 1
α− ek
)
d−mjk x
m
jk
−
(
m
α
)
d−1i1 . . . d
−1
im
xi1 . . . xim .
(45)
Now, let γi := γˆid
−m
i for i ∈ [n], β
(+k)
i1...im
= β+i1...im
(
m−1
α−ek
)
d−mjk ≥ 0 and β
(−k)
i1...im
=
β−i1...im
(
m−1
α−ek
)
d−mjk ≥ 0 for (i1, . . . , im) ∈ D
m
n and k ∈ [l]. Notice that
β+i1...imd
−1
i1
· · · d−1im =
m
√√√√Πlk=1(β(+k)i1...im)αk
Πlk=1(
(
m−1
α−ek
)
)αk
= m(i1, . . . , im)
+,
and similarly, β−i1...imd
−1
i1
· · · d−1im = m(i1, . . . , im)
− for (i1, . . . , im) ∈ D
m
n . Thus,
after replacing (44), (45) in (43), and using the definitions of γi, i ∈ [n], β
(+k)
i1...im
,
β
(−k)
i1...im
, (i1, . . . , im) ∈ Dmn and k ∈ [l], as well as (33) and (34), it follows that p410
satisfies (7). That is p ∈ GDDTHm,n.
For the other direction, let p ∈ GDDTHm,n. Then, there exists nonnegative
scalars γi, β
(+k)
i1...im
, β
(−k)
i1...im
, i ∈ [n], (i1, . . . , im) ∈ Dmn such that
p(x) =
∑
i∈[n]
γix
m
i +
∑
(i1,...,im)∈Dmn
g+i1...im(x) +
∑
(i1,...,im)∈Dmn
g−i1...im(x),
where g+i1...im(x), g
−
i1...im
(x) are defined in equation (33) and (34) for (i1, . . . , im) ∈
Dmn . First note that
n∑
i=1
γix
m
i =
n∑
i=1
γi〈V
0,ii...i, x⊗ · · · ⊗ x〉.
Also, for a given (i1, . . . , im) ∈ Dmn , let ((j1, . . . , jl), α = (α1, . . . , αl)) be its
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tight pair and denote d−1jk :=
m
√
β
(+k)
i1...im
(m−1α−ek)
, k ∈ [l]. Then
g+i1...im(x) =
l∑
k=1
β
(+k)
i1...im
xmjk +
(
m
α
)
m(i1, . . . , im)
+xi1 . . . xim
=
l∑
k=1
(
m− 1
α− ek
)
d−mjk x
m
jk
+
(
m
α
)
d−1i1 . . . d
−1
im
xi1 . . . xim
=〈V0,i1...imD−1 · · ·D−1, x⊗ · · · ⊗ x〉
=〈V¯0,i1...im , x⊗ · · · ⊗ x〉,
where D = (dij) is an m by m diagonal matrix with diagonal elements
dii =


djk if i = jk for some k ∈ [l],
1 otherwise,
for i ∈ [m] and
V¯0,i1...im := V0,i1...imD−1 · · ·D−1 ∈ GDD+m,n.
Similarly,
g−i1...im(x) = 〈V¯
1,i1...im , x⊗ · · · ⊗ x〉,
where V¯1,i1...im := V1,i1...imDˆ−1 · · · Dˆ−1 ∈ GDD+m,n and Dˆ = (dˆij) is an m by
m diagonal matrix with diagonal elements
dii =


m
√
β
(−k)
i1...im
(m−1α−e1)
if i = jk for some k ∈ [l],
1 otherwise,
for i ∈ [m]. Thus, from Proposition (10), it follows that
M :=
∑
i∈[n]
αiV
0,ii...i +
∑
(i1,...,im)∈Dmn
V¯0,i1...im +
∑
(i1,...,im)∈Dmn
V¯1,i1...im ∈ GDD+m,n
and the result follows the fact that p(x) = 〈M, x⊗ · · · ⊗ x〉.
From Proposition 25 and 26, p(x) ∈ DDTHm,n (resp. GDDTHm,n) if and
only if p(x) = 〈A, x ⊗ · · · ⊗ x〉 for an A ∈ DD+m,n (resp. GDD
+
m,n). This
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polynomial equality can be imposed with a finite set of linear equations in
the coefficients of p(x) and the elements of A. Then the diagonally dominant
constraints on A = (ai1...im) can be formulated using the linear inequalities:
aii...i ≥
∑
(i2,...,im) 6=(i,...,i)
zii2...im , i ∈ [n],
− zi1...im ≤ ai1...im ≤ zi1...im , (i1, . . . , im) ∈ D
m
n .
The number of linear constraints is at most n+ 2
(
n+m−1
m
)
.
The constraints on GDD+ tensors can be formulated using power cone op-
timization problem of size polynomial in n for fixed m (Theorem 16). Thus in415
both cases, the resulting linear and power cone optimization problems are of
polynomial size in n for fixed m. Next, we illustrate how the polynomial classes
DDTHm,n and GDDTHm,n can be used to address the solution of polynomial
optimization problems.
5.1. Comparison between optimization with DSOS2m,n (SDSOS2m,n) and DDTH2m,n420
(GDDTH2m,n)
From Theorem 1 and Proposition 25 and 26, polynomials in DDTH2m,n
and GDDTH2m,n are all nonnegative and from Theorem 16, membership in
these polynomial classes can be checked in polynomial time. As a result, we
can make use of them to approximately solve polynomial optimization prob-425
lems. To illustrate this, we consider the particular problem of finding the small-
est H-eigenvalue of an even order symmetric tensor and compare the perfor-
mance of the approximations obtained using the polynomial classes DSOSm,n
(SDSOSm,n) and optimization on DDTHm,n (GDDTHm,n).
For m,n ∈ N, denote the smallest H-eigenvalue of A ∈ S2m,n as λmin(A).
Then, from [38, 39],
λmin(A) = min
{
Ax2m : x ∈ Rn,
n∑
i=1
x2mi = 1
}
. (46)
It is well-known that the problem of computing eigenvalues of higher order
tensors (i.e., m ≥ 3) is NP-hard [16]. Thus, it is not easy to obtain the optimal
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value of problem (46). On the other hand, its optimal value is easily seen to be
equivalent to the optimal value of the following problem:
max
{
λ : Ax2m − λ
n∑
i
x2mi ≥ 0, ∀x ∈ R
n
}
. (47)
For any K ⊆ R2m[x] ∩H2m[x], define the following problem PK:
max
{
λ : Ax2m − λ
n∑
i
x2mi ∈ K, ∀x ∈ R
n
}
. (48)
and denote its optimal value as λ(A)K. With this notation, λmin(A) = λ(A)
P2m [x].430
From (48), it follows that λ(A)K ≤ λmin(A) if K ⊆ P2m[x]. One classical choice
of K is Σ2m[x]∩H2m[x] and the resulting SDO problem is solvable in polynomial
time. However, it is still computationally expensive to solve the resulting SDO
problem if either the degree m or the number of variables n is large. Given
this, the authors in [1] propose two scalable methods by setting K = DSOS2m,n435
and K = SDSOS2m,n. Considering the close relationship with DSOS2m,n
and SDSOS2m,n, it is natural to consider the choice K = DDTH2m,n and
K = GDDTH2m,n. In what follows, we compare the approximations obtained
from these four polynomials classes when (48) is used to approximate the value
of problem (46) from below.440
In this numerical test, Ax2m is set as a homogeneous polynomial with or-
der 4 and n variables. Its coefficients are sampled from the standard normal
distribution. The test is implemented in MATLAB using the Systems Polynomial
Optimization Toolbox (SPOT) [34], and the solver MOSEK [4], using an Intel
computer Core i7-4770HQ with 2.20 GHz frequency and 16 GB RAM memory.445
The lower bounds and computational time for solving problem (48) with
each method and different number of variables are listed in Table 2 and Table 3.
In this numerical test, we observe the following facts: The ranking in terms
of strength of the bounds for these four methods is not altered by the size of the
problems. In particular, λ(A)SDSOS4,n gives the best bound while λ(A)DDTH4,n450
gives the worst bound. Compared to λ(A)GDDTHm,n (resp., λ(A)DDTHm,n ),
λ(A)SDSOS4,n (resp., λ(A)DSOS4,n ) provides a stronger bound. This concurs
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K n = 5 n = 10 n = 15 n = 20
DSOS4,n -11.7592 -61.9733 -170.8438 -364.0555
SDSOS4,n -9.4565 -57.4002 -162.8298 -352.0931
DDTH4,n -14.1803 -65.4432 -177.6707 -370.2231
GDDTH4,n -11.5839 -61.9366 -168.7655 -360.0859
Table 2: Comparison of lower bounds on problem (46) using the restriction (48) for different
choices of K.
K n = 5 n = 10 n = 15 n = 20
DSOS4,n 0.0213 0.0842 0.3833 1.1367
SDSOS4,n 0.0227 0.0949 0.4697 1.4319
DDTH4,n 0.0135 0.0307 0.1590 0.2960
GDDTH4,n 0.0412 0.3476 1.8041 5.7232
Table 3: Comparison of solution time (in seconds) required to obtain the bounds on problem
(46) using the restriction (48) for different choices of K.
with the fact that the set of DDTHm,n (resp., GDDTHm,n) is contained in the
set of DSOSm,n (resp., SDSOSm,n). We will prove this result for fourth order
polynomials in Proposition 27 in the Appendix.455
From Table 3, optimization over DDTH4,n is faster than optimization over
DSOS4,n. Thus, there is a trade off between quality of the bounds and solu-
tion time when choosing between optimization over DDTH4,n and optimization
over DSOS4,n to approximately solve polynomial optimization problems. One
might expect that optimization over GDDTH4,n would be faster than opti-460
mization over SDSOS4,n so that there is a similar trade between strength of
the bound and solution time as the one between optimization over DDTH4,n
and optimization over DSOS4,n. However, Table 3 shows opposite result. The
main reason for this is that efficient power cone optimization solvers are still
underdeveloped in comparison with the highly developed second-order cone op-465
timization solvers used to optimize over SDSOS4,n.
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6. Conclusions
In this work, a new characterization of symmetric H+-tensors is presented
(see Corollary (14)). As a result of this characterization, it follows that one
can decide whether a tensor is a symmetric H+-tensor in polynomial time (see470
Theorem 16). Comparing to other characterizations which typically focus on suf-
ficient conditions for a tensor to be an H+-tensor, our characterization provides
sufficient and necessary conditions. Besides, the set of symmetric H+-tensors is
described using tractable convex cones; in particular, the power cone.
We apply the new characterization of symmetric H+-tensors in computing475
the minimum H-eigenvalue of M -tensors. In particular, we show how these
H-eigenvalues; which can be computed in polynomial time, compare with the
best bounds for the minimum H-eigenvalues of M -tensors proposed in the re-
lated literature. Furthermore, we illustrate how this new characterization of
symmetric H+-tensors can be used to obtain alternative solution approaches480
to approximately solve polynomial optimization problems (see Section 5). In
particular, we compare and discuss the trade-offs between the use of H+-tensor
induced polynomials versus the use of DSOS and SDSOS polynomials to ap-
proximately solve the polynomial optimization problem associated with finding
the minimum H-eigenvalue of an even order symmetric tensor.485
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Appendix
From Theorem 1 and Definitions 4 and Definition 5, for m,n ∈ N, both
DDTH2m,n, GDDTH2m,n andDSOS2m,n, SDSOS2m,n are contained in Σ2m[x].
In this section, we will explore the relationship betweenDDTH2m,n, GDDTH2m,n
and DSOS2m,n, SDSOS2m,n. We find that for fourth order polynomials, there615
is the following result.
Proposition 27. For n ∈ N, DDTH4,n ⊆ DSOS4,n and GDDTH4,n ⊆
SDSOS4,n.
Proof. Let n ∈ N. From Proposition 25, f ∈ DDTH4,n if and only if f is the sum
of γix
4
i , β
+
i1i2i3i4
f+i1i2i3i4 , β
−
i1i2i3i4
f−i1i2i3i4 for some nonnegative γi, β
+
i1i2i3i4
, β−i1i2i3i4 ,i ∈
[n], (i1, i2, i3, i4) ∈ D4n. Also, from Proposition 26, g ∈ GDDTH4,n if and only if
g is the sum of γix
4
i , g
+
i1i2i3i4
, g−i1i2i3i4 for some nonnegative γi, β
(+k)
i1i2i3i4
,β
(−k)
i1i2i3i4
,
i ∈ [n], (i1, i2, i3, i4) ∈ D4n. Considering that both DSOS4,n and SDSOS4,n
are convex cones, the proof is finished if we can prove that for i ∈ [n] and
(i1, i2, i3, i4) ∈ D4n,
x4i , f
+
i1i2i3i4
, f−i1i2i3i4 ∈ DSOS4,n, (49)
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and
x4i , g
+
i1i2i3i4
, g−i1i2i3i4 ∈ SDSOS4,n. (50)
Clearly, x4i ∈ DSOS4,n ⊆ SDSOS4,n for i ∈ [n]. Then all the (i1, i2, i3, i4) ∈
D4n can be classified in four cases depending on card({i1, i2, i3, i4}) and tight620
pairs of {i1, i2, i3, i4}.
(i) card({i1, i2, i3, i4}) = 4.
(ii) card({i1, i2, i3, i4}) = 3.
(iii) card({i1, i2, i3, i4}) = 2 and xi1xi2xi3xi4 = x
2
j1
x2j2 for j1 6= j2.
(iv) card({i1, i2, i3, i4}) = 2 and xi1xi2xi3xi4 = xj1x
3
j2
for j1 6= j2.625
Next, we are going to prove (49) and (50) for these four cases. Without loss of
generality, in the proof, we assume n = 4 and {i1, i2, i3, i4} ⊆ {1, 2, 3, 4}.
Case 1 : If card({i1, i2, i3, i4}) = 4, then
f±i1i2i3i4 = f
±
1234 =
4∑
j=1
6x4j ± 24x1x2x3x4
= 6(x21 − x
2
2)
2 + 6(x23 − x
2
4)
2 + 12(x1x2 ± x3x4)
2 ∈ DSOS4,n,
Also, after recalling the nonnegative of β
(+k)
1234 and β
(−k)
1234 , k ∈ [4], we have
g±i1i2i3i4 = g
±
1234 =
4∑
k=1
β
(+k)
1234 x
4
j ± 4
4
√
β
(+1)
1234β
(+2)
1234β
(+3)
1234β
(+4)
1234x1x2x3x4
=
(√
β
(+1)
1234x
2
1 −
√
β
(+2)
1234x
2
2
)2
+
(√
β
(+3)
1234x
2
3 −
√
β
(+4)
1234x
2
4
)2
+ 2
(√
β
(+1)
1234β
(+2)
1234x1x2 ±
√
β
(+3)
1234β
(+4)
1234x3x4
)2
∈ SDSOS4,n,
Case 2 : If card({i1, i2, i3, i4}) = 3, without loss of generality, assume {i1, i2, i3, i4} =
{1, 1, 2, 3} and then
f±i1i2i3i4 = f
±
1123 =6x
4
1 + 3x
4
2 + 3x
4
3 ± 12x
2
1x2x3
=3(x21 − x
2
2)
2 + 3(x21 − x
2
3)
2 + 6(x1x2 ± x1x4)
2 ∈ DSOS4,n,
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Also, after recalling the nonnegative of β
(+k)
1123 and β
(−k)
1123 , k ∈ [3], we have
g±i1i2i3i4 = g
±
1123 =
3∑
k=1
β
(+k)
1123 x
4
j ± 4
4
√√√√(β(+1)1123)2 β(+2)1123β(+3)1123
4
x21x2x3
=


√
β
(+1)
1123
2
x21 −
√
β
(+2)
1123x
2
2


2
+


√
β
(+1)
1123
2
x21 −
√
β
(+3)
1123x
2
3


2
+ 2

 4
√
β
(+1)
1123β
(+2)
1123
2
x1x2 ±
4
√
β
(+1)
1123β
(+3)
1123
2
x1x3


2
∈ SDSOS4,n,
Case 3 : If card({i1, i2, i3, i4}) = 2 and xi1xi2xi3xi4 = xj1x
3
j2
for j1 < j2, without
loss of generality, assume {i1, i2, i3, i4} = {1, 1, 1, 2} and then
f±i1i2i3i4 = f
±
1112 = 3x
4
1 + x
4
2 ± 4x
3
1x2 = (x
2
1 − x
2
2)
2 + 2(x21 ± x1x2)
2 ∈ DSOS4,n,
Also, after recalling the nonnegative of β
(+k)
1112 and β
(−k)
1112 , k ∈ [2], we have
g±i1i2i3i4 = g
±
1112 =
2∑
j=k
β
(+k)
1112 x
4
j ± 4
4
√√√√(β(+1)1112)3 β(+2)1112
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x31x2,
=


√
β
(+1)
1112
3
x21 −
√
β
(+2)
1112x
2
2


2
+ 2

 4
√√√√(β(+1)1112)2
9
x21 ±
4
√
β
(+1)
1112β
(+2)
1112
3
x1x2


2
∈ SDSOS4,n,
Case 4 : If card({i1, i2, i3, i4}) = 2 and xi1xi2xi3xi4 = x
2
j1
x2j2 for j1 < j2, without
loss of generality, assume {i1, i2, i3, i4} = {1, 1, 2, 2} and then
f±i1i2i3i4 = f
±
1122 = 3x
4
1 + 3x
4
2 ± 6x
2
1x
2
2 = 3(x
2
1 ± x
2
2)
2 ∈ DSOS4,n,
Also, after recalling the nonnegative of β
(+k)
1122 and β
(−k)
1122 , k ∈ [2], we have
g±i1i2i3i4 = g
±
1122 =
2∑
j=1
β
(+j)
1122x
4
j ± 2
√
β
(+1)
1122β
(+2)
1122x
2
1x
2
2
=
(√
β
(+1)
1122x
2
1 ±
√
β
(+2)
1122x
2
2
)2
,
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Thus, the proof is completed.
Theorem 27 works only for fourth degree polynomials. However, one can in
general show that for any m ∈ N,
DDTH2m,n ⊆ GDDTH2m,n ⊆ SDSOS2m,n, ∀n ∈ N.
The proof is based on the fact that for (i1, . . . im) ∈ Dmn , f
+
i1...im
, f−i1...im , g
+
i1...im
and g−i1...im defined in (31) and (32) are related to circuit polynomials [see, e.g.,630
19]. This type of result will be however explored and discussed in further detail
in future related work.
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