Abstract. The Harborth graph is the smallest known example of a 4-regular planar unit-distance graph. In this paper we give an analytical description of the coordinates of its vertices for a particular embedding in the Euclidean plane. More precisely, we show how to calculate the minimal polynomials of the coordinates of its vertices with the help of a computer algebra system, and list these. Furthermore some algebraic properties of these polynomials, and consequences to the structure of the Harborth graph are determined.
Introduction
The Harborth graph (see Figure 1 ) is the smallest known example of a 4-regular planar unit-distance graph. That is a planar graph, all of which edges are of unit length, with exactly four edges meeting in each vertex. This graph was named after its discoverer H. Harborth, who first presented it to the general public as a research problem in [4] and to a large international audience in a talk at the Eugène Strens Memorial Conference on Recreational Mathematics and its History in 1986 [5, 12] . At both occasions he posed the question, if a smaller example of a 4-regular planar unit-distance graph could be found.
Curiously enough, up until now nearly all published pictures of the Harborth graph -even the original ones in [4, 5] , as well as those in textbooks [6, 7] -seem to be slightly vague and inaccurate, with the vertices always being depicted by large dots. Furthermore there has not been given any analytical description of the Harborth graph, yet. That is, if we consider the graph as embedded in the Euclidean plane with a given coordinate system, the coordinates of the vertices have never been calculated exactly. This has gone to the point that the Harborth graph was even thought by some to be nonrigid 1 , which, as the results of this paper imply, cannot be the case. Thus the wish for an "exact" description remained. This wish has recently been expressed again in the world wide web [11] , which prompted this paper.
With the advent of dynamical geometry systems, several authors were finally able to produce more precise pictures [14, 11] , which led to further evidence that there is one unique realisation of the Harborth graph in the Euclidean plane. With this paper we go one step further: using one particular way of construction, we set up a set of quadratic equations which completely describe the coordinates of crucial vertices of the Harborth graph. Using this initial set of equations, we will show that all the coordinates are algebraic numbers, and we will calculate their minimal polynomials with the help of a computer algebra system. Even though, as we will see later on, it is impossible to solve the corresponding algebraic equations exactly, which in our understanding means in terms of radicals, nevertheless we thus have achieved an exact analytic description of the Harborth graph, since, together with easy to calculate numerical approximations for the actual coordinates, these polynomials uniquely determine each coordinate.
The author is indebted to C. Adelmann and H. Löwe from the Technical University Braunschweig, Germany, for a number of very valuable discussions on the subject. Furthermore he owes thanks to the Institute for Mathematical Physics of the TU Braunschweig, especially to the research group of R.F. Werner, for making its computing facilities available to him for this research.
2. Using Dynamic Geometry Software and Numerical Analysis 2.1. Geometric construction. Because of the obvious twofold symmetry of the Harborth graph, it is enough to analyse one of its quarters. Therefore, in a first step we construct one of these quarters (see Figure 2 ), using one of the existing (imprecise) first generation pictures as a blueprint.
We start from an initial isosceles triangle ABC of fixed but arbitrary height T, with two sides being of unit length, and a neighbouring symmetric trapezoid BCDE, which has the side BC with the initial triangle in common. The parallel sides of the trapezoid are chosen to be of length 2 and 3 respectively. The remaining points are constructed from this initial configuration by using compass and ruler techniques. In the following, we list the necessary steps. Thereby Circ(P, r) denotes the circle with center P and radius r, and ∩ the operation of letting two geometric figures intersect. Thus we get
Although the intersection of two circles usually consists of two points, we use this notation as if there was no ambiguity. We are allowed to this, because we choose the resulting points of intersection according to our blueprint. Thus, e.g., F is chosen in such a way that the quadrangle ABEF is convex. In the sequel we will call the configuration of the points A to J thus constructed the Harborth configuration. We will do this, even if the parameter T initially has not been chosen correctly, so that the configuration cannot be completed to the whole Harborth graph.
Clearly, proceeding as described, with using an arbitrary nonnegative value for the height T of the initial triangle, the line through the final crucial points H and J will only by (a very small) chance meet the line through A and C at an angle ϕ of 90
• . But, in order that the Harborth configuration can be completed to the whole Harborth graph, we have to make sure that this last condition is satisfied.
Using the dynamic geometry software GeoGebra [8] , we are able to manipulate the Harborth configuration in dependence on the parameter T. Furthermore with GeoGebra we are able to read off approximate values (up to five decimal places) for the resulting angles and coordinates. At this early stage of our investigations already, some important observations can be made:
Remark 2.1.
(1) The point F, and thus the whole Harborth configuration only exists for • .
The upper bound b in the above remark is determined by the fact that for T > b the distance between A and E becomes greater than 2, and the circles with centers A and E of radius 1 do not meet anymore.
As hinted at in the introduction, once we have calculated the exact values for the extremal angles -which we will do in one of the following sections -the observations collected in Remark 2.1 allow us to give the first analytic proof 2 of the planarity of the Harborth graph which does not resort to pictures or models only. • exactly, and the Harborth configuration can be completed to the Harborth graph.
Proof. [10] Since the geometric operations we used in our construction (i.e., drawing circles and letting them intersect) depend continuously on their parameters (i.e., Figure 2 . A quarter of the Harborth graph, created with GeoGebra [8] -the point B (and thus the height T ) chosen in order that ϕ = 90
• , i.e., the configuration can be completed to the whole Harborth graph. centers and radii), and since the composition of continuous functions is again continuous, the angle ϕ depends continuously on the height T as long as the Harborth configuration exists. By the Intermediate Value Theorem the existence of at least one T in the above interval [0, b] is assured such that ϕ is precisely 90
• .
Corollary 2.3. The Harborth graph indeed is a 4-regular unit-distance graph which is planar.
From now on, our main goal will be to determine a precise description of this particular T, the existence of which we have shown above, without resorting to trial-and-error.
2.2.
Setting up algebraic equations. To describe the points of the Harborth graph more precisely we need to introduce coordinates. For the time being, we choose the point A as the center of our coordinate system, and the ray which extends the base side AC of the triangle ABC as the positive x-axis. When considering the Harborth graph as a whole, this is by far not the most obvious choice. In fact, in a later section we will use its center of symmetry as the origin of a more natural coordinate system, and then will have to "translate" our intermediate results. As we proceed, we will see that in some places this will prove to be quite cumbersome, which will retroactively justify our initial choice of coordinates. Now let (t, T ) be the coordinates of the point B. Since A, B, and C form an isosceles triangle, the coordinates of the point C are given by (2t, 0).
Denoting the coordinates of any point P of the graph different from B with (x P , y P ), we have:
Let us shortly comment on the meaning of these equations: (2.6), (2.7), respectively (2.8), (2.9), define the vertices D and E of the trapezoid which do not belong to the initial triangle ABC. Equations (2.6) and (2.8) stem from the fact that the line BC meets CD at an angle of 60
• and the line EB meets BC at 120
• . Every further pair of Equations (2.10)-(2.17) is chosen in accordance to the geometric constructions described in (2.1) -(2.4), each pair defining one of the points F -J. Finally, Equation (2.18) has to be satisfied in order that the lines given by AC and HJ meet at an angle of 90
• . Using this set of equations, and approximations for the coordinates, which we read off from Figure 2 with the help of GeoGebra, we are already able to calculate arbitrary precise approximations of all coordinates by using standard numerical algorithms. E.g., the results below show the coordinates with an exactness of 15 digits; they were calculated with Mathematica, version 4.0.1. In this section we will deduce the minimal polynomial for the coordinate y B = T, i.e., the unique primitive integer polynomial P T of smallest degree such that P T (T ) = 0 holds [2, Section 4.1.1].
Let us shortly describe the main approach which we will repeatedly take: Given two polynomial equations, which are satisfied by certain coordinates, we will calculate the resultant of the corresponding polynomials with respect to one of the appearing variables, thus eliminating this particular variable. Sometimes, if the polynomials are not too complicated, we will use Groebner basis techniques to treat more than two polynomial equations simultaneously. Both procedures lead to new polynomials or polynomial equations, which are consequences of the original ones 3 , but contain fewer variables. To keep expressions from becoming too complicated, and running times from becoming too long we will try to factor the resulting polynomials. Many times it will prove to be advantageous to allow the factorization to be done over the ring extension Z[
. If a particular polynomial is reducible we will continue our deliberations with that factor, which corresponds to the actual values of the coordinates. To check this, we use numerical approximations analogous to those given in Section 2.2, but which are precise to an error of ǫ = 10 −100 . Most calculations, especially those of resultants, factorizations, and numerical evaluations, were done with Mathematica, version 4.0.1.0.
The succession of eliminations will be determined by the order in which the corresponding points were constructed. E.g., in the initial isosceles triangle ABC due to the choice of the coordinate system all point coordinates are directly expressible in terms of T. Next we will determine polynomials which describe the connection between the coordinates of D and E, respectively, and the parameter T . After that the polynomials for the coordinates of F are calculated by using those for the coordinates of D and E and eliminating the variables in between. In principle, continuing this procedure would lead to polynomials in x H and T, respectively x J and T. Using the final equation x H = x J , one should be able to deduce one polynomial in the variable T alone. Unfortunately, due to the increasing complexity of expressions we were not able to continue this line of thought to its conclusion, but had to resort to an alternative way. Nevertheless we will try to push as far as possible with this approach, and come up with an alternative, when it proves to be necessary.
In the sequel, we will switch between listing the polynomials and the corresponding polynomial equations at will. When only a polynomial P is given it should be understood that the coordinates appearing in P satisfy the corresponding polynomial equation P = 0.
From A to F . Using the procedure GroebnerBasis with Equations (2.5) -(2.7) as input, like
GroebnerBasis[{t^2+T^2-1,-t*(xD-2*t)+T*yD-3/2,(xD-2*t)^2+yD^2-9}, {t,xD,yD,T}] one of the polynomials we get is
3 For a more precise description see, e.g., [3] or [9] .
Analogously, by changing the order of variables,
can be deduced. This last equation is irreducible over Z, but factors over Z[ √ 3] into polynomials, which are quadratic in x D :
. Using numerical results for T and x D in analogy to (2.19), we see that only the first of these polynomials
leads to the correct result. Solving (3.3) and (3.1) for x D and y D , respectively, and again discarding those solutions which do not describe the correct coordinates, we get explicit descriptions for the coordinates of D in terms of the parameter T :
Starting with Equations (2.5),(2.8) and (2.9) and proceeding in the same manner as above, we are led to those polynomials which describe the dependence of the coordinates of the point E on the parameter T :
E . Again, the corresponding equations can be explicitly solved:
Next we continue by calculating the coordinates for the point F , once more using Mathematica's GroebnerBasis function. This time we start with the newly found set of Equations (3.6) and (3.7), together with the Equations (2.10), (2.11) defining F. From this we get the following polynomials which describe the dependence of the coordinates x F and y F of F on the parameter T : (3.10)
Once again, the first of these polynomials factors over Z[ √ 3] into two polynomials of total degree 8 and degree 4 in x F . Using the numerical values for T and x F , we can deduce that only one of these describes the connection between the variables T and x F . It is (3.12) P xF ,T := − 9 + 600T
As said before, trying to continue like this to calculate polynomials for the remaining points G, H and J, will lead into a deadend, because the resulting equations become too unwieldy to handle, and take too much time to calculate, even with the help of Mathematica. Still, our main goal remains to find one single equation describing the parameter T alone. Consequently we have to take a step back, and use a slightly more indirect approach, which we will describe in the section following the next one.
3.2.
Interlude: Calculating the extremal values for which the Harborth configuration exists. With Equations (3.8) and (3.9) thus available, we are able to calculate the exact maximal value for T, hinted at in Remark 2.1. To this end, we first observe that in case of T being maximal the line segments AF and F E together, again form a straight line segment of twice the original length. Therefore, for T maximal, the coordinates of the point E satisfy x 2 E +y 2 E −4 = 0. This, together with (3.8) and (3.9), after some small calculation leads to (3.13)
Solving for T, and comparing with the numerical values presented in Remark 2.1, gives Lemma 3.1. The minimal and maximal value for T such that the Harborth configuration exists are T = 0, and
respectively.
Using basic trigonometry, from this we are able to further deduce exact values for the crucial angle ϕ for extremal T :
In case of T = 0, the points A, B, and C lie on one line. So do the points D, E, and F. Moreover the intersection point Z of these two lines together with C and D form an equilateral triangle, the sides of which have length 3. Angle β (see Figure  2) becomes one of the angles of this triangle, and thus is equal to 60
• . Furthermore the points D, F, and G form an isosceles triangle, with the length of the base side F G being one, and the other length being two. An analysis of the triangle formed by the lines DH, and the prolongations of DF and HJ, which contains the triangle DF G completely, allows us to calculate α. Since ϕ = α+β some further calculations show As we have already observed, when T attains its maximal value, the points A, E, and F lie on one line, and form the side of the isosceles triangle ABE. Leaving the details to the reader, again only using basic trigonometry -and Mathematica for the calculation of trigonometric expressions -we are able to show • up to an error of 10 −15 .
3.3.
From the points D and F to the points H and J. Now we continue with our task of determining the minimal polynomial for that particular T, for which the Harborth graph exists, i.e., for which ϕ = 90
• holds. Our trick is, not to calculate the coordinates of the points H and J directly in dependence of the second coordinate T of the point B, but to introduce further variables X and Y which will lead to simpler equations. These new variables themselves will depend on the points D and F.
For this, let us consider F as the origin of a new coordinate system, and the line F D as the new x-axis (see Figure 3 ). Let (s, S) be the coordinates of the point E with respect to this new coordinate system. Clearly, since DEF forms an isosceles triangle, D is described by the coordinates (2s, 0). Proceeding as above by using Equations (2.12)-(2.17) in this new context, we successively get
All these equations can be easily solved for the respective coordinates. In each case only one of the solutions is in accordance with our geometric construction. Below we present explicit formulas only for the coordinates of the points H and J:
Therefore the slope of the line HJ with regard to DF as x-axis is (3.26)
Now, again we consider the whole Harborth configuration: let new variables X and Y be defined by X := x D − x F and Y := y D − y F , where now x D , y D , and x F , y F are interpreted as the coordinates of the points D and F with regard to the initial coordinate system. Then the squared length of the line segment DF is given by X 2 + Y 2 . It follows that (3.27)
and Equation (3.26) becomes
In order to be able to complete the Harborth configuration to the whole Harborth graph, the angle ϕ between the lines HJ and AC must be a right angle. On the other hand, we have ϕ = α + β, where α is the angle between HJ and DF, and β denotes the angle between DF and AC, as shown in Figure 2 . Thus the equality α = 90
• −β must hold. Since 0
• < α, β < 90 • , we have tan α = tan(90
. Thus the 4 We advise the reader to keep in mind that, although we use the same notation as in Section 2.2, now the coordinates have to be interpreted within the new coordinate frame.
respective slopes satisfy m α = 1/m β . The slope m β of β is given within the first coordinate system by m β = Y /X. This, together with (3.28), implies
which some calculations show to be equivalent to
This implies
We set F (X, Y ) :
Next we produce polynomials P X,T and P Y,T which describe the connection between T and the new parameters X, and Y, respectively. To do that, this time we use Mathematica's resultant and factorization facilities, as described above. Starting with the polynomial X − x D + x F , and the polynomials P xD ,T and P xF ,T given by (3.3) and (3.12), we are thus able to successively eliminate the variables x D and x F , and get (3.32)
In an analogous manner we deduce a polynomial P Y,T in Z[Y, T ], which for the Harborth configuration describes the connection between these two variables:
Finally we repeat this procedure with the polynomials F (X, Y ), P X,T , and P Y,T to eliminate variables X and T. I.e., first we let Mathematica calculate the resultant of F and P X,T with regard to X. We will not present the result here; let it be enough to state that the result is a polynomial of degree 8 in Y , degree 32 in T and total degree 32, which, but for a constant factor, cannot be factored further by Mathematica, even when considered over Z[
. With the help of Mathematica, we are able to calculate the resultant of this polynomial and P Y,T with respect to Y. This leaves us with a polynomial in the single variable T of order 156. Strangely enough, this final polynomial is reducible over Z[ √ 3], its factors (up to an integer constant) being (2T + √ 3), (2T − √ 3), (64T 4 − 24T 2 + 9) 6 , and three other integer polynomials of degree 22, 28 and 80, respectively. Here, we need only list the polynomial of degree 22, since this is the one which has the y-coordinate T of the point B of the Harborth graph as one of its real roots Since this polynomial is primitive, and irreducible over Z, it is the minimal polynomial of y B = T. Thus we have achieved our desired first main result. The rest of this paper is concerned with the determination of the minimal polynomials of the other coordinates, and some of their properties. .7), and (3.11), respectively, which describe the connection between the y-coordinate y P and the parameter T by way of irreducible polynomials P yP ,T ∈ Z[y P , T ] of absolute degree 2, 2 and 4, we let Mathematica calculate the resultant of P yP ,T and P T from above with respect to T . The result is a polynomial in Z[y P ]. It is of degree 44 in case of y D and y E and of degree 88 for y F . The first two of these polynomials each split over Z into two irreducible factors of degree 22. The polynomial for y F splits into one component of degree 44 and -again -into two polynomials of degree 22. In each case one of these factors corresponds to the actual y-coordinate. 
4.2.
The points G, H, and J. When determining the minimal polynomials of the y-coordinates of the points G, H, and J, we have to keep in mind that in Section 3.3 we used a different coordinate system for determining their coordinates than for those of the points A to F. Thus first we will have to transform the former into y-coordinates within our original system, which was centered in A. Since in this section it is paramount not to confuse these systems, in the sequel we will denote coordinates with regard to the coordinate system centered in F with capital letters, and those with regard to the original one centered in A with small letters. Thus, e.g., Equation (3.19 Elementary analytic geometry tells us that the connection between "old" coordinates (x P , y P ) and "new" coordinates (X P , Y P ) can be described by (4.1)
Setting z P := y P − y F for the moment, successively using Equations (3.16)-(3.21), which described the connection between new coordinates of the points G, H, J, and the parameter s, and the equality 4s 2 = X 2 + Y 2 , after some calculations in the usual manner, we are able to deduce irreducible polynomials in Z[ √ 3][z P , X, Y ] for P ∈ {G, H, J}. Using Equations (3.32) and (3.33) we are further able to eliminate X and Y, and deduce polynomials in Z[z P , T ] of total degree 188 for each of the points. Each of these splits again, leaving us with irreducible polynomials which are of degree 20 in T and total degree 20 for the points G, J and degree 24 in T and total degree 24 for the point H. Resubstituting y P − y F for z P and using (3.11) to eliminate y F , we are left with integer polynomials in variables y P and T of degree 112 for the points G, J and one of degree 128 for H, which this time split off irreducible polynomials of total degree 20 (for G and H) and 24 (for J), respectively. Calculating the resultant of these polynomials and P T , thereby eliminating T, once more in each case we get polynomials of degree 176 for y G , y H , and y J , respectively. Each contains among others an irreducible factor of degree 22 -the minimal polynomial, which we were looking for. Therefore we have: 
Minimal polynomials for the x-coordinates
As we initially announced, we want to give minimal polynomials for all the coordinates of the most important vertices of the Harborth graph, where the center of origin is supposed to be the center of symmetry of the whole graph, i.e., the point K in Figure 2 , and the axes are the axes of symmetry of the Harborth graph. This means that while the y-coordinates remain the same, when we shift our origin from A to K, the x-coordinates (with respect to the coordinate system centered in A) have to be shifted by −x J , i.e., we have to set
for all points P, where the coordinates on the right hand side denote coordinates with respect to the origin A.
As a further difficulty, again we have to pay attention that up above the xcoordinates for the points G, H and J were given with respect to yet another, third coordinate system, which had F as its origin and was rotated when considered within the other two coordinate frames.
In the sequel, to avoid misunderstandings, we will switch notation, and denote all x-coordinates with respect to the system centered in A by x old P , those with respect to the system centered in K will now become x P . With the help of the polynomial P x old J ,T from above, we can produce a poly- . This is of total degree 24, of degree 24 in T, and of degree 8 in both variables x P and x old P . Applying the same method as above, i.e., first calculating the resultant of this "transformation polynomial" and the respective polynomials P xP ,T , which we now have to interpret as polynomials in the variables x old P and T, followed by a factorization over Z[ √ 3], and finally repeating this process with the resulting polynomial and P T , we are able to deduce the characteristic polynomials of the x-coordinates x B to x F . Since this procedure should be standard to the reader by now, we will 6 We call a polynomial even if it only contains monomials of even degree. not go into details anymore, but will only present the results. Once again we stress the fact that these polynomials are for x-coordinates with respect to K as origin:
Coordinate transformations for the points
Theorem 5.2. The minimal polynomials for the x-coordinates of the vertices of the Harborth graph, where the coordinate system is the one given in Figure 1 
5.2.
The "Coup de grâce" -the minimal polynomial for x G . Due to the complexity of expressions we were not able to use the above procedure to calculate the characteristic polynomial for x G -even with the help of Mathematica. Thus we have to resort to one final trick -yet another coordinate system. For this, first we mirror the Harborth configuration. After that we choose the point J as the new origin, and the ray JH as the positive part of the new x-axis (see Figure 4) . Consequently, the new y-coordinates are the x-coordinates from above.
Let (u, U ) be the coordinates of the point G with respect to this coordinate system. Using Equations (2.11) and (2.12), adapted to the new coordinate frame, we get
2 F = 0, where y F now denotes the y-coordinate of F with regard to this new system. Since y F is equal to x F of old, we thus have calculated a polynomial P xF ,U . Calculating the resultant of this polynomial and P xF with respect to x F leads to a polynomial in Z[U ] of degree 44. Factoring this, we achieve an irreducible polynomial of degree 22, which is the minimal polynomial of U and thus of x G . Thus we have deduced minimal polynomials for all coordinates of the initial Harborth configuration, and consequently, because of the twofold symmetry and our particular, final choice of coordinates, for nearly all the vertices of the Harborth graph. This finishes our initial task.
Coda
With all the minimal polynomials at our disposal, we can finish this paper with some observations about their algebraic structure, and consequences for the Harborth graph.
First of all, starting with the minimal polynomials, using a computer algebra system we can once again show the existence of the Harborth graph -this time by algebraic means only: Theorem 6.1. For P ∈ {A, . . . , J} let the coordinates (±x P , ±y P ) of points in the Euclidean plane be particularly chosen roots of the irreducible polynomials P xP , P yP which were detailed in the previous sections. Then these coordinates satisfy the defining equations of coordinates of vertices of the Harborth graph.
Proof. Since the actual calculations have to be done by the computer algebra system and cannot be presented here, the proof will just consist of a series of comments: First, with (±x P , ±y P ) we denote all four possible combinations of signs of the coordinates, taking into account the twofold symmetry of the Harborth graph, as well as the fact that the polynomials P xP and P yP are even.
Second: Clearly Equations (2.5) -(2.18) have to be restated in accordance with our finally chosen coordinate system, which had the point K as its center. Thus, e.g., instead of (2.5) one has to show that the coordinates of the vertices A and B in the first quadrant satisfy (x B − x A ) 2 + y 2 B = 1, i.e., the points are at distance 1 from each other. Numeric approximations which determine our choice of roots have to be adapted as well.
Moreover calculations with the chosen coordinates are done in the sense of [9] , whereat the computer algebra system has to take the full brunt of the work. That is: since there are no explicit formulas for the particular roots of the polynomials P xP , P yP , which we use as coordinates, we have to understand these roots as completely defined by their representing polynomials, and an isolating interval for each. Instead of an isolating interval one can equivalently use a numeric approximation of sufficient precision. In fact, this seems to be what the computer algebra system Mathematica does: it renders possible computations with algebraic numbers by way of root objects [15] . There, choosing a particular root actually means choosing one of the root objects produced by the Solve routine. This we did in accordance with the previously attained numerical results. The "proof" of the above theorem has been facilitated then by use of Mathematica's inbuilt RootReduce routine, which had to be applied to the defining equations of the Harborth configuration. In order to achieve that calculations are finished within an acceptable time, the equations have to be expanded and written as sums of products. More concretely, in the example above, after having assigned particular root objects to the variables xA, xB, and yB with the help of the respective polynomials, one successively has to calculate RootReduce[xA^2], RootReduce[-2*xA*xB], etc. until one is able to put everything together, thus to be able to calculate RootReduce[xA^2-2*xA*xB+xB^2+yB^2], which indeed results in 1.
Even though we have concentrated on one particular set of coordinates, our calculations have shown that, e.g., the y-coordinate y B of the vertex B in any case must satisfy a polynomial equation. Thus there are only finitely many possibilities for coordinates of B. Since by the geometric construction, which we used, all other vertices can be shown to depend uniquely on this one initial vertex and its embedding in the Euclidean plane, different embeddings of the Harborth graph in the plane -if they were to exist at all -cannot be transformed into each other in a continuous way. In other words: Theorem 6.2. The Harborth graph is rigid.
Finally, closer scrutiny of the minimal polynomials leads to Lemma 6.3. Let z P be one of the coordinates of a vertex P of the Harborth graph different from zero. Then its minimal polynomial P zP ∈ Z[X] is an even polynomial of degree 22 and signature (6, 8) . That is, it has 6 real zeros and 8 distinct pairs of conjugate complex zeros. Consequently we have, (6.1)
• denotes composition and F zP is a uniquely determined irreducible integer polynomial of degree 11 and signature (3, 4) .
A precise proof for this lemma can be done by using any one of the existing algorithms for root isolation and some basic calculus.
Theorem 6.4. The coordinates of vertices of the Harborth graph which are different from zero cannot be expressed in terms of radicals. Furthermore the Harborth graph as a whole cannot be constructed by compass and ruler alone.
Proof. A well known corollary in Galois theory
7 tells us, that the zeros of a polynomial of odd prime degree, which is irreducible over a real number field, are expressible in terms of radicals, if and only if either the polynomial has only one real zero, or all of its zeros are real. We have already ascertained that the polynomials F zP appearing in Equation (6.1) each have 3 distinct real roots. Thus the equations F zP = 0, and consequently P zP = 0 are not soluble by radicals. This proves the first assumption.
We show the second assumption by an indirect proof: suppose that the Harborth graph were constructible by compass and ruler. This would imply that the vertex A, thus its x-coordinate x A and furthermore x 2 A would be constructible by compass and ruler. As a consequence of this, the order of the Galois group of the corresponding minimal polynomial, which is F xA , would be a power of 2, and the Galois group would be soluble 8 . This, as we have just seen above, is absurd, completing the proof of the theorem.
