Abstract. This study describes a new measurement technique using a single 2-D image of four coplanar points, which are arranged in a square of known size, to measure geometric features on an object, some of which may be hidden from the view of the camera. A new method is also proposed that uses simple equations and an iteration technique to find 3-D coordinates of points on the object relative to a reference point on the object.
Introduction
The measurement of the three-dimensional geometry of an object is normally carried out using tactile coordinate measurement machines, or noncontact laser-based scanning systems, and in some cases a combination of both. The disadvantages with these methods are that they are not portable, access to geometric features is not always possible, and the sensing or probe system is controlled indirectly. In some applications, more flexibility and control are required-for example, in digitizing an object for modeling in a CAD system. Ultrasonic measurement 1 systems can provide some flexibility by using a combination of tactile and ultrasonic sensing to measure 3-D coordinates, although their accuracy is not comparable with that of the other systems. 2 In this study, a 3-D coordinate measurement technique is described that provides greater flexibility and control. A hand-held probe, of known size, is positioned on the object and in the view of a camera, as shown in Fig. 1 . The perspective projection, shown in Fig. 2 , of the probe is used to determine the 3-D coordinates of the point of contact. The probe is planar with its edges forming a square. The image of the square's four vertices is used to calculate the probe position and point of contact on the object. Using three vertices ͑triangular probe͒ results in multiple solutions, 3, 4 whereas four coplanar points provide a single solution. 5, 6 If the four points are not coplanar, then there are at least two possible solutions. 5, 7 A four-point coplanar probe system could also be used to measure occluded points by adding a second probe. The second probe would be identical to the first, arranged so that it is parallel to the first, but offset by a certain distance and aligned. The first probe would be in the view of the camera, while the second probe would be in contact with a point on the object that was hidden from the camera.
Determination of the Probe Position
The method for determining the probe position is dependent on a knowledge of the probe side length, the image coordinates for each of the four vertices, and camera parameters: the image distance ͑distance between the sensor or image and the optical center of the lens-the effective focal length͒, the lens distortion, the horizontal pixel width and vertical pixel height of the CCD sensor, and the location of the optical center of the lens on the image frame buffer.
Camera Parameters
The camera parameters are determined by calibration. 8, 9 The camera used in this study was a Pulnix TM-765E with a CCD sensor having 756 ͑H͒ϫ581 ͑V͒ pixels, a framegrabber with 256 gray levels, and a Cosmicar f /1.4, 25-mm lens with a focus adjustment of 2.7 mm. The pixel size, according to the manufacturer's specification, is 11ϫ11 m. Some of the factors that can affect accuracy when determining position using image analysis techniques are lens distortion and horizontal pixel width. The manufacturer's vertical pixel height specification can be used without calibration for a solid-state camera; however, due to the mismatch in timing between the camera and framegrabber, the effective horizontal pixel width can be different to the specified value.
6,10-13 Also, the framegrabber was set up to produce an image size of 768 ͑H͒ϫ574 ͑V͒, which does not match the CCD sensor exactly. The last seven rows of pixels are blanked, and some horizontal scaling occurs. The horizontal scaling can be roughly estimated by
where S x ϭhorizontal scale factor N c ϭnumber of sensor elements in one row N f ϭnumber of captured frame elements in one row.
A more accurate estimate of the pixel width, 11 dx can be obtained using the camera sampling frequency F c ϭ14.1875 MHz, the framegrabber sampling rate F f ϭ14.75 MHz, and the manufacturer's pixel width, dxЈ:
gives a scale factor equal to 0.984 37, which is slightly higher than the value given by Eq. ͑2͒, 0.961 86.
The latter gives a pixel width of 0.010 58 mm, which is similar to the value 0.010 65 mm estimated by calibration. The offset of the optical center in relation to the framebuffer ͑image͒ center can vary from a few pixels to around ten or higher; 14 however, as far as accuracy is concerned, it does not matter whether the offset is taken as zero or ͑10,10͒ ͑Tsai 15 ͒. Tsai did not investigate the effect of large offsets on accuracy, but experimental results in this study show that for relative measurement, the accuracy is not greatly affected even by large offsets. For the camera and framegrabber used in this study, the frame-buffer center, in pixels, is ͑384, 290.5͒.
The position of the lens is adjusted so that a clear image is obtained, and the distance of the image to the optical center of the lens is roughly equal to the focal length. Once focused, the object remains in focus within a depth of 100 mm without excessive blurring. If we wish to measure over larger depth variations, then the lens has to be refocused. This changes the image distance, and a recalibration is necessary to determine the new image distance.
Lens distortion can shift the image from the ideal location by 0.1 pixel for a good-quality lens to 0.7 pixel for a lens similar to the one used here. 16 A pinhole camera has no image distortion, whereas a lens with a stop may have barrel distortion when the stop is in front of the lens, or pincushion distortion when it is behind the lens. 17 A stop is normally placed in front of the lens, and the aperture is adjustable. The f number ͑stop number͒ of a lens controls the amount of light reaching the sensor; a low number admits more light, while a high number reduces the light admission, thus giving pinhole characteristics. 18 Reducing the amount of light on a CCD sensor will give a lower contrast between the background and probe edges. This will make edge detection more difficult, and can affect accuracy. To compensate for lens distortion the probe edges are defined by straight lines, 0.7 mm thick, and the centroid is determined for every fifth row of pixels. A least-squares line of best fit is then calculated for each line using the centroids, and finally, the four intersection points of these lines are found.
Relating Probe Vertices to the Optical Center
This section develops the relationship between the probe vertices, including the point of contact on the object, in the camera coordinate system as depicted in Fig. 3 . Fig. 1 Four coplanar points form a square shaped probe; one point is in contact with the object to be measured.
Fig. 2
The perspective projection of the four probe vertices onto the CCD sensor form an image, which will be analyzed to determine the position of the probe. For image analysis, the screen coordinates (X s ,Y s ) must be converted to the camera coordinate system. This conversion involves inverting the y axis and translating the screen origin from the top left to the image center as shown in Fig. 4 .
To determine the coordinates of the point of contact between the probe and the object, point B, the position of points of T, R, and L must also be found. Equations are developed below that relate these four points. Points T, O, and R are related by considering the triangle formed by those points, as shown in Fig. 3 . This triangle also contains the image points i t and i r , as shown in Fig. 5 .
If (X st ,Y st ) are the screen coordinates, in pixels, for point i t in Fig. 4͑a͒ , then the coordinates of i t relative to the camera coordinate system, shown in Fig. 3 , are given by Fig. 3 , by the product of their magnitudes:
The angles tor and ort , the distance OT, and the probe side length S in Fig. 5 are related by the sine rule
and the angles otr and ort are related by
The relationship between the distances OT and OR is given by the sine rule ORϭOT sin otr sin ort . ͑8͒
Since S and the frame-buffer coordinates (X s ,Y s ) are known, the angle tor can be found using Eqs. ͑4a͒, ͑4b͒, ͑4c͒, and ͑5͒. If OT is also known, then OR can be calculated using Eq. ͑8͒. Similar equations can be found that relate the distances OR with OB, and OB with OL. Then OB and OL can be determined. Analytic methods have been developed for four coplanar points, 5, 6 and four noncoplanar points, 19 which relate the image coordinates of the four points to a global coordinate system by a set of coefficients containing the intrinsic and extrinsic parameters of the camera system. In the proposed method the camera parameters are used directly, and no coefficients are introduced. This means that the accuracy of the proposed method of measurement will depend on how accurately the system parameters and the probe size are known.
Iterative Method for Finding the Position
In the proposed iteration method, an initial value for distance OT is chosen, and from this value the x, y, and z coordinates of point T can be calculated. Then, the distances OR, OB, and OL and the coordinates of the points R, B, and L can be determined. Since the initial value for OT was an arbitrary choice, a check is carried out to determine whether the initial value was accurate. This check compares the absolute differences between the calculated val- Fig. 5 Geometric relationship between the probe vertices T and R, image points i t and i r , and the optical center.
Iovenitti, Thompson, and Singh: Three-dimensional measurement using a single image ues for the probe size (LT, TB, and LR) with their known values. If the difference is greater than a set criterion ͑from 0.1 to 0.4 mm͒, then a solution has not been found, and OT is incremented. New values for LT, TB, and LR are calculated, and the difference is rechecked. This procedure is repeated until the difference criterion ͑DC͒ is satisfied. A necessary condition for a solution is abs͑SϪLT͒ϽDC and abs͑Sͱ2ϪTB͒ϽDC and abs͑Sͱ2ϪLR͒ϽDC. ͑9͒
To speed up the process, the initial value for OT can be set so that it is about 100 mm from the true value. The increment or step can be large ͑10 mm͒ when the check indicates a large difference ͑greater than 3 mm͒, and when the difference is small ͑less than 3 mm͒, a smaller step ͑0.1 mm͒ is used to approach the solution. The path to a solution is actually more complex than the one explained above. This is revealed when we choose a value for OT and find that there are two possible solutions for OR, as shown in Fig. 6 , and four solutions for OB and eight solutions for OL, as shown in Fig. 7 . The second value for OR is calculated using the complementary angle of ort ,
The strategy used in the program was to search along one path and, if there is no solution, search down the next path. The orientation of the probe relative to the camera will determine on which path the solution lies. Figure 7 shows the treelike structure of the eight possible solution paths, and one path is illustrated as a dashed line.
A search along one path is terminated when either the condition ͑9͒ is true or the following condition is true:
can be explained using Fig. 6 . As OT increases, a limiting geometric condition is reached when only a single OR solution can exist. At this point, the angle ort is equal to 90 deg, and any further increase in OT will not form a triangle because of the constraint on the length S.
Simulation Results Using a CAD Model
A series of simulation tests were carried out to determine the performance of the iterative method. First, the ideal case was simulated. The probe, the image plane, and the camera coordinate system were modeled on a CAD system. Artificial image coordinates were created by projecting the probe vertices on a plane ͑image plane͒ positioned at a known distance ͑focal length of 25 mm͒. A solution was found within one second, and the results were good, as shown in Table 1 .
The image coordinates of a CCD camera are discrete values, so if the CAD image data were rounded off, then this would be closer to the real case. Rounding off the image coordinates randomly increases or decreases the x and y image coordinates by up to 0.5 pixel. This was achieved by dividing the image coordinates by the pixel width or height and rounding this value to the nearest integer to give the coordinate in pixels, and then converting the pixel value back into millimeters as a real number. Table 2 shows that rounding off CAD image coordinates resulted in errors of Ϫ0.288 mm in the y coordinate and Ϫ0.744 mm in the z coordinate. To find a solution after this perturba- Iovenitti, Thompson, and Singh: Three-dimensional measurement using a single image tion, the difference criterion had to be increased from 0.1 to 0.3 mm, as no solution could be found below 0.3 mm. Further simulations showed that the calculated z coordinate of point T, T z , was sensitive to parameters being varied from their true values, and that it was very sensitive to changes in the focal length. To test this iteration method further, parameters were altered arbitrarily to determine the sensitivity of the technique and also give some indication of what accuracy could be expected in a real case. The results showed that there were large differences between the calculated absolute coordinates ͑referred to the camera coordinate system͒ and the true absolute coordinate for a point when small perturbations were used. When the same perturbations were used and the distance between two points was measured, the results were good. That is, for relative measurement, the effect of small perturbations ͑re-flecting real cases where there is uncertainty in the parameter values͒ is much less, and the iterative method gave good results. This suggested that the camera coordinate system could be replaced by an arbitrary reference point on the object.
To show the sensitivity of this iteration method for relative measurements, seven parameters were varied arbitrarily from their true values to see the effect this had on the accuracy of the calculated distance between two points, T 1 and T 2 , as shown in a similar arrangement in Fig. 8 . Table  3 shows the results of this experiment. The accuracy of the calculated distances between these two points is just under Ϯ 1.0 mm at a distance of about 535 mm.
Other simulation results suggest that when the difference criterion is increased for rounded-off image coordinates there is a compensating effect, which counters the effect of the perturbation, thus giving good results. In real cases, such a perturbation can be considered as resulting from the differences between the true parameter values of the camera system and the apparent values. This difference can be interpreted as changing the problem rather than creating errors, so that the calculated distance does not agree with the true distance.
Experimental Results Using Real Image Data
A series of tests were carried out to establish values for the camera parameters. These camera parameters are shown in Table 4 . Using these camera parameters and the probe size, experiments were carried out to determine the accuracy of the iteration technique for measuring distance.
Measurement of the Distance Between Two Points
Two identical squares were created on a CAD system, as shown in Fig. 8 , and a hardcopy was obtained using a laser printer. The size of these squares and the distance between their vertices were measured using a vernier measuring instrument. The squares were positioned approximately 650 mm from the camera, and two images were recorded, one image showing one square, the other showing the second square. During the image acquisition process care was taken not to disturb their positions.
The distance between sets of points was then determined using image analysis. The results of the two methods of measurement are given in Table 5 . The differences between the distance as measured by vernier and that calculated by image analysis were 0.21 and 0.311 mm, respectively, for points T 1 T 2 and B 1 B 2 , using a difference criterion of 0.3 mm, and 0.333 and 0.564 mm when the difference criterion was 0.5 mm. Iovenitti, Thompson, and Singh: Three-dimensional measurement using a single image
Effect of Optical-Center Offsets on Accuracy
Using the same arrangement as in Fig. 8 , the distances between two vertices on one square and the corresponding two vertices on an identical square were determined for various offsets between the optical center and the framebuffer center, while keeping all other parameters constant. Table 6 shows that offsetting the optical center from the frame-buffer center had a small effect on the calculated distance between two points, and that even large offsets had no substantial effect.
Effect of Image Distance and Effective Focal Length on Accuracy
Since knowing the image distance accurately is essential for the iterative method developed here, the effect of image distance on relative measurement was investigated. The results of this investigation, in Table 7 , show that for relative measurement, the effect of variations in the effective focal length on the calculated distances is small.
Conclusions
Much of the interest of researchers in determining position accurately using vision systems has been driven by potential applications to manufacturing in the areas of inspection and assembly. This paper presents a new technique for determining position using a probe of known geometry. The simulation and experimental results show that this technique provides good accuracy for relative measurement, and that it is not greatly affected by small variations in camera parameters. Iovenitti, Thompson, and Singh: Three-dimensional measurement using a single image
