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Abstract
We consider the problem of broadcasting multiple messages from one processor to many
processors in telephone-like communication systems. In such systems, processors communicate in
rounds, where in every round, each processor can communicate with exactly one other processor
by exchanging messages with it. Finding an optimal solution for this problem was open for over
a decade. In this paper, we present an optimal algorithm for this problem when the number of
processors is even. For an odd number of processors, we provide an algorithm which is within
an additive term of 3 of the optimum. A by-product of our solution is an optimal algorithm for
the problem of broadcasting multiple messages for any number of processors in the simultaneous
send=receive model. In this latter model, in every round, each processor can send a message to
one processor and receive a message from another processor. ? 2000 Elsevier Science B.V. All
rights reserved.
Keywords: Broadcasting; Communication networks; Multiple messages; Distributed parallel
computers; Simultaneous send=receive; Telephone systems
1. Introduction
Broadcasting is an important communication operation in many multi-processor
systems. Application domains that use this operation extensively include scientic
computations, network management protocols, database transactions, and multimedia
( An early version of this paper appeared in the 6th IEEE Symp. on Parallel and Distributed Processing,
pp. 216{223, 1994.
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applications. Due to the signicance of this operation it is important to design ecient
algorithms for it.
Several variations of the broadcasting problem were studied in the literature. (See
[12] for a comprehensive survey.) Most of this research focused on designing broad-
casting algorithms for specic network topologies such as rings, trees, meshes, and
hypercubes. However, an emerging trend in many communication systems is to treat
the system as a fully connected collection of processors in which every pair of pro-
cessors can communicate directly. This trend can be identied in a number of modern
multi-processor systems, such as IBM's Vulcan [5,19], Thinking Machines' CM-5 [13],
NCUBE's nCUBE=2 [18], Intel's Paragon [11], and IBM's Scalable POWERparallel
Systems SP1 and SP2, as well as in some high-speed communication networks includ-
ing PARIS [7] and AURORA [8].
When communicating large amounts of data, many systems break the data into se-
quences of messages (or packets) that are sent and received individually. This approach
motivates research into the problem of how to disseminate multiple messages eciently
in such systems. Here, we focus on the problem of broadcasting multiple messages
from one source. We assume that there are n processors in the system, denoted by
0; 1; : : : ; n− 1, where the source of the broadcast (the broadcaster) is processor 0. We
also assume that the source has m messages, denoted by M1; M2; : : : ; Mm, to broadcast
to all the other processors.
The problem of broadcasting multiple messages in fully connected systems was
studied in several communication models. Cockayne and Thomason [9] and Farley
[10] presented optimal-time solutions for this problem in a model in which each pro-
cessor can either send one message or receive one message in any communication
round, but not both. (This model is sometimes referred to as the unidirectional tele-
phone model or the telegraph model.) In this model, the optimal number of rounds
for odd n is 2m − 1 + blog nc, and the optimal number of rounds for even n is
2m+ blog nc − b(m− 1 + 2dlog ne)=n=2c.
More recently, Bruck et al. [6], Bar-Noy and Kipnis [4], and Kwon and Chwa
[17] investigated the problem of broadcasting multiple messages in the simultaneous
send=receive model. In this model, in every round, each processor can send a mes-
sage to one processor and receive a message from another. The solution of [6] is
within an additive term of O(log log n) of the optimum, the solution of [4] is within
an additive term of 1 of the optimum, and the solution of [17] is optimal and re-
quires (m − 1) + dlog ne rounds. Bar-Noy and Ho [1] provided an optimal solution,
up to an additive term of 1, to the problem of broadcasting multiple messages in
the multi-port send=receive model. Bar-Noy and Kipnis [2,3] as well as Karp et al.
[16] also investigated the problem of broadcasting multiple messages in the Postal
and LogP models of communication. In these models, each processor can simultane-
ously send one message and receive another message, but message delivery involves
some communication latency. In these models, no optimal solutions for the problem of
broadcasting multiple messages are known for nontrivial values of the communication
latency.
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This paper investigates the problem of broadcasting multiple messages in another
model of communication for multi-processor systems, namely the bidirectional tele-
phone model. In this model, processors communicate in rounds. In every round, each
processor p may communicate with exactly one other processor q by having pro-
cessors p and q exchange messages (i.e. processor p sends a message to processor
q and processor q sends a message to processor p). This model, in addition to its
being theoretically interesting, describes the situation in some parallel architectures
that use circuit switching techniques, such as certain SIMD hypercube or mesh archi-
tectures.
Optimal-time solutions for the problem of broadcasting multiple messages in bidirec-
tional telephone systems are known only for specic values of m and n. For m=1 and
for any value of n, a simple folklore algorithm based on recursive doubling provides an
optimal solution for this problem. The running time of this algorithm is dlog ne rounds.
(In fact, this solution is valid also in the unidirectional telephone model.) For n= 2k ,
Ho [15] provided an optimal broadcasting algorithm based on disjoint spanning trees
in a binary hypercube. The running time of this algorithm is (m − 1) + log n rounds.
However, Ho's solution relies heavily on the fact that n is a power of 2 and cannot
be extended to other values of n. Finding an optimal solution for this problem for any
value of n was open for over a decade.
In this paper, we present the following solutions for the broadcasting problem in
telephone systems. For even n, we provide an optimal algorithm that requires (m− 1)
+ dlog ne rounds. For odd n, we present an algorithm that is optimal up to an additive
term of 3. This algorithm requires (m − 1) + dlog ne + m=(n − 1) + 2 rounds. As a
by-product of our solution in the telephone model, we solve the broadcasting problem
optimally in the simultaneous send=receive model. (This result was independently re-
ported in [17] and in [14]). For even n, the solution for the simultaneous send=receive
model is identical to the solution for the bidirectional telephone model. For odd n,
a slight modication of the algorithm for even n yields an optimal solution in the
simultaneous send=receive model.
1.1. Paper organization
In Section 2 we present the lower bounds for the even and odd cases. In Section 3
we describe the algorithm for the power-of-two number of processors case. In Section
4 we generalize the algorithm for the even number of processors case. In Section 5
we present the modied algorithm for the odd number of processors case. In Section 6
we show our optimal algorithm for the simultaneous send=receive model. In Appendix
A we depicted the partition and matching of processors during the algorithm for the
even number of processors case. Finally, in Appendix B we demonstrate with three
tables the 11 rounds of the algorithm for 14 processors. The rst table (Fig. 2) shows
which messages are received by the processors, the second table (Fig. 3) shows the
partition of the processors, the third table (Fig. 4) shows the matching between the
processors.
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2. Lower bounds
We rst present the lower bound for an even number of processors. The lower
bound for this case is implied by the earliest time at which the last message sent by
the broadcaster can become known to all the processors.
Theorem 1. Broadcasting m messages among n processors; when n is even; requires
at least (m− 1) + dlog ne rounds.
Proof. The last message sent by the broadcaster cannot be sent before round m. To
broadcast this message among the n processors, at least dlog ne rounds are required.
Therefore, the total number of rounds cannot be less than (m− 1) + dlog ne.
Now, we present the lower bound for an odd number of processors. The lower bound
for this case follows from a counting argument by comparing the number of necessary
receive operations and the number of send operations that carry new information. We
call such send operations useful send operations.
Theorem 2. Broadcasting m messages among n processors; when n is odd; requires
at least
m+

m
n− 1 +
n− 2
n− 1dlog ne −
2dlog ne − 1
n− 1

rounds.
Proof. Since n − 1 processors need to receive m messages each, it follows that any
algorithm must have m(n− 1) useful send operations.
Assume an algorithm that requires r rounds. Partition the r rounds into three disjoint
sets as follows. (i) The rst set consists of the rst dlog ne rounds. (ii) The second set
consists of all the rounds, excluding the rst dlog ne rounds, in which the broadcaster
participates. Since the broadcaster must participate in at least m rounds, in each of
which the broadcaster introduces a new message, it follows that the second set must
contain at least m − dlog ne rounds. Let the number of rounds in the second set be
m − dlog ne + y. (iii) The third set consists of the remaining rounds not included in
the rst and the second sets. Let x be the number of rounds in the third set. Then, we
have r = m+ y + x.
We now count the number of useful send operations in the three disjoint sets. In
the rst set, in round i, for 16i6dlog ne, there could be at most 2i−1 useful send
operations. Therefore, all together, in the rst set there are at most 2dlog ne − 1 useful
send operations. In the second set, in each round, the partner of the broadcaster is idle
and one more processor is idle due to the fact that n is odd. Therefore, in each round
of the second set there are at most n − 2 useful send operations. All together, in the
second set, there are at most (m− dlog ne+ y)(n− 2) useful send operations. Finally,
in each one of the x rounds of the third set, there could be at most n− 1 useful send
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operations since the broadcaster is idle. All together, in the third set there could be at
most x(n− 1) useful send operations. Summing over the three sets we get,
(2dlog ne − 1) + (m− dlog ne+ y)(n− 2) + x(n− 1)>m(n− 1):
By noting that y(n− 1)>y(n− 2), we get
y + x>m− 2
dlog ne − 1
n− 1 −
(m− dlog ne)(n− 2)
n− 1 :
Now, since r = m+ y + x, we have
r>m+
m
n− 1 +
n− 2
n− 1dlog ne −
2dlog ne − 1
n− 1 :
The claim follows since r must be an integer.
Note that the lower bound for odd n is at least (m− 1)+ dlog ne− 2+ dm=(n− 1)e.
This means that, up to an additive term of 2, the lower bound for the odd case is
greater than the lower bound for the even case by m=(n− 1).
3. The algorithm for a power-of-two number of processors
In this section, we describe the algorithm for the case when the number of processors
is a power of two, that is, when n = 2k , for some integer k > 0. The algorithm for
this case is not new and was described in at least two dierent ways (see [15,4]).
Here, we present a third description of this algorithm which claries the development
of the algorithms for other values of n. We rst describe the algorithm assuming that
the source has an innite number of messages to broadcast. We then prove that using
this algorithm it takes exactly k + 1 rounds for any message to become known to all
the processors. Thus, if we have a nite number of messages m, the truncation of this
algorithm would take m+ k rounds. Finally, we modify the algorithm for the case of
a nite number of messages m, and we prove that the modied algorithm is optimal
and takes (m− 1) + k = (m− 1) + log n rounds.
Denote the innite stream of messages to be sent by M1; M2; : : : . In the description
of the algorithm, whenever a reference is made to a message Mi, where i< 1, it is
assumed that Mi is an empty message. In describing the algorithm, we describe each
round t>1 of it. As will be shown later, at the beginning of each round t>1 of the
algorithm, the following two invariants hold:
1. Messages M1; M2; : : : ; Mt−k−1 are known to all the processors.
2. The n − 1 processors, excluding the source, can be partitioned into k sets
T0; T1; : : : ; Tk−1, such that set Ti is of size 2i, for i = 0; 1; : : : ; k − 1. This parti-
tion has the following property: for each i = 0; 1; : : : ; k − 1, message Mt−i−1, is
known to all the processors in set Ti.
The algorithm is as follows. Each round t>1 is dened by a perfect matching on the
set of n processors. This matching determines which pairs of processors communicate
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with one another in round t. In this matching, the 2k−1 processors of set Tk−1 are
matched with the other 2k−1 processors. More specically, one special processor in
Tk−1, denoted by R, is matched with the broadcaster, and the remaining 2k−1 − 1
processors in Tk−1 are matched with the processors in sets T0; T1; : : : ; Tk−2. We now
specify the messages communicated by each of the matched pairs of processors in
round t. Processor R receives message Mt from the broadcaster. For any other pair of
matched processors, u and v, where u 2 Tk−1 and v 2 Ti, processor u sends message
Mt−k to processor v and processor v sends message Mt−i−1 to processor u.
To complete the description of the algorithm and show its correctness, we prove
by induction that the two invariants above can be made to hold at the beginning of
each round t>1. For t=1, the two invariants hold trivially. Now, assume that the two
invariants hold at the beginning of round t. We show that they can also be made to
hold at the beginning of round t + 1. In round t, the processors in Tk−1 communicate
message Mt−k to the processors in all the other sets. Therefore, at the beginning of
round t+1, message Mt−k is known to all the processors, which proves Invariant 1. To
prove Invariant 2, we dene a new partition T0; T1; : : : ; Tk−1 for round t + 1. The new
set T0 is fRg. Note that processor R indeed knows message M(t+1)−0−1 =Mt , which it
received from the broadcaster in round t. For i=1; 2; : : : ; k− 1, the new set Ti consists
of the processors in the old set Ti−1 and the processors from the old set Tk−1 that were
matched to them in round t. It follows that the size of the new set Ti is 2i as required.
Also, all the processors in the new set Ti know message M(t+1)−i−1 =Mt−(i−1)−1. This
is because the processors from the old set Ti−1 know this message at the beginning
of round t (by invariant 2) and they communicate this message to the processors from
the old set Tk−1 which were matched with them in round t.
Finally, to make the description of the algorithm more intuitive, we describe it from
the point of view of a message Mt . In round t, message Mt is sent from the broadcaster
to some processor R. This processor R is assigned to the singleton set T0 at the
beginning of round t+1. During the next k rounds, the number of processors (excluding
the broadcaster) that know message Mt is doubled in every round. In particular, at the
end of round t + i, the number of processors that know message Mt is 2i. These 2i
processors are assigned to the set Ti for round t+ i+1. At the end of round t+ k, all
the processors know message Mt .
The above algorithm and analysis assume that the source has an innite number of
messages to broadcast. However, the same algorithm can be used when the number of
messages m is nite, by having the source stop sending messages after it sends the last
message Mm. The running time of such a truncated algorithm is m + k = m + log n,
which is not optimal. To obtain an optimal algorithm for nite m, we need to modify
only the tail of the algorithm as follows:
 In rounds t, for m6t6(m− 1) + k, the source sends message Mm.
 The algorithm terminates at the end of round (m− 1) + k.
This modication can be viewed as adding messages Mm+1; Mm+2; : : : ; Mm+k−1, all of
which are identical to message Mm. Consider the two invariants after m−1+ k rounds
(i.e. at the beginning of round m + k). By Invariant 1, messages M1; M2; : : : ; Mm−1
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are known to all the processors. By Invariant 2, there exists a partition of the n − 1
processors into sets T0; T1; : : : ; Tk−1, such that all the processors in set Ti know message
Mm+k−i−1. However, since Mm=Mm+1=   =Mm+k−1, it follows that all the processors
know message Mm. The following theorem summarizes this modied algorithm.
Theorem 3. Broadcasting m messages among n processors; when n is a power of two;
can be done in (m− 1) + log n rounds; which is optimal.
4. The algorithm for an even number of processors
In this section, we describe a variation of the algorithm of Section 3 for the case
when the number of processors is even. As in Section 3, we rst describe the algorithm
assuming that the source has an innite number of messages to broadcast, and we prove
that it takes exactly dlog ne + 1 rounds for any message to become known to all the
processors. Thus, if we have a nite number of messages m, then the truncation of
this algorithm takes m + dlog ne rounds. We then modify the algorithm for a nite
number of messages m, and we prove that the modied algorithm is optimal and takes
(m− 1) + dlog ne rounds.
Since n is even and not a power of two, let n=2k +2‘, where 0<‘< 2k−1. Note
that k = blog nc. For ‘ = 1 dene j = 0. Otherwise, let 06j<k − 1 be such that
2j−1<‘62j.
In describing the algorithm, we describe round t of it, for t>1. We will prove that,
at the beginning of round t, for t>1, the following two invariants hold:
1. Messages M1; M2; : : : ; Mt−k−2 are known to all the processors.
2. The set of n−1 processors (excluding the broadcaster) can be partitioned into k+3
sets T0; T1; : : : ; Tk−1; X; Y; Z as follows. The size of set Ti is 2i, for i=0; 1; : : : ; k−1;
the size of set X is ‘; the size of set Y is 2j − ‘; and the size of set Z is 2‘− 2j.
Note that if ‘= 2j then the set Y does not exist and the sets X and Z are both of
size ‘. This partition has the following properties:
 For i = 0; 1; : : : ; j − 1, message Mt−i−1 is known to all the processors in set Ti.
 For i = j; j + 1; : : : ; k − 1, message Mt−i−2 is known to all the processors in set
Ti.
 Message Mt−j−1 is known to all the processors in set X .
 Messages Mt−k−1; Mt−k ; : : : ; Mt−j−1 are known to all the processors in set Y .
 Messages Mt−k−1; Mt−k ; : : : ; Mt−j−2 are known to all the processors in set Z .
The algorithm is as follows. Round t>1 is dened by a perfect matching on the set
of n processors. This matching determines which pairs of processors communicate with
one another in round t. For the matching for j> 0, we further partition set Tj−1 into
two subsets T (1)j−1 of size ‘− 2j−1 and T (2)j−1 of size 2j−1− (‘− 2j−1)=2j − ‘. We also
partition set X into two subsets X (1) of size 2j−‘ and X (2) of size ‘−(2j−‘)=2‘−2j.
Note that if ‘ = 2j then the sets T (2)j−1 and X
(1) do not exist. For the case j = 0, the
set T (1)j−1 does not exist as well. The matching for round t is dened as follows.
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 The 2j − ‘ processors in set Y are matched with the processors in the subset T (2)j−1.
 The 2‘− 2j processors in set Z are matched with the processors in the subset X (2).
 The 2k−1 processors in set Tk−1 are matched with the remaining processors. More
specically, one special processor in Tk−1, denoted by R, is matched with the broad-
caster, and the other 2k−1−1 processors in Tk−1 are matched with all the processors
in sets T0; : : : ; Tj−2, T
(1)
j−1, X
(1), Tj; : : : ; Tk−2.
The partition and matching of the processors is depicted in Fig. 1. We now specify
the messages communicated for each of the matched pairs in round t.
 The special processor R in Tk−1 receives message Mt from the broadcaster.
 For any pair of two matched processors u and v, where u 2 Tk−1 and v 2 Ti, for
i=0; 1; : : : ; j− 2, processor u sends Mt−k−1 to v and processor v sends Mt−i−1 to u.
 For any pair of two matched processors u and v, where u 2 Tk−1 and v 2 Ti, for
i = j; j + 1; : : : ; k − 2, processor u sends Mt−k−1 to v and processor v sends Mt−i−2
to u.
 For any pair of two matched processors u and v, where v 2 Tj−1 (and u is either in
Y or in Tk−1), processor u sends Mt−k−1 to v and processor v sends Mt−j to u.
 For any pair of two matched processors u and v, where v 2 X (and u is either in
Z or in Tk−1), processor u sends Mt−k−1 to v and processor v sends Mt−j−1 to u.
To complete the description of the algorithm and show its correctness, we prove
by induction that the two invariants above can be made to hold at the beginning of
each round t>1. For t=1, the two invariants hold trivially. Now, assume that the
two invariants hold at the beginning of round t. We show that they can also be made
to hold at the beginning of round t + 1. In round t, the processors in sets Tk−1,
Y , and Z communicate message Mt−k−1 to all the other processors. Therefore, at the
beginning of round t+1, message Mt−k−1 is known to all the processors, which proves
Invariant 1. To prove Invariant 2, we dene a new partition T0; T1; : : : ; Tk−1, X , Y , Z
for round t + 1 as follows.
 The new set T0 is fRg. Note that processor R indeed knows message M(t+1)−0−1=Mt ,
which it received from the broadcaster in round t.
 For i = 1; 2; : : : ; j − 1, the new set Ti consists of the processors in the old set Ti−1
and the processors from the old set Tk−1 that were matched to them. The size of
new set Ti is 2i. Also, since in round t processors in old set Ti−1 communicate
message Mt−(i−1)−1, it follows that all the processors in new set Ti know message
M(t+1)−i−1.
 For i= j+1; j+2; : : : ; k − 1, the new set Ti consists of the processors in the old set
Ti−1 and the processors from the old set Tk−1 that were matched to them. The size
of new set Ti is 2i. Also, since in round t processors in old set Ti−1 communicate
message Mt−(i−1)−2, it follows that all the processors in new set Ti know message
M(t+1)−i−2.
 The new set X consists of the processors in the old set Tj−1 and the processors
from the old set Tk−1 that were matched to the subset T
(1)
j−1. The size of the new
set X is ‘. Also, since in round t processors in old set Tj−1 communicate message
Mt−( j−1)−1, it follows that all the processors in new set X know message M(t+1)−j−1.
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 The new set Tj consists of the processors in the old set X and the processors from
the old set Tk−1 that were matched to the subset X (1). The size of new set Tj is
2j. Also, since in round t processors in old set X communicate message Mt−j−1, it
follows that all the processors in new set Tj know message M(t+1)−j−2.
 Sets Y and Z remain the same. Note that since in round t the processors in set Y
receive message Mt−( j−1)−1 = M(t+1)−j−1 from processors in old set Tj−1 and the
processors in set Z received message Mt−j−1 = M(t+1)−j−2 from processors in old
set X , the invariant holds also for these sets.
Again, to make the description of the algorithm more intuitive, we describe it from
the point of view of a message Mt . In round t, message Mt is sent from the broadcaster
to some processor R. This processor R is assigned to the singleton set T0 at the
beginning of round t+1. During the next j rounds, the number of processors (excluding
the broadcaster) that know message Mt is doubled in every round. In round t + j+ 1,
only ‘ out of the 2j processors that currently know message Mt (that is, the set X )
participate in disseminating this message. Consequently, at the end of this round, 2j+‘
processors know message Mt . In the next round, only 2j of these processors (that is,
the set Tj) participate in disseminating message Mt by sending it to another set of 2j
processors. In rounds i = t + j + 3; t + j + 4; : : : ; t + k, only 2i−t−2 of the processors
that know message Mt participate in disseminating it. Finally, in round t + k + 1, the
2k−1 + ‘ processors that know message Mt send it to the remaining processors.
The above algorithm and analysis assume that the source has an innite number
of messages to broadcast. The truncation of this algorithm to handle a nite number
of messages is not optimal by an additive term of 1. To obtain an optimal algorithm
for nite m, we modify the tail of this algorithm in a similar manner to the modied
algorithm at the end of Section 3.
 In rounds t, such that m6t6(m− 1) + k + 1, the source sends message Mm.
 The algorithm terminates at the end of round (m− 1) + k + 1.
The correctness and optimality of this modied algorithm follow from arguments
similar to those presented at the end of Section 3. The following theorem summarizes
this algorithm.
Theorem 4. Broadcasting m messages among n processors; when n is even; can be
done in (m− 1) + dlog ne rounds.
We note that when n is not a power of 2, there is some redundancy in this modied
algorithm. Indeed, in the above description, processors in sets Y and Z receive message
Mm more than once.
5. The algorithm for an odd number of processors
In this section, we present a high-level description of the algorithm for an odd
number of processors. The tedious details are omitted. However, these details can be
constructed following the algorithm for the even case.
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The basic idea behind the algorithm for odd n is, in each round, to idle one
non-broadcaster processor and to use the algorithm for an even number of proces-
sors on the remaining n−1 processors. The crux of this algorithm is in scheduling the
processors in such a way that the idle times will be distributed as evenly as possible
among the n− 1 non-broadcaster processors.
Suppose that we managed to balance the idle times in such a way that after all
the rounds of the algorithm terminate we have: (i) each processor knows all the m
messages but at most dm=(n− 1)e of them, and (ii) each message is known to n− 2
out of the n − 1 non-broadcaster processors. Then, by adding dm=(n − 1)e rounds of
perfect matching between appropriate pairs of processors, all the n−1 non-broadcaster
processors will be able to know all the m messages. Now, observe that the lower bound
for the odd case is greater than the upper bound for the even case by an additive term
of dm=(n− 1)e+ c, where the −26c61. (The exact value of c depends on the values
of m and n.) Therefore, if we manage to balance the idle times as stated above, we
will have an algorithm with a running time that is greater by at most 2 from the
optimum.
We now describe how we distribute the idle times as evenly as possible between
the n − 1 non-broadcaster processors. The simplest way would be to run n − 1 in-
stances of the algorithm, each for dm=(n − 1)e messages (except maybe for the last
instance), where in each such instance, a dierent processor would be idle. How-
ever, while changing the identity of the idle processors, some send operations be-
come useless. Our goal is to minimize the number of such useless send
operations.
Towards this goal, we employ a \pipelining" scheme | we replace the idle processor
without stopping the algorithm. This may cause some processors not to receive their
assigned messages. To minimize this eect, we make a processor idle only when it
belongs to one of the sets Tk−1, Y , and Z . A close inspection of the algorithm reveals
that every processor eventually belongs to one of these sets. Moreover, if at a certain
round, a processor does not belong to Tk−1 [Y [Z , then it will belong to Tk−1 in one
of the next dlog ne rounds.
Consider the set S which consists of all the non-broadcaster processors excluding
those in sets Y and Z . Our algorithm denes a schedule on the set S such that each
processor from S is guaranteed to belong to Tk−1 in the round when it has to become
idle. This schedule can be easily constructed for large m for which dm=(n − 1)e is
greater than log n. For smaller values of m, the details are tedious and are omitted
from this paper. This ensures that all useful send operations in the original algorithm
remain useful.
This is not the case when a processor in sets Y and Z becomes idle. Here, we need
to schedule the processors that are matched to those processors that become idle in
a way that any processor does not receive at most one message by the end of the
algorithm. Again details are omitted and easy to verify for large m.
All together, each processor does not know at most dm=(n − 1)e + 1 messages.
Therefore, by adding dm=(n − 1)e + 1 matching rounds, all the processors will know
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all the messages. Following the remark at the end of Section 2, we get the following
theorem.
Theorem 5. Broadcasting m messages among n processors; when n is odd; can be
done in (m− 1)+ dlog ne+ dm=(n− 1)e+1 rounds. This is optimal within an additive
term of 3.
Remark. Using a more tedious analysis, we are able to show that the running time
of our algorithm is within an additive term of 1 to the lower bound. This is proven
by a more rened counting of useful send operations (as in the lower bound proof of
Theorem 2). Details are omitted.
We conclude with the following open problem.
Open problem: Find an optimal algorithm for broadcasting m messages among n pro-
cessors, when n is odd.
6. An algorithm for the simultaneous send=receive model
In this section, we describe an optimal algorithm for the problem of broadcast-
ing multiple messages in the simultaneous send=receive model. This algorithm is a
by-product of the algorithm for the bidirectional telephone model described in
Section 4.
In the simultaneous send=receive model, in every round, each processor can send
a message to one processor and receive a message from another. Not all the lower
bounds of Section 2 are applicable to the simultaneous send=receive model. The lower
bound arguments of Section 2 for odd values of n are not valid in this model. However,
the lower bound arguments of Section 2 for even values of n are valid in this model
for all values of n, as implied by the following theorem.
Theorem 6. In the simultaneous send=receive model; broadcasting m messages among
n processors requires at least (m− 1) + dlog ne rounds.
For even n, the algorithm in the simultaneous send=receive model is identical to the
algorithm in the bidirectional telephone model. For odd n, the following two modica-
tions of the algorithm for n+ 1, which is an even number, give an optimal algorithm
in the simultaneous send=receive model.
 One of the processors in set Tk−1, which is matched with a processor in Tk−2, is
identied as a \dummy" processor. (This is the extra processor in the algorithm for
n+1). The processor in Tk−2 which is instructed to send a message to this \dummy"
processor in Tk−1 does not send any message.
 Processor R, which is matched with the broadcaster, sends to the partner of the
\dummy" processor, which is in set Tk−2, the message that this processor was sup-
posed to receive from the \dummy" processor.
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Note that processor R indeed knows the message it is instructed to send since it
belongs to set Tk−1 | the same set that the \dummy" processor belongs to. Also note
that the processors of set Tk−1 which are matched with the processors in set Tk−2
remain in set Tk−1 in the next round. Therefore, the \dummy" processor can be in set
Tk−1 during the entire duration of the algorithm (i.e. it could be the same processor
throughout the algorithm).
The next theorem follows from the above modications to the algorithm of Section
4 and from Theorem 4.
Theorem 7. Broadcasting m messages among n processors in the simultaneous
send=receive model can be done in (m− 1) + dlog ne rounds.
Observe that the algorithm in the simultaneous send=receive model for an even num-
ber of processors employs a perfect matching in each round. For an odd number of
processors, the algorithm employs a perfect matching on n − 3 processors excluding
the broadcaster. The only deviation from a matching is that the processor that receives
a message from the broadcaster sends a message to a third processor.
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Appendix A. Partition and matching of processors
The partition and matching of the processors during the algorithm is given in
Fig. 1.
Appendix B. Example
We present an example of the execution of our algorithm for n=14 processors and
m=8 messages. The exposition of the algorithm in Section 4 implies that k=3, ‘=3,
and j = 2. The 11 rounds of the algorithm are depicted in the three tables below.
The rst table (Fig. 2) shows which message is received by each of the 14 processors
in each of the 11 rounds. The second table (Fig. 3) shows the partition used at the
beginning of each of the 11 rounds. The third table (Fig. 4) shows the matching used
in each of the 11 rounds. Note that in round i, for i=1; 2; : : : ; 7, the broadcaster sends
message Mi, while in rounds 8; 9; : : : ; 11, the broadcaster sends message M8. Also note
that Tj = Tk−1 = T2 and Tj−1 = T1.
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Fig. 1. The size of the sets are: jT0j = 1, jT1j = 2, jTj−2j = 2j−2, jT (1)j−1j = ‘ − 2j−1, jT
(2)
j−1j = 2j − ‘,
jX (1)j=2j − ‘, jX (2)j=2‘− 2j , jTjj=2j , jTk−1j=2k−1, jY j=2j − ‘, jZj=2‘− 2j . Note that any pair of
matched sets have equal size. In particular,
Pj−2
i=0
jTij+jT (1)j−1j+jX (1)j+
Pk−2
i=j
jTij=jTk−1j−jRj=2k−1−1.
Fig. 2. The messages received by each of the 13 processors: 1; 2; : : : ; 13 in each of the 11 rounds: 1; 2; : : : ; 11.
Row i of the table represents processor i, and column j of the table represents round j. Processor 0 is the
broadcaster and is not included in this table.
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Fig. 3. The partition of the 13 processors: 1; 2; : : : ; 13 in each of the 11 rounds: 1; 2; : : : ; 11.
Fig. 4. The matching between the 14 processors: 0; 1; : : : ; 13 in each of the 11 rounds: 1; 2; : : : ; 11.
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