Abstract. Let C be a finite tensor category, and let M be an exact left C-module category. The relative Serre functor of M, introduced by Fuchs, Schaumann and Schweigert, is an endofunctor Ë on M together with a natural isomorphism Hom(M, N ) * ∼ = Hom(N, Ë(M)) for M, N ∈ M, where Hom is the internal Hom functor of M. In this paper, we discuss the case where C = H M and M = L M for a finite-dimensional Hopf algebra H and a finite-dimensional exact left H-comodule algebra L. We give an explicit description of the relative Serre functor of L M and its twisted module structure in terms of integrals of H and the Frobenius structure of L. We also study pivotal structures on L M and give some explicit examples.
Introduction
Let C be a finite tensor category, and let M be an exact left C-module category with action ⊲ : C × M → M. A relative Serre functor of M, introduced by Fuchs, Schaumann and Schweigert [FSS16] , is an endofunctor Ë on M together with a natural isomorphism where Hom is the internal Hom functor of M. An ordinary Serre functor can be thought of as the case where C is the category of vector spaces. As explored in [FSS16] , fundamental properties of the relative Serre functor give several interesting results for finite tensor categories and their modules. For example, a relative Serre functor Ë of M has a canonical structure
of 'twisted' C-module functor. A tensor-categorical generalization of the Radford S 4 -formula [ENO04] is obtained from the isomorphism (1.2) applied to the case where M is a finite tensor category and C = M ⊠ M rev is the 'enveloping' tensor category. An explicit formula of a relative Serre functor in a particular case yields a generalization of the result of Fischman, Montgomery and Schneider [FMS97] on extensions of finite-dimensional Hopf algebras.
For these reason, we expect that a relative Sere functor could be an interesting subject in the study of Hopf algebras and tensor categories. For an algebra A, we denote by A M the category of finite-dimensional left A-modules. In this paper, we compute a relative Serre functor and the natural isomorphisms (1.1) and (1.2) in the case where C = H M and M = L M for a finite-dimensional Hopf algebra H and a finite-dimensional exact left H-comodule algebra L. We give an explicit description of a relative Serre functor of L M and its twisted module structure in terms of integrals of H and the Frobenius structure of L. We also study pivotal structures on L M and give some explicit examples.
Organization of this paper. In Section 2, we collect some basic terminology and results related to monoidal categories, their modules categories and internal Hom functors. We also introduce the notion of module profunctors (Definition 2.1). This is a useful tool for dealing with adjoints of module functors.
In Section 3, we recall from [FSS16] the definition of a relative Serre functor in detail. The notion of a pivotal structure of a module category (Definition 3.11) has been introduced in [Shi18] in terms of a relative Serre functor. We also append some interesting properties of a pivotal structure of a module category: Let M be a pivotal module category over a pivotal finite tensor category. Then the dual tensor category C * M is a pivotal finite multi-tensor category (Theorem 3.13). Furthermore, for every M ∈ M, the algebra Hom(M, M ) in C is symmetric Frobenius in the sense of [FS08] (Theorem 3.15).
In Section 4, we study a relative Serre functor for C = H M and M = L M as above. Let Ë be a relative Serre functor on L M. By the result of [FSS16] , we may assume that Ë(M) for M ∈ L M is the vector space M equipped with the action twisted by the Nakayama automorphism of L and the the 'modular' function on H. In this sense, Ë is completely determined on the level of functors. However, this result is not satisfactory for our purposes: This description does not give any information about the natural isomorphisms (1.1) and (1.2). To overcome this problem, we consider the functor
By repeated use of tensor-Hom adjunction, we see that Ë
′ is a relative Serre functor of L M. For the functor Ë ′ , the natural isomorphisms (1.1) and (1.2) are easy to write down. By using the Frobenius structures of L and H, we establish an isomorphism Ë ′ (M ) ∼ = M of vector spaces and then transport the structure of Ë ′ to Ë. The result is given in Theorem 4.13. Our result is so complicated to be described in Introduction and may not be useful in practical applications. However, we point out that our result reduces to a very simple form if L admits a Frobenius form of 'grouplike-cointegral' type (Theorem 4.19). In Section 5, for some left comodule algebras L given by Mombelli [Mom10] , we determine whether L admits a Frobenius form of grouplike-cointegral type, whether a relative Serre functor of L M is isomorphic to the identity functor, and whether L M has a pivotal structure. Fortunately, every comodule algebra we consider in this paper possesses a Frobenius form of grouplike-cointegral type and hence the simpler form of the main result (Theorem 4.19) can be applied. The results in this section are summarized as Tables 1 and 2. If (F, G, Φ) is an adjunction, then we say that F is a left adjoint of G and G is a right adjoint of F . We call Φ the adjunction isomorphism. We write F ⊣ G to mean that G is right adjoint to F .
Let (F, G, Φ) be an adjunction as above. The unit η : id A → GF and and the counit ε : F G → id B of the adjunction are natural transformations defined by η X = Φ X,F (X) (id F (X) ) and ε X = Φ −1 G(Y ),G(Y ) (id G(Y ) ), respectively, for X ∈ A and Y ∈ B. The natural isomorphism Φ and its inverse can be written by the unit and the counit as follows: In this paper, we often denote a right adjoint of a functor F by F ra (provided that it exists). Let A, B and C be three categories. If F : A → B and G : B → C are functors admitting a right adjoint, then, by the uniqueness of a right adjoint, we have a canonical isomorphism (2.2) γ F,G :
Let η H and ε H be the unit and the counit of H, where H = F, G, GF . Then the canonical isomorphism γ F,G makes the following diagrams commute:
We also note that the isomorphism γ is associative in the following sense: If F : A → B, G : B → C and H : C → D are functors admitting a right adjoint, then the following diagram is commutative:
(2.5) for X, Y, Z ∈ C satisfying the pentagon axiom and the triangle axiom. A monoidal category C is said to be strict if the natural isomorphisms (2.6) are identities. In view of Mac Lane's coherence theorem [ML98, VII.2], we assume that all monoidal categories are strict.
2.3. Duality in a monoidal category. Let L and R be objects of a monoidal category C, and let ε : L ⊗ R → ½ and η : ½ → R ⊗ L be morphisms in C. Following [EGNO15] , we say that the triple (L, ε, η) is a left dual object of R and the triple (R, ε, η) is a right dual object of L if the equations
hold. If this is the case, then the morphisms ε and η are called the evaluation and the coevaluation, respectively. A monoidal category is said to be rigid if every its object has a left dual object and a right dual object. If C is a rigid monoidal category, then we usually denote a left dual object and a right dual object of X ∈ C by (X * , ev X , coev X ) and ( * X, ev ′ X , coev ′ X ), respectively. It is known that the maps X → X * and X → * X extend to monoidal equivalences between C rev and C op , where C rev is the category C equipped with the reversed tensor product X ⊗ rev Y = Y ⊗ X. We may assume that the functors (−) * and * (−) are strict monoidal functors and mutually inverse to each other. satisfying certain axioms similar to those for monoidal categories. A right C-module category and a C-bimodule category are defined in an analogous way. There is an analogue of the Mac Lane coherence theorem for C-module categories [EGNO15, Remark 7.2.4]. Thus, for simplicity, we usually assume that the natural isomorphisms (2.7) for a left C-module category are identity morphisms and write
for objects X, Y ∈ C and M ∈ M. A similar convention is adopted for right module categories and bimodule categories.
Let M and N be left C-module categories. A lax left C-module functor from M to N is a pair (F, s) consisting of a functor F : M → N and a natural transformation
such that the equations
hold for all objects X, Y ∈ C and M ∈ M. An oplax left C-module functor from M to N is a pair (F, s) consisting of a functor F : M → N and a natural transformation s :
satisfying similar conditions. We omit the definitions of morphisms of (op)lax module functors; see [DSS13, DSS14] for details. An (op)lax left C-module functor (F, s) is said to be strong if the natural transformation s is invertible. If C is rigid, then every (op)lax left C-module functor is strong [DSS14, Lemma 2.10]. Thus, when C is rigid, we may refer to an (op)lax C-module functor simply as a C-module functor.
2.5. Module profunctors. In this paper, we deal with some functors defined as an adjoint of a module functor. For this, it is convenient to introduce the notion of a module profunctor. Recall that a profunctor T : M − → N is just a functor T : N op × M → Set, and an ordinary functor F : M → N can be regarded as a profunctor (2.9)
Inspired by the notion of a Tambara module introduced by Pastro and Street [PS08] , we now introduce the following definition:
Definition 2.1. Let C be a monoidal category, and let M and N be left C-module categories. A (left) C-module profunctor from M to N is a pair (T, θ) consisting of a profunctor T : M − → N and a natural transformation
(strictly speaking, a family of morphisms that is natural in the variables N and M and dinatural [ML98, IX.4] in the variable X) such that the equations
hold for all N ∈ N and M ∈ M. Given C-module profunctors (S, σ) and (T, θ) from M to N , we define a morphism from S to T to be a natural transformation φ : S → T such that the equations (2.13)
hold for all X ∈ C, N ∈ N and M ∈ M.
In the following, we give basic properties of module profunctors. As above, let C be a monoidal category. We do not introduce the 'composition' of module profunctors in this paper, but we shall remark that one can compose a C-module profunctor and (op)lax C-module functors in the following way: Let M i and N i are left C-module categories (i = 1, 2). If (F, r) : N 1 → N 2 is an oplax C-module functor, (G, s) : M 1 → M 2 is a lax C-module functor and (T, θ) : M 2 − → N 2 is a C-module profunctor, then the functor
for X ∈ C, N ∈ N 1 and M ∈ M 1 . Now let M and N be left C-module categories. We note that the identity profunctor Hom N : N − → N is a C-module profunctor by the structure map
for X ∈ C and N, N ′ ∈ N . Thus, if F : M → N is a lax left C-module functor, then the profunctor H F : M → N defined by (2.9) is a C-module profunctor as the composition of Hom N and F . This construction gives rise to a functor (2.14)
where Fun C (M, N ) and Prof C (M, N ) are the category of lax left C-module functors and the category of C-module profunctors from M to N , respectively. By a Yonedatype argument, it is routine to prove:
Lemma 2.2. The functor (2.14) is fully faithful.
The following lemma is important:
Lemma 2.3. Let M and N be as above, and let F : M → N be a functor.
(1) There is a one-to-one correspondence between lax left C-module functor structures on F and C-module profunctor structures on H F . (2) There is a one-to-one correspondence between oplax left C-module functor structures on F and C-module profunctor structures on the profunctor
Proof. We prove Part (1). Suppose that the profunctor T := H F is a C-module profunctor for some structure morphism θ. For X ∈ C and M ∈ M, we define s X,M to be the image of id F (M) under the map
By the naturality of θ, we have
for all X ∈ C, M ∈ M, N ∈ N and f ∈ T (N, M ). Using this formula and (2.11), we can verify the first equation of (2.8). We also find that (2.12) implies the second equation of (2.8). The naturality of θ implies the naturality of s = {s X,M }. Hence (F, s) is a lax C-module functor. Conversely, if (F, s) is a lax C-module functor, then we define θ by (2.15). It is routine to show that (T, θ) is indeed a C-module profunctor. These constructions are mutually inverse. Now the proof of Part (1) is done. Part (2) can be proved in a similar way.
The above lemma yields the following result:
Lemma 2.4 (cf. [DSS14, Lemma 2.11]). Let F : N → M be a functor, and suppose that it has a right adjoint G. If F is an oplax C-module functor, then G is a lax C-module functor in such a way that the adjunction isomorphism
is an isomorphism of C-module profunctors M − → N . Similarly, if G is a lax C-module functor, then F is an oplax C-module functor in such a way that (2.16) is an isomorphism of C-module profunctors.
We examine this result in more detail. Let F : N → M and G be as in the above lemma, and suppose that (F, r) and (G, s) are an oplax and a lax C-module functors, respectively, such that (2.16) is an isomorphism of C-module profunctors from M to N . By definition, the diagram (2.17)
commutes for all X ∈ C, N ∈ N and M ∈ M. Let η : id N → GF and ε : F G → id M be the unit and the counit of the adjunction F ⊣ G, respectively. We recall that the natural isomorphism Φ and its inverse are written by η and ε as in (2.1). Assuming M = F (N ) and chasing id F (N ) around the diagram (2.17), we obtain
Similarly, assuming N = G(M ) and chasing id G(M) around (2.17), we obtain
Suppose moreover that r is invertible. Then F lax := (F, r −1 ) is a lax C-module functor from N to M. By (2.18) and (2.19), we have
for all X ∈ C, M ∈ M and N ∈ N . This means that η and ε are morphisms of lax C-module functors. Summarizing, we have:
Lemma 2.5. If a strong C-module functor F has a right adjoint G, then G has a unique structure of a lax C-module functor such that the unit and the counit of F ⊣ G are morphisms of lax left C-module functors.
2.6. Internal Hom functors. Let C be a monoidal category. We say that a left C-module category M is closed if, for every object M ∈ M, the functor
has a right adjoint (cf. the definition of a closed monoidal category).
Suppose that M is closed. Given an object M ∈ M, we denote a right adjoint of
for X ∈ C and N ∈ M. By the parameter theorem for adjunctions [ML98, IV.7], we extend the assignment (M,
in such a way that the isomorphism (2.20) is also natural in M ∈ M. We call the functor (2.21) the internal Hom functor of M. If M is clear from the context, we write Hom M simply as Hom. We recall basic properties of the internal Hom functor. First, the internal Hom functor makes M a C-enriched category [Ost03] . To define the composition and the identity for the internal Hom functor, we denote by coev X,M : X → Hom(M, X ⊲ M ) and ev M,N : Hom(M, N ) ⊗ M → N the unit and the counit of the adjunction T M ⊣ Y M , respectively. Then, for three objects M 1 , M 2 , M 3 ∈ M, the composition morphism
is defined to be the morphism corresponding to
Fix an object M ∈ M. Since the functor T M : C → M is a strong left C-module functor in an obvious way, the functor Hom(M, −) is a lax left C-module functor from M to C by Lemma 2.5, which we denote by
Explicitly, the morphism a X,M,N is given by the composition
for X ∈ C and N ∈ M.
We now suppose that the monoidal category C is rigid. Given an object M ∈ M, we often denote by M op the object M regarded as an object of M op . The category M op is a right C-module category by the action given by
and hence M op × M is a C-bimodule category. The category Fun C (M, C) is a right C-module category by the action ⊳ given by
Lemma 2.6. The internal Hom functor defines a right C-module functor
Proof. For X ∈ C, we define R X : C → C by R X (V ) = V ⊗ X. By the uniqueness of a right adjoint, we have an isomorphism
By the commutative diagram (2.5), we directly check that the functor M → Y M in concern is a right C-module functor with this structure morphism.
In this paper, we denote by
the component of the isomorphism Y M ⊳X → Y * X⊳M given in the proof of the above lemma. For X ∈ C and M ∈ M, we define β by (2.24)
By expressing γ in terms of the unit and the counit, we see that the natural isomorphism b is given by the following composition:
commutes for all X, Y ∈ C and M, N ∈ M. This means:
Lemma 2.7. The internal Hom functor Hom : M op × M → C is a C-bimodule functor with structure morphisms given by a and b.
2.7. Module profunctors and bimodule functors. Let C be a rigid monoidal category, and let M and N be closed left C-module categories. Given a left Cmodule functor F : M → N , we define
The functor H F is a C-bimodule functor and thus we have a functor
where Fun C|C (X , Y) for C-bimodule categories X and Y means the category of Cbimodule functors from X to Y. Given a C-bimodule functor T : N op × M → C with structure morphism
. This profunctor is in fact a C-module profunctor by the structure map
for X ∈ C, M ∈ M and N ∈ M. The assignment T → T 0 extends to a functor
The composition of (2.27) and (2.28) sends F ∈ Fun C (M, N ) to
By the definition of the internal Hom functor, we see that this C-module profunctor is canonically isomorphic to the C-module profunctor H F given by (2.9). Thus we have the following diagram of functors commuting up to isomorphisms:
Lemma 2.8. Every arrow in the above diagram is a fully faithful functor.
Proof. We have proved that (2.14) is fully faithful. Thus (2.27) is faithful and (2.28) is full. To prove this lemma, it suffices to show either the fullness of (2.27) or the faithfulness of (2.28). We show that the functor (2.28) is faithful. We write Fun C|C (N op × M, C) as F for simplicity. Let S and T be objects of F , and let f and g be morphisms from S to T in F . By the definition of a morphism of bimodule functors, there is a commutative diagram
for X ∈ C, N ∈ N and M ∈ M. There is a similar diagram for g. If f and g are mapped by a same morphism by the functor (2.28), that is, the equation
holds for all objects M ∈ M and N ∈ N , then we have f = g by these commutative diagrams and the Yoneda lemma. The proof is done.
We close this section by giving some useful remarks.
Remark 2.9. For a left C-module functor F : M → N , we define
to be the following composition:
where s is the left C-module structure of F . One can check that the natural transformation F | M,M ′ is a morphism of C-bimodule functors. Applying Hom C (½, −) to (2.29), we obtain the following morphism of C-module profunctors:
Remark 2.10. Let F : M → N be a left C-module functor admitting a right adjoint, and let η and ε be the unit and the counit of the adjunction F ⊣ F ra . We define
One can check that the natural transformation F | M,M ′ is an isomorphism of Cbimodule functors with the inverse given by
Let G : N → P be also a left C-module functor admitting a right adjoint. Then we have the following commutative diagram:
where γ is the isomorphism (2.2).
3. Relative Serre functors for exact module categories 3.1. Finite tensor categories and their modules. Finite tensor categories [EGNO15] are an important class of tensor categories including fusion categories and representation categories of finite-dimensional (quasi-)Hopf algebras. In this section, we give a brief review of [FSS16] on a relative Serre functor of a particular class of module categories over finite tensor categories and add several remarks on relative Serre functors. We first introduce basic terminology. From now on, we work over a fixed algebraically closed field k. Given an algebra A over k, we denote by A M the category of finite-dimensional left A-modules. A finite abelian category [EGNO15, Section 1.8] is a k-linear abelian category that is equivalent to A M for some finite-dimensional algebra A over k. In what follows, we will frequently use the following well-known fact: Let M and N be finite abelian categories. Then a k-linear functor F : M → N has a left (right) adjoint if and only if F is left (right) exact.
A finite multi-tensor category [EO04] is a rigid monoidal category C such that C is a finite abelian category and the tensor product ⊗ : C × C → C is k-bilinear. A finite tensor category is a finite multi-tensor category with simple unit object. We note that the tensor product of a finite multi-tensor category is exact in each variable because of the rigidity.
Let C be a finite tensor category. A finite left C-module category is a left C-module category M such that M is a finite abelian category and the action of C on M is k-bilinear and right exact in each variable. This definition ensures that a finite left C-module category admits an internal Hom functor. It should be remarked that the action of C on a finite left C-module category is also left exact despite that we only require the right exactness; see [DSS14] .
We now introduce notation for module categories. Given two finite left C-module categories M and N , we denote by Lex C (M, N ) the category of k-linear left exact left C-module functors from M to N . Similarly, we denote by Rex C (M, N ) the category of k-linear right exact left C-module functors from M to N . It is known that Lex C (M, N ) and Rex C (M, N ) are finite abelian categories. By Lemma 2.5, we have an equivalence
Suppose, moreover, that N is a finite C-bimodule category. Then the source and the target of the functor (3.1) are C-module categories in the following way:
• The category R := Rex C (M, N ) is a right C-module category in the same way as (2.23), that is, by the action given by
• The category
The functor (3.1) is in fact an equivalence of left C-module categories. This fact can be verified easily, but we give the following characterization of the module structure of (3.1) for later discussion: Given an object X ∈ C, we define
we have an isomorphism of left C-module functors
by the uniqueness of a right adjoint. The functor (3.1) is made into a left C-module functor by this isomorphism.
3.2. Relative Serre functors. Let C be a finite tensor category, and let M be a finite left C-module category. Following Fuchs, Schaumann and Schweigert [FSS16] , we introduce:
We first discuss when a relative Serre functor of M exists. An object M ∈ M is said to be C-projective [DSS14] if Y M := Hom(M, −) is exact. We note the following characterization of C-projectivity:
Proof. For M ∈ M and P ∈ C, there is an isomorphism
of functors. Thus, if Y M is exact and P ∈ C is projective, then Hom M (P ⊲ M, −) is exact as a composition of exact functors, and hence P ⊲ M is projective. Suppose, conversely, that P ⊲ M is projective for all projective object P ∈ C. We consider the case where P is a projective generator. Then U := Hom C (P, −) reflects exact sequences. Since U • Y M is exact by (3.5), so is Y M . The proof is done.
Recall that an exact left C-module category [EO04] is a finite left C-module category M such that P ⊲M ∈ M is projective for all objects M ∈ M and all projective objects P ∈ C. By the above lemma, a finite left C-module category M is exact if and only if Y M is exact for all M ∈ M. Proof. Suppose that M is exact. Then Y M : M → C is exact for all M ∈ M and hence we can define a functor Ë : M → M by (3.6). If we do so, then there are natural isomorphisms
Suppose, conversely, that M has a relative Serre functor (Ë, φ). Then we have natural isomorphisms
for X ∈ C and M, N ∈ M. This means that the functor Y M has a right adjoint and hence is right exact. Since Y M is left exact (as it is a right adjoint), we conclude that Y M is exact. Hence M is exact. The proof is done.
In view of the above lemma, we suppose that M is exact and fix a relative Serre functor (Ë, φ) of M. By specializing (3.8a)-(3.8d) in the proof of the above lemma to X = ½, we have a natural isomorphism (3.9)
This means that the object Ë(M) represents the functor
Thus, by the Yoneda lemma, a relative Serre functor of M is unique up to isomorphisms. We will give a stronger statement in Lemma 3.5 below.
The following result [FSS16, Subsection 4.4] is also important:
Lemma 3.4. A relative Serre functor of an exact left C-module category is a category equivalence.
Proof. Let M be an exact left C-module category, and let Ë be a relative Serre functor. For M ∈ M, we consider the functor
Since M is exact, the right C-module functor functor Hom(−, M ) : M op → C is exact. Hence the functor F M is k-linear and left exact and therefore it is representable. For each M ∈ M, we fix an object Ë(M) representing F M and then extend the assignment M → Ë(M) to an endofunctor on M. Then we have natural isomorphisms
for X ∈ C and M, N ∈ M. This induces a natural isomorphism
by the Yoneda lemma. Now we show ËË ∼ = id M as follows: By the above isomorphism and the definition of Ë, we have natural isomorphisms
for M, N ∈ M. Applying the functor Hom C (½, −) to both sides, we obtain a natural isomorphism ËË(M) ∼ = M by the Yoneda lemma. One can prove ËË ∼ = id M in a similar way. Thus Ë is a category equivalence with quasi-inverse Ë.
3.3. Twisted module structure of a relative Serre functor. Let C be a finite tensor category. We first introduce the following notation: Given a tensor autoequivalence F on C and a left C-module category M with action ⊲, we denote by
Now let M be an exact left C-module category. By Lemma 2.7, the internal Hom functor of M has a structure of a C-bimodule functor from M op × M to C, which we denote by
in this section. Thus we have a natural isomorphism
The twisted C-module structure of a relative Serre functor is one of central subjects of this paper. We have observed that a relative Serre functor of M is unique up to isomorphisms. We shall concern whether it is unique up to isomorphisms as a twisted module functor from M to M. ′ of functors such that the equation
Proof. We first show the uniqueness. For M, N ∈ M, we set
′ is an isomorphism of functors satisfying (3.11), then we have the following commutative diagram:
By chasing id Ë(M) around this diagram with N = Ë(M), we have
for all M ∈ M. This shows the uniqueness. Now we show that such an isomorphism θ exists. The isomorphism ψ defined in the above is in fact an isomorphism of C-bimodule functors from M op × M to C. By Lemma 2.8, there is an isomorphism θ :
It is obvious that this isomorphism θ satisfies (3.11). The final part of this lemma follows from this construction of θ.
3.4. The standard realization. Let C be a finite tensor category, and let M be an exact left C-module category. One of our aims is to give an 'explicit' description of the twisted module structure of a relative Serre functor of M. Such a description depends on how we realize a relative Serre functor since it is determined uniquely only up to isomorphisms. For this reason, we choose the 'standard' realization of a relative Serre functor as follows:
Definition 3.6. The standard relative Serre functor of M is a relative Serre functor (Ë, φ) of M given as follows: The functor Ë is given by (3.6). The natural isomorphism φ is induced by the natural isomorphism
for X ∈ C and M, N ∈ M.
We give a description of the twisted module structure of the standard relative Serre functor of M. For this purpose, we introduce the 'trace' on an object of M and prove Lemma 3.8 below. We fix a relative Serre functor (Ë, φ) of M, which is not necessarily the standard one. Then we define:
Definition 3.7. The trace on M ∈ M is the morphism in C defined by
There is a non-degenerate pairing Hom(N, Ë(M))⊗Hom(M, N ) → ½ induced by the natural isomorphism φ. The following lemma means that this pairing factors into the composition for the internal Hom functor and the trace. 
Proof. By Lemma (3.11), we may assume that (Ë, φ) is the standard relative Serre functor. Let X ∈ C and M, N ∈ M be arbitrary objects. By the definition of φ M,N , we have the following commutative diagram:
We now consider the case where X = Hom(N, Ë(M)) and chase the identity morphism id X around the above diagram:
Thus we have the following formula:
. The formula of Part (b) is obtained by letting M = N and composing
to both sides of (3.12). Part (a) also follows from (3.12).
We recall that Rex C (M, C) and Lex C (C, M) are C-module categories by the actions given by (3.2) and (3.3) with N = C, respectively. We also remark the following facts:
• Since M is exact, we have a k-linear functor :
op given by (M ) = Y M . The left C-module structure of Hom induces a natural isomorphism (X ⊲ M ) = (M ) ⊳ X * for X ∈ C and M ∈ M. Thus the functor is in fact a k-linear left C-module functor
• There is an equivalence : Lex C (C, M) → M given by (F ) = F (½). This is in fact an equivalence of left C-module categories, since
We now consider the composition (3.13)
It is easy to see that the functor (3.13) is identical to the standard relative Serre functor on the level of functors. 
is an isomorphism of C-bimodule functors. Since the right C-module structure of the target of φ does not depends on the module structure of Ë ′ , it is enough to show that φ is an isomorphism of left C-module functors, that is, the diagram (3.14)
commutes for X ∈ C and M, N ∈ M, where
is the twisted left C-module structure of Ë and Lemma 3.8, the commutativity of (3.14) is equivalent to that of (3.15)
To proceed further, we recall the definition of the module structures of Ë ′ and related functors. We fix X ∈ C and M ∈ M and define β X,M by (2.24). We also define α X,M by the following composition:
Next, we give a useful relation between tr M and tr X⊲M . Given M ∈ M, we denote by ε M the counit of the adjunction Y M ⊣ Y ra M as in Lemma 3.8 (b). By the commutative diagram (2.5), we see that the diagram
commutes. Now we consider the following diagram:
functors. By evaluating (3.17) at ½, we see that the bottom square also commutes.
By (3.16) and the naturality of b, the composition along the first column of the above diagram is equal to the composition
where c is the C-bimodule structure of Hom. Hence we obtain the following commutative diagram:
Now we complete the proof of this theorem. We have explained that it is sufficient to verify the commutativity of the diagram (3.15) to prove this theorem. We refine the diagram (3.15) as follows:
The cell (♣) in the diagram is commutative because of the naturality of the composition of the internal Hom functor. The commutativity of the cell (♠) can be verified directly (some formulas given in Appendix of [Shi18] are helpful). The cell (♥) is just the commutative diagram (3.18). The proof is done.
3.5. Relative Serre functor and adjoints. Let C be a finite tensor category, and let M and N be exact left C-module categories. Since every k-linear left C-module functor from an exact C-module category to a finite left C-module category is exact, the equivalence (3.1) turns into an equivalence
by taking a double right adjoint.
Theorem 3.10. There is a natural isomorphism (3.20)
of twisted left C-module functors such that the diagram
Proof. There are natural isomorphisms
for M, N ∈ M and F ∈ Rex C (M, N ). If we fix F , then each of the above isomorphisms is in fact an isomorphism of C-bimodule functors from N op × M to C. Thus, by Lemma 2.8, we obtain an isomorphism
It is routine to check that θ F is natural in F . The commutativity of the diagram follows from the commutative diagram given in Remark 2.10.
3.6. Pivotal module categories. Let C be a pivotal finite tensor category, that is, a finite tensor category equipped with an isomorphism p : id C → of tensor functors (often referred to as a pivotal structure of C). A pivotal structure of an exact C-module category has been introduced in [Shi18] in terms of the twisted module structure of a relative Serre functor as follows:
Definition 3.11. Let M be an exact left C-module category, and let (Ë, φ) be a relative Serre functor of M. A pivotal structure of M (respecting the pivotal structure p of C) is an isomorphism p : id M → Ë of functors such that the diagram
commutes for all objects X ∈ C and M ∈ M, where ξ is the twisted C-module structure of Ë.
Stated differently, a pivotal structure of M is an isomorphism of C-module functors from id M to a relative Serre functor Ë regarded as a (non-twisted) left C-module functor by the structure morphism given by (3.21)
for X ∈ C and M ∈ M.
Unlike pivotal structures of a finite tensor category, a pivotal structure of an indecomposable exact module category is essentially unique (if it exists) in the following sense: Let C be a finite pivotal tensor category, and let M be an exact left C-module category admitting a pivotal structure. By using the pivotal structure, the pivotal trace ptr(f ) ∈ k is defined for an endomorphism f in C. For an endomorphism f in M, the pivotal trace ptr(f ) ∈ k is also defined in [Shi18] . The pivotal trace is compatible with the action of C in the sense that the equation ptr(f ⊲ g) = ptr(f )ptr(g) holds for all endomorphisms f in C and g in M. The construction of the internal character of an object of C [Shi17] has also been extended for an object of M and some results in [Shi17] are generalized to module categories in [Shi18] .
In the rest of this section, we give more applications of a pivotal structure of a module category (Theorems 3.13 and 3.15). The first theorem concerns a pivotal structure of the dual tensor category: Proof. Let p and p be the pivotal structure of C and M, respectively, and regard Ë M as a (non-twisted) left C-module functor by (3.21). Then we have a natural isomorphism
We remark that a left dual object of F ∈ C * M is a right adjoint of F (since the tensor product C * M is given by F ⊗ G = G • F ). By the commutative diagram given in Theorem 3.10, the isomorphism q F : F → F rra is in fact a pivotal structure of C * M . The proof is done. 3.7. Ubiquity of symmetric Frobenius algebras. Let C be a pivotal finite tensor category with pivotal structure p. An algebra in C is a synonym for a monoid object in C is an isomorphism, where µ : A ⊗ A → A is the multiplication of A. For a Frobenius algebra A = (A, λ) in C, the Nakayama automorphism of A is defined to be the morphism ν A : A → A defined by
If the Nakayama automorphism ν A is the identity, then A is said to be a symmetric Frobenius algebra. See [FS08] for more on Frobenius algebras and their Nakayama automorphisms in a rigid monoidal category. Now let M be an exact left C-module category. For every object M ∈ M, the object End(M ) := Hom(M, M ) is an algebra in C with respect to the composition for the internal Hom functor. The Nakayama automorphism of (A, λ) is given by
Proof. The multiplication of A is µ := comp M,M,M . By Lemma 3.8 and the naturality of the composition of the internal Hom functor, we have M) ). Since φ M,M and p are isomorphisms, and since ev X is non-degenerate for all X ∈ C, we conclude that λ • µ is non-degenerate, that is, (A, λ) is a Frobenius algebra. To complete the proof, we compute the Nakayama automorphism of (A, λ). We define ψ by (3.22). By the above computation, we have
Thus the Nakayama automorphism is computed as follows:
Here, the third equality follows from the naturality of φ. The proof is done.
Existence of a pivotal structure of M implies: By Theorem 3.14, the algebra End(M ) is a Frobenius algebra with Frobenius form λ M given in the above. We shall show that the Nakayama automorphism of End(M ) is the identity morphism. For this purpose, we need Lemmas 3.16 and 3.17 below.
For a while, we consider the general setting that C and M may not have pivotal structures. Let Ë be a relative Serre functor of M and regard it as an equivalence Ë : M → M of left C-module categories. Since the internal Hom functor of M is given by Hom(−, −) * * , the equivalence Ë induces an isomorphism (3.23)
of twisted C-bimodule functors (see Remark 2.9).
Lemma 3.16. For all objects M, N ∈ M, the following diagram commutes:
Proof. Let ξ X,M : X ⊲ Ë(M) → Ë(X ⊲ M ) be the twisted C-module structure of Ë.
To save space, we denote by [, ] the internal Hom functor. We consider the following diagram: 
). By Lemma 3.8, we have φ 
Hom(M, N )
Proof. Let M and N be objects of M. To save space, we denote by [, ] the internal Hom functor. We consider the following diagram:
By the definition of a pivotal structure of M, the lower left square is commutative. The lower right square is commutative by the naturality of p. The top square is commutative by the dinaturality of ev M,N in the variable M . Thus we have
By mapping both sides of this equation by the canonical isomorphism
Proof of Theorem 3.15. By Theorem 3.14 and the above two lemmas, the Nakayama automorphism of (End(M ), λ M ) is the identity morphism.
Relative Serre functor for comodule algebras
4.1. Hopf algebras and comodule algebras. In this section, we work over an algebraically closed field k. Unless otherwise noted, the unadorned symbol ⊗ means the tensor product over k. Given a Hopf algebra (over k), we denote the comultiplication, the counit and the antipode of H by ∆, ε and S, respectively. The Sweedler notation, such as
is used to denote the comultiplication.
Let H be a finite-dimensional Hopf algebra. Then H M is a finite tensor category by the tensor product defined by using the comultiplication of H. We note that a left dual object of X ∈ H M is the dual vector space X * = Hom k (X, k) with the left H-module structure given by h · f, x = f, S(h)x for h ∈ H, f ∈ X * and x ∈ X. A right dual object is given in a similar way but by using S −1 instead of S. A left H-comodule algebra is an algebra L equipped with a left H-comodule structure such that the coaction L → H ⊗ L is an algebra map. Let L be a finitedimensional left H-comodule algebra with coaction δ : L → H ⊗ L. We also use a Sweedler-type notation, such as
to express the coaction of H. The category L M is a finite left H M-module category by the action defined as follows: On the level of vector spaces, we define We aim to describe a relative Serre functor of L M and its structure morphisms provided that L M is an exact module category over H M. Exactness condition for L M is studied in [AM07] 
holds for all objects M ∈ M. We decompose the left H M-module category M into a direct sum of indecomposable summands, as M = r i=1 M i . Each direct summand is closed under Ë.
Indeed, if M and N are two objects of M belonging to different direct summands, then we have Hom(M, N ) = 0 and hence
We denote by Ë i : M i → M i the functor induced by Ë. Since Ë is an equivalence, so is each Ë i . We now use the theory of Frobenius-Perron dimension for module categories [EG17] . We consider R-valued functions
defined on the class of objects of M i . By the definition of the action, we have Now we prove that L is a Frobenius algebra. Let V 1 , . . . , V m be the simple left L-modules, and let P i (i = 1, . . . , m) be a projective cover of V i . Since Ë is an equivalence, it permutes the set {V 1 , . . . , V m } (up to isomorphisms) and Ë(P i ) is a projective cover of Ë(V i ). Let U : L M → k M be the forgetful functor. We view k M as an exact left H M-module category through the fiber functor. Then the functor U is a H M-module functor. Moreover, it has a left adjoint F = L ⊗ k (−) and a right adjoint G = L * ⊗ k (−). Thus, by Theorem 3.10, we have isomorphisms
of left L-modules. On the other hand, by (4.1), we have
Thus L ∼ = L * as left L-modules, that is, L is a Frobenius algebra.
Module functors as modules.
The standard relative Serre functor (3.13) plays an important role in our long computation. As a preparation, we express categories and functors appearing in (3.13) in module theoretical terms. Let H be a finite-dimensional Hopf algebra, and let A and B be finite-dimensional left H-comodule algebras. Since A and B are algebra objects in the monoidal category H M of finite-dimensional left H-comodules, the category
H M is defined. By definition, an object of this category is a finitedimensional A-B-bimodule M equipped with a left H-comodule structure δ : M → H ⊗ M such that the equation
holds for all a ∈ A, b ∈ B and m ∈ M .
For simplicity, we write C = H M. An object M ∈ H A M B gives rise to a k-linear right exact functor M ⊗ A (−) : B M → A M. This functor is actually an (oplax) left C-module functor with the structure morphism given by 
′ ∈ H and a ∈ B. The functor (4.3) is an equivalence of right C-module categories by the structure morphism defined by 
There is a contravariant functor Rex
Proof. The unit and the counit of M ⊗ B (−) ⊣ Hom A (M, −) are given by For f ∈ Hom A (M, X ⊲ N ) and m ∈ M , we write f (m) = f (m) X ⊗ f (m) N . We fix a basis {x i } of X and let {x i } be the dual basis of X * . Using the Einstein summation convention, we compute the above composition as follows:
Now we consider the case where A = H and N = k. Let {m j } be a basis of M , and let {m j } be the dual basis of M * . Then we have
. By this equation and the above computation, we see that the inverse of the map (4.4) is given by
Remark 4.6. By the above lemma, we have a category equivalence (4.7) (
such that the following diagram is commutative up to isomorphisms:
We consider the case where A = H. Then Lex C ( H M, B M) and .7) is a right C-module functor by the canonical isomorphism
The above diagram is in fact a diagram of left C-module functors commuting up to isomorphisms. 
for f ∈ M † and m ∈ M . Furthermore, the map
is an isomorphism of left C-module functors from A M to B M.
Proof. Since M is a finite-dimensional projective left A-module, there are a positive integer r and elements m i ∈ M and m i ∈ M † (i = 1, . . . , r) such that m i (x)·m i = x for all x ∈ M , where we have used the Einstein convention to suppress the sum. It is well-known that the map e N for N ∈ A M is a bijection with the inverse (4.10) e −1
For X ∈ C and N ∈ A M, we define
although we do not yet know whether (4.8) makes M † an object of H B M A . We now consider the following diagram:
where ζ X,N is the inverse of the map given by (4.4). This diagram is commutative. Indeed, for f ∈ M † , x ∈ X and n ∈ N , we have
is a left C-module functor by (4.11) and the map (4.9) is an isomorphism of left C-module functors. Hence M † is an object of 
4.3. Description of the internal Hom functor. Let H be a finite-dimensional Hopf algebra. For simplicity, we set C = H M. Let L be a finite-dimensional left Hcomodule algebra. By using the above results, we now describe the internal Hom functor of the left C-module category L M and its module structure in moduletheoretic terms.
If
and the coaction given by h ⊗ m → h (1) ⊗ h (2) ⊗ m for h ∈ H and m ∈ M . It is easy to see that the map
is an isomorphism of left L-modules that is natural in the variable X ∈ H M. Hence, by the tensor-Hom adjunction, we have a natural isomorphism
for X ∈ C and M, N ∈ L M. Namely the functor
is a realization of the internal Hom functor of L M. By construction, the following diagram is commutative:
The unit and the counit of the adjunction (−) ⊲ M ⊣ Hom(M, −) are given by N ) . The following lemma is proved straightforwardly:
for the internal Hom functor is given by
We give a description of the module structure of Hom.
Lemma 4.10. The left C-module structure of Hom is given by 
Proof. The map is computed as follows: For ξ ∈ Hom(M, N ) and y ∈ Y ,
Now we assume that L M is exact as a left C-module category. Then a 'representation-theoretic' version of the internal Yoneda functor
is defined. By (4.12) and (4.13), we have (M ) = (H ⊲ M ) † .
Lemma 4.12. The functor is a -twisted C-module functor with the structure morphism given by
There is an isomorphism
Proof. Since and (4.3) are ( -twisted) C-module functors, is a -twisted Cmodule functor by the structure morphism
One can check that this composition coincides with (4.19). The latter half of the statement is obvious from the construction of . 
. In this sense, the relative Serre functor of L M is completely determined on the level of functors. However, this result is not satisfactory for our purposes: It does not give any information about the natural isomorphisms
for M, N ∈ L M and X ∈ H M, which are important when, for example, we discuss whether L M admits a pivotal structure.
To describe a relative Serre functor Ë : L M → L M as well as the natural isomorphisms (4.23), we use the integral theory for finite-dimensional Hopf algebras; see, e.g., [Rad94] . Let Λ ∈ H be a non-zero right integral in H, and let λ H : H → k be the right cointegral on H such that λ H , Λ = 1. The (right) modular function α H : H → k on H is the unique algebra map satisfying
The vector space L * is an L-bimodule by the action given by (a ⇀ f ↼ b)(c) = f (bca) for a, b, c ∈ L and f ∈ L * . By the definition of a Frobenius algebra, there is a linear map λ L :
be a basis of L over k, and let {a i } be the dual basis of L * . We set
We are now able to state the following explicit expression of the relative Serre functor of L M and related isomorphisms. 
the canonical isomorphism of vector spaces, that is, the linear map determined by
where the first arrow is the composition of the internal Hom functor and tr M is the map given as follows: Set P := H ⊲ M . Then there are a natural number n and elements
Part (1) of the above theorem may be inconvenient. We will give a neat expression under the assumption that λ L satisfies a certain equation like a left cointegral on a Hopf algebra.
Set C = H M and M = L M. The idea of the proof is as follows: We first consider the diagram
op of ( -twisted) C-module functors, which is commutative up to isomorphisms; see Remarks 4.3 and 4.6. The standard relative Serre functor of L M is given by the composition along the top row. Thus, 
Since L is a Frobenius algebra, there is an isomorphism
of left H-modules. Since H is also a Frobenius algebra, we have isomorphisms
of vector spaces. We transport the -twisted module structure of Ë 0 to the vector space M through the above isomorphisms.
4.5. Proof of Theorem 4.13 (1). Let H, L, λ H , Λ and λ L be as above. We fix a basis
Thus, by the standard argument on Frobenius algebras, we have
For all x ∈ L, we also have
where ν L is the Nakayama automorphism defined by (4.24). For M ∈ L M, we define the H-L-bimodule M ⋄ as follows: As a vector space, we set
The action of H and L are given by
Claim 4.14. For M ∈ L M, the linear map
is an isomorphism of H-L-bimodules. The inverse of ψ M is given by
Proof. We first show that ψ L is a morphism of H-L-bimodules. Indeed, for all elements h, h ′ ∈ H, a ∈ L, m ∈ M and ξ ∈ (M ), we have
Now we show that ψ M is invertible with the inverse given by (4.33
for all h ∈ H and m ∈ M . Now we choose an element f ∈ M ⋄ . We define the linear map ξ :
By (4.30), we easily verify ξ ∈ (M ). Moreover, we have
for all h ∈ H and m ∈ M . The proof is done.
through the isomorphism ψ M of the above claim. The resulting left H-comodule structure of M ⋄ is given as follows:
Proof. We fix an element f ∈ M ⋄ and set ξ = ψ
where ξ (−1) ⊗ ξ (0) is the coaction characterized by Lemma 4.7. Thus we have
For M ∈ L M and X ∈ H M, we define t M,X : M ⋄ ⊳ X * → (X ⊲ M ) ⋄ to be the unique map such that the following diagram is commutative:
It is trivial that the assignment
op with structure morphism t = {t X,M }.
Claim 4.16. For M ∈ L M and X ∈ H M, the map t X,M is given by
the proof, we shall check that ϕ M is L-linear. For a ∈ L and m ∈ M , we have
The proof is done.
Proof of Theorem 4.13 (1).
For X ∈ H M and M ∈ L M, the twisted module structure of Ë is given by the following composition:
(4.41e)
We compute the composition of the above maps. Let {x i } be a basis of X, and let {x i } be the dual basis of X * . For x ∈ X and m ∈ M , we compute:
where Φ X : X → X * * is the canonical isomorphism. For simplicity, we set
We recall that M ⋄ = (H ⊗ M ) * as a vector space. We fix a basis {n i } of H ⊗ M and let {n i } be the dual basis of (H ⊗ M ) * . By (4.6), we continue the above computation as follows:
Proof of Theorem 4.13 (2).
We keep the notation of the previous subsection. By Lemma 4.12, the functor is induced by the pairing given by the composition 
Taking the above discussion and the naturality of comp into account, we see that, to complete the proof, it is enough to show that the following composition coincides with the map tr M given by (4. 
We set P = H ⊲ M . Since L M is an exact left H M-module category, P is a projective as a left L-module. Thus, by the dual basis lemma, there are a natural number n and elements t i ∈ P and t i ∈ Hom L (P, L) (i = 1, . . . , n) such that n i=1 t i (x)t i = x for all x ∈ P . Now we compute the above composition as follows:
4.7. Grouplike-cointegrals on comodule algebras. Our formula (4.25) of the twisted module structure of a relative Serre functor is complicated and may not be useful. We now remark that the formula reduces to a simpler form if the Frobenius form on L is a 'grouplike-cointegral' in the following sense:
Definition 4.18 (Kasprzak [Kas18] ). Let H be a Hopf algebra, and let L be a left H-comodule algebra. A grouplike-cointegral on L is a pair (g, λ) consisting of a grouplike element g ∈ H and a linear form λ : L → k such that the equation
is a grouplike-cointegral on L in this sense, then we say that λ is a g-cointegral on L.
Let H be a finite-dimensional Hopf algebra, and let L be a finite-dimensional left H-comodule algebra. It is not known whether L always has a Frobenius form that is also a grouplike-cointegral. However, taking into account results of [Kas18] and some concrete examples given in Section 5, it seems to be reasonable to assume that L admits such a Frobenius form. 
Here, g H ∈ H is the distinguished grouplike element of H, that is, the modular function on H * regarded as an element of H through the canonical isomorphism H ∼ = H * * . Equivalently, it is the element of H such that the equation
where λ H is a right cointegral on H.
Proof. We use the same notation as in Theorem 4.13. Thus λ H is a right cointegral on H, Λ is a right integral in H such that λ, Λ = 1, {a j } r j=1 is a basis of L and
is the basis of L dual to the pairing induced by λ L . Then we compute:
4.8. Pivotal structures. As we have seen in Section 3, the existence of a pivotal structure of a module category implies some interesting consequences. Here we study the existence of a pivotal structure for an exact left comodule algebra admitting a Frobenius form of grouplike-cointegral type. Let H be a finite-dimensional Hopf algebra. A pivotal element of H is a grouplike element g ∈ H such that the equation ghg −1 = S 2 (h) holds for all h ∈ H. Given a pivotal element g ∈ H, we define a natural transformation
It is well-known that this construction establishes a bijection between the set of pivotal elements of H and the set of pivotal structures of H M. Now we fix a pivotal element g piv ∈ H. Let L be an exact left H-comodule algebra with coaction δ : 
Examples
In this section, for some examples of exact comodule algebras given in [Mom10] , we give Frobenius forms of grouplike-cointegral type, compute the Nakayama automorphism and determine whether it has a pivotal element. Throughout this section, the base field k is assumed to be an algebraically closed field of characteristic zero. For q ∈ k × and a non-negative integer n, we set (n) q := 1 + q + · · · + q n−1 . The following q-binomial formula will be used extensively: If X and Y are elements of a k-algebra satisfying Y X = qXY , then the equation
holds for all non-negative integer n, where
5.1. Taft algebra. We fix an integer N > 1 and a primitive N -th root ω ∈ k of unity. The Taft algebra T (ω) is the Hopf algebra over k generated, as an algebra, by g and x subject to the relations
The Hopf algebra structure of T (ω) is determined by
The element g piv := g −1 is a pivotal element of T (ω). If h is another pivotal element of T (ω), then h −1 g piv is a central grouplike element of T (ω). Since the group of central grouplike elements of T (ω) is trivial, g piv is in fact a unique pivotal element of T (ω). Let, in general, H be a Hopf algebra. Two left H-comodule algebras L and L ′ are said to be 
is a right cointegral on T (ω) and g T (ω) := g is the distinguished grouplike element of T (ω). The element Λ :=
For a divisor d | N and an element ξ ∈ k of the base field, we set m = N/d and introduce the following algebras:
They are left T (ω)-comodule algebras with the coaction determined by
Remark 5. According to [Mom10, Proposition 8.3 ], every indecomposable exact left module category over T (ω) M is equivalent to L M, where L is one of the comodule algebras L 0 (d) or L 1 (d; ξ) introduced in the above. Now we give Frobenius forms on L of grouplike-cointegral type, determine the associated Nakayama automorphism and classify their pivotal elements. We shall note that grouplike-cointegrals on coideal subalgebras on T (ω) are classified in [Kas18] .
is spanned by a single grouplike element. Since δ(G r ) = g mr ⊗ G r , and since the elements g mr (r = 0, 1, . . . , d − 1) are mutually different, there is an integer s ∈ {0, 1, . . . , d − 1} such that λ(G r ) = 0 whenever s ≡ r (mod d). Based on this observation, we define a linear map
for s ∈ Z/dZ. Then λ s is a g ms -cointegral. By the above discussion, every grouplikecointegral on L is a scalar multiple of λ s for some s. Now we fix s ∈ Z/dZ. It is easy to see that λ s is a Frobenius form on L. Let ν s be the Nakayama automorphism of L with respect to λ s , and let ν ′ s be the automorphism on L given by (4.22). Since L is commutative, ν s is the identity map on L. Thus we have
is not an inner automorphism on L. This implies that a relative Serre functor for L M is not isomorphic to the identity functor. In particular, L has no pivotal elements. On the other hand, if d = N , then the element G ∈ L and its non-zero scalar multiples are pivotal elements of L.
5.1.2.
The comodule algebra L 1 (d; ξ). We determine grouplike-cointegrals on the comodule algebra L := L 1 (d; ξ). We first notice that the set
is a basis of L. By the q-binomial formula, the coaction is given by
By the definition of grouplike-cointegrals, the image of the linear map
is spanned by a single grouplike element of T (ω). By the above formula of the coaction, we conclude that there is an integer t ∈ {0, 1, . . . , d − 1} such that λ(X r G s ) = δ r,N −1 δ s,t for 0 ≤ r < N and 0 ≤ s < d. Based on this observation, we define a linear form λ t (t = 0, 1, . .
Then λ t is a g mt+1 -cointegral on L 1 (d; 0) and every grouplike-cointegral on L 1 (d; 0) is a scalar multiple of λ t for some t.
The case where ξ = 0 is the result of Kasprzak [Kas18] . The reason why the parameter ξ does not appear in the above computation is as follows: The algebra L has a filtration such that deg(G) = 0 and deg(X) = 1. The filtration respects the coaction of T (ω) and the associated graded algebra gr(L) is isomorphic to L 1 (d; 0) as a left T (ω)-comodule algebra. Moreover, the canonical isomorphism L ∼ = gr(L) of vector spaces is in fact an isomorphism of left T (ω)-comodules. Since grouplikecointegrals on L depend only on the comodule structure of L, the computation goes along the same way as the case where ξ = 0. Now we fix t ∈ {0, . . . , d − 1}. Unlike the case of cointegrals on Hopf algebras, we do not know whether a non-zero grouplike-cointegral on a finite-dimensional comodule algebra is non-degenerate. Thus we shall examine whether λ t is nondegenerate. For r, r ′ ∈ {0, . . . , N − 1} and s, s ′ ∈ Z/dZ, we have
by the defining relation. Thus λ t is non-degenerate.
Remark 5.2. The group-like cointegral λ t factors the linear map
where gr top (L) is the component of the top degree. All concrete examples in this section have the same property.
Let ν t be the Nakayama automorphism of L with respect to λ t , and let ν ′ t be the automorphism on L given by (4.22). Explicitly, we have
We check whether ν t and ν 
Suppose that a ∈ L × implements ν 
By the assumption on d, we have c i = 0 for all i, which contradicts to the assumption that a is invertible. Hence ν (4) Suppose that ξ = 0 and d < N . We note that X ∈ L is invertible if this is the case. Thus ν t is an inner automorphism implemented by G t X −1 . On the other hand, the automorphism ν ′ t is not inner. To see this, we fix an element ζ ∈ k such that ζ N = ξ and define a left L-module M as follows: As a vector space, it has a basis {v i } indexed by i ∈ Z/dZ. The action of L on M is determined by 
to the identity functor (or, equivalently, whether the Nakayama automorphism is inner). The second column shows whether a relative Serre functor for L M is isomorphic to the identity functor. The third column shows whether L M is pivotal.
5.2. Book Hopf algebra. We fix a positive integer N and a primitive N -th root ω ∈ k of unity. The book Hopf algebra H(1, ω) is generated, as an algebra, by x, y and g subject to the relations g N = 1, gx = ωxg, gy = ω −1 gy, xy = ωyx and x N = y N = 0.
The Hopf algebra structure of H(1, ω) is determined by
It is easy to see that the element g ∈ H(1, ω) is a pivotal element. As in the case of the Taft algebra, the Hopf algebra H(1, ω) has no non-trivial central grouplike elements and thus g piv := g is a unique pivotal element. We give basic information about H(1, ω). The set {x r y s g t } r,s,t=0,...,N −1 is a basis of H(1, ω). By the q-binomial formula, we have • , µ) is the algebra generated by G, X and Y subject to
• L 4 (N ; ξ, µ, η) is the algebra defined by the same generators and the same relations as L 4 (N ; ξ, µ) but with the relation XY = ωY X replaced with
They are left H(1, ω)-comodule algebras by the coaction determined by
Remark 5.3. In our notation, the comodule algebras given by Mombelli [Mom10, Subsection 8.3] are expressed as follows:
If ξ = µ = η = 0, the above comodule algebras are identified with coideal subalgebras of H(1, ω) via G → g m , X → x, Y → y, W → ax + by. We arrange Mombelli's list so that the corresponding coideal subalgebra is easy to recognized. Because of this rearrangement, our list has some duplicates, such as According to [Mom10, Proposition 8.9] , if N is odd, then every indecomposable exact left module category over T (ω) M is equivalent to L M, where L is one of the H(1, ω)-comodule algebras listed in the above (if N is even, then there are two more families of comodule algebras in addition to the above list).
Let L be one of exact left H(1, ω)-comodule algebras listed in the above, and let Ë be a relative Serre functor of L M. Since H(1, ω) is unimodular, the functor Ë is isomorphic to the Nakayama functor L * ⊗ L (−) of L M. In particular, Ë is isomorphic to the identity functor if and only if the Nakayama automorphism of L is inner, or, equivalently, L admits a symmetric Frobenius form.
5.2.1. The comodule algebra L 0 (d). By the same way as the case of the Taft algebra, we see that L := L 0 (d) has a g ms -cointegral λ s : L 0 (d) → k (s = 0, . . . , d − 1) given by the same formula as (5.1) and every group-like cointegral on L is a scalar multiple of λ s for some s. One can directly check that λ s is a Frobenius form on L and the associated Nakayama automorphism is the identity map on L. d; ξ) . By the same way as the case of the Taft algebra, we see that L := L 1 (d; ξ) has a g mt−1 -cointegral λ t (t = 0, . . . , d − 1) given by the same formula as (5.2) and every group-like cointegral on L is a scalar multiple of λ t for some t. Furthermore, λ t is a Frobenius form on L, the associated Nakayama automorphism ν t is given by By this formula of the coaction, we see that the linear map λ : L → k defined by λ(W r ) = δ r,N −1 (0 ≤ r < N ) is a g-cointegral on L and every grouplike-cointegral on L is a scalar multiple of λ. It is easy to see that λ is a symmetric Frobenius form on L. Moreover, the unit element 1 ∈ L is a pivotal element of L.
5.2.4.
The comodule algebra L 4 (d; ξ, µ). We first determine grouplike-cointegrals on the comodule algebra L := L 4 (d; ξ, µ). As in the case of the comodule algebra L 1 (d; ξ) over T (ω), it is enough to consider the case where ξ = µ = 0. Namely, the algebra L has a filtration such that deg(G) It is straightforward to check that λ u is a g mu+2 -cointegral on L and every grouplikecointegral on L is a scalar multiple of λ u for some u. Moreover, λ u is a Frobenius form on L. The associated Nakayama automorphism ν u is given by Proof. We first remark that ν u is inner if and only if ν 0 is, since
Thus it is enough to determine when ν 0 is inner. We verify the claim by the caseby-case analysis as follows:
(1) We consider the case where ξ = µ = 0. Then L is a graded algebra by the grading given by deg(X) = deg(Y ) = 1 and deg(G) = 0. Let L i be the component of degree i. The 0-th component L 0 is just the subalgebra of L generated by G. Now we suppose that ν 0 is an inner automorphism implemented by a ∈ L × . Then, since ν 0 (a) = a, we have
for some a i ∈ L 0 . Since aX = ωXa, we have θ(a i ) = ω i+1 a i for all i, where θ is the automorphism of L 0 determined by θ(G) = ω m G. Thus we have a 0 = 0. This means that a belongs to i≥1 L i and, in particular, it is not invertible. This is a contradiction. Thus ν 0 is not invertible.
(2) If ξ = 0 and µ = 0, then we fix an N -th root ζ ∈ k of ξ and consider the left L-module M constructed as follows: As a vector space, M has a basis {v i } indexed by i ∈ Z/dZ. The action of L on M is given by there is a g u+2 -cointegral λ u on L given by the same formula as (5.4) with d = N . Furthermore, λ u is non-degenerate and the associated Nakayama automorphism ν u is given by the same formula as (5.5) with d = N (the verification of this could be easy if we notice Remark 5.2). As in the case of L 4 (N ; ξ, µ), it is straightforward to see that the element G u+1 is a pivotal element of L.
5.2.6. Summary of the results. Table 2 summarizes our results for exact comodule algebras over H(1, ω). The first column of the table shows whether a relative Serre functor for L M is isomorphic to the identity functor (it is equivalent to whether the Nakayama automorphism of L is inner, since H(1, ω) is unimodular). The second column shows whether L M is pivotal. Unlike the case of the Taft algebra, there are several examples of L such that a relative Serre functor of L M is isomorphic to the identity functor but a pivotal structure of L M does not exist.
