Folders such as recycle bin are a crucial component of wide working environments like operating systems. In current operating systems, such facilities are implemented either in no user-oriented fashion or very poorly. Various intrusion detection mechanisms are developed to prevent any damage, but very few offers the repair of the user's file system as an additional level of protection. This paper presents how to build a recycle bin mechanism for Unix operating systems entirely at the user level. The mechanism involves the control of system resources in a more intelligent way. Programs thus are running under greater control, monitoring and analyzing their resource requests. The idea is based on the interception of a particular class of system calls, using tracing facilities supported by many Unix operating systems. This provides better high level information, and presents efficient techniques to prevent foreign or untrustworthy programs from doing any irreparable damage. A program called trash has been constructed and experimented to investigate potential consequences of the recycle bin mechanism. The experiments highlight possible overheads imposed on the system. The paper also performs a comparative analysis of the trash program with some related approaches and tools
INTRODUCTION
Recycle bin mechanisms are usually provided for file recovery purposes and directly employed by users. User-oriented recovery in operating systems has become very least concern among past studies, possibly due to reasons such as the lack of necessary system facilities. The system-wide integrity protection is accomplished by third party programs that, once an anomalous state has been detected, remove the anomaly from the system, restoring the original state. The anomaly removal and restoration capabilities of these commercial programs fail to completely reverse the effects of an anomalous program (Passerini et al., 2009) .
In programs such as editors, users are presented with recovery commands (undo, redo, etc.) to meet their preservation and restoration requirements. Given an operating system, undo and redo commands, which are rather useful for smaller environments, do not seem very functional to bring back any destructed file seamlessly, which is mainly caused by the multi-tasking nature of operating systems and possible dependencies between user commands. Two forthcoming studies are made on Windows, where untrusted programs are monitored, logging their operations, (Hsu et al., 2006; Paleari et al., 2010) . Using the logs, it can completely remove malware programs and reliably restore the infected data. However, it is a recovery facility that is provided for a single user environment.
In modern operating systems, notably POSIX compliant ones, recycle bin functionality is integrated into a desktop environment and its file manager. Typical examples are Microsoft Windows with Windows Explorer and GNOME with Nautilus. In such environments, an overwritten file does not usually go to the recycle bin. In fact, the recoverability of files deleted by a program depends on its level of integration with a particular desktop environment. Low-level utilities can bypass this layer entirely and delete files immediately. In Windows or Unix operating systems, a file removed through a DOS or terminal window is not placed in the recycle bin and so is not recoverable.
The aim of the paper is to provide a user-oriented restoring facility for Unix operating systems. Unlike the Windows recycle bin mechanism, the restoring facility operates in a more intelligent way, dealing with dynamically deleted files as well. In fact, it basically deals with only file-related damage of either commands issued or applications managed by a user. The damage imposed by the system itself as a result of situations such as a crash, however, have to be handled by the administrator.
The described mechanism, called trash (TRAcing SHell), is implemented using C++, completely at the user level without having to modify the existing system internals. It consists of two separate subprograms which monitor user activities and restore destructed files. The monitoring program (monitor) is started as a daemon by the administrator, and controls all users' activities. It can handle all existing commands and programs, and any new ones which have been installed recently. The restoring program (restorer) runs as an ordinary program, and can be configured for each different user, with their own restoring requirements.
Like all usual recovery implementations, the trash mechanism needs to find out what changes each user command makes to the file system. Shells in common use never know which file operations commands pass on to the kernel to execute, since the commands make these requests with system calls. The trash daemon must itself monitor file requests of commands. Fortunately, many Unix operating systems provide standard tracing facilities such as the /proc file system which is used by truss-like applications and various intrusion detection systems. With these facilities, system calls are intercepted and then resumed after the appropriate information is extracted.
RELATED WORK
Approaches of system protection can be broadly divided into two categories; system restoration and intrusion detection. System restoration based approaches maintain some specific checkpoints in the system and roll back a user-selected collection of actions. Approaches of intrusion detection can be further divided into anomaly detection and misuse detection. Anomaly detection based approaches first construct a profile that describes normal behaviours and then detect deviations from this profile. In contrast, misuse detection based approaches define and look for precise sequences of events that damage the system. System restoration is based on information stored or gathered during normal interaction with a program. Almost all programs are being currently equipped with restoring facilities. In the environments controlled by self-contained programs such as editors and painters, the provision of recovery support is relatively easy due to paucity and known effects of operations. Wide environments presented by operating systems are open to every kind of operations, and thus the effects of system programs must be handled in a more intelligent way. Therefore different environments involve differentiating types of restoration, which is basically associated with the number of users working in them. Small environments use data chunks for restoration, while wide ones do data files for restoration. Restoration in small environments is inherently user-oriented and supplied as a result of recovery commands such as undo and redo. There are many recovery models introduced for such environments where interactions with a single user (Vitter, 1984; Spenke and Beilken 2003; Brown and Patterson, 2003) or multiple users (Choudhary and Dewan, 1992; Berlage and Genau, 1993) are supported. Typical examples of those models are history undo model (Stallman, 1986 ), selective undo model (Prakash and Knister, 1992) and object-based undo model (Zhou and Imamiya, 1997) . Restoration in wide environments is either system-oriented or user-oriented. As in Unix operating systems, system-oriented restoration is carried out via backup tapes accessible by only the system administrator. As in Windows operating systems, useroriented restoration is done via a filestore maintained in the system.
Anomaly detection techniques address the existence of an intrusion by considering any abnormalities in user or system behaviour as a potential attack (King and Chen, 2003; Qiao et al., 2002; Christodorescu and Jha, 2004) . In order to learn normal user or system behaviours, most techniques analyze program behaviours. Typical examples of analyzing program behaviours are the N-gram and FSA-based algorithms (Sun et al., 2005; Wu et al., 2016; Yu et al., 2005) , which are usually applied to server programs. Both algorithms characterize normal program behaviours in terms of sequences of system calls. A sequence of system calls that have not been observed under normal operation of programs is treated as anomalous program behaviour. The N-gram algorithm breaks a system call sequence into substrings of a fixed length N, and then stores these substrings (called N-grams) in a table. The FSA-based algorithm maintains state-related information (the program state in the point of each system call) as system calls is made by a process under normal execution, where the system calls correspond to transitions in FSA (finite-state automata). The performance of these algorithms for three popular servers (FTP, HTTP, NFS) can be found in (Sekar et al., 2001) .
Misuse detection techniques model known attacks using patterns and detect them via pattern-matching (Abed et al., 2015; Anandapriya and Lakshmanan, 2015; Chen et al., 2016; Creech and Hu, 2014; Jose et al., 2018; Liu et al., 2018) . These techniques rely on a wide variety of observable data such as system-call data, preventing intrusions from either local or remote users as a result of evaluating the legitimacy of their activities. Many solutions to detecting and preventing intrusions are based on the interception of system calls. A recent comprehensive review is conducted to assess the advantages and drawbacks of intrusion detection techniques proposed in the literature (Ramaki et al., 2018) .
CHARACTERISTICS OF RESTORATION
In this work, a conventional distinction is made between state and file restorations. The restoration of a state occurs as a result of undoing or redoing user commands. The names and contents of files together determine the system state, as well as other components such as directories and access permissions. A change in file names is considered to move the system into another state. So a state recovery means that each component of a state affected of the execution of a command is reinstated. File restoration is usually different from state restoration, which is associated with the contents of files only, excluding file names or permissions.
In practice, this distinction helps provide more useful functionalities from the perspective of a user's requirement. The user would mainly expect a utility to be able to bring the files with the correct contents back. In restoration, since the contents are just important, there is less information stored to carry out file protection and restoration.
On the other hand, there are some difficulties with ensuring the applicability of recovery commands to all situations. One important difficulty is the requirement of controlling concurrency, where programs interleave. Indeed, even if concurrency is controlled desirably, it may leave some programs irrecoverable, restricting the usability of the recovery mechanism. For example, consider the following situation which is led to by concurrent execution of two programs, P1 and P2, entered in separate command-lines: 10> Delete fileA 5 P1 11> Create fileA 11 P1 12> Read fileA 11 P2 13> Create fileB 13 P2 14> Read fileB 13 P1
This does not enable both programs to be undone separately. Thus it is impossible to get back the old version of fileA (version 5). There is no elegant way to cope with this situation, because the user is currently allowed to specify only one command to undo from the history list at a time. This involves considering each atomic file operation individually.
There is a close relationship between file protection and safe command execution. The best way of protecting a file system is to ensure that every system command executes securely. Provision of secure execution of commands seems to require restricting the environment. There is a lot of work associated with file protection, which have concentrated on safe command execution, as given in Section 2. Many of previous works provide users with restricted environments for safe execution of programs. Any destroyed file cannot be retrieved. However, the trash mechanism aims not to restrict the working environment.
DESIGN AND IMPLEMENTATION
The trash program is designed in two components (subprograms), namely monitor and restorer, which run as separate processes in tracing and restoration modes respectively. The monitor component both controls one user's activities as a result of tracing user-serving programs and stores information required for restoration in a directory named trash under the user's home directory. The kind of restoration information stored depends entirely on intercepted system calls, whose effects on the system may vary considerably, and so each system call is handled individually. The restorer component handles the restoration requirements, bringing old versions of files back.
The owner of these components is the system administrator, and thus users are not allowed to directly write to the trash directory. This restriction is required to protect restoration information against other programs executed by users, intentionally or not. Besides, for more efficient protection, a system group named restore is created, which consists of the name of users to employ the trash mechanism, and the group ownership of restorer is changed to that. In this way restoration is made possible only through the restorer program.
In order to control all activities of a particular user, it is not adequate to trace only login shells for recovery purposes. Unix operating systems provide various levels of remote access. For each level, there are many tools which allow users to manage their accounts remotely, as described in Table 1 . Table 1 also gives the names of daemon processes serving the specified tools, which are system-dependent. For example, X servers which allow running Unix desktop environments such as KDE and GNOME, interact with display managers (daemons) such as kdm and gdm, respectively. The file-related effects made through all such tools need monitoring properly. Unix environments are full of many utilities used for text formatting and program developing purposes that produce numerous temporary or permanent files, which we call "generated files". To hold these specific files, they can use some subdirectories under the system's root directory (e.g., /tmp and /var) or the user's home directory (e.g., ~/.netscape and ~/.ssh). In the current implementation, all files only in home directories are protected by default, except some language and program specific files with the extensions ".aux", ".log", and ".o". However, each user can individually change the default configuration via the menu provided by restorer program.
The trash program stores restoration information in two files named .trash and .conf under ~/.trash. The first keeps the record of file deletions, while the latter contains the names of files and directories that are not to be protected by trash. File names can be specified explicitly or using some extensions. Other entries in ~/.trash are copies of files stored as a whole with a number extension at the end which is incremented sequentially.
Typical scenario of storing information might be as follows. Whenever trash intercepts the open system call, it checks the first argument to see whether it points to a pathname under the user's home directory. If the file is owned by other users or belongs to a standard shared library, for example, the open is allowed to go ahead, in which case nothing is stored. Otherwise, the second argument is checked to see which operation open is to perform on the file. In the case of a deletion operation, for example, a complete copy of the file is taken. (For open, a deletion means modification of the file as a result of flags such as O_WRONLY, O_RDWR and O_TRUNC.) Then the system call is released to resume as normal. The other system calls, such as creat, rename, unlink, symlink and link, can also perform deletion operations.
The text-based versions of the monitor and restorer programs are currently implemented. During tracing, monitor uses each user's own configuration to gather and store information. There is no graceful way to individually monitor user tasks via separate processes due to the fact that a single process can serve more than one user. Therefore, only one instance of it is running in the system, without spawning one monitoring child process for each user. On the other hand, each user executes her/his own instance of the restorer program from the command line which accesses the .trash directory to obtain restoring information.
All these preparations make the restoration of files quite simple. The effect of the restorer program consists only of the movement or exchange of file versions between the current state and the .trash directory of previous versions. For the restoration of a particular file that has been previously deleted by a user task, the restorer program firstly checks to see if an overwrite occurs. If there is no overwrite operation, it brings the deleted file back to the current state and removes the related line of the .trash file. Otherwise it warns the user.
CONCURRENCY CONTROL
An important issue to handle file restoration is concurrency. Subject to their use of system calls, processes execute independently of each other and share system resources arbitrarily, which can cause nondeterminism. In order to reduce the usual nondeterminism problems caused by uncontrolled sharing of resources to a minimum, trash has to handle concurrency in a more sophisticated way than the operating system or ordinary shells. Fortunately, the /proc interface provides a means of monitoring all user processes and their descendants via only one tracing process. The monitor program behaves like a tracing process, using the poll call to listen to process events. To efficiently monitor running processes, a process In fact it is not easy and practical to monitor processes for file descriptors information, because it imposes numerous dynamic checks on run-time environments of processes. We do not deal with file descriptors much. For simplicity, it is assumed that a process creating or inheriting a file descriptor holds the related file open until it terminates.
File open activities of processes provide the most valuable information for trash. Each opening operation does not correspond to a backup. For the first process that opens a file for writing for the first time, the file is copied to ~/.trash. As far as the file remains open, all later accesses to it by different processes would have no effect on the restoring mechanism (that is, no new copies are made). Only after all the related processes end, a new process that tries to open the same file for writing would cause a backup.
OVERHEADS AND PERFORMANCE
In order to measure the whole overheads caused by the trash program, the overhead is examined in terms of runtime and space usage. Runtime overheads occur with both system call interception and execution of detection/storing code. Space overheads are caused by files stored in ~/.trash. With root privileges we monitor three system daemons (e.g. sshd, sftp-server and dtlogin), actually grandchild processes through them. The webservd daemon could not be monitored satisfactorily, due to the absence of the web content that interacts with the file system intensively. Table 2 shows the results for certain programs which operate on Sun Solaris Sparc machine with 2 processors with 1.28GHz each, 4GB of RAM and 4 Ultra160 SCSI hard disks with 73GB each. The machine is daily connected by about 34 users remotely through the tools given in Table 1 . To get around the effects of network environment, the connection times are not measured. The CPU time is only given for some system programs. For the long-running programs given in Table 2 , the time measurement is restricted by the point the user input is asked (smc is the Solaris management console program).
Compared to techniques for interception of system calls within the kernel, user-level mechanisms tend to incur significantly higher overheads. This is unavoidable because, for each system call, there are additional context switches between a process that is handling a particular user task and another process that is intercepting its system calls. The number of context switches depends on how many system calls of interest a program issues. Given the file system operations, each user program usually need to perform a small number of system calls of interest to trash, causing a few context switches. For instance, the Unix command "rm *" performs one unlink call for each file in the current directory. The fact that file system activities of most Unix commands are very few introduces trivial overheads in the short terms.
Furthermore, to find out the name and parameters of a system call intercepted, the monitoring process is required to access the monitored process memory, incurring the overhead of system call interception. After detecting and decoding a system call, possible storing operations are executed, incurring the overhead of execution of detection/storing code.
Disk space overheads are also explored on the machine with the specifications described above, for the period of one month. For a particular user, the size of disk space is increased with 19% of currently occupied one. For another user, the increase is only 12%. These overheads are imposed by file storing operations, which may lead to more space overheads. As a solution to keeping space usage down, all stored files might be compressed, but this possibly leads to an increase in storing time, which is beyond the subject of this paper.
On the other hand, compared to traditional recovery mechanisms, the restoration technique needs less amount of space in the command-independent fashion. To illustrate, consider the following situation, assuming that fileB and fileC does not exist in the current state:
P1: rename(fileA, fileB) P2: rename(fileB, fileC) where the rename calls are executed through two separate user programs. For purposes of recovery, fileA and fileB have to be saved so that they can be separately reinstated later. For restoration, there is no need to save any file, because the contents of fileA remain unchanged, even if it is eventually renamed as fileC.
We also explored that some programs (e.g. an editor or painter) can overwrite a file many times during execution. In this case, the program carries out many deletions of possibly the same file, causing intermediate copies of the file to be stored. Most of these deletions have no effect on restore operations. So it is unnecessary for trash to keep track of them all. Restoration information needs only contain at most one copy for a single file managed by a program, which corresponds to the contents of the file at the time when the program is called.
COMPARATIVE ANALYSIS
Most literature studies that analyze the trace of system calls focus on intrusion detection systems. Although system call data is an instrumental artefact of the kernel, it can be modelled to support decision making activities of these systems at program level. Thus, the anomaly detectors use various modelling techniques for assessing the behaviour of processes via the sequence of system calls and their arguments. The techniques are typically based on sequential features (SF), frequency-based features (FF), argument-based features (AF) and hidden-markov models (HM). Table 3 compares our study with some previous work in terms of the modelling techniques and the type of intrusion detection, which can be supervised or not. The final comparison of our approach is made with three other restoration approaches and three commercial malware detectors including Nod32 Anti-Virus, Panda Anti-Virus, and Kaspersky Anti-Virus, which is evaluated in (Passerini, 2009 ). The restoration operations are performed on three system resources of files, registry keys and/or processes. The performance of the approaches and tools is classified as good, average and poor categories. The results are shown in Table 5 . 
CONCLUSION AND FUTURE WORK
We have described a recycle bin mechanism on Unix for repairing the file system damages in a useroriented fashion. The mechanism deals with all situations which threaten the integrity and security of the file system, giving a chance the user to restore unintentional deletions of files. It achieves these goals by monitoring individual user activities, storing destructed files, and using the restoration information to eliminate their effects. We examined its overheads for possible file-related operations of programs, concluding that the CPU and storage overhead caused by the utility is acceptable. This conclusion is also supported by the results of the comparative analysis made with some other approaches and tools.
The main subject of future work is on maintaining the recycle bin efficiently. To achieve this goal, one issue is to determine how long file copies are preserved in the user's disk area. Some users can require file preservation to be in effect during multiple login sessions. To avoid long-term file preservations, an optimum duration must be determined for most utilization of the facility. This raises another issue, which is the disk space usage of stored files. Using the disk quota allowed for each user as an additional parameter, we are currently working on the recycle bin to make it occupy less disk space and to keep it covering some particular sessions.
