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Abstract--it is known that for a three-species autonomous competitive Lotka-Volterra system 
where axial fixed points are local attractors, almost all trajectories converge to the axial fixed points. 
For an n-species autonomous competitive Lotka-Volterra system, we prove that almost all trajectories 
converge to the axial fixed points if the axial fixed points are local attractors and the system can be 
radially projected to a line. @ 2004 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
Consider the n-species autonomous competitive Lotka-Volterra system 
Xi = Xi i -- ai jxj  i = (1) 
where x~(t) is the number of the ith species at time t, x~ denotes ~t  ~ , and hi, aij are positive 
constants, i , j  = 1,...  ,n. Here, the coefficient bi denotes the intrinsic growth rate of the ith 
species, the coefficient a~i denotes that the i th species has a carrying capacity bi/a~i when in 
isolation, and the coefficient aiy for i # j denotes the competition rate between the ith species 
and the j th  species. 
Let/~i denote the axial fixed point on the xi-axis, Ri = (0, . . . ,  0, b~/aii, 0, . . . ,  0). We restrict 
attention to the closed positive cone R~ and denote the open positive cone by int R~_. Each 
k-dimensional coordinate subspace of R~_ is an invariant manifold of system (1), k C {1,. . . ,  n}. 
There is a series of papers studying system (1). Zeeman and Zeeman [1] deduced the global 
dynamics of (1) from its local dynamics under some conditions. Sikder [2] discussed the global 
stability of a definite axial fixed point of (1). For n = 3, Lopez and Sanjuan [3] studied system (1) 
using numerical integrations; Zhang and Chen [4] completely analyzed the dynamics of (1) under 
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their conditions; if each species has the same intrinsic growth rate, Tamiyuki and Kenzi [5] proved 
that system (1) can be projected to a sphere without the condition aij > 0, and Wang [6] gave 
the necessary and sufficient conditions for the existence of periodic solutions of (1) without the 
conditions bi > 0, aij > O. 
For a two-species competitive Lotka-Volterra system where the axial fixed points R1 and R2 
are local attractors, it is known [7] that almost all (in the sense of Lebesgue measure) trajectories 
converge to the axial fixed points Ri, i E {1,2}. The result reflects the phenomenon i  biological 
systems that while competition among species is strong, one of the species tends to reach its 
carrying capacity and others become nearly extinct. This characteristic emerges in a series of 
biological systems [8,9]. 
Van den Driessche and Zeeman extended the result for the two-species system to a three-species 
system. For a three-species competitive Lotka-Volterra system where the axial fixed points R1, 
R2, and R3 are all local attractors, they [10] proved that almost all trajectories converge to the 
axial fixed points Ri, i E {1, 2, 3}. An open question was raised in [10] as to whether or not the 
result for the three-species system can be generalized to competitive Lotka-Volterra systems of 
arbitrary finite dimension. 
The same question was raised recently from an interesting viewpoint. Using statistical data 
from real Internet markets, Adamic and Huberman [11,12] showed that a few websites occupy 
almost all the customers while other web sites tend to be almost ignored in the long run. Let xi 
in (1) denote the fraction of the population that visits the i th website. By numerical integrations, 
they showed that the dynamic behavior of (1) is in agreement with recent measurements onthe 
nature of Internet markets [13]. They raised the same question as that in [10]. Under their 
conditions, Mauer and Huberman [13] attempted to answer the question, but their PrOOf was 
incomplete (see Remark 2.4 for discussion). 
In this paper, for an n-species autonomous competitive Lottc~-Volterra system, we prove that 
almost all trajectories converge to the axial fixed points if the axial fixed points are local attractors 
and the system can be radially projected to a line. 
2. STATEMENT OF  RESULTS 
THEOREM 2.1. If system (1) satis~es 
aij > aj j ,  i ¢ j ,  i, j = l, . . . , n, 
bi = b, i = 1, . . . , n, 
aij = al j ,  V i  < j, j = 3 , . . .  ,n, 
then almost all trajectories converge to the axial fixed points Ri,  i E {1,. . . ,  n}. 
(2) 
(3) 
(4) 
The result means that for almost all positive initial conditions, only one of the species will be 
persistent and its number tends to its carrying capacity while other species become xtinct. 
Allowing for relabeling of the axes, we have the following. 
COROLLARY 2.2. If there is a permutat ion ~ of the indices 1 , . . . ,  n, after which system (1) 
satisl~es inequalities (2)-(4), then almost all trajectories converge to the axial ~xed points Ri, 
i e < l , . . . ,n ) .  
Consider the system in [13] for competitive websites in Internet markets 
IJ , (5) 
where o~, ~, 7 are positive constants, fi is the fraction of the population consisting of customers 
of the i th website. As an application of Theorem 2.1 to system (5), we have the following. 
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COROLLARY 2.3. If V > a, then almost all trajectories of (5) converge to the axial fixed points. 
REMARK 2.4. Maurer and Huberman [13] gave the result of Corollary 2.3, but they only proved 
that the axial fixed points are local attractors, which is not enough for the proof of the result. 
Although the result in Corollary 2.3 has been proven in [7] using a Liapunov function, our proof 
is more clear in a geometrical sense. 
REMARK 2.5. By a change of scale in (1) 
Yi 
X i ~ - - ,  
a i i  
we get a system in Yi for which each aii = 1. On the other hand, by a change of scale in (1) 
1 
aij = bcij, dt = ~ dr, 
we get a system in eij, ~- for which b = 1. Hence, without loss of generality, we can assume b = 1 
and au = 1, 1 < i < n at the outset. Although this assumption would not simplify our proof in 
this paper, it may be helpful for further study. 
3. THREE-D IMENSIONAL CASE 
Here, we prove that the three-dimensional system can be radially projected to a plane, then the 
known global dynamic behavior of the three-dimensional system can be projected to the plane, 
that is, the global phase portrait on the plane can be obtained by projection. At first, we state 
the known result about the three-dimensional system (1) in [10,14]. 
A set S C R n is called balanced if Vu, v c S, u -v  ~ int R~_ and v -u  ~ int R~_. Then, the 
n set A :={x E R~ : ~i=l  x~ = 1} is balanced. The set A is called a unit simplex. 
THEOREM 3.1. (See [14].) All the orbits of (1) in R~ \ {0} converge to a balanced submanifold 
E, and E is homeomorphic to the unit simplex A in R~ by radial projection. 
THEOREM 3.2. (See [10].) System (1) has the following properties when n : 3. 
(i) The fixed point R~ attracts along OE in the plane xj = 0 if and only if b~/a~ > bk/ak~, 
where i, j, k are all distinct, i, j, k E {1, 2, 3}. 
(ii) / f  the fixed points R1, R2, and R3 are ali local attractors on ~,, then almost all trajectories 
converge to one of the fixed points Ri, i E {1, 2, 3}. 
Let n = 3. Under condition (3), System (1) becomes 
' = xi(b 1, 2, 3. (6) X i - -  a i l x l  - -  a i2x2  - -  a i3x3)  , i -~ 
LEMMA 3.3. 
(i) The axiaI fixed points R1, R2, R3 of (6) are a11 local attractors in R 3 / /and  only if 
condition (2) holds for n = 3. 
(ii) Let condition (3) hold. The axial fixed points {R~, i = 1, 2, . . . ,  n} of (1) are all local 
attractors in R n if and only if condition (2) holds. 
PROOF. 
(i) First, we prove condition (2) is sufficient. Without loss of generality, Rl(b/au, 0, 0) is 
considered. The Jacobian matrix of (6) at R1 is 
i b ba12 bala a l l  a l l  
b-  ba2--A1 0 
a l l  
0 b -  ~aal. 
a l l  
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The eigenvalues of the above matrix are 
ha21 ba3~ 
-b ,  b - - - ,  b - -  
all  a l l  
which are negative under condition (2) for n = 3. That is, R1 is a local attractor in R 3. 
Secondly, we prove condition (2) is necessary. Assuming R1, R2, and R3 are all local 
attractors in R 3, it follows from Theorem 3.1 that the fixed point Ri attracts along 0E 
in the plane x j  = 0 where i ~ j ,  i , j  = 1, 2, 3. By Theorem 3.2(i), condition (2) holds for 
n=3.  
(ii) First, we prove condition (2) is sufficient. Without loss of generality, R~(b/an ,O, . . .  ,0) 
is considered. The Jacobian matrix of (1) at R1 has eigenvalues 
ba21 ban1 
-b ,b -  - - , . . . ,b -  - -  
a l l  a l l  
which are negative under condition (2). That is, R| is a local attractor in R ~. 
Secondly, we prove condition (2) is necessary. Without loss of generality, we prove 
an  < akl for every k > 1. In fact, for every fixed k, we can choose j ,  j # 1, j # k. Consider 
the restriction of (1) to the three-dimensional invariant submanifold R~_ n {x : x~ = 0, 
i# l , j , k}  
x~ = x l  (b - allXl - alkxk -- a l j x j ) ,  
x~ = xk(b -- ak lx l  - ak~xk -- ak jx j ) ,  (6') 
' = x j  (b  - xj a j lx l  -- a jkx j  -- a j j x j ) .  
Since R1 is a local attractor in R ~, then Rt is a local attractor of (6~). It follows from 
Lemma 3.3(i) that al l  < akl. | 
It follows from Lemma 3.3(ii) that condition (2) is equivalent o the property that the axial 
fixed points are all local attractors. 
We denote by ¢3 the radial projection from in tR  '~ to the plane 7r3 :={x E int R~_ : x3 = 1}, + 
that is, ¢3(x) -- x /x3 .  
LEMMA 3.4. For the vector field F of (6), there is a vector field H on the plane ~r3 such that every 
orbit of F can be projected onto an orbit of H on Ir3 by the project ion ~3; the corresponding 
system on 7r3 is 
x i = Xl[(a31 - a l l )x1 + (a32 - a12)x2 + (a33 - a13)], (7) 
~i = ~[ (~ - a~)x~ + (a~ - ~)x~ + (a~ - ~)] .  
PROOF. Let 
then 
z~(x) x~ = - - ,  i = 1 ,2 ,  
X3 
= ~33 [(a31 - ai l )xl  -~- (a32 - ai2)x2 ÷ (a33 - ai3)x3] dt (6) 
= x3zd(a31  - a~l)Zl + (a32 - a~2)z2 + (~33 - ~ , ) ] ,  
that is, we can obtain (7) by dT = x3 dr, and orbits of F can be projected to those of (7) on the 
plane ~r 3 by the projection ~3. | 
Dynamics of Competitive Lotka-Volterra Systems 1267 
LEMMA 3.5. Let (2) hold for n = 3, then almost all trajectories of(7) considered on the associated 
projective plane converge to one of the three fixed points: (0, O) or a fixed point at infinity along 
the xj-axis, j = 1, 2, denoted by (oo, O) and (0, oo), respectively. 
PROOF. By Lemma 3.3, the axial fixed points R1, R2, and R3 are all local attractors. It follows 
from Theorem 3.2 that almost all trajectories of (6) converge to one of the axial fixed points Ri, 
i E {1,2,3}. 
Since ¢3(R3) = (0, 0) and for j = 1, 2, ¢3(Rj) is the fixed point of (7) which is at infinity along 
the xj-axis, it follows from Lemma 3.4 that almost all trajectories of (7) converge to one of the 
three fixed points: (0, 0), (0% 0), or (0, oc). |. 
LEMMA 3.6. Let (2) hold for n = 3, then the fixed point of (7) which is at infinity along the 
x j-axis is a stahle node, j = 1, 2. 
PROOF. Without loss of generality, suppose j = 1, so that we are considering (oo, 0). Let (cf. [15]) 
then, 
1 x 2 
U ~ - - ,  V = - - ,  
X l  X l  
du 1 
- -  [ (a31 --  a l l )X  1 -~ (a32  - -  a12)x2  ~- (a33  - -  a13) ]  , 
dt xl  
dv _ x 2 [ (a l  1 _ a21)X l  ~- (a12 _ a22) fg  2 ~- (a13 _ a23) ] .  
dt xl 
Let dw = xl dr, so we have 
du 
- -  ~[ (a31  - -  a l l  ) ~- (a32 - -  a12)v  -~ (a33  - -  a l3 )U] ,  
dT 
dv 
d--g = v [ (a l l  - a21) + (a12 - a22)v  + (a13 - a23) - ] .  
Since 
al l  - -  a31  < 0,  a l l  - -  a21 < O, 
the original point of (7') is a stable node. That is, the fixed point (oo, 0) is a stable node. 
(79 
4.  ARBITRARY F IN ITE-D IMENSIONAL CASE 
We extend Lemma 3.4 to arbitrary finite dimensions and show that under conditions (3),(4), 
system (1) can be radially projected to a line. 
First, some notations. For 2 < k < n, we denote by ¢k the radial projection from int R~_ to 
the hyperplane ~rk :={x int R~_: xk = 1}, that is, Ck(x) = x/xk.  
LEMMA 4.1. I f  condition (3) holds, there is a vector field Hn on the hyperplane 7r~ such that every 
orbit of (1) can be projected onto an orbit of Ha on 7rn by the projection ¢n; the corresponding 
system of Hn is 
! 
x i=x i  a~-a i~) -  a~j -a~j )x j  , i= l , . . . ,n -1 .  (8) 
j= l  
PROOF. Let 
then, 
xi 
z i=- - ,  i = l, . . . , n -1 ,  
xn 
dz~ = x_~ a~j - ai j)xj =- XnZi anj -- aij)zj ~- (ann -- ain) • 
dt x~ j=l 
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Hence, we can consider the restriction of the system to the hyperplane xn = 1, and obtain 
system (8). That is, the orbits of (1) can be projected to those of H~ on the hyperplane ~r~ by 
the projection ~b~. i l  
It follows from the proof of Lemma 4.1 that the conditions b > 0, ai# > 0 for system (1) are 
not necessary for the result of Lemma 4.1. That is, as long as each species has the same intrinsic 
growth rate, system (1) can be projected to the (n - 1)-dimensional hyperplane 7r~ without the 
conditions b > 0, aq > 0. With this idea, we can inductively apply Lemma 4.1 to system (8). 
LEMMA 4.2. Let (3),(4) hold. For each k = (n - 1), (n - 2) , . . . ,  2, there is a vector field Hk on 
the hyperplane 7rk such that every orbit of Hk+l on 7rk+l can be projected onto an orbit of ilk 
on 7rk by the projection Ck, the corresponding system of Ilk is 
x~ = z~ akk  - -  a~k)  - -  a~j - -  a~j )z j  , i = 1 , . . . ,  k - -  1. (S') 
j=l 
It follows from Lemma 4.1 that under conditions (3),(4), the orbits of (1) can be radially 
projected to the orbits of//3 on 7r3 by the projection ¢3 o ¢4 o. . .  o ¢~, where//3 just corresponds 
to system (7). Furthermore, the orbits of (1) can be projected to the orbits of / /2 on 7r2 by the 
projection ¢2 o ~3 o . . .  o Cn, where the corresponding system of/ /2 is 
• ~ = x~[(a~ - a~) - (a~l - a~)~] ,  
which means that system (1) can be radially projected to a system on a line 7r2. 
The lemma follows from (8) and (8'). 
LEMMA 4.3. Let (3),(4) hold, then for 2 < k < n - 1, the projection Ck projects the fixed points 
of Hk+l into the fixed points of Hk, and the projection ~p~ projects the fixed points of (1) into 
the fixed points of H,~. 
LEMMA 4.4. Let (2)-(4)hold, then almost all solutions x(t) = (xl(t) ,x2(t) , . . . ,x~(t))  of (1) 
with x(O) E int R~_ satisfy, for some 1 < i < n, the property 
lira xdt ) = O. t---~+oo 
PROOF. Suppose there is a bounded open subset U C int R~_ such that each solution x(t) = 
(xl(t) ,x2(t), . . .  ,xn(t)) of (1) with x(0) E U satisfies 
limsupx~(t) > 0, 1 < i < n. 
t--++oc 
By Theorem 3.1, each solution of (1) is bounded, so 
r z~(t) lmsup~>0,  i=1 ,2 .  
t~+oo x3t ) 
Let 
g:=~3 01~4 0..-O~)n(U ). 
Then, V is a bounded open subset in int R~_ and 
¢3 o ¢~ o . . .o  ¢~(x(t)) = (xl(t) x~(t)~ 
\x3(t)' x3(t) ) 
is a solution of (7). Therefore, if 
(xl(0) ~ v, X2(0) ~ 
x3(0)' x3(0) ) 
then 
r xdt )  lmsup~ >0,  i=1 ,2 ,  ,-~+~ x~() 
which contradicts Lemma 3.5. 
The above proof also works for the set U C int R~_, where the measure of U is positive in R ~. 
This is because the measure of the set ~b3 o ~b4 o ... o ¢~(U) is positive in R 2. Here, the measure 
is in the sense of Lebesgue measure.  Then,  Lemma 4.4 is proven. | 
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5. PROOF OF THEOREM 2.1 
PROOF OF THEOREM 2.1. It follows from Lemma 4.4 that int R~_ can be partitioned into two 
sets A and B, where the measure of A is zero, and each solution x(t )  of (1) with the initial 
condition x(0) E A satisfies 
tim sup xi (t) > 0, 1 < i < n, 
t--~+co 
while each solution x(t )  of (1) with the initial condition x(0) E B is such that for some 1 < i < n, 
lira x~(t) = O, 
t---~+oo 
that is, the orbit {x(t) : t  _> 0} has an w-limit point on some coordinate hyperplane. 
For k E {2 ,3 , . . . ,n} ,  let Wj~ ..... jk be the coordinate hyperplane of R '~ corresponding to 
x j~, . . . ,  x jk .  Let int Wj~,...,jk C Wj~,...d~ be the set with xj~ > 0 , . . . ,  xjk > 0. 
Suppose there is a set U c B where the measure of U is positive, such that each solution x(t )  
of (1) with x(0) E U does not converge to any of the axial fixed points. 
It follows from Theorem 3.1 that the w-limit points of x(t )  with x(0) C U are on coordinate 
hyperplanes. Since the number of coordinate planes is finite and the measure of U is positive, 
there is a positive-measure subset of U (we still denote the subset by U), a coordinate hyperplane 
Wj~ ..... jk(k > 2), and a set S C intWj~ ..... Jk such that for each point P C S, there is a solution 
x(t )  of (1) with x(0) E U, which has P as an w-limit point. 
In the remainder of the proof, we assume that the set U is an open subset in int R~_ in order to 
make our proof more clear in a geometrical sense. Of course, it is easy to see that the argument 
also applies to the general case where the set U has a positive measure in int R '~ This is because +. 
the measure of Ck o Ck+l o . . .o  ¢~(U) is positive in R k-l ,  k E {2, 3 , . . . ,  n}. 
Without loss of generality, each point P E S can be expressed as 
P = (0, . . . ,  O, pt+l, 0 , . . . ,  O,pt+~+l ,p t+,~+2, . . .  ,pn), 
where l= j ] - l>0 ,  m=j2-1 -1>0,  pt+l >0,  Pt+,~+l>0.  
By the projection el+m+1 o Ct+m+2 o . . .  o Cn, system (1) becomes 
~+~ ] 
' E (  x i = x i  (al+m+l, l+m+l -- ai ,t+m+l) -- ai j  -- a l+m+l , j )X  3 , 
j=] 
i= l , . . . , l+m.  (9) 
The original point of (9) is a hyperbolic stable fixed point. Since the set U is an open subset in 
in tR  ~ +, then V = ¢~+,~+1 o . . .o  Cn(U) is an open subset of int R~_ +m and each w-limit point of 
the solution x(t )  of (9) with x(0) E V can be expressed as 
Q=¢l+m+lO. . .oCn(P)=(O,  ,0, Pz+l 0, ,0)  
Pl+m+l 
that is, Q is on the xt+l-axis of (9). 
Consider the property of (9) near the xz+~-axis. Let Q~ denote the fixed point of (9), which 
is at infinity along the xl+]-axis. For i = 1, . . . ,  l + m, i ¢ l + 1, there is a three-dimensional 
competitive Lotka-Volterra system deduced from (1) 
x~i = x i (b  - a i ix i  - a i , l+lxl+l  -- ai j+m+lxt+~+l),  
X~+ 1 = xl+l  (b - al+l, ixi  -- al+l,l+lxl+l -- al+lJ+m+lXl+,~+l), 
X~+m+ 1 ~ x l+m+l(b  -- al+rn+l,iXi -- a l+m+l, l+lXl+l  -- a l+m+l, l+m+lXl+m+l) .  
(1o) 
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It follows from Lemma 3.4 that the three-dimensional system can be projected to the plane 
71"/+re+l, and the projected system on 7rl+m+l is 
X{ -= X i [ (a l+m+l , l+m+l  - -  a i , l+m+l )  - -  (a i , l+  1 - -  a l+m+l , l+ l )X l+ l  - -  (a i ,  i - -  a l+m+l , i )x i ]  , 
Xl l+ 1 = X l+ l [ (a l+m+l , I+m+l  - -  a l+ l , l+m÷l )  - -  (a l+ l ,  i - -  a l+m+l , i )X i  
- -  (a l+ l , l+ l  - -  a l+m+l , l+ l )X l+ l ] .  
(11) 
On the x~, Xl+l-plane, system (9) is just system (11). Then, we can deduce the property of Qo~ 
in (9) from that in (11). 
It follows from Lemma 3.6 that under condition (2), the fixed point Q~ is a stable node of (11) 
at infinity. The number of systems (11) is (l + m - 1) since i = 1, . . . ,  1 + m, i # 1 + 1. In each 
of these (l + m - 1) systems, the fixed point Q~ is a stable node. Therefore, Qoo is a hyperbolic 
stable fixed point of (9) at infinity. 
On the Xi+l-axis there is a unique positive fixed point of (9) 
0 , . . . ,  0, al+m+l,l+_______ m+__l_-- at+u+___ re+l, 0 , . . . ,  0 ) .  
al+l, l÷l - -  al+m+l,l+l 
Then, the w-limit points {Q} of V on the X/+l-axis must be the fixed point. In fact, suppose 
there is a point Q which is not a fixed point. Since the original point and the fixed point Q~ 
are hyperbolic stable, the unique positive fixed point of (9) is repelling on the xl+Faxis, and the 
solution x(t), which has the point Q as an w-limit point, tends to the original point or the fixed 
point Q~. This contradicts the fact that the solution x(t) has the point Q as an w-limit point. 
Since the w-limit points {Q} of V on the xl+l-axis are the same fixed point, we have 
al+m+l,I+m4-1 al+l, l+m+l (al+l,l+ 1 ~ Pl+_.~l - -  O. 
_ _ _ al+m+l, l+l)pl+m+ 1 
The Jacobian eigenvalues of (9) at Q are 
)~i al+m+l,l+m+l ai,I+m+l (ai,l+l - ~ P~+___! < O, . . . .  Ctl+m+ l,l+ l ) pl+m+ 1 
PI+l 
"~l+l = --(al+m+l, l+m+l - -  al+l,l+m+l} pl+rn+ 1 > O, 
where 1 < i < l + m, i ~ 1 + 1. That is, the fixed point Q is hyperbolic and unstable, so the 
fixed point Q has no (l + m)-dimensional stable manifold. Hence, the solutions x(t) of (9) with 
x(0) c V cannot converge to the fixed point Q. This is a contradiction. 
Therefore, almost all trajectories of (1) converge to the axial fixed points R~, i c {1,. . . ,  n}. | 
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