In quantum mechanics, each observable is assigned a collection of projections. Two observables are compatible (can be measured simultaneously) if and only if any two projections that are assigned to them commute. This led to the study of noncommuting sets of idempotents which further led to the skew lattice theory that was founded and explored by Jonathan Leech. In the present paper we shall see how noncommuting projections can be regarded as generators of a skew lattice.
Introduction
The study of noncommutative lattices began in 1949 with Pascual Jordan, see [12] . Generally speaking, a noncommutative lattice is an algebra (S, ∨, ∧) where operations ∨ and ∧ are both idempotent, associative and satisfy a certain collection of absorption identities. A thorough classification of noncommutative lattices is given by Jonathan Leech and Graţiela Laslo in [13] . Skew lattices represent the class of noncommutative lattices that has been studied the most. We give an exact definition of a skew lattice in the following section.
The natural motivation for the study of skew lattices is the study of bands, ie. semigroups of idempotents. In this respect, a skew lattice is a double band, and the absorption laws provide the connection between the two operations. Such generalizations arise naturally in quantum mechanics, where each observable is assigned a collection of projections (self adjoint idempotent operators) to eigen subspaces of a self adjoint operator on a given Hilbert space H. Two observables are said to be compatible if they can be measured simultaneously. It turns out that two observables are compatible if and only if all projections which are assigned to them pairwisely commute. Projections corresponding to noncompatible observables therefore form a noncommuting collection of idempotents.
Though noncommuting projections do not form a skew lattice or at least a band for usual operations in rings (the product of two projections is idempotent if and only if it is a projection), they instigated the study of skew lattices began. Skew lattices have a rich structure which is described by Leech's two decomposition theorems that were proved by Leech in [14] , while their interesting geometric structure was explored, also by Leech, in [17] . In the present paper we shall see how certain noncommuting projections form a skew lattice for slightly different operations.
Quantum logic started with the work of Birkhoff and Von Neumann in 1936, see [2] . Their motivation was to describe the logic of quantum mechanics. However, the logic of quantum mechanics is not yet fully understood, and so far several quantum logics have appeared. Currently, quantum computational logic and dynamic quantum logic are widely studied, see for instance [4] , [9] and [3] . For an introduction to quantum logic we refer the reader to [6] or [1] .
The work of Fillmore, MacDonald, Radjavi and Radjabalipor provides an independent line of related investigation, namely the study of operator bands, see [10] , [11] and [20] . In [11] and [20] a standard form for pure operator bands (bands with totally ordered components) is defined. We shall make use of this structure in Section 7.
Sections 2 and 3 present some basic notions and notations on skew lattice theory and quantum computational logic, respectively. Section 4 proposes an associative definition of conjunction and disjunction in quantum computational logic. Section 5 studies the structure that is generated by two noncommuting projections, while Sections 6 and 7 present examples of how and when such structures can be regarded as skew lattices.
Basic notions of skew lattice theory
We adopt the definition of a skew lattice from [14] . A set S endowed with two operations meet and join, denoted by ∧ and ∨, is called a skew lattice if the two operations are both idempotent and associative, and they satisfy the following absorption laws:
Recall that a band is rectangular if it is isomorphic to a set X × Y with the product (a, b) (c, d) = (a, d) . Rectangular bands are characterized by the identity xyx = x and each rectangular band can be regarded as a skew lattice with a ∨ b = b ∧ a. On any band S a congruence is defined by x ≡ y if both xyx = x and yxy = y. S/ ≡ is the maximal lattice image of S. Congruence classes of ≡ are called components of S. In this sense, every band is a semilattice of rectangular bands. This is the Clifford-McLean Theorem, see [5] or [21] . For skew lattices we obtain Leech's First Decomposition Theorem, which states that every skew lattice is a lattice of rectangular bands.
In [14] skew lattices in rings were introduced. In a ring R there are two natural ways of defining the operation ∨ (assuming that ∧ is the multiplication), namely the quadratic join
In particular, a∇b = a•b when a•b is idempotent. The study of the operation • dates back to Birkhoff, Von Neumann and Jordan. The operation • need not be idempotent, while the operation ∇ need not be associative. A multiplicative band S ⊆ R which is closed under the operation ∇ is called a ∇-band. A band is called normal if it satisfies the identity abcd = acbd. Every normal ∇-band is a skew lattice, see [15] or [7] . Normal skew lattices have been studied in [16] and [7] . They have the property that they split as a product U × A of a lattice U and a rectangular algebra A. This was first observed by Schein, see [22] .
In [19] Jonathan Leech proved that if idempotents e and f in a ring have the property that ef and f e are also idempotent, then e and f generate a normal skew lattice for ring multiplication and the cubic join. Refer to [14] and [18] to learn more about skew lattices and their structure.
Basic concepts of quantum computational logics
We shall use the notation from [4] . Consider the Hilbert space C 2 and denote the basis for C 2 by B = {|0 , |1 }, where |0 = (1, 0) and |1 = (0, 1).
A qubit is a unit vector in C 2 ; any qubit |ψ can be represented as
where a 0 , a 1 ∈ C and |a 0
, and denote the elements of the basis for ⊗ n C 2 by |x 1 , ..., x n := |x 1 ⊗ ... ⊗ |x n with x i ∈ {0, 1} for all i = 1, ..., n. This orthonormal basis is also called computational basis. An n-qubit system or n-register is a unit vector |ψ in the product space ⊗ n C 2 . The computational basis for ⊗ n C 2 can be labeled as binary strings of length n such as |011...10 . Each such string represents a natural number j ∈ [0, 2 n − 1] and can thus be expressed as
where 0 ≤ j ≤ 2 n − 1 and ||j stands for the basis element corresponding to j.
A quantum logical gate is a unitary operator on ⊗ n C 2 for some n. The Toffoli gate T (n,m,1) is the linear operator
defined on elements of the computational basis by
where ⊕ denotes the sum modulo Z 2 . Map AND can be defined by the Toffoli gate. Take |ϕ ∈ ⊗ n C 2 , |ψ ∈ ⊗ m C 2 and set AND(|ϕ , |ψ ) := T (n,m,1) (|ϕ ⊗ |ψ ⊗ |0 ).
For example, if |ϕ and |ψ are qubits, we obtain AND(|ϕ , |ψ ) = |ϕ ⊗ |ψ ⊗ |ϕψ .
For any n the map NOT is defined by
The map OR is then defined via the De Morgan's laws. For |ϕ ∈ ⊗ n C 2 and |ψ ∈ ⊗ m C 2 :
OR(|ϕ , |ψ ) := NOT(AND( NOT(|ϕ ), NOT(|ψ ))).
Note that, unlike the classical conjunction and disjunction, AND and OR are reversible.
To each unit vector |ψ =
, the probability value can be assigned by Prob(|ψ ) :=
where C + |ψ = {a j : ||j = {|x j 1 , ..., x j n−1 , 1 } represents the amplitude associated to the basis vectors of ⊗ n C 2 ending with 1. It was proved in [4] that for unit vectors ψ ∈ ⊗ n C 2 , ϕ ∈ ⊗ m C 2 the following hold:
Note that Prob(AND(|ψ , |ϕ )) = Prob(AND(|ϕ , |ψ )) and Prob(OR(|ψ , |ϕ )) = Prob(OR(|ϕ , |ψ )) = Prob(|ψ ) • Prob(|ϕ ).
An associative representation of AND, OR
Example 1 Consider |ϕ = |0 , |ψ = |0 and |ρ = |1 . Then AND(AND(|ϕ , |ψ ), |ρ ) = AND(
Hence AND (OR) is essentially non-associative in the sense that it does not allow us to unambiguously define the conjunction of qubits |ϕ 1 ,..., |ϕ n .
However, it is possible to define the conjunction (disjunction) of a finite set of qubits in a slightly different manner.
whereas the negation of |ϕ 1 ,..., |ϕ n ∈ ⊗ n C 2 is defined by
where
We verify that these definitions satisfy the De Morgan's law:
Note that
for any qubits |ϕ and |ψ , where function Prob is defined as above. Like AND and OR, our Conj and Disj are reversible and non-commutative, but they are in a sense associative. However, they are certainly not idempotent. In fact, Prob(Conj(|ψ , |ψ )) = Prob(|ψ ) is equivalent to Prob(|ψ ) ∈ {0, 1}.
Projections corresponding to qubits
Consider a qubit |ψ = a 0 |0 + a 1 |1 , |a 0 | 2 + |a 1 | 2 = 1. Define by P |ψ the projection on the 1-dimensional subspace in C 2 spanned by |ψ . This projection has a matrix representation
in the computational basis. Let
Both P |ψ and K are projections, while P |ψ K and KP |ψ are in general neither idempotent nor self adjoint. However, P KP = |a 1 | 2 P and (P KP )
Proposition 3
The multiplicative semigroup generated by P |ψ and K is
Definition 4 Let |ψ , |ϕ be two qubits with corresponding projections P |ψ , P |ϕ . Define the meet of |ψ and |ϕ by
Define the join of |ψ and |ϕ by
and define the negation by
Note that operations ∧ and ∨ are both associative. Consider the "doublesemigroup" S generated by K, P |ϕ and P |ψ , ie. all finite {∧, ∨}-combinations of matrices K, P |ψ and P |ϕ . For A ∈ S define the probability Prob(A) of A to be the (2, 2)-entry in A. 
and Prob(P |ψ ∧ P |ϕ ) = Prob(AND(|ψ , |ϕ )), Prob(P |ψ ∨ P |ϕ ) = Prob(OR(|ψ , |ϕ )), Prob(P ′ |ψ ) = Prob(NOT(|ψ )).
Proof. Let
Note that the (2, 2)-entry in P |ψ K is just the (2, 2)-entry in P |ψ whereas the (2, 2)-entry in KP |ϕ is the (2, 2)-entry in P |ϕ .
Projections in M 2 (C) forming a skew lattice
Consider a projection
as above. When is Prob(P ) = 0? The only such matrix is J = 1 0 0 0 .
Obvioulsy P ∧ J = P KJ = P 0 = 0 and J ∧ P = 0 for all P of the kind. From now on we shall only consider projections with non-zero probability, ie. a 1 = 0. Assign to P a matrixP bȳ
,
. Note that we can read the Prob(P ) fromP since Prob(P ) = |a 1 | 2 = 1 1 + |u| 2 .
Consider two projections
with a 1 b 1 = 0 and assign to themP andQ, respectively. Then
2 P =P and
Furthermore,
Projections P and Q are called compatible if P Q = QP , which is also equivalent to (P Q) 2 = P Q. How do we determine whether two propositions are compatible in our representation? where u ∈ R and w ∈ {v, 1/v}.
Proof. Compute
Hence P Q = QP if and only if
and
Assume that neither
. Then we can cancel the (|a 0 | 2 − |a 1 | 2 ) factor in (3) and obtain
This implies r 2 (1−r 2 ) = s 2 (1−s 2 ), which implies either s = r or s = √ 1 − r 2 . Equation (5) . In either case we first obtain (5) and then (3) .
If
, and
But e i(α−β+δ−γ) ∈ R together with (4) implies α − β ∈ {0,
}, which yields the following four possibilities forP ∧Q:
Conversely, ifP ∧Q is of a form as in 1. of the Theorem, then |a 0
, and (3) follows. The last case to consider is a 0 = 0. Furthermore, (2) implies b 0b1 |a 1 | 2 = 0, which yields b 0 = 0 (we have assumed a 1 b 1 = 0). But in this case projections P and Q are both equal to K and, of course, P Q = QP = K.
MatricesP andQ form a rectangular band for the meet operation. Each rectangular band can be considered a skew lattice with
.
Theorem 7 Let {P 1 , .., P n } be a finite number of projections in M 2 (C) with non-zero probability. Then assigned matrices {P 1 , ..,P n } generate a skew lattice S for operations ∧ and ∇.
Proof. Rank of all matrices in S equals 1, and they all have the (2, 2)-entry equal 1. Hence KAK = K and AKA = A for all A ∈ S.
Operation ∧ is certainly associative, and we have seen that it is also idempotent. Since A∇B = B ∧ A, ∇ is also idempotent and associative. The four absorptions follow like: Proof. In the above decomposition P has the form
where A = A * and C = C * . Since P is idempotent, we obtain A = A 2 +BB * , B = AB + BC and C = B * B + C 2 . Furthermore, P KP = P implies B * B = 0, while KP K = K implies C 2 = I. Finally, replace B with BC to obtain the assertion.
Next, we consider the situation of two projections.
Proposition 9 Let P, Q : H → H be projections. Projections K P and K Q with the property 
Proof. There are three possibilities:
In each of the three possibilities we decompose H accordingly:
and obtain the desired forms by Lemma 8.
In the case of pure operator bands (components are totally ordered) an equivalent form to the form in Proposition 9 was proposed by Fillmore, MacDonald, Radjabalipour and Radjavi in [11] and [20] . This form was further explored for the skew lattice case in [8] .
Fix a decomposition on H and fix a basis. Denote by K the set of all diagonal matrices with 0s and 1s on the diagonal. The set K is a lattice for operations
Denote by P the set of all projections R that satisfy RK R R = R and
For projections P and Q set
Notice (P ∇Q) ∧ (P ∇Q) = P ∇Q and (P ∇Q)∇(P ∇Q) = P ∇Q. Operation ∧ is associative: for projections P, Q, R we obtain
and similarly
Consider projections P and Q as in Proposition 9. Depending on the form of P and Q we obtain one of the following:
1.
3. Proof. Let S denote the set of all finite {∧, ∇}-combinations of elements of the generating set {P i : i ∈ I} ∪ {Q j : j ∈ J}. In each of the cases, observe that (P ∇Q) ∧ (P ∇Q) = P ∇Q, hence (P ∇Q)∇(P ∇Q) = P ∇Q. Furthermore, in each of the cases we obtain a lattice of rectangular bands: 1 rectangular band in 1, 2 in 2 and 4 in 3. Operations ∧ and ∇ are both idempotent, and ∧ is also associative. It is an easy exercise to verify that ∧ and ∇ satisfy the four absorption laws. Therefore S is a ∇-band. To prove that it is a skew lattice, it suffices to show that S is a normal band, [7] . Indeed, for A, B, C, D ∈ S we obtain
Remark 11 In [7] slightly different ∇-bands were studied, namely with meet operation being just the ordinary ring multiplication. For such ∇-bands it was proved that normality guarantees a skew lattice structure. But the proof can easily be adopted for our ∇-bands, and the same assertion follows.
