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We show that confinement in the quantum Ising model leads to nonthermal eigenstates, in both
continuum and lattice theories, in both one (1D) and two dimensions (2D). In the ordered phase,
the presence of a confining longitudinal field leads to a profound restructuring of the excitation
spectrum, with the low-energy two-particle continuum being replaced by discrete ‘meson’ modes
(linearly confined pairs of domain walls). These modes exist far into the spectrum and are atypical,
in the sense that expectation values in the state with energy E do not agree with the microcanonical
(thermal) ensemble prediction. Single meson states persist above the two meson threshold, due to a
surprising lack of hybridization with the (n ≥ 4)-domain wall continuum, a result that survives into
the thermodynamic limit and that can be understood from analytical calculations. The presence
of such states is revealed in anomalous post-quench dynamics, such as the lack of a light cone, the
suppression of the growth of entanglement entropy, and the absence of thermalization for some initial
states. The nonthermal states are confined to the ordered phase – the disordered (paramagnetic)
phase exhibits typical thermalization patterns in both 1D and 2D in the absence of integrability.
Introduction: In a generic quantum many-body sys-
tem eigenstates are thermal, in the sense that expecta-
tion values (EVs) within an eigenstate agree with the mi-
crocanonical ensemble (MCE, thermal) prediction [1–18].
At the heart of understanding this behavior is the eigen-
state thermalization hypothesis (ETH) [1, 2, 13], which
proposes a simple set of criteria for this to occur. Briefly
summarized, the ETH tells us that an operator Oˆ will
have a thermal EV in an eigenstate |α〉 with energy Eα
provided its matrix elements satisfy [3, 13]
Oˆα,β = O¯(E)δα,β + e
−S(E)/2O˘(E,ω)Rα,β . (1)
Here E = (Eα + Eβ)/2, ω = (Eα − Eβ), and the ETH
supposes O¯(E) is such that Oˆα+1,α+1−Oˆα,α ∝ e−R (with
R the system size). The off-diagonal elements are sup-
pressed by the thermodynamic entropy S(E) and charac-
terized by a well-behaved smooth function O˘(E,ω) and a
random variable Rα,β with zero mean and unit variance.
It is generally assumed that a non-integrable quan-
tum many-body system obeys the ETH, with matrix el-
ements of local observables satisfying Eq. (1) (see, e.g,
the short argument in [17]). In large volume, at finite
energies, the extensivity of S(E) suppresses the second
term in (1), and EVs are governed solely by the smooth
function O¯(E). EVs are then thermal by construction, as
the MCE prediction coincides with O¯(E). In a finite vol-
ume, there is some variance about O¯(E), which shrinks
to zero with increasing system size.
It is known, however, that nonthermal states that vio-
late the ETH can also exist in finite size systems [7, 8, 19–
21], usually being observed at the very edges of the
spectrum. The presence of such nonthermal states
in the spectrum can have important consequences for
nonequilibrium dynamics [13, 20–23], in particular lead-
ing to an absence of thermalization following a quantum
quench [19, 21]. Thermalization is used here in the sense
that EVs in the diagonal ensemble (DE) agree with the
microcanonical ensemble (MCE) result [4, 5]. Such pre-
dictions can now be routinely tested in cold atomic gases,
following ground breaking progress in isolating and con-
trolling such systems [24, 25].
In this Letter, we show that nonthermal states can ex-
ist away from the very edges of the spectrum in theories
with confinement, both in 1D and 2D. We will show this
to be true both on the lattice and in the scaling (contin-
uum) limit. In the continuum limit, which is not usually
the subject of ETH studies, we are able to harness pow-
erful numerical techniques [26] to look at large system
sizes, and present systematic analytical calculations that
support our results. On the lattice, we use matrix prod-
uct state (MPS) methods [27] to show that the observed
physics is not a remnant of the scaling limit and so may
be possible to probe in experiments on low-dimensional
quantum magnets (see, e.g., [28–31]).
1D lattice and continuum theories: Let us focus on
a particular example of a theory with confinement, the
quantum Ising chain with an additional longitudinal field
Hlatt =
N∑
j=1
Jσzjσ
z
j+1 + hxσ
x
j + hzσ
z
j . (2)
Here σαj (α = x, y, z) are the Pauli matrices acting on the
jth site of the chain, J is the Ising exchange parameter,
and hx (hz) is the transverse (longitudinal) field strength.
Taking the scaling limit in the vicinity of the critical point
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FIG. 1. (Upper) EEV spectrum of the spin operator σ(0) as
a function of energy E for (3) with m = 1, g = 0.1, R = 35.
Arrows show the (semiclassical) energies of the first forty me-
son states [36]. The MCE (thermal) result is shown within
the continuum, with error bars denoting the standard devi-
ation of results averaged over. (Lower) EEV spectrum of∑
j σ
z
j /N as a function of energy E in the lattice model (2)
with J = −1, hx = −0.5, hz = 0.1, for N = 40 sites, com-
puted with DMRG for open boundary conditions. Arrows are
a guide for the eye, highlighting the nonthermal states. Here
the nonthermal states are meson like states confined to the
vicinity of a boundary.
(hx = 1, hz = 0), one arrives at the field theory [32, 33]
Hft =
∫ R
0
dx
(
ψ¯∂xψ¯ − ψ∂xψ + imψ¯ψ + gσ
)
. (3)
Here R is the system size, ψ¯ (ψ) are right (left) moving
Majorana fermion fields, m is the fermion mass (m ∼ 1−
hx), g is the continuum longitudinal field, and σ(x) is the
spin operator in the continuum. For generic values of the
parameters, both the lattice (2) and the continuum (3)
models are nonintegrable [34, 35]. Herein we (mostly)
focus on the ordered phase, |hx| < 1 and m > 0.
In the absence of a longitudinal field (hz = 0, g =
0) low-energy excitations are spin flips (costing energy
∼ 2m), which fractionalize into pairs of domain walls
that are free to independently propagate. Thus, at
low-energies, above energy 2m there is a continuum of
two-particle states. The presence of a longitudinal field
hz 6= 0, g 6= 0 profoundly changes this. The energy
cost of a domain of flipped spins now grows linearly in
the size of the domain. This confining potential between
domain walls (much like quarks in quantum chromody-
namics (QCD) [37]) leads to a collapse of the low-energy
continuum into discrete ‘meson’ excitations, formed from
pairs of domain walls [38, 39]. This has been observed in
two quasi-1D quantum magnets, CoNb2O6 [28, 29] and
SrCo2V2O8 [30, 31].
The presence of confinement leads to nonthermal states
appearing within the spectrum, despite the system being
nonintegrable. To show this, we construct eigenstates
of the two models, (2) and (3), and measure the aver-
age magnetization within each state [40]. On the lattice,
we do this via the density matrix renormalization group
(DMRG) [27] by targeting up to 150 low-lying eigen-
states [41]. In the continuum we use truncated spec-
trum methods [26] to construct thousands of low-lying
eigenstates [42]. Example results are shown in Fig. 1;
we see that there are two major features in the eigen-
state expectation value (EEV) spectrum. Firstly, there
is a thermal-like continuum of excitations on the right
hand side of the plot (confirmed by comparison with the
MCE in the continuum). With increasing system size,
this continuum narrows as predicted by Eq. (1), see [21].
Secondly, there is a line of states that is well separated
and above this continuum (see the arrows in both plots),
whose EVs do not coincide with the MCE results. These
states remain separated from the thermal continuum up
to the largest system sizes (R ∼ 75) that we can reach;
extrapolation to the infinite volume limit is consistent
with the nonthermal states possessing a different mag-
netization to the MCE, as shown in the supplemental.
These features are seen in both the continuum and on the
lattice; the similarity between the two panels in Fig. 1 is
striking.
One advantage of tackling this problem in the con-
tinuum is that we have well-controlled analytical ap-
proaches, as well as the numerical data, that allow us
to understand these nonthermal states. For example, in
the upper panel we draw arrows at the energies of the me-
son (linearly-confined domain walls) excitations, as pre-
dicted from a semiclassical analysis [36, 43, 44]. We see
that these coincide exactly with the nonthermal states.
We also have direct access to the wave functions, and see
that these states are well described by the two (domain
wall) fermion sector of the theory [26]. The nonthermal
states are well approximated by the meson form:
|Mn〉 =
∑
ν=NS,R
∑
pν
Ψn(pν)a
†
pνa
†
−pν |ν〉, (4)
where a†pν creates a fermion of momentum pν in the
ν = NS,R (Neveu-Schwarz and Ramond respectively)
sector of the Hilbert space [45], |ν〉 is the vacuum within
a given sector. The wave function, Ψn(p), and the mass
of the meson,Mn, can be determined analytically via the
Bethe-Salpeter equation, see [46] for details.
Meson stability above thresholds: The persistence
of well-separated single meson excitations above the two-
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FIG. 2. We plot the relative second order correction to the
energy of the first 19 zero momentum mesons (δE2/E) coming
from mixing with 0 and 4 domain wall states. For comparison
we also plot the energy correction to the zero momentum
spin flip excitation in the disordered phase. Note that the
correction for the mesons is from 10−2 to 10−4 that of spin
flip excitation. Here g = 0.1.
meson threshold is, at first glance, surprising. Analo-
gously to QCD (see, e.g., [37]), one might expect these
single mesons to be unstable, with open decay channels
to multimeson states. As shown in Fig. 1, this intuition
is incorrect. To shed some light on this, we consider the
(two domain wall) meson excitations, described by (4),
and compute the second order energy correction that
comes from hybridization with four domain wall states
and vacuum [47]. Below we will see that this correction
is exceedingly small compared to the bound state energy,
E = Mn, in contrast to the second order correction com-
ing from the spin flip excitations within the disordered
(paramagnetic) phase, where confinement is absent [48].
We find that the meson corrections are orders of magni-
tude smaller than those of the paramagnetic spin flip.
We give explicit details of the second order energy
computation in the supplemental (see also [21]), only
schematically sketching the calculation here. The prob-
lem is split into three parts, H = Hmeson +Hfree +Hint.
The first part, Hmeson, describes the single meson part
of the problem, whose eigenstates are given by (4). In
Hfree we describe the non-interacting part of all the other
(n > 2) fermion sectors of the theory. Finally, Hint
contains all interaction vertices, except the two-fermion-
to-two-fermion case, which was taken into account in
Hmeson. We specifically consider vertices involve two-
to-four fermions and two-to-zero fermions. A similar cal-
culation is performed for the second order correction of
the single particle excitations in the disordered phase.
We present results of our computations in Fig. 2, show-
ing the relative second order corrections to the zero mo-
mentum energy for the first nineteen meson states (green
circles). For comparison we present the corresponding
computation for the zero momentum fermion in the dis-
ordered phase (red square). We see that the energy cor-
rections for all of the mesons range from 10−5 to 10−3 of
their unperturbed energy. Moreover the energy correc-
tions for those mesons which lie above the four domain
wall continuum, i.e. that are not nominally kinematically
stable, are no larger than those below the threshold. We
also see that the meson energy corrections are at least two
orders of magnitude smaller than the correction of the
fermion (spin flip) for the disorder phase. Thus the meson
excitations, states of the form (4), appear to quasi-stable
to mixing with four domain wall states. This supports
the results of the previous section; by slightly dressing the
states (4), we form completely stable nonthermal states in
the finite volume. Note that this is counter to the usual
intuition from QCD, where one would expect the single
meson to be unstable to kinematic decay above the two
meson threshold. Even at higher orders in perturbation
theory, the two domain wall sector of the theory appears
to continue to mix only very weakly with the sectors con-
taining n ≥ 4 domain walls, despite there being scatter-
ing processes induced by the longitudinal magnetic field
that remain finite into the thermodynamic limit. While
we have not extended our second order correction to ac-
count for mixing with six domain wall states explicity, we
expect such mixing to be considerably smaller because of
phase space considerations [49].
Extension to 2D: Surprisingly, the above analysis in
1D extends in a straightforward manner to higher di-
mensions. Consider the following 2D Hamiltonian:
H2D =
∑
j
(
Hj + J⊥
∫ R
0
dxσj(x)σj+1(x)
)
, (5)
formed from individual Ising continuum chains
Hj =
∫ R
0
dx
(
ψ¯j∂xψ¯j − ψj∂xψj + imψ¯jψj
)
, (6)
coupled by a local spin-spin interaction of strength J⊥.
For this system the coupling J⊥ between neighbouring
ordered (m > 0) chains provides a confining potential.
Meson-like approximate eigenstates of (5), of the form
|En〉 =
∑
νk=NS,R
N∑
j=1
∑
pνj
Ψ{ν}n (pνj )A
†
j(pνj )A
†
j(−pνj )|{ν}〉,
(7)
can be found via an analogous Bethe-Salpeter equa-
tion [50]. Here N is the number of chains, A†j(pν) creates
a fermion in the jth chain with momentum pν in the
ν = NS,R sector, and |{ν}〉 = ⊗Nj=1|νj〉 are the vacuum
states of the system, formed from the individual νj-vacua
in each chain. The physical character of the wave func-
tion Ψ{ν}n (pνj ) is similar to the 1D case, Eq. (4).
With meson states (7) (i.e., approximate two fermion
eigenstates) defined, one can proceed in a similar manner
to the previous section, and compute their self-energies.
This calculation is essentially identical to the previous
case, leading us to conclude that meson excitations in 2D
are extremely long-lived excitations. We can no longer
4construct the EEV spectrum in 2D (cf. Fig. 1 in 1D), but
a mean field decoupling of the 2D system into 1D chains
suggests that these meson-like excitations should behave
similarly to those analogous excitations in 1D, i.e. they
are nonthermal states. In the next section we provide
further evidence of this.
Nonequilibrium dynamics in 2D:Having argued that
nonthermal states exist in the 2D theory with confine-
ment, Eq. (5), we now support this with evidence that
the nonequilibrium dynamics is anomalous [51]. This is
one of the signatures of the presence of nonthermal states
in the spectrum. Nonequilibrium dynamics is induced by
a quench of the interaction J⊥ = 0→ J⊥ 6= 0. Both the
initial state and subsequent time-evolution are computed
in the chain array matrix product state (ChainAMPS)
framework [26]. This methodology blends truncated
spectrum methods with MPS algorithms, and has been
used to study the entanglement entropy and spectrum
of the 2D Ising model [52], and to compute the time-
evolution following a quantum quench [53].
In Fig. 3 we present results for the
time-dependence of the connected two-point
spin correlation function between chains,
|〈σi+y(x, t)σi(x, t)〉 − 〈σi+y(x, t)〉〈σi(x, t)〉|, (upper
panels) and the entanglement entropy SE (lower panels)
for quenches from the J⊥ = 0 ground state to J⊥ 6= 0,
for both ordered (m > 0) and disordered (m < 0) chains.
Here SE is defined as the Von Neumann entanglement
when the system is partitioned into two semi infinite ar-
rays of chains. For ordered chains the two-point function
does not show the usual light cone behavior following the
quench, with response instead being strongly suppressed
and correlations remaining local. In the presence of con-
finement this is consistent with the quasiparticle picture
of Calabrese and Cardy [54, 55]: the quench generates
pairs of quasiparticles with opposing momenta (forming
mesons in the presence of confinement), which propagate
away from one another. At fixed energy density (as set
by the quench), the particles can only separate a finite
distance before the confinement potential saturates the
available energy, and hence the light cone is suppressed.
In contrast, the disordered case, where confinement is
absent, displays a clear light cone spread of correlations.
This suppression of the propagation of quasiparticles
also impacts the growth of SE (with entanglement being
carried by these quasiparticles), as is shown in the lower
panels of Fig. 3.
Before concluding, we note that similar effects have
been observed in the non-equilibrium dynamics of (2)
and (3). In the lattice problem (2), Kormos et al. [56]
observed both a suppression of the light cone and the
growth of the entanglement entropy following a global
quantum quench. Non-equilibrium dynamics following
quenches in the field theory (3) have also shown clear
signatures of the meson excitations [21, 57, 58].
Conclusions: In this Letter, we have seen that non-
Ordered phase Disordered phase
FIG. 3. (Upper) The time-evolution of the connected cor-
relation function, |〈σi+y(x, t)σi(x, t)〉 − 〈σi+y(x, t)〉〈σi(x, t)〉|,
following quenches in the 2D quantum Ising model (5) for R =
8, J⊥ = 0 to −0.15 and (left) ordered chains m = 1, (right)
disordered chains m = −1. Both cases start from a J⊥ = 0
ground state. Dynamics are computed via ChainAMPS [26].
(Lower) The time-evolution of the entanglement entropy SE
following the same quenches. Note the y-axis of the lower
left panel has been increased by a factor of 100. A detailed
discussion of the simulations is provided in the Supplemental.
thermal states appear in the Ising model, in 1D and 2D,
when confinement is present. The nonthermal states have
EVs that do not match the MCE prediction, highlighting
their nonthermal nature, despite an absence of integra-
bility. We saw this very explicitly in Fig. 1, in both the
continuum and on the lattice, by computing the EEV
spectrum of the longitudinal magnetization.
We identified the nonthermal states as being meson-
like, in that the state is well approximated by linearly
confined pairs of domain walls, as expressed in Eqs. (4)
and (7). The mesons hybridize only very weakly with
the thermal continuum of multimeson states, see Fig. 2.
From controlled numerical and analytical calculation in
1D, we turned our attention to 2D and argued that such
meson states exist there, with essentially the same cal-
culations applying in 1D and 2D. The presence of such
nonthermal states can lead to anomalous nonequilibrium
dynamics, illustrated in Fig. 3, such as suppression of the
lightcone and entanglement growth, as well as an absence
of thermalization [59] (for a recent example of this in a
quantum quench of a 1D lattice model, see Ref. [60]).
While we have focused on Ising models in 1D and 2D, it
is natural to expect that the physics of nonthermal states
carries over to other theories with confinement. Recently,
holographic theories with confinement have shown an ab-
sence of thermalization [61], a hallmark of the presence
5of nonthermal states. A natural test of this conjecture
could be provided by the Schwinger model in an elec-
tric field, which has been the subject of a number of re-
cent works [62–67] (the disordered Schwinger model has
also recently been shown to display confinement driven
non-ergodic behaviour [68, 69]). We also note that re-
cently kinetic constraints have been identified as a mech-
anism leading to non-ergodic eigenstates midspectrum
[70]. These examples taken together suggest models pos-
sessing athermal eigenstates are not uncommon. It will
be a topic of future research to arrive at a classification
scheme for such non-ergodic quantum systems.
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S1: Details of the DMRG and additional data
The spectrum of the lattice model, Eq. (2), was cal-
culated for an open chain of N = 40 sites, by first us-
ing standard finite size DMRG techniques [27] to find
the ground state, and then a projector method to con-
struct excited states (see Ref. [71] for a nice description
of this approach). This method is not guaranteed to find
all the excited states in order, but if enough states are
constructed and the weight parameter for the projector
is chosen judiciously one can be reasonably confident of
calculating the low energy spectrum correctly. The max-
imum truncation error allowed in the DMRG algorithm
was 10−10 and 20 finite size sweeps (20 left sweeps plus
20 right sweeps) were performed for each state. To en-
sure that our DMRG routine was working appropriately,
we carried out tests on a system of N = 14 sites versus
exact diagonalization.
In order to compare results from DMRG on a finite
size system with open boundaries to results with pe-
riodic boundary conditions in the field theory (3) (for
which we consider only the zero momentum sector), we
average the expectation values of the spin operator ob-
tained in DMRG over all sites. This produces a zero
(quasi)momentum quantity from the DMRG lattice sim-
ulations. We remind the reader that in the field the-
ory (3), expectation values in zero momentum states
|k = 0〉 satisfy
〈k = 0|σ(x)|k = 0〉 = 1
R
∫ R
0
dx 〈k = 0|σ(x)|k = 0〉,
by translational invariance of the eigenstates.
In the upper panel of Fig. S1 we present an alternative
lattice data set for the smaller value of hz = 0.05 (with all
other parameters as in the lower panel of Fig. 1), show-
ing that the nonthermal states are present in a range
of parameters in the lattice model. Here the thermal
continuum is slightly better converged than the results
presented in the main body of the paper, showing clear
structure that will broaden into the continuum in the in-
finite volume. Notice that again the nonthermal states
persist for as far into the continuum as we can reach with
DMRG, and have very well separated eigenstate expec-
tation values. This is also true for the field theory (3),
with the lower panel of Fig. S1 showing comparable data
for (3) with m = 1, g = 0.2. Once again, the similarity
between the lattice and continuum data is evident.
S2: Some details of the truncated space approach to
the perturbed Ising field theory
In this part of the supplemental, we recap the cen-
tral details of the truncated spectrum approach to the
perturbed Ising field theory. This was first developed
by Yurov and Zamolodchikov [72] and used to solve the
eigenvalue problem for low-lying eigenstates.
We begin by considering a system of finite size R; for
quantities such as the ground state energy this is ex-
pected to reproduce the infinite volume results up to cor-
rections that are exponentially small in the system size
(due to the presence of a spectral gap). We write the
Hamiltonian in the form
H(m, g) = H0(m) + gV, (S1)
with
H0(m) =
∫ R
0
dx
[
ψ¯∂xψ¯ − ψ∂xψ + imψ¯ψ
]
, (S2)
V =
∫ R
0
dx σ(x). (S3)
Here H0(m) is the Hamiltonian for free fermions of mass
m. The Hilbert space of H0(m) in the finite volume R
splits into two sectors, called Neveu-Schwartz (NS) and
Ramond (R), which correspond to antiperiodic and peri-
odic boundary conditions for the fermions [32].
Due to the difference in boundary conditions on the
fermions in the two sectors of the Hilbert space, the mo-
menta of the fermions within these sectors are quantized
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FIG. S1. (Upper) Low-lying eigenstate expectation value
spectrum of
∑
j σ
z
j /N as a function of energy E in the lattice
model (2) with J = −1, hx = −0.5, hz = 0.05, for N = 40
sites, computed with DMRG. (Lower) A similar plot from
the field theory (3) with m = 1, g = 0.2 and R = 25, for
energy cutoff EΛ = 12.5. We highlight the first fifteen meson
state energies, computed semiclassically [36], via arrows. See
Fig. 1 of the main text for similar data for hz = 0.1, g = 0.1.
differently. The momenta of the fermions is quantized as
2pin/R with n ∈ Z+ 12 in the NS sector and n ∈ Z in the
R sector. Eigenstates of H0(m) are obtained by acting
on the vacuum with fermion creation operators:
|k1, . . . , kN 〉NS = a†k1 . . . a
†
kN
|0〉NS , ki ∈ Z+ 1
2
,
|q1, . . . , qN 〉R = a†q1 . . . a†qN |0〉R, qi ∈ Z,
Herein we use ki for the half-integer defining the mo-
mentum in the NS sector, and qi for the integer in the
R sector. Creation operators obey the usual canonical
anticommutation relations
{ak, a†k′} = δk,k′ , {aq, a†q′} = δq,q′ .
AnN -particle state is an eigenstate ofH0(m) with energy
EN (R) given by
EN (R)NS = E0(R)NS +
N∑
i=1
ωki(R), EN (R)R = E0(R)R +
N∑
i=1
ωqi(R), (S4)
where the single particle dispersion is ωk(R) =
√
m2 + (2pik/R)2 and the vacuum energy is [32]
E0(R)NS =
m2R
8pi
logm2 − |m|
∫ ∞
−∞
dθ
2pi
cosh θ log
(
1 + e−|m|R cosh θ
)
,
E0(R)R =
m2R
8pi
logm2 − |m|
∫ ∞
−∞
dθ
2pi
cosh θ log
(
1− e−|m|R cosh θ
)
.
The full problem (S1) also features a finite strength of the magnetic field, g. The spin operator σ(x) must also
satisfy periodic boundary conditions in the finite volume, i.e. σ(x+R) = σ(x). This restricts the free fermion states
allowed in each sector of the Hilbert space, and this restriction depends on the sign of the mass m (i.e., the phase of
the Ising model) [32]:
m > 0 :
NS-states with Nf ∈ 2Z,
R-states with Nf ∈ 2Z. m < 0 :
NS-states with Nf ∈ 2Z,
R-states with Nf ∈ 2Z+ 1. (S5)
Here Nf is the number of fermions within the basis states.
As well as modifying the allowed states, the spin operator in the Hamiltonian (S1) couples the states in different
sectors of the Hilbert space. The matrix elements of the spin operator, in the basis of eigenstates of H0(m), are known
7from integrability [43, 73, 74]
NS〈k1, . . . , kK |σ(0, 0)|q1, . . . , qN 〉R = S(R)
K∏
j=1
g˜(θkj )
N∏
i=1
g(θqi)FK,N (θk1 , . . . , θkN |θq1 , . . . , θqN ),
where θkn are finite-size rapidities that satisfy |m|R sinh θkn = 2pikn (and similar for qn),
g(θ) =
eκ(θ)√|m|R cosh θ , g˜(θ) = e−κ(θ)√|m|R cosh θ , κ(θ) =
∫ ∞
−∞
dθ′
2pi
1
cosh(θ − θ′) log
(
1− e−|m|R cosh θ′
1 + e−|m|R cosh θ′
)
,
FK,N is the matrix element of the spin-field in the infinite volume [75]
FK,N (θ1, . . . , θK |θ′1, . . . , θ′N ) = ib
K+N
R cσ¯
∏
0<i<j≤K
tanh
(
θi − θj
2
) ∏
0<p<q≤N
tanh
(
θ′i − θ′j
2
) ∏
0<s≤K
∏
0<t≤N
coth
(
θs − θ′t
2
)
,
(S6)
where σ¯ = s¯|m|1/8, s¯ = 21/12e−1/8A3/2 = 1.35783834 . . ., and A is Glashier’s constant. The factor S(R) is the vacuum
expectation value:
σ¯S(R) =
{
NS〈0|σ(0, 0)|0〉R for m > 0,
NS〈0|µ(0, 0)|0〉R for m < 0,
where µ(0, 0) is the disorder parameter (dual to σ(0, 0)) in the Ising field theory (3). This expectation value also has
a known form, due to Sachdev [76]
S(R) = exp
(
(mR)2
2
∫∫ ∞
−∞
dθ1dθ2
(2pi)2
sinh θ1 sinh θ2
sinh(mR cosh θ1) sinh(mR cosh θ2)
log
∣∣∣∣coth θ1 − θ22
∣∣∣∣
)
.
With the above knowledge at hand, we can form the
complete Hamiltonian matrix (S1) in the basis of free
fermion eigenstates. Of course, we cannot deal with the
full Hamiltonian, as the Hilbert space is still infinite. So,
to tackle the problem numerically the Hilbert space is
truncated. This truncation is motivated by the renor-
malization group relevant properties of the perturbing
operator σ(x). With scaling dimension 1/8 the operator
is strongly relevant, and as a result it strongly mixes low
energy basis states. However, it does not strongly couple
low and high energy basis states, and so one can truncate
the basis through the introduction of a cutoff.
There are numerous ways to truncated the basis.
For example, in Ref. [43] the authors propose a simple
scheme, where the ‘level’ of a state is defined through
|p1, . . . , pN 〉 : level ≡ ` = 1
2
∑
i
|pi|.
and the Hilbert space is truncated at some maximal level
L = `max. Symmetries of the model, such as translational
invariance, can be implemented by working in a given
symmetry sector (e.g., at fixed momentum P =
∑
i pi).
Following such a truncation, the Hamiltonian is a finite
matrix and can be diagonalized with standard numeri-
cal routines. In the Ising theory, such a procedure has
been shown in many cases to produce results in excellent
agreement with other analytical or numerical approaches,
see e.g. Ref. [43].
Extensions to mitigate the Hilbert space truncation
are possible, see the recent review [26] for further de-
tails. A detailed discussion of convergence, etc., is given
in Ref. [21].
S3: Finite-size scaling of the nonthermal states
In this section, we consider the nonthermal states that
appear in the eigenstate expectation value (EEV) spec-
trum of the field theory (3), and how they vary as a func-
tion of system size R in comparison to the microcanonical
ensemble (MCE, thermal) prediction. For brevity, we fo-
cus on the case presented within the main text, the field
theory (3) with m = 1 and g = 0.1, and consider the EV
of the integrated spin operator R〈σ(0)〉 (i.e. the magne-
tization of the state). An example of the EEV spectrum
for the local magnetization with system size R = 35 is
presented in the upper panel of Fig. 1 of the main text,
where the nonthermal states are highlighted by arrows.
We present our example results in Fig. S2. For clarity
we consider the average magnetization of the n = 11 →
15 nonthermal states, measured relative to the ground
state. These states have energies well within the mul-
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FIG. S2. The average magnetization R〈σ(0)〉 of the n = 11→
15 nonthermal states, measured relative to the ground state
R〈σ〉0, for g = 0.1. We compare this to the corresponding
averaged microcanonical ensemble (MCE) prediction, show-
ing clear separation between the magnetization of the meson
states and that of the thermal continuum at the same energy,
which persists to the infinite volume limit. Error bars show
the standard deviation of data averaged over.
tiparticle continuum, cf. Fig. 1, and we can construct
them to high precision up to systems of size R ∼ 50. We
compare this average magnetization to the corresponding
thermal prediction from the MCE. It is apparent that the
magnetization of the nonthermal states is not consistent
with the thermal prediction, even in the infinite volume
limit, 1/R→ 0.
S4: Bethe-Salpeter equation for the meson wave
function
Let us now consider the meson excitations, both in the
1D theory (3) and 2D problem (5). They are described,
respectively, by the wave functions (see Eqs. (4) and (7))
|Mn〉 =
∑
ν=NS,R
∑
pν
Ψn(pν)a
†
pνa
†
−pν |ν〉,
|En〉 =
∑
νk=NS,R
N∑
j=1
∑
pνj
Ψ
{ν}
n,j (pνj )A
†
j(pνj )A
†
j(−pνj )|{ν}〉.
(S7)
In this part of the supplemental we determine, through
relevant Bethe-Salpeter equations, the functional form
of the wave functions, Ψn(p) and Ψ
{ν}
n (pν). In the 1D
case we will be relatively terse, presenting the detailed
calculation in Ref. [21].
S4.i. The 1D perturbed Ising theory (3)
Our analysis here is along the same lines as Fonseca
and Zamolodchikov [43]; the Bethe-Salpeter equation for
the meson wave function Ψn(pν) is derived by restricting
the Schrödinger equation to the manifold of meson-like
states. To obtain this, we have to evaluate the matrix
elements 〈±pv|H|Mn〉 where | ± pv〉 ≡ a†pva†−pv |v〉 are
two fermion states. The resulting Schrödinger equation
reads [cf. Eq. (S7)]
MnΨn(pv) = 2ω(pv)Ψn(pv)
+
gR
2
∑
v′,qv′
Ψn(qv′)〈±pv|σ(0)| ± qv′〉. (S8)
where we define the free fermion dispersion relation
ω(p) =
√
p2 +m2. The matrix elements of the spin
operator σ(0) on free fermion states are known (see
Refs. 43, 73, and 74) and only connects states in differ-
ent sectors v = NS,R of the Hilbert space, hence v′ = v¯
(v = NS,R, v¯ = R,NS). In the large but finite volume R
we have∑
qv¯
〈±pv|σ(0)| ± qv¯〉Ψn(qv¯) =
−
∑
qv¯
σ¯
R2
pvqv¯
ω(pv)2ω(qv¯)2
(
ω(pv) + ω(qv¯)
ω(pv)− ω(qv¯)
)2
Ψn(qv¯).
(S9)
Following some manipulations, detailed in Ref. [21],
Eq. (S8) can be cast into the form
nΨn(y) =
(
|y|−∂2y−
t2
4
∂4y−
t4
8
∂6y
)
Ψn(y)−t4δ′(y)Ψ′n(0),
(S10)
where y = xmt with t = (gσ¯/m2)1/3, Ψn(y) is the
(real space) wave function of the nth meson excitation,
nmt
2 = (Mn − 2m + gσ¯R/2), and we have kept only
the leading small momentum terms in an expansion of
the free fermion dispersion. We call Eq. (S10) the Bethe-
Salpeter equation.
Taking t to be small (i.e. for small longitudinal field g)
, Eq. (S10) can be solved perturbatively. Solutions take
the form
Ψn(y) = sgn(y)Fn(|y| − n), (S11)
where Fn(y) is a solution of the homogenous equation
0 =
(
y − ∂2y − µt2∂4y − νt4∂6y
)
F (y), (S12)
with µ = 1/4, ν = 1/8. These solutions can, in turn, be
written in terms of solutions A(y) of Airy’s equation,
(y − ∂2y)A(y) = 0, (S13)
reading
FA(y) = A(y) + t
2F
(2)
A (y) + t
4F
(4)
A (y) + . . . ,
We give explicit expressions for the prefactors F (n)A for
n = 2, 4, 6 in Ref. [21].
9The solution (S11) will satisfy Eq. (S10) provided the
following boundary conditions are fulfilled
(i) Fn(−n) = O(t2),
(ii) µFn(−n) + vt2F ′′n (−n) = O(t4),
(iii) Fn(−n) + µt2F ′′n (−n) + vt4F (4)n (−n)
− 1
2
t4F ′n(−n) = O(t6).
(S14)
The boundary conditions (S14) allow us to fix the par-
ticular form of Fn(y)
Fn(y) = FAi(y) + αn(n)FBi(y).
Here Ai(y), Bi(y) are the two linearly independent solu-
tions to Airy’s equation (S13). The function αn(n) can
also be written as a power series in t:
αn(n) = α0,n(n) + t
2α2,n(n) + t
4α4,n(n) +O(t
6).
with αi,n(n) being fixed by the boundary condi-
tions (S14), see [21].
To complete the solution of Eq. (S10), we restrict
our attention to normalizable Ψn(y). Using that
limy→∞ Bi(y) = ∞, this forces us to find n such that
αn(n) = 0. Combining this condition with the above,
we arrive at
n = −zn + δ2,nt2 + δ4,nt4 +O(t6),
where Ai(zn) = 0, and
δ2,n = −µ
5
z2n,
δ4,n =
(
84µ2
350
− 2µ
2
25
− ν
7
)
z3n −
(
2µ2
5
− 4ν
7
+
1
2
)
.
(S15)
To recover our Bethe-Salpeter equation for the meson
wave function, we set µ = 1/4 and ν = 1/8. The meson
energy, Mn, can then be expressed as a simple power
series in t
Mn−E0 = 2m
(
1+a2,nt
2+a4,nt
4+a6,nt
6+O(t8)
)
. (S16)
Here the ground state energy is E0 = −m2Rt3/2, and we
have the following dimensionless parameters
a2,n = −zn
2
, a4,n = −z
2
n
40
, a6,n = −127
560
− 11z
3
n
2800
.
The meson energies (S16) agree with previous calcula-
tions by other authors [36, 43].
S4.ii. The 2D coupled chain problem (5)
An analogous calculation to the 1D case can be per-
formed in 2D (5) to obtain the meson wave function. The
only significant difference in this case is that one has to
carefully keep track of the different Hilbert space sectors
on each chain. The meson states in 2D takes the form
given in Eq. (S7), where
|{ν}〉 = |ν1〉 ⊗ |ν2〉 ⊗ . . .⊗ |νN 〉 (S17)
is a vacuum state of the system, formed from the tensor
product of vacuum states on each chain, νi ∈ {R,NS},
and the wave function carries vacuum indices
Ψ
{ν}
n,j (pνj ) ≡ Ψ{ν1,...,νN}n,j (pνj ). (S18)
The restricted Schrödinger equation analogous to
Eq. (S8) reads
EΨ
{ν}
n,j (pνj ) =2ω(pνj )Ψ
{ν}
n,j (pνj ) + uRσ¯
2
∑
l 6=j−1,j
Ψ
{ν1,...,ν¯l,ν¯l+1,...,νN}
n,j (pνj )
+
uR
2
〈∓pνj |σj(0)|ν¯j〉
∑
qν¯j+1
〈νj+1|σj+1(0)| ∓ qν¯j+1〉Ψ{ν1,...,ν¯j ,ν¯j+1,...,νN}n,j+1 (qν¯j+1)
+
uR
2
∑
qν¯j−1
〈νj−1|σj−1(0)| ∓ qν¯j−1〉〈∓pνj |σj(0)|ν¯j〉Ψ{ν1,...,ν¯j−1,ν¯j ,...,νN}n,j−1 (qν¯j−1)
+
σ¯uR
2
∑
qν¯j
〈∓pνj |σi(0)| ∓ qν¯j 〉
(
Ψ
{ν1,...,ν¯j−1,ν¯j ,...,νN}
n,j (qν¯j ) + Ψ
{ν1,...,ν¯j ,ν¯j+1,...,νN}
n,j (qν¯j )
)
.
(S19)
Here we define ν¯j = R,NS when νj = NS,R and σ¯ = 〈νj |σ(0)|ν¯j〉, as in previous sections.
In Eq. (S19) we have kept careful track of the vacuum states on each of the chains. We now make an assumption
about the wave function, which is justified a posteriori by the energy of the bound states containing a term that gives
the correct ground state energy. We assume
Ψ
{ν1,...,ν¯l,ν¯l+1,...,νN}
n,j (pνj ) =
{
−Ψ{ν1,...,νl,νl+1,...,νN}n,j (pνj ) if l 6= j − 1, j,
Ψ
{ν1,...,νl,νl+1,...,νN}
n,j (pνj ) if l = j − 1, j.
(S20)
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This assumption allows us to simplify notations Ψ{ν}n,j (pνj ) ≡ Ψn,j(pνj ) and Eq. (S21) becomes
EΨn,j(pνj ) =2ω(pνj )Ψn,j(pνj )− uRσ¯2(N − 2)Ψn,j(pνj )
+
uR
2
〈∓pνj |σj(0)|ν¯j〉
∑
qν¯j+1
〈νj+1|σj+1(0)| ∓ qν¯j+1〉Ψn,j+1(qν¯j+1)
+
uR
2
∑
qν¯j−1
〈νj−1|σj−1(0)| ∓ qν¯j−1〉〈∓pνj |σj(0)|ν¯j〉Ψn,j−1(qν¯j−1)
+ σ¯uR
∑
qν¯j
〈∓pνj |σi(0)| ∓ qν¯j 〉Ψn,j(qν¯j ).
(S21)
Following a sequence of steps similar to the 1D problem, Eq. (S21) can be recast in the form
nΨn,j(y) =
(
|y| − ∂2y −
s2
4
∂4y −
s4
8
∂6y
)
Ψn,j(y) +
s4
8
δ′(y)
(
4Ψ′n,j(0) + Ψ
′
n,j+1(0) + Ψ
′
n,j−1(0)
)
, (S22)
where s = (4σ¯2u/m2)1/3, y = msx and ms2n =
En−2m+NuRσ¯2. Here, as with the 1D problem, we have
kept only the leading terms in a power series (in momen-
tum) expansion of the free fermion dispersion. Eq. (S22)
is the Bethe-Salpeter equation for the 2D problem.
Fourier transforming the wave function in the inter-
chain direction
Ψ˜n,q(y) =
N∑
j=1
eijqΨn,j(y), (S23)
we arrive at an equation of the form
nΨ˜n,q(y) =
(
|y| − ∂2y − µs2∂4y − νs4∂6y
)
Ψ˜n,q(y)
+ ρqs
4δ′(y)Ψ˜′n,q(0).
(S24)
where
µ =
1
4
, ν =
1
8
, ρq =
1
4
cos(q) +
1
2
. (S25)
Here we see we have arrived at a slight modification of
Eq. (S10), obtained in the 1D problem. This equation
can then be solved in a similar manner to the previous
section. The solution has energy [cf. Eqs. (S15)]
n = −zi + δ¯2s2 + δ¯4s4 + . . . ,
δ¯2 = −µ
5
z2i ,
δ¯4 =
(
84µ2
350
− 2µ
2
25
− ν
7
)
z3i −
(
2µ2
5
− 4ν
7
+
ρq
2
)
.
S5: Computing the self-energy of meson excitations
In the previous section of the supplemental, we derived
and solved the Bethe-Salpeter equation for the meson
wave functions in the 1D and 2D problems. These states,
Eqs. (S7), are not exact eigenstates of (3) (although
they well-approximate exact eigenstates) and so these
two-fermion mesons are in principle susceptible to mix-
ing with 2n-fermion states (where here n = 0, 4, 6 · · · ).
Here we compute the second order energy correction
that comes from this mixing as a parameterization of its
strength and hence the likelihood the meson will survive
as a distinct state above kinematic thresholds where it
can nominally decay. A detailed exposition will be given
in Ref. [21]. Here we only give the essential overview of
the problem.
We begin by separating the Hamiltonian into a part
treated exactly (whose eigenstates are the meson states)
H0 and a part that we can treat perturbatively. This
separation reads Hpert:
H = H0 +Hpert,
H0 =
∞∑
n=0
H2n,0 + g
∫
dxP2σ(x)P2, (S26)
H2n,0 =
∑
ν∈NS,R
∑
kν
ω(kν)P2na
†
kν
akνP2n, (S27)
Hpert =
∑
n,m
(n,m)6=(2,2)
g
∫
dxPnσ(x)Pm, (S28)
where Pn is the projector onto the n-particle part of the
Hilbert space, and a†pν creates a fermion of momentum
pν in sector ν = NS,R.
Written in this form, H0 (S26) contains the full the-
ory restricted to the two-particle subspace (i.e., P2HP2),
as well as the noninteracting part of all other sectors,
Eq. (S27). In the previous section of the supplemental,
we solved the two-particle problem, obtaining the meson
states. The part that we will treat perturbatively, Hpert,
contains all terms that couple mesons to states with other
numbers of particles, as well as the interactions between
states with higher particle numbers.
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We can further rewrite the two particle part of the
problem by defining operators b†ak that create the ath
meson with momentum k. Then H0 reads:
H0 =
∑
a
∑
k
Ea(k)b
†
akbak +H0,0 +
∞∑
n=2
H2n,0.
Here Ea(k) is the dispersion relation for the meson cre-
ated by b†ak. In terms of the Fermi operators, we write
b†ak as
b†ak =
∑
ν=NS,R
b†νak
b†νak =
∑
pν
Ψa(pν)a
†
pνa
†
−pν , (S29)
where we have divided b†ak explicitly into its Ramond and
Neveu-Schwarz parts.
The second order energy correction to the mesons that comes from mixing with 0 and 4 domain wall states is then
given by (to O(g2))
δE2i =
1
Mi
∑
ν=R,NS
|f2,νa |2 +
∑
ν=NS,R
∑
qν1<qν2<qν3<qν4
δ0,
∑
qνi
|f4,νa,qν1,qν2,qν3,qν4 |2
Mi − ω(qν1)− ω(qν2)− ω(qν3)− ω(qν4) , (S30)
where
f2,νa = gσ¯
∑
qν¯
Ψa(qν¯)
S(R)
Rω(qν¯)
F2,0(θqν¯ ,−θqν¯ );
f4,νa,qν1,qν2,qν3,qν4 = gRσ¯
∑
qν¯
Ψa(qν¯)
S(R)F2,4(θqν¯ , θ−qν¯ |θqν1 , θqν2 , θqν3 , θqν4)
R3
(
ω(qν¯)ω(−qν¯)
∏4
i=1 ω(qνi)
)1/2 , (S31)
and FK,N is defined in Eq. (S6).
This correction is expected to take the form
δE2i = αR+ βi, (S32)
i.e. it will have a term scaling with the volume R. This
is to be expected as the unperturbed ground state energy
of the system δE2gs will pick up a volume term from be-
ing allowed to mix with the 2n-domain wall states. It
is also the case that the correction proportional to R for
the ground state must be exactly the same as that of
the meson states (the energy difference between a me-
son excitation and the ground state cannot scale linearly
with R). It is, however, difficult to exhibit this explicitly
because it requires summing over the second order correc-
tion coming from states involving arbitrary domain wall
number. (Happily in the corresponding computation for
the spin flips in the paramagnetic phase, we can analyti-
cally exhibit this R-dependence and demonstrate that it
does indeed cancel.) Here we thus compute (numerically)
δE2i as a function of R, fit the resulting dependence, and
extract the constant βi term. It is this that is plotted in
Fig. 2.
S6: Computation of self-energy of spin flips in
paramagnetic phase
We can perform a similar computation of the second or-
der energy correction of a spin flip excitation of the quan-
tum Ising model in its disordered paramagnetic phase
(i.e. the energy correction of a single Ramond fermion).
The point here is to compare the overall magnitudes
of the energy corrections in the ordered and disordered
cases. Here the leading contribution is a process by which
the spin flip scatters into two spin flips or into a state with
no spin flips:
δE2sf =
g2R2σ¯2
2
∑
q∈NS
1
mR3ω(q)2
(
m− 2ω(q))2 tanh
2(θq)
tanh4(θq/2)
+
g2Rσ¯2
m2
= αsfR+ βsf (S33)
We are able here to extract αsf exactly here as follows,
αsf = −g
2σ¯2
m2
, (S34)
while we obtain βsf numerically. We can similarly com-
pute the correction to the ground state energy in the
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paramagnetic phase coming from mixing with the single
flip sectors:
δE2gs = −g
2Rσ¯2
m2
(S35)
We see that in calculating the difference δE2sf−E2gs, the
volume terms proportional to R exactly cancel. It would
be interesting to see if this cancellation can be exhibited
explicitly for contributions involving a larger number of
spin flips. In Fig. 2, βsf is plotted as a red square.
S7: Some details of the ChainAMPS simulations
ChainAMPS [26] constructs a 2D quantum system by
coupling together an array of chain models with trun-
cated spectra. Each chain acts as a ‘super’-site on a 1D
lattice, and this specialized 1D model can be treated us-
ing standard matrix product state techniques, including
time evolution algorithms [53]. For our simulations we
consider a system of infinitely many chains, initially in
a J⊥ = 0 (uncoupled) ground state, corresponding to a
product state of chain ground states. Specifically for the
ordered chains case (m = 1) we took a product state of
the symmetric superposition of the Ramond and Neveu-
Schwarz vacuum states for each chain (strictly these are
degenerate only in the R → ∞ limit, though the energy
difference is exponentially small in R). The spectrum of
each chain (of length R = 8) was truncated to include the
lowest 167 states. Using the notation NS(R)X to label
Neveu-Schwarz(Ramond) states of X fermions these are :
2 vacua (NS0 and R0), 66 R2 states, 64 NS2 states, 21 R4
states and 14 NS4 states. This system was evolved under
the Hamiltonian Eq. (5) with J⊥ = −0.15 for t > 0, us-
ing infinite time evolving block decimation (iTEBD) [77]
with a 2nd order Trotter decomposition and time step
size of 0.02 and a bond dimension χ = 100 so that the
truncation error at each step was of order 10−10 at the
longest times.
For comparison, in Fig. 3, we also show a quench in the
disordered phase (m = −1 ), with chains of length R = 8
and an initial state that is a product state of Neveu-
Schwarz chain vacuum states. In this case the lowest
163 states were kept: 1 NS0, 17 R1, 64 NS2, 67 R3 and
14 NS4. The post quench interchain coupling was again
J⊥ = −0.15 and a 2nd order Trotter decomposition with
time step size of 0.01 was used in the time evolution, with
a larger bond dimension χ = 200 so that the truncation
error at each step was still of order 10−10 at the longest
times.
S8: Nonthermalizing initial states in 1D quenches
In this final section of the supplemental, we consider
how nonthermal states affect the non-equilibrium dynam-
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FIG. S3. A comparison of the DE and MCE predictions for
the long-time limit of 〈σ〉 following a quantum quench. We
start from eigenstates of (3) with m = 1 and g = 0.1, subse-
quently time-evolving with m = 1, g = 0.2. Here the system
size R = 25 and we used an energy cutoff of EΛ = 13.5.
ics of the 1D system, Eq. (3). We do so through an illus-
trative example; a detailed discussion and study can be
found in Ref. [21]. The hallmark of thermalization in a
nonequilibrium context is the agreement of the diagonal
ensemble (DE) with the microcanonical ensemble (MCE)
constructed at the appropriate energy density [4, 5].
In Fig. S3 we show a comparison between the DE and
MCE predictions following a quantum quench, where we
start in eigenstates of (3) with g = 0.1 (constructed with
truncated spectrum methods) and time-evolve according
to (3) with g = 0.2. We see that this comparison looks
very similar to the EEV spectrum shown in Fig. 1 of the
main text! Many states project strongly onto the non-
thermal states present within the spectrum, leading to a
band of states with nonthermal EVs in the long time
limit. We also see, however, that almost all starting
states thermalize, with the MCE and DE predictions for
EVs coinciding.
Differences between nonthermalizing and thermalizing
states can also be observed in the real time dynamics
of observables (i.e., not just in the long time limit). In
Fig. S4 we compare the real-time dynamics of the local
magnetization following the quench g = 0.1 → 0.2 when
starting from two initial states of (almost) the same en-
ergy density, E/R ∼ 0.208. The first initial state (the
n = 100 eigenstate of (3) with g = 0.1) is nonthermaliz-
ing: the DE result does not agree with the MCE predic-
tion. On the other hand, the second state (n = 352) is
thermalizing with the long-time limit of the EV described
well by the MCE.
We see that there are significant differences between
the real time dynamics of the thermalizing and nonther-
malizing initial states. In the first case, the thermalizing
state rapidly decays to and fluctuates about its long-time,
thermal, value. In contrast, the nonthermalizing state ex-
hibits slowly decaying large amplitude oscillations about
its nonthermal DE result.
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FIG. S4. Time-evolution of the local magnetization σ(0) fol-
lowing a quantum quench g = 0.1 → g = 0.2 for a nonther-
malizing state (n = 100) and a thermalizing state (n = 352)
with similar energy densities E/R ∼ 0.208. Predictions for
the long time limit from the DE are shown via dashed lines,
and the result of the MCE (plus the standard deviation) is
denoted by the shaded region, cf. Fig. S3.
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