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Normal Approximation in Regression 
PETER HALL AND A. H. WELSH 
The Australian National University, Canberra. Australia 
Communicated by C. R. Rao 
We obtain a uniform strong approximation for the distribution of a Nadaraya- 
Watson kernel estimator of a regression function. The approximation is obtained 
for general multivariate explanatory variables under an algebraic moment condition 
on the errors. A stronger rate of convergence result for the normal approximation 
is obtained at the expense of stronger moment conditions. We use the strong 
approximation results to derive a normal approximation to the distribution of the 
fitted values from the model. 0 1991 Academic Press, Inc. 
1. INTRODU~TI~N 
Let ( Yi, x,), 1 < id n, be independent observations generated by the non- 
parametric regression model 
Yj = g(Xj) + Ei, 1 <i<n, (1.1) 
where g: RJ + Iw is an unknown function, {xi} is a sequence of independent 
and identically distributed random d-vectors with common density f, and 
{Q} is a sequence of independent and identically distributed univariate 
random variables with mean zero and variance cr*. We condition on the 
observed design variables {xi} so that the xis are regarded as fixed and 
g(Xj)=E(YiIXi)y 1 <i<n. 
A kernel estimator 2 of g is 
g(X)= f: YjK{(X-X,)/h} i K{(X-X,)/h} 
i= 1 !  i=l 
= i yiUni(x), say, 
i=l 
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where Q(X) = K{ (x - x,)/h}/c;= i K{ (x -x,)/h}, 1 < id FZ, K is a d-variate 
kernel function with compact support satisfying f K = 1 (e.g., the d-variate 
Epanechnikov kernel), h is a d-vector of positive numbers, and 
x/h = (x(I), . . . . x’d’)/(h”‘, . . . . h’“‘) = (x”‘/h”‘, . . . . xcd)/h’d’). 
To ensure consistency of 2 for g, we require that h= h(n) +O and 
nh, = n n h(j)+ CC as the sample size n--t co. In this circumstance, it is 
typically the case that g(x) is asymptotically normally distributed, indeed 
that g(x)-&(x) is asymptotically normal with mean zero and variance 
equal to a constant multiple of (nh,)-“*; see Remark 2.5 below. 
In all forms of the regression model (l.l), the fitted values &xi), 
1 < id n, and the residuals Yi- 2(x,), 1 < i< n, play a fundamental role 
in the exploration, interpretation, and use of the fitted model. It is clear 
that if the E;S are normally distributed, then the fitted values are jointly 
normally distributed. However, if the E,)S are not normally distributed, the 
exact joint distribution of the fitted values is complicated and intractable. 
In this paper, we examine the extent to which normal approximations to 
this joint distribution can be justified. We obtain conditions under which 
a,(x) = i(x) - E&f(x) = i EiUni(X) (1.2) 
j= I 
can be uniformly approximated by the Gaussian process 
BPZ(~)=~ i Ni”ni(x)Y (1.3) 
i=l 
where (Ni} are independent standard normal random variables. This 
process has the same mean and covariance as a,,. We then apply these 
results to obtain, inter aliu, approximations to the joint distribution of the 
fitted values. 
The approximation of a,, by /I, is presented in Section 2 and then applied 
to various problems in Section 3. The proofs of the results of Section 2 are 
given in Section 4. 
2. APPROXIMATION BY A GAUSSIAN PROCESS 
We shall develop the approximation of a,(. ) by a Gaussian process 
uniformly over a bounded, Jordan set 9 & [Wd-that is, 9 is a bounded set 
whose indicator function is Riemann measurable. Write P for the set of 
points in lRd no further distant than q from points of 9. Let 
I/XII = II(x”‘, *.., X(d)),, = {jl (x(v)“* 
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denote the Euclidean metric in BY’. Fix r > 0, not necessarily an integer, and 
impose the following conditions on h, E, f, and K: 
h + 0 and for a constant C > 0, (2.1) 
. j= 1 
for all s > 0, Ei I4 2+(“‘)(log I&I)“} < cc; (2.2) 
fis bounded on Rd and, for some q > 0, is Holder 
continuous and bounded away from zero on 9”; (2.3) 
K is bounded, has compact support, 
s 
K = 1, and 
K is Holder continuous. (2.4) 
Note that a d-variate function f is Holder continuous if for some C, 6 > 0, 
If(x)-f(y)1 <C Ilx-ylld for all x, .YE~@. 
Our main theorem follows. We use the term “%-probability” to denote 
the probability measure for the sequence {xi}, which is regarded as a 
sequence of constants under the usual probability measure. 
THEOREM 2.1. Under conditions (2.1 k(2.4), for any sequence (xi} lying 
in a class of sequences which arise with X-probability one, there exists a 
triangular array {N,, , 1 < i < n < CO } of standard normal random variables, 
independent within each row, such that with 
Bn(X) = 0 i Nniuni(X), 
i= I 
we have 
sup b,(x) - fi,,(xN = o{Wo)-“2) 
.Y E 9 
(2.5) 
with probability one. 
Remark 2.1. The actual construction of the N,is may involve enlarging 
the probability space in the manner of the Kolmogorov extension theorem. 
Remark 2.2. If K is a symmetric probability density function then the 
optimal choice of the bandwidth, in the sense of minimising mean squared 
error, is to take each component of h to be of size n-“‘d+4) so that h, is 
ofsizen- . dl(d+4) Noting the way in which r enters condition (2.1), we see 
that we should take r = 2/d, whereupon condition (2.2) entails (essentially) 
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that E have (4 + d)/2 moments. When d = 1 and K is an mth-order kernel 
(see [7, p. 421 for a definition), the otimal bandwidth is h - const. 
n P’/12r+1) [7, p. 42ff], and we should take r=m. 
In the case d= 1, a simpler version of Theorem 2.1 may be proved 
relatively easily. Indeed, we have the following result. 
THEOREM 2.2. Assume that d= 1, (2.1) and (2.3) hold, E IEI~+(‘/‘)< CO, 
and K is bounded and either non-increasing or non-decreasing on each of a 
finite collection of intervals whose union is [w. Then the conclusion of 
Theorem 2.1 obtains. 
Remark 2.3. Theorem 2.2 improves on Theorem 2.1 by requiring a 
slightly weaker moment condition on E and by avoiding smoothness condi- 
tions on K. In fact, Holder continuity of K is not even essential in the mul- 
tivariate case; in our proof we approximate K by a simple function (which 
is not continuous) for which we establish the theorem. Nevertheless, it is 
rather tedious to derive a general multivariate version of Theorem 2.2 
without a smoothness condition on K. 
Remark 2.4. The proofs of Theorem 2.1 and 2.2 are based on 
re-ordering the subscripts i of the pairs (E,, xi), 1~ i < n. In the case of 
Theorem 2.2, d= 1 and this re-ordering is simply the one which lists the x;s 
in increasing order. Of course, no such numerical ordering is possible in the 
multivariate case so a more sophisticated approach is necessary. Those 
techniques require us to introduce the logarithmic factor in the moment 
condition (2.2). 
Remark 2.5. For the processes a, and j?, defined in (1.2) and (1.3) 
respectively, Theorems 2.1 and 2.2 give conditions under which 
sup lc~(w) -P,Aw)I = o{(nh&1’2) 
wesv 
with probability one. Observe that 
var{tl,(w)} =var{a,(w)} =a2 i K2{(w-xJ/h}/[ i K{(w-xJ/h}]’ 
i=l i=l 
-G&F’ 1c/(w), 
where $(w) = ~“(j K’)/f(w), and that if w1 # w2, 
CO+h)~ %dWI)) =cov{B”h), Uwd} 
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so that it follows from Theorems 2.1 and 2.2 that the distribution of any 
distinct finite collection { q,(wi), 1 < j 6 m} can be approximated by a 
multivariate normal distribution with mean zero and these variances and 
covariances. Moreover, { u,(w,), 1 d j 6 m } are asymptotically independent 
and normally distributed with mean zero and respective variances (n/z,))’ 
$(wj), l< j<m. Th is result is due to [S]. We consider the case of an 
infinite collection of c~,(w~)‘s in the next section. 
Theorems 2.1 and 2.2 can be strengthened to provide rate of convergence 
results at the expense of stronger moment conditions. For example, if 
assumption (2.2) is strengthened to E( (&I”) < co, where p > 2 + (l/r), then 
the right-hand side of (2.5) may be replaced by O{~“~(&Z~))~ (logn)‘), 
where c > 0 depends on the value of 6 in the definition of Holder 
continuity. In the case of Theorem 2.2 the change is to replace the right- 
hand side of (2.5) by ~{n”~(nh,))‘>. Theorems 2.3 and 2.4 below treat the 
case where E has a moment-generating function and may be proved in the 
manner of Theorems 2.1 and 2.2. The only change is in the order of 
magnitude of standard results such as (4.16). 
THEOREM 2.3. Suppose that conditions (2.1) (2.3), and (2.4) hold and 
that the moment-generating function of E exists in a neighbourhood of the 
origin. Then for any sequence {x,} lying in a class of sequences which arise 
with X-probability one, there exists a triangular array ( Nni, 1 6 i 6 n < CC }
of standard normal random variables, independent within each row, such that 
with 
we have 
i= 1 
SUP I~,(x)-Bn(~)I=~{(nho)~'(logn)'} 
-c E a 
(2.6) 
with probability one, for some sufficiently large c > 0. 
THEOREM 2.4. Assume that d= 1, (2.1) and (2.3) hold, the moment 
generating function of E exists in a neighbourhood of the origin, and K is 
bounded and either non-increasing or non-decreasing on each of a finite 
collection of intervals whose union is R. Then the conclusion of Theorem 2.3 
obtains, with c = 1. 
3. APPLICATIONS 
Particularly when d = 1 or 2, it is common practice to present the results 
of a nonparametric regression fit graphically by plotting the fitted values 
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(possibly with a smooth curve drawn through them) on a plot of the data. 
Some measure of the variability of the fitted values is required before the 
quality of the fit and the importance of features of the fitted curve can be 
assessed. Given the difficulties in constructing uniform confidence bounds, 
variability is often represented by including pointwise standard error bars 
for the fitted values. Standard error bars are easily converted into 
approximate confidence intervals (which are easy to interpret) when the 
fitted values have a normal or asymptotically normal distribution. It is 
therefore of interest to investigate precisely what can be said about the 
joint distribution of the n fitted values. 
To develop approximations to the distribution of an arbitrary collection 
of CI,(W,))S, where c(, is defined in (1.2), let ~4 denote the class of all 
measurable functions a: 93 -+ [w and, for any A, cd, put 
AZ= {aE&:forsomeb~A,, sup la(x)-b(x)1 <q}. 
i E 9 
The norming appropriate for a non-trivial limit result depends on the 
number of argument points, wj at which we are studying the process CC,, or 
on the type of set A, which we have in mind. 
If the number of arguments wj is finite, we might take 
A”={uEd:a(Wj)Qdz,)-“*z,, l<j<Vz}, 
or, for all choices of Aj E Iw, 1 d j < m, 
A,,= a~&: f ~ju(~j)<(nh,)-1’2z 
j= I 
where the z’s are positive constants. Then since 
lim lim sup P{/I, E A;‘(“h0”‘2\A,,} = 0, 
v-0 n-33 
it follows from Theorem 2.1 (if d > 1) or Theorem 2.2 (if d= 1) that 
P(a, E A,) = Wn E A,) + o(l), 
which is the basis of Remark 2.5. 
When the number of arguments is uncountably infinite, as when we take 
all arguments from 3, we might define 
A, = {u E d: u(x) < (nho)-“2 (log h,‘)“* y(x), XEWJ 
for some fixed function y. If we take y to be constant, then using standard 
results for Gaussian processes we may prove that 
fmo lim sup P{an E A~(-10gh0)11Z’(~h0)“2\An} = 0, (3.1) 
n+oo 
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provided that y # yO, where 
and that 
P(~,EA,)+O or 1 
according as y < y0 or y > yO. (Result (3.1) follows by standard Gaussian 
process arguments, much as in the proof of Theorem A of [9].) It follows 
that P(a, E A,) -+ 0 or 1 according as y < y0 or y > yO, or equivalently that 
(t~h~)~‘* (log /z;‘))“~ sup a,(x) -+ y. 
i E a 
in probability. 
The example of fitted values falls between the above two cases, since the 
number of arguments increases with n. Let 
= 1 and i )&I <(nh,)‘/* (logn))P6, 6>0 , 
j= 1 1 
where c is as in (2.6). Then by Theorem 2.3 (if d> 1) or Theorem 2.4 
(if d= l), for any 6>0, 
P{ sup I/In(x) - a,(x)1 > (rho)-’ (log n)‘+‘} -+ 0 
x E 58 
as n + co, and we have that 
sup P 
I i 
(nh,p2 
1"EA. 
i: Anjan G z} 
j=l 
-P (nh,)1’2 i A"jfi,(Xj) Gz -0 
1 j=l II 
as n + cc. Clearly, the rate of convergence in Theorems 2.3 and 2.4 
determines the maximum rate at which Cy= i lil,l can grow. Thus this 
result requires the stronger Theorems 2.3 and 2.4 rather than 2.1 and 2.2. 
This result provides some justification for the usual multivariate normal 
approximation for the joint distribution of fitted values, although we 
should stress that it does require the error distribution to have a finite 
moment-generating function. 
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The residuals have to be treated differently from the fitted values. Notice 
that thejth mean-centred residual is 
rj- g(x.i-E{ rj- g(-Xi)} =&,-c(,(Xj)=Ej+ O,{(nh,) -l/2), 16jdn, 
so that fixed linear combinations of a finite number of residuals need not 
be asymptotically normally distributed. In particular, a single residual need 
not have an asymptotic normal distribution. Thus, to obtain non-trivial 
results we need to consider linear combinations of the residuals. The results 
do not require the strong approximation results of the present paper but 
are presented here for completeness. Let 
= 1 and i 11,1 <(nh,)‘/2 (logn)-‘-‘, 6>0 
j= 1 
Then for A, E ,4,*, 
as n + co, by the central limit theorem. An alternative small-sample 
approximation may be obtained by incorporating covariance terms from 
LY,(x~), 1 6 j 6 n, into the variance. 
4. hOOFS 
Before we give the proofs of Theorems 2.1 and 2.2, note that under the 
conditions of these theorems it follows that if M denotes K, [KI, or K2, 
there exist constants 0 < Ci < C, < co such that with %-probability one 
and uniformly in x E 93, 
C,d(nh&l i M{(x-x,)/h}dC2. 
i=l 
Under the conditions of Theorem 2.1, this result may be proved by 
modifying arguments in [7, p. 185 ff] and applying Bernstein’s inequality. 
Under the conditions of Theorem 2.2, where K need not be smooth, this 
result follows from the strong uniform convergence on ~3’ of kernel density 
estimators based on kernels which are monotone on an interval and vanish 
outside of that interval. We omit the details, to reduce the length of this 
section. 
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Proof of Theorem 2.1. Fix A> 0 and put 5 = (log n) -I. Partition Rd into 
a d-dimensional rectangular lattice of boxes whose sides of length jh”‘, 
1 < j < n, are parallel to the co-ordinate axes and are such that one of the 
boxes is centred at the origin. Let Bj, - co <j< cc denote an arbitrary 
enumeration of the boxes and then re-index (Ed, x,), 1~ i < n, so that all xi’s 
in the same box are listed adjacent to one another. It suffices to prove the 
theorem for these re-ordered variables. 
Let yj be the centre of box Bj and put J= {j: yj E .%!I and 
?!I= {yj: jsJ>. G’ rven x E W, let j(x) denote an index (usually unique) 
which minimises 11x - yjll over jE J. Write Bj/h = {x/h: x E B,}, a resealed 
version of B,. Choose constants c, such that 
where Z( .) is the indicator function, satisfies 
s L,=l and s IK- L,I =O{(logn)-2). 
Since K is Holder continuous and has compact support, we may further 
choose the cnj’s so that for some Co > 0 at most 0{ (log n)=O} of the c,.s are 
non-zero and 1 L,I < 2 IRI. Then define 
v,i(x)=L,{(x-x,)/h} 
and 
e,(x)= f: EiUni(X). 
i= 1 
The theorem is established via the following sequence of lemmas, each of 
which holds for Iz sufficiently large. 
LEMMA 4.1. With probability one 
sup I~,(x)--~(Y~~.~~)I = ~~(nho)V’~*). 
xca 
LEMMA 4.2. With probability one 
yyE”J” Ian( en( =o{(nho)-“*) (4.1) 
683/39/l-7 
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and, for a row-wise independent triangular array of normal random variables 
{ N,,i: 1 < i B n < CO }, with probability one, 
LEMMA 4.3. With probability one, for /?,Jx) = a C?= i N,iu,i(X), 
y-y; a i NniVn,(y,)-P.tYjll =o{WW1’*l. 
i= 1 
LEMMA 4.4. With probability one 
sup IB,(ri& - ,%(x)1 = o((nh& 1’21. 
Lemma 4.3 may be proved in the same manner as (4.1) of Lemma 4.2, 
and Lemma 4.4 may be proved in the manner of Lemma 4.1. Indeed, the 
proofs of Lemmas 4.3 and 4.4 are significantly easier because the tails of 
the distributions of the normal random variables C:= i NEivni(x) -/In(x) 
are easily estimated. Therefore, we shall confine ourselves to proving 
Lemmas 4.1 and 4.2. 
Proof of Lemma 4.1. Let E= {zi, . . . . z,,,} be the vertices in A? of a 
rectangular lattice with edges of length n-*O, a > 0, in each dimension. We 
shall show that the supremum in Lemma 4.1 may be taken over the finite 
set 9, rather than over the uncountably infinite set 9. This step removes 
many of the difficulties of working with the continuum 9%‘. Let i(x) denote 
the index which minimises [Ix - ziCXjl/ for x E 9. (Recall that j(x) denotes 
the index which minimises IJx - yiC.Yjll for x E 9.) Then uniformly in x E 9, 
and the lemma with follow if we prove that with probability one, 
SUP I~n(x)--cl,(~i~.~~)l =o{(nh-“*I, 
I t 99 
and 
maxmax”) Ia,(acr,(yf)l =o((nh,)-1/2), 
iCJ 
(4.3) 
(4.4) 
(4.5 1 
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where max”’ denotes the maximum over neighbours yjZ no more than two 
vertices of y distant from yj. Using the Holder continuity of K, it follows 
that for a > 0 sufficiently large 
with probability one, so (4.3) holds. Since the proofs of (4.4) and (4.5) are 
similar, we shall give the proof of (4.4) only. 
It is natural to try to apply Bernstein’s inequality to establish (4.4). 
However, the ENS are not necessarily bounded random variables so we first 
approximate a,(x) uniformly over 92 on the set of X-probability one on 
which we can control the weights uni(x), 1 d id n, using a sum of bounded 
random variables, and then we apply Bernstein’s inequality to the sum of 
bounded random variables. 
Given c > 0, define C$ = &n(c) to be the event that 
and 
sup (6)’ i maxCiK((x-x,)/h)/, K((x-xi)/h)2]<c. 
I E 9 i=l 
Since f is continuous and bounded away from zero on WV for some v > 0, 
then for c sufficiently large 
P,J& occurs for all sufficiently large n) = 1, 
where P, denotes probability in the distribution of x1, x2, . . . . Let (a,} 
denote an increasing sequence of positive numbers and put 
a,*(x)= i E,*Uni(X), 
i=l 
where E,* = .sJ( IsiJ < a,) - E{sZ( J&l <a,)}. Then uniformly in z E 9, 
la,(z) - &(.Yj(z))l d la,(z) - a,*(z)l + la,*(z) - %3Yjcz,)l 
+ la,*(yjc=,)-a,(yj(=,)l. 
Result (4.4) will hold if we can show that with probability one 
sup la,(x) - a,*(x)1 = o{ (td~,)-~‘~} 
x E 9 
(4.6) 
98 
and 
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(4.7) 
Observe that 
so that on &,,, 
IcrPZ(x)-a,*(x)l G i lei-&Tl I”,i(x)I 
i= 1 
G C(S”P lKl )(nhO)-l i lEil I(I&il >an) 
i=l 
+ E{ I&l I(I&I > a*)> f: I”ni(x)I. 
i= 1 
Put p = 2 + (l/r). If 
(4.8 1 
for some C > 0, then by Markov’s inequality C P( IsI > a,) < co, and by the 
Borel-Cantelli lemma, Is,,1 <a, for all sufficiently large n. It follows that 
ig, lEil I(I&il >un)=o 
for all sufficiently large n. If, in addition, 
(nho)“2uf,-P-+0, 
then, since E{ 1.~1 Z(IEI > a,)} <qePE 1.~1~ and 
(4.9) 
SUP i IU,i(X)I dc2 
XS.92 i= 1 
on &‘,, we may deduce that (4.6) holds with probability one. Thus we need 
to establish (4.7) and exhibit {a,} satisfying (4.8) and (4.9). 
If ur ) . . . . U,, are independent random variables with each EU,= 0, each 
I Uil <b and Cr= I EUf < V, then by Bernstein’s inequality (e.g., [3]), 
P 
(I I 
i ui >t)<2 
r=l 
exp { -1 12/( V+ibt)}, t>O. (4.10) 
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We may apply this inequality to Ui= E*{u,,~(x) - U,i(y)}, 1 <i < n, to 
obtain (4.7), since CL,*(X) - a,*(y) = Cy=, Ui. 
If & obtains, 
(Ui( d C,a,(nh,)-’ (4.11) 
and 
where C,, C,, . . . are positive constants and 
i= 1 
V2=(nhCl-3 f: CK{~x~xi~l~}~K{~~~xi~l~}l . ( ) 
2 
i= 1 
Let X have the density f of the design points xi. Put p(x)= 
h;‘EK((x-X)/h) and D,(x)=K{(x-x,)/h} -&,p(x), so we can write 
VZ<~(~J+ v,), 
where 
V3=(nh()-3 [ i {Di(x)~Dj0.)}]2~ V4=(nhO)-1 {P(x)-PL(Y)}2’ 
i= 1 
Then we can write 
~~~E(I’GC,{IV,-E,V,l+lVI-E,~3l+E,V,+E,V,+Y,J. (4.12) 
Uniformly in x, y E 5% 
E,Vdnh~,-~ (supf)/ [K{z+(x-y)/h}-K(z)]*dz 
<(nho)Y (2supf)j- IfG)l I~{z+(x-~V+~(4l dz 
dfwb-l II@- YVIT? 6 >o, 
by the Holder continuity of K. Similarly, uniformly in x, y E 9, E, V, < 
C,(nh,) p2 and V4 < CJnh,)-’ 1(x - yl16. By Rosenthal’s inequality [2, 
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p. 231, the(2k)th central moments of Vi and V3 (in the distribution of {xi} 
are each bounded by C(k)(nh,))3k. Then using Markov’s inequality, it may 
be shown that for all sufficiently large n, uniformly in x E 3 and y E Y, with 
probability one, 
v, -E,V, =O{(nhp (logn)-3’2}, 
V3-EtzV3=O{(nh,)-’ (logn)-3’2). 
Applying these results to (4.12), we find that 
max’ f: EU, = 0{ (n/r&’ (log fi)-3/2}, 
i=l 
(4.13) 
where max’ denotes the maximum over x E %” and y E Y having 
11(x- y)/hll < (log n)-2’6. 
If 12 in the definition of the boxes Bj is chosen sufficiently large, then 
uniformly in ZE d we have II(z- yicz,)/hjl 6 (log n)-2/6. Hence, by (4.10) 
and using (4.11), (4.13), and t= ~(r~h,)-‘/~, for large n, 
PC:? la,*(Z) - %T(Yic,j)l >?(h-“2) 
< 1 max’ P{ la,*(x) -a,*(y)1 > tj(d~,)-‘/~} 
ZSZT 
$2 1 exp{ - C(q)(log rr)“/‘} 
:Efr 
= O(Kk) 
for any k > 0, provided 
a, = u{ (nhop2 (log rr)““>. (4.14) 
Thus (4.7) follows from the Borel-Cantelli lemma provided we can exhibit 
constants u, t cc such that (4.8), (4.9), and (4.14) hold. 
T&e a, = nrlc2’ + l) (log n))‘. Since ho < C~K”(~‘+‘) then (4.14) holds. 
Since p = (2r + 1)/r then aiP = n-1 (log n)‘” and 
nz2 a,P(log n)-C= f, n-1 (logn)2p-C< co, 
provided C > 2p + 1. Finally, since ho + 0 and p = (2r + 1 )/r then 
{(nho)“2Uf,-p} =hon-“(2’+I)(logn)4’P~“~0. 1 
Proof of Lemma 4.2. The proof of (4.1) is similar to the proof of 
Lemma 4.1 in that we again use truncation to produce bounded random 
variables to which we can apply Bernstein’s inequality. 
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Given c>O, deftne 9n =Fn(c) to be the event that 
ihL (dl())-’ i L{ (X-X,)/h} 2 Cd’ 
1=1 
and 
sup (nho) - ’ f: maX[lL{(X-Xi)/h}I, L{(X-Xi)/h}2] <C. 
xeA% i= 1 
Let &, be as in the proof of Lemma 4.1. If c is sufficiently large, then 
P,& &- n Fn occurs for all sulliciently large n) = 1. 
Let {a,} and {E,? } be as in the proof of Lemma 4.1 and define 
e,*(x)= i &i*U,JX). 
i=l 
Then, uniformly in y E Y, we have 
l%(Y) - ~rzLY)l d MY) - %3v)l+ IGU) - WY)l 
+ IflxY) - en(Y 
An argument similar to that used to prove (4.6) may be employed to 
show that with probability one 
sup le,(x) - e,*(x)1 = 0{ (nh,)“2}. 
J E .!?f 
Result (4.1) will follow from this fact and (4.6) if we prove that with 
probability one 
(4.15) 
Let Ui=~*(~,i(~)-uUni(~)), l<i<n, so that a,*(y)-B,*(y)=C;=, Ui. 
If ~3~ n Fn obtains then, for this new sequence of lJ;s, (4.11) holds. 
Moreover, arguing as in establishing (4.12), we have that (4.12) holds with 
V*=(nho)-2 i [K{(x-x,)/h}-L{(x-xi)/h}]2 
i= 1 
f [K{(X-X,)/h}-L{(X-X,)/h}-h,p(X)+h,U(X)] 
> 
2 
i=l 
and 
v,=wb-’ {p(x)-w}2, 
102 HALL AND WELSH 
where p(x) = h, ‘EK((x - X)/h} and D(X) = h; ‘EL{ (x - X)/h}. Uniformly 
in XE 9, E, V1 and E, V, are bounded by Ci(nh,)-’ (log n))‘, using the 
definition of L, and 
Using Rosenthal’s inequality to bound the (2k)th moments of V, -E, V, 
and I/, - E, V,, we can show that 
ma: ,i EU: = O((nh,)-’ (log n))‘}. 
*=I 
Arguing as in the proof of Lemma 4.1, we can apply Bernstein’s inequality 
to show that (4.15) holds and hence that (4.1) holds. 
To prove (4.2), note from Theorem 2.6.6, p. 108 of [l], or by [4-63, 
that since E{ 1.~1~ (log 1~1)“) < co for each s > 0, then given t > 0 we may 
construct a standard Wiener process W such that as m + co, 
j~,.5j-~W(m)=O{m1~p(logm)~‘) 
with probability one. Therefore we may construct a sequence of standard 
Wiener processes W,,, n 2 1, such that 
yn lj$, pJw.(~)~ =o~~“Pb%v~ (4.16) 
with probability one. (The subscript on W, indicates that our choice of the 
Wiener process may vary with different n’s, owing to our special ordering 
of the subscripts i relative to the design variables. In particular, si does not 
always represent the same residual; it would more fully be notated as E+) 
Put N”i= W,(i)- W,(i- l), di=Ci.= 1 (Ej-fJNvj) (for 16 i<?Z), d,=O, 
and ui=u,,(y) (for l<idn),u,+,=O. By (4.16), 
sup ldil = O{FP(log n)-‘} 
l<i<PI 
with probability one. Therefore, 
jgl (Ei-(TNni) uni(Y)/ = 1 i tdimdi-l) uii 
i=l 
= ( i di(“i-ui+ I)1 
i=l 
= O{n”P(lOg n)-‘} i: lui-ui+ ,I. (4.17) 
i= 1 
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If 9” obtains then 
n-l n-1 
c bi-f4+,I = 1 IL{(Y-x,)/h}-L{(y-x;+,)/h}l 
i= 1 i=l 
~cwo)-'~ lCnjl 
n-l .i 
X C IZ(y-XiEBj)-z(y-xi+lEBj)l, 
i=l 
the last inequality following from the definition of L. Similarly it may be 
proved that 
I%--it+1 I = IonI d dnhO)- 1 lcnjl I(Y- xn E BjJ. 
j 
Let 3” denote the set of indices j such that cnj# 0. Then there are 
O((Iogn)Co)elements in X. Since IL/<2 lK( then each /cd/ is bounded by 
2 sup I KI . Therefore, 
i= 1 
<C(nh,)-’ c i Il(y-xiEBj)-Z(y-xi+,EBj)l, (4.18) 
jeX- i=l 
where C = 2 sup JKI and Z( y - xi+ 1 E Bj) is defined to be zero if i = n. 
If y = y, denotes the centre of box Bk, then y - x E Bi is equivalent to 
x E B,, where I depends only on j and k. (Note that the boxes form a lattice 
with sides parallel to the coordinate axes, that one box is centred at the 
origin, and that - Bk = Bks for some k’). Therefore, 
.z, IZ(y-xi~B,)-Z(~-xi+,~B,)l 
= i IZ(xiEB,)-Z(xi+IEBI)I, (4.19) 
i=l 
with Z(x,+ 1 E B,) defined to be zero. In view of our ordering of the xls, the 
sequence {Z(X~E B,), 1 <i< n) is a sequence of consecutive O’s, followed by 
a sequence of consecutive l’s, followed by a final sequence of consecutive 
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O’s, perhaps followed by a final 1 (for the last term of (4.19)). Therefore the 
series in (4.19) equals at most 2. Hence by (4.18), 
SUP i Ih2;(.Y)--v,.i+,(Y)l Q2Chw1 (#=fx) 
ycJ ;= 1 
=O{(nh,)-’ (logn)CO). 
Thus by (4.17), 
sup i (~~-oZV,~)u,~(y) =O((nh,)~lnl’P(logn)Co~‘} (4.20) 
ycB ;=, 
with probability one. Noting that ho 2 C1 n - M*‘+ ‘) entails (nh,) - I’* nllP = 
0( 1) and choosing t > Co, we see that the desired result (4.2) follows from 
(4.20). 1 
Proof of Theorem 2.2. When d = 1 we arrange the xis in order of 
increasing magnitude, x1 < ... Gx,. SinceE(lelP)<cc, wherep=2+(l/r), 
then by Theorem 2.6.3, p. 107 of [l] there exists a triangular array of 
normal variables Nni, independent in each row, such that 
,yc, $, t&j-ON,)1 =4n1'P) 
-' I 
with probability one. The argument which formerly led to (4.17) now 
produces the result 
ic, tEiebNni) uni(.)i =obW i I”ni(x)-uu,,i+l(x)I 
i=l 
= o{nl’P(nh,,-l} i IK{ (x - x,)/h} 
i=l 
-K((x-xi+l)/h}l (4.21) 
with probability one, uniformly in XE% Let m, denote the number of 
intervals, whose union is W, over each of which K is either non-increasing 
or non-decreasing. The last-written series in (4.21) does not exceed 
2m sup IKI, and so 
sup i (ci-cN,J u,~(x) = o{nl’P(nh,,-l}, 
XSs1 i-1 
from which the theorem follows. 
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