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Network structure from rich but noisy data
M. E. J. Newman
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University of Michigan, Ann Arbor, MI 48109, USA
Driven by growing interest in the sciences, industry, and among the broader public, a large number
of empirical studies have been conducted in recent years of the structure of networks ranging from the
internet and the world wide web to biological networks and social networks. The data produced by
these experiments are often rich and multimodal, yet at the same time they may contain substantial
measurement error. In practice, this means that the true network structure can differ greatly
from naive estimates made from the raw data, and hence that conclusions drawn from those naive
estimates may be significantly in error. In this paper we describe a technique that circumvents this
problem and allows us to make optimal estimates of the true structure of networks in the presence of
both richly textured data and significant measurement uncertainty. We give example applications to
two different social networks, one derived from face-to-face interactions and one from self-reported
friendships.
Most empirical studies of networks take a “naive” view
of structural data, meaning that one assumes that the
data are the network. For instance, in a study of a
protein–protein interaction network [1–3] one might com-
pile a list of known protein interactions and represent
them as a network of protein nodes joined by interaction
edges. But this network represents the pattern of mea-
sured interactions not the pattern of actual interactions.
The two could, and probably do, differ substantially, be-
cause of both error in the measurements and missing
data [4–6]. As another example, in studies of friend-
ship networks [7, 8] one commonly assembles a network
simply by asking people who their friends are. Different
people, however, may use different standards for what
constitutes a friendship or recall relationships differently,
so that two edges in the network may represent quite dif-
ferent types of relationship [9–12]. If, as one commonly
does, one nonetheless analyzes the network as if all edges
were equivalent, then one’s results and conclusions may
be unreliable.
At the same time, many studies return data much
richer than just a simple measurement of connections.
Protein–protein interaction networks, for example, are
commonly assembled from the results of many comple-
mentary experiments involving a variety of laboratory
techniques, further enriched by knowledge of protein
function, genetics, or other features. Friendship networks
can likewise be probed in different ways, using surveys,
online data, observations of face-to-face interactions, and
others, possibly enhanced with metadata on participant
location, occupation, age, and many other characteris-
tics. Taken together these many types of data may be
able to give a more accurate and nuanced picture of net-
work structure than any single one can alone.
Generically, the question we want to answer is this:
given the results of a set of measurements performed on
a system of interest, what is our best estimate of the
structure of the underlying network? The data could
take any form. They could be rich, hierarchical, multi-
level, and multimodal, but they may also be unreliable
and error prone. Some of the data may have no bearing
at all on the network structure. Others maybe related
only obliquely to it. And we may not know in advance
which data are relevant and which are not, or how ac-
curate any of the measurements are. Remarkably, under
these seemingly daunting circumstances we can nonethe-
less make progress.
Suppose that we are interested in the structure of a cer-
tain n-node network and for the moment let us concen-
trate on the commonest case of an unweighted undirected
network. (We consider generalizations to weighted and
directed data below, and in the Supplementary Materi-
als.) Let us denote the true structure of the network—
which we do not know—by an n×n symmetric adjacency
matrix A, having elements Aij = 1 if nodes i and j are
connected by an edge and 0 otherwise. This structure,
commonly called the ground truth, is the thing we are
trying to estimate.
We now make a set of measurements of the system,
measurements that can take many forms as discussed
above, perhaps including direct measurements of network
structure but also potentially including indirect measure-
ments, metadata, or “red herrings” that have nothing to
do with the network at all. The network structure and
the data are related to one another by a data model, ex-
pressed in the form of a probability function P (data|A, θ)
that specifies the probability of making the particular
set of measurements we did, given the ground-truth net-
work A plus, optionally, some additional model param-
eters, which we collectively denote by θ. In general, we
do not know the form of this probability distribution—in
most cases it will be a complicated function—but the op-
tion to include parameters θ allows us to specify a family
of functions that encompass a broad spectrum of possi-
bilities. Our goal will be, given such a family, first to
determine the values of the parameters, which fixes the
relationship between the network structure and the data,
and then, given those values, to estimate the network
structure itself.
To achieve these goals we use the method of maximum
2likelihood. Applying Bayes’ rule, we write
P (A, θ|data) =
P (data|A, θ)P (A)P (θ)
P (data)
. (1)
Summing over all possible network structures A we get
P (θ|data) =
∑
A
P (A, θ|data), which we then maximize
to find the most probable value of the parameters θ given
the observed data. In fact, for convenience, we maximize
not P (θ|data) but its logarithm, whose maximum falls
in the same place. Employing the well-known Jensen
inequality log
∑
i xi ≥
∑
i qi log(xi/qi), we can write
logP (θ|data) = log
∑
A
P (A, θ|data)
≥
∑
A
q(A) log
P (A, θ|data)
q(A)
, (2)
where q(A) is any probability distribution over net-
works A satisfying
∑
A
q(A) = 1. It is trivially the case
that exact equality between left- and right-hand sides of
Eq. (2) is achieved when
q(A) =
P (A, θ|data)∑
A
P (A, θ|data)
, (3)
and hence this choice maximizes the right-hand side with
respect to q. A further maximization with respect to θ
will then give us the maximum-likelihood value we seek.
To put that another way, a double maximization of the
right-hand side of (2) with respect to both q and θ will
give us our answer for θ. This can be easily carried out
by maximizing first with respect to q(A) using Eq. (3)
and then with respect to θ, repeating until the result con-
verges. Differentiating (2) while holding q(A) constant,
we find the maximum with respect to θ to be the solution
of ∑
A
q(A)∇θ logP (A, θ|data) = 0. (4)
Our calculation consists of iterating Eqs. (3) and (4)
from random initial values to convergence. The final re-
sult is a value for the parameters θ, which we can then use
to estimate the ground-truth network. In fact, however,
it turns out that this last step is unnecessary: the calcula-
tions we have already performed give us the ground-truth
network structure as a by-product, indeed they give us
the entire posterior probability distribution over struc-
tures, since from Eq. (3) the quantity q(A) is none other
than q(A) = P (A, θ|data)/P (θ|data) = P (A|data, θ). In
other words it is precisely the probability of the network
having true structure A given the observed data and our
estimate of the parameters θ.
The method derived here is an example of an
expectation–maximization or EM algorithm [13, 14]. As
described the method is a general one that can be used
with many different networks and data models. Let us
see how it is applied in practice.
Our first example application is to a social network of
US university students. The data come from the “reality
mining” study of Eagle and Pentland [15], which aimed
to establish the real-world social network of a set of indi-
viduals by measuring their physical proximity over time.
The 96 students participating in the study were given
mobile phones that used special software to record when
they were in proximity with one another. The resulting
record of pairwise proximity measurements is both richer
and poorer than a direct network measurement, in ex-
actly the manner considered in this paper. It is richer
in the sense that interactions between individuals may
be measured repeatedly and not just once, but poorer in
the sense that proximity is an error-prone indicator of
actual interaction—two individuals may find themselves
coincidentally in proximity, as they pass on the street
say, without being acquainted or having any social inter-
action.
We take as our data set the measurements made during
the reality mining study for eight consecutive Wednes-
days in March and April of 2005. (We choose weekly ob-
servations to remove weekly periodic effects, and March
and April because they fall during the university term.)
This gives us eight sets of observations, one for each day,
in which an observed edge means that two individuals
were in physical proximity at some time during that day.
The data model we adopt for these data is a partic-
ularly simple one, in which the edge measurements—
the observations of proximity—are assumed to be inde-
pendent identically distributed random variables, condi-
tioned on the ground truth Aij . That is, the probabil-
ity of observing an edge between nodes i and j depends
only on the matrix element Aij and in the same way for
all i, j. This dependence can be parametrized by two
quantities: the true-positive rate α (also called the sensi-
tivity or recall), which is the probability of observing an
edge where one truly exists, and the false-positive rate β,
the probability of observing an edge where none exists.
In addition, we will assume a uniform prior probability ρ
of the existence of an edge in any position, so that our
model is parametrized by three parameters α, β, and ρ.
If for each node pair i, j we make N measurements
and observe an edge to be present in Eij of them then,
as shown in the Methods, our EM equations give the
following expressions for the three parameters:
α =
∑
i<j EijQij
N
∑
i<j Qij
, β =
∑
i<j Eij(1−Qij)
N
∑
i<j(1−Qij)
, (5)
ρ =
1(
n
2
) ∑
i<j
Qij , (6)
where Qij is the posterior probability that there is an
edge between i and j, which is given by
Qij =
ραEij (1− α)N−Eij
ραEij (1− α)N−Eij + (1− ρ)βEij (1− β)N−Eij
.
(7)
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FIG. 1: (a) Inferred ground-truth network for the reality mining data set. Edge widths indicate the inferred probabilities Qij .
Edges that are never observed are omitted, as are singleton nodes with no observed edges. The figure reveals a dense core of
about twenty nodes that are with high probability connected to one another and a sparser periphery of nodes for whom the
surety of connection is much lower. The thickest edges shown have Qij > 0.999, while the thinnest have Qij < 0.1. (b) Inferred
edge probability as a function of the number of observations Eij for the reality mining data set, showing a relatively sharp
transition between Eij = 1 and Eij = 2. (c) Inferred network for the AddHealth friendship network. Edge widths again
indicate inferred probabilities, while node diameters are proportional to the so-called precision ραi/[ραi + (1 − ρ)βi], which
is the estimated fraction of reported friendships that actually exist. Some nodes are invisible because they are unreliable—
their precision is very small—though these nodes may nonetheless have edges if another (reliable) node reports a connection.
Unobserved edges and singleton nodes are again omitted from the figure.
The full calculation involves iterating Eqs. (5), (6),
and (7) until convergence is reached, and the results
tell us the values of the three parameters α, β, and ρ,
as well as the entire posterior probability distribution
over possible ground-truth networks, which is given by
P (A|data, θ) =
∏
i>j Q
Aij
ij (1 − Qij)
1−Aij . The poste-
rior distribution allows us to compute the distribution of
any other network quantity we might be interested in—
degrees, correlations, clustering coefficients, and so forth.
(See Section D in the Supplementary Materials.)
Applying Eqs. (5), (6), and (7) to the reality mining
data, the algorithm converges rapidly and reliably to pa-
rameter values α = 0.4242, β = 0.0043, and ρ = 0.0335.
The small value of β tells us that there are very few
false positives: an edge is observed where none exists
less than 1% of the time. On the other hand, even if the
false-positive rate is low, the probability of being wrong
when one does observe an edge can still be high. This
probability, called the false discovery rate, is given by
(1 − ρ)β/[ρα + (1 − ρ)β] and is equal to 0.2270 in the
present case, meaning that more than one in every five
observed edges is in error. Moreover, the relatively small
value of α implies that there are also a large number of
false negatives: around 58% of pairs of individuals who
are in fact connected in the underlying network are not
observed in proximity on any one day. This is under-
standable. Most people do not see all of their acquain-
tances every day.
Figure 1a shows the inferred ground-truth network,
with edge thicknesses varying to indicate the probabil-
ity Qij of individual edges. In Fig. 1b we show the re-
lationship between the number of observations Eij of a
particular edge and the posterior probability Qij . As the
figure shows, an edge observed only zero or one times
implies a low Qij (less than 0.1), so a single observation
is probably a false alarm. But two or more observations
of the same edge result in a much larger Qij (greater
than 0.9), indicating a strong inference that the edge ex-
ists in the ground truth. The sharp transition between
low and high values of Qij means that it is possible to in-
4fer the presence or absence of edges with good reliability
despite the high error rate in the data.
For our second example we study a more traditional
friendship network, taken from the National Longitudinal
Study of Adolescent Health (the “AddHealth” study) [8].
This study compiled networks of friendships between stu-
dents at a number of US high schools by asking partic-
ipants to name their friends. Again the data are both
richer and poorer than a simple network measurement.
They are richer in the sense that we have two measure-
ments of each friendship, from the point of view of each
of the two participants, but poorer in the sense that
those measurements can (and often do) disagree, indi-
cating that respondents are not reliable in the reports
they give or that they are employing different standards
for what constitutes a friendship.
We represent this situation in our data model by giving
each participant i their own individual true- and false-
positive rates αi and βi. Once again one can derive
closed-form expressions for these parameters and for the
posterior probabilities Qij of edges in the ground-truth
network—see the Methods and Supplementary Materi-
als. The analysis can be applied to any of the schools in
the AddHealth study; we use one of the smaller schools
as our example, solely because it allows us to make a
clearer picture of the resulting network.
Again the EM algorithm converges quickly and reli-
ably, giving a network-average true-positive rate α¯ =
0.6083, false-positive rate β¯ = 0.0096, and prior edge
probability ρ = 0.0235. These values indicate that non-
existent friendships are rarely falsely reported as existing
(low average βi), although, once again, arguably the more
interesting quantity is the false discovery rate, the prob-
ability of a friendship that is reported being false. This
probability, which is equal to (1−ρ)βi/[ραi+(1−ρ)βi], is
significantly larger, having a network average of 0.3309.
In other words, about one in three reported friendships
doesn’t really exist. There is also a relatively high rate
of failure to report friendships that do exist (many of the
αi are significantly less than 1). The latter is perhaps less
surprising given the design of the study: students were
limited to naming at most ten friends, so those with more
than ten would be obliged to omit some.
Figure 1c shows the inferred network of friendships,
with edge widths again indicating the probability Qij
that an edge exists, and node sizes now varying to indi-
cate how reliable the nodes are, in terms of the fraction
of reported friendships that actually exist (which is equal
to one minus the false discovery rate, also called the pre-
cision). Reports made by nodes depicted with large di-
ameter are reliable, those made by smaller nodes are not.
Armed with these results, one can now calculate a multi-
tude of further results, including any function of network
structure.
These are just two examples of possible applications.
The particular data models applied here are quite gen-
eral and could be applied to many other networks, but
there are also other models one could use. A range of
further possibilities are discussed in the Supplementary
Materials.
Methods
In the first example given in the text, edge observa-
tions are independent (Bernoulli) random variables, con-
ditioned on the ground truth Aij for the appropriate node
pair i, j, with prior probability ρ, true-positive rate α,
and false-positive rate β. Suppose that for each node
pair i, j we make Nij measurements and observe an edge
to be present in Eij of those measurements. Then, under
this independent edge model,
P (data|A, θ) =
∏
i<j
[
αEij (1− α)Nij−Eij
]Aij
×
[
βEij (1− β)Nij−Eij
]1−Aij
. (8)
Given the prior probability ρ on the individual edges,
the prior probability on the entire network is P (A|ρ) =∏
i<j ρ
Aij (1 − ρ)1−Aij . We also assume that the prior
probability distributions on α, β, and ρ are all uniform
in the interval [0, 1]. Combining Eqs. (1) and (8) we then
have
P (A, θ|data) =
1
P (data)
∏
i<j
[
ραEij (1 − α)Nij−Eij
]Aij
×
[
(1− ρ)βEij (1− β)Nij−Eij
]1−Aij
.
(9)
Taking the log, substituting into Eq. (4), and differen-
tiating with respect to α, we get
∑
A
q(A)
∑
i<j
Aij
(
Eij
α
−
Nij − Eij
1− α
)
= 0. (10)
Defining the posterior probability of an edge between i
and j by Qij = P (Aij = 1|data, θ) =
∑
A
q(A)Aij and
rearranging Eq. (10), we then get
α =
∑
i<j EijQij∑
i<j NijQij
. (11)
Similarly differentiating with respect to β and ρ we arrive
at
β =
∑
i<j Eij(1−Qij)∑
i<j Nij(1−Qij)
, ρ =
1(
n
2
) ∑
i<j
Qij . (12)
For the “reality mining” data set the values of the Nij are
all equal to the same number N , in which case Eqs. (11)
and (12) reduce to Eqs. (5) and (6).
5To calculate q(A) we substitute (9) into Eq. (3) to get
q(A) =
∏
i<j
[
ραEij (1− α)Nij−Eij
]Aij [
(1− ρ)βEij (1− β)Nij−Eij
]1−Aij
∑
A
∏
i<j
[
ραEij (1− α)Nij−Eij
]Aij [
(1− ρ)βEij (1− β)Nij−Eij
]1−Aij
=
∏
i<j
[
ραEij (1− α)Nij−Eij
]Aij [
(1− ρ)βEij (1− β)Nij−Eij
]1−Aij
∑
Aij=0,1
[
ραEij (1− α)Nij−Eij
]Aij [
(1− ρ)βEij (1− β)Nij−Eij
]1−Aij
=
∏
i<j
Q
Aij
ij (1−Qij)
1−Aij , (13)
where
Qij =
ραEij (1− α)Nij−Eij
ραEij (1− α)Nij−Eij + (1− ρ)βEij (1− β)Nij−Eij
. (14)
Note that if we make no measurements for a pair of nodes i, j so that Nij = Eij = 0 (“missing data”), this expression
correctly gives Qij equal to the prior edge probability ρ.
In the second model used in the text, measurements of edges come from unilateral statements made by individual
nodes, which may vary in their reliability. We define separate true- and false-positive rates αi, βi for statements made
by each node i, then, by a derivation similar to the one above, we can show that
αi =
∑
j EijQij∑
j NijQij
, βi =
∑
j Eij(1−Qij)∑
j Nij(1−Qij)
, ρ =
1(
n
2
) ∑
i<j
Qij , (15)
where the posterior edge probability Qij is given by
Qij =
ρα
Eij
i (1− αi)
Nij−Eijα
Eji
j (1− αj)
Nji−Eji
ρα
Eij
i (1− αi)
Nij−Eijα
Eji
j (1 − αj)
Nji−Eji + (1− ρ)β
Eij
i (1− βi)
Nij−Eijβ
Eji
j (1− βj)
Nji−Eji
. (16)
A full derivation is given in the Supplementary Materials.
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Supplementary materials
A. Additional results for the reality mining
network
Our EM algorithm works by finding the values of the
model parameters that give the best fit of the data model
to the observed data. The method does not, however,
guarantee that we will get a good fit. Even the best fit
may still be a bad one if the model itself is not capable of
capturing the form of the data. As an analogy, imagine a
set of data points on a graph that follow an intrinsically
curved path across the page. We can fit a straight line
through such points, but even the best fit will not be a
good fit. There simply is no good fit of a straight line to
curved data.
For the case of the reality mining data set of mobile
phone proximities, a “good fit” to the data means one
that captures accurately the numbers of proximity obser-
vations for pairs of individuals in the network. Since the
observations are assumed independent, only their num-
ber matters and not other features such as the specific
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FIG. S1: Comparison of observations and fitted model. The
histogram shows the number of node pairs i, j with each pos-
sible value of Eij , the number of days on which the corre-
sponding pair of individuals were observed in proximity. The
circles represent the predictions made by the model for the
parameter values that give the best fit to the data.
days on which proximity is observed. Figure S1 shows
a histogram of pairs of individuals in the network as a
function of the number of days on which they are ob-
served in proximity. Because the network is sparse and a
large majority of pairs never meet, most of the weight of
the histogram is in the “zero observations” bin, although
significant numbers of pairs fall in the other bins as well.
The circles show the values of the same quantities for the
best-fit model—the one given by the parameter values in
the paper. As the figure shows, the fit is a good one,
although there is some deviation between data and fit if
one looks closely.
Another way to assess the quality of the results is to re-
run the algorithm with an independent data set from the
same source to see if we get a similar outcome. A nice
feature of the reality mining study is that we have ex-
actly such an independent data set available. Recall that
the results given in the paper are based on observations
made on eight consecutive Wednesdays. It is straight-
forward to perform the same analysis using data from
a different day of the week. Figure S2 shows the net-
work structure inferred from the Wednesday data (the
same structure depicted in Fig. 1a) alongside the equiva-
lent structure inferred from data for eight Thursdays over
the same time period. As the figure shows, the two net-
works are qualitatively similar, with a similar dense core
and sparse periphery. Some notable features, such as the
tightly-connected satellite group of nodes to the left of
center in the figure, are common to both networks. But
some individual details also differ from one network to the
other—edges present in one are absent in the other and so
forth. This is natural: the whole point about error-prone
data is that if we measure the same thing twice we do
7(a) Wednesdays (b) Thursdays
FIG. S2: (a) The “reality mining” network reconstructed from proximity observations on eight consecutive Wednesdays, as
described in the main text. (This is the same network as in Fig. 1a, but redrawn for the purposes of this figure.) (b) The
equivalent network reconstructed from observations on eight consecutive Thursdays during the same time period in March and
April 2005. We limit ourselves to the same set of nodes as in panel (a), laid out in the same positions, to allow easy comparison
between networks.
not expect to get exactly the same result. Some variation
between different measurements is expected, and indeed
the extent of this variation can in principle be used to
estimate the size of the experimental error. In this case,
however, we don’t necessarily need to do this, since the
model parameters—the true- and false-positive rates—
already give us an estimate of the size of our errors.
B. Additional results for the AddHealth network
In the case of the AddHealth friendship network stud-
ied in the paper, we considered the situation in which
data obtained from different nodes may carry different
degrees of reliability: in a social network of self-reported
interactions such as this, some individuals may be more
accurate in the information they give than others. Let
Eij be the number of times node i identifies node j as a
friend. (Normally this number will be zero or one, but we
allow arbitrary numbers of identifications for the sake of
generality.) In effect, Eij constitutes a directed network,
and self-reported friendship networks are sometimes de-
picted as being directed. The underlying ground-truth
network, however, is considered undirected. Only our
observations of it are directed.
A node whose identifications agree, wholly or largely,
with those of their friends, is probably a reliable observer;
one whose identifications disagree probably is not. We do
not have to impose these assumptions on our calculation,
however. They will automatically be reflected in the so-
lution found by the EM algorithm, if they are a good
description of the data.
One can encapsulate this type of behavior in a model in which each node i has its own true-positive rate αi and
false-positive rate βi. Then the likelihood of a set of observations given a ground-truth network A is
P (data|A, θ) =
∏
i<j
[
α
Eij
i (1− αi)
Nij−Eij
]Aij [
α
Eji
j (1 − αj)
Nji−Eji
]Aji
×
[
β
Eij
i (1− βi)
Nij−Eij
]1−Aij [
β
Eji
j (1− βj)
Nji−Eji
]1−Aji
, (S1)
where Nij is the total number of observations of node j made by node i. Note that we explicitly include terms in Eij
and Eji separately, since we want to incorporate observations made by all nodes.
Again assuming a prior probability of ρ on each ground-truth edge and uniform priors on the parameters, applying
Eq. (1), and taking logs, we arrive at the log-likelihood:
logP (A, θ|data) =
∑
i<j
[
AijEij logαi +Aij(Nij − Eij) log(1− αi) +AjiEji logαj +Aji(Nji − Eji) log(1− αj)
+ (1−Aij)Eij log βi + (1−Aij)(Nij − Eij) log(1 − βi)
+ (1−Aji)Eji log βj + (1 −Aji)(Nji − Eji) log(1− βj)
+Aij log ρ+ (1−Aij) log(1 − ρ)
]
− P (data). (S2)
8Applying Eq. (4), performing the derivatives, and rearranging, we then find the following best-fit values for the
parameters:
αi =
∑
j EijQij∑
j NijQij
, βi =
∑
j Eij(1−Qij)∑
j Nij(1−Qij)
, ρ =
1(
n
2
) ∑
i<j
Qij , (S3)
which recovers Eq. (15) from the paper. As before, Qij is the posterior probability of an edge between i and j, which
can be calculated by the same method we used for our first model. Noting that Aij = Aji and combining Eqs. (1)
and (S1), we write
P (A, θ|data) =
1
P (data)
∏
i<j
[
ρα
Eij
i (1− αi)
Nij−Eijα
Eji
j (1 − αj)
Nji−Eji
]Aij
×
[
(1− ρ)β
Eij
i (1− βi)
Nij−Eijβ
Eji
j (1− βj)
Nji−Eji
]1−Aij
. (S4)
Then the complete posterior distribution over ground-truth networks A is
q(A) = P (A|data, θ) =
P (A, θ|data)∑
A
P (A, θ|data)
=
∏
i<j
Q
Aij
ij (1−Qij)
1−Aij , (S5)
where
Qij =
ρα
Eij
i (1− αi)
Nij−Eijα
Eji
j (1− αj)
Nji−Eji
ρα
Eij
i (1− αi)
Nij−Eijα
Eji
j (1 − αj)
Nji−Eji + (1− ρ)β
Eij
i (1− βi)
Nij−Eijβ
Eji
j (1− βj)
Nji−Eji
. (S6)
Note that this expression is explicitly symmetric with respect to the indices i and j, as it should be, since Qij = Qji
by definition.
This calculation returns not only an estimate of the
ground-truth network but also an estimate of the trust-
worthiness of each of the nodes, parametrized by their
true-positive and false-positive rates, which tell us both
how often a node truthfully reports an edge that does
exist and how often it falsely reports the existence of an
edge that does not. Note that even in the (common) case
where each edge is observed at most once, so that Eij
can take only the values zero and one, the parameters αi
and βi and the posterior probabilities Qij can take a wide
range of values, by contrast with the case of the reality
mining network, where there are only as many possible
values of Qij as there are values of Eij (see Fig. 1b). For
instance, even if both of nodes i and j report the exis-
tence of an edge between them (Eij = Eji = 1), if neither
node is considered reliable then the algorithm may say
that the probability Qij of the edge actually existing is
quite low. If either of them is considered reliable, on the
other hand, then Qij will be larger. And if one is unre-
liable and claims an edge, while the other is reliable but
does not, then Qij will be particularly small.
C. Other data models
We have given two examples of possible data mod-
els. There are however many others that could be used
within the inference framework described, depending on
the specific data available and the questions one wants
to answer.
Edge strengths or weights: A simple variation on the
model we used for the reality mining data set is one
in which the underlying network can have edges with
more than one strength. A crude representation of the
interactions of people in a social network, for instance,
might record pairs of individuals only as “acquainted” or
“not acquainted.” But a more nuanced representation
might divide them into “not acquainted,” “casual ac-
quaintances,” and “well acquainted,” and the frequency
with which people meet might well differ between these
classes: casual acquaintances might be more likely to
meet than people who don’t know each other at all, but
less likely than people who are close friends.
Such a situation could be represented using a weighted
adjacency matrix A in which each element now has three
possible values 0, 1, and 2, with corresponding prior prob-
abilities ρ0, ρ1, and ρ2 such that ρ0 + ρ1 + ρ2 = 1.
At the same time our two parameters α and β would
now become three—say α0, α1, and α2—representing
the probability of observing an edge in each of the three
states. With all other variables defined as before, the
9log-likelihood would then take the form
logP (A, θ|data) =∑
i<j
{
1Aij=0
[
Eij logα0 + (Nij − Eij) log(1 − α0)
]
+ 1Aij=1
[
Eij logα1 + (Nij − Eij) log(1− α1)
]
+ 1Aij=2
[
Eij logα2 + (Nij − Eij) log(1− α2)
]
+ 1Aij=0 log ρ0 + 1Aij=1 log ρ1 + 1Aij=2 log ρ2
}
− logP (data), (S7)
where 1 is the indicator function. Then, applying Eq. (4)
in the paper, we get
αw =
∑
i<j EijQ
(w)
ij∑
i<j NijQ
(w)
ij
, ρw =
1(
n
2
) ∑
i<j
Q
(w)
ij , (S8)
for w = 0, 1, 2, where Q
(w)
ij =
∑
A
1Aij=w q(A) is the
posterior probability that Aij = w, which is given by
Q
(w)
ij =
ρwα
Eij
w (1− αw)
Nij−Eij∑
w′ ρw′α
Eij
w′ (1 − αw′)
Nij−Eij
. (S9)
This approach can easily be extended to any number
of levels or strengths of connection between node pairs.
Equations (S8) and (S9) carry over unchanged. Interest-
ing questions arise about how we decide the ideal num-
ber of levels to include in the calculation (if we don’t
know a priori), which can be addressed using generaliza-
tions of standard model selection methods. For instance,
one could perform a χ2 test on the distribution of values
of Eij , choosing the minimum number of levels for which
the model is not rejected by the test to some predeter-
mined degree of significance.
Note that within this framework the levels of the edges
are not ordered: there is nothing in the mathematical for-
mulation that stipulates that level 2 is “stronger” in any
sense than level 1. In practice this means that the param-
eter values returned by the EM algorithm may be per-
muted from the canonical order—all permutations give
equally good fits to the data. If we want the higher lev-
els to correspond to stronger edges in the sense of greater
values of αw, then we may need to manually permute the
levels after the algorithm completes its work.
Indeed, the levels need not correspond to strengths of
edges at all. Since the labels w on the levels are arbitrary
and unordered, they could simply refer to different types
of edges that happen to have different probabilities αw
of observation. In the case of social networks and prox-
imity data, for instance, a network might include peo-
ple who know each other through work, though family
ties, and just socially, and one might find, for instance,
that proximity is observed often for family members, a
medium amount for coworkers, and more infrequently for
other social ties. In this case the EM algorithm, com-
bined with the model described above, should be able to
distinguish between these different types of connection,
although it would not be able to tell us what the types
actually represented—that would require additional in-
terpretation by the experimenter, and possibly additional
data as well.
Multimodal data: Another interesting possibility is
that of “multimodal” network data, by which we mean
data that quantify the structure of a network in several
different ways, such as a social network probed using tra-
ditional interviews or questionnaires, and then probed
again using data from an online social networking site.
An example is the Copenhagen Networks Study [16],
in which the interactions of a thousand individuals in
Copenhagen were cataloged using measurements of face-
to-face meetings, electronic communications, and online
social networks.
Suppose that we have data that measures, directly
or indirectly, a specific network A in several different
ways or modes, which we label by integers m = 1, 2, 3 . . .
The existence, or non-existence, of an (undirected un-
weighted) edge between node pair i, j is measured N
(m)
ij
times in modem. (The most likely values areN
(m)
ij = 1—
the pair was observed once, the usual situation in most
network studies—or N
(m)
ij = 0—the case of “missing
data,” where we have no information about a particular
pair. For the sake of generality, however, we once again
allow the possibility of higher values.) Generalizing our
earlier models, we also define E
(m)
ij to be the number of
times an edge is actually observed between nodes i, j in
mode m, and we assume the measurements to be inde-
pendent, both for different modes and for different nodes,
conditioned on the underlying ground truth Aij . But we
allow for the (likely) situation in which measurements in
different modes have different levels of accuracy, meaning
that there are different true- and false-positive rates for
each mode m, which we will denote αm and βm.
The log-likelihood for this model is given by
logP (A, θ|data) =
∑
i<j
{∑
m
[
AijE
(m)
ij logαm +Aij(N
(m)
ij − E
(m)
ij ) log(1− αm)
+ (1 −Aij)E
(m)
ij log βm + (1−Aij)(N
(m)
ij − E
(m)
ij ) log(1 − βm)
]
+Aij log ρ+ (1−Aij) log(1− ρ)
}
− logP (data), (S10)
where ρ is once again the prior probability of an edge. Substituting this form into Eq. (4) and performing the
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derivatives, we get
αm =
∑
i<j E
(m)
ij Qij∑
i<j N
(m)
ij Qij
, βm =
∑
i<j E
(m)
ij (1−Qij)∑
i<j N
(m)
ij (1−Qij)
, ρ =
1(
n
2
) ∑
i<j
Qij , (S11)
where Qij =
∑
A
q(A)Aij is once again the posterior probability of an edge between nodes i and j. Following the
same line of argument as in the Methods, we find that
Qij =
ρ
∏
m α
E
(m)
ij
m (1 − αm)
N
(m)
ij
−E
(m)
ij
ρ
∏
m α
E
(m)
ij
m (1− αm)
N
(m)
ij
−E
(m)
ij + (1− ρ)
∏
m β
E
(m)
ij
m (1− βm)
N
(m)
ij
−E
(m)
ij
. (S12)
To understand how the different modes are weighted
by the algorithm, it is helpful to consider the odds ratio
for an edge between nodes i and j:
Qij
1−Qij
=
ρ
1− ρ
∏
m
(
αm
βm
)E(m)
ij
(
1− αm
1− βm
)N(m)
ij
−E
(m)
ij
.
(S13)
Note how, in modes m for which αm is large and βm
is small, the E
(m)
ij observed edges contribute a large in-
crease to the odds ratio (first term in parentheses) and
the N
(m)
ij − E
(m)
ij non-edges contribute a large decrease
(second term). These modes are precisely the reliable
ones—those with high true-positive rates and low false-
positive rates—and hence it is appropriate that they con-
tribute strongly to our inference of the network structure.
D. Computation of network properties
The primary output of our EM algorithms is the pos-
terior probability distribution q(A) over possible ground-
truth networks. Given this distribution, one can in prin-
ciple calculate the expected value or distribution of any
other quantity that depends on network structure, such
as degree distributions, clustering coefficients, correlation
measures, spectral properties, and so forth. If we have
some metric X(A) whose value is a function of the net-
work structure A, then its expected value, given the ob-
served data, is
µX =
∑
A
q(A)X(A), (S14)
and the variance about that expectation is
σ2X =
∑
A
q(A)[X(A) − µ]2. (S15)
These expressions are primarily of use for quantities
whose distribution is approximately normal. In other
cases one can compute the complete probability distri-
bution of X thus:
P (X = x|data, θ) =
∑
A
q(A)1X(A)=x, (S16)
where 1 is the indicator function again.
In some cases is it possible to employ these expression
directly. Take for example, the calculation of the degree
of a given node i. For the two data models employed in
the paper, or any other model for which one can derive
an explicit expression for the marginal probability Qij of
an edge between two nodes, we can write the expected
degree of node i as
di =
∑
A
q(A)
∑
j
Aij =
∑
j
∑
A
q(A)Aij =
∑
j
Qij .
(S17)
In other cases, particularly those in which the quantity
of interest is a nonlocal function of network structure,
such as a correlation function or an eigenvalue, it may
not be possible to perform the sum over networks A in
closed form, in which case one can estimate expectations,
variances, or complete distributions using Monte Carlo
sampling, whereby one draws a number of networks from
the posterior distribution q(A), computes the quantity of
interest on each of them, and then calculates the desired
statistics.
In the particular case in which the posterior distri-
bution factors into independent distributions over each
edge—as in all of the models considered here—Monte
Carlo sampling of networks is trivial. One simply gener-
ates each edge independently with the appropriate proba-
bility Qij , and there exist straightforward algorithms for
doing this efficiently [17]. In cases where the edges are not
independent, one can generate networks using Markov
chain importance sampling [18], in which one repeatedly
makes small changes A→ A′ to the network, such as the
addition or removal of a single edge, then accepts those
changes with the standard Metropolis–Hastings accep-
tance probability
Pa =
{
q(A′)/q(A) if q(A′) < q(A),
1 otherwise.
(S18)
