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Interaction of a compliant wall with a turbulent channel flow is investigated experimentally 
by simultaneously measuring the time-resolved, three-dimensional flow field and the two-
dimensional surface deformation. The optical setup integrates tomographic particle image 
velocimetry to measure the flow with Mach-Zehnder interferometry to map the deformation. 
The Reynolds number is Reτ=2300, and the Young’s modulus of the wall is 0.93 MPa, resulting 
in a ratio of shear speed, ct, to the centerline velocity, U0, of 6.8. The 3D distributions of 
pressure are calculated by spatially integrating the material acceleration. To resolve sub-micron 
surface deformations, several fringe image enhancement and phase evaluation algorithms are 
developed and compared. Extensive synthetic validations are performed to estimate 
measurement uncertainty and determine relevant filtering parameters. 
The deformation wavenumber-frequency spectra show the surface motion contains a non-
advected low-frequency component and advected modes, some traveling downstream at U0 
and others at 0.72U0. The amplitudes of the detrended deformations are much smaller than the 
wall-unit, hence they do not affect the flow statistics. Predictions by the Chase (1991) model 
are calculated and compared to the measured trends. Conditional correlations are calculated 
between deformation and flow variables, including pressure. The deformation-pressure 
correlations peak at y/h~0.12 (h is channel half-height), the elevation of Reynolds shear stress 
maximum in the log-layer. Streamwise lagging of the deformation behind the pressure is 
caused in part by phase lag of the pressure with decreasing distance from the wall, and in part 
by material damping. By correlating deformation with flow velocity, vorticity and λ2, the 
relevant flow structures are identified. Positive deformations (bumps) caused by negative 
pressure fluctuations are preferentially associated with ejections involving spanwise vortices 
located downstream and quasi-streamwise vortices with spanwise offset. Results of conditional 
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correlations are consistent with presence of hairpin-like structures. The negative deformations 
(dimples) are preferentially associated with positive pressure fluctuations at the transition 
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Chapter 1. Introduction 
The interactions between flow and compliant surface exhibit a rich variety of phenomena, 
which have been studied for more than half a century. These interactions have a significant 
impact in many engineering applications due to their potential effects on laminar to turbulent 
transition, skin friction, structural vibration and noise. Section 1.1 gives an overview of prior 
theoretical, experimental, as well as numerical investigations related to the present study. 
Section 1.2 discusses different approaches utilized in modeling the response of the compliant 
surface under prescribed pressure and shear wave perturbations. The volume-based approach 
utilized by Chase (1991) is particularly relevant to the present work. Hence, it is explained in 
detail. Section 1.3 reviews several deformation measurement techniques utilized in previous 
investigations. Section 1.4 provides an outline of this thesis. 
 
1.1 Overview of the compliant surface – boundary layer interactions 
The interactions between compliant surfaces and laminar or turbulent boundary layers have 
been the subject of numerous investigations over the past 60 years owing to their presumed 
effects on laminar to turbulent transition, skin friction, as well as noise and vibrations (Bushnell 
et al. 1977; Riley et al. 1988; Gad-el-Hak 1998, 2002). Early studies were stimulated by 
Kramer (1957, 1962), who reported considerable drag reduction by coating a model with a 
compliant surface mimicking the skin of dolphins. The coating was constructed with a heavy 
rubber outer layer, which was supported from below by many small rubber stubs, with damping 
fluid filled in the spaces between them. Subsequent experimental studies aimed at further 
investigating the potential effects of drag reduction showed mixed results. Blick and his co-
workers (Fisher & Blick 1966; Looney & Blick 1966; Blick & Walters 1968) covered a 
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reservoir of fluids with a thin sheet of polyvinyl chloride (PVC). The damping of the complaint 
wall was adjusted by using fluids of different viscosities. In the wind tunnel test, such 
compliant surfaces reduced skin friction and turbulent intensity. Harris & Lissaman (1969) 
constructed compliant surfaces in a similar way, but they did not observe significant changes 
in drag and Reynold stress between their rigid and compliant surfaces. McMichael et al. (1980) 
built compliant surfaces by stretching mylar membranes over polyurethane foam sheets. No 
significant change in skin friction coefficients was found. Lee et al. (1993a) constructed a 
single-layer isotropic viscoelastic coating using polydimethylsiloxane (PDMS). A reduction in 
turbulent intensity was reported in their water tunnel experiment. Choi et al. (1997) coated a 
long slender body of revolution with a single-layer viscoelastic silicone rubber. Their results 
showed 7% reduction of the drag and 5% reduction of the turbulence intensity. In spite of 
significant efforts invested in testing compliant surfaces of different materials and geometries, 
the results regarding the effect of drag reduction were still inconclusive.  
The investigations of the compliant surface - boundary layer interactions can be roughly 
divided into two categories. The first one focuses on the laminar boundary layers, in particular, 
the effect of wall compliance on the boundary layer transition. The theoretical works of 
Benjamin (1960, 1963) and Landahl (1962) suggested that by selecting the flexibility and 
internal damping of the material, the compliant surface could delay the transition from laminar 
to turbulent flow. The choice of material properties was critical because the wall compliance 
could also allow other instability modes to grow and trigger transition. The theoretical analysis 
of Carpenter & Garrad (1985, 1986) divided the flow instability into two categories, namely 
Tollmien-Schlichting (TS) type instabilities, resembling those occurring over a rigid plate, and 
flow-induced surface instabilities (FISI). The TS waves were stabilized by the wall compliance 
and destabilized by material damping. The FISI, on the other hand, were destabilized by wall 
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compliance and stabilized by material damping. Lee et al. (1995) studied the effect of 
complaint surface on the stability of Blasius boundary layer in a wind tunnel. They confirmed 
that at low Reynolds numbers, when the amplitudes of FISI were small, the wall compliance 
reduced the growth rate of unstable TS waves. Wang et al. (2006) reached the same conclusion 
based on direct numerical simulation (DNS) 
The second category focuses at the interactions between compliant surface and a fully-
developed turbulent boundary layer. For soft materials, experimental studies revealed the 
formation of the so called static-divergence wave (Hansen & Hunston 1974, 1983; Hansen et 
al. 1980; Gad-el-Hak et al. 1984). The crest of these waves was aligned in the spanwise 
direction, and they exhibited low phase speeds (~0.05U0) and high amplitudes of the order of 
the coating thickness. They appeared when the free-stream velocity was several times larger 
than the shear wave speed of the compliant coating, ct. Formation of such waves usually 
increased the drag, presumably due to an increase in surface roughness (Hansen & Hunston 
1974; Gad-el-Hak et al. 1984). In the absence of static-divergence waves, i.e., at speeds lower 
than the onset level, the tools available to Gad-el-Hak et al. (1984) could not detect measurable 
surface deformation or changes in the mean velocity profile. 
Over the past two decades, numerical simulations of interactions of a boundary layer with 
modeled surface compliance have taken a leading role as a research tool (e.g. Endo & Himeno 
2002; Xu et al. 2003; Kim & Choi 2014; Luhar et al. 2015). DNS of a turbulent channel flow 
(Reτ=uτh/ν=150, where uτ is the friction velocity, h is the channel half-height and ν is the liquid 
viscosity) over a soft compliant wall modeled as an array of springs and dampers by Endo & 
Himeno (2002) showed a moderate reduction (2.7%) of the average drag. A subsequent 
investigation by Xu et al. (2003) at Reτ=137, which modeled the wall in a similar manner, 
found little change in the averaged skin friction. Simulations by Kim & Choi (2014) at Reτ=138 
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concluded that for a soft wall, large-amplitude quasi-2D surface waves form and travel 
downstream at a phase speed of less than 40% of the centerline velocity. Their amplitude and 
shape were consistent with those of the static-divergence waves, but their celerity was higher. 
For stiffer walls, the deformation pattern became more complex, and travelled at 72% of the 
centerline velocity. In both cases, there was no drag reduction. Luhar et al. (2015) used a 
reduced-order model based the resolvent analysis introduced by McKeon & Sharma (2010) for 
the flow and modeled the compliant wall effect using a boundary with complex admittance. 
They showed that an unphysical negative material damping was required for the compliant 
surface to interact favorably in terms of Reynolds stress distributions with the near-wall 
motions. Positive damping was only effective for modes representing very-large-scale motions. 
In parallel with simulations involving fluid-structure “two-way coupling”, substantial efforts 
were invested in modeling, computing and measuring the response of compliant walls to 
prescribed pressure and shear perturbations (e.g., Duncan et al. 1985; Duncan 1986; Ko & 
Schloemer 1989; Chase 1991). These studies focused on the material dynamics, and did not 
involve flow simulations. Yet, they provided considerable insight on effects of layer thickness 
and material properties, such as the Young and shear moduli as well as the material damping, 
on the response of the wall to the prescribed forcing.  
 
1.2 Modeling of the compliant surface 
Different types of the compliant surfaces have been constructed in previous experimental 
investigations. Some of them have used thin membranes stretched over a damping medium 
(e.g., Fisher & Blick 1966; Looney & Blick 1966; Blick & Walters 1968; Harris & Lissaman 
1969; McMichael et al. 1980), others have used a single-layer isotropic viscoelastic rubber 
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(e.g., Hansen & Hunston 1974, 1983; Hansen et al. 1980; Gad-el-Hak et al. 1984, 1986; Lee 
et al. 1993a, b; Hess et al. 1993; Choi et al.1997). In response to the above-mentioned two 
types of complaint surfaces, the modeling of the wall compliance can be broadly divided into 
the surface-based model and volume-based model (Gad-el-Hak 2002). In the surface-based 
model, sketched in figure 1.1, the compliant surface is treated as a thin plate supported by an 
array of springs and dampers. The equation describing the wall-normal displacement of the 
compliant surface is 
 
2 2 2 4 4
2 2 2 4 4
x xz zT BT Bd K d d d d dd D F
t m t m x m z m x m z
     
       
     
 (1.1) 
Here, d(x, z, t) is the wall-normal displacement of the complaint coating, K is the spring 
constant, D is the damping coefficient, Tx and Tz are the tension coefficients, Bx and Bz are 
flexural rigidities, F is the external forcing and m is the mass per unit area, x, y and z denote 
the streamwise, wall-normal and spanwise directions, respectively. In the surface-based model, 
the horizontal displacement is usually neglected. For a thin membrane, the flexural rigidities 
are also neglected. This model is less computationally demanding than the volume-based 
model described later. Hence, it has been widely utilized in many theoretical as well as 
numerical investigations (e.g., Carpenter & Garrad 1985, 1986; Endo & Himeno 2002; Xu et 
al. 2003; Kim & Choi 2014).  
The second approach is the volume-based model, shown in figure 1.2, which directly solves 
the Navier equation for elastic materials (Landau & Lifshitz 1970), 
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where d(x, y, z, t) is the displacement vector, ρc is the density of the compliant material, E is 
the Young’s modulus and σ is the Poisson’s ratio. The viscoelasticity of the material is 
accounted for by replacing the real-valued modulus, E, with a complex modulus E'+iE'', (Fung 
1965; Ferry 1970), with E' being the storage modulus, and E'' the loss modulus. The key 
parameter that quantifies the material viscoelasticity is the frequency-dependent loss tangent, 
ζ=E''/E'. This type of model has been implemented by Duncan et al. (1985), Duncan (1986) 
and Chase (1991), among others. The analysis of Chase (1991) is particularly relevant to the 
present study, and is instrumental for elucidating many of the observations. Hence, it is 
summarized below. 
The 2-D Chase (1991) model involves streamwise and wall-normal small amplitude 
deformations. The computational domain is unbounded in the x direction, with layer thickness 
of l0 (figure 1.2). At the fluid-solid interface, fluctuating pressure, p0exp[i(kx-ωt)], and wall 
shear stresses, τ0exp[i(kx-ωt)], are prescribed as the boundary conditions. Here, k is the 
wavenumber, ω is the angular frequency, p0 and τ0 are the amplitudes of the pressure and shear 
waves, respectively. Equation 1.2 is solved by first applying the Helmholtz decomposition, in 
which the 2D displacement vector, d=dxi+dyj, is written in terms of a scalar potential, φ, and a 
















  (1.3) 
Here, φ and ψ are solutions of wave equations with complex wave speeds cl and ct, respectively. 
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The solutions to the wave equations are: 
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with amplitudes 
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Here, Kl=(k2-ω2/cl2)1/2, Kt=(k2-ω2/ct2)1/2. The four unknown constants, al, bl, at and bt are 
determined based on the boundary conditions. At the top surface of the coating (y=0), the 
normal and shear stresses, σyy and σxy are 
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These stresses are related to the displacement by 
 





















  (1.8) 
The second term in equation 1.7 accounts for the fluid loading, and z+ is the acoustic impedance 
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  (1.9) 
Here, the boundary conditions restrict the streamwise motion, but allow the bottom wall to 
move in the vertical direction. This type of condition includes the cases when the back plate is 
not rigid, and z is the acoustic impedance at the elastomer-back plate interface. In cases where 
the compliant coating is attached to a rigid base, z→∞, the second boundary condition in 
equation 1.9 reduces to dy(y=-l0)=0, as expected. The four constants al, bl, at and bt are 
determined using the boundary conditions equations 1.7 and 1.9. In Chapter 4, this model is 
implemented to predict the amplitude and phase responses of the present compliant coating to 
pressure perturbations.  
 
1.3 Review of the deformation measurement techniques 
The knowledge of surface shape plays a key role in investigating this flow-structure 
interaction problem. The wall deformation detection techniques have improved over the years. 
Early investigations mainly relied on photography and high-speed cinematography, combined 
with drag measurements (e.g., Hansen & Hunston 1974, 1983; Hansen et al. 1980). 
Subsequently, quantitative point measurements were performed using custom-made 
instruments. For example, Gad-el-Hak et al. (1984), Gad-el-Hak (1986) and Hess et al. (1993) 
pointed a narrow laser beam to the compliant surface and recorded the displacement of the light 
scattered from the interface using magnified imaging systems. The deformation resolution 
about 20 μm and 2 μm were achieved, respectively. In recent years, the introduction of laser 
Doppler vibrometer (LDV) allowed point measurement of surface motion with nanometer 
precision at sampling rate up to 20 MHz (e.g., Castellini et al. 2006; Tabatabai et al. 2013). In 
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an LDV system, a laser beam (usually a He-Ne laser, wavelength 632.8 nm) illuminates the 
test object, and the velocity of the object is determined from the Doppler frequency shift of the 
back scattered light. Scanning LDV systems are also commercially available, which 
sequentially measure a 2D array of points in rapid succession, with capabilities of changing 
measurement points in less than 10ms. Although sufficient for some applications, the capability 
of current scanning LDV is not suitable for mapping 2D instantaneous surface deformation 
under turbulent flow. 
Two-dimensional distributions of compliant surface deformations were measured by Lee 
et al. (1993a, b) using holographic interferometry. A hologram of the undisturbed compliant 
surface was recorded first. Upon holographic reconstruction, light waves similar to those 
scattered from the undisturbed compliant surface were reproduced and subsequently interfered 
with the lights scattered from the deformed object. The resulting interferograms were recorded 
and instantaneous deformations were calculated from the fringe patterns. Their deformation 
measurements achieved sub-micron precision, but having to record the interferograms on film, 
the data was not time-resolved. Yet, they captured complex small-amplitude deformation 
patterns that were different from the 2D static-divergence waves. 
Another related technique is the electronic speckle pattern interferometry (ESPI), also 
known as TV holography (Butters & Leendertz, 1971). The speckle pattern is referred to the 
grainy appearance of an optically rough surface (i.e., surface roughness comparable to the 
wavelength of the light) when it is illuminated by a coherent light source. The phase 
distributions of the light waves scattered from various points of the rough surface vary in a 
random manner, resulting a speckle interference pattern. The information of the surface shape 
is contained in the phase distribution of the speckle pattern. By interfering the scattered light 
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from the object with a reference light, the phase distribution can be measured, and the surface 
deformations are calculated subsequently.  
The ESPI is considered and tested in the initial stage of the present project. An experimental 
setup for measuring surface deformation of an aluminum tube under compression using ESPI 
is shown in figure 1.3. The cross-section of the tube is a square, with 2 mm thick wall. It is 
held in vertical position by a c-clamp (C-Clamp: A). Compressional forces are applied to the 
tube’s side walls by tightening the second c-clamp (C-Clamp: B). The resulting deformation 
of the front side of the tube, marked within a square, is measured using ESPI. The 
corresponding spackle patterns and the measured deformation distributions are shown in figure 
1.4.  
For small surface deformation demonstrated in figure 1.4a, the fringes obtained from 
speckle patterns have sufficiently large spacing comparing to the size of the speckle. Hence, 
the measured surface deformation shown in figure 1.4c does not contain erroneous artifacts. 
However, for large surface deformation, the corresponding fringe spacing is comparable to size 
of the speckle in regions where slopes are high (figure 1.4b), leading to strong artifacts in the 
measured shape, demonstrated in figure 1.4d. As pointed out in Jones & Wykes (1983), the 
spatial resolution of ESPI is limited by the size of the speckles. In addition, this technique only 
works on opaque surfaces since the back-scattered light is required, which leads to adverse 
effects on the PIV-based (particle image velocimetry) flow measurement techniques.  
 
1.4 Outline of the thesis 
Clearly, a technique capable of measuring time-resolved 2D distribution of surface 
deformation is highly desirable for the investigation of the wall motions. In addition, 
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information of the flow fields associated with wall deformations is also vital in analyzing their 
interactions. In the present work, time-resolved simultaneous measurements of both 3D flow 
field and 2D surface deformation are achieved by combining tomographic particle image 
velocimetry (TPIV) with Mach-Zehnder Interferometry (MZI). The combined measurements 
allow us to study the correlations between flow and deformation, as well as to identify the 
characteristics of the surface deformation and the associated flow structures. The experimental 
setup and TPIV data analysis procedures are described in Chapter 2. To resolve submicron 
deformation, extensive efforts have been invested in developing a fringe image enhancement 
and phase reconstruction algorithm for MZI. The data analysis procedures for MZI are detailed 
in Chapter 3. Subsequently, Chapter 4 characterizes flow and surface deformation, including 
flow velocity and Reynolds stresses profiles, as well as the spectra of the flow and deformation. 
Chapter 5 focuses on the correlations between flow and deformation. Conditional correlations 
between deformation and flow variables such as pressure, velocity and vorticity are presented. 
A phase lag between pressure and deformation is observed and explained. A summary of the 
present work is given in Chapter 6. Implications of the current results and suggestions to future 





















FIGURE 1.3. The ESPI experimental setup for measuring surface deformation of an aluminum tube 









FIGURE 1.4 ESPI measurement results: (a) and (b) spackle patterns at the front surface of the 
aluminum tube, under small and large deformations, respectively. (c) and (d) the corresponding 




Chapter 2. Experimental setup and data analysis procedures 
In this chapter, section 2.1 describes the test facility and compliant surface manufacture 
procedures. Section 2.2 discusses the TPIV system utilized in the flow measurement. The 
uncertainties in the velocity and pressure measurements are also estimated. Section 2.3 
provides details of the optical setup for the MZI utilized for mapping the surface deformation. 
 
2.1 Test facility and construction of the compliant surface 
The experiments have been performed in an acrylic channel extended from the optically 
index-matched facility at Johns Hopkins University. Detailed descriptions of this channel are 
documented in several previous publications (Hong et al. 2011, 2012; Talapatra et al. 2012, 
2013; Joshi et al. 2014; Zhang et al. 2015). The relevant parts of the channel are sketched in 
figure 2.1a, not drawn to scale. Figure 2.1b presents a photo of the downstream half of the 
channel. The overall internal dimensions of the channel are 3300×50.8×203.2 mm3 in the 
streamwise, x, wall-normal, y, and spanwise, z, directions, respectively. The corresponding 
instantaneous velocity components are denoted as u, v and w, respectively. A settling chamber 
containing honeycombs and screens are located upstream of the channel, which is followed by 
a nozzle with area ratio of 4:1 for reducing the in-flow turbulence level. The mean flow speed 
in the channel is monitored by measuring the pressure drop across the nozzle using two pairs 
of pressure taps. Downstream of the test section, a mild diffuser with expansion angle of less 
than 7° links the channel with the main loop.  
The channel contains four removable windows spanning its entire width, two on the top 
and two on the bottom, for installing walls with different shapes, roughness, and material 
properties. The compliant wall assembly is flush-mounted to the bottom downstream section 
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of the channel, with its leading edge located 1900 mm (75h) downstream of the channel 
entrance, establishing a fully developed channel flow upstream of the measurement domain. 
The compliant wall is made from a homogeneous layer of transparent polydimethylsiloxane 
(PDMS). It is 1250 mm long in the x-direction, spans the entire width of the channel (203.2 
mm), with thickness of l0=16 mm. The PDMS layer is attached to a 9 mm thick acrylic wall, 
which is strengthened from below by six equally spaced aluminum ribs mounted in the 
spanwise direction.  
The working fluid in the channel is aqueous solution of sodium iodide (NaI, 62% by 
weight). The fluid density, ρ, is 1.8×103 kg/m3 and its kinematic viscosity, , is 1.1×10-6 m2/s. 
The refractive index of the NaI solution, nNaI, is 1.493, which is very close to that of the acrylic 
channel. This refractive index matching minimizes undesired light reflections at the rigid 
channel wall. The refractive index of the NaI is also different from that of the compliant 
material (nPDMS=1.413), which is crucial for measuring surface deformation using 
interferometry. In the present experiments, the channel centerline velocity, U0, is 2.5 m s-1, and 
the friction velocity, uτ, determined from a linear fit of the total shear stress profile, is 0.102m/s 
(presented and discussed in Chapter 3). The resulting viscous length scale, δν=ν/uτ, is 11 μm, 
and the corresponding time scale, τν=ν/uτ2, is 105.7 μs. The friction Reynolds number, Reτ, is 
2300. Following the usual convention, a superscript + is used to denote quantities normalized 
by uτ and τν.  
The compliant material selected for this study (PDMS) is widely utilized in many other 
fields, such as biomechanics and microfluidics. Some previous studies attempting to reduce 
drag (e.g., Hess et al. 1993; Lee et al. 1993a, b) adopted the same material, but pre-mixed it 
with silicone oil, resulting in a much smaller shear modulus (~ 200-300 Pa). Since the high-
amplitude static-divergence wave occurs when U∞ exceeds several times of ct (Gad-el-Hak et 
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al. 1984), and usually leads to an increase in drag (Hansen et al. 1980), we have opted to start 
our work using PDMS without additives. The material comes from Dow Corning, Sylgard® 
184 silicone elastomer kit. It consists of two components in liquid form, i.e., a base and a curing 
agent. After premixed at 10:1 (base to curing agent) weight ratio, the mixture is slowly poured 
into an acrylic mold with the proper dimensions. The mold is kept under vacuum to minimize 
air entrapment, and the mixture takes about 48 hours to cure and becomes a solid layer. The 
channel bottom wall assembly is integrated with this mold, eliminating the need to glue PDMS 
layer on the acrylic plate. The mechanical properties of the PDMS have been measured by 
Rheometrics Solids Analyzer (RSA II), using other molded samples of the same material, 
curing temperature and base-to-curing agent ratio, with maximum strain applied less than 2%. 
Figures 2.2a and b show the measured frequency-dependent storage modulus, E', and loss 
modulus, E'', respectively. The measurements are repeated three times after 2, 9 and 16 days 
of the molding, in order to monitor the variation of the material properties over time. After 16 
days, the effect of aging is considered small, and the corresponding frequency-averaged moduli 
are E'=0.93 MPa and E"=0.07 MPa. The density of the PDMS, c, is 1.03×103 kg m-3. The 
Poisson’s ratio is not directly measured, the present value of =0.5 is based on Mark (1999). 
The resulting shear modulus, estimated using G=E'/2(1+) is 0.31 MPa, and the shear wave 
speed calculated from ct=(G/c)1/2 is 17 m s-1. The magnitude of ct is significantly higher than 
the channel centerline velocity (U0=2.5 m s-1), suggesting the present compliant wall is “stiff”, 






2.2 Velocity and pressure measurements 
The volumetric time-resolved velocity measurements have been performed using the TPIV 
system shown in figure 2.3. Background information on TPIV can be found in e.g. Elsinga et 
al. (2006) and Scarano (2013). Briefly, the TPIV is a variation of the widely used (planar, 2D) 
particle image velocimetry (PIV). In TPIV, instead of illuminating particles with a thin laser 
sheet (<1mm) and recording images with a single camera, a thick sample volume (~10mm) is 
illuminated and several cameras are utilized to record images from multiple directions. The 
orientations of all cameras need to be carefully calibrated. Afterwards, 3D particle distributions 
are reconstructed, followed by volumetric correlation to estimate 3D velocity distributions. 
This volumetric measurement technique is popularized by Elsinga et al. (2006), and widely 
used in many recent studies. In particular, the applications in boundary layers and channel 
flows are discussed in, e.g., Schröder et al. (2008, 2011), Atkinson et al. (2011), Schäfer et al. 
(2011). 
The dimensions of the present sample volume are 30×10×10 mm3 (2778×926×929 δν3) in 
the x, y and z directions, respectively. It is located 1010 mm (39.8h) downstream of the leading 
edge of the compliant wall, and 2910 mm (114.6h) from the entrance to the channel. These 
length scales assure that the channel flow is fully developed before reaching the sample volume 
(Antonia & Luxton 1971; Hong et al. 2011). However, the 4:1 aspect ratio of the cross-section 
is not sufficient for establishing a 2D channel flow free from side effects (Dean 1978; Monty 
2005; Hong et al. 2011). The flow is seeded with silver-coated hollow glass spheres (Potters 
Beads, SH400S20). The mean particle diameter, dp, is 13 μm (dp+=1.2), and its density, ρp, is 
1.6×103 kg m-3. The particle relaxation time τs=dp2ρp/(18ρν) is 7.6 μs, and the corresponding 
Stokes number, τs/τν, is 7.2×10-2. Thus, the particles are expected to follow the turbulent 
channel flow, except for very close to the wall, which will be discussed in Chapter 3. 
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The flow is illuminated by a high-speed Nd:YLF laser (Photonics model DM60-527) at 
6kHz. The laser beam is expended into a thick slab, and Mirror M1 on top of the channel directs 
99.9% of the light to the sample volume. Mirror M3 located under the channel reflects majority 
of the laser energy back to the sample volume to increase the illumination intensity. Images of 
the particles are recorded by four high-speed cameras (pco.dimax) located on both sides of the 
channel at the same elevation as the sample volume. The size of the image is 1200×600 pixel 
and the sampling rate is 6000 frame per second (fps), synchronized with the laser by a pulse 
generator (Quantum Composers, 9600+). These images are stored initially in the camera, and 
then transferred to an image acquisition system (Boulder Imaging, VR1600). Acrylic prisms 
(15° and 30°) attached to the channel side walls maintain the lens’ optical axes perpendicular 
to the air–acrylic interface in order to minimize the optical distortions. The camera lenses are 
inclined relative to the camera sensors by proper Scheimpflug angles, which help maintaining 
all the sample volume in focus. 
The “standard” two-step calibration procedure has been performed before the 
reconstruction of the 3D particle distributions (Scarano 2013). In the first step, a perforated 
target plate is placed inside the channel and translated in the z-direction over the entire width 
of the sample volume (10 mm). At each known spanwise location, images of the target plate 
are recorded by all four cameras. These images are used to generate a “coarse” mapping 
function, which projects the 3D coordinates in the physical space to each of the 2D camera 
plane. In the second step, this mapping function is refined by volume self-calibration (Wieneke 
2008), using actual particle images recorded during the experiments. The resulting disparity 
maps show an uncertainty of less than 0.1 voxels in the refined mapping function. Subsequently, 
an iterative process is utilized to reconstruct 3D particle intensity distribution from the 
corresponding four particle images. In the present data analysis, the simultaneous 
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multiplicative algebraic reconstruction technique (SMART, Atkinson & Soria 2009) is utilized 
for the first 5 iterations, and then the CSMART algorithms (private communication with 
LaVision) for the last two iterations. The dimensions of the resulting reconstructed volume are 
1380×638×611 voxels, with each voxel corresponds to 18.8 μm (1.7δν). To calculate flow 
velocity, a multi-pass, direct volumetric cross-correlation procedure is utilized to find 3D 
particle displacements between successive frames, with decreasing interrogation volume in 
each pass. The final interrogation volume is 483 voxels (0.9053 mm3) with 75% overlap 
between adjacent volumes, resulting 115×53×51 vectors per realization with a vector spacing 
of l=0.226 mm (l=20.6δν). The TPIV data analysis procedures, including calibration, 
reconstruction and cross-correlation, are performed using LaVision’s DaVis 8.1 software 
package. In later discussions, the vorticity components, as well as the velocity gradient tensor 
are calculated from velocity field by 2nd-order central differencing. To identify vortices, the 
distribution of λ2 is also computed, which is the intermediate eigenvalue of S2+Ω2, where S 
and Ω are the symmetric and anti-symmetric parts of the velocity gradient tensor (Jeong & 
Hussain, 1995). 
The uncertainty of TPIV has been studied in several previous publications using different 
methods. For example, Elsinga et al. (2006) generate synthetic images using flow field of a 
vortex ring. They demonstrate displacement uncertainty of 0.1 and 0.16 voxel for the in-plane 
and out-of-plane components, respectively. Worth et al. (2010) generate synthetic particle 
images using DNS data of isotropic turbulence. Their mean displacement uncertainty is 0.2 
and 0.3 voxel for the in-plane and out-of-plane components, respectively. Atkinson et al. (2011) 
compare TPIV and hot-wire anemometry in a turbulent boundary layer. A large bias error (~1.5 
voxel) occurs in the near wall region (y+=15), where the velocity gradients are high. Their 
overall displacement uncertainty is about ut=0.6 voxels, where u is the velocity uncertainty, 
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and t the time delay between exposures. Following Moffat (1988), u is estimated from the 
rms values of the fluctuating velocity divergence, (∂ui′/∂xi)21/2=(3/2)1/2u/l, where l is the 
vector spacing,   represents an ensemble average, ' indicates fluctuating quantiles and 
repeating indices indicates summation. The same approach is utilized in the present study, 
resulting in a 0.3 voxel displacement uncertainty, corresponding to a velocity error of 0.036m/s, 
or 1.4% of U0. The uncertainty in ensemble averaged velocity, estimated by dividing u by the 
square root of the number of measurements, is two orders of magnitude smaller.  
Aimed at correlating the response of the compliant surface to flow excitation, the 3D 
pressure distribution is calculated by spatially integrating the material acceleration. The 
pressure reconstruction procedure consists of two main steps. In the first step, the material 
acceleration is calculated utilizing a Lagrangian method proposed by Liu & Katz (2006), and 
expanded in Liu & Katz (2013). However, unlike the previous work based on planar 
measurements, the present analysis utilizes 3D data. In the second step, the material 
acceleration is spatially integrated to calculate the pressure, using 3D omni-directional 
integration method extended from the original 2D approach developed by Liu & Katz (2006, 
2013). The viscous term in the momentum equation is neglected in the present calculation, 
since the ratio between the viscous term and material acceleration is on the order of 10-5 based 
on the current TPIV data. This observation agrees with that of van Oudheusden et al. (2007) 
and Ghaemi et al. (2012). An alternative approach for calculating pressure is based on solving 
the pressure Poisson equation, which is presented in, e.g., Baur & Köngeter (1999), Gurka et 
al. (1999), Koschatzky et al. (2011), De Kat & van Oudheusden (2012) and Ghaemi & Scarano 
(2013), and compared by Charonko et al. (2010). 
The present GPU-based procedures for calculating the pressure distribution using the time-
resolved 3D velocity field is developed by Jin Wang. This pressure calculation algorithm is 
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validated using DNS results for a channel flow available in the Johns Hopkins Turbulence 
Databases (Perlman et al. 2007, Li et al. 2008, Graham et al. 2016) by comparing the 
reconstructed 3D pressure with the known values available from the simulation. The rms value 
of the relative integration error is 0.46%, a negligible effect in comparison to that caused by 
errors in material acceleration. Similar to procedures used for estimating u, the uncertainty in 
material acceleration is estimated from the rms value of its curl, (Dui′/Dt). Provided that the 
viscous terms in the NS equation can be neglected, (Dui′/Dt) should be equal to zero. 
Assuming isotropy, (Dui′/Dt)/l((Dui′/Dt))21/2. Using the present data, the estimated 
uncertainty in material acceleration is 32 m/s2, which is about 45% of the spatially averaged 
rms value of Dui′/Dt. Since the pressure is integrated from its gradient and averaged over 
multiple integration directions, the relationship between (p) and (p) can be estimated as 
(p)(p)Nl/(NM)1/2Nl/(NM)1/2(Dui′/Dt), where N is the number of grid points along one 
integration path and M is the number of integration paths. Since M is proportional to the surface 
area of the measurement domain, while N is proportional to the linear dimension of the domain. 
In terms of order of magnitude, M~N2, resulting an estimation of uncertainty 
(p)l/N1/2(Dui′/Dt). For N=100, the corresponding uncertainty in instantaneous pressure is 
about 1.3 Pa, which is 2% of the spatially averaged rms value of pressure fluctuations. 
Since the pressure data is integrated from its gradient, an undetermined reference pressure 
is needed, which serves as an integration constant. Following the approach utilized in Joshi et 
al. (2014), for each instantaneous realization, the spatially averaged pressure over the entire 
sample volume, pref(t), is used as the preference pressure. The pressure value discussed in the 
rest of this thesis, denoted as p(x, y, z, t), represents the deviation of the pressure at a specific 
point from the spatially averaged value. Consequently, the measured value represents a 
spatially high-pass filtered pressure, with the spatial variations much larger than the present 
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field-of-view (FOV) removed from the data. Furthermore, the temporal variation of the 
reference pressure introduces a jitter in the time-series of pressure signal. Both effects will be 
discussed in Chapter 4. Issues regarding the reference pressure are also encountered when 
solving the pressure Poisson equation, in which a Dirichlet-type boundary condition is needed 
for some of the boundaries. Several recent studies have used the Bernoulli equation to obtain 
the Dirichlet condition for a boundary located away from the wall (e.g., de Kat & van 
Oudheusden 2012; Ghaemi et al. 2012; Ghaemi & Scarano 2013). Ghaemi et al. (2012) 
investigate the effect of the Dirichlet boundary elevation, showing that the calculated wall 
pressure does not differ substantially when this boundary is located above 0.2h.  
 
2.3 Optical setup for MZI 
The 2D surface deformation is measured using MZI (Hecht 2002), which is integrated into 
the TPIV system, as illustrated in the front view of figure 2.3. Mirrors M1 and M3 located on 
top and under the channel, respectively, are polished on both sides, allowing transmission of 
0.1% of the laser energy through them. The light transmitted through M1 serves as reference 
beam, and the light passing through the channel and M3 is the object beam. As the latter 
propagating through the transparent PDMS, the wall deformation alters the optical path length 
of the light, affecting its phase distribution. The resulting interference fringe patterns are 
recorded by a fifth high-speed camera (pco.dimax) at 3000 fps using 1584×1024 pixel arrays 
for total of 7838 frames, corresponding to a duration of 2.6 sec (2.5×104τν). No lenses are used 
in front of the camera, and the magnification of the interferogram is 1:1, resulting a field-of-
view (FOV) of 17.4×11.3 mm2 (1611×1046 δν2) in the x and z directions, respectively. The 
fringe spacing is about 34 pixels (374m or 34δν).  
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In the combined TPIV/MZI experiments, the size of the MZI sample area is matched with 
the corresponding dimensions of the TPIV volume. Aimed at observing surface deformation 
of a larger length scales, a series of separate experiments are performed involving only 
deformation measurements. Figure 2.4 illustrates the optical setup of the large FOV MZI 
system, in which the object beam is expended and collimated by a pair of concave (L1) and 
convex (L2) lenses, and then propagates through the channel. Afterwards, another pair of 
convex lenses (L3 and L4) produce a de-magnified image of the fringe pattern onto the camera. 
By reducing camera sampling rate to 2000 fps, the image size is increased to 2016×1200 pixels, 
corresponding to a FOV of 90×54 mm2 (8182×4909 δν2), 25 times larger than the previous 
experiments. Total of 5255 frames have been recorded, corresponding to a duration of 2.6 sec 
(2.5×104τν). The fringe spacing is about 11 pixels (498 m or 45δν). 
To accurately detect sub-micron surface deformations, substantial efforts have been 
invested in developing a series of data analysis procedures, including the image enhancement, 
phase reconstruction and unwrapping, which will be detailed in the next chapter. Synthetic 
validations have been performed to identify key parameters in each step of the data analysis 
and estimate the measurement uncertainty. Experimental validations have also been performed 












FIGURE 2.1(a) Channel dimensions and location of sample volume (drawn not to scale). (b) A 










































Chapter 3. Deformation measurement using MZI 
This chapter details the data analysis procedures for MZI. Section 3.1 briefly explains the 
fringe formation and relations among fringe image intensity, phase distribution and surface 
deformation. Section 3.2 describes the fringe image enhancement procedures developed for 
noise filtration. Section 3.3 presents the phase reconstruction and unwrapping algorithm. 
Section 3.4 provides the synthetic and experimental validation results for the present data 
analysis procedure. 
 
3.1 Fringe formation 
The Mach-Zehnder interferometry (MZI) has been widely used in many measurement 
techniques. The background information regarding MZI can be found in many textbooks, e.g., 
Hecht (2002), and the present analysis is based on them. The complex amplitudes of the light 
intensity fields of the reference and object waves at the sensor plane (x-z) are denoted as Ur 
and Uo, respectively,  
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Here, ur, ψr, uo and ψo represent the corresponding wave amplitudes and phases. Among them, 
only the phase of the object wave, ψo, is time-dependent due to surface deformation, while the 
phase of the reference wave is assumed to be stationary. These phase distributions can be 
further decomposed into 
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Here, the linear phase variation kcx, i.e., a carrier wave, is introduced by tilting the reference 
wave relative to the object wave, and kc is the wavenumber of this carrier wave. The purpose 
of this term is to simplify the analysis required for determining the sign of the phase, as 
explained further below. The second terms on the right-hand-side, a(x, z) and b(x, z), account 
for aberrations of the wave fronts and the initial shape of the compliant surface, etc. These two 
terms as well as the carrier wave are stationary and can be removed based on a time average. 
The term of interest is δ(x, z, t), which represents the phase change due to surface deformation 
     
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   (3.3) 
where Λ is the laser wavelength and d is the deformation of the compliant coating. It is evident 
that one must maintain a non-zero refractive indices difference, nPDMS - nNaI. Furthermore, the 
ability to adjust nNaI enables us to vary the dynamic range of sensor, and tune it for specific 
needs. In this analysis, nPDMS is assumed to be a constant, i.e. independent of the deformation, 
since the largest deformation magnitude, ~100 μm, is much smaller than the original thickness 
of the coating (16 mm). 
The intensity distribution of the interference pattern recorded by the camera can be 
expressed as  
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where * denotes the complex conjugate, C1=ur2+uo2 and C2=2uruo represent the spatial 
inhomogeneity of the two interfering beams, and Ψ is the total phase of the corresponding 
fringe intensity. In the next section, image enhancement procedures are discussed, which 
eliminate background intensity variation by estimating distributions of C1 and C2. The phase 
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distribution can be evaluated from the enhanced fringes, and after removing the stationary 
components, obtain δ(x, z, t). 
 
3.2 Fringe enhancement 
The raw interferogram recorded during the experiment contains both high- and low-
wavenumber background noise due to a variety of causes, e.g., non-uniform illumination, dust 
particles attached to the optics, etc. A sample fringe pattern is shown in figure 3.1a, in which 
the left column shows the entire FOV and the right column zooms on a small area. The fringes 
are aligned approximately in the spanwise direction due to the carrier wave introduced in 
equation 3.2. Fringes are also slightly curved, mostly due to the optical distortion associated 
with the channel walls.  
The present image enhancement procedure consists of two steps. In the first step, the spatial 
non-uniform intensity variation is compensated by normalizing the intensity variations in each 
pixel using the time-sequence of the images. According to equation 3.4, as Ψ changes due to 
surface deformation, the cos(Ψ) varies between -1 and 1. Hence, for a pixel located at (xi, zi), 
over a sufficiently long time interval ΔT, the values of C1(xi, zi) and C2(xi, zi) can be estimated 
from  
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   (3.5) 
and the enhanced image is given by 
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To account for laser intensity variations in time, which often occurs, ΔT is set at 33 ms 
(100 frames, 312τν) to determine the maximum and minimum values for each instantaneous 
realization. Tests show that this choice for ΔT is long enough to obtain proper max/min values, 
and short enough to account for the intensity variations in time. To prevent bias caused by 
extreme events, the analysis is performed after applying a 5×5 pixels spatial median filter on 
the original image. This “max/min” filtering procedure homogenizes the intensity variations 
across the interferogram as shown in figure 3.1b. Although the large-scale background 
intensity variations are almost eliminated, the fringe image still contains small-scale noises, 
creating “varicose-like” patterns along the fringe iso-intensity lines.  
The second enhancement step resolves this problem through a local band-pass filtering 
procedure, which retains the fringe pattern, but eliminates the high wavenumber noise. Two 
filtering algorithms have been developed and compared. The first, “straight-forward” local 
spectral band-pass filtering method is implemented in the wavenumber domain. For each pixel, 
a 2D Fourier transform is applied on an n×n window centered on this pixel. The value of n is 
selected to be larger than the local fringe spacing. Since the typical fringe spacing in our data 
is about 34 pixels, n is set to 48 pixels. A Tukey windowing function available in MATLAB is 
applied to reduce discontinuities near edges, and subsequent zero-padding extends the window 
to 64×64 pixels. The resulting spectrum contains a pair of side-lobes located symmetrically, 
roughly two grid points (2/64 pixel-1) away from the origin. This spectrum is band-pass filtered 
by two 3×3 pixels windows centered around the peaks, which only keeps the modes that are 
close to the local fringe spacing. Upon inversion, the original pixel intensity value at the center 
of the window (only) is replaced by the band-pass filtered value. This process is repeated for 
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every pixel. To account for signal attenuation by the filtering, the magnitude of the central pixel 
is normalized by the amplitude of the filtered fringe pattern in the corresponding window. For 
cases where the fringe spacing varies significantly within an interferogram, the local fringe 
spacing is estimated by the distance between the two spectral side-lobes, and the window size 
can be adjusted accordingly.  
As demonstrated below, we have found that truncation in the wavenumber domain leaves 
small-scale residue and noise in the spatial domain. Furthermore, enhancement results vary 
significantly with the chosen filter’s bandwidth. Consequently, we have looked for another 
approach, in which the filtering is performed in the spatial domain. The chosen correlation-
based filtering technique is explained first using a 1D example, and then implemented on 
several 2D fringe patterns of varying scales to demonstrate its performance in comparison to 
the spectral filters. This analysis is based on auto/cross-correlations of fringe patterns defined 
as 
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where L is the length of the integration window, and overbar means spatial averaging over L. 
For an ideal 1D fringe intensity profile, f(x)=cos(kx+φ0), where φ0 is the initial phase, its 
autocorrelation function, rff(Δx) is exactly equal to cos(kΔx) only for L=2πn/k (n=1, 2, ...), i.e., 
an integer multiple of the fringe spacing. In the present analysis, rff(Δx) is used as a spatially 
filtered (over L) template for the local fringe pattern. Since rff(Δx) is independent of φ0, the 
original phase can be recovered by cross-correlating rff(Δx) with f(x). For L=2πn/k, the resulting 
cross-correlation, rrf(Δx), recovers the original f(x). However, if the original fringe pattern 
within the window L contains noise, rrf(Δx) is a locally filtered image of this pattern. Hence, 
34 
 
the original noisy fringe intensity at the center of the integration window can be replaced by 
the corresponding cross-correlation values. If L≠2πn/k, the auto and cross-correlations 
introduce additional higher order terms of (L-2πn/k)/L, which contribute to errors as 
demonstrated in the following 2D examples. 
To validate and compare the performance of the filtering algorithms, as well as to identify 
relevant parameters, 2D synthetic fringe images are generated. These images are also 
intentionally “corrupted” using background noise extracted from experimental data. The 
intensity distribution of the synthetic image is calculated according to  
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where Ĉ1 and Ĉ2 are obtained from equation 3.5, S is the fringe spacing, and α and β are the 
amplitude and wavelength of the curved iso-intensity line, respectively. Later discussion will 
demonstrate that the fringe radius of curvature, R, has a strong influence on the accuracy of the 
image enhancement procedure. In the synthetic image, the fringe minimum radius of curvature, 
Rmin, is related to α and β through Rmin=β2/(4π2α).  
Figure 3.2 demonstrates the procedure of the correlation-based image enhancement, and 
also highlights key parameters of the algorithm. The importance of matching L with S is 
demonstrated in figure 3.2a using straight fringes. A small portion of the noisy fringe image is 
shown in the upper-left corner (I), with S=34 pixels and the width of the window, W, is 64 
pixels. To calculate the autocorrelation map of I (x,z), which is denoted as rII(Δx, Δz), we use 
FFT, with zero-padding and a larger search area to address aliasing problems. As is evident, 
rII(Δx, Δz) contains less high-wavenumber noise, but as expected, it is phase-shifted, such that 
the center of the map has a value of one. Cross-correlating rII with I for each pixel, and then 
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calculating the difference between the resulting filtered map and the original noise-free image 
gives the error distribution denoted as ErI. The error levels extending to ~0.1 in some areas is 
unacceptable due to the mismatch between W and S. Hence, for each row, a mask function with 
width S is generated by measuring the distance between trough lines close to the (horizontal) 
center of the autocorrelation map. The mask value is set to one for pixels located between the 
two trough lines and zero outside of them. The result, rII,msk, is shown below I.  Subsequently, 
rII,msk is cross-correlated with I to generate rrI,msk, which represents a filtered version of the 
original fringe pattern in the vicinity of the window center. When this procedure is repeated 
for every pixel, it produces the enhanced fringe image Imsk. The corresponding error distribution, 
Emsk(x,y), has magnitudes ranging between 0 to 0.04, i.e. it is much smaller than results for the 
unmasked autocorrelation map. The shape of the mask can be further improved iteratively by 
first applying the mask on I, and then re-calculating the autocorrelation map, from which a new 
mask is generated, and so on. In our case, two iterations are enough for the mask function to 
converge. To reduce the processing time, instead of performing the analysis for each pixel, 
results for a single calculation is used for filtering a small region of e.g. a 5×5 pixels area 
around the center of the window. Such 5×5 pixels are shown in the middle of I and rrI,msk. The 
(small) impact of reducing the number of calculations by 25 on the deformation error is 
discussed later. 
Cross-correlating the autocorrelation with the original interferogram bears some similarity, 
but it is not the same procedure as a triple-correlation and its Fourier transform, i.e., the 
bispectrum, which have been used in signal processing to reduce noise (e.g., Bartelt et al. 1984; 
Totsky et al. 2003, 2015). The differences can be summarized as follows: (1) Using a 1D 
function f(x), for example, and assuming that no mask is applied, the current technique gives 
rrf(Δx2)=∫∫f(x)f(x+Δx1)f(Δx1+Δx2)dxdΔx1, i.e. it involves dual integration and is a function of 
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one variable. The triple correlation, r(3)(Δx1,Δx2)=∫f(x)f(x+Δx1)f(x+Δx2)dx, involves a single 
integration, and is a function of two variables. (2) Consequently, the two forms of correlation 
have different spectral representations. Let F(k) indicates the Fourier transform of the original 
function f(x). The bispectrum can be expressed as B(k1, k2)=F(k1)F(k2)F(-k1-k2) (Barttelt et al. 
1984), whereas the Fourier transform of rrf(Δx2) is |F(k)|2F(k). That means that even if k1=-k2, 
or, for this matter, any other choice of relation between k1 and k2, the two expressions are 
different. (3) The inverse transform of |F(k)|2F(k) gives the filtered signal directly (but without 
the masking effect), while the inverse transform of B(k1, k2) does not. In fact, to recover the 
filtered original function, one has to set k2=0 to obtain the amplitude in the Fourier domain, 
and a recursive process is needed to recover the phase (Bartelt et al. 1984). (4) We presently 
use masking to avoid adverse effects of the residue terms demonstrated in figure 3.2a. It is 
straight-forward to apply such a mask in the spatial domain, and the mask shape can be easily 
adjusted to follow curved fringes. Finding the spectral equivalence of this mask in the Fourier 
space is more complicated. Furthermore, the frequency corresponding to this mask size is 
located very close to the origin of the spectrum, making it less accurate to implement in the 
spectral domain due to its finite resolution. 
For curved fringes, the window height, H, strongly affects the quality of the enhancement, 
which is demonstrated in figure 3.2b. Here, Rmin=30 pixels, while S and W are the same as the 




, is distorted due to significant variations in fringe shape (slope) within the window. 
Hence, after cross-correlating with I, the error, 64 64mskE
 , is large. A simple remedy for this 
problem is to reduce the dimension of the window in the direction of curvature variations to 
limit the range of fringe slopes included in the calculation of a specific autocorrelation. For 
example, in the second row of figure 3.2b, H is reduced to 20 pixels, and consequently, the 
37 
 









, resembles the original fringe pattern near the center of the window, and 
the error level of the fringe intensity, 20 64mskE
 , is much lower. Repeating this process for each 
pixel, the enhanced fringe pattern, 20 64mskI
 , reproduces the original fringes with errors falling 
below 0.05. Using these synthetically generated images, a systematic investigation of the 
relations between fringe geometries, Rmin and S, and the corresponding optimum window size, 
W and H, are presented later. 
The spectral band-pass filtering method described earlier is also implemented on the same 
sets of noisy synthetic images. Figure 3.3 presents the enhancement results, Ibps, and the 
corresponding error, Ebps, for both straight (figure 3.3a) and curved (figure 3.3b) fringes. The 
top and bottom row indicate two different pass-band filter widths, 3/64 and 5/64 pixel-1, 
respectively. For the curved fringes, the height of the window is reduced to 20 pixels, the same 
as in the correlation-based analysis. As is evident, errors associated with the spectral band-pass 
filtering contain more high wavenumbers components than those in the correlation-based 
analysis, especially along fringe peak/trough lines. This observation is further substantiated in 
figure 3.4, where the 2D spectra are plotted for the original curved fringe pattern (figure 3.4a), 
the enhanced fringes using correlations for each pixel (figure 3.4b), for every 5×5 pixels (figure 
3.4c) and the spectral band-pass filtering result (figure 3.4d). Figure 3.4a and b are almost 
identical, indicating the correlation-based method reproduces the original noise-free fringe 
pattern. Performing the correlations for every 5×5 pixels introduces some high frequency noise, 
but it is much lower than that of the spectral band-pass filtering. 
The effects of W, H, S and Rmin on the enhancement error are systematically evaluated using 
synthetic images superimposed with noises discussed before. The overall fringe intensity error 
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is quantified by the relative error, ε, which is the rms value of the fringe intensity error 
normalized by the rms value of intensity variations across the original noise-free fringe pattern, 
i.e., 
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where um/msk/bps imply that the same term is used for correlation-based unmasked (um) and 
masked (msk), as well as spectral band-pass filtered pattern (bps), and nf represents “noise-
free”. Without using a mask function, the error is strongly depended on the width of the window, 
demonstrated in figure 3.5a for fringe images of various spacing enhanced using windows of 
H=32 pixels, W=32 and 64 pixels. For any fixed value of W, the corresponding error oscillates 
when S<W, and grows rapidly for S>W, due to the previously discussed mismatch between 
fringe spacing and integration width. The right side of the two unmasked curves would collapse 
if S is scaled with W. When the masks are applied to match with the fringe spacing, the error 
is significantly reduced, and does not oscillate with S, as expected. The synthetic tests also 
indicate a minimum fringe spacing about 8 pixels for the correlation-based filtering. For cases 
where S<8, the error increases rapidly, presumably due to the associated reduction in the image 
spatial resolution. Here, the filtering algorithm is performed for every pixel. If only calculating 
correlations for every 5×5 pixels window, the results are essentially identical, indicating the 
lower limit of 8 pixels on S is not affected by using a 5×5 pixels window for the enhancement. 
The spectral band-pass filter is also validated using the same images. The corresponding errors 
are plotted in figure 3.5b with S normalized by W, causing the two cases to collapse. For 
comparison, the results from the masked correlation enhancement are added, which are reduced 
to a point at S/W=1. Here, the increase of ε at low S/W is milder, since the side-lobes are further 
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separated in the spectral domain. However, the overall errors associated with spectral filtering 
are still higher than those obtained from the correlation-based filtering. 
Figure 3.6 shows the effect of window height on enhancement error for curved fringes of 
varying S and Rmin, generated according to equation 3.8. The first row corresponds to the 
correlation-based method, and the second row presents results for spectral band-pass filtering. 
Notice that the vertical scales are different for the two methods. The curves on the left column 
are obtained from applying image enhancement methods on noise-free interferograms, while 
on the right column, noisy images are used. For the correlation-based method, the error 
diminishes to zero as H decreases in the absence of background noise, shown in figure 3.6a. 
However, this is not the case for the spectral band-pass filtering (figure 3.6c). The fact that 
figure 3.6c and d appear to be almost identical indicates that the systematic error associated 
with this procedure is far greater than the error associated with background noise.  
In all four plots, ε increases with H. It appears the increase rate decreases as the magnitude 
of |SRmin| increases. Indeed, when H is normalized with |SRmin|1/2, shown in figure 3.7, all the 
curves appear to be collapsed. To explain the logic behind is scaling, note that decrease in 
either R or S would cause an increase in correlation errors. In the cases of small R, a spatial 
shift matches domains with different fringe orientation and spacing, smearing the correlation 
distribution. In the case of small S, the phase resolution within a complete fringe cycle 
decreases. The present choice, |SRmin|1/2, combines both effects. The value of |SRmin| for the 
curved fringes in figure 3.2 and 3.3 is 1020. As indicated in figure 3.6b, the error decreases 
substantially as H reduced from 64 to 20 pixels, consistent with the observations before. In the 
presence of noise, the optimal H should be large enough to filter out background noise, but 
small enough to avoid smearing of the fringes due to spatially varying radii of curvature. 
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According to figure 3.7, it appears H/|SRmin|1/2=1 is a level below which the error remains low, 
and it gradually increases for higher values. 
Another parameter affects the enhancement error is the spatial gradients in fringe spacing. 
Since the correlation-based method compares the local fringe pattern with its neighbors, rapid 
spatial variation in S is likely to reduce the correlation and causing distortions. This effect is 
investigated by generating a 1D, noise-free synthetic signal, and comparing the signals before 
and after filtering. The period (spacing) of the signal linearly decreases from Smax to Smin, 
corresponding to a spatial gradient of |∂S/∂x|~(Smax-Smin)/Dtotal, where Dtotal is the total width of 
the image. The results obtained using the masked correlation method and several image sizes 
are shown in figure 3.8. The functional relationship between |∂S/∂x| and ε appears to be linear. 
Hence, for a pre-specified requirement on the error level, e.g., ε<0.01, the corresponding upper 
bound for |∂S/∂x|, i.e., |∂S/∂x|<~0.1, is obtained. This requirement connects the surface 
curvature with the carrier wave fringe spacing, since |∂S/∂x|=|2π(∂2δ/∂x2)/(∂δ/∂x+kc)2|. For 
surfaces with large curvature, the corresponding wavenumber of the carrier wave also needs to 
be large in order to maintain a small |∂S/∂x|. 
In conclusion, the masked correlation-based method for enhancing interferogram is 
superior to spectral band-pass filtering. Furthermore, the associated error is predictable, and 
can be kept below desired threshold levels provided that the proper fringe spacing of the carrier 
wave is selected.  Choosing a window height of 20 pixels, and re-calculate correlations for 
every 5×5 pixels region, the enhanced interferogram of the noisy image shown in figure 3.1 is 
presented in figure 3.9a. Clearly, the final result has smooth fringes with uniform amplitude. 
The corresponding spectral band-pass filtered image, with W=H=48 pixels (zero padded to 64) 
and filter size of 3/64 pixel-1 is also calculated, and the difference between two methods is 
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presented in figure 3.9b. The non-uniformity along fringe iso-intensity lines is consistent with 
the high wavenumber noises observed before.  
 
3.3 Phase reconstruction and unwrapping 
Several techniques are available to extract the distribution of phase from the interferograms, 
as summarized e.g. by Servin et al. (2014). When a linearly varying phase of the form kcx is 
superimposed on the phase distribution, the “Fourier transform” method (Ichioka & Inuiya 
1972; Takeda et al. 1982) is a widely adopted approach. Its first step consists of calculating the 
Fourier transform of the entire interferogram, selecting a region around one of the side-lobes, 
and shifting its peak to the center of the wavenumber domain. The phase can then be evaluated 
from the argument of the inverse Fourier transform, keeping in mind that a(x,y) and b(x,y) in 
equation 3.4 are stationary and can be subtracted. This technique is advantageous in terms of 
processing speed as long as kc is larger than the magnitude of phase gradients associated with 
the deformation to ensure a sufficient separation of the spectral side-lobes from the origin. 
However, this method is prone to errors near the edges of the measurement domain due to 
spectral leakage. Several methods have been developed to alleviate this effect, such as iterative 
phase demodulations (Yañez-mendiola et al. 2001; Nakayama et al. 2009), and expending the 
image beyond its boundaries using mirror imaging (Bone et al. 1986) and extrapolation of 
fringes by iterative Fourier transforms (Roddier & Roddier 1987). These methods reduce the 
artifacts near boundaries, but do not eliminate them. Consequently, we have opted to use 
another approach, which does not involve Fourier Transforms. Taking advantage of the 
uniform fringe amplitudes provided by the correlation-based filtering, the principal phase is 
calculated in the spatial domain directly from the arccosine of the normalized intensity at every 
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point. While comparing the results of this approach to those of the spectral techniques, the 
present direct procedure is referred to as the arccosine method in the rest of this thesis. 
Although arccosine assigns phase values varying between 0 and π, and the actual phase varies 
between 0 to 2π, this ambiguity can be readily removed by relying on the known phase slope 
of the dominant carrier wave. Proceeding e.g. along horizontal lines, the phase values should 
increase or decrease monotonically, consistent with the a priori known phase of the carrier 
wave, allowing us to correct the phase.  
The corrected phase distribution obtained from the arccosine method is still “wrapped”, i.e. 
it varies between 0 and 2π, and needs to be unwrapped both temporally and spatially. The 1D 
temporal phase unwrapping is performed first using Itoh’s algorithm (Itoh 1982) for the phase 
time-series of a fixed pixel located in the middle of the image. In this algorithm, the temporal 
derivative of the time-series is calculated, and all 2π discontinuities in the derivative are 
identified and removed. Subsequently, the unwrapped phase is calculated by integrating the 
filtered phase derivative. The resulting unwrapped time series serves as a reference value for 
the 2D spatial phase unwrapping of each interferogram. A 2D unwrapping algorithm involves 
the spatial integration of phase gradients, which should be path-independent in the absence of 
noise (Ghiglia & Pritt 1998). For noisy data, contributors to lack of independence can be 
determined and accounted for by calculating the so-called phase residues, which is defined as 
the integration over closed loops for every 2×2 pixels over the entire image (Ghiglia et al. 1987; 
Goldstein et al. 1988). For the combined TPIV/MZI data, the resulting phase maps have very 
small residues, with the maximum value less than 1.8×10-15 radian. Consequently, there is no 
need to account for them during integration, and a straightforward integration is performed to 
unwrap the phase, first along columns and then across rows. For the large FOV MZI experiment, 
the local imperfections on the compliant surface lead to some residues in the data, not visible 
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in the previous test. To reduce the erroneous artifacts caused by those residues, a classic 
Goldstein’s algorithm (Goldstein et al. 1988; Ghiglia & Pritt 1998) is used. This algorithm first 
connects nearby residues of different signs with straight lines, and then generates integration 
path that does not cross those lines. 
Owing to the inherent sensitivity of arccosine at the fringe peaks and troughs, the arccosine 
method introduces an error of ~0.1 rad at these locations (only). These local noises are removed 
by applying a 1D low-pass filter only at those points. For the results of the correlation-based 
enhancement, a local third-order polynomial fitting is utilized. For the spectral band-pass 
filtering, the artifacts are stronger. Hence, a spectral low-pass filter is implemented, using an 
8th-order Butterworth filter with a cut-off length scale of 34 pixels, which corresponds to the 
mean fringe spacing. Afterwards, the time averaged unwrapped phase distribution is calculated 
to determine the stationary terms in equation 3.4, and then subtracted from the instantaneous 
distributions. The resulting term, (x, z, t), is used to compute the deformation of the compliant 
surface based on equation 3.3. 
 
3.4 Synthetic and experimental validations 
In this section, the image enhancement and phase evaluation algorithms have been tested 
using synthetic data, in which fringe images are generated from known deformation 
distributions. The first deformation field, which is illustrated in figure 3.10a, consists of three 
positive (bumps) and three negative (dimples) Gaussian-shaped profiles of different amplitudes 
and sizes. The prescribed amplitudes are 0.5 and 0.1 μm, and their standard deviations are 1.03 
and 0.52 mm. The deformations in the bottom row have the widest shape and highest amplitude, 
with the bump located on the right side. The deformation patterns in the intermediate row have 
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the same height, but only half the original width. The bump and dimple in the top row contain 
the smallest deformation. Figure 3.10b presents the analytically generated interferogram 
corresponding to this deformation field, which is based on the present experimental condition, 
including the refractive index differences between NaI solution and PDMS. This fringe pattern 
is also corrupted with noisy background extracted from actual data discussed previously. 
Furthermore, in an effort to account for the wave front curvature effect observed in the actual 
data, the carrier wave is curved into a sinusoidal shape using equation 3.8. The selected 
minimum radius of curvature, 500 pixels, and the fringe spacing, 34 pixels, are consistent with 
the experimental data.  
During this synthetic validation, two image enhancement methods are tested, namely the 
correlation and spectral band-pass filtering procedures. For the correlation-based image 
enhancement, the window height is set as 20 pixels. For the spectral band-pass filtering, a 
20×64 pixels window zero-padded to 64×64 pixels is used. The 2D Fourier transform of fringe 
image within this window is band-pass filtered with a bandwidth of 3/64 pixel-1. For phase 
demodulation, we compare the arccosine method with the modified Fourier transform method 
(MFTM) proposed by Roddier & Roddier (1987). Their approach utilizes an iterative 
extrapolation procedure to expand fringes beyond its original boundary. It starts from zero-
padding the interferogram at all four sides (200 pixels), followed by 2D Fourier transform. 
Then, the spectrum is 2D band-pass filtered by keeping both side-lobes using a pair of window 
of a certain filter size (0.025 pixel-1 in the present data). After inverse transform, the tails 
generated in the originally zero-padded region are superimposed on the original fringes, and 
the modified interferogram is subjected to the same procedure. In the present data, the results 
converge in 10 iterations, and the phase distribution is calculated from the extended 
interferogram using the Fourier transform method.  
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The prescribed and calculated deformation profiles as well as their corresponding error 
distributions (denoted as ED) along dashed lines A and B in figure 3.10a are presented in figures 
3.10c-f. In figure 3.10c and d, the correlation-based enhancement is utilized, whereas in figure 
3.10e and f, the spectral band-pass filtering is used to enhance the interferograms. The 
deformation is calculated using both the arccosine and the modified Fourier transform method. 
Here, the errors are expressed both in µm and radians, the latter indicating the phase error. A 
phase error of π/1000.031 is equivalent to a shift in fringe pattern of 1/200 of its spacing. 
Clearly, the current procedures are capable of capturing submicron deformations, even with 
realistic noise added to the image. The arccosine and MFTM methods have similar 
performances across most of the measurement domain, but the latter causes larger error near 
the left and right edges along profile B, where phase discontinuities exist. No differences 
observed near edges of profile A, which is expected, since the top and bottom side of the image 
are symmetric. Utilizing the correlation-based enhancement, the spatial rms values of the 
measurement error associated with arccosine and MFTM methods are 11 nm and 18 nm, 
respectively. If the correlation-based enhancement is applied for every pixel rather than 5×5 
pixels, the rms error decreases to 10 nm, accompanied with an increase of the computational 
cost by a factor of 25. Applying the spectral band-pass filtering technique, the errors associated 
with arccosine and MFTM have higher rms values of 13nm and 25 nm, respectively.  
In addition, the spectral filtering causes noticeably larger discrepancies (a systematic bias 
error) in regions of high curvature, e.g. near the centers of the bumps or dimples. This is further 
investigated using a second set of synthetic image, which involves a much taller single bump, 
with height of 15 μm, but maintains the same standard deviation (width) of 1.03 mm, shown 
in figure 3.11a. The objective is to challenge the analysis procedures using a sample with much 
higher fringe curvature and spacing gradient. Subsequently, by varying bump height while 
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maintaining its width, we provide error data for a broad range of curvatures and spacing 
gradients in order to define the conditions under which reasonably accurate results can be 
obtained.  
Based on previous discussion, distributions of the two main parameters affecting 
deformation error, i.e., ∂S/∂x and |SR|, are plotted in figure 3.11b and c, respectively. After 
adding noise to figure 3.11a, the corrupted image is enhanced using correlation-based and 
spectral band-pass filtering, followed by phase evaluation with arccosine method. The resulting 
error distributions are presented in figure 3.11d and e for correlation and spectral filtering, 
respectively. Clearly, the error associated with spectral technique is much higher than that of 
the correlation method, in some places by four to eight times. In addition, contours of the error 
appear to be similar to those of ∂S/∂x, especially for spectral filtering, including the change in 
sign, suggesting ∂S/∂x is the main source of the error under this condition. Indeed, comparing 
to the results in figure 3.6d shows that the present values of |SR| are still quite large, and 
consequently, are not expected to have a major impact on the error. If MFTM is utilized instead 
of arccosine for phase calculation, the error patterns and trends remain essentially the same, 
except for the edges where MFTM has larger errors.  
In the last part of the synthetic validation, by systematically varying the height of the bump 
while maintaining its width, we determine the effects of |SR| and |∂S/∂x| on the spatial rms 
value of the deformation error. For both enhancement and phase demodulation methods, the 
rms error increases as min(|SR|) decreases, shown in figure 3.12a. However, the error 
associated with the spectral band-pass filtering is larger and its rate of increase is faster than 
that associated with correlations. The nearly constant difference between the arccosine and 
MFTM demodulation results is caused by artifacts near edges. When edge regions are excluded, 
both results collapse with each other. In figure 3.12b, an increase in max(|∂S/∂x|) causes a rapid 
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increase in the error associated with spectral filtering, but only a very mild increase in the 
correlation-based results, consistent with results shown in figure 3.11d and e. 
The correlation-based enhancement paired with arccosine method has also been validated 
experimentally. The test setup is illustrated in the insert in figure 3.13, in which a 12 mm-thick 
flat optical glass plate is placed in water. The glass plate is mounted on a rotational stage with 
0.1° uncertainty. By precisely controlling the tilting angle θ of the glass plate, a known phase 
variation, ψ, can be imposed according to  
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   (3.10) 
where dglass is the plate thickness, Λ=632.8 nm is the Ne-He laser wavelength, and n1 and n2 
are the refractive indices of the surrounding medium (water, 1.33) and glass plate (1.52), 
respectively. Derivation of equation 3.10 is shown in appendix A. Since the phase variation is 
proportional to (n2-n1)n1/n2, immersing glass plate in water reduces the sensitivity of ψ to 
changes in θ, making the measurements more accurate. The measured values of ψ are plotted 
and compared with the theoretical predictions, shown in figure 3.13. The corresponding 
changes to the optical path length (Δl) of the object beam are also provided. Clearly, the 
measured and predicted phase values agree very well. The majority of the uncertainty is caused 
by limitations in determining the rotation angle (0.1°), and to a smaller level on the flatness of 
the glass plate (λ/10). 
In conclusion, data analysis procedures for processing MZI interferogram are developed 
and validated using synthetic images, as well as experimental test. Two image filtering 
techniques, namely the correlation-based filtering and spectral band-pass filtering, are 
discussed and compared through synthetic tests. It is shown that, in order to minimize the 
enhancement error, the enhancement window width should be matched with the local fringe 
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spacing and the window height should be less than |SR|1/2. The minimum fringe spacing needs 
to be larger than 8 pixels. Furthermore, we identify that |SR| and |∂S/∂x| have the strongest 
influence on the accuracy of the deformation measurement, with both small |SR| or large |∂S/∂x| 
leading to an increase of the error. However, comparing to the spectral filtering, the chosen 
correlation-based filtering causes less error and is less sensitive to fringe shapes. As for the 
phase evaluation, comparing to MFTM, the present arccosine method has similar performance 
in the interior of the domain, but it causes less error near the edges. Lastly, figure 3.14 presents 
a sample instantaneous realization of the surface deformation pattern measured in the 
combined TPIV/MZI measurement. The deformation is spatially linearly detrended to remove 
displacements larger than the current FOV, and highlight the local spatial variations. Detailed 









FIGURE 3.1 (a) A gray-level plot of a sample experimental interferogram. (b) The same image 
after the first step of the image enhancement using a max/min filter. The left column displays the 










FIGURE 3.2 (a) A sequence highlighting the importance of matching the integration width with 
the local fringe spacing. I - noisy 64 × 64 pixels window; rII - autocorrelation map; rII,msk - masked 
autocorrelation to include one fringe cycle; rrI,msk - cross-correlation of rII,msk with I; ErI - error 
without masking; and Emsk - error for a masked autocorrelation; Imsk - fringes obtained using rII,msk. 
(b) Effect of window height on enhancement of highly curved fringes (|SRmin|=1020) with 







FIGURE 3.3 Enhanced fringes (Ibps) and associated errors (Ebps) using spectral band-pass filtering 
with bandwidths of 3/64 (top row) and 5/64 pixel-1 (bottom row). (a) and (b) correspond to the 
images in figures 3.2a and b, respectively. Color scales are shown in figure 3.2  
 
 
FIGURE 3.4 (a) A 2D spectrum for noise-free interferogram of curved fringes (figure 3.2b) 
compared to spectra of enhanced noisy images using: (b) correlations for every pixel; (c) 
correlations updated every 5 × 5 pixels; and (d) spectral band-pass filtering with bandwidth of 3/64 





FIGURE 3.5 Effects of fringe spacing (S) and window width (W) on the normalized rms filtration 




FIGURE 3.6 Effects of fringe curvature and window height on the normalized rms filtration errors 
for: (a, b) correlations applied on noise-free (a) and noisy (b) interferograms; (c, d) spectral band-






FIGURE 3.7 Effect of window height normalized by (SRmin)1/2 on the filtration errors using 




FIGURE 3.8 Effect of streamwise gradient of fringe spacing on the normalized filtration errors 










FIGURE 3.9 (a) Experimental interferogram in figure 3.1 after enhancement using masked 









FIGURE 3.10 Testing of the MZI analysis procedures for a synthetic deformation: (a) the 
deformation and (b) corresponding fringes contaminated with a noisy background extracted from 
the experimental data. Calculated deformations and corresponding errors along Profiles A (c, e) 
and B (d, f) using correlation (c, d) and spectral (e, f) enhancements, followed by arccosine and 










FIGURE 3.11 (a) A synthetic noise-free interferogram of a 15 µm high, 1.03 mm standard deviation 
Gaussian bump, and the corresponding distributions of (b) ∂S/∂x, and (c) |SR|. Deformation errors 
calculated for enhanced noisy interferograms using (d) correlation, and (e) spectral enhancement. 













FIGURE 3.13 Experimental validation of changes to the optical path length (Δl) and fringe phase 













FIGURE 3.14. Sample instantaneous normalized and detrended deformation distribution obtained 




Chapter 4 Characterization of flow and deformation  
This chapter discusses the statistics and spectra of the flow field and surfaces deformation. 
In section 4.1, sample instantaneous flow fields and surface deformations are presented, 
followed by the discussions of the mean velocity and Reynolds stresses profiles. Section 4.2 
studies the spectra of pressure and deformation, including their spatial and temporal power 
spectral density (PSD), as well as their wavenumber – frequency spectra. 
 
4.1 Velocity, Reynolds stresses and pressure fluctuation profiles 
Before discussing flow and deformation statistics, sample instantaneous realizations from 
the combined TPIV/MZI measurements are presented in figure 4.1. The bottom wavy contour 
surface shows the deformation of the compliant wall high-pass filtered at ωh/U0>4.3, where ω 
is the frequency in radians per second. As discussed later, this cutoff frequency enables us to 
focus on advected phenomena. The amplitude of the surface motion is exaggerated for clarity. 
The 3D vectors in the x-y plane represent the velocity fluctuations. Only alternate vectors are 
shown in the streamwise direction for clarity. The color contours indicate distribution of wall-
normal velocity. The 3D blubs represent iso-surfaces of λ2, which indicate the location of 
vortex structures (Jeong & Hussain, 1995). In these samples, the deformation peaks and 
troughs appear to be associated with the wall-normal velocity and predominantly strong 
vortices. Figure 4.2 presents a time series of three sample instantaneous realizations of the large 
FOV high-pass filtered (ωh/U0>1.6) deformation. Here, the deformation pattern appears to be 
approximately aligned in the spanwise direction, with a streamwise wavelength of about 2h. 
The movies indicate that this pattern is advected at about centerline velocity. The rest of the 
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thesis focus on quantifying the characteristics of the deformation and flow field (Chapter 4) 
and investigating the correlations between them (Chapter 5). 
The mean velocity and Reynolds stresses profiles are presented in figure 4.3 and 4.4. The 
statistics are calculated from 17689 realizations obtained over a duration of 2.95 seconds 
(2.8×104τν). The spatially averaged mean velocity profile, shown in figure 4.3, is compared 
with the classical log-law profile: U+=(1/κ)lny++B, where κ=0.41 and B=5.2, as well as with 
U+=y+ in the viscous sublayer (Pope 2000). This velocity profile calculated from the “standard” 
TPIV shows a clear log-law region. However, it is erroneous in the buffer layer, since the 
present vector spacing of l+=20.6 is too coarse, which is consistent with the near wall bias error 
observed by Atkinson et al. (2011). 
Two related techniques are utilized to extract the near wall velocity. The first one is the 
sum-of-correlation method (Meinhart et al. 2000), which determines the mean velocity at each 
location from ensemble averaged correlation map, allowing the use of small interrogation 
windows. To increase the concentration of particles in the image, in the present calculation, the 
3D particle distributions are projected onto 2D images by assigning the maximum intensity 
along the spanwise direction to each pixel. Afterwards, the ensemble averaged distribution of 
correlations is calculated for 8×8 pixels interrogation windows with 75% overlap, which 
corresponds to a vector spacing of 3.5ν. An alternative approach is the “single pixel ensemble 
correlation” (Westerweel et al. 2004; Scharnowski et al. 2012; Soria & Willert 2012), which 
is equivalent to reducing the interrogation window down to one pixel. The calculation is also 
performed using the abovementioned 2D projected images. Results of both techniques are also 
included in figure 4.3. Evidently, they extend the velocity profile down to the buffer layer, but 
deviate from the expected linear velocity profile for y+<~2. This deviation is not surprising, 
considering that the particle diameter is about 1.2δν.  
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The Reynolds stresses profiles, u'u'/uτ, v'v'/uτ, w'w'/uτ, -u'v'/uτ, and prms/u2 are 
presented in figure 4.4. The distribution of u'u'/uτ peaks near the wall, followed by a plateau 
extending to y/h~0.1 (y+~230). Both have been observed before in experiments and simulations 
(e.g., Hutchins & Marusic 2007; Mathis et al. 2009; Marusic et al. 2010; Hultmark et al. 2010; 
Mathis et al. 2011; Hultmark 2012; Schultz & Flack 2013; Bernardini et al. 2014; Lee & Moser 
2015). The height of the plateau is also consistent with those of Schultz & Flack (2013) for 
similar Re. By inspecting the energy spectra of the streamwise velocity measured at various 
elevations, Hutchins & Marusic (2007) associate the plateau with energy contributed by large-
scale log-layer motions. They also demonstrate that these large-scale structures modulate the 
amplitude of the near-wall streamwise velocity fluctuations, a phenomenon relevant to the 
present investigation. The Reynolds shear stress -u'v'/uτ peaks around y/h~0.12 (y+~280). The 
elevation of the Reynolds stress peak is slightly higher than those found in Schultz & Flack 
(2013) and Hoyas & Jimenez (2006) at similar Reynolds numbers (Re=2000). This is 
presumably associated with the size of the TPIV interrogation volume of 82.3, which 
attenuates the small scale fluctuations near the wall (Hong et al. 2011; Talapatra et al. 2013). 
The values of prms/u2 decrease with elevation, consistent with those reported in Tsuji et al. 
(2007) and Joshi et al. (2014) for boundary layers at similar Reynolds numbers. DNS results 
for channel flow at Re=1020 by Abe et al. (2005) show a similar trend with elevation, but their 
magnitudes are lower by about 50%. An increase in pressure fluctuations with increasing 
Reynolds number has been observed experimentally (Tsuji et al. 2007) and in simulated data 
(Lozano-Durán et al. 2014). The wall stresses are estimated by extrapolating the total shear 
stress, i.e., the sum of the viscous and Reynolds stresses, to the wall. The result shown in figure 
4.5 has a linear range between y/h=0.2 and 0.4, the latter corresponding to the highest 
measurement point. A linear fit to this range of the data is used for estimating the friction 
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velocity, uτ=0.102m s-1. This value is subsequently utilized for normalizing all the present 
ensemble averaged variables, and agree with the mean velocity profile (figure 4.3). 
 
4.2 Spectra of pressure and deformation 
The spatial power spectral density (PSD) of pressure,pp(kx), normalized by w2/u, at two 
elevations are presented in figure 4.6. Here, kx=2π/λx is the streamwise wavenumber. For the 
current analysis, we opt to present directly measured spatial spectra because, as noted before, 
by setting the spatially averaged instantaneous pressure to zero, our reference pressure varies 
in time. Hence, it is expected to affect a not readily determined part of the temporal spectrum. 
The spectra are calculated from FFT without windowing, utilizing all the instantaneous 
realizations over the entire spanwise range, and then spatially and ensemble averaged. The 
results are normalized with inner scaling and compared with the measured PSD of pressure 
calculated from planar PIV data (Joshi et al. 2014) in the same facility, but for a developing 
boundary layer. A second set of axes normalized with outer scaling are added for comparison, 
based on the present experimental conditions. The present results are also compared to the PSD 
of DNS-based wall pressure data of Abe et al. (2005) for channel flow. At low wavenumbers, 
the present results agree with those of Joshi et al. (2014) for the same elevation. However, they 
deviate at high wavenumbers, with the present values being lower, presumably owing to 
differences in the dimensionless spatial resolution. In Joshi et al. (2014), the interrogation 
window size is 35.8, while in the present data it is 82.3. The present PSD is higher than 
that of Abe et al. (2005), presumably due to differences in Reynolds number, consistent with 
trends shown by them.  
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The PSD of the deformation, dd(), normalized by h(ρuτ2l0/E')2/U0, calculated from the 
small FOV data is shown in figure 4.7a. This spectrum is calculated for each surface node over 
the entire duration of the measurement, and then spatially averaged. As is evident, the surface 
motions involve a broad range of timescales, with an rms value of 42 m. Part of the motion 
are associated with channel vibrations, whose length scales are presumably much larger than 
the FOV. These large scale motions, in the form of vertical displacement and tilting of the 
entire FOV, are filtered out through spatial linear detrending of each instantaneous realization. 
The PSD of the detrended deformation is shown in figure 4.7b. The rms value of the detrended 
deformation is 0.2 m (0.02δν). Hence, they are not expected to have a significant impact on 
the boundary layer flow, resulting in a “one-way coupling”, where the flow affects the wall, 
but not vice versa. After detrending, the spectrum has two troughs located at ωh/U0~1.6 and 
~4.3. They divide this spectrum into three frequency bands: (i) f<25Hz or ωh/U0<1.6, (ii) 
25<f<67Hz, and (iii) f>67Hz or ωh/U0>4.3, as indicated by two vertical lines. The deformation 
data is temporally filtered in each of those three frequency bands, and sample instantaneous 
realizations of the deformation at the same instant are shown in figure 4.8a-c for ωh/U0<1.6, 
1.6<ωh/U0<4.3, and ωh/U0>4.3, respectively. Visual inspection of the temporally filtered 
deformation for each of these bands indicates that only deformation in the highest frequency 
band is dominated by downstream-travelling surface patterns. As discussed later using large 
FOV data, the minimum at ωh/U0=4.3 is caused by the limited FOV combined with spatial 
detrending. The dominant motions in the first and second bands seem to propagate in all 
directions, and sometimes behave like standing waves. It should be noted that these waves have 
much lower amplitude and they occur at much lower flow velocity (relative to the ct) than the 




The PSD of the detrended deformation for the large FOV is presented in figure 4.9. The 
rms value of the detrended deformation is 0.18 m, still much smaller than the wall unit, and 
is not expected to have a significant effect on the flow structure. The location of trough at 
h/U01.6-1.8 is consistent with that shown in figure 4.7b. However, the value of h/U0=1.8 
also corresponds to a deformation with wavelength equal to the length of the sample area (90 
mm) traveling at a velocity of 2.5 m s-1, the centerline velocity. The peaks at h/U0<1.8 
correspond to non-advected phenomena, and do not have a consistent direction of propagation. 
In subsequent analysis, most of our attention focuses on the advected phenomena. The large 
FOV spectrum does not have a trough at ωh/U0=4.3, confirming that the dip in figure 4.7b is 
caused by detrending.  
To elucidate the shape of the spectrum for h/U0>1.8, one can analyze the response of a 
compliant layer to pressure perturbations. Chase (1991) introduces a classical model for the 
response of a viscoelastic layer under prescribed pressure and wall shear stress fluctuations, 
which has been briefly review in Chapter 1. Figure 4.10 shows the normalized wavenumber-
frequency spectrum of wall deformation predicted by the Chase (1991) model for sinusoidal 
pressure excitation with equal amplitude (=u2) at all wavenumbers and frequencies. Both the 
frequency and wavenumber are normalized using two different variables, with those involving 
l0 and ct are associated with the model directly, and those involving h and U0 are added in order 
to relate the results to the flow conditions. The peak deformation response occurs at kxl0=2/3. 
At higher wavenumbers, i.e. to the right of the vertical dotted line, the surface response peaks 
when the pressure phase speed is slightly lower than ct. The latter is highlighted by the inclined 
dash-dot line. Evidently, since the present centerline velocity, indicated by a dash line, is much 
lower than ct, the interactions between the compliant wall and the flow are substantially weaker 
than the peak values.  
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For l0/ct<1.45, the surface response over the entire domain has a broad peak centered at 
kxl0=2/3. For the current study, the peak wavelength, 3l0, is equal to 1.89h. Hence, this 
wavelength is covered by the large FOV data, but not by the small FOV data, as highlighted in 
figure 4.10. Consequently, the deformation features dominating the large FOV data (figure 4.2) 
have a wavelength of ~1.9h, which cannot be observed in the small FOV results. These 
observations suggest that at low frequencies, the material response does not depend on either 
U0 or ct, and one can tailor the response of the surface to flow excitation by varying the 
compliant layer thickness. This statement is relevant to cases involving stiff boundaries, where 
the shear speed is significantly higher than the flow speed. At low-wavenumbers (kxl0<2/3), 
the surface response is high at l0/ct=, i.e. slightly below /2, as indicated by a horizontal 
dotted line. This frequency corresponds to two roundtrips across the compliant layer at a phase 
speed of ct. For the present experimental conditions, advected phenomena in the relevant 
frequency range have a very short wavelength. Hence, the present conditions do not fall in the 
relevant frequency-wavenumber range to excite these modes.  
For flow features propagating at the centerline velocity or similar values (U0 and 0.72U0 
are shown in figure 4.10), the intersection of the phase speed with the wavenumber-frequency 
spectrum provides a prediction for the corresponding frequency spectrum. This prediction 
assumes that the amplitude of pressure perturbations does not vary with frequency. The 
resulting spectra are presented as the “flat Epp” lines in figure 4.9 for pressure excitation with 
advection speeds of 0.72U0 and U0, and amplitude of 1.3u2. This amplitude is selected to 
match that of the measured Edd. The advection speeds are selected based on the (soon to be 
discussed) peak correlations between wall deformation and flow features. As is evident, the 
shapes of the predicted and measured deformation spectra appear to agree for frequencies 
falling in the 1<h/U0<12 range. The frequency of the peak response at h/U04, is better 
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predicted when U0 is used as the advection speed. The analysis can be repeated for frequency- 
(or wavenumber-) dependent pressure amplitude using the measured pressure spectrum (e.g., 
figure 4.6). The result, which is also presented in figure 4.9 and labeled as “measured Epp” is 
based on the pressure spectrum, including amplitude, at y/h=0.03 (y+=70). This spectrum has 
a similar shape as the others, but the values are lower, and the peak location agrees with that 
corresponding to an advection speeds of 0.72U0. It appears that the Chase (1991) linear model 
predicts the response of the present “stiff” compliant wall to advected pressure excitation. 
Conversely, below h/U01, the model and measured spectra diverge, presumably, since this 
range is dominated by features that are not advected with the flow, as the deformation movies 
clearly show. They might be associated with, e.g. resonances or reflected waves associated 
with the finite boundaries of the compliant wall. In addition to the effect of the pressure, the 
wall response to shear only has also been calculated. The wavenumber-frequency distribution 
of the ratio between pressure-induced and shear-induced deformation in response to excitation 
with the same amplitude (p0=τ0) is presented in figure 4.11. Clearly, the compliant surface is 
much more sensitive to the pressure perturbations in the wavenumber and frequency ranges 
relevant to the present study. Hence, the effect of shear stresses on the surface deformation is 
neglected. 
The measured streamwise wavenumber-frequency spectra of detrended deformation, 
Edd(kx,), normalized by [h(ρuτ2l0/E')]2/U0 for the small and large FOV are presented in figures 
4.12a and b, respectively. They are calculated separately for each spanwise location using FFT 
in the streamwise and time directions. The resulting spectra are then spanwise-averaged. The 
small FOV data, which is presented in linear axes, has two inclined bands representing two 
convection modes of different speeds, which are presumably associated with flow structures 
located at different elevations in the boundary layer. In subsequent discussions, we refer to 
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them as a “slow mode”, with 0.72U0, and a “fast mode” with U0. The fast mode band extends 
to higher frequencies and wavenumbers than the slow mode. The simulations of Kim & Choi 
(2014) also show a preferred convection speed of 0.72U0, for stiff compliant surfaces, 
consistent with the present slow mode, but do not show a fast mode. At very low frequencies, 
i.e., ωh/U0<4.3, the spectral contours are largely aligned in the horizontal direction, indicating 
that this range is dominated by non-convective features with nearly zero phase speed. Such 
bands have also been observed in the DNS results of Kim & Choi (2014), which they attribute 
to resonances of the spring and damper system that they utilize to model the complaint wall.  
The kx- spectrum for the large FOV shown in figure 4.12b is plotted in logarithmic axes 
to highlight the low frequency/wavenumber range. Here, at low wavenumber/frequency, the 
convective band is dominated by the fast mode, which is marked by a white dashed line. At 
high frequencies, the peak appears to tilt towards lower phase speeds, which falls between the 
fast and slow modes, the latter being marked by a solid white line. The differences between 
figures 4.12a and b for overlapping wavenumber ranges, in particular the lack of a distinct slow 
mode in the latter, can be attributed to the scale of the low-pass filtering and detrending. For a 
given frequency, large scales are attenuated more than small ones with decreasing filter size. 
Consequently, the fast mode is attenuated more than the slow mode in the detrended small 
FOV data, making the latter more visible. This effect has been verified by detrending the large 
FOV data at the small FOV scales. Results confirm that the slow mode become more noticeable. 
Figure 4.12b also shows that energy corresponding to the fast mode extends to scales that are 
larger than the small FOV (kxh<9.4), consistent with the visual observations of large scale 
deformation features moving at the centerline velocity (e.g. figure 4.2). With increasing FOV, 
the measurements should cover advected features that have frequencies falling below 
ωh/U0=4.3. Indeed, figure4.12b shows that part of the energy at ωh/U0<4.3 corresponds to 
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advected modes at low wavenumbers, where the spectral peak is located, but a substantial 
fraction is not. These features cannot be seen in the detrended small FOV surface shape, leaving 
only non-advected features at frequencies falling below ωh/U0~4.3 (67 Hz), and creating the 
spectral dip at this frequency in figure 4.7b.   
In subsequent discussions, we correlate the flow structure and pressure field to the surface 
deformation. Considering that for the small FOV experiment, which provides the relevant data, 
frequencies corresponding to ωh/U0<4.3 do not contain advected modes. In the analysis that 
follows, the pressure and deformation are high-pass filtered at ωh/U0=4.3. Intuitively, 
correlating the flow with the surface shape has to start with the pressure field. Hence, the 
pressure kx-ω spectra, Epp(kx,ω) at three elevations, namely y/h=0.35, 0.12 and 0.05, are 
presented in figures 4.13a-c, respectively. They are calculated separately for each spanwise 
location, and then averaged. Corresponding pressure-deformation cross kx- spectra, Epd(kx,), 
aimed at identifying pressure modes that affecting the deformation, are presented in figures 
4.13d-f. They show the amplitude of the Fourier transform of the cross-correlation between 
deformation and field pressure at the specified elevation. They are also calculated separately 
for each spanwise location, and then then averaged. Each plot shows the centerline velocity (or 
the fast mode) as a dashed line, the slow mode, 0.72U0, as a solid line, and the local mean 
velocity as a dotted line. All the pressure spectra show elevated energy at low-wavenumber 
over a broad frequency range. This artifact is a direct result of setting the spatially-averaged 
pressure over the entire sample volume to zero in the present analysis. In reality, this 
unavailable reference pressure varies in time, and zeroing it introduces a low wavenumber jitter. 
To partially resolve this problem, Ghaemi & Scarano (2013) use the Bernoulli equation to 
obtain a boundary condition away from the wall. Using this approach to estimate the reference 
pressure (e.g. on the upper surface) or frequency low-pass filtering of the signal decreases the 
69 
 
magnitude of this band. This band has no significant effect on the present analysis, and we opt 
not to manipulate the signals further. At all elevations, the pressure spectra contain clear 
advection bands at speeds that decrease with elevation, and do not differ substantially from the 
corresponding mean velocity. This advection band is not as distinct at the lowest elevation 
(figure 4.13c), but is still evident. The pressure-deformation cross spectra in figures 4.13d-f 
also show clear advection bands at all elevations, with phase speed that decreases with 
elevation. For the pressure at y/h=0.12 and 0.05, the phase speeds do not differ significantly 
from the slow mode or the local mean velocity. As for the pressure at y/h=0.35, the advection 
band is largely concentrated in the low frequency/wavenumber range, and the advection speed 
appears to span between the slow mode and the local mean velocity. With increasing frequency, 
the band tilts more towards the local mean velocity. A comparison between figures 4.13a and 
d suggests that the compliant wall is preferentially affected by the large-scale pressure features. 
With decreasing distance from the wall, the range of scales affecting the wall deformation 
expands. Assuming that the strength of eddies increases with their size, but their influences 
decrease with distance from their center (the latter being clearly true for vortices), the 
expanding influence band with decreasing distance from the wall should be expected. 
Interestingly, previous studies of wall pressure fluctuations (e.g., Willmarth & Wooldridge 
1962; Bull 1967; Wills 1970; Dinkelacker et al. 1977; Choi & Moin 1990; Jeon et al. 1999; 
Ghaemi & Scarano 2013; Salze et al. 2015) have shown that the advection speed is scale-
dependent. For example, Choi & Moin (1990) show that small scales travel at 60% and large 
scales at about 80% of the centerline velocity. The transition of occurs in the 5<kxh<15 range. 
This scale-dependence has been attributed to the location of eddies in the boundary layer, with 
the smaller ones being preferentially located closer to the wall. Figure 4.13c indeed shows that 
at low wavenumbers, kxh<20, the near wall pressure phase speed is slightly higher than the 
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slow mode, falling in the 80-90% range of the centerline velocity. With increasing wavenumber, 
e.g. at kxh~40, the phase speed falls below the slow mode to about 65% of the centerline 





FIGURE 4.1 Two independent sample instantaneous realizations of the flow field and high-pass 
filtered surface deformation. Color contour in the x-y plane shows distribution of v'. The 3D blubs 
represent iso-surfaces of λ2/(U0/h)2=-6.2. Only alternate vectors are shown in the streamwise 






FIGURE 4.2. A time series of three sample instantaneous realizations of the high-pass filtered and 
detrended large field-of-view deformation. From top to bottom, the time interval between adjacent 




FIGURE 4.3 The mean velocity profile measured using the “standard” TPIV, sum-of-correlation 
and single-pixel ensemble correlation. The results are compared with the log-law profile: 
U+=(1/κ)lny++B, (κ=0.41; B=5.2) and U+=y+ 
 
FIGURE 4.4 Profiles of Reynolds stresses calculated using the “standard” TPIV data, and rms 




Figure 4.5 Wall-normal distribution of mean total shear stress. The friction velocity (uτ) is estimated 
from a linear fit to the profile at 0.2 < y/h < 0.4 
 
 
FIGURE 4.6. Power spectral density of pressure at two elevations, compared with previous 








FIGURE 4.7. Power spectral density of the normalized deformation (a) before spatial detrending, 





FIGURE 4.8 Sample instantaneous realizations of the temporally filtered deformation at (a) 

























FIGURE 4.9. Power spectral density of the large field-of-view detrended deformation. The lines 
show predictions of the Chase (1991) model for flat pressure spectra with phase speeds of 0.72U0 
(dotted line) and U0 (dashed line), as well as the measured pressure spectra at y/h=0.03 for a phase 









FIGURE 4.10. The amplitude of deformation (normalized by ρuτ2l0/E') in response to pressure 
perturbation amplitude of ρuτ2, as predicted by the Chase (1991) model. The inclined lines 
correspond to the specified advection speeds. The vertical and horizontal dotted lines represent 










FIGURE 4.11. The ratio between deformation amplitudes in response to pressure and shear 









FIGURE 4.12. The measured wavenumber-frequency spectra of detrended deformation, with 
contours indicating the values of log10{Edd(kx,ω)U0/[h(ρuτ2l0/E')]2}: (a) Small field-of-view data in 
linear axes, and incremental increase between contour lines of 0.15. (b) Large field-of-view data in 
logarithmic axes, with incremental increase between contour lines of 0.3. The inclined solid and 
dashed lines represent advection speeds of 0.72U0 and U0, respectively. The vertical lines in each 









FIGURE 4.13. (a-c) Wavenumber-frequency spectra of pressure at (a) y/h=0.35, (b) y/h=0.12, and 
(c) y/h=0.05. (d-f) the pressure-deformation wavenumber-frequency cross spectra at (d) y/h=0.35, 
(e) y/h=0.12, and (f) y/h=0.05. The dashed lines, solid lines and dotted lines correspond to phase 
speeds of U0, 0.72U0 and the local mean velocity, respectively. The vertical lines in each figure 
show the wavenumber of the corresponding field-of-view. The color scales on the top and bottom 





Chapter 5 Deformation-flow correlations 
This chapter aims at identifying the relevant flow structures associated with wall shape. 
Section 5.1 investigates the conditional correlations between deformation and pressure, from 
which a phase lag is observed, i.e., wall deformations lagging behind pressure correlation peaks. 
This phase lag is discussed in detail and explained in section 5.2. The deformation-velocity and 
deformation-vorticity correlations are presented in section 5.3, which associate positive 
deformation with spanwise and streamwise vortices, consistent with a hairpin-like structure. 
The negative defamation is linked to positive pressure peak located at the interface between 
large-scale sweep and ejection event. 
 
5.1 Deformation-pressure correlation 
This section examines the relations between deformation and flow structure based on 
spatial correlations between the surface shape and flow variables (velocity, pressure, vorticity, 
etc.), as well as between pressure and other flow variables. The spatial conditional correlation 
between two functions, f(x,y,z,t) and g(x,y,z,t), is defined as 
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 (5.1) 
the parameters involved are specified in the subscript, σf and σg are the rms values of f and g. 
In all cases, the correlations are calculated based on fluctuating components of each variable, 
but there is no need to subtract mean values for pressure and deformation because both are 
high-pass filtered. To highlight phenomena, in many of the correlations, we impose a condition 
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of, e.g. deformation larger or smaller than its rms value, i.e., d(x0,y0,z0)>d or d(x0,y0,z0)<-d, 
respectively. The condition is indicated in the definition of the variable. In such cases, the rms 
values of f and g are still calculated from the original un-conditioned data. In correlations that 
do not involve any conditions, Rf,g is used instead.  
Distributions of deformation-pressure conditional correlations based on large positive 
(d>σd) event, i.e. Rd,p|d>σd, for the (Δx, Δy, Δz=0) and (Δx=0.1h, Δy, Δz) planes are presented in 
figure 5.1a and b, respectively. Results conditioned on d<-σd events, Rd,p|d<-σd, are shown in 
figures 5.1c and d, respectively. In all cases, the correlations are calculated for all surface points 
and then spatially averaged. As is evident, for positive deformation (bump), the negative 
correlation peak is located at Δx/h≈0.1 and y/h≈0.12, i.e. the deformation lags behind the 
negative pressure correlation peak by ~0.1h in the streamwise direction. A second positive 
correlation peak with lower magnitude is located upstream, representing a high pressure region. 
The streamwise separation between the positive and negative correlation peaks is about 0.25h, 
suggesting that the length scale of the pressure field relevant to the deformation is about 0.5h. 
The mean velocity at y/h≈0.12, 0.77U0, is close to that of the deformation phase speed of the 
slow mode, 0.72U0. It appears that structures affecting the wall deformation are located in the 
log-layer, at nearly the same elevation of the Reynolds shear stress peak, and slightly above 
the plateau in streamwise velocity fluctuations (figure 4.4). The y-z distribution of correlation 
in figure 5.1b is presented in a plane (Δx=0.1h) that coincides with the streamwise peak in 
figure 5.1a. The y-z correlation peak is located at the same elevation as that in the perpendicular 
plane and centered around Δz=0. The distributions corresponding to negative deformation 
(figures 5.1c and d) appear to be quite similar to those associated with positive deformation, 
with the same streamwise and wall-normal offsets. However, since d<-σd, a negative 
correlation indicates positive pressure.  
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5.2 Phase lag between deformation and pressure 
This section is aimed at explaining the streamwise offset between pressure and deformation. 
It involves both effects of damping by the compliant wall, as well as the structure of the 
pressure field in the boundary layer. Starting with damping effect, one can use the Chase (1991) 
model to estimate phase lag. It requires knowledge of the viscoelastic properties of the 
compliant material, which are characterized by using complex moduli, i.e., E'+iE'', (e.g., Fung 
1965; Ferry 1970). The key parameter is the frequency-dependent loss tangent, ζ=E''/E'. As 
shown in figure 5.2, the loss tangent of the PDMS utilized in the present study has only been 
measured in a low frequency range (0.1-12 Hz), using the only instrument available to us. Data 
from several other sources (Fitzgerald et al. 1998; Conte et al. 2002; Kulik et al. 2009; Du et 
al. 2013; Rubino et al. 2016) are compiled in the same plot in order to extend the frequency to 
conditions that are relevant for the present study. The shaded area in figure 5.2 covers the range 
of results of a series of measurements performed by Kulik et al. (2009) for samples of various 
sizes. It appears that various results collapse below 10 Hz, but are scattered over a broad range 
above 67 Hz. To estimate the damping-induced phase lag, we start with ζ=0.3, but repeat the 
calculation for other values as well.  
The streamwise offset between wall pressure and surface deformation based on the Chase 
(1991) model, Δxζ, is shown in figure 5.3 and 5.4. Figure 5.3a demonstrates the effect of ζ on 
Δxζ normalized by h, for pressure waves with wavelengths of λ/h=0.5, 1.0 and 2.0h and 
convection speeds of 0.72U0 (lines) and U0 (symbols). The magnitude of Δxζ/h increases with 
increasing ζ, an expected trend because the associated increase in material relaxation time 
(Ferry 1970). The value of Δxζ/h also increases almost proportionally to the perturbation 
wavelength. In fact, as shown in figure 5.3b, the values of Δxζ/λ nearly collapse for the relevant 
range of phase speeds, i.e. Δxζ is only weakly dependent on the frequency. The weak effect of 
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frequency is demonstrated in figure 5.4a, which shows the distribution of Δxζ/h for a fixed loss 
tangent of 0.3. Clearly, the contour lines are nearly vertical for the relevant range, indicating that 
varying the phase speed while keeping the wavelength constant has little effect on Δxζ, consistent 
with the trends shown in figure 5.3a. The distribution of Δxζ/λ is presented in figure 5.4b, which 
highlights the weak frequency dependence. For convective pressure perturbations, a phase 
speed much higher than the present flow speed is needed to show the effect of frequency. Based 
on figure 5.1, selecting λ=0.5h as the relevant length scale of the pressure perturbation, the 
model predicts a spatial offset of 0.024h, roughly 24% of the observed value. Using higher (but 
reasonable) values for ζ, e.g. ζ=0.4, would increase Δxζ to 0.03h, i.e. it still explains only a 
fraction of the measured offset. The rest must be related to the structure of the pressure field in 
the boundary layer.  
The structure of the pressure field in the channel flow can be inferred from two-point 
correlation of pressure, Rp,p, which is plotted in figures 5.5a-c for reference points located at 
y0/h=0.35, 0.12 and 0.05, respectively. Consistent with many previous results (e.g., Kim 1989; 
Tsuji et al. 2007; Ghaemi et al. 2013; Joshi et al. 2014), the correlation contours are inclined 
at a rather large angle relative to the mean flow. Using the locus of points along which the 
correlation value has the slowest decay (white line), the estimated inclination angle around 
y0/h=0.12 is 68°. A linear extrapolation of this line to y=0 suggests that the wall pressure lags 
by 0.048h behind the field pressure at y0/h=0.12.  
In comparison with Rp,p, the two-point correlations of velocity and vorticity components 
are also presented in figures 5.6 and 5.7, respectively, for a reference points located at y0/h=0.05. 
For velocity components, Ru,u and Rw,w (figure 5.6a and c) have long extension in the 
streamwise direction, and show relatively shallow inclination angles, while Rv,v (figure 5.6b) is 
confined in a small circular region. The distributions of correlations for all three components 
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agree with the recent near wall TPIV measurements of Ghaemi et al. (2013). The differences 
in Ru,u and Rv,v have also been noted by several prior works, e.g., Liu et al. (2001) and Joshi et 
al. (2014). As for the correlations of the vorticity components shown in figure 5.7, Rωx,ωx has 
long streamwise extension and a shallow inclination angle, consistent with the presence of  
quasi-streamwise vortices. Conversely, the distribution of Rωy,ωy is stretched in the vertical 
directions. 
Another approach to determine pressure phase lag involves the calculation of the 
wavenumber-frequency cross-spectra of pressure at two different elevations, 
     
*
, 0 0, ; , , , , 0.12 , ,
x xik x ik xi t i t
p p xC k y p x y z t e e dxdt p x y h z t e e dxdt
        
      (5.2) 
Here, * denotes complex conjugate. The magnitude of the complex Cp,p quantifies the level of 
correlation between the two signals. Its argument is the phase difference, Φ(y)=Φ0.12h-Φ, 
between pressure at y0/h=0.12 and other elevations, as a function of kx,  and y. Figures 5.8a-f 
show sample distributions of |Cp,p| (a-c) and Φ (d-e) for pressure at three elevations, i.e., 
y/h=0.35, 0.12 and 0.03. Clearly shown in figure 5.8a-c, the low wavenumber/frequency modes, 
as well as those located in the inclined convective bands are more correlated across different 
elevations. Taking into account the fact that different modes are not equally correlated, the 
characteristic streamwise offset is estimated from the |Cp,p|-weighted average of Φ/kx over the 
entire spectrum. The procedure is performed separately for each spanwise location and then 
averaged. The resulting profile of Δxp,p=Φ/kx is presented in figure 5.9. Evidently, the wall 
pressure lags by 0.077h behind the pressure at y/h=0.12. This value is higher than the result 
obtained from extrapolating the two-point correlations, because the magnitude of Rp,p is 
dominated by local events, where the correlations are high. Hence, it is biased towards small-
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scale pressure events. Conversely, the spectral-based weighted-average value of Δxp,p favors 
highly correlated events across two elevations, namely large scale structures as the distribution 
of |Cp,p| demonstrates. This bias is consistent with the scales dominating the pressure-
deformation cross spectrum shown in figure 4.13e, justifying the use of the spectral-based Δxp,p 
to estimate the streamwise offset.  
Figure 5.10 compares the measured streamwise offset (gray horizontal line) to the 
distribution of Δxζ (for ζ=0.3) and to the combined effect of material damping and pressure 
field structure Δxζ+Δxp,p. The latter is provided for two values of ζ to show that they do not 
have a significant effect on the conclusions. As is evident, the combined effect agrees with the 
observed lag for the relevant frequency range 4.3<h/U0<40, shown in figure 4.13e. The phase 
lag between pressure and deformation appears to be caused in part (~24%) by material damping, 
but for the most part by hydrodynamic phase lag between pressure in the log layer, where the 
correlation peaks, and the wall pressure. It should be noted that the observed phase lag between 
field pressure and wall pressure bear a resemblance to the phase lag between streamwise 
velocity fluctuations at different elevations. The latter is included in a model proposed by 
Marusic et al. (2010) and Mathis et al. (2011), in which the near-wall statistics of u′ is predicted 
using velocity measurements in the log-layer. The phase lag in their model corresponds to an 
inclination angle of 11°-15° for y+<150, which is shallower than the present inclination angle 
of pressure, and consistent the Ru,u presented in figure 5.6a. 
 
5.3 Flow structures associated with deformation 
Correlations between surface deformation and flow velocity and/or vorticity distributions 
have been used in efforts aimed at identifying coherent flow structures associated with the wall 
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shape. Here again, trends associated with large positive (d>σd) and large negative (d<-σd) 
deformations are displayed and discussed separately. The conditional correlations between 
wall deformation and three components of the velocity in selected planes are presented in 
figures 5.11 - 5.14. Among them, figure 5.11 shows d-u and d-v correlations in an x-y plane 
located at Δz/h=0. Figures 5.12 and 5.13 present d-u and d-v correlations in two x-z planes 
located at Δy/h=0.12 and 0.05, respectively. Figure 5.14 represents the distribution of d-w 
correlations in y-z planes at two streamwise locations, Δx/h=0, where the deformation is 
measured, and Δx/h=0.1, which is selected based on the maxima of p-d correlations. In these 
plots, the deformation is high-pass filtered at ωh/U0=4.3, but the velocity is not, to account for 
effects of structures larger than the field of view. The analysis is performed for all planes and 
then spatially averaged. In addition to correlations, figures 5.11 and 5.14a and b also show the 
conditionally averaged projection of streamlines onto the x-y and y-z planes, respectively, 
calculated from the corresponding velocity components. In general, all the correlations 
associated with dimples are higher than those corresponding to bumps. Out of the velocity 
components, v' has the strongest correlation with the wall shape, followed by u' and w'. 
For positive deformations, the streamlines and signs of correlations in figures 5.11a and c 
appear like a swirling flow with z′<0 centered at Δx/h≈0.1 and Δy/h≈0.11, coinciding with the 
peak of Rd,p|d>σd in figure 5.1a. Above the deformation, where the correlation values are high, 
there is a steep ejection-like flow (Q2, with u'<0 and v'>0). As demonstrated in figures 5.12 
and 5.13 for two elevations, the flow structures associated with bumps have a larger the 
spanwise extension, while those associated with dimples are more concentrated in the z-
directions, especially at lower elevations (figure 5.13). In the correlation maps involving 
spanwise velocity (figure 5.14a and c) the magnitudes are quite low. Based on the streamlines 
in figure 5.14a, and the signs of Rd,v|d>σd in figure 5.11c, the flow direction above the 
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deformation peak (Δx/h=0) is consistent with “anti-splatting”, i.e. a flow converging from both 
spanwise directions and turning upward. Although the signs of Rd,w|d>σd at Δx/h=0 and Δx/h=0.1 
are similar, the vertical velocity at the latter is nearly zero. For negative deformations, both the 
streamlines and distribution of correlation in figures 5.11b and d show a sweeping flow (Q4, 
with u'>0 and v'<0) above the deformation, and a transition between an upstream sweeping 
flow and a downstream ejection at Δx/h≈0.1. The zero-crossing of Rd,v|d<-σd at x/h≈0.1 
coincides with the streamwise plane of maximum deformation-pressure correlation. The y-z 
plane distribution of Rd,w|d<-σd and streamlines at Δx/h=0 (figure 5.14b) show a splatting flow 
impinging on the surface and turning outward in the spanwise direction.  
As shown in figure 5.15, the magnitude of the Rd,u|d>σd and Rd,u|d<-σd peaks increase 
significantly if the conditional correlations are calculated based on a high pass filtered velocity 
at ωh/U0=4.3, similar to what is done for the deformation. The same increase occurs for 
correlations involving the other velocity components. For d>σd, the dominant phenomenon in 
the region of peak correlation and above the deformation is an ejection. For d<-σd, the flow 
direction reverses to a sweep over the same area. Apart from the higher correlation magnitudes, 
the only appreciable effect of filtering in the spatial distributions is a shift of Rd,u|d>σd slightly 
upstream and away from the wall.  
Given the connections established between deformation and pressure as well as between 
deformation and velocity, the “loop” is closed by showing the distributions of conditional 
pressure-velocity (unfiltered) correlation in figure 5.16-5.18. They are based on the pressure 
measured at y0/h=0.05, 0.12 and 0.2, respectively, where x=y=0. We follow the same 
procedures described for the deformation-velocity correlations, including spatial averaging 
over all planes, and calculation of the projection of conditionally averaged streamlines. To 
facilitate comparisons with figure 5.11, the left columns shows results for p<-σp, and the right 
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column corresponds to p>σp. The wall-normal velocity component has the strongest correlation 
with pressure, in agreement with trends reported in Joshi et al. (2014), and consistent with 
trends of the deformation-velocity correlations.  
The main difference between deformation-velocity and pressure-velocity correlations is 
the height of the peak. In the velocity-deformation correlations, the center of the swirl for d>σd 
is located at y=0.1, whereas the swirl center for p<-σp and the saddle point at the center of the 
p>σp plot shift upward with the pressure measurement point, demonstrated in figures 5.16-5.18. 
Although the shapes of streamlines differ, the main flow feature for p<-σp (distributions of 
Rp,u|p<-σp and Rp,v|p>σp and corresponding streamlines) is a large scale swirl, similar to that 
observed for d>σd in figure 5.11, with the streamwise shift noted. In the same manner, the 
primary phenomenon for p>σp is a saddle point with the flow above it resembling a sweep-
ejection transition, consistent with the trends observed for d<-σd. It should be noted that 
formation of a pressure maximum at the sweep to ejection transition has been seen in several 
prior studies, e.g. Kim (1983, 1989), Kobashi & Ichijo (1986), Ghaemi & Scarano (2013), Joshi 
et al. (2014), and Naka et al. (2015). There are a few more notable trends. First, for all velocity 
component, the correlation peaks associated with p>σp are higher than those of p<-σp, also in 
agreement with corresponding velocity-deformation correlations. Second, the magnitude of the 
Rp,u|p<-σp (figure 5.16a, 5.17a and 5.18a) peak is stronger under the “vortex” than that above it, 
presumably since the horizontal velocity in regions located close to the wall is constructively 
influenced by the “image vortex” on the other side of the surface. Third, The distribution of 
Rp,w|p<-σp depicts an anti-splatting flow, but the magnitudes are low, and that of Rp,w|p>σp appears 
like a splatting flow, with correlation magnitudes that are twice as high.  
The conditional correlations between deformation and vorticity components have been 
calculated in order to further characterize flow structures associated with the deformation. 
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Figures 5.19a and b shows the spanwise vorticity–deformation correlations conditioned on 
d>σd (Rd,ωz'|d>σd ) and d<-σd (Rd,ωz'|d<-σd ) respectively. The peak of Rd,ωz'|d>σd is located at 
Δx/h≈0.1 and Δy/h≈0.1, very close to the center of the spiral streamlines in figure 5.11a and c 
and the pressure-deformation correlation peak (figure 5.1a). It is characterized by ωz'<0, 
suggesting that the bump is located preferentially behind/upstream of a spanwise vortex. To 
determine whether this vorticity is indeed associated with vortices, we also calculate the 
distribution of the conditional correlation between deformation and λ2, which is a popular 
method for identifying vortices introduced by Jeong & Hussain (1995). Results for d>σd, 
presented in figure 5.19c, show that Δx/h≈0.1 is characterized by negative values of λ2, 
confirming the preferred presence of a vortex. Distributions of Rd,ωz'|d>σd and Rd,ωz'|d<-σd in x-z 
planes for y=0.1 are shown in figure 5.20a and b, respectively. For d>σd, the correlation peaks 
at z=0, but it has a broader spanwise extent than d<-σd case. A consistent trend is also 
observed for a lower elevation, e.g.,y=0.05, shown in figure 5.20c and d. Hence, the ejection 
regions above bumps are preferentially associated with negative spanwise vortices located 
downstream of the positive deformation.  
For negative deformations, figure 5.19b shows a positive ωz' region, also at Δx/h≈0.1 and 
Δy/h≈0.1. However, the corresponding values of Rd, λ2|d<-σd at Δx/h~0.1, which are presented in 
figure 5.19d, are negative. Hence, λ2 is preferentially positive, i.e. the dimples are not 
associated with presence of vortices, consistent with the shape of streamlines. This observation 
indicates that the ωz'>0 region at the sweep-ejection transition around Δx/h=0.1 is associated 
with low vorticity magnitude. It is presumably caused by a decrease in near-wall velocity 
gradients as the flow is slowing down under the influence of adverse pressure gradients, 
culminating with separation/ejection.  
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Next, we explore the role of ωx' and its relations with wall deformation. Figures 5.21a-e 
present the correlations between ωx' and deformation, conditioned on ωx' >σωx' (left column) 
and ωx' <-σωx' (right column). The vorticity conditional points are located at y0/h=0.12 (a and 
b), 0.075(c and d) and 0.03 (e and f). Clearly, the deformation patterns associated with ωx' 
exhibit a spanwise offset, i.e., deformation preferentially peaks to the side of the streamwise 
vortices rather than directly under them. For a positive deformation event, located upstream of 
a negative spanwise vortex and flanked by streamwise vortices are consistent with the existence 
of a hairpin-like structure. This relationship between ωx', ωz', and positive deformation is 
further investigated by calculating the deformation-vorticity correlations, conditioned on both 
d(0,0)>σd, and ωx'(0,0.08h,0.05h)>0. Results for d-ωx' correlation in the z/h=0.05 plane is 
presented in figure 5.22a, and that for d-ωz' in the z/h=0 plane in figure 5.22b. Note the 
conditional point for ωx' is shifted in the spanwise direction. An inclined region of ωx' is clearly 
visible in figure 5.22a, and the high correlation value is the consequence of the imposed 
condition on ωx'. Figure 5.22b shows a region of negative ωz' downstream of the deformation, 
although the condition is not directly applied on ωz', consistent with the head of a hairpin-like 
structure.  
Additional confirmation can be obtained by plotting the conditionally averaged flow field 
under the same conditions. Figure 5.22c shows iso-surfaces of 0xh U =-0.17 and 0.25, as well 
as 0zh U =-0.2 in different colors (overbar indicates conditionally averaged variable). It 
confirms the preferred presence of an inclined quasi-streamwise vortex as well as a counter-
rotating (negative) vortex on the other side of the deformation, located at a distance of 
z=0.15h (z+=350) from the conditioning point. It also shows the region with high 0zh U  
at the head of the hairpin. Finally, figure 5.22c also shows several conditionally averaged 
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vortex lines originating from the vicinity of the vorticity conditioning point, passing through 
the hairpin head, and turning back into the other leg. Clearly, the positive deformation is located 
upstream of a negative spanwise vortex and flanked by streamwise vortices of opposite signs, 
consistent with the features of a hairpin-like structure. If the analysis is repeated by imposing 
ωx'(0,0.08h,-0.05h)<0, the 3D depiction appears to be quite similar except for a swap in the 
size of the iso-surfaces of 0xh U , corresponding to the location of the conditioning point. 
To further identify the dominate vortex structures involved in the process, the joint 
probability density function (joint PDF) of vorticity components at three elevations, y=0.35h, 
0.12h and 0.05h, are plotted in figures 5.23a-c, respectively. The joint PDFs are computed from 
a subset of the data, conditioned on top 1% of the strong λ2 events in their corresponding 
elevations. Since -λ2≤|ω|2/4, (Jeong & Hussain, 1995), a necessary condition for -λ2>T, with T 
being a positive threshold value, is |ω|≥2T1/2. In every plot, a white circle with radius 2T1/2 is 
plotted. The size of the circle increases with decreasing elevation due to the increase in the 
strength of the vortices. The first column shows the joint PDFs of ωx′-ωy′, which indicate the 
quasi-streamwise vortices are preferentially inclined to the downstream direction, consistent 
with the legs of the hairpin vortex. The second and the third columns present joint PDFs of ωx′-
ωz′ and ωy′-ωz′, respectively. Here, the contours show a crescent shape, suggesting when ωz′ 
obtains a strong negative value, the values of ωx′ and ωy′ are preferentially small, also consistent 
with the picture of a hairpin vortex, in which ωz′<0 vortex section is the head of the hairpin. 
Similar results over a rough-wall turbulent channel flow are obtained by Talapatra & Katz 








FIGURE 5.1. Conditional correlations between the detrended and high-pass filtered (at ωh/U0=4.3) 
deformation at (0, 0) and pressure, based on (a, b) strong positive deformation (d>σd), and (c, d) 
strong negative deformation (d<-σd). The y-z planes in (b, d) correspond to Δx/h=0.1, which is 












Figure 5.3 The Chase (1991) model prediction of the normalized streamwise offset as functions of 
loss tangent, for the specified wavelengths and advection speeds of pressure perturbation. (a) Δxζ/h, 
(b) Δxζ/λ 
  






FIGURE 5.4. The Chase (1991) model prediction of the normalized streamwise offset as functions 




















FIGURE 5.5. Sample two-point correlations of pressure (Rp,p) with reference point located at (a): 























FIGURE 5.6. Sample two-point correlations of velocity components, with the reference point 


















FIGURE 5.7. Sample two-point correlations of vorticity components, with reference point located 






















FIGURE 5.8 The magnitude (a-c) and phase (d-f) distributions of the wavenumber-frequency 
cross spectra between pressure at different elevations. One of the pressure signal is fixed at 
y0=0.12h, the other pressure is located at: (a and d) y=0.35h; (b and e) y=0.12h; and (c and f) 
y=0.03h. The dashed lines, solid lines and dotted lines correspond to U0, 0.72U0 and the local 






FIGURE 5.9 Profile of the average streamwise offset between the pressure at y0/h=0.12 and that at 
other elevations. The values are calculated from the amplitude-weighted argument of pressure-
pressure cross-spectrum.  
 
 
FIGURE 5.10. A comparison of the measured streamwise offset of the deformation-pressure 
correlation peak to that caused by damping only, and the combined effects of hydrodynamic phase 










FIGURE 5.11. Conditional deformation-velocity correlations at (x, y, z=0) for positive (left 
column) and negative (right column) deformations: (a) Rd,u|d>σd , (b) Rd,u|d<-σd , (c) Rd,v|d>σd , (d) Rd,v|d<-









FIGURE 5.12. Conditional deformation-velocity correlations at (x,y=0.12h, z). (a) Rd,u|d>σd , 









FIGURE 5.13. Conditional deformation-velocity correlations at (x,y=0.05h, z). (a) Rd,u|d>σd , 







FIGURE 5.14. Conditional deformation-spanwise velocity correlations for positive (Rd,w|d>σd, left 
column) and negative (Rd,w|d<-σd, right column) deformations. Top row (a, b): Δx=0; and bottom row 






FIGURE 5.15 The deformation-velocity conditional correlations, with both deformation and 
velocity high-pass filtered at ωh/U0=4.3: (a) Rd,u|d>σd , (b) Rd,u|d<-σd , (c) Rd,v|d>σd, (d) Rd,v|d<-σd., (e) 
Rd,w|d>σd, and (f) Rd,w|d<-σd. (a-d) show the (x,y, z=0) plane. (e and f) show the (x=0.1h,y, z) 






FIGURE 5.16 The pressure-velocity conditional correlations with reference pressure located at (0, 
0.05h, 0). (a) Rp,u|p<-σp , (b) Rp,u|p>σp , (c) Rp,v|p<-σp, (d) Rp,v|p>σp., (e) Rp,w|p<-σp, and (f) Rp,w|p>σp. (a-d) 
show the (x,y, z=0) plane. (e and f) show the (x=0.1h,y, z) plane. The same color scale 






FIGURE 5.17 The pressure-velocity conditional correlations with reference pressure located at (0, 
0.12h, 0). (a) Rp,u|p<-σp , (b) Rp,u|p>σp , (c) Rp,v|p<-σp, (d) Rp,v|p>σp., (e) Rp,w|p<-σp, and (f) Rp,w|p>σp. (a-d) 
show the (x,y, z=0) plane. (e and f) show the (x=0.1h,y, z) plane. The same color scale 






FIGURE 5.18 The pressure-velocity conditional correlations with reference pressure located at (0, 
0.2h, 0). (a) Rp,u|p<-σp , (b) Rp,u|p>σp , (c) Rp,v|p<-σp, (d) Rp,v|p>σp., (e) Rp,w|p<-σp, and (f) Rp,w|p>σp. (a-d) show 
the (x,y, z=0) plane. (e and f) show the (x=0.1h,y, z) plane. The same color scale applies 










FIGURE 5.19. Conditional deformation-spanwise vorticity correlations, and (c, d) corresponding 











FIGURE 5.20. Conditional correlations between deformation and spanwise vorticity at y/h=0.12 
















FIGURE 5.21. The distribution of Rωx',d|ωx'>σωx' (a, c and e) and Rωx',d|ωx'<-σωx' (b, d and f), with the 




























FIGURE 5.22. Results of analysis conditioned on d(0,0)>σd and ωx'(0, 0.08h, 0.05h)>0: (a) d-ωx' 
correlation in the Δz/h=0.05 plane; (b) d-ωz' correlation at Δz/h=0; (c) iso-surfaces of 











FIGURE 5.23 Joint PDFs of vorticity components at (a): y0=0.35h; (b) y0=0.12h; and (c) y0=0.05h. 
The PDFs are calculated from a subset of the data, conditioned on top 1% of the strong λ2 events 















Chapter 6 Summary and discussion 
Interactions of compliant wall with turbulent channel flow are investigated experimentally 
by simultaneously measuring the time-resolved, three-dimensional flow field and the two-
dimensional surface deformation. Section 6.1 summaries the measurement technique, as well 
as the associated data analysis procedures. Section 6.2 and 6.3 discuss conclusions obtained in 
analyzing the deformation and pressure spectra and the deformation-flow correlations. Lastly, 
section 6.4 discusses implications of the present work and suggestions for future investigations. 
 
6.1. Simultaneous flow and deformation measurements 
The present work investigates the dynamic response of a compliant wall in a turbulent 
channel flow (Reτ=2300) by simultaneously measuring the time-resolved 3D flow field with 
TPIV and 2D distribution of surface deformation using MZI. The two measurement techniques 
are integrated into a single system, in which only one illumination source is needed for both 
measurements. The 3D distributions of pressure are obtained by spatially integrating the 
material acceleration. A separate MZI experiment is conducted to extend the deformation 
measurement domain and to observe large-scale surface features. In the present study, the shear 
speed of the compliant material (17 m s-1) is much higher than the channel centerline velocity 
(2.5 m s-1). Consequently, the high-amplitude static-divergence wave is not expected to occur. 
The amplitude of the detrended deformation is less than a wall unit. Hence, no appreciable 
change in the mean velocity profile is observed.  
In order to accurately measure sub-micron surface deformations, extensive efforts have 
been invested into the development and validation of a correlation-based interferogram 
enhancement algorithm. Through synthetic validations, two fringe pattern geometric 
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parameters that are most influential to the accuracy of the measurement have been identified, 
namely, |SR| and |∂S/∂x|. Furthermore, for a given fringe pattern, general guidelines are 
provided for selecting the optimum parameters in the enhancement algorithm. The 
interrogation window width needs to be matched with the local fringe spacing, which is 
achieved by utilizing a mask function. For curved fringe pattern, the window height needs to 
be less than |SR|1/2 to avoid introducing distortions to the fringe pattern. Thirdly, since the 
measurement error is proportional to |∂S/∂x|, this value should be kept low, by either adjusting 
the refractive indices of the materials, or by increasing the wavenumber of the carrier wave. 
However, the minimum fringe spacing needs to be larger than 8 pixels for the fringe pattern to 
be properly resolved. For the phase evaluation, the present arccosine method has similar 
performance in the interior of the domain comparing to the MFTM, but the latter causes more 
error near the edges. 
 
6.2. Convective deformation and Chase’s model prediction 
The wavenumber-frequency spectra of the surface deformation consist of several 
components. The low frequency (ωh/U0<1.6) component does not appear to travel with the 
flow. The corresponding deformation patterns are similar to that of the standing waves without 
consistent propagation directions. At higher frequency range, two convective deformation 
components are observed. The fast mode travels at U0, with a length scale about 2h. This mode 
is larger than the FOV of the combined TPIV/MZI experiment, and only captured by a separate 
MZI measurement. The combined TPIV/MZI data is only available for the second convection 
mode, i.e., the slow mode, which travels at 0.72U0 with a length scale about 0.5h. The cross 
wavenumber-frequency spectra between deformation and pressure at various elevations show 
that the small scale deformation features are mainly contributed by high wavenumber pressure 
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signals close to the wall. For flow structures located away from the wall, their influences on 
the wall deformation are confined to the low wavenumbers. 
A theoretical model proposed in Chase (1991) is implemented in the present study, which 
predicts the response of the compliant surface under prescribe pressure and shear perturbations. 
Based on this model, the effect of shear can be neglected for the wavenumber and frequency 
range relevant to the present investigations. This model is also utilized to estimate the PSD of 
the surface deformation, which agrees well with the experimental results for the convective 
deformation patterns. At low frequencies, the prediction and measurement are different, since 
the Chase’s model only involves travelling waves in a domain unbounded in the streamwise 
direction. In addition, the model prediction suggests at low frequency limit, the wavelength of 
the convective surface deformation is mainly determined by the coating thickness. This 
prediction is consistent with the length scale of the deformation observed in the large FOV 
MZI data.  
 
6.3. Correlations between deformation and flow 
The spatial conditional correlations between deformation and pressure show that surface 
deformation has the strongest correlation with pressure field located at y/h~0.12. Several 
observations suggest the flow structures near this elevation play a key role in the interactions 
between present compliant wall and turbulent boundary layer flow. For example, the mean 
flow velocity at this elevation (0.77U0) is very close to the convection speed of deformation 
slow mode (0.72U0). The Reynolds shear stress, -u'v'/uτ, is high near this region. The u'u'/uτ 
profile also shows a plateau near this elevation. Since this plateau in u'u'/uτ is believed to be 
associated with large-scale motions from the outer part of the boundary layer (Marusic et al. 
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2010; Hultmark 2012), it is likely that the observed large-scale wall deformations are mainly 
caused by large-scale eddies away from the wall.  
A phase lag between deformation and pressure is observed from their spatial correlations, 
with the pressure peaks located downstream of the deformation by about 0.1h. Part of this 
offset (20-30%) is attributed to the viscoelastic properties of the material, predicted from 
Chase’s model (Chase 1991). The rest is associated with the phase lag between pressure signals 
at different elevations, which is quantified by using pressure two-point correlations and the 
wavenumber-frequency cross-spectra of pressure. The structure inclination angle extracted 
from the two-point correlations only explains ~50% of the offset, since the correlations are 
dominated by the local small scale events which are more likely to be isotropic. To account for 
the fact that deformation and pressure have stronger correlations at low wavenumbers and 
frequencies, we calculated the spatial offset from a weighted average of the wavenumber-
frequency cross-spectra of pressure, which explains the rest ~75% of the phase lag. 
The relevant flow structures associated with wall deformation are identified by using 
conditional correlation and averaging. The correlations between deformation and velocity and 
vorticity suggest the positive deformation is related to spanwise vortex located downstream 
and streamwise vortices with spanwise offset. The arrangement of the vortices is consistent 
with a hairpin-like structure, which is further demonstrated by conditional correlation between 
deformation and 2, as well as the conditionally averaged vorticity lines. The negative 
deformation is associated with a high pressure fluctuation region downstream, which is 





6.4 Questions for future investigations 
In the present work, a stiff material is utilized for manufacturing the compliant wall, i.e., 
ct>>U0. The amplitude of the resulting detrended deformation is less than a wall unit, leading 
to a “one-way coupling” between flow and compliant wall. Conversely, extensive prior studies 
have been conducted on very soft walls (ct<U0), in which the large amplitude, low phase speed 
deformation occurs. Under this condition, the slow-moving deformation patterns behave as 
surface roughness and increase drag. However, the case when ct~U0 has not been extensively 
studied before, mainly due to the limitations in the measurement capability. The combined 
TPIV/MZI system developed in the present work enables the investigation of this particular 
case, in which a stronger “two-way coupling” between compliant wall and flow may occur, 
while the static waves are still absent. 
For stiff wall, the Chase’s model suggests the compliant surface is most sensitive to 
pressure perturbations with a length scale about three times of the coating thickness. In the 
present work, the coating thickness (16 mm) is comparable to the channel half-height (25.4 
mm). Hence, the compliant wall preferentially responses to large scale flow perturbations away 
from the wall. If the coating thickness is a parameter that can be directly used to tune the 
wavenumber sensitivity of the compliant wall, one could make the deformable surface to 
response to small scale turbulent motions by using a thinner coating (e.g., 10~100 wall units). 
Such boundary may present a stronger interaction with the near wall turbulent perturbations, 




Appendix A: Phase change due to the rotation of the glass window 
In section 3.4, the present MZI data analysis procedure is experimentally validated by 
measuring the object wave phase change, ψ, due to the rotation of a transparent grass window 
over a small angle θ. The relation between ψ and θ given in equation 3.10 is derived here. In 
figure A.1, the interfaces of the glass plate before and after rotation are shown as the thick 
dashed and solid lines, respectively. The fine dashed line represents the light path before 
rotation, and the fine solid line represents the refracted light path after glass plate rotation. 
The optical-path-difference between two states is 
  1 2 1 2 2 2 1OPD O A n O O n O B n     (A.1) 
where n1 and n2 are the refractive indices of the surrounding medium and glass plate, 
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Using Taylor’s expansion and keeping terms up to O(θ2) leads to  
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Finally, the phase change is 
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