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Abstract
These notes are the output of a decade of research on how the results about dilations of one-
parameter CP-semigroups with the help of product systems, can be put forward to d–para-
meter semigroups – and beyond. While preliminary work on the two- and d–parameter
case is based on the approach via the Arveson-Stinespring correspondence of a CP-map by
Muhly and Solel [MS02] (and limited to von Neumann algebras), here we explore conse-
quently the approach via Paschke’s GNS-correspondence of a CP-map [Pas73] by Bhat and
Skeide [BS00]. (A comparison is postponed to Appendix A(iv).)
The generalizations are multi-fold, the difficulties often enormous. In fact, our only
true if-and-only-if theorem, is the following: A Markov semigroup over (the opposite of)
an Ore monoid admits a full (strict or normal) dilation if and only if its GNS-subproduct
system embeds into a product system. Already earlier, it has been observed that the GNS-
(respectively, the Arveson-Stinespring) correspondences form a subproduct system, and
that the main difficulty is to embed that into a product system. Here we add, that every
dilation comes along with a superproduct system (a product system if the dilation is full).
The latter may or may not contain the GNS-subproduct system; it does, if the dilation is
strong – but not only.
Apart from the many positive results pushing forward the theory to large extent, we pro-
vide plenty of counter examples for almost every desirable statement we could not prove.
Still, a small number of open problems remains. The most prominent: Does there exist a
CP-semigroup that admits a dilation, but no strong dilation? Another one: Does there exist
a Markov semigroup that admits a (necessarily strong) dilation, but no full dilation?
MSC 2010: 46L55; 46L07; 46L53 . Keywords: Quantum dynamics; quantum probability; product systems;
E0-semigroups and E-semigroups; Markov semigroups and CP-semigroups; dilations.
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1 Introduction
As stated in the abstract, we present here the output of a decade of efforts to push forward the re-
sults about dilations of CP-semigroup with the help of product systems, from the one-parameter
case to the multi-parameter case – and beyond. Only rarely will we be able to derive results as
“round and nice” as we know them from the one-parameter case. Many theorems have only
a forward implication, but do not allow, when put together, to close the circle. Still, they fre-
quently deliver powerful methods for constructing dilations or powerful criteria for establishing
non-existence of such. And for most circles we could not close, we provide counter examples
that prove they really do not close. (We even shed more light on the one-parameter case, illus-
trating that also for that case the situation is far from being as finalized as the literature makes
us believe.) So, the readers may not expect a round and closed treatment bringing the theory
to an end. But, they may expect a comprehensive up-to-date toolbox for tackling the dilation
problem even under the most general circumstances.
We start this introduction with a brief account about those known results in the one-pa-
rameter case that motivate our approach.
Let B denote a unital C∗–algebra. If T = (Tt)t∈R+ is a CP-semigroup on B (that is, a
semigroup of completely positive maps Tt on B), then we may associate with each Tt Paschke’s
[Pas73] GNS-construction (Et, ξt). That is, Et is a correspondence over B that is generated by
a single element ξt fulfilling Tt(b) = 〈ξt, bξt〉. We easily verify that ξs+t 7→ ξs ⊙ ξt extends as an
isometric bimodule map ws,t : Es+t → Es ⊙ Et, that these coproducts iterate associatively, that
(E0, ξ0) = (B, 1), and that the marginal maps w0,t and wt,0 are just the canonical identifications
xt 7→ 1 ⊙ xt and xt 7→ xt ⊙ 1. In other words, the ws,t turn the family
(
Et
)
t∈R+ into a subproduct
system. By definition, the ξt fulfill ws,tξs+t = ξs ⊙ ξt, that is, they form a unit ξ⊙ =
(
ξt
)
t∈R+ .
Every subproduct system
(
Et
)
t∈R+ embeds into a product system E
⊙. By this, we mean that
E⊙ is a subproduct system that has unitary coproduct maps u∗s,t, and that Et ⊂ Et such that u∗s,t
restricted to Es+t is ws,t. In particular, it is clear that the ξt ∈ Et ⊂ Et form a unit also for E⊙.
Given a product system E⊙ and a contractive unit ξ⊙ (that is, ‖ξt‖ ≤ 1 for all t), it is possible
to construct a HilbertB–module E, a unit vector ξ ∈ E (that is, 〈ξ, ξ〉 = 1), and an E–semigroup
(that is, a semigroup of endomorphisms) ϑ =
(
ϑt
)
t∈R+ on B
a(E) such that
〈ξ, ϑt(ξbξ∗)ξ〉 = 〈ξt, bξt〉.
In other words, with the embedding i : b 7→ ξbξ∗ of B into Ba(E) and the expectation p : a 7→
〈ξ, aξ〉, we get a dilation of the contractive CP-semigroup Tt := 〈ξt, bξt〉, that is, the diagram
B
i

Tt // B
Ba(E)
ϑt
// Ba(E)
p
OO
(1.1)
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commutes for all t.
In a minute, we shall review, very briefly, the basic citations for the aforementioned results;
more details in much more general circumstances shall follow, later on throughout these notes.
For this introduction, let us just mention that the preceding construction of a dilation of a con-
tractive one-parameter CP-semigroup T depends in different stages and in different ways on
the order structure of the monoid R+. For instance, the construction of the product system from
the subproduct system of GNS-correspondences depends on the fact that R+ is totally ordered;
the construction of the E–semigroup, instead, only depends on the fact that R+ is directed. It is
the scope of these notes to find out what we can say about CP-semigroups and their dilations,
when the indexing semigroup is Rd+ or N
d
0
(the continuous time and the discrete d–parameter
semigroups) or even a general monoid. It turns out that, like in the one-parameter case, product
systems of correspondences play a crucial role in constructing dilations and in understanding
them. While, starting with the GNS-correspondences, the construction of a suitable product
system has to be replaced by different constructions (which often only work under additional
conditions), the construction of an E–semigroup works (at least in the unital case) as soon as the
monoid is suitably directed, namely, left reversible. We spend a considerable amount of energy
to find out when existence of a dilation guarantees that a CP-semigroup has a product system,
and we give several constructions for multi-parameter product systems.
The approach in the beginning of this introduction is from Bhat and Skeide [BS00], where
product systems of correspondences occur for the first time; it has not yet been applied di-
rectly to the multi-parameter case. There are, however, a number of results by Solel [Sol06] in
the discrete two- and d–parameter case and by Shalit [Sha08a, Sha09] in the continuous two-
parameter case, applying the methods from Muhly and Solel [MS02]. The approach in [MS02]
starts from the so-called Arveson-Stinespring correspondences of the CP-maps Tt, which are
correspondences over the commutant of B, B′, and only works for von Neumann algebras. The
relation between the constructions has been made precise in Skeide [Ske03, Ske08a, Ske09c] (in
terms of the commutant of von Neumann correspondences) and in Muhly and Solel [MS07] (in
terms of σ–duals of W∗–correspondences). Multi-parameter product systems have first been
considered by Fowler [Fow02]. Subproduct systems have been around as the input for sev-
eral inductive limit constructions; see Schu¨rmann [Sch93], Arveson [Arv97b], Bhat and Skeide
[BS00], Muhly and Solel [MS02], and Skeide [Ske06d, Ske03]. Only rather recently Shalit
and Solel [SS09] gave a formal definition and started investigating them and their application
to dilations systematically. Almost simultaneously, Bhat and Mukherjee [BM10] introduced
one-parameter subproduct systems of Hilbert spaces under the name of inclusion systems, and
proved that every such inclusion system is contained in a unique minimal product system.
As opposed with the known observation that CP-semigroups come shipped with subproduct
systems, it is surely a key insight of these notes that existence of dilations necessarily leads to
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superproduct systems, opening up the way to find necessary criteria for existence of dilations in
terms of superproduct systems.
The readers – and we – have to digest generalization not just in one, but in several directions;
we try our best to make sure that these generalizations do not occur at once but in appetizing
portions. (Dilations that are not to Ba(E) (not full); product systems, but over more general
monoids; subproduct systems and superproduct systems, but isolated from their occurrence
from CP-semigroups and dilations; E(0)–semigroups that come only with super product systems;
a notion of minimality that splits into several.)
Sections with general theory take turns with example sections (the latter clearly marked
as such). The example sections either illustrate applications of the positive results, or provide
counter examples for what can go wrong. In particular, the “multi-examples” in the Example
Sections 20 and 22, which may be considered a sort of culmination point of these notes, unite
both aspects. The examples (or, in Section 22, classes of such) for dilations obtained by apply-
ing the the constructive parts of our results, exhibit almost all sorts of bad behaviour that we
could not exclude before by theorems.
In Section 2, we put out the general concept of dilation of CP-semigroups. As compared
with the situation in the beginning of this introduction, captured in Diagram (1.1), the dilating
endomorphism semigroup acts on a general unitalC∗–algebraA and the indexing monoid R+ is
replaced by a general monoid S. Quickly, we turn to dilations (so-called weak dilations) where
B sits as a corner pAp inA for some projection p ∈ A, so that i is just the natural injection and
p is the compression map p • p. In quantum dynamics, where dilation is thought of as a model
for understanding the irreversible evolution (=Markov semigroup=unital CP-semigroup) of a
small system B as a projection p from a reversible evolution of a big system A into which the
small one B is immersed, one would rather expect unital embeddings. However, it is an empiric
fact that all known unital dilations do “contain” a weak dilation sitting inside, and frequently
(for instance, if the Markov semigroups is spatial; see Skeide [Ske16]) weak dilations may be
promoted to unital dilations: Weak dilations are the building blocks of more general dilations;
in these notes we restrict, like in large parts of the literature, our attention exclusively to weak
dilations.
Dilations of Markov semigroups fulfill an extra property: They are strong dilations in the
sense that pϑt(a)p = Tt(pap) for all a ∈ A. Large parts of the literature, with Bhat’s work
probably the only exception, considers only weak dilations that are strong (or regular in Bhat’s
terminology). It is a feature of these notes that we do not pose this restriction. (Simply put, we
do not see a motivation to justify this restriction; it is also not motivated from classical dilation
theory for contractions on a Hilbert space, as most of the (co)isometric dilations of contractions
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would lead to dilations of CP-semigroups that are not strong; see Section 3. Our life would
have been much easier, if we put that restriction; but why should we exclude one of the most
inspiring sources, classical dilations, from our mind?) Another extra property a dilation may
fulfill or not, is being a full dilation, that is,B sitting as a (strictly) full corner inA. Equivalently,
A = Ba(E) for the Hilbert B–module E := Ap. (Being full, is part of practically all notions of
minimality in the literature; we see, it is not so strange to expect Hilbert modules playing a role
in dilation theory.) We conclude Section 2, by discussing the powerful tool of unitalization. By
unitalization, we transform a (contractive) CP-semigroup into a Markov semigroup. At least
for strong dilations, this allows to apply large parts of the stronger results about the dilation of
Markov semigroups (so-called Markov dilations) to general CP-semigroups. (It is noteworthy
that restricting to B(H), frequently done in the literature, excludes such a powerful method,
because the unitalization of B(H) is not another B(H).)
In the Example Section 3, we discuss the connection between dilation of CP-semigroups
and classical dilation theory in terms of elementary CP-semigroups and their solidly elementary
dilations. This section also serves the purpose to put at ease both readers who know only the
classical side of the theory and readers who only know the quantum dynamical side.
In Section 4, we discuss the notion of product system – but over monoids – and how units
for product systems relate to CP-semigroups. We illustrate that product systems (and the like)
and the related semigroups are indexed by opposite monoids, and we explain the choice we
fix throughout these notes, whenever (that is, almost always) product systems and semigroups
occur in the same context: Product systems (and the like) are indexed by the monoid S; CP-
semigroups and their dilations are indexed by the opposite monoid Sop. Most constructive
results in these notes depend on special properties the monoid S has to satisfy. In the last part
of Section 4, we present the necessary theory of algebraic semigroups.
In Section 5, we define superproduct systems and subproduct systems – for formal reasons
(superproduct systems are formally nearer to product systems than subproduct systems) in the
historically wrong order – and explore their basic properties, independently of their relation to
semigroups or dilations. Much space is reserved for the notion of subsystems of such systems
and what it means to embed one into another. This was easy, if we stood in the same category.
But, later on, it turns out that we have to be interested, in particular, in how a subproduct
systems sits as a subsystem of a superproduct system – and this (together with the fact that, in
applications, the structure maps of a subproduct system need not be adjointable) makes it tricky.
We also provide some results about the generation of subsystems.
A single correspondence E generates a discrete one-parameter product system
(
E⊙n
)
n∈N0 .
The time ordered product system, maybe considered as what one obtains by exponentiating
this discrete product system to a continuous time one-parameter product system. (The time
ordered Fock module is the module analogue of the symmetric Fock space; see Appendix D.)
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In the Example Section 6, we apply this insight to discrete d–parameter superproduct systems
and subproduct systems, exponentiating them to continuous time d–parameter superproduct
systems and subproduct systems. We point out that exponentiation respects inclusions and
embeddings. This machinery allows to promote many discrete (counter) examples to contin-
uous time (counter) examples. Of course, this also opens up to the study of exponential (su-
per)(sub)product systems, question we do not address in these notes.
In Section 7, we discuss theGNS-subproduct systems (see the beginning of this introduction)
of CP-semigroups over arbitrary monoids. A major result is, certainly, Theorem 7.11, which
asserts that every adjointable subproduct system is (strictly) Morita equivalent to one of a (strict)
CP-semigroup on someBa(E). This is crucial to establish, in the Example Section 18, existence
of CP-semigroups with no strong dilations and Markov semigroups with no dilations at all.
Examples of CP-semigroups whose subproduct system is not adjointable, can be found in the
Example Section 8.
CP-semigroups give rise to subproduct systems. In Section 9, imitating the construction
of the product system of an endomorphism semigroup on Ba(E) in Skeide [Ske02] we, finally,
show that dilations give rise to superproduct systems. The insight that CP-semigroups and other
irreversible dynamics lead, in the one or the other way, to subproduct systems, has been around
now for quite a while. (The idea to start with the GNS-subproduct system, is new, though,
in these notes.) The observation that dilations lead to superproduct systems, is entirely new. It
turns out that the superproduct system of a dilation may or may not contain the GNS-subproduct
system of the dilated CP-semigroup; a somewhat surprising observation. (Bhat’s Example 20.1
illustrates a failure.) This is, why we introduce the notion of good dilation: A dilation whose
superproduct system does contain the GNS-subproduct system. Strong dilations are good, but
not vice versa; in fact, every non-strong solidly elementary dilation (that is, dilations coming
from the classical dilation problem as discussed in Section 3) is still a good dilation. By a
minimalization procedure, at least in the von Neumann case, every good dilation gives rise to
a strong dilation (Observation 21.6). An (adjointable) subproduct system that does not embed
into a superproduct system (discussed just before), gives rise to a CP-semigroup that does not
only not admit a strong dilation; it also does not admit a good dilation. While the unitalization
of this CP-semigroup is a Markov semigroup with no dilation (Markov dilations are strong), we
do neither have an example for a CP-semigroup that admits no dilation, nor an example for a
CP-semigroup that admits dilations but only such that are not good.
These and more questions, that arise after having established the occurrence of superproduct
systems from dilations and the relation with the GNS-subproduct system of the dilated CP-
semigroup, are formulated, together with the answers we have or we will establish later on, but
also stating clearly where we do not have answers, in Section 10. Section 10 maybe considered
an introduction to the second half of our notes; but, of course, it cannot be understood without
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having first appreciated at least the theoretic part of the first half.
The following sections explore superproduct systems of dilations and what we can do with
them. Section 11 addresses how superproduct systems behave under unitalization of dilations.
Section 12 addresses the question of so-called left dilations for superproduct systems. (Left
dilations of a product system furnish a unital endomorphism semigroup for that product system.
They would do the same for superproduct systems – if we had not shown that they can exist only
if the superproduct system is a product system. But, if we have a product system and a unital
unit (so that the product system contains the GNS-subproduct system of the Markov semigroup
determined by the unit), and if the monoid is sufficiently“nice” (an Ore monoid), then we may
construct a left dilation and the endomorphism semigroup it determines, is a dilation of the
Markov semigroup; Theorem 12.8.) In the Example Section 13 we furnish dilations with proper
superproduct systems.
Appealing to the existence result for Markov dilations, Theorem 12.8, provided we man-
age to embed the GNS-subproduct system into a product system, Sections 14–18 address the
problem to construct product systems, basically in the d–parameter case(s), but not only. The
basic observation is that the d–parameter monoids Nd
0
or Rd+ are products of the one-parameter
monoids N0 or R+; and for the one-parameter monoids we know how to construct product sys-
tems out of subproduct systems. So, assuming we have product systems Ek
⊙
over Sk (k =
1, . . . , d), can we put these marginal product systems together, to turn the family
(
E1t1 ⊙ . . . ⊙ Edtd
)
(t1,...,td)∈S
into a product system over S = S1 × . . . × Sd? Section 14, gives a complete answer to this
question in Theorem 14.8. The proof depends on the analysis of structures regarding the per-
mutation groups, which are outsourced to Appendix E. A special case, strongly commuting
CP-semigroups, is discussed in Section 15. Not only do we have to push forward the notion
of strongly commuting appropriately; we think that the discussion here might also illuminate
a bit more the “secrets” of this somewhat mysterious notion. In the Example Section 16, we
discuss so-called quantized convolutions semigroups (introduced by Arveson and studied by
Markiewicz). We show that they are strongly commuting in an even stronger sense, and ap-
plying our methods we construct dilations for d–parameter quantized convolution semigroups.
The theory from Section 14 simplifies enormously in the discrete d–parameter case and justi-
fies a separate treatment in Section 17. This section is the basis for the Example Section 22,
where we construct for each discrete two-parameter CP-semigroup on a von Neumann algebra
a dilation. Understanding the precise form of three-parameter product systems is also the basis
for understanding why the three-parameter subproduct system in the Example Section 18 does
not embed into a product system (giving rise to a three-parameter Markov semigroup with no
dilation).
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Up to that point, the discussion could be kept at a level that is surprisingly algebraic. Ev-
ery now and then, the condition that certain homomorphisms or CP-maps be strict, pops up.
(Strictness comes, usually, packed as a nondegeneracy condition. For instance, a unital en-
domorphism ϑ of Ba(E) is strict if and only if ϑ(K(E)) acts nondegenerately on E. The fact
that the superproduct system of a full dilation is a product system, depends on strictness of the
dilation.) But with the end of Section 18, we also have reached the end of attempts to keep
topological question “behind the scenes”. In particular, we are meeting more and more state-
ments that can no longer be proved in the C∗–setting (usually, generalizing easily to the von
Neumann setting), but only for von Neumann algebras, modules, and correspondences. Section
19 addresses these questions – and prepares right away for Section 21 about minimality, where
these things will be applied. A thorough introduction to the necessary facts about von Neu-
mann modules (which we will apply exclusively, as opposed with W∗–modules) is outsourced
to Appendix A. (This appendix also contains an approximately detailed comparison of our ap-
proach here based on [BS00] and the approach based on [MS02]. This comparison cannot be
done without discussing the commutant of von Neumann correspondences – a concept that we
do not need anywhere else in these notes, and which, therefore, is banished to the appendix.)
Let us emphasize that we do not at all address questions of “time”-continuity (continuity with
t in a topological monoid). With one exception, all our constructions will deliver continuous
things if we start with continuous things – and work also without continuity. The exception is
the construction of a CP-semigroup for a subproduct system in Theorem 7.11. Here, in order
to get something continuous, we would have to replace the direct sum over the members of the
subproduct system by a direct integral – which, of course, requires to have at hand a continu-
ous structure of that field. (One could say measurable field. But continuous fields have always
shown to be enough to produce a satisfactory theory, while requiring just measurability defi-
nitely causes continuity problem for the semigroups at t = 0.) Section 21 about minimality, a
topic (only) apparently well-understood in the one-parameter case, is probably the toughest of
the whole work, with all the ramifications caused by different notions and with an enormous lot
of results that depend on hypotheses that cannot alway be achieved at the same time; we refer
the reader to the section introduction.
After these preparations, our notes culminate, as mentioned, in the last two Example Sec-
tions 20 and 22. Apart from the promised examples of bad behaviour, in the one-parameter
non-Markov case in Section 20 and in the two-parameter Markov case in Section 22, the for-
mer presents a thorough treatment of the relation between dilations of CP-semigroups on B(H)
and the (still classical) theory of dilation of row contractions, while the latter contains the (al-
ready mentioned) existence result for dilations of arbitrary (not necessarily normal) discrete
two-parameter CP-semigroups on von Neumann algebras.
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Conventions, notation, and other preliminaries. The letter S stands for a monoid whose
neutral element we always denote by 0. If we assume that S is abelian, we shall write its
operation additively, (s, t) 7→ s + t. Otherwise, we write it multiplicatively, (s, t) 7→ s · t =: st,
but we continue denoting the neutral element by 0. Consequently, a semigroup over S on a set
B is a family T = (Tt)t∈S of maps Tt on B fulfilling Ts ◦ Tt = Tst and the monoid condition
T0 = idB.
If A, B,C are sets and (a, b) 7→ ab is a map from A × B into C, by AB we mean the set
{ab : a ∈ A, b ∈ B}. Even if A, B,C are (topological) vector spaces, we do not adopt any
convention where AB would mean the (closed) linear span of all ab.
Regarding the choice between (abstract) W∗–algebras and (concrete) von Neumann alge-
bras, we opt to work with von Neumann algebras. Consequently, we will work with von Neu-
mann modules, not W∗–modules. LettersA,B, . . . stand for (usually unital) C∗–algebras or for
von Neumann algebras, letters E, F, . . . stand for Hilbert (or C∗–)modules or for von Neumann
modules. Recall that Hilbert module means Hilbert right module. The space of adjointable
(hence, bounded) operators on E (from E to F) we denote by Ba(E) (Ba(E, F)). (In a few oc-
casions, we will write La(E, F) for the adjointable maps between pre-Hilbert modules; if one
of them is Hilbert, then La(E, F) = Ba(E, F).) By x∗ ∈ E∗ we denote the map x∗ : y 7→ 〈x, y〉
with adjoint x : b 7→ xb. The C∗–algebra of compact operators on E is span{xy∗ : x, y ∈ E},
the closed linear span in Ba(E) of the rank-one operators xy∗. Their linear span, the so-called
finite-rank operators, is denoted by F(E). The compact operators K(E, F) and the finite-rank
operators F(E, F) from E to F are defined in a similar manner. A correspondence fromA to B
(or HilbertA–B–bimodule) is a Hilbert B–module with a nondegenerate(!) left action ofA by
adjointable operators such that the adjoint of the action of a ∈ A is the action of a∗. Recall that
the internal tensor product of a correspondence E from A to B and a correspondence F from
B to C is that unique correspondence E ⊙ F fromA to C which is generated by elements x ⊙ y
subject to the inner product 〈x ⊙ y, x′ ⊙ y′〉 = 〈y, 〈x, x′〉y′〉 and the relation a(x ⊙ y) = (ax) ⊙ y.
Recall that for everyC∗–algebraA, themultiplier algebra ofA is the (up toA–intertwining
isomorphism) unique maximal C∗–algebra M(A) that containsA as an essential ideal. (M(A)
may be realized as the well-known double centralizers; we discuss this, even for pre-C∗–alge-
bras, in Proposition 2.6.) The strict topology on M(A) is the topology induced by the family of
seminorms given by ‖•a‖ and ‖a•‖ (a ∈ A); also the strict completion of A is a realization of
M(A). We say a linear map T : M(A) → M(B) between two multiplier C∗–algebras is strict,
if it is strictly continuous on bounded subsets of M(A) (by a straightforward application of the
closed graph theorem necessarily into bounded subsets of M(B)).
If A = K(E), then M(A) = Ba(E); Kasparov [Kas80]. (See our proof in Proposition
2.6.) In this case, the strict topology on bounded subsets of Ba(E) coincides with the ∗–strong
(operator) topology; [Lan95, Proposition 8.1]. A homomorphism ϑ : Ba(E)→ Ba(F) is strict if
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and only if the set ϑ(K(E))F is total in ϑ(idE)F. (This is more or less [Lan95, Proposition 2.5].
We prove a more general statement in Proposition 7.5.)
Recall that a linear map T : A→ B is completely positive (we also say T is a CP-map) if∑
i, j
b∗i T (a
∗
i a j)b j ≥ 0 (1.2)
for all finite choices of ai ∈ A, bi ∈ B. IfA is unital, then there exists a pair (E, ξ), the so-called
GNS-construction of T (Paschke [Pas73]), consisting of a GNS-correspondence E from A to
B and a cyclic vector ξ ∈ E such that
T (a) = 〈ξ, aξ〉, spanAξB = E. (1.3)
We denote the situation in (1.3) as (E, ξ) = GNS-T . The GNS-correspondence of T can be
constructed explicitly by considering the A-B bimodule A ⊗ B, endowing it with the semi-
inner product 〈
a ⊗ b, a′ ⊗ b′〉 := b∗T (a∗a′)b′,
quotienting out the kernel, and completing to obtain E. The image of 1A ⊗ 1B in E is, then, the
required cyclic vector ξ. (IfA is nonunital, then either we have to put stronger conditions on T
(for instance, T extends to a strict CP-map M(A) → M(B)), or we get weaker statements (for
instance, ξ < spanAξB); see, for instance, Skeide [Ske01a, Section 4.1].) Conversely, if F is a
correspondence from A to B and if ζ is in F, then S = 〈ζ, •ζ〉 defines a CP-map S . If S = T ,
then ξ 7→ ζ extends as a (unique) bilinear isometry (that is, an inner product preserving map)
from E to F. In particular, if also (F, ζ) is a GNS-construction for T , then there is a unique cyclic
vector intertwining isomorphism from (E, ξ) to (F, ζ). In other words, the GNS-construction is
unique up to such an isomorphism.[a]
[a] Recall that every HilbertB–module E (even a pre-Hilbert module over a pre-C∗–algebra) may be transformed
into a module of operators in the following way: Identify B as a concrete operator algebra B ⊂ B(G) of operators
on a Hilbert space G; form the Hilbert space H := E ⊙ G; for x ∈ E define the operator Lx = x ⊙ idG : g 7→ x ⊙ g
in B(G,H). Then the subspace LE ⊂ B(G,H) satisfies LEB ⊂ LE , L∗ELE ⊂ B, and span LEG = H, that is, LE is a
concrete (pre-)Hilbert B–module. Moreover, Lxb = Lxb and L∗xLy = x∗y = 〈x, y〉 so that x 7→ Lx is an isomorphism
of (pre-)Hilbert B–modules. Moreover, if L′ : x 7→ L′x ∈ B(G,H′) is another isomorphism such that L′∗x L′y = 〈x, y〉
and span L′
E
G = H′, then x ⊙ g 7→ L′xg defines a unitary u : H → H′ such that uLx = L′x. Therefore, as soon as the
identification B ⊂ B(G) is chosen (for instance, if B is a von Neumann algebra), there is nothing arbitrary in the
identification of E = LE ⊂ B(G,H).
Note thatBa(E) = Ba(E)⊙ idG ⊂ B(H). Therefore, if E is anA–B–correspondence, then H inherits a represen-
tation ρ ofA. If ξ is a vector in E then L∗
ξ
ρ(a)Lξ = 〈ξ, aξ〉. In particular if (E, ξ) = GNS-T , then L∗ξρ(a)Lξ = T (a),
that is, we recover the Stinespring construction [Sti55]. However, in the context of CP-semigroups, the Stinespring
construction is not even approximately as useful as the GNS-construction. Barreto, Bhat, Liebscher, and Skeide
[BBLS04, 2.1.7. Functoriality]: “A [...] Hilbert A–B–module E is a functor sending (non-degenerate) represen-
tations of B on F to (non-degenerate) representations ofA on E ⊙ F, and the composition of two such functors is
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Unusual conventions and ways of writing. Here we collect some conventions, in the wide
sense, that will be applied without mention throughout these notes, and that might puzzle the
reader when ignoring them.
• Observations and remarks: The statements made in an observation have the rank of a
proposition, but in an observation both statement and proof are incorporated in a single
bit of text. Like propositions, observations may be important in their own right (beyond
these notes) or may communicate facts that are necessary where they stand or elsewhere
in these notes.
A remark furnishes additional information that is not logically needed where is stands.
A remark may try to guide reader’s intuition by adding mathematical or historical infor-
mation, in particular, information about things that might be known to the reader but do
not occur here. It is up to the reader to decide whether it helps, but logically a remark can
be ignored where it stands. It is, however, possible that a remark might be referred to in
other places of these notes.
• By a (co)restriction of a map f : A → B we mean a map A′ → B′ for subsets A′ ⊂ A
and B′ ⊂ B satisfying f (A′) ⊂ B′, obtained by A′ ∋ a′ 7→ f (a′) ∈ B′. This should not
be confused with formulations containing several parenthetical insertions that either are
all there or are all not there to give two different (both – hopefully – correct) meanings
to a sentence. In that case, we would write (co-)restriction. (Example: The adjointable
contraction a : E → F is a (co-)isometry if a∗ possesses a (co-)restriction to a unitary;
see also Appendix B. Here, we do not mean that both domain and codomain can be made
smaller (for instance, {0} for both is always possible), but that in the first case (without
(co-)) the domain F of a∗ has to be made smaller (namely, aE), while in the second case
(with (co-)) the codomain E of a∗ has to be made smaller (namely, (ker a)⊥). See also the
use of (super)(sub)product subsystems in Definition 5.2; and see also the following item.)
• For us, an approximate unit in a pre-C∗–algebra is a net (uλ)λ∈Λ such that limλ uλa = a =
limλ auλ for all a ∈ A. An approximate unit may be self-adjoint, that is, uλ = u∗λ (in
which case it is sufficient to check only one of the two limits for all a); it may be positive,
that is, uλ ≥ 0; it may be bounded ((strictly) contractive), that is, ‖uλ‖ ≤ M for some
M > 0 (‖uλ‖ (<) ≤ 1).
• Instead of W∗–modules and W∗–correspondences, we consequently use von Neumann
modules and von Neumann correspondences. Despite the latter appear technically sim-
the tensor product. The Stinespring construction is a dead end for this functoriality.”
In the von Neumann case, the full information about a (GNS or not) correspondence E can, however, be re-
constructed from the Stinespring representation ρ, if we add as second input a representation of B′, the so-called
commutant lifting ρ′ defined by ρ′(b′) = idE ⊙b′. We will explain this in Appendix A.
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pler – or, better, the algebraic advantages of the notion lead (more) automatically to the
solutions of technical problems –, the former appear still much more common. Therefore,
we give a brief introduction to von Neumann modules and correspondences in Appendix
A.
• Last but not least, the terms defined in definitions are typeset in boldface italics. A word
typeset in boldface, means just to emphasize that word.
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2 CP-Semigroups over monoids
In these notes we are interested in dilations of CP-semigroups T =
(
Tt
)
t∈S on unital C
∗–algebras
B that are indexed by a monoid S. While our primary interest is to construct such dilations, it is
also indispensable to find out which necessary conditions on the CP-semigroup arise from the
assumption that T does admit a dilation. For instance, when when Tt = p ◦ϑt ◦ i (as in Diagram
(1.1)), it is forced that all Tt are contractions.
CP-Semigroups come shipped with subproduct systems; E–semigroups on Ba(E) come
shipped with product systems; in the construction of a dilating E–semigroup the problem to
transform the subproduct system into a product system, plays a crucial role. We shall investi-
gate these topics and how they have to be modified in this generality in the subsequent sections.
In the present section we fix some notations and we discuss the concept of dilation in general,
before fixing a certain type, the so-called weak dilations, and among those we put emphasis
on the so-called strong ones. Examples for non-strong weak dilations will haunt us through-
out these notes. It turns out in Section 9 that strong dilations come along with a superproduct
system containing the subproduct system of the CP-semigroup. Only in terms of superproduct
systems we will be able to define good dilations, sitting in between strong and weak ones. The
superproduct system of a dilation need not be a product system; the question whether or not it
embeds into a product system is key.
Let us fix a monoid S. Recall from the introduction (and see there for all related and other
conventions) that a semigroup over S on a set B is a monoid map t 7→ Tt from S into the
maps on B, that is, Tst = Ts ◦ Tt and T0 = idB. A semigroup over S on a C∗–algebra B is a
CP-semigroup if all Tt are completely positive (CP) maps.
2.1 Convention. We shall assume that all our CP-semigroups act on unital C∗–algebras. We
shall assume that all our CP-semigroups are contractive.
The latter is referred to by Bhat [Bha96] as a quantum dynamical semigroup. We said
already that CP-semigroups possessing dilations, have to be contractive. Also the following
classes are contractive automatically.
2.2 Definition. A CP-semigroup T =
(
Tt
)
t∈S is
1. aMarkov semigroup if T is unital, that is, if Tt(1) = 1 for all t ∈ S;
2. an E–semigroup if all Tt are endomorphisms;
3. an E0–semigroup if it is a Markov semigroup and an E–semigroup.
Even if S is a topological monoid, we shall not assume any continuity condition with t ∈ S,
unless explicitly mentioned. By homomorphism, representation, and so forth, of C∗–algebras,
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we always mean ∗–homomorphism, ∗–representation, and so forth; if not, we shall say algebra
homomorphism, algebra representation, and so forth.
2.3 Definition. Let T be a CP-semigroup over S on B. By a dilation of T we understand a
quadruple (A, θ, i, p) consisting of a unital C∗–algebra A, an E–semigroup θ over S on A, an
embedding i : B → A, and an expectation p : A → B (that is, the map i ◦ p is a conditional
expectation onto i(B)), such that the diagram
B
i

Tt // B
A
θt
//A
p
OO
(2.1)
commutes for all t.
More generally, we shall say (A, θ, i, p) is a dilation, whenever the maps Tt := p◦θt◦ i define
a semigroup (necessarily CP) on B. (It is very convenient to be able to say ‘dilation’ without
having to indicate in advance the dilated semigroup.) We speak of a Markov dilation if the Tt
form a Markov semigroup.[b]
A dilation is unital if i is unital.
A dilation is weak if i(B) is a corner in A (that is, i(B) = pAp, where p := i(1B), so that
pap = i ◦ p(pap) = p(i ◦ p(a))p = i ◦ p(a)).
A weak dilation is full, if the corner i(B) is strictly full, that is, if A is (isomorphic to) the
multiplier algebra of the ideal spanApA. (By this, we mean that the canonical homomorphism
A→ M(spanApA) is an isomorphism. See the proof of Proposition 2.6 for an explanation.)
A dilation is reversible if θ is an automorphism semigroup.
A dilation is semireversible if θ is an injective E0–semigroup.
[c]
2.4 Convention. When we consider dilations to general A, then we usually shall assume that
B ⊂ A and that i is the canonical embedding, so that p is a usual conditional expectation onto
B.
After Convention 2.4, we shall denote a weak dilation as (A, θ, p) so that B = pAp ⊂ A
and i is the canonical injection.
2.5 Convention. When we consider dilations to A = Ba(E) where E is a Hilbert B–module,
then we will usually have a unit vector ξ ∈ E (that is, 〈ξ, ξ〉 = 1B) such that p = 〈ξ, •ξ〉 and such
[b] Be aware that several authors, following Ku¨mmerer [Ku¨m85], mean byMarkov dilation something consider-
ably more restrictive.
[c]Frequently, a semireversible dilation may be extended to a reversible dilation on a containing B(H) ⊃ A; see
Remark 2.7. Surely, for a reversible extension to exist, being semireversible is a necessary condition.
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that i = ξ • ξ∗ : b 7→ ξbξ∗. It follows that p = i(1B) = ξξ∗. In this situation, we also shall use the
letter ϑ for the E–semigroup, instead of θ.
In the situation of Convention 2.5, we shall write the dilation as (E, ϑ, ξ) and refer to it as
module dilation.
It is important to observe that module dilation and full dilation are essentially the same
thing. Of course, a module dilation is full. (Ba(E)pBa(E) = EE∗ and the multiplier algebra of
span EE∗ = F(E) is Ba(E).) But also the converse is true in the following sense:
2.6 Proposition.
1. If p is a projection in a C∗–algebra A, then E := Ap with inner product 〈ap, a′p〉 :=
pa∗a′p is a Hilbert module over B := pAp. Moreover, ξ := p is a unit vector in E
and the action a : a′p 7→ aa′p defines a homomorphism A → Ba(E), the canonical
homomorphism.
2. If C is a pre-C∗–algebra, then the multiplier algebra
M(C) := {(L,R) | L,R ∈ L(C); aL(b) = R(a)b}
with ‘the usual operations’, coincides with La(C) (considering C as a pre-Hilbert module
over itself).
3. If E is a Hilbert B–module, then M(F(E)) = M(K(E)) = Ba(E).
In conclusion, if (A, θ, p) is a full weak dilation, then it is conjugate to the module dilation
(E, ϑ, ξ) under the canonical isomorphismA→ Ba(E).
Proof. (1) The only question with not entirely obvious answer is why E is complete. Since
E ⊂ A andA is complete, we get E ⊂ A, so that E = Ap ⊃ Ep = E ⊃ E, so, E = E.
(2) The double centralizers (L,R) in M(C) are equipped with the usual operations known
from the C∗–case C = C, just forgetting everything about ‘norm’ and ‘bounded’. Then the
‘forgetful map’ (L,R) 7→ L defines a homomorphism into La(C). Likewise, the map a 7→
(La,Ra) where La := a• and Ra := •a, defines a homomorphism La(C) into M(C). One easily
checks that the two are inverses of each other. (See Skeide [Ske01a, Lemma 1.7.10], which is
promoted here from bounded double centralizers to arbitrary double centralizers.)
(3) By (2), we have M(F(E)) = La(F(E)). Since E is assumed complete, we have E =
EE∗E = span EE∗E = F(E)⊙E and, of course, F(E) = E ⊙ E∗. (Here and elsewhere we
write ⊙ for the algebraic version of the internal tensor, where no completion is carried out.) We
get La(F(E)) = La(E) via a 7→ a ⊙ idE. So, M(F(E)) = La(E). Again, since E is complete,
La(E) = Ba(E). On the other hand, the isomorphism a 7→ a ⊙ idE∗ from La(E) = Ba(E)
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onto M(F(E)), clearly, maps into the bounded double centralizers, which, therefore, extend to
elements in M(K(E)). (This proof of Kasparov’s result M(K(E)) = Ba(E) [Kas80] follows very
much the proof of [Ske01a, Corollary 1.7.14], but is, maybe, yet another bit more stringent.)
The property of a weak dilation being full is an intrinsic way to find out if a weak dilation is
a module dilation. For a Markov semigroup, existence of module dilations is almost equivalent
to existence of a product system containing its subproduct system; see Example 7.9. It depends,
however, on a topological question, namely the question whether the dilating E–semigroup
consists of strict endomorphisms. Both strictness of endomorphisms ofA as multiplier algebra
and strictness of endomorphisms of Ba(E) make sense. It is the nice property of multiplier
algebras that apart from being strict completions (of spanApA and of F(E), respectively), they
also may be captured purely algebraically in terms of double centralizers. This is why we can
allow ourselves to discuss the notion of full dilation already here, while for the time being we
still ignore topological questions. They will enter and be attacked starting from Sections 19. As
in these notes we intend to study dilations in terms of product systems, it will be a vital question
to find out whether existence of a dilation guarantees existence of a module (that is, of a full)
dilation.
While in these notes we shall restrict our attention to weak dilations, the following historical
remark tries to explain, that weak dilations also are important to get other types of dilations, and
to understand the latter.
2.7 Remark. The setting of unital reversible dilations of a (necessarily!) Markov one-para-
meter semigroup is what one wishes in quantum probability. Many dilations of such type
have been obtained with the help of quantum stochastic calculus on Fock type objects (see,
for instance, Hudson and Parthasarathy [HP84], Ku¨mmerer and Speicher [KS92], Goswami and
Sinha [GS99], Skeide [Ske00c]) or in more algebraic situations (see, for instance, Accardi, Fag-
nola, and Quaegebeur [AFQ92], Hellmich, Ko¨stler, and Ku¨mmerer [HKK98, Ko¨s00]). These
dilations are all obtained as a perturbation of a so-called noise (a dilation of the trivial semi-
group Tt = idB, as defined and examined in Skeide [Ske06d]) by a unitary cocycle. It is
well-known that all semireversible one-parameter E0–semigroups can be extended to automor-
phism semigroups; see Arveson and Kishimoto [AK92] for von Neumann algebras (or a new
proof in Skeide [Ske16]), and Skeide [Ske11] for (not necessarily unital) C∗–algebras (where
E0–semigroup means that θt(A) acts nondegenerately onA). In fact, all known unital reversible
dilations can be thought of as obtained in that way.
Weak dilation is a sort of minimum requirement a dilation must fulfill. We do not know of
a dilation constructed as a cocycle perturbation of a noise that did not have sitting inside also
a weak dilation. In fact, Skeide [Ske16] has shown that a Markov one-parameter semigroup
admits a unital reversible dilation that is the cocycle perturbation of a noise if and only if that
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Markov semigroup is spatial. (Spatiality is a property of the order structure of the set of CP-
semigroups dominated by the Markov semigroup. It has been defined by Arveson [Arv97b]
for Markov semigroups on B(H) and it has been generalized in Bhat, Liebscher, and Skeide
[BLS10], while the definition by Powers [Pow04] for B(H) is considerably more restrictive.)
The construction of a weak dilation plays a crucial role in the proof of that result.
Non-Markov CP-semigroups and their dilations do occur in problems of single and multi-
variate operator theory. See Sections 3 and 20 (in particular, 20(iii)).
Let us return to CP-semigroups and their weak dilations. Markov semigroups form a sub-
class with many particularly nice properties. Some results we have for Markov semigroups
are not true for CP-semigroups, or at least have proofs that run considerably less smoothly. A
powerful tool to reduce problems about general CP-semigroups to results about Markov semi-
groups, is the so-called unitalization of a CP-semigroup, to be discussed in the last part of this
section after Proposition 2.13. But first we discuss a nice extra property of Markov dilations –
an extra property that turns out crucial in order to be able to understand dilations of non-Markov
semigroups via unitalization.
Recall that, by Convention 2.4, we assume the situation where B ⊂ A. Speaking about
weak dilations, we shall emphasize the projection p ∈ A, putting B := pAp and p := p • p,
and write dilations as triples (A, θ, p).
Recall that a projection p ∈ A is increasing for θ, if θt(p) ≥ p for all t ∈ S. The fol-
lowing result is folklore, but we include a proof for convenience, rather to illustrate how our
terminology and conventions are applied, than to do something new.
2.8 Proposition. Let (A, θ, p) a unital C∗–algebraA, an E–semigroup θ onA, and a projection
p ∈ A, and put Tt(pap) := pθt(pap)p. Then the following are equivalent:
1. p is increasing.
2. The maps Tt are unital.
3. (A, θ, p) is a weak Markov dilation.
Moreover, under any of the conditions we have
pθt(a)p = Tt(pap) (2.2)
for all a ∈ A.
Proof. Inserting p = 1B into Tt, we see that (1) and (2) are equivalent.
Clearly, if (1) is true, then (2.2) holds. By iterating (2.2), we see that the Tt form a semi-
group, which, by (2), is Markov, that is, we have (3). And, by definition, (3) implies (2).
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The bonus property of weak Markov dilations manifested in (2.2), is illustrated in the dia-
gram
B Tt // B
A
θt
//
p
OO
A
p
OO
(2.3)
which might be called a coextension of T . (An extension would by the “dual” diagram with two
times i instead of two times p; of course, an extension of a non-E–semigroup can never be an
E–semigroup.) The property is, clearly, stronger than the dilation diagram in (2.1), so we call a
dilation fulfilling the diagram in (2.3) a strong dilation.
2.9 Observation. Suppose we have a quadruple (A, θ, i, p) such that the strongness condition in
Diagram (2.3) holds for all t from a subsetG ⊂ S that generates S as a monoid. Then (A, θ, i, p)
is a strong dilation. (Indeed, p ◦ θt = p ◦ θg1 ◦ . . . ◦ θgn = Tg1 ◦ . . . ◦ Tgn ◦ p = Tt ◦ p.)
Note that this neither assumes that T is Markov nor that the dilation is weak. However, since
in these notes we are exclusively interested in weak dilations, and in order to avoid constructs
such as strong weak dilations, as a convention, we always shall understand (in these notes) by
a strong dilation a strong dilation that is also a weak dilation.
2.10 Remark. Strong dilations in that sense (being also weak dilations) are those that occurred
in larger parts of the literature, in particular, in multivariate operator theory where non-Markov
semigroups do play a role. They also have occurred under the name of E–dilations; we avoid
that name.
For Markov semigroups there is no difference. But since we are interested also in applica-
tions to multivariate operator theory, we have to distinguish carefully between strong and weak
dilations. In Section 3 (and, further, in Subsection 20(iii), we discuss examples of weak di-
lations that are not strong, coming from classical dilation theory of operators. Example 2.12
below, is an important appetizer.
2.11 Observation. If (A, θ, p) is a strong dilation and θ an E0–semigroup, then p is increas-
ing. We shall call a dilation where θ is an E0–semigroup, an E0–dilation. So, CP-semigroups
admitting a strong E0–dilation are necessarily Markov.
The following example illustrates that the condition to be strong is necessary.
2.12 Example. Let ut denote the unitary right shift group on H := L
2(R) defined by setting
[ut f ](x) = f (x − t), and define the E0–semigroup ϑ on B(H) by setting ϑt := ut • u∗t . Define
p ∈ B(H) to be the projection onto G := L2(R+). Then vt := putp = utp is the isometric right
shift semigroup on G. We have
pϑt(p • p)p := (putp) • (putp)∗ = (utp) • (utp)∗ = ϑt(p • p).
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It follows that the maps Tt := pϑt(p•p)p = vt•v∗t are homomorphisms and form an E–semigroup
T on pB(H)p = B(G) which is not an E0–semigroup; in particular, the CP-semigroup T dilated
by the E0–semigroup ϑ, is not a Markov semigroup.
Moreover, suppose that (as discussed in the Example-Section 3) the wt := v
∗
t form a coiso-
metric dilation of a (proper) contraction semigroup ct, so that there is a projection q ∈ B(G) ⊂
B(H) such that qv∗t q = ct. (For instance, take q = f f
∗, where the unit vector f is the function
x 7→ e−x, so that qv∗t q = qe−t.) Then (B(H), ϑ, q) is an E0–dilation of the (non-Markov!) CP-
semigroup S t := c
∗
t • ct (by Observation 2.11, necessarily a weak dilation) which compresses
(by p) to the (strong!) non-E0 dilation (B(G), T, q). (See Subsection 20(iv) and the part about
incompressible dilations Section 21.)
By adding C to H and defining q to be the projection onto that C, we see that (B(H ⊕
C), ((ut + q) • (ut + q)∗), q) is an example of an E0–dilation of the Markov semigroup S t = idC
that compresses via p+q to a dilation (B(G⊕C), ((vt+q)• (vt+q)∗), q) that is not an E0–dilation.
We may ask, if there is a similar characterization of weak and of strong dilations of general
CP-semigroups in terms of the projection p as for Markov semigroups in Proposition 2.8. Well,
for weak dilations this is hoping for too much. Bhat has a description of general weak dilations
in terms of a pair of decreasing projections in the case of one-parameter semigroups and A =
B(H); see [Bha02, Corollary 2.3]. (The proof of that result depends on existence of projections
onto closed subspaces and does not fit the representation free framework we discuss here. At
best, it might be provable for von Neumann algebras.) However, at least for strong dilations we
can say a bit more.
Recall that Bhat [Bha03] calls (in the one-parameter case and forA = B(H)) a weak dilation
(A, θ, p) regular if θt(1 − p) ≤ 1 − p for all t. Arveson [Arv03] called such a projection coin-
variant; we prefer to call it coincreasing. (We would expect that also the following proposition
is folklore and might be found somewhere in the works of Bhat and of Arveson.)
2.13 Proposition. Under the same hypotheses as in Proposition 2.8. Equivalent are:
1. θt(1 − p)p = 0 for all t ∈ S.
2. (A, θ, p) is a strong dilation.
3. (A, θ, p) is a regular dilation.
Proof. Like in the proof of Proposition 2.8, a key problem is to show that θt(1−p)p = 0. Indeed,
that latter equation implies both that pθt(a)p = pθt(pap)p and that (1 − p)θt(1 − p)(1 − p) =
θt(1 − p) − 0 − 0 + 0 = θt(1 − p) so that 1 − p is decreasing. Moreover, from (2.2), like before,
it follows that the Tt form a semigroup.
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On the other hand, if (A, θ, p) is a strong dilation, then pθt(1 − p)p = pθt(p(1 − p)p)p = 0
implies θt(1 − p)p = 0.
Likewise, θt(1 − p) ≤ 1 − p implies 0 ≤ pθt(1 − p)p ≤ p(1 − p)p = 0 so that, again,
θt(1 − p)p = 0.
We now discuss how unitalization helps to reduce problems regarding strong dilations of
CP-semigroups to those regardingMarkov semigroups (where we know all dilations are strong).
If B is a unital C∗–algebra, then we define its unitalization B˜ = B ⊕ C1˜; that is, we add a
new unit 1˜. The old unit 1 is, of course, different from the new one; in fact, excluding the trivial
case 1 = 0, both 1 and 1˜−1 are nontrivial central projections. Algebraically, B˜ is isomorphic to
the ∗–algebraic direct sum C ⊕ B via b + λ1˜ 7→ (λ, b + λ1), respectively, (λ, b) 7→ b + λ(˜1 − 1).
From C ⊕B we see how to norm B˜ as a C∗–algebra, while from B˜ = B⊕C1˜ it is easy to define
the unitalization of maps and to understand their properties.
In fact, if T is a linear map onB, we define its unitalization as T˜ (b+λ1˜) := T (b)+λ1˜. From
this definition it is immediate that S˜ ◦ T = S˜ ◦ T˜ . In particular, if T = (Tt)t∈S is a semigroup on
B, then T˜ = (T˜t)t∈S is a semigroup of unital maps on B˜. In the picture, C ⊕ B this looks
T˜t(λ, b) = T˜t(b + λ(˜1 − 1)) = Tt(b − λ1) + λ1˜
=
(
λ, Tt(b − λ1) + λ1
)
=
(
λ, Tt(b) + λ(1 − Tt(1))
)
,
and it is not really fun to check directly that these form a semigroup on C ⊕ B. Also, if T is a
homomorphism, then clearly so is T˜ . If T is a contractive(!) CP-map, then T˜ is a CP-map, too.
The easiest way to see this (see Bhat and Skeide [BS00, Section 8] or [Ske08a]), is using the
GNS-construction for T to indicate explicitly the GNS-construction for T˜ :
2.14 Let T : A → B be a contractive CP-map and let (E, ξ) := GNS-T . Now ‖T (1)‖ ≤ 1, so
1˜−T (1) ≥ 1−T (1) ≥ 0. We put ξ̂ =
√
1˜ − T (1) ∈ B˜ and define the Hilbert B˜–module Ê := ξ̂B˜.
We turn Ê into a correspondence by defining a left action of A˜ as the unique unital extension of
the 0–representation ofA. Likewise, we view E a correspondence from from A˜ to B˜ extending
in the only possible way the actions ofA and B. We put E˜ := Ê ⊕ E and ξ˜ := ξ̂ ⊕ ξ. Then
T˜ = 〈˜ξ, •ξ˜〉, span A˜ξ˜B˜ = E˜.
This both establishes T˜ as a CP-map and identifies (E˜, ξ˜) as GNS-T˜ .
2.15 Theorem. Let (A, θ, p) be a unital C∗–algebraA, an E–semigroup θ onA, and a projec-
tion p ∈ A. Then the following are equivalent:
1. (A, θ, p) is a strong dilation.
2. (A˜, θ˜, p˜) with p˜ := (1, p) = p + 1˜ − 1 is an E0–dilation.
Moreover, in either case, (A˜, θ˜, p˜) is a dilation of the unitalization of the semigroup dilated by
(A, θ, p).
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Proof. Suppose (A, θ, p) is a strong dilation, and denote by Tt(pap) := pθt(a)p the dilated
semigroup. Then
p˜θ˜t(a + λ1˜)p˜ = p˜(θt(a) + λ1˜)p˜ = pθt(a)p + λp˜ = Tt(pap) + λ1B˜ = T˜t(p˜(a + λ1˜)p˜).
So, (A˜, θ˜, p˜) is an E0–dilation of T˜ .
Conversely, if (A˜, θ˜, p˜) is an E0–dilation, then p˜ is increasing. Consequently,
θt(p − 1) + 1˜ = θ˜t(p˜) ≥ p˜ = p + 1˜ − 1,
that is, θt(1− p) ≤ 1− p, so, (A, θ, p) is a strong dilation. Again, by the first part, the semigroup
dilated by (A˜, θ˜, p˜) is unitalization of the semigroup dilated by (A, θ, p).
2.16 Observation. Observe that, by construction, 1˜θt(1 • 1)1 = θt, so that (A˜, θ˜, 1) is a dilation
of θ. Since θ˜t (˜1− 1)1 = 1− θt(1), this dilations is strong if and only if θ is an E0–semigroup. By
strongness of (A, θ, p), this would make T a Markov semigroup.
2.17 Theorem. A CP-semigroup T admits a strong dilation if and only if T˜ admits a weak
(and, therefore, strong) dilation.
Proof. The only if -part is settled by the preceding theorem. For the if -part let (Â, θ̂, p̂) be a
weak (and, therefore, strong) dilation of T˜ . Denote by 1̂ the unit of Â. Recall that p̂ = 1B˜ is the
unit of B˜, and define the projections p := 1B ∈ B ⊂ B˜ = p̂Âp̂ ⊂ Â and q := p̂ − p ∈ B˜ ⊂ Â.
PutA := (̂1 − q)Â(̂1 − q), so that 1 := 1̂ − q is the unit ofA.
Since p = p̂ − q ≤ (̂1 − p̂) + (p̂ − q) = 1̂ − q = 1, we have B = pÂp = pAp ⊂ A. We shall
show that θ̂t(A) ⊂ A and that p̂θt(a)p = Tt(pap) (a ∈ A). In other words, if we define θ as the
(co)restriction of θ̂ toA, then (A, θ, p) is a strong dilation of T .
We, first, show that θ̂t(1) ≤ 1, so that
θ̂t(A) = θ̂t(1)̂θt(A)̂θt(1) = 1̂θt(1)̂θt(A)̂θt(1)1 ⊂ 1Â1 = A.
Indeed, q̂θt(q)q = qp̂̂θt(q)p̂q = qT˜t(q)q = q(p̂ − Tt(p))q = q, thus, θ̂t(q) ≥ q. So,
1 + q = 1̂ ≥ θ̂t(̂1) = θ̂t(1) + θ̂t(q) ≥ θ̂t(1) + q,
that is, θ̂t(1) ≤ 1.
Now for a = 1a1 ∈ A we have θt(a) = θ̂t(a) ∈ A, so that pθt(a)p = p̂θt(a)p̂. Since 1p̂ = p,
we find
pθt(a)p = p̂̂θt(1a1)p̂ = T˜t(p̂1a1p̂) = T˜t(pap) = Tt(pap).
If (Â, θ̂, p̂) = (A˜, θ˜, p˜) for some strong dilation (A, θ, p) of T as in Theorem 2.15 (so that
1̂ = 1˜ is the unit of A˜ and 1 is the unit of A), then the procedure in the proof gives back
23
(A, θ, p). (Indeed, q = p˜ − p = (1, 0) = 1˜ − 1. Therefore, the algebra 1A˜1 constructed in the
proof isA, and θ˜ (co)restricted toA is θ.)
But Â need not be the unitalization of some unital C∗–algebra A, and θ̂ need not be the
unitalization of an E–semigroup θ. In fact, the algebra qÂq need not be one-dimensional, and
the compression of θ̂ to that corner can be a quite general Markov semigroup. Also, there is no
reason, why q should be central in Â. However:
2.18 Corollary. If (Â, θ̂, p̂) is full and if q is central, then (A, θ, p) is full, too.
Proof. We have span Âp̂Â = span ÂpÂ + ÂqÂ, hence, spanApA = span 1Âp̂Â1.
Here are some more simple consequence of the two theorems.
2.19 Corollary. If (Â, θ̂, p̂) is a weak dilation of the Markov semigroup T˜ , then there exists an
E0–dilation of T˜ of the form (A˜, θ˜, p˜) for some strong dilation (A, θ, p) of T .
2.20 Corollary. If (Â, θ̂, p̂) is a weak E0–dilation of the Markov semigroup T˜ , then the dilation
(A˜, θ˜, p˜) of T˜ constructed from the strong dilation (A, θ, p) of T in the proof of Theorem 2.17,
“sits inside” (Â, θ̂, p̂). More precisely, if we put p˜ := p̂ and A˜ := A + Cq = A + Ĉ1 (clearly,
isomorphic to C ⊕ A), then θ̂ (co)restricts to θ˜ on A˜ and does the job.
If (Â, θ̂, p̂) is not an E0–dilation, there is no reason why θ̂t(̂1) should be an element of A˜.
2.21 Observation. In the following section, we will see that coisometric dilations of contrac-
tion semigroups in B give rise to dilations of the corresponding elementary CP-semigroup by
elementary E–semigroups; they may be strong or not. The more important it is, to see that
elementariness is something that gets lost under unitalization. More precisely:
The unitalization T˜ of an elementary CP-map T (that is, T = c∗ • c for some contraction
c ∈ B) is elementary if and only T is unital. (Indeed, the elementary map
λ
c
∗ •
λ
c
 =
 λ¯ • λ
c∗ • c
 on B˜
is unital if and only if |λ| = 1 and c∗c = 1. But then, it is nothing but the unitalization of the
(unital) elementary CP-map c∗ • c.)
Apart from Bhat’s amazing case study [Bha03] (see Section 20) and his related work, these
notes may be the only place where in the study of weak dilations attention is not limited to
strong dilations, only. In fact, (in particular, in Sections 9, 10, 18, 19, 20, and 21) we invest
quite a bit of effort in illustrating what works for weak dilations that are not strong, and what
does not work. In particular, we point out that our criteria for non-existence of a strong dilation,
do not resolve the question whether there is a CP-semigroup (necessarily non-Markov) that has
no weak dilation. In fact, this is one of open problems we leave. We only show that the dilations
whose existence we cannot exclude by our criteria, are really bad: They cannot be good in the
sense of the definition following Example 9.6.
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3 Examples: Weak dilations that are not strong and classical
dilation theory
This section can be skipped, until it is referenced to. It merges coisometric dilation of con-
traction semigroups in B = B(G) with elementary dilations of CP-semigroups and serves to
make the reader who knows only classical dilation theory feel comfortable in dilations of CP-
semigroups – and vice versa.
A (contraction) semigroup c =
(
ct
)
t∈S over a monoid S of elements ct in a (necessarily
unital) C∗–algebra B gives rise to a CP-semigroup T = (Tt)t∈Sop over the opposite monoid of S,
Sop, via Tt := c
∗
t • ct.[d] We call a CP-semigroup T that arises in that way from a contraction
semigroup, an elementary CP-semigroup. An elementary CP-semigroup T is Markov if and
only if the semigroup c is isometric, and T is an E–semigroup if and only if c is coisometric.
Consequently, elementary E0–semigroups are automorphism semigroups.
Suppose θ is an elementary E–semigroup onA implemented by a coisometric semigroup w
in A as θt = w∗t • wt. Choose a projection p ∈ A. Then (A, θ, p) is dilation if and only if the
elements ct := pwtp satisfy c
∗
t c
∗
s • csct = c∗st • cst. It does not follow that the ct form a semigroup
in their own right[e]; see Example 3.3. But if the ct form a semigroup, then also the dilated
CP-semigroup Tt := c
∗
t • ct is elementary. We call such a dilation solidly elementary.[f]
We may ask, when a solidly elementary dilation is strong. Actually, we can say even a bit
more.
3.1 Proposition. Let
(
wt
)
be a semigroup of coisometries in A and let p ∈ A be a projection.
Then (A, (w∗t • wt), p) is a strong dilation if and only if pwtp = wtp for all t. Moreover, such a
strong dilation is solidly elementary, too.
Proof. θt(1 − p)p = 0 ⇐⇒ pθt(1 − p)p = 0 ⇐⇒ |(1 − p)wtp|2 = 0 ⇐⇒ pwtp = wtp.
[d] The reason for our unusual choice, writing c∗t • ct instead of the more common ct • c∗t leading to the fact that
the two semigroups are indexed by opposite monoids, will be addressed immediately in Section 4. For instance,
a different choice would cause unpleasant anti-linear relation in formulae like Equation (4.1), when comparing
semigroups c with so-called units of product systems.
[e] In the case of normal automorphism semigroups α on B(G), it is easy to see that each αt is implemented by
a unitary ut as αt = u
∗
t • ut. But the problem to find these unitaries such that they form a semigroup u is nontriv-
ial. Apart from the (obviously affirmative) answer in the discrete one-parameter case, already for the continuous
time one-parameter case the answer depends on technical conditions: If α is strongly continuous, then Wigner’s
theorem [Wig39] states that the answer is affirmative; however, there are non-measurable examples that violate the
statement. (This is, essentially, the question, whether or not a one-dimensional algebraic (=without measurability
requirements) Arveson system has to be isomorphic to the trivial one or not. See Liebscher [Lie09, Section 7.2],
in particular, [Lie09, Example 7.17].)
[f] Since Skeide [Ske11], elementary dilation is occupied by a different notion; see Appendix A(iv).
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In Example 2.12 we have seen a solidly elementary dilation – even an E0–dilation – of a CP-
semigroup – even an E–semigroup – on B(G) that, by Observation 2.11, is not strong. More
will follow soon.
Putting emphasis on the semigroup(s) w (and c) rather than the elementary semigroups θ
(and T ), we say (A, w, p) is a coisometric dilation (of the contraction semigroup c) if the pwtp
form a semigroup (respectively, if pwtp = ct). The coisometric dilation is strong if pwtp = wtp
for all t. (For instance, the unitary semigroup
(
ut
)
t∈R+ in Example 2.12 is a strong coisometric
dilation if the isometric semigroup
(
vt
)
t∈R+ . The unitary semigroup
(
u∗t
)
t∈R+ , instead, is a coiso-
metric dilation of the coisometric semigroup
(
v∗t
)
t∈R+ which is not strong.) Every coisometric
dilation gives rise to a solidly elementary dilation (A, θ, p); every solidly elementary dilation
arises, by definition, from a (though, not unique) coisometric dilation.
One can say in general that any (not necessarily coisometric) semigroup
(
wt
)
t∈S in A is a
dilation of a semigroup
(
ct
)
t∈S in B = pAp if pwtp = ct for all t ∈ S. (Care: While taking
adjoints transforms a dilation into a dilation, this need not be so with strong dilations.)
3.2 Remark. The case where S = N0, B = B(G) and A = B(K) has been in investigated
in depth since the 1950s, and is the subject of classical dilation theory; see the monograph
Sz.-Nagy and Foias [SNFBK10]. (The discrete multi-parameter case and the continuous one-
parameter case have also been addressed; see Sections I.6, I.7, I.9 and Sections I.8, III.8 in
[SNFBK10], respectively.) In the theory of Sz.-Nagy and Foias, emphasis in the analysis of a
contraction is put on its (minimal) isometric and unitary dilations. (Of course, since the adjoint
of a contraction is a contraction, isometric dilations and coisometric dilations just translate into
each other under adjoint. And it is comparably easy to promote a (co-)isometric dilation to a
unitary dilation. See again Example 2.12, and interpret appropriately the transition
(
ut
)
t∈R+ ↔(
u∗t
)
t∈R+ . And recall also Footnote [d]. In order to not create an unnecessary source of confusion,
we reserve strong dilation to the coisometric one that interest us.) By Sz.-Nagy’s isometric
(unitary) dilation theorem (see Theorems I.4.1 and I.4.2 in [SNFBK10]), for every contraction
c ∈ B(G), there exists a Hilbert space H ⊃ G and an isometry (a unitary) w ∈ B(H) such that
(B(H),
(
wn
)
, p) (p the projection ontoG) is an isometric (a unitary) dilation of
(
cn
)
. The dilation
can also be chosen minimal in an appropriate sense, and the minimal isometric (unitary) dilation
is determined uniquely up to unitary equivalence. (The adjoint of the unique minimal isometric
dilation is strong in our sense.) We shall not require the deep ramifications of Sz.-Nagy and
Foias’s theory, but we shall use it as a source of inspiration, intuition (oftentimes misleading)
and examples.
We can recover existence of coisometric dilations of a contraction semigroup in B(G), even
the minimal one, (and, a fortiori, existence of a solidly elementary dilation of any elementary
CP-semigroup on B(G)) as the special case d = 1 from existence of coisometric dilation of (the
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adjoint of) a (row contractive) d–tuple in Subsection 20(iii). But since it is so easy, we repeat
here the direct classical proof. Given a contraction c ∈ B(G), we put where δ := √idG −cc∗, we
form the infinite direct sum H := G ⊕G ⊕ . . . , and we put
w :=

c δ
0 idG
0 idG
. . .
. . .

. (3.1)
One checks readily that (B(H),
(
wn
)
, p) is a coisometric dilation of
(
cn
)
. (Note, however, that
this dilation is, in general, not the minimal one; but, it is strong and can, therefore, easily be
minimalized, what we do not discuss.)
Let us briefly recall that a (not necessarily coisometric) dilation
(
wn
)
n∈N0 (w ∈ B(H)) of a
semigroup
(
cn
)
n∈N0 (c ∈ B(G)) has (up to unitary equivalence) the general form given by
w =

α β γ
c δ
ε
 ∈ B

F
G
K
, (3.2)
where H =

F
G
K
 ⊃ G and p =

0
idG
0
.[g] It may occur that F or K (or both, when w = c) are {0}.
After having secured (by Section 20(iii) or by the construction in Remark 3.2) existence of a
coisometric dilation, we are able to give an example of a dilation to an elementary E–semigroup
that is not solidly elementary.
3.3 Example. Define the rotation matrix M :=
 x −
√
1 − x2√
1 − x2 x
 ∈ M2 with x := 1√
3
. For the
projection Q = e1e
∗
1 onto the first coordinate, we find QM
2Q = (2x2 − 1)Q = −1
3
Q and
QMQMQ = x2Q = 1
3
Q. So, with C := QMQ, we have C∗2 • C2 = (QM2Q)∗ • (QM2Q),
but C2 = −QM2Q , QM2Q. Let N :=

0 1 0
0 0 1
0 0 0
 ∈ M3, and denote by (B(H),
(
Wn
)
, P) some
coisometric dilation of
(
Nn
)
. Then putting
c := C ⊗ N, w := M ⊗W, p := Q ⊗ P,
we find that (M2 ⊗B(H),
(
w∗n • wn), p) is a dilation of (c∗n • cn) satisfying pw2p , pwpwp. By
Proposition 3.1, this dilation is also not strong.
We now examine when a coisometric dilation is strong and give some more concrete exam-
ples where this is not the case.
[g] The result is due to Sarason [Sar65]. For being self-contained, sufficiency being obvious, we sketch a proof
of necessity. Define the subspace L := spanwN0G ⊃ G of H, the smallest one containing G and being invariant
under w. Put K = L⊥. Then w decomposes as w =
w11 w12
w22
 ∈ B
L
K
 and wn =
wn11 Wn
wn
22
 for some Wn ∈ B(K, L). Since
G ⊂ L, we have p ∈ B(L) ⊂ B(H), so pwn
11
p = cn. Now, put F := G⊥ ∩ L (the complement of G in L). The
elements (idH −p)wng are total in F. Since pw(idH −p)wnp = pwn+1p − pwpwnp = 0, we have that no element of F
is mapped by w, nor by w11, to a nonzero element of G. Therefore, w11 =
α β
c
.
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3.4 Example. For that a dilation
(
wn
)
n∈N0 , given by w as in (3.2), is strong, it is necessary and
sufficient that
θ1(1 − p)p =

α∗
β∗ c∗
γ∗ δ∗ ε∗


idF
0
idK


α β γ
c δ
ε


0
idG
0
 =

α∗
β∗ 0
γ∗ 0 ε∗


0 β 0
c 0
0
 =

0 α∗β 0
0 β∗β 0
0 γ∗β 0

is 0. This happens if and only if β is 0.
First, let us look at the strong case, so β = 0. In this case, conjugation with the canonical
isomorphism between

F
G
K
 and

G
F
K
 transforms w into

c 0 δ
α γ
ε
 =:
c δ′
ε′
 ∈ B
G
K′
 with K′ :=
F
K
. (Also the
matrix w in Remark 3.2 has this block-form.) The general form of a strong dilation is, therefore,
(up to unitary equivalence) given by
c δ
ε
.
Now let us find some concrete c and w with β , 0. Recall that w has to be a coisometry, so
we have the necessary and sufficient condition
ww∗ =

α β γ
c δ
ε


α∗
β∗ c∗
γ∗ δ∗ ε∗
 =

αα∗ + ββ∗ + γγ∗ βc∗ + γδ∗ γε∗
cβ∗ + δγ∗ cc∗ + δδ∗ δε∗
εγ∗ εδ∗ εε∗
 =

idF
idG
idK
.
ε must be a coisometry. If ε = 0 (meaning K = {0}), then δ = 0, so c is a coisometry. Dilating
a coisometry c to a coisometry w, is not really what one typically wants. But, formally, there
is no problem in doing also that. (Any u∗t for fixed t > 0 in Example 2.12, is an example. And
in general, since also γ = 0, we are left with the form w =
α β
c
 and the conditions βc∗ = 0 and
αα∗ + ββ∗ = idF. They can be satisfied with any contraction β∗ ∈ B(F,G) mapping into the
orthogonal complement of c∗G, meaning c is a proper coisometry if β should be nonzero, and
α∗ =
√
idF −ββ∗.) Generally, if ε is a unitary u, then γ and δ have to be 0. So, we get just a
direct sum of the preceding case ε = 0 and the unitary u on the third summand K.
For getting something less trivial, ε has to be a proper coisometry, making K necessarily
infinite-dimensional. If F = {0}, we are back in the strong form w =
c δ
ε
, we discussed already.
Let us try one-dimensional F = C. Then β∗ and γ∗ are just vectors, β∗ ∈ G and γ∗ ∈
(ε∗K)⊥ ⊂ K (to satisfy γε∗ = 0), acting as λ 7→ β∗λ and λ 7→ γ∗λ, respectively. Additionally,
let us also assume that c is the simplest nontrivial (that is, nonzero and nonunitary) contraction
possible, namely, G = C and c ∈ C = B(G) with 0 < |c| < 1. Then also δ∗ is simply a
vector in (ε∗K)⊥ (to satisfy δ∗ε = 0) with length ‖δ∗‖ =
√
1 − |c|2. We have c , 0; we fixed
a proper coisometry ε; we chose appropriate δ∗ (with conditions depending only on c and ε);
we wish β , 0. Of course, |α|2 + |β|2 + ‖γ∗‖2 = 1, so all of the three summands are bounded
by 1. Among all γ∗ ∈ (εK)⊥ satisfying βc∗ + γδ∗ = 0, there is a unique one, γ∗
0
, of minimal
length ‖γ∗0‖ = |β| |c|‖δ∗‖ = |β| |c|√
1−|c|2
. (All other possible γ∗ differ from γ∗0 by an element in (ε
∗K)⊥
perpendicular also to γ∗
0
. Therefore, if ε∗ is the “smallest” proper isometry possible, the one-
sided shift, then γ∗ is unique.) We must have
1 ≥ |β|2 + ‖γ∗‖2 = |β|2 (1 + |c|2
1−|c|2
)
=
|β|2
1−|c|2 ,
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that is, |β| ≤ ‖δ∗‖. In particular, we may choose β , 0. Choosing also α accordingly, all
conditions to make w a coisometry are satisfied. (Note that also α = 0 is possible.)
To have something fundamentally different, let us now assume that G = C2 and let c be the
projection onto the first basis vector e1 ∈ C2 (and still F = C). Then still δ is characterized by a
single vector, namely, δ∗
2
= δ∗(e2) ∈ (ε∗K)⊥ (δ∗(e1) forced to being 0). Note that δ∗2 has to be a
unit vector, now. The most distinguishing difference, we obtain if we choose for β∗ the vector
e2 so that, now, βc
∗ = 0. This also forced γδ∗ to being 0. So, γ∗ has to be a vector in (ε∗K)⊥
perpendicular to the unit vector δ∗2. If γ = 0, then we may stay with the one-sided shift for ε
∗. If
we want γ , 0, then we need at least two copies of the shift. Anyway, any choice of such γ is
possible, as long as ‖γ∗‖2 ≤ 1 − ‖β∗‖2 (and α appropriately).
3.5 Example. In Example 8.2 we explain the machinery from Bhat and Skeide [BS15] that
allows to interpolate a discrete semigroup of operators on a Hilbert space after having it ampli-
fied to the tensor product with L2[0, 1], obtaining a (strongly continuous) semigroup over R+.
Doing this to both the contraction semigroup cn and its coisometric dilation wn, we obtain a
weak continuous time one-parameter dilation that is not strong. Needless to say that every ho-
momorphism ϕ : S → N0 or R+ turns a one-parameter example into an example over S. Thus,
taking for ϕ d–fold addition provides d–parameter examples from one-parameter examples both
discrete and continuous time; see also Remark 6.7.
Elementary CP-semigroups and their dilations (elementary and not) will follow us through-
out these notes as a source of examples: For an E0–semigroup dilating (necessarily weakly!) a
non-Markov E–semigroup (Example 2.12); for subproduct systems (Observation 7.2 and Exam-
ple 8.1); for product systems, when the dilation is elementary (Example 9.6); for dilations that
are not good (see after Example 8.1) and either not algebraically minimal (Subsection 21(i)) but
with product system, or algebraically minimal but with proper superproduct system (Section 9),
when the dilation is not elementary in Section 20. The latter section deals with Bhat’s example
[Bha03]: A dilation of a scalar (hence, elementary) CP-semigroup that is is not elementary, and
exhibits all sorts of bad behaviour that a discrete one-parameter semigroup can possibly exhibit.
In Subsection 20(iii), we explain the relation between dilations of (normal) discrete one-
parameter CP-semigroups on B(G) and the coisometric dilations of (the adjoint of) row con-
tractions – a ramification of classical dilation theory. En passant, we recover with our methods
(this time without any countability hypothesis) the result that every row contraction (of arbitrary
dimension) admits such a dilation.
Another ramification is the passage from the one-parameter case to the d–parameter case.
For instance, in Example 21.45, we have an elementary discrete two-parameter CP-semigroup
and two (solidly elementary) dilations that are both minimal in the best sense possible, but not
conjugate. Elementary discrete three-parameter CP-semigroups give rise to examples that do
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not admit any strong nor any solidly elementary dilation. We conclude this section by discussing
elementary discrete d-parameter semigroups and Parrot’s classical example [Par70].
Given d commuting contractions ci, we obtain a contraction semigroup c =
(
c
n
)
n∈Nd
0
given
by c
n
:= c
n1
1
. . . c
nd
d
. Conversely, every contraction semigroup overNd
0
arises this way. By Andoˆ’s
dilation theorem [And63], every pair of commuting contractions has a coisometric extension,
that is, every discrete two-parameter semigroup of contractions has a strong coisometric dila-
tion. A fortiori, every elementary CP-semigroup over N2
0
admits a solidly elementary strong di-
lation. (While by the note following Theorem 22.2 we do recover that every such CP-semigroup
does have some (strong module) dilation, this time we did not yet find out whether our methods
allowed to recover Andoˆ’s result.)
Andoˆ’s dilation theorem raised the question whether every d-tuple (also d ≥ 3) of commut-
ing contractions has a commuting (co-)isometric or unitary dilation. The answer is negative,
as the following example due to Parrot shows. We adapt the short argument Halmos adopted
[Hal70, p.909], which shows somewhat more than we need.
3.6 Example. Let F be a Hilbert space, put G = F ⊕ F, and define
c1 :=
0 v1
0 0
 , c2 :=
0 v2
0 0
 , c3 :=
0 v2
0 0

where v1 = idF and v2, v3 are two noncommuting coisometries on F (so that dim F ≥ 2). We shall
show that there cannot exist a Hilbert space H ⊃ G and commuting coisometries w1, w2, w3 ∈
B(H) such that pwip = ci, i = 1, 2, 3, where p is the orthogonal projection of H ontoG. Indeed,
if
wi =

0 vi di
0 0 ei
∗ ∗ ∗

is a coisometry, then both viv
∗
i
+ did
∗
i
= idF +did
∗
i
and eie
∗
i
have to be idF, so that di = 0 and
that ei is a coisometry. Thus, the 13–element of the product wiw j is equal to vie j for all i, j. If
wiw j = w jwi for all i, j, recalling also that v1 = idF , we obtain
e2 = v2e1, e3 = v3e1, v2e3 = v3e2.
Therefore, v2v3e1 = v2e3 = v3e2 = v3v2e1. Since e1 is a coisometry, multiplying with e
∗
1 from the
right we obtain v2v3 = v3v2, in contradiction to our choice of v2 and v3.
As a consequence, the maps Ti := c
∗
i • ci generate an elementary CP-semigroup T over N30
that has no solidly elementary dilation. However, we do not know whether T has a dilation that
is not solidly elementary. (Bhat’s example (see Subsection 20(iv)) shows that an elementary
CP-semigroup might have an incompressible (weak) dilation that is not elementary.)
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4 An intermezzo on product systems over monoids, units,
and CP-semigroups
Product systems are crucial almost everywhere in the subject of these notes. In this section,
we do not much more than setting up some notation that will be used over and over again.
Additionally, we point out that semigroups and their product systems are indexed by opposite
monoids, and we motivate our choice to concentrate on the monoid that indexes the product sys-
tems rather than its opposite that indexes the semigroups. We also fix some notations regarding
the pre-order structure of a monoid.
4.1 Definition. Let S be a monoid. A product system over S is a family E⊙ =
(
Et
)
t∈S of cor-
respondences Et over a C
∗–algebra B with bilinear unitaries us,t : Es ⊙ Et → Est such that the
product (xs, yt) 7→ xsyt := us,t(xs⊙yt) is associative and fulfills themarginal conditions E0 = B
(the trivial B–correspondence) with u0,t and ut,0 being left and right action of B = E0 on Et.
We obtain that the diagrams
(Er ⊙ Es) ⊙ Et
ur,s⊙ idt

Er ⊙ Es ⊙ Et Er ⊙ (Es ⊙ Et)
idr ⊙ us,t

Ers ⊙ Et
urs,t
((❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
Er ⊙ Est
ur,st
vv❧❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
❧
Erst
and
E0 ⊙ Et
u0,t
##●
●●
●●
●●
●●
Et
idt

Et ⊙ E0
ut,0
{{✇✇
✇✇
✇✇
✇✇
✇
Et
commute for all r, s, t ∈ S. (The horizontal lines with == indicate that we are working in a
tensor category, where all possible bracketings are identified by (unique) isomorphisms with an
object without brackets, and that tensor products of an object with the neutral element E0 = B
are identified with that object. Thinking in terms of tensor category, frequently helps to switch
between C∗–versions and von Neumann-versions, but we do not insist in their formal use. In
the tensor category of sets with the set product, it is crystal how the identifications have to
be chosen. Therefore, it is good to always think of a tensor product as being constructed in
the end always starting from a product of sets and quotienting out some equivalence relation.
The identifications we indicate by == will, then, be always obtained by doing to simple tensors
x1 ⊙ . . . ⊙ xn what the formulae suggest for the element (x1, . . . , xn) in the set product.[h]
[h] Not canonical and, therefore, very dangerous, are the identifications Es ⊙Et“=”Est via xs ⊙ yt“=”xsyt; in fact,
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4.2 Remark. Families of Hilbert spaces that factor as a tensor product, have been known since
the sixties of the last century. However, the first formal definition of a one-parameter prod-
uct system of Hilbert spaces (Arveson system, for short) is due to Arveson [Arv89a]. In the
context of Arveson’s theory, Arveson systems arise from (normal) E0–semigroups on B(H).
The first product systems of general correspondences occurred in Bhat and Skeide [BS00] in
a construction that associates with each CP-semigroup on a C∗–algebra B a product system of
correspondences over B. Subsequently, the connection between E0–semigroups and Arveson
systems has been generalized to a construction of product systems of correspondences over
B from strict E0–semigroups on Ba(E) (or normal in the von Neumann-case) where E is a
Hilbert B–module in Skeide [Ske02, Ske03] and [Ske09c] (preprint 2004), and from normal
E–semigroups by Bhat and Lindsay [Bha96, BL05]. Since Skeide [Ske16], the theory of the re-
lation between one-parameter E0–semigroups and one-parameter product systems has reached
a more or less final status. Meanwhile, many more papers about product systems came up; see,
for instance, Muhly and Solel [MS02], Hirshberg [Hir04], Alevras [Ale04]. All these papers
refer to the one-parameter cases S = R+ or S = N0. The first one considering product systems
over general semigroups was probably Fowler [Fow02], who constructed generalized Cuntz-
Pimsner algebras from such product systems. Product systems over general semigroups – in
particular, Nd
0
– continued to be studied in several works on C∗– and nonselfadjoint operator
algebras. In the context of CP- and E–semigroups, product systems over N20 were used by Solel
[Sol06] in the context of dilating two commuting CP maps (see also [Sol08]), product systems
over R2+ were studied by Shalit [Sha08a, Sha08b] and [Sha11] in the context of dilating two-
parameter CP-semigroups (see also [Sha10b]), and then product systems over subsemigroups
of Rd+ appeared in Shalit and Solel [SS09] in order to tackle dilations of multi-parameter CP-
semigroups. Product systems over certain quotients of the free semigroup were used by Vernik
[Ver16] in order to construct dilations for CP maps commuting according to a graph. Recently,
product systems over cones in Rd+ and their connection to multi-parameter E0–semigroups were
studied by Murugan and Sundar [MS17, MS18, MS19].
There is no problem to consider product systems where B is nonunital. At first sight, one
also may replace B with any bigger algebra containing B as an ideal. However, as soon as
the product system has to satisfy continuity conditions at t = 0, this will determine B = E0
uniquely. (Continuous product systems are spanned by their continuous sections. Therefore, in
a continuous product system, E0 must be the closure of
⋃
t,0 BEt , where the topology in which
we close is that in which the product system should be continuous. On the other hand, since
the left action of a correspondence is required nondegenerate, we also cannot make B smaller
on the same family of correspondence (Hilbert spaces) there are non-isomorphic product system structures. See
also Observation A.17 in Appendix A.)
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arbitrarily.) So with this in mind, we see that limiting ourselves to unitalC∗–algebras, as in most
of our applications, is a substantial restriction. The following concept of a unit for a product
system is, for instance, undefined for nonunital B; see, however, Bhat, Liebscher, and Skeide
[BLS10, Remark 5.3].
4.3 Definition. A unit for a product system E⊙ is a family ξ⊙ =
(
ξt
)
t∈S of elements ξt ∈ Et such
that ξsξt = ξst and ξ0 = 1 ∈ B = E0.
A unit ξ⊙ is unital (contractive, etc.), if 〈ξt, ξt〉 = 1 (≤ 1, etc.) for all t.
Units are intimately related with CP-semigroups. Indeed, if ξ⊙ is a unit for a product system
E⊙, then
〈ξs ⊙ ξt, bξs ⊙ ξt〉 = 〈ξt, 〈ξs, bξs〉ξt〉. (4.1)
Now, letting Tt := 〈ξt, •ξt〉, we have that the right hand side it equal to Tt(Ts(b)), while the left
hand side is equal to 〈ξsξt, bξsξt〉 = 〈ξst, bξst〉 = Tst(b). In other words, the CP-maps Tt form
a semigroup T . However, they form a semigroup over the opposite monoid of S, Sop, and not
over S, because Tst = 〈ξst, •ξst〉 = Tt ◦ Ts. The CP-semigroup T is Markov (contractive) if and
only if the unit ξ⊙ is unital (contractive).
Effectively, it was a major task in [BS00] to construct not only a product system for a one-
parameter CP-semigroup on B, but, for unital B also a unit for that product system giving the
CP-semigroup back in the described way; [BS00, Theorem 4.8]. Doing something similar for
CP-semigroups over more general monoids, is one of the problems we have to face these notes.
Let us rest here for a moment to make some considerations on the occurrence of the opposite
monoid Sop. The fact that product system and semigroup are indexed by opposite monoids, also
occurs in the relation between product systems and E0–semigroups. (If an E0–semigroup di-
lates a Markov semigroup, then the two semigroups are indexed by the same monoid.) The fact
that we see it only now, is caused by the fact that this is the first paper where the connection be-
tween semigroups and product systems is considered for possibly non-abelian monoids. We also
should not hide that the product systems constructed in Arveson [Arv89a] from E0–semigroups
on B(H), and in Muhly and Solel [MS02] (and, likewise, in Shalit and Solel [SS09]) from CP-
semigroups on von Neumann algebras inspired by a construction from Arveson [Arv97a] for
CP-maps (paralleling [Arv89a]), would be indexed by the same monoid as the semigroup, not
by the opposite. But these methods work only for von Neumann algebras and von Neumann
correspondences, not for C∗–algebras and correspondences. Moreover, these product systems
do not have units that would give back the original CP-semigroup. The relation between the
two product systems has been clarified in Skeide [Ske03, Ske08a]. One product system is the
commutant of the other (also called σ–dual in Muhly and Solel [MS04], where σ is a faithful
representation of theW∗–algebra that must be chosen); units for one product system correspond
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to covariant representations of the other. The commutant is anti-multiplicative for the tensor
product, and this explains why if a product system is indexed by S its commutant is indexed by
Sop. See Appendix A(iv).
Still, we have to decide if we wish product systems indexed by S and semigroups indexed
by Sop, or vice versa. We give two reasons why we opt for the first possibility. The first
reason is completely subjective: We prefer to have product systems indexed by S, because in
the end this is a work based on product systems and in this way we reduce to a minimum the
attention that has to be paid to notation. The second reason has to do with the way how, usually,
semigroups are directed in literature; see the monograph by Clifford and Preston [CP61]: When
S is directed, as required in some of our theorems, then we wish that it be directed following the
conventions in literature. We explain briefly, why this is compatible with indexing semigroups
by opposites of directed monoids.
If S is an abelian semigroup, then one usually says that s ≤ t if t can be written as r + s for
some r ∈ S. In order that ≤ be a direction, a partial order, a total order, and so forth, S has to
fulfill extra conditions. If S is non-abelian, we have two possibilities to compose t out of s and
r, namely t = rs and t = sr. It is the first one,
s ≤ t :⇐⇒ t ∈ Ss,
that is related to the following important property used in literature; see [CP61, p. 34].
4.4 Definition. A semigroup S is right-reversible if Ss ∩ St , ∅ for all s, t ∈ S.
4.5 Proposition. Let S be a semigroup.
1. The relation ≤ is transitive.
2. If S is a monoid, then the relation ≤ is also reflexive, and 0 ≤ t for all t ∈ S.
3. If S is a monoid, then the relation ≤ turns S into a directed set if and only if S is right-
reversible.
Proof. Let r, s, t ∈ S such that r ≤ s and s ≤ t. This means there exists r′ ∈ S such that s = r′r,
and there exists s′ ∈ S such that t = s′s. So, t = s′s = s′r′r, that is, r ≤ t. In other words, ≤ is
transitive.
If E has a neutral element 0, then t = 0t ∈ St, so t ≤ t (that is, ≤ is reflexive), and t = t0 ∈ S0,
so 0 ≤ t.
Let r, s ∈ S. In order that the monoid S be directed by ≤, we have to find t ∈ S such that
r ≤ t and s ≤ t. In other words, we have to find r′, s′ ∈ S such that r′r = s′s(=: t). But this is
possible for all r, s if and only if S is right-reversible.
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4.6 Definition. An Ore semigroup is a right-reversible semigroup S that is also cancellative.
Ore semigroups are precisely those which may be embedded into a group G, the universal
covering group, in such a way that S−1S = G. (This is particularly interesting, when we wish
to embed an E0–semigroup into an automorphism group, as discussed in Laca [Lac00].) If S is
an Ore semigroup, then ≤ is a partial order if and only if S has no invertible elements except,
possibly, a neutral element 0.
4.7 Example. The abelian semigroups Nd
0
and Rd+ are Ore semigroups with no invertible ele-
ments but 0, and their universal covering groups are Zd and Rd, respectively.
4.8 Example. For k ∈ N, let S be the universal semigroup generated by two elements a, b, such
that akb = ba. Then S is an Ore semigroup with no invertible elements; see [CP61, Page 36].
Since S is universal and since for k ≥ 2 there exist noncommuting operators a and b satisfying
the relations, S is nonabelian for k ≥ 2.
We see that the theory we develop, covers d–parameter semigroups of CP-maps, which
commute. But it also covers, for example, the semigroup generated by two CP maps T and S ,
satisfying S ◦ T k = T ◦ S . Setting T := a∗ • a and S := b∗ • b (a and b from the preceding
example), gives an example.
Of course, there is an equivalent setting of left-reversible semigroup with a direction given
by
s 2 t :⇐⇒ t ∈ sS.
S is right-reversible if and only if Sop is left-reversible. Literature concentrates on the right-
reversible case and the corresponding direction in Proposition 4.5, and so do we. The following
example sorts out the question, whether we should consider semigroups over S or over Sop.
(Note that we only need the relation ≤, but not that it be a direction. Consequently, S need not
be right-reversible.)
4.9 Example. Recall (Proposition 2.8) that (A, θ, p) is the dilation of a Markov semigroup if
and only if the projection p ∈ A is increasing for θ, that is, if and only if p ≤ θt(p) for all t ∈ S.
The idea is, of course, that this should imply θs(p) ≤ θt(p), whenever s ≤ t. Let us apply θs
to p ≤ θr(p). We get θs(p) ≤ θs(θr(p)) = θsr(p) for all r, s ∈ S. In other words, θs(p) ≤ θt(p),
whenever t = sr for some r ∈ S. As compared with the relation in Proposition 4.5, this is the
wrong order.
Consequently, if p is increasing for a semigroup θ over Sop, then s ≤ t in S implies that
θs(p) ≤ θt(p).
Being directed is a crucial property when we will construct dilations from product systems
with unital units in Theorem 12.8. Alone that is enough to understand, why it is crucial to
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know if we are able to construct a product system with unit for a given CP-semigroup. The
discrete one-parameter case N0 is easy. The proof in [BS00] for both one-parameter cases, the
continuous time case R+ and the discrete case, relies on a property of the relation ≤ for R+ and
N0, which is particularly simple for N0. (Roughly, the sets Jt, our viewpoint of the interval
partition to be introduced below, are partially ordered for R+ and N0, and for N0 they even have
unique maximal elements so that the inductive limit in Theorem 5.21 maybe avoided by just
writing down things for the unique maximal elements.) We discuss a sufficient property of ≤
for general S.
4.10 Definition. A semigroup S is totally directed if for all s, t ∈ S we have s ≤ t or t ≤ s.
A totally directed monoid S is right-reversible. (If s ≤ t, then Ss ∋ t ∈ St, and if t ≤ s, then
St ∋ s ∈ Ss.) But even then, ≤ need not be a total order. (For instance, if S is a group, then s ≤ t
and t ≤ s for all s, t ∈ S.) If S is an Ore semigroup, then the set {r ∈ S | ∃s, t ∈ S : rs = t, t ≤ s}
is a subgroup of S. So, if S is a totally directed monoid with no invertible elements but 0, then
it is totally ordered. (Indeed, if s ≤ t and t ≤ s with s , t, then r such that rs = t is a nonneutral
element of that subgroup.)
4.11 Lemma. A right-reversible semigroup S is totally directed if and only if for each chain
s1 ≤ . . . ≤ sn = t and s ≤ t, the element s can be “inserted” into that chain, that is, there is a
chain s′1 ≤ . . . ≤ s′n+1 := t and 1 ≤ k ≤ n such that s′i = si for i < k, s′k = s, and s′i = si−1 for
i > k.
Proof. If S is totally directed, then for each i we have si ≤ s or s ≤ si. Choose for k the smallest
number such that sk 6≤ s, for then s ≤ sk, so sk−1 ≤ s ≤ sk.
Conversely, suppose S fulfills the second property and choose r, s ∈ S. Since S is right-
reversible, there are r′, s′ ∈ S such that r′r = s′s =: t. So, r ≤ t and s ≤ t. By hypothesis, s can
be inserted into the chain 0 ≤ r ≤ t, so that s ≤ r or r ≤ s.
The following is a refinement of the notation for tuples of elements in R+, invented in
[BS00]. Let S be a semigroup. For t ∈ S we define
Jt :=
{
t = (tn, . . . , t1) : n ∈ N, tn . . . t1 = t
}
.
For s = (sm, . . . , s1) ∈ Js and t = (tn, . . . , t1) ∈ Jt, we define their join s ` t in Jst as
s ` t := (sm, . . . , s1, tn, . . . , t1).
For s = (sm, . . . , s1) ∈ Jt we say s ≤ t ∈ Jt if there exist tuples si ∈ Jsi such that
t = sm ` . . . ` s1.
We also denote by () the empty tuple. We put () ` t := t =: t ` (). Note, however, that () < Jt!
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4.12 Proposition. ≤ is a partial order on Jt, and (t) is the unique minimal element.
Proof. Obviously, the relation ≤ on Jt is reflexive and transitive. It is also anti-symmetric.
(Indeed, if t = (tn, . . . , t1) = sm ` . . . ` s1, then n ≥ m. If also t ≤ s, then n ≤ m, too. So, the
only way to write t in the described way, is with si = (ti), whence, ti = si.) So, ≤ is a partial
order. Of course, (t) is strictly smaller than any other element in Jt.
Much of the construction of a product system for a CP-semigroup in [BS00], depends on
that in the case S = R+ the partial order on Jt is a direction. In fact, in that case Jt is a lattice, a
lattice isomorphic to the lattice of interval partitions (with double points) of [0, t] which takes
its operations from “union” and “intersection” of chains s1 ≤ . . . ≤ sn−1 ≤ sn = t. In general,
if s1 ≤ . . . ≤ sn−1 ≤ sn = t is a chain in a semigroup S, then there are elements ti ∈ S such that
t1 = s1 and si = tisi−1 (1 < i ≤ n). In particular, we have ti . . . t1 = si and t = (tn, . . . , t1) ∈ Jt.
However, this decomposition is not necessarily unique. It is unique, if S is cancellative. Also,
given two chains the union of whose elements can be arranged to form a chain, the order in
which the elements appear in the united chain is not necessarily unique. It is unique, if the
relation ≤ on S is a partial order. Even worse: The union of two chains need not even allow to
be arranged into a chain. In that case, Jt has no chance to be directed.
For these reasons, several constructions of product systems, like that in [BS00] but also
others to be discussed later on in these notes, are possible only under the following, quite
restrictive, condition.
4.13 Theorem. Let S be a totally directed, cancellative semigroup. Then Jt with the partial
order ≤ is directed.
Proof. We have to show that for each t = (tn, . . . , t1) and t
′ = (t′n′ , . . . , t
′
1
) in Jt there exists r ∈ Jt
such that t ≤ r and t′ ≤ r. If one of the two tuples t or t′ is minimal, then there is nothing to
show. So let us assume that n > 1 and n′ > 1. Let us start with the chains s1 ≤ . . . ≤ sn−1 ≤ t
and s′
1
≤ . . . ≤ s′
n′−1 ≤ t, where we put si := ti . . . t1 and s′i := t′i . . . t′1. Extending the procedure
from the proof of Lemma 4.11, we start constructing a new chain in which each si and each s
′
i
occurs and in which the primed and unprimed members stay in the order they had originally
(a shuffle product) in the following way. Write down the first members s1, . . . , sk1−1 from the
unprimed chain that fulfill si ≤ s′1. (If s1 6≤ s′1, then write nothing.) Then take the first members
s′1, . . . , s
′
k′
1
−1) of the primed chain that fulfill s
′
i ≤ sk1 . (This partial chain contains at least s′1.) If
we are not yet done, take the next members sk1 , . . . , sk2−1 from the unprimed chain that satisfy
si ≤ s′k′
1
. If we are not yet done, take the next members s′
k′
1
, . . . , s′
k′
2
−1 from the primed chain that
satisfy s′
i
≤ sk2 . Continue until there are no elements left (so that we have a chain of n + n′ − 2
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elements) and add the (n + n′ − 1)–st element s = t. We get a chain of the following form
(
σ1 ≤ . . . ≤ σn+n′−1 = t
)
=(
s1 ≤ . . . ≤ sk1−1 ≤ s′1 ≤ . . . ≤ s′k′
1
−1 ≤ . . . ≤ skℓ−1 ≤ . . . ≤ skℓ−1 ≤ s′k′
ℓ−1
≤ . . . ≤ s′k′
ℓ
−1 ≤ s = t
)
where kℓ = n and k
′
ℓ
= n′. It is possible that k1 = 1, so that the first block of unprimed si is empty,
and it is possible that k′
ℓ−1 = k
′
ℓ
, so that the last block of primed s′
i
is empty. (This chain is not
unique. For instance, we could also have started with the primed quantities. If s1 ≤ s′1, s′1 ≤ s1,
and s1 , s
′
1
the two procedures would have resulted in two different chains, one starting with s1
the other with s′1. But the procedure “minimizes” in a sense the number ≈ 2ℓ − 1 of switches
between primed and unprimed parts.) So far, this works for all totally directed semigroups.
To get r, we do to that chain σ1 ≤ . . . ≤ σn+n′−1 = t what we described in front of the
theorem, getting ri such that ri . . . r1 = σi. Now, since S is cancellative, all partial products
ri . . . r j (i ≥ j) are uniquely fixed by the property that ri . . . r j+1σ j = σi. Now let κi denote the
position in the chain where si appears. Then κi+1 > κi and
rκi+1 . . . rκi+1si = si+1,
so that rκi+1 . . . rκi+1 = ti+1. If we put κ1 := 0, then that formula remains true also for i = 0. So,
ri := (rκi , . . . , rκi−1) ∈ Jti such that r = rn ` . . . ` r1, that is, t ≤ r. The same argument for
primed quantities (with κ′
i
giving tuples r′
i
∈ Jt′
i
) shows that t′ ≤ r.
We do not address the following natural questions or similar ones:
• How far can an abelian totally directed cancellative monoid be away from the positive
elements of an ordered field or its singly generated submonoids?
• Are there nonabelian examples?
• Are there monoids S such that the Jt are directed which are not totally directed and can-
cellative? (This would simplify quite a bit the hypothesis of quite a number of theorems,
later on.)
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5 Super- and subproduct systems
Let us return to the notion of product systems and some of its ramifications. A product system
is, loosely speaking, a family of correspondences with associative identifications Es ⊙ Et = Est.
What we get from CP-semigroups, in a first step, is a family with identifications Es⊙Et ⊃ Est, a
subproduct system; see Section 7. What we get from a strong dilation without further constraints
is a family with identifications Es ⊙ Et ⊂ Est, a superproduct system; see Section 9. Motivated
by the recurrence of subproduct systems in the construction of Le´vy processes (Schu¨rmann
[Sch93]), of dilations (Bhat and Skeide [BS00], Muhly and Solel [MS02]), of new product sys-
tems from given ones (Skeide [Ske06d], Bhat and Mukherjee [BM10]), and from multivariate
operator theory (Shalit and Solel [SS09], Davidson, Ramsey, and Shalit [DRS11]), Shalit and
Solel [SS09] have given a formal definition of subproduct systems ofW∗–correspondences, fol-
lowed independently by inclusion systems of Hilbert spaces by Bhat and Mukherjee [BM10].
Instances of superproduct systems have occurred in Hellmich, Ko¨stler, and Ku¨mmerer [HKK04,
Section 4.5], in Skeide [Ske06d, Sections 9 and 10.2] (made explicit in Skeide [Ske09b]), in
Margetts and Srinivasan [MS13], and in [Ske20b]. Margetts and Srinivasan [MS13] gave the
first formal definition of superproduct system of Hilbert spaces. It should be noted that their
definition of product system of von Neumann correspondences in [MS14] is not compatible
with their definition of superproduct system in [MS13, MS14]. (An Arveson system, according
to them, would not be a product system of C–correspondences, unless one-dimensional; but it
would be a super product system.)
There are several pitfalls about terminology (in particular, regarding units and morphisms)
around, which we – hopefully – avoided bothering the reader with in this section and the main
body of the text. Only in the Example-Section 6 we faced the problems head on, culminating in
the extended Remark 6.11 about consequences of terminology.
5.1 Definition. A superproduct system E4 =
(
Et
)
t∈S over S is like a product system over S in
Definition 4.1 (including E0 = B) with structure maps vs,t, just that the structure maps are only
required to be isometries. (The marginal ones, v0,t and vt,0, remain unitaries, automatically. We
continue with the product notation xsyt := vs,t(xs ⊙ yt).)
A subproduct system over S is a family E5 =
(
Et
)
t∈S (including E0 = B) with isometric
structure maps ws,t : Est → Es ⊙ Et satisfying the opposite of the diagrams following Definition
4.1.
A unit for a super(sub)product system is a family ξ⊙ =
(
ξt
)
t∈S of elements ξt ∈ Et fulfilling
ξsξt = ξst (ws,tξst = ξs ⊙ ξt) and ξ0 = 1.
A super(sub)product system with adjointable structure maps is called an adjointable su-
per(sub)product system.
Note that a product system is an adjointable superproduct system, and that a product system
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may be turned into an adjointable subproduct system by defining the structure maps ws,t := u
∗
s,t.
A super(sub)product system is called a proper super(sub)product system if it is not a product
system.
We mentioned already that there are plenty of subproduct systems (and units) arising from
CP-semigroups, and examples of superproduct systems arising from their dilations. (Concrete
examples of a dilations with proper superproduct systems are in Section 13.) Simple examples
of proper subproduct systems can be obtained by cutting a product system to be {0} starting
from t ≥ t0 > 0. Note that these examples are adjointable. Simple examples of superproduct
systems can be obtained by replacing the members Et of a product system for t ≤ t0 > 0 with
Ft from a product subsystem (for instance, Et = B in the trivial product system and Ft = I, an
ideal). While it is not so easy to obtain non-adjointable subproduct systems (see Section 8), we
easily obtain non-adjointable superproduct systems (for instance, by choosing the ideal I to be
non-complemented in B). See Remark 5.10 below and the forthcoming results for more about
adjointability. See also Section 6 for how to obtain continuous time multi-parameter examples
by exponentiating discrete multi-parameter examples.
Among sub- and superproduct systems, although much more recent, the notion of super-
product system is formally much closer to the notion of product system. In fact, if a subproduct
system is not adjointable, then there is no product there, but only a coproduct. That makes some
of the following definitions for subproduct systems look different from the corresponding defi-
nitions for product systems, while the versions for superproduct systems are perfect analogues
of those for product systems. Therefore, we continue giving, like in the preceding definition,
the definitions for superproduct systems first.
5.2 Definition. Let E4 =
(
Et
)
t∈S be a superproduct system over a monoid S. A family
(
Ft
)
t∈S
of subcorrespondences Ft ⊂ Et with F0 = E0 is a (super)(sub)product subsystem of the super-
product system E4 if
vs,t(Fs ⊙ Ft) (⊂) (⊃) = Fst
for all s, t ∈ S. (This definition applies, in particular, to product systems E⊙ which are particular
superproduct systems.)
Let E5 =
(
Et
)
t∈S be a subproduct system over a monoid S. A family
(
Ft
)
t∈S of subcorre-
spondences Ft ⊂ Et with F0 = E0 is a (super)(sub)product subsystem of the subproduct system
E5 if
Fs ⊙ Ft (⊂) (⊃) = ws,tFst
for all s, t ∈ S. (This definition applies, in particular, to product systems E⊙ which are partic-
ular subproduct systems with structure maps ws,t := u
∗
s,t, and in that case it coincides with the
preceding definition.)
In the sequel, in a superproduct system, we frequently shall write vs,t(Fs ⊙Ft) as span FsFt.
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It is clear that a super(sub)product subsystem of a super(sub)product system is a super(sub)
product system with the (co)restricted structure maps. It requires a moments thought, to see that
a subproduct subsystem of a superproduct system is, indeed, a subproduct system:
5.3 Lemma. Suppose we have an isometry v : E → F and submodules E ⊂ E and F ⊂ F such
that vE ⊃ F. Then there exists a (unique) isometry w : F → E such that vwy = y for all y ∈ F.
Proof. w is simply the (co)restriction of the inverse of the map v considered onto vE to the
claimed domain and codomain. We present this in more detail.
v corestricts to a unitary u : E → vE and vE ⊃ vE ⊃ F. Of course, u∗ : vE → E satisfies
vu∗y = y for all y ∈ vE. The restriction w of u∗ to F maps F (isometrically) into E. (Indeed,
suppose u∗y < E. Then y = vu∗y < vE ⊃ F.) Again vwy = vu∗y = y. Since v is isometric, w is
determined uniquely.
Of course, if all modules are bimodules and v is (apart from being automatically right linear)
also left linear, then, being the (co)restriction of the inverse of a left linear map, also w is left
linear. Applying all this to v := vs,t, E := Es⊙Et ⊃ Fs⊙Ft =: E, and F := Est ⊃ Fst =: F, we
get left linear isometries ws,t : Fst → Fs ⊙ Ft. Coassociativity follows easily from associativity
of the vs,t. The proof that superproduct subsystems of subproduct systems form superproduct
systems, is analogue.
It is noteworthy that the definition of subproduct subsystem is compatible with [SS09, Def-
inition 5.1].
5.4 Example. If U is a set of units for a superproduct system E4, then the correspondences
St := span
⋃
ξ⊙∈UBξtB form a subproduct subsystem S5 of E4. (Indeed,
span SsSt = span
⋃
ξ⊙,ξ′⊙∈U
BξsBξ′tB ⊃ span
⋃
ξ⊙∈U
BξsξtB = span
⋃
ξ⊙∈U
BξstB = Sst,
that is, span SsSt ⊃ Sst.) Every unit in U is a unit for S5, too. (If ws,t denotes the coproduct
of S5 inherited from E4, then ws,tξst is that unique element Ξs,t ∈ Ss ⊙ St ⊂ Es ⊙ Et such that
vs,tΞs,t = ξst. Since vs,t(ξs ⊙ ξt) = ξsξt = ξst, by uniqueness of Ξs,t we get ws,tξst = ξs ⊙ ξt.)
Obviously, ws,t is the unique subproduct system structure on the family St making every ξ
⊙ ∈ U
a unit.
We illustrate that the structures recovered from the containing structure, work together
nicely.
5.5 Proposition. Choose #1, #2, #3 from {4,5} and suppose that E#1 ⊂ F#2 ⊂ G#3 , in the sense
of Definition 5.2, so that also E#1 ⊂ G#3 .
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Then the structure of E#1 being recovered from E#1 ⊂ F#2 with the structure of F#2 being
recovered from F#2 ⊂ G#3 , coincides with the structure of E#1 being recovered from E#1 ⊂ G#3 .
5.6 Convention. After this proposition, we include in the notation E#1 ⊂ F#2 to mean that also
the structure of E#1 is that inherited from F#2 .
Proof of Proposition 5.5. The cases of three equal #i being trivial and the cases where for at
least one i we have #i = #i+1 being easy once the remaining cases are understood, we treat only
the most tricky cases #1 , #2 , #3 (so that #1 = #3). Actually, we treat only one of these two
cases, because the other one is perfectly analogue.
So let E4 ⊂ F5 ⊂ G4 and denote by vs,t the product of the superproduct system E4 inher-
ited from the containing subproduct system F5, denote by ws,t the coproduct of the subproduct
system F5 inherited from the containing superproduct system G4, and denote by Vs,t the prod-
uct of the superproduct system G4. Choose xs ∈ Es and yt ∈ Et. Then, vs,t being induced by
ws,t,
zs,t := vs,t(xs ⊙ yt)
is the unique element in Est ⊂ Fst such that ws,tzs,t = xs ⊙ yt. Further, ws,t being induced by Vs,t,
Zs,t := ws,tzs,t
is the unique element in Fs ⊙ Ft ⊂ Gs ⊙ Gt such that Vs,tZs,t = zs,t. Putting everything together
we get that, by construction,
vs,t(xs ⊙ yt) = zs,t = Vs,tZs,t = Vs,t(ws,tzs,t) = Vs,t(xs ⊙ yt),
so that the product of E4 coincides with that inherited by (co)restriction from the product of
G4.
5.7 Proposition. If E#, respectively, F#
′
is a product system, then validity of E# ⊂ F#′ does not
depend on the choice whether we consider E#, respectively, F#
′
as superproduct system or as a
subproduct system.
Proof. (i) E⊙ ⊂ F4, that is, span EsEt = vs,t(Es ⊙ Et) = Est. The product us,t of E⊙ inherited
from F4, it the (co)restriction of the product vs,t. Its adjoint coproduct u
∗
s,t sends xst := yszt to
ys ⊙ zt, the unique element Xs,t in Es ⊙ Et such that vs,tXs,t = vs,t(ys ⊙ zz) = yszt = xs,t. So, u∗s,t
coincides with the coproduct inherited from F4.
(ii) E⊙ ⊂ F5, that is, Es⊙Et = ws,tEst. The product us,t of E⊙ inherited from F5 sends xs⊙yt
to that unique element Zs,t in Est such that ws,tZs,t = xs⊙yt. By surjectivity of ws,t and uniqueness
of Zs,t, the us,t have to be surjective. Obviously, us,t is the adjoint of the (co)restriction of the
coproduct ws,t, that is, the coproduct inherited from F
5.
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(iii) E4 ⊂ F⊙. If we consider F⊙ as a superproduct system, this means span EsEt = us,t(Es⊙
Et) ⊂ Est with the (co)restriction vs,t of the product us,t as product. If we consider F⊙ as a
subproduct system, this means Es⊙Et ⊂ u∗s,tEst. This is, obviously, equivalent to the containment
us,t(Es ⊙ Et) ⊂ Est. Moreover, the product inherited from the coproduct u∗s,t send xs ⊙ yt to the
unique Zs,t ∈ Est such that u∗s,tZs,t = xs ⊙ yt, that is, Zs,t = us,t(xs ⊙ yt) = xsyt coincides with the
product inherited from the superproduct system F⊙.
(iv) E5 ⊂ F⊙. If we consider F⊙ as a superproduct system, this means spanEsEt = us,t(Es⊙
Et) ⊃ Est. The coproduct ws,t inherited from the product us,t sends xst to that unique Xs,t ∈ Es⊙Et
such that us,tXs,t = xs,t, that is, such that Xs,t = u
∗
s,txs,t. It follows that this coproduct coincides
with the coproduct inherited from the subproduct system F⊙ by (co)restriction.
No discussion of a structure without the discussion of the notion of morphism; no dis-
cussion of substructure without the discussion of the notion of embedding. It is quite clear,
what morphisms and embeddings are among superproduct systems, and what morphisms and
embeddings are among subproduct systems. But in order to deal, later on, with our concrete
embedding problems (basically, embedding subproduct systems into superproduct systems and,
further, into product systems), we need these notions in the same generality as in Proposition
5.5.
A morphism between product systems E⊙ and E′⊙ over S is a family of maps at ∈ Bbil(Et, E′t )
that respects the products, that is, ast(xsyt) = (asxs)(atyt), respectively, astus,t = u
′
s,t(as ⊙ at). We
require by hand that a0 = idB. (Note that this is not automatic. It is forced that a0 is an algebra
homomorphism, but more we cannot deduce; for instance, without any further conditions, a0
can very well be 0. (There are some considerations relevant for the one-parameter case in Skeide
[Ske06c, Remark 3.8], Abbaspour and Skeide [AS07, Section 4], and Dor-On and Markiewicz
[DOM14].) Note, too, that in many other papers, it would be required that the at be adjointable;
we do not do that, as our particular interest lies in embeddings that are non-adjointable.) As
usual, this notion generalizes immediately to morphism between superproduct systems: astvs,t =
v′s,t(as ⊙ at).
Es ⊙ Et
as⊙ at

vs,t // Est
ast

E′s ⊙ E′t v′s,t
// E′st
(5.1a)
While for subproduct systems, we have to take the condition that the coproduct is preserved:
w′s,tast = (as ⊙ at)ws,t.
Es ⊙ Et
as⊙ at

Est
ast

ws,too
E′s ⊙ E′t E′stw′s,t
oo
(5.1b)
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Of course, in either case, isomorphisms are morphisms that consist of unitaries, and embeddings
are morphisms that consist of isometries.
We see that in the diagram with the same vertices and the same vertical arrows, the hori-
zontal arrows are simply the structure maps with arrow pointing into the corresponding (and,
in the non-adjointable case, only possible) direction. We, therefore, require from a morphism
E4 → E′5 that w′s,tastvs,t = as ⊙ at:
Es ⊙ Et
as⊙ at

vs,t // Est
ast

E′s ⊙ E′t E′stw′s,t
oo
(5.1c)
And for a morphism E5 → E′4 we require that ast = v′s,t(as ⊙ at)ws,t:
Es ⊙ Et
as⊙ at

Est
ast

ws,too
E′s ⊙ E′t v′s,t
// E′st
(5.1d)
5.8 Definition. A morphism from E# to E′#
′
is a family a# =
(
at
)
t∈S of maps at ∈ Bbil(Et, E′t )
fulfilling a0 = idB and the one relevant diagram among the Diagrams (5.1a), (5.1b), (5.1c),
(5.1d).
An embedding is an isometric morphism.
An isomorphism is a surjective embedding.
Why did we indicate a morphism from E# to E′#
′
only as a# with the operation # from the
domain system, ignoring what the operation #′ is? The answer is that a# is a morphism for the
operation # in the following sense:
5.9 Proposition. Suppose for E# and E′#
′
we have a family of maps at ∈ Bbil(Et, E′t ) fulfilling
a0 = idB. Then
(
at
)
t∈S is a morphism from E
# to E′#
′
(denoted a#) if and only if:
1. For the family
(
atEt
)
t∈S of subcorrespondences of E
′
t we have
(
atEt
)
t∈S = (aE)
# ⊂ E′#′ in
the sense of Convention 5.6.
2. a# is a morphism E# to (aE)#.
Condition 1 means that the family
(
atEt
)
t∈S is a #–subsystem of E
′#′ . Condition 2 means that a#
is a morphism for the operation # on
(
atEt
)
t∈S and inherited from being a #–subsystem of E
′#′ ,
that is, a# among the Diagrams 5.1 satisfies the relevant for the operations # to #, not # to #′.
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Proof of Proposition 5.9. The two cases #′ = # being obvious by standard considerations,
among the remaining two cases #′ , # we deal only with # = 5 and #′ = 4, the other case
being analogue.
If
(
atEt
)
t∈S is a subproduct subsystem of superproduct system E
′4, then its inherited coprod-
uct w′s,t sends x
′
st ∈ astEst to that unique X′s,t ∈ asEs ⊙ atEt fulfilling v′s,tX′s,t = x′st. Applying this
to x′st := astxst, we get
(as ⊙ at)ws,txst = w′s,tastxst ⇐⇒ v′s,t(as ⊙ at)ws,txst = astxst,
that is, Diagrams (5.1b) and (5.1d) are equivalent. So, the only remaining thing to be shown, is
that validity of Diagram (5.1d) implies that
(
atEt
)
t∈S is a subproduct subsystem of E
′4. But this
follows from
v′s,t(asEs ⊙ atEt) = v′s,t(as ⊙ at)(Es ⊙ Et) ⊃ v′s,t(as ⊙ at)ws,tEst = astEst.
It is noteworthy that when E# or E′#
′
is a product system, then the set of morphisms does not
depend on whether we consider that product system as a superproduct system or as a subproduct
system. (This follows, essentially, from Proposition 5.7.) We, therefore, see that isomorphism
in the case #′ , # is somewhat ‘boring’, because in this case E′#
′
and, therefore, also E# both
are necessarily product systems.
5.10 Remark. An isometry between Hilbert modules need not be adjointable. (It is adjointable
if and only if its range is complemented.) In fact, in Example 8.1 we shall see a subproduct
system (coming from a CP-semigroup) with nonadjointable structure maps. The definition in
[SS09] is for subproduct systems of W∗–correspondences, where all maps have adjoints auto-
matically. The definition in Viselter [Vis10] is forC∗–correspondences, and requires adjointable
structure maps, explicitly. However, our subproduct systems do come from CP-semigroups, so
we prefer not to include adjointability in the definition.
One might wonder what happens if we define subproduct systems not via isometric coprod-
uct maps, but via coisometric product maps. While it is clear how isometries have to be defined
– and it turns out they need not be adjointable –, it is quite unclear, how to define coisometry
without requiring explicitly that they be adjointable. We propose the following ‘co-pair’ of def-
initions: An isometry is, then, a contractive right linear map E → F between Hilbert modules
for which there exists a submodule F′ of F such that the map corestricts to a unitary E → F′;
a coisometry is a contractive right linear map E → F between Hilbert modules for which there
exists a submodule E′ of E such that the map restricts to a unitary E′ → F. Obviously, the
new definition of isometry is equivalent to the definition to be an inner product preserving map,
and, therefore, much less than required in the new definition actually has to be checked. (A
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map that corestricts to a unitary, is right linear and contractive automatically; also the submod-
ule F′, obviously is bound to be the image of E under this map.) In Appendix B we show
that a coisometry according to the proposed definition is adjointable. (Here, the hypotheses
right linear and contractive are indispensable, but we get automatic adjointability; but, like for
isometries, the submodule to which we restrict is unique.) Therefore, describing the structure
of a subproduct system (a superproduct system) in terms of coisometric products (coproducts),
would be a possibility to incorporate automatic adjointability.
We conclude this remark with: A map v : E → F is a partial isometry if it corestricts to a
coisometry E → vE. It is adjointable if and only if vE is complemented in F. (A definition
as unitary (co)restriction to a map E′ → F′ is not feasible, because we may choose E′ and
F′ jointly too small (for instance, {0}). We do not know how to avoid the asymmetry in this
definition. But, after all the different automatic properties of isometries and coisometries show
already that there is no symmetry to be expected right from the beginning. Note however: If the
map v is adjointable, then v is a partial isometry if and only if v∗ is a partial isometry.)
Some results on super- and subproduct systems which we discuss in the following sections,
depend on adjointability of the structure maps.
5.11 Lemma. Suppose we have an adjointable isometry v : E→ F and submodules E ⊂ E and
F ⊂ F such that vE ⊂ F. If E is complemented in E, then the (co)restriction w : E → F is
adjointable, too.
Proof. Denote by p ∈ Ba(E) the projection onto E. Then pv∗ ↾ F is an adjoint of w. (Indeed,
〈pv∗y, x〉 = 〈y, vpx〉 = 〈y, wx〉 for all y ∈ F and all x = px ∈ E.)
Note that the condition that E is complemented in E is indispensable. Indeed, suppose
E = F = F with E not complemented in E and let v = idE. Then w is not adjointable. This
may also be used to construct a counter example when the hypothesis of being complemented
is dropped from the following result.
5.12 Corollary. A super(sub)product subsystem sitting complementedly in an adjointable su-
per(sub)product system, is adjointable, too.
We now switch our attention to the generation of super- and subproduct systems and, closely
related, to the intersection of subsystems. It is well-known that for subspaces Vi and Wi of
vector spaces V and W, respectively, the tensor products fulfill (V1 ∩ V2) ⊗ (W1 ∩ W2) =
(V1⊗W1)∩(V2⊗W2). But already for Hilbert spaces one has to work. In Appendix C we discuss
this and illustrate that this intersection property remains true even for families of von Neumann
subcorrespondences. We do not know if it holds for C∗–correspondences. However, for sub-
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correspondences Ei of E and subcorrespondences Fi of F, it is obvious that (
⋂
i Ei) ⊙ (
⋂
i Fi) is
contained in
⋂
i(Ei ⊙ Fi). Therefore:
5.13 Proposition. The intersection of a family of superproduct subsystems of a given super-
product system is again a superproduct subsystem.
The analogue statement for subproduct subsystems of a given subproduct system is true
for von Neumann correspondences, but presently we do not know if it is true for C∗–cor-
respondences. In particular, we do not know if the intersection of product subsystems of
C∗–correspondences is again a product system.
5.14 Remark. It should be noted that the intersection of nonzero Arveson systems (which are
continuous) can be the zerosystem (which is not continuous at t = 0); just take two different
one-dimensional subsystems. Therefore, the intersection of continuous product systems can be
critical. (For Arveson systems, Liebscher [Lie09, Theorem 5.7] has shown that the intersection
is at least measurable.)
By the usual abstract intersection, we obtain:
5.15 Corollary. For every family of subsets S t ⊂ Et of a superproduct system E4, there is a
unique smallest superproduct subsystem containing them.
We can specify this better:
5.16 Theorem. Let E4 =
(
Et
)
t∈S be a superproduct system over a monoid S with subsets S t ⊂
Et. Then the subcorrespondences
Et := span
⋃
t∈Jt
BS tn . . .BS t1B
of Et for t , 0 and E0 := B form a superproduct subsystem E4 of E4, the superproduct
subsystem generated by
(
S t
)
t∈S.
Proof. Clearly, the Et are subcorrespondences of Et. Now
(⋃
s∈Js
BS sm . . .BS s1B
)(⋃
t∈Jt
BS tn . . .BS t1B
)
=
⋃
r∈Jst
(s,t)≤r
BS rk . . .BS r1B
⊂
⋃
r∈Jst
BS rk . . .BS r1B. (5.2)
Taking the closed linear span of both sides, it follows that EsEt ⊂ span EsEt ⊂ Est.
The following general result is interesting in its own right. Its full power comes out, how-
ever, only in the totally directed case in Theorem 5.18.
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5.17 Proposition. Let
(
F i
⊙)
i∈I be a family of product subsystems of the super product system
E
4. Then the S t := span
⋃
i∈I F
i
t form a subproduct subsystem of E
4.
Proof. Clearly St is a subcorrespondence of Et. Since F
i⊙ is a product system, we have F ist =
span F isF
i
t , so ⋃
i∈I
F ist =
⋃
i∈I
span F isF
i
t ⊂ span
(⋃
i∈I
F is
)(⋃
i∈I
F it
)
= span SsSt,
hence, Sst = span
⋃
i∈I F
i
st ⊂ span SsSt. In other words, the St form a subproduct subsystem.
Some results follow along the lines of [BS00], when S is such that each Jt is directed.
5.18 Theorem. In the situation of Theorem 5.16, let S be totally directed and cancellative (or,
more generally, let Jt be directed for all t). Then:
If S5 =
(
S t
)
t∈S is a subproduct subsystem of E
4, then E4 is a product subsystem.
Proof. If the St form a subproduct system, so that St ⊂ span Stn . . . St1 = spanBStn . . .BSt1B,
then BSsm . . .BSs1B ⊂ spanBStn . . .BSt1B whenever s ≤ t ∈ Jt. If Jst is directed (for instance,
if S is a totally directed, cancellative monoid), then {r ∈ Jst : (s, t) ≤ r} is a cofinal subset of
r ∈ Jst. So, in the limit, the inclusion in the closed linear span of (5.2) becomes equality.
5.19 Corollary. Let S be totally directed and cancellative (or, more generally, let Jt be directed
for all t). Then, by Proposition 5.17 and Theorem 5.18, every superproduct system E4 =
(
Et
)
t∈S
over S has a unique maximal product subsystem, namely, the superproduct subsystem E⊙ gen-
erated by the family of all product subsystems. (In case this family is empty, we put Et := {0}
for t , 0.)
5.20 Corollary. Let U be a set of units for a superproduct system E4, and denote by St :=
span
⋃
ξ⊙∈UBξtB the correspondences that form the subproduct subsystem S5 of E4 generated
by U as in Example 5.4. If S is totally directed and cancellative (or, more generally, if Jt is
directed for all t), then the superproduct subsystem generated by S5 is a product system, the
product system generated by the units in U.
In Example 5.4, we have seen that units of a superproduct system (B–)span a subproduct
subsystem. By Corollary 5.20, they generate a product subsystem containing that subproduct
system, if all Jt are directed. Since a superproduct system with a unit is what we get from a
strong dilation in Theorem 9.3, and since, for Ore monoids, unit plus product(!) system would
allow to construct a module dilation of that CP-semigroup (Theorem 12.8), it would be great
if we could get the statement of Corollary 5.20 for Ore monoids. However, in the Example-
Section 22 (Theorem 22.15) we see a superproduct system over the Ore monoid N2
0
with a unit
that has no product subsystem containing the unit.
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On the other hand, once the Jt are directed, the statement that a subproduct system generates
a product system, unlike in Theorem 5.18, does actually not depend on having this subproduct
system sitting in a superproduct system; we can construct the containing product system di-
rectly from the subproduct system. (That is, in the totally directed case, it is not necessary to
hypothesize existence of a strong dilation to show that the subproduct system of a CP-semigroup
embeds into a product system.) The following theorem is in several ways an adaptation of Bhat
and Skeide [BS00, Section 4].
5.21 Theorem. Let S be a totally directed and cancellative monoid (or, more generally, let
Jt be directed for all t) and let E
5 =
(
Et
)
t∈S be a subproduct system over S. Then there is
a (unique) minimal product system E⊙ =
(
Et
)
t∈S containing E
5 and all its units, the product
system generated by its subproduct subsystem E5.
We could have simply imitated the proof of [BM10, Theorem 5] in the one-parameter Hilbert
space case, defining the maps
β
sm`...`s1,s : Esm ⊙ . . . ⊙ Es1 −→ (Esmmm ⊙ . . . ⊙ Esm1 ) ⊙ . . . ⊙ (Es1m1 ⊙ . . . ⊙ Es11)
by iterating the subproduct embeddings Esi → Esimi ⊙ . . . ⊙ Esi1 , showing they form an inductive
system, and observing that the Et := lim indt∈Jt Etn ⊙ . . . ⊙ Et1 form the desired (and unique)
minimal product system E⊙ =
(
Et
)
t∈S. But, verifying the necessary associativity conditions of
the β
sm`...`s1,s is painful (though not really difficult), and had been dealt with in [BM10] only
quite stepmotherly. Therefore, we hesitate to reference to that proof. On the other hand, we also
hesitate to repeat the same type of arguments over and over again (like [BM10] repeats [BS00],
[BBLS04], and [Ske06d]). Despite we trust (like [BM10]) that the interested reader will be able
to verify the necessary associativity conditions and follow through the proof from [BM10], we
prefer to be formally complete. So, here is a proof by reduction:
Proof of Theorem 5.21. We reduce the statement to the statement from [BS00] (suitably gener-
alized to monoids as in our hypotheses) that the GNS-subproduct system of any CP-semigroup
(in a unitalC∗–algebra) embeds into a product system. Then, we appeal to Theorem 7.11 saying
that every adjointable subproduct system is the subproduct system of a strict CP-semigroup on
a suitable Ba(E). Finally, we boil down the general case (non-adjointable subproduct systems)
to the adjointable case by passing to von Neumann correspondences. (The last two parts require
knowledge form sections still to come.)
(i) The proof in [BS00] is not suffering the defect of unclear associativity, because it starts
from the GNS-subproduct system of a CP-semigroup which is spanned by a single unit. Here
associativity of the β is crystal from the more explicit character of the construction, and adapting
the proof from [BS00] to more general monoids is practically word by word. We get: Every
GNS-subproduct system (over S as in the hypotheses) embeds into a product system.
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(ii) By Theorem 7.11, every adjointable subproduct system arises by applying the Morita
equivalence operation E∗ ⊙ • ⊙ E to the GNS- subproduct system of a suitable strict CP-
semigroup on a suitable Ba(E). Applying the same operation to the product system contain-
ing the GNS-subproduct system (which exists by the first part), we get a product system of
B–correspondences containing our original superproduct system.
(iii) By embedding a non-adjointable subproduct system into a subproduct system of von
Neumann correspondences (automatically, adjointable), by the first two parts, we get an embed-
ding into a product system of von Neumann correspondences. Now, looking at how the product
system in the first part has been obtained as an inductive limit, taking also note of the fact that the
inductive system of von NeumannBa(E)–correspondences gives rise (by theMorita equivalence
operations) to an inductive system of von Neumann B–correspondences and that, further, the β
of these von Neumann correspondences restrict precisely to the β on the C∗–correspondences
as stated in front of this proof, we get an increasing family of C∗–correspondences whose limit,
necessarily, form a product system, the one we seek. In this way, also the uniqueness statement
is made evident.
5.22 Observation. The proof depends on an inductive limit over the directed set Jt. So, there
is no hope to provide a construction (possibly, leading to a superproduct system containing the
given subproduct system and being generated by it as a superproduct system) if the Jt are not
directed. In the case of CP-semigroups, the superproduct system containing the subproduct
system derives from the assumption that there exists a strong dilation – and it need not contain
a product system also containing the subproduct system.
5.23 Remark. It is noteworthy that, following the construction indicated before the proof of
Theorem 5.21, it is not even necessary to worry to prove that the inductive limit is a product
system. It is, clearly, a superproduct system; it contains the subproduct system; and it is, clearly,
generated by the latter. So, by Theorem 5.18, it is a product system. The given proof cannot
take advantage of this observation, though.
The following discussion, which concludes this section, is towards the comparison of the
superproduct systems of dilations of T and of T˜ in Section 11. Recall that B˜ contains B ∋ 1 as
direct summand. But we prefer to do some of the discussion, where I is just any closed ideal
of B.
Let I be a closed ideal in the (for the time being not necessarily unital) C∗–algebra B, and
let E4 be a superproduct system of B–correspondences Et over the monoid S. We, then, may
define the I–correspondences Ft := spanIEtI. Since
FsFt = spanIEsIEtI ⊂ spanIEsEtI ⊂ spanIEstI = Fst,
the Ft with the (co)restrictions of the product of E
4 form a superproduct system F4, too.
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5.24 Lemma. Let E be a Hilbert B–module and let F be a correspondence from B to C. Then
span E ⊙ IF = E ⊙ F if and only if spanBEIF = spanBEF.
Proof. This follows from span EBE = E and span(E∗ ⊙ idF)(E ⊙ F) = spanBEF.
5.25 Corollary. Suppose that the I–correspondences Ft defined above satisfy Ft = spanIEt
for all t ∈ S. Then F4 is a product system, if E4 is a product system.
The opposite statement need not be true. (Indeed, suppose B = J ⊕I and take the external
direct sum of a superproduct system of J–correspondences that is not a product system, and of
a product system of I–correspondences.)
5.26 Remark. In Skeide [Ske20a], we call a product system E⊙ fulfilling (as in the corollary)
spanIEt = spanIEtI (upper) triangular, and we call an external direct sum diagonal. The
terminology is clear in the case when B = J ⊕I, because, then, a B–correspondence E decom-
poses into a matrix span
JEJ JEIIEJ IEI
, and the condition in the corollary just means that the matrix
is (upper) triangular.
Recall that Ft is not only an I–correspondence but that it is also a B–subcorrespondence of
Et. So, (modulo the replacement of F0 = I with B) we may apply Corollary 5.12. We collect
what these results mean for unitalizations.
5.27 Corollary. For a C∗–algebra B ∋ 1 let E˜4 be a superproduct system of B˜–correspon-
dences, and put Et := 1E˜t1.
1. The Et form a superproduct system E
4 of B–correspondences.
2. If E˜4 is adjointable, then so is E4.
3. If E˜4 is triangular (that is, if 1x˜t = 1x˜t1, for all x˜t ∈ E˜t) and a product system, then E4 is
a product system.
5.28 Remark. It is easy to promote a product system E⊙ of B–correspondences to a diagonal
product system of B˜–correspondences; simply put the trivial Arveson system in the other place
of the diagonal. This will, however, not allow to promote contractive units to unital ones. In
Section 9 (the discussion on unitalizations culminating in Lemma 11.5) and Section 13, we will
see in how far that this can be done by embedding into a triangular product system, when unit
and product system come from a strong dilation.
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6 Examples: Exponentiating (super)(sub)product systems
To be precise, we wish to exponentiate discrete d–parameter super- or subproduct systems (that
is, over Nd
0
) to obtain continuous time d–parameter super- or subproduct systems (that is, over
Rd+). Many properties of the discrete systems are preserved under exponentiation, so we get a
tool transforming discrete (counter)examples into continuous time (counter)examples.
We first discuss the case of one-parameter product systems, which is well known. We
illustrate, without going too much into details, how a slight change of point of view allows
us to get immediately the exponential of discrete one-parameter super- and subproduct systems.
Then we discuss thoroughly the d–parameter case.
The term exponential product system has been used right from the beginning by Arveson
[Arv89a] for Arveson systems consisting of symmetric Fock spaces. It generalizes to modules
as time ordered product systems, which are formed by time ordered Fock modules as introduced
by Bhat and Skeide [BS00]. We could define and discuss them right here. But as we wish,
also in view of later sections, to provide a thorough discussion, we take this out to Appendix
D. (Also the “function” spaces L2(S , F), together with an explanation why we’d better put
quotation marks and also what the word “pointwise” in the sequel means, are discussed there in
detail.)
Let us just recall from Appendix D that for a correspondence F over B the time ordered
product system IΓ⊙(F) =
(
IΓt(F)
)
t∈R+ consists of the correspondences
IΓt(F) := ωtB ⊕
⊕
n∈N
∆nL
2([0, t)n, F⊙n)
where ωt = 1 ∈ B (so that the 0–particle sector is just isomorphic to B) and where ∆n is the
indicator function of {a = (αn, . . . , α1) : αn ≥ . . . ≥ α1 ≥ 0} (acting by multiplication as a
projection) and with product system structure given by
us,t(Gm ⊙ Hn) :=
[
(βm, . . . , β1, αn, . . . , α1) 7−→ Gm(βm − t, . . . , β1 − t) ⊙ Hn(αn, . . . , α1)
]
for Gm in the m–particle sector of IΓs(F) and Hn in the n–particle sector of IΓt(F).
Now we put emphasis on the fact that the pointwise tensor product of functions with values
in F⊙m and F⊙n, respectively, is just the pointwise product within the discrete product system(
F⊙n
)
n∈N0 . Effectively:
6.1 Observation. Every discrete one-parameter product system F⊙ =
(
Fn
)
n∈N0 is isomorphic
to the product system
(
F⊙n
1
)
n∈N0 . To see this concretely, it is convenient to introduce for every
product system E⊙ (with product maps us,t) over any monoid the notation utn ,...,t1 for the nth
iterated product Etn ⊙ . . . ⊙ Et1 → Etn...t1 . By multiple associativity, this does not depend on
how we iterate. For the discrete product system F⊙ we get maps u1,...,1 : F⊙n1 → Fn. Again by
multiple associativity, these bilinear unitaries form an isomorphism
(
F⊙n
1
)
n∈N0 → F⊙.
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With this observation in mind, we may form for any discrete one-parameter product system
F⊙ its exponential continuous time one-parameter product system IΓ⊙(F⊙) =
(
IΓt(F
⊙)
)
t∈R+ with
IΓt(F
⊙) := ωtB ⊕
⊕
n∈N
∆nL
2([0, t)n, Fn) (6.1)
and product
GmHn :=
[
(βm, . . . , β1, αn, . . . , α1) 7−→ Gm(βm − t, . . . , β1 − t)Hn(αn, . . . , α1)
]
, (6.2)
the pointwise product of elements in Fm and Fn. Obviously, IΓ
⊙(F⊙) is isomorphic to IΓ⊙(F1)
via the (pointwise) isomorphisms u∗
1,...,1
.
It is the point of view taken in IΓ⊙(F⊙) that generalizes – quite obviously – to discrete
one-parameter systems of more general type, and with more work and some extra idea to the
d–parameter case.
Associativity of the product of IΓ⊙(F⊙) in (6.2) follows simply from associativity of the
product of F⊙. (Note, for later generalization to the d–parameter case, how easy it is to convince
yourself of associativity of the operation on time arguments in this one-parameter case.) Of
course, by the discussion in Appendix D, the product is also unitary because the product of F⊙
is unitary; but for associativity we don’t need that. In fact, if the Fn form only a superproduct
system, then we are concerned with isometric product maps.
6.2 Remark. Even if the Fn formed an adjointable subproduct system, we would get coisomet-
ric product maps, whose adjoints turn the exponential family into a(n adjointable) subproduct
system. In fact, the only property of the product maps of F⊙ which we need to define associative
product maps for the family with members (6.1), is contractivity. We will address some (useful)
aspects of greater generality and notation in Remark 6.11, which concludes this section. But,
since we wish to exponentiate also non-adjointable subproduct systems, we need in any case a
separate discussion in terms of their coproduct maps.
After the preceding discussion, the following things, which essentially sum up the one-para-
meter case, are clear:
6.3 Observation.
1. Let F4 =
(
Fn
)
n∈N0 be a discrete one-parameter superproduct system. Then the expo-
nential superproduct system IΓ4(F4) =
(
IΓt(F
4)
)
t∈R+ with IΓt(F
4) defined in exactly the
same way as IΓt(F
⊙) in (6.1) and with product defined by (6.2), is a superproduct system.
2. IΓ4(F4) is a(n adjointable) (proper) superproduct system if and only if F4 is a(n ad-
jointable) (proper) superproduct system.
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We shall see later in Theorem 6.8 that F4 is, in some sense, contained in IΓ4(F4). From
this, the only-if parts are clear. Likewise, the if part for adjointable is clear. Surjectivity
in the case of product systems is already known.
We mentioned already that the preceding discussion can be generalized to coisometric prod-
ucts, which would cover adjointable subproduct systems. Of course, also for a not necessarily
adjointable discrete one-parameter subproduct system F5, we wish to turn the IΓt(F
5) defined
as in (6.1) into a subproduct system, by defining a coproduct in a way that is “adjoint” to the
product in (6.2). The point is, that it is quite tedious (as usual with coproducts, which always
require the invention of tricky notation) to get hold of what the adjoint of such a product actually
does to a typical element. For instance a general “function” in L2([0, t+ s)n, Fn) will not go into
a single L2([0, s)k, Fk) ⊙ L2([0, t)n−k, Fn−k) for a fixed k, but we will have to take the direct sum
over 0 ≤ k ≤ n. In order to avoid that, we we can look at functions of the form
(γn, . . . , γ1) 7−→ II [r′n,rn)(γn) . . . II[r′1,r1)(γ1)Gn (6.3a)
with Gn ∈ Fn and s + t ≥ rn > r′n ≥ . . . ≥ rk+1 > r′k+1 ≥ t ≥ rk > r′k ≥ . . . ≥ r1 > r′1 = 0, which
form a total subset. We send such a function to the function
(
(sn−k, . . . , s1), (tk, . . . , t1)
)
7−→ II[r′n,rn)(sn−k − t) . . . II [r′k+1,rk+1)(s1 − t)II[r′k,rk)(tk) . . . II[r′1,r1)(t1)wn−k,kGn (6.3b)
in L2([0, s)k, Fk)⊙L2([0, t)n−k, Fn−k). This, indeed, extends to an isometry IΓs+t(F5)→ IΓs(F5)⊙
IΓt(F
5). It is also sufficiently clear that the coassociativity condition is fulfilled.
We do not provide details, but content ourselves with that Equations (6.3) contain a hint how
to write things down in a way that is useful to deal with both (super and sub) d–parameter cases
and contain a hint how to recover a discrete system from its exponential system in Theorem 6.8.
Of course, the discussion of d–parameter subproduct systems includes a proof of the following
analogue of Observation 6.3.
6.4 Observation.
1. Let F5 =
(
Fn
)
n∈N0 be a discrete one-parameter subproduct system. Then the exponential
subproduct system IΓ5(F5) =
(
IΓt(F
5)
)
t∈R+ with IΓt(F
5) defined in exactly the same way
as IΓt(F
⊙) in (6.1) and with coproduct defined by (6.3), is a subproduct system.
2. IΓ5(F5) is a(n adjointable) (proper) subproduct system if and only if F5 is a(n ad-
jointable) (proper) subproduct system.
After this sketchy discussion of the one-parameter case, which only serves as motivation, we
now come to the d–parameter case:
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For whatever discrete one-parameter family F# =
(
Fn
)
n∈N0 (# = 4,5, ...), the n–particle
sector of IΓt(F
#) was defined as ∆nL
2([0, t)n, Fn). In analogy, for whatever discrete d–parameter
family F# =
(
F
n
)
n∈Nd
0
, we wish to define the n = (n1, . . . , nd)–particle sector of IΓt(F
#) (with
t = (t1, . . . , td)) as a suitable subspace of
L2([0, t1)
n1 × . . . × [0, td)nd , Fn) = L2[0, t1)n1 ⊗ . . . ⊗ L2[0, td)nd ⊗ Fn.
The advantage of factoring everything out into tensor products, is two-fold. Firstly, it allows
us to get easily the subspaces of this L2 we really want; secondly, it provides us with the basic
tool to reduce (co)associativity of the (co)product we are going to define to (co)associativity of
our d–parameter system F# and (co)associativity of the (co)product in the scalar time ordered
system IΓ⊗(C). We define
IΓ
t
(F#) :=
⊕
n∈Nd
0
∆n1L
2[0, t1)
n1 ⊗ . . . ⊗ ∆ndL2[0, td)nd ⊗ Fn,
with the usual conventions that L2[0, ti)
0 = ΩtiC and L
2[0, t1)
0 ⊗ . . . ⊗ L2[0, td)0 = ΩtC (so that
Ωt1 ⊗ . . . ⊗ Ωtd = Ωt), and we consider each of these n–particle sectors as a subset of
IΓt1(C) ⊗ . . . ⊗ IΓtd (C) ⊗ Fn,
based on the inclusions ∆nkL
2[0, tk)
nk ⊂ IΓtk(C) in each factor k = 1, . . . , d. In the one-parameter
case, this would read ∆nL
2[0, t)n ⊗ Fn ⊂ IΓt(C) ⊗ Fn, and the product in (6.2) amounts to
(gs ⊗Gm) ⊙ (ht ⊗ Hm) 7−→ gsht ⊗GmHn, (6.4)
where, really, gs ⊗ ht 7→ gsht is the product us,t of the scalar time-ordered product system IΓ⊗(C)
restricted to elements gs and ht in the m– and n–particle sector of IΓs(C) and IΓt(C), respectively,
and where Gm ⊙ Hn 7→ GmHn is the product vm,n of elements Gm and Fm in the discrete one-
parameter superproduct system in question.
We wish to do the same on the d–parameter case. To that goal, we note that for the trivial
product system Cd⊗ :=
(
C
)
n∈Nd
0
we have
IΓ
t
(Cd⊗) = IΓt1(C) ⊗ . . . ⊗ IΓtd (C).
We observe that the family IΓd⊗(C) :=
(
IΓ
t
(C)
)
t∈Rd+ with product defined by
ud
s,t : (gs1 ⊗ . . . ⊗ gsd ) ⊗ (ht1 ⊗ . . . ⊗ htd ) 7−→ gs1ht1 ⊗ . . . ⊗ gsdhtd ,
is a product system over Rd+. (This is nothing but the product of d product systems IΓ
⊗(C)
of Hilbert spaces as explained in the beginning of Section 14 for d = 2.) With this in mind,
returning to the d–parameter case, on IΓ4(F4) =
(
IΓ
t
(F4)
)
t∈Rd+ we define the product
(g
s
⊗G
m
) ⊙ (h
t
⊗ H
m
) 7−→ g
s
h
t
⊗G
m
H
n
, (6.5)
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where g
s
⊗ h
t
7→ g
s
h
t
is the product ud
s,t (restricted to them– and n–particle sector of IΓs(C
d⊗)
and IΓ
t
(Cd⊗), respectively) and where G
m
⊗ H
n
7→ G
m
H
n
is the product v
m,n of the discrete
d–parameter superproduct system F4.
It is plain that this product is associative. It is also plain that this product sends elements
from different pairs (m,n) (which, therefore, are orthogonal) into different direct summands on
the right-hand side. It is also plain, that adjointability is preserved. Finally, it is plain (by the
same discussion as for the one-parameter case) that the product is surjective if (and, of course,
only if) the product of F4 is surjective. We, therefore, proved:
6.5 Theorem. Let F4 =
(
F
n
)
n∈Nd
0
be a discrete d–parameter superproduct system. Then
IΓ4(F4) with the product maps defined by (6.5) is a continuous time d–parameter superproduct
system, the exponential superproduct system of F4.
IΓ4(F4) is a(n adjointable) (proper) superproduct system if and only if F4 is a(n ad-
jointable) (proper) superproduct system.
We now wish to promote that theorem to subproduct systems. There are several problems
that make this case more tricky.
Firstly, the product maps us,t (and the like) in the case of superproduct systems have the big
notational advantage that we can really work with the notation of product gsht = us,t(gs ⊗ ht). It
is this product notation that allowed us in (6.4) to capture the product of gs ⊗ Gm and ht ⊗ Hn
as gsht ⊗ GmHn. But actually, when trying to write down the product map with the help of
us,t ⊗ vn,m, we do have to involve the canonical flip that identifies (IΓs(C) ⊗ Fm) ⊙ (IΓt(C) ⊗ Fn)
with (IΓs(C) ⊗ IΓt(C)) ⊗ (Fm ⊙ Fn) by exchanging the 2nd and the 3rd site. For the coproduct
in (6.3) we “made disappear” the problem by means of the function picture. (L2(Ω, F) does not
“see” if we think of is as L2(Ω) ⊗ F or as F ⊗ L2(Ω).) Now since we want to exploit the tensor
product picture of L2–spaces, we can no longer really avoid the flip.
Secondly, the coproduct does not generally map an element to a simple tensor. Fortunately,
at least for the part u∗s,t of the coproduct, we can neutralize that problem by evaluating that part
on products gsht. The indicator functions in (6.3) exploit this.
Thirdly, and most severely, we are not actually looking at the product us,t on its full domain
IΓs(C) ⊗ IΓt(C) but only on the n– and m–particle sector, and which n and which m depends on
the second factor Fn and Fm, respectively. Even if we write down elements gs and ht such that
the product is in a fixed n–particle sector of IΓs+t(C), it is not at all so that necessarily the factors
gs and ht are in fixed number of particles sector. Again, the indicator functions in (6.3)do fulfill
this requirement.
After explaining, basically in the one-parameter case, the problems in the passage from
product to coproduct and how they have been resolved by (6.3), we turn to a discrete d–para-
56
meter subproduct system F5. For fixed s, t ∈ Rd+ and k ∈ Nd0, observe that the elements
g
s
h
t
⊗G
k
with n +m = k, with g
s
in the m–particle sector of IΓ
s
(F5), with h
t
in the n–particle sector
of IΓ
t
(F5), and with G
k
∈ F
k
, are total in the k–particle sector of IΓ
s+t(F
5). Moreover, for
different choices ofm+n = k they are orthogonal. So varyingm and n freely (with k :=m+n)
we get a total subset of IΓ
s+t(F
5). The map
g
s
h
t
⊗G
m+n 7−→ F2,3(gs ⊗ ht ⊗ wm,nGm+n), (6.6)
where F2,3 is the flip of the 2nd and 3rd tensor site (out of four, since wm,nGm+n ∈ Fm ⊙ Fn), is
our definition of the coproduct. After having been very explicit about what is sorted into which
direct summand, associativity and the other statements in the following theorem are clear.
6.6 Theorem. Let F5 =
(
F
n
)
n∈Nd
0
be a discrete d–parameter subproduct system. Then IΓ5(F5)
with the coproduct maps defined by (6.6) is a continuous time d–parameter subproduct system,
the exponential subproduct system of F5.
IΓ5(F5) is a(n adjointable) (proper) superproduct system if and only if F5 is a(n ad-
jointable) (proper) superproduct system.
We invented the machinery of exponentiating discrete systems, to be able to transform dis-
crete (counter) examples into continuous time (counter) examples. Two of the most important
questions we meet in these notes, are: Does a given subproduct system embed into a super-
product system? Does a given superproduct system embed into a product system? (Recall the
discussions around Definitions 5.2 and 5.8, where subsystems and embeddings are defined.) We
will now show that the answers to both questions coincide for a discrete d–parameter system
and for its exponential system. For one direction we will show that embeddings lift to embed-
dings. For the other direction we will recover the original system “sitting inside” appropriately
in its exponential system.
Forgetting about whether super or sub (or other structures; see Remark 6.11), for every
discrete d–parameter family F◦ =
(
F
n
)
n∈Nd
0
we may define its exponential continuous time
d–parameter family IΓ◦(F◦) =
(
IΓ
t
(F◦)
)
t∈Rd+ , precisely as we did for super- and subproduct sys-
tems. For two such families F◦ and F′◦ and a family a◦ =
(
a
n
)
n∈Nd
0
of maps a
n
∈ Bbil(F
n
, F′
n
),
we wish to define its second quantized family IΓ◦(a◦) =
(
IΓ
t
(a◦)
)
t∈Rd+ by letting act IΓt(a
◦) ∈
Bbil(IΓ
t
(F◦), IΓ
t
(F′◦)) as pointwise multiplication by a
n
on the n–particle sector of IΓ
t
(F◦). This
is possible if and only if the norms ‖a
n
‖ are bounded uniformly in n. Note that second quan-
tization preserves properties like adjointability, contractivity, isometricity, coisometricity, and,
therefore, unitarity. (We have already argued several times, why in the latter two cases surjec-
tivity is preserved.) It is routine to convince ourselves that when #, #′ ∈ {4,5} and F◦ = F#,
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F′◦ = F′#
′
, the family IΓ◦(a◦) is a morphism if (and only if) a◦ is a morphism. So, an embedding
of discrete systems (no matter whether that of a subproduct system into a super product system,
or that of a superproduct system into a product system, or any other sort of embedding) gives
rise to an embedding of its exponentials.
Now let us try to recover F◦ from IΓ◦(F◦). Let us start with two observations: Firstly, ev-
ery continuous d–parameter system E◦ =
(
E
t
)
t∈Rd+ (of a type 4,5, . . .) gives rise to a discrete
d–parameter system
(
E
t
)
t∈Nd
0
(of the same type) simply by restricting the indices (and opera-
tions) to integer times.
6.7 Remark. This is a special case of the observation that for any monoid morphism ϕ : S′ → S
we can turn a system over S into a system over S′ in the obvious way. Here the homomorphism
is the canonical embedding of Nd
0
into Rd+; this was a crucial observation in the construction
of an E0–semigroup for every Arveson system in Skeide [Ske06a] in the one-parameter case.
A non-injective, but surjective example is the d–fold addition map Nd
0
→ N0 which turns the
discrete one-parameter system E⊙n with just tensor product as multiplication, into a discrete
d–parameter product system E
n
= E⊙(n1+...+nd) with just tensor product as multiplication; in the
Example-Section 18, this corresponds to the trivial (but untypical!) case, where all flips F j,i are
the identity.
Secondly, every IΓ
t
(F◦) contains many copies of each F
n
. More precisely, for every unit
vector ξ
n
in the n–particle sector of IΓ
t
(Cd⊗), the map is x
n
7→ ξ
n
⊗ x
n
is an isometry onto
a (complemented!) copy of of F
n
. We wish to choose the ξ
n
in such a way that a prod-
uct/coproduct of the discrete exponential system
(
IΓ
t
(F◦)
)
t∈Nd
0
restricted to the copy ξ
n
⊗ F
n
gives back the product/coproduct of F◦.
The best way (and, thinking carefully about it, the only way) to achieve this, is to seek dis-
crete units that sit in the n–particle sectors of the scalar discrete exponential product system(
IΓ
t
(Cd⊗)
)
t∈Nd
0
. (The scalar exponential product system has lots of (continuous time) units. But
these units are (multiples of) exponential vectors and, except for the vacuum, exponential vec-
tors never sit in a single n–particle sector. The fact that we have to seek discrete units that do
not extend to continuous time units, is, again, very much reminding of [Ske06a].) Once we have
such a discrete (unital) unit ξ
n
, so that u
m,n(ξm⊗ξn) = ξm+n, respectively, u∗
m,nξm+n = ξm⊗ξn, it
is clear that x
n
7→ ξ
n
⊗ x
n
defines an (adjointable!) embedding of the discrete super/subproduct
system F# into the discrete super/subproduct system
(
IΓ
t
(F#)
)
t∈Nd
0
. Equations (6.3) give the hint.
We choose:
ξ
n
:= (II[n1−1,n1) ⊗ . . . ⊗ II [0,1)) ⊗ . . . ⊗ (II [nd−1,nd) ⊗ . . . ⊗ II[0,1)).
We, thus, have proved:
6.8 Theorem. Every discrete d–parameter super/subproduct system F# is contained in its dis-
crete exponential super/subproduct system
(
IΓ
t
(F#)
)
t∈Nd
0
as a super/subproduct subsystem.
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6.9 Corollary. F# embeds into some F′#
′
if and only if IΓ#(F#) embeds into some E#
′
.
Proof. The forward implication follows by second quantizing the embedding of F# into F′#
′
.
For the backwards operation, suppose IΓ#(F#) embeds into E#
′
. Then F#, isomorphic to
some subsystem of
(
IΓ
t
(F#)
)
t∈Nd
0
, embeds into the discrete system E#
Nd
0
=
(
E
t
)
t∈Nd
0
, too.
• • •
We conclude this section with two lengthy remarks. They both point to future work on ex-
ponential systems or work where exponential systems play a role. The second remark also
addresses the problem that after almost three decades of product systems (five decades, if we
take into account what started with Streater [Str69], Araki [Ara70], Parthasarathy and Schmidt
[PS72], and Guichardet [Gui72], in all of which Fock type product systems occur without really
denominating the structure) the terminology could benefit from more consequent choices.
6.10 Remark. Adjointable (time continuous) morphisms between one-parameter time ordered
product systems IΓ⊙(F) → IΓ⊙(F′) have been characterized in Barreto, Bhat, Liebscher, and
Skeide [BBLS04, Section 5.2]. It is most convenient to allow for unbounded morphisms
at ∈ La,bil(IΓt(F), IΓt(F′)), because their parametrization is simpler. More specifically, every
morphism sends units to units; so, necessarily a morphism leaves invariant the algebraic time
ordered product system spanned linearly (no closure!) by pieces of units (exponential vectors
in the scalar case) with product maps restricted to the algebraic tensor product. (Time continu-
ous means just that the morphism (bounded or not) sends continuous units to continuous units;
see Appendix D for how the continuous units are made. It is noteworthy, that time continuous
endomorphisms of IΓ⊙(F) correspond exactly to the strongly continuous local cocycles for the
CCR-flow of which IΓ⊙(F) is the associated product system.) By [BBLS04, Theorem 5.2.1],
the adjointable, possibly unbounded, time continuous morphisms are characterized one-to-one
by matrices γ η∗
η′ α
 ∈ Ba,bil

B
F
,
B
F′

.
(We think this remains true also for not necessarily adjointable morphisms, if we replace Ba,bil
with Bbil.) In the adjointable case, [BBLS04, Corollary A.7], which characterizes the contrac-
tive positive morphisms on IΓ⊙(F), when applied to the positive morphism a∗t at, also will pro-
vide a characterization of the contractive morphisms. (In the non-adjointable case, one should
switch to von Neumann modules.) Contractive for morphisms is almost the same as bounded.
(Only if ‖α⊙n‖ should remain uniformly bounded in n, there are bounded morphisms that are
not contractions. For instance, if F (or F′) is nilpotent to some degree, meaning F⊙n = {0} for
some n, just all morphisms are bounded and there are morphisms that are not contractive.)
The morphisms that are second quantizations, correspond precisely to matrices where only
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α is different from 0. This shows that we may not hope to get all morphisms as second quanti-
zations.
The natural question to characterize morphisms between all sorts of exponential systems and
to find out to what extent these can be characterized in a similar manner, raises a completely new
area of questions. It is important to note that the “parameters” F and F′ relate to a description
of the exponential product systems in an “infinitesimal way”. This possibility to put, in the
one-parameter case, everything into a single correspondence, is strictly related to the simple
structure of discrete one-parameter product systems; see Observation 6.1. Already in the case
of d–parameter product systems, the Fi for each marginal system may but need not be the same
F for all i = 1, . . . , d. In order to get hold of a suitable F (even in the one-parameter case), the
question whether or not a given exponential super/subproduct system embeds into a product
system, in the affirmative case, will be paired with the natural question, if this product system
can be chosen exponential. There are more related questions that are formulated and under
investigation by several authors for Hilbert spaces, and only partial answers to them exist; for
correspondences, difficulties will still increase even more. A very much related task would
be to characterize exponential systems intrinsically. For product systems this is done by type-
classification. (Arveson systems are exponential, if they are type I, that is, if they are generated
by their units. For C∗–correspondences, they have to be also spatial=existences of a central
unital unit; see Skeide [Ske06d]. For von Neumann correspondences, by [BBLS04] we get
back that type I is enough.) We will need to understand what this means for super/subproduct
systems. Some aspects, those related directly to units, will be addressed in the following remark.
6.11 Remark. In this conclusive remark we address the problem that the – now well-estab-
lished and, therefore, unchangeable – terminology product system together with already two
ramifications, superproduct system and subproduct system, can cause sometimes a certain head-
ache.
We are used to understand terminologies such as super- and submartingale as, usually com-
plementary, generalizations of the common part martingale. Here, complementary is to be
understood in the sense that having both super and sub, what we get is a martingale. So far,
this is fine also with product systems and its super and sub versions. However, this is almost
all where the ramification of product systems into super and sub parallels the corresponding
ramification for martingales.
It is easy to transform a super-martingale into a sub-martingale, or vice versa, simply by
multiplying it with −1. Correspondingly, the theory of super-martingales and the theory of
sub-martingales coincide. (Well, it gets more complicated if additional properties, like positive
super- and submartingales, are taken into consideration. But, let us consider these as second
order effect.) There is no such way to transform a superproduct system into a subproduct sys-
tem; and vice versa. However, an adjointable superproduct system can be transformed into
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something with a coproduct structure. Still, the adjoints of the product maps of a superproduct
system do not turn the superproduct system into a subproduct system. (For that, the adjoints
should be isometries, too, so that we actually have a product system to begin with.) However,
the adjoints are coproduct maps that fulfill everything required in the definition of subprod-
uct system, but isometricity. The same goes with the adjoints of the coproduct maps of an
adjointable subproduct system, which fulfill everything required from a product of a superprod-
uct system, but isometricity. Therefore, if we drop the condition of isometricity, at least for
adjointable product/coproduct maps, we get a sort of duality.
Since the name product system is already occupied, we propose the following definition –
for future work, only; it will be used only in the remainder of this section and not anywhere else
in these notes. (Gerhold and Skeide [GS18] adopted it.)
Definition. Let E◦ =
(
Et
)
t∈S be a family over S of B–correspondences Et.
If there is a family of maps πs,t ∈ Bbil(Es ⊙ Et, Est) fulfilling everything but, possibly, iso-
metricity from the definition of superproduct system, we say E◦ is a productive system and
denote it by E<.
If there is a family of maps γs,t ∈ Bbil(Est, Es ⊙ Et) fulfilling everything but, possibly, iso-
metricity from the definition of subproduct system, we say E◦ is a coproductive system and
denote it by E>.
A (co)productive system with contractive (co)product maps is called a contractive (co)prod-
uct system.
Note that we canceled the “-ive” from the contractive version. Since product system does
already exist, it should be clear that a contractive product system must be something different.
And we accept that the difference actually consists not in being more special but in being more
general (like super and sub).
It is noteworthy that (without doing the effort of an explicit formulation) Theorems 6.5 and
6.6 remain true for contractive (co)product systems, having contractive exponential systems.
(Apart from the obvious if-and-only-if statements regarding preservation if isometricity and
coisometricity of the (co)product maps, we may add a statement that density of the images under
the (co)product is preserved.) Contractivity is not strictly necessary. However, like for second
quantized morphisms, we have to control the norms of the discrete (co)products uniformly,
and contractivity is the easiest way to do this; and frequently, boundedness is equivalent to
contractivity.
For adjointable systems we had to prove only one version of Theorems 6.5 and 6.6, because
the other version follows by taking adjoints. So, we get the impression that for adjointable
systems, the two theories fall together. But also this is not entirely correct. The point is that
the notions of morphisms and units are different. If we have a morphism between adjointable
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productive systems, then it is the adjoint of that morphism (provided it exists) that is a morphism
between the adjoint coproductive systems, obviously in the opposite direction. There is, in
general, no way to show that the morphism itself is a morphism also for adjoint structure. We
dispense with a discussion of the mixed versions like morphism from a productive system into
a coproductive system. We also dispense with a further discussion the differences, and refer the
reader to Bhat and Mukherjee [BM10], where several types of morphisms between (continuous
time one-parameter) subproduct systems of Hilbert spaces are discussed. (Up to four types have
to be distinguished, corresponding to the 2 × 2 possibilities to look at the productive structure
or at the coproductive structure of domain and codomain of the potential morphism.) We only
have a slightly closer look at multiplicative and and comultiplicative units.
We defined units for a superproduct system as multiplicative units and units for subproduct
system as comultiplicative units. (It would be more consequent to call comultiplicative units
counits. But in these notes we are interested only in the two described cases, so we prefer not to
bother the reader, except for the discussion in this remark.) This is in both cases the strongest
possibility, because in both cases the isometric map, that is, the map that does not making loose
information, has been used. Additionally, for the non-adjointable systems in both cases, this is
the only map available. When we switch to general adjointable (co)productive systems, no such
property as isometry singles out what is the better notion. Again, when we drop adjointability,
there is only one possibility left.
Anyway, why do we worry about multiplicative units and comultiplicative units in one fixed
adjointable system, when it is clear what would be the natural notion, namely, (co)multiplicative
units for a (co)productive system? The reason is that there is already an example where both
sorts of units occur and where it is actually more important to look at the “wrong” sort of units.
In fact, the comultiplicative units for subproduct system are units also in any containing product
system; but even if the containing product system is the generated one (Theorem 5.21), we do
not get all units in that way. On the other hand, when we project units of a containing product
system down to the subproduct system, what we get are multiplicative units. Bhat and Mukher-
jee [BM10, Theorem 10] have shown that for (time continuous one-parameter) subproduct sys-
tems of Hilbert spaces, the multiplicative units of the subproduct system (modulo a growth
condition) are in one-to-one correspondence with the units of the generated Arveson system.
(In [BM10], comultiplicative and multiplicative units are called strong and weak, respectively,
units.) It is not known if this generalizes (appropriately) to (one-parameter) subproduct systems
of correspondences. (“Appropriately”, would surely include that the subproduct system has to
sit complementedly in the containing product system, while in that case, the requirement that
the subproduct system be adjointable (so that, multiplicative unit is meaningful), is automatic
by Corollary 5.12.) We may also ask if the results from [BM10] generalize to subproduct sys-
tems sitting in superproduct systems, or how everything generalizes beyond the one-parameter
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case. Another question would be, if there are analogue results for superproduct systems sitting
in (sub)product systems. The latter question is part of a whole set of question where we know
(at least, partial) answers for subproduct systems, while analogue questions for superproduct
systems have never been asked. We see a lot of potential, here.
Last but not least, the notion of (co)productive systems (where they arise) will lead to the
question whether they can be dilated to product systems or, possibly, dilated in stages to an inter-
mediate super/subproduct system. An embedding of a (co)productive system into a (co)product
system (in the sense that the (co)product of the embedded systems is recovered by restriction
of the unitary (co)product of the containing system) can never be obtained, if the to be embed-
ded system does not have an isometric (co)product. So, how does embedding of an adjointable
subproduct system into a a product system read, when we consider the subproduct system as a
contractive product system? The answer is, that the embedded family does not take its (coiso-
metric) product by restriction of the product of the product system, but that we have to project
the product down by a family of projections onto the subsystem (as is done in [SS09, Definition
5.1]). It is easy to capture the properties of this family of projections, and to present the out-
come as definition of what we would call a dilation of a contractive product system to a product
system. We do not go any further, but, we wish to mention that we do have at least two (quite
different) frameworks where proper contractive coproduct systems do occur quite naturally.
A similar discussion can be done for the suggested morphisms. (Except for the two structure
preserving sorts of morphisms, one for the multiplicative was to to look at the system and
one for comultiplicative way, there is another way, called weak morphism in [BM10], that is
weaker than both.) We dispense with giving details. But the whole discussion shows how,
as frequently happens when new mathematics is produced, that terminology created when the
first and most special instance of a structure occurs, is adopted to mean only the special case.
Some generalizations (attaining the same name for a more general structure) work well and are
intuitive (like the generalization of product system fromHilbert spaces to correspondences), and
others would feel awkward (like if we would call a productive system just a product system).
Of course, the terminology productive system is provocative; this is intentional. We use it (in
these notes, at least) only in this section.
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7 CP-Semigroups and subproduct systems
As we mentioned already, the notion of subproduct system (or inclusion system) was motivated
by the sort of structure that arises from CP-semigroups. The construction that does this, is sim-
ply the GNS-construction of the individual members of the CP-semigroup; this was observed
in [SS09, Section 3]. Actually, Shalit and Solel mostly considered a construction that is dual
to the GNS-construction and leads to the so-called Arveson-Stinespring correspondence. This
approach is limited to von Neumann algebras. We discuss the relation in Appendix A. While the
subproduct system of GNS-correspondences of a CP-semigroup does not require a construction
– accepting that there is the GNS-construction, the subproduct system is simply there –, we
cannot derive every subproduct system as a GNS-subproduct system. To get an analogue of the
result [SS09, Corollary 2.10] that every subproduct system on von Neumann correspondences
is the Arveson-Stinespring subproduct system of a (normal) CP-semigroup, we have to seek in
the (strict) Morita equivalence class of subproduct systems. This is what we do later in this
section. We start with discussing the GNS-subproduct system.
Recall that if E⊙ is a (sub)product system of B–correspondences over a monoid S with a
(contractive) unit ξ⊙ (so that, by definition of unit, B is unital), then Tt := 〈ξt, •ξt〉 defines a
(contractive) CP-semigroup on B over the monoid Sop. (The computation for units in subprod-
uct systems is the same as the computation in (4.1) for units in product systems we did after
Definition 4.3, and also holds for superproduct systems.)
Now suppose we start with a CP-semigroup T =
(
Tt
)
t∈Sop over S
op. We do the GNS-
construction (Et, ξt) for each Tt. Then,
ws,t : ξst 7−→ ξs ⊙ ξt
defines a bilinear isometry Est = spanBξstB → Es ⊙ Et. The family E5 =
(
Et
)
t∈S with the
structure maps ws,t is, clearly, a subproduct system over S, and the elements ξt ∈ Et form a
unit ξ⊙ for E5. Obviously, the pair (E5, ξ⊙) is determined uniquely up to unit-intertwining
isomorphism by the CP-semigroup T . We call E5 the GNS-subproduct system of T with cyclic
unit ξ⊙.
7.1 Observation. If T is the CP-semigroup arising from a unit ξ⊙ in a (super)product system,
then the subproduct system generated, by the unit as in Example 5.4, is (isomorphic to) the
GNS-subproduct system. We come back to this in Section 9.
7.2 Observation. It is clear that subproduct system with cyclic unit and CP-semigroup deter-
mine each other. (We exploited this already in Example 5.4.) The more important it is to
note that the subproduct system alone tells something, yes, but not everything about the CP-
semigroup. For instance, if
(
ct
)
t∈S is a (contraction) semigroup in B, then the GNS-subproduct
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system of the elementary CP-semigroup Tt := c
∗
t •ct (over Sop!) consists of the ideals spanBctB
generated by ct (with unit ξt = ct and embeddings cst 7→ cs⊙ct = csct ∈ Es⊙Et = spanBcsBctB
also being an ideal in B; see also Examples 8.1 and 8.2). If B is simple (and ct , 0 for t , 0),
then this GNS-subproduct system is just the trivial product system. Conversely, if the GNS-
subproduct systems is the trivial product system (or a subproduct subsystem of the trivial one),
then the unit is necessarily formed by elements ct of a semigroup in B giving, therefore, back
Tt as c
∗
t • ct. So, the (nonzero) elementary CP-semigroups on a simple C∗–algebra are exactly
those that have the trivial product system as GNS-subproduct system. But only the unit tells us
which is the CP-semigroup.
7.3 Remark. Existence of a unit depends on that B is required unital. We like to mention,
however, that the construction of the GNS-correspondences does not. In fact, the GNS-corre-
spondence E of a CP-map T fromA to B is obtained by defining on theA–B–bimoduleA⊗B
the (semi)inner product 〈a ⊗ b, a′ ⊗ b′〉 = b∗T (a∗a′)b′ and doing (Hausdorff) completion. (Only
for getting the cyclic vector as the image of 1 ⊗ 1 we would need units in the algebras.) Note
that for all a and all approximate units
(
uλ
)
λ∈Λ for B the limit
a ⊗ 1 := lim
λ
a ⊗ uλ
exists in E and does not depend on the choice of
(
uλ
)
λ∈Λ. (Attention: Nothing like this is true
for vµ ⊗ b, if T is not strict!) Now if S is a CP-map from B to C we get a B–C–correspondence
F in the same way, and we also get an A–C–correspondence G from the CP-map S ◦ T . We
want to define a map from G into E ⊙ F by
a ⊗ c 7−→ lim
λ
(a ⊗ 1) ⊙ (uλ ⊗ c).
Again, one easily checks that the limit exists and does not depend on the choice of the approxi-
mate unit. (Essentially, because the statement is true for the elements buλ ⊗ c of F for every b.)
Clearly, the map is a bilinear isometry. Iterations behave associatively. In this case, of course,
a CP-semigroup B gives a subproduct system Et together with the family of cyclic linear maps
b 7→ b ⊗ 1 ∈ Et and is determined by them.
Let us return to unital C∗–algebras. It is clear that not every subproduct system is the GNS-
subproduct system of a CP-semigroup. For instance, the GNS-subproduct systems consisting of
(nonzero) Hilbert spaces are necessarily the ones coming from (nonzero) CP-semigroups on C,
and thus are all one-dimensional. But there are product systems (a fortiori, there are subproduct
systems) of Hilbert spaces that are not one-dimensional. Even worse, there are unit-lessArveson
systems (that is, continuous one-parameter product systems of separable Hilbert spaces), which,
therefore, do not contain a single GNS-subproduct subsystem.
On the other hand, Arveson systems and other subproduct systems of Hilbert spaces do arise
from normal CP-semigroups on B(H) where H is a Hilbert space, that is, a Hilbert C–module.
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Several aspects of the following construction of subproduct systems ofB–correspondences from
a strict CP-semigroup T on Ba(E) where E is a full Hilbert B–module (strict means that each
Tt is a strict map), have appeared over the years in several papers.
7.4 Remark. The Arveson system of a normal (one-parameter) CP-semigroup on B(H) has
been defined by Bhat [Bha96] through dilation, as that of the dilating E–semigroup in the unique
minimal dilation. Skeide [Ske03] has directly constructed from the GNS-subproduct system of
that CP-semigroup a subproduct system of Hilbert spaces; the Arveson system generated by
that subproduct system coincides with Bhat’s Arveson system. Calculating this subproduct sys-
tem for Powers’ sum of spatial CP-semigroups and comparing it with the one used in Skeide
[Ske06a] to construct the product of spatial product systems, the Arveson system of the Pow-
ers sum is identified with the spatial product of the Arveson systems of the summands. Bhat
and Mukherjee [BM10] recovered the construction of the spatial product as a special case of
their amalgamated product of Arveson systems. The construction of the subproduct system of
Hilbert spaces for a CP-semigroup in B(H), has been generalized to strict (still one-parameter)
CP-semigroups on Ba(E) by Bhat, Liebscher, and Skeide [BLS08, Ske10]. The key operation
of this construction is a strict version of Morita equivalence for correspondences, which is also
at the heart of the construction of product systems out of E–semigroups (Skeide [Ske09c]) and
the representation theory of Ba(E) (Muhly, Skeide, and Solel [MSS06]). Morita equivalence
for correspondences is from Muhly and Solel [MS00] and for product systems from Skeide
[Ske09c]. But, actually, Morita equivalence of correspondences is a functor that respects tensor
products and inclusions, so it makes sense also for super- and subproduct systems; that is what
we explain in the sequel.
For the balance of this section, we do not require C∗–algebras to be unital.
A correspondence M from B to C is a Morita equivalence if there is an inverse corre-
spondence N from C to B such that M ⊙ N  B and N ⊙ M  C. (This definition is pro-
posed in Skeide [Ske16, Section 2], which we follow for the whole discussion. It is shown
that it is equivalent to one of the usual definitions (Lance [Lan95, Section 7]), and it is shown
that we may (and, of course, will) choose the isomorphisms such that they are compatible
with (M ⊙ N) ⊙ M = M = M ⊙ (N ⊙ M) and with (N ⊙ M) ⊙ N = N = N ⊙ (M ⊙ N).)
If E is a B–correspondence, then we may define the Morita equivalent C–correspondence
F := N ⊙ E ⊙ M.
A full Hilbert B–module E is a Morita equivalence from the compacts K(E) to B. In fact,
the inverse of E is given by the dual correspondence E∗ := {x∗ : x ∈ E} = K(E,B) ⊂ Ba(E,B)
with inner product 〈x∗, y∗〉 := xy∗ and bimodule operations bx∗a := (a∗xb∗)∗. Moreover, we
shall always use the canonical identifications E∗ ⊙E = B via x∗ ⊙ y = 〈x, y〉 and E ⊙E∗ = K(E)
via x ⊙ y∗ = xy∗. (Note that x ⊙ y∗ ⊙ z = x〈y, z〉 no matter which tensor product is calculated
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first, and that x∗ ⊙ y ⊙ z∗ = (z ⊙ y∗ ⊙ x)∗.) Clearly, if we have K(E)–correspondences Fi, then
Ei := E
∗ ⊙ Fi ⊙ E are B–correspondences. And, clearly, this operation respects tensor products
in the sense that if F1 ⊙ F2  F3 via an isomorphism u then E1 ⊙ E2  E3 via the induced
isomorphism idE∗ ⊙u ⊙ idE. So, a (super)(sub)product system of K(E)–correspondences gives
rise to a (super)(sub)product system of B–correspondences.
Now suppose we have Ba(E)–correspondences Fi. In order that
E1 ⊙ E2 = (E∗ ⊙ F1 ⊙ E) ⊙ (E∗ ⊙ F2 ⊙ E) = E∗ ⊙ F1 ⊙K(E) ⊙ F2 ⊙ E (7.1)
gives E3 = E
∗ ⊙ F3 ⊙ E, it is necessary to “make disappear” the K(E) in between F1 and
F2. Our B
a(E)–correspondences will frequently be full (even with unit vectors) over Ba(E),
so that in this case there is no way that F1 ⊙ K(E) = span F1K(E) could coincide with F1.
Likewise, we cannot guarantee, in general, that K(E) ⊙ F2 = spanK(E)F2 is equal to F2. (For
instance, the identity correspondence Ba(E) does not fulfill that.) However, we frequently can
guarantee, for instance, when speaking about strict CP-semigroups on Ba(E), thatK(E) ⊙ F2 ⊙
E = spanK(E)(F2 ⊙ E) = F2 ⊙ E. We, then, say the correspondence F2 ⊙ E from Ba(E) to
B is strict. We borrow the following result from Skeide and Sumesh [SS14, Lemma 3.1], and
repeat also the simple proof. (This lemma gives rise to the result [SS14, Theorem 3.2], which,
as explained in [SS14, Remark 3.3], is a unified version of the KSGNS-construction (see Lance
[Lan95, Section 5]) and the representation theory of Ba(E). The latter case we illustrate in
Example 7.9, below.)
7.5 Proposition. Let E be a Hilbert B–module and let F be a Hilbert C–module (where B and
C are not necessarily unital C∗–algebras). Let T : Ba(E)→ Ba(F) be a CP-map and denote by
F its GNS-correspondence. Then T is strict if and only if the correspondence F⊙F fromBa(E)
to C is strict.
Proof. Suppose F ⊙ F is strict. Denote by ζ ∈ F the cyclic vector, and define ζ ⊙ idF ∈
Ba(F,F ⊙ F) as y 7→ ζ ⊙ y. Then, clearly, T = 〈ζ, •ζ〉 = (ζ ⊙ idF)∗ • (ζ ⊙ idF) is strict.
Conversely, suppose T is strict. This means, in particular, that for every bounded approx-
imate unit
(
uλ
)
λ∈Λ and for every a ∈ Ba(E), the bounded net T (a∗(idE −uλ)∗(idE −uλ)a) con-
verges strictly in Ba(F) to 0. For a ∈ Ba(E), a′ ∈ Ba(F)), and y ∈ F, it follows that the net
uλ(aζa
′ ⊙ y) = uλaζ ⊙ a′y converges in norm to aζ ⊙ a′y = aζa′ ⊙ y.
7.6 Corollary. If T is strict, then
F ⊙ F = K(E) ⊙ F ⊙ F = E ⊙ E∗ ⊙ F ⊙ F = E ⊙ E
as Ba(E)–C–correspondences, where we define the B–C–correspondence E := E∗ ⊙ F ⊙ F.
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7.7 Corollary. Let T be a strict CP-semigroup over Sop on Ba(E) and denote by
(
Ft
)
t∈S its
GNS-subproduct system. Then the B–correspondences Et := E∗ ⊙ Ft ⊙ E (t , 0) and E0 := B
form a subproduct system, the subproduct system of B–correspondences associated with T .
Usually, we shall require that E is full, so that E∗⊙ F0⊙E = E∗⊙E = B = E0, automatically.
Since all Et may be viewed also as correspondences over BE, we may simply reduce to full E
by making B smaller.
By (7.1), we always get Es⊙Et ⊂ E∗⊙Fs⊙Ft⊙E. We emphasize that the crucial contribution
of Proposition 7.5 to Corollary 7.7, is that strictness of the Tt leads to equality Es ⊙ Et =
E∗ ⊙ Fs ⊙ Ft ⊙ E, and only then by Fs ⊙ Ft ⊃ Fst, to the subproduct system property of
(
Et
)
t∈S.
Note, however, that strictness is not necessary.
7.8 Example. Let E = H be an infinite-dimensional Hilbert space, and let T be the CP-map
on B(H) defined by T (a) := idH ϕ(a)k
∗k where ϕ is a state that annihilates K(H) and where
k ∈ K(H). Note that T is not strict. If (G, η) =GNS-ϕ, then GNS-T = (F := G⊗K(H), ζ := η⊗k)
with B(H) acting from the left on the factor G. We find F ⊙ F = (G ⊗K(H)) ⊙ (G ⊗K(H)) =
G ⊗ (K(H) ⊙G) ⊗K(H) = {0}, because K(H) ⊙G = {0}. Also, E := E∗ ⊙ F ⊙ E = (H∗ ⊙G) ⊗
(K(H) ⊙ H) = {0}, because H∗ ⊙G = {0}. So, despite the semigroup T n is not strict, we obtain
Em ⊙ En = E∗ ⊙ Fm ⊙ Fn ⊙ E for all m, n ∈ N0. Note that both the Fn and the En form even a
product system.
On the other hand, if
(
Ft
)
t∈S happens to be a product system, then by (7.1) we always get that(
Et
)
t∈S is a superproduct system; by the discussion preceding Example 7.8,
(
Et
)
t∈S is a product
system if T is strict. The following example captures the most prominent situation when
(
Ft
)
t∈S
is a product system.
7.9 Example. If ϑ is an E–semigroup on Ba(E), then Ft = ϑtϑt(idE)B
a(E) and the Ft form
a product system (with as ⊙ a′t 7→ ϑt(as)a′t). Consequently, the Et := E∗ ⊙ ϑtϑt(idE)Ba(E) ⊙ E
= E∗⊙ϑtϑt(idE)E form a superproduct system of B–correspondences, which is a product system
if ϑ is strict. (The product induced by (7.1) simplifies to a form we reproduce in (9.1), where we
need it.) This is the product system associated with a strict E–semigroup as in Skeide [Ske09c]
(preprint 2004).
Actually, in [Ske09c] we discuss only E0–semigroups, and we use the notation Et = E
∗⊙tE.
We shall use the same notation for E–semigroups. Note, however, that ϑtE is not a correspon-
dence unless ϑt is unital.
Note that the situation of endomorphisms in Example 7.9 is not necessary for that
(
Ft
)
t∈S is
a product system. In fact, every non-Markov CP-semigroup on C is an example.
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7.10 Observation. Note that not only ζ, but every element Y ∈ F gives rise to an operator
LY := Y ⊙ idF ∈ Ba(F,F ⊙ F) = Ba(F, E ⊙ E); see Skeide [Ske09c, Section 7] for de-
tails. Clearly, L∗
Y
LY′ = 〈Y, Y ′〉 and LYa = LYa, so we may identify F as a concrete operator
B
a(F)–submodule of Ba(F, E ⊙ E). This submodule is spanBa(E)LζBa(F); it is strictly dense
(equivalently, ∗–strongly dense) in Ba(F, E ⊙ E).
Conversely, suppose we have a correspondence E from B to C and a map L ∈ Ba(F, E ⊙ E),
and suppose we define the (strict) CP-map T (a) = L∗aL. Then the GNS-correspondence of T
is F := spanBa(E)LBa(F) ⊂ Ba(F, E ⊙ E) with cyclic vector L. It is ∗–strongly and, therefore,
strictly dense in Ba(F, E ⊙ E) if and only if spanBa(E)LF = E ⊙ E. If E is full (or if the range
ideal BE := span〈E, E〉 acts nondegenerately on E, so that E is a also a correspondence from
BE to C), then we get
E∗ ⊙ F ⊙ F = E∗ ⊙ E ⊙ E = E.
(Otherwise, we get spanBEE, with which we may replace E.) Comparing this identification
with Corollary 7.6, we see that we recover E as span
{
(x∗ ⊙ idE)Ly : x ∈ E, y ∈ F
}
.
GNS-subproduct systems need not be adjointable. We discuss several examples in Section
8. However, if a subproduct system is adjointable, then, as we now show, it comes from a strict
CP-semigroup on a suitable Ba(E). In these notes, we limit ourselves to CP-semigroups and
subproduct systems without continuity conditions, even if the monoid is topological. Conse-
quently, we may not expect that our constructions give “small” objects, for instance, preserving
separability.
7.11 Theorem. Let E5 =
(
Et
)
t∈S be an adjointable subproduct system of B–correspondences
over a cancellative monoid S. Then there are a (full) Hilbert B–module E and a strict CP-
semigroup T over Sop onBa(E) such that T has E5 as associated subproduct system ofB–corre-
spondences.
Proof. Since the ws,t are adjointable, we may define the associative product xsyt := w
∗
s,t(xs ⊙
yt) ∈ Est. Define E :=
⊕
s∈S Es. Then vt : E ⊙ Et → E defined by
vt : (xs ⊙ yt) 7−→ w∗s,t(xs ⊙ yt)
is an adjointable(!) partial isometry inBa(E) with range
⊕
s∈S Est. (Here is, where we need that
S is cancellative.) Moreover, the action xyt := vt(x ⊙ yt) iterates associatively with the product,
respectively, the v∗t iterate coassociatively with the coproduct, that is,
(idE ⊙ws,t)v∗st = (v∗s ⊙ idt)v∗t .
So, the strict CP-maps Tt defined by
Tt(a) := vt(a ⊙ idt)v∗t
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form a semigroup T over Sop on Ba(E). Indeed,
Tt(Ts(a)) = vt
(
(vs(a ⊙ ids)v∗s) ⊙ idt
)
v∗t = vt(vs ⊙ ids)(a ⊙ ids ⊙ idt)(v∗s ⊙ ids)v∗t
= vst(idE ⊙w∗s,t)(a ⊙ ids ⊙ idt)(idE ⊙ws,t)v∗st = vst(a ⊙ idst)v∗st = Tst(a).
(Note that in the step (idE ⊙w∗s,t)(a ⊙ ids ⊙ idt)(idE ⊙ws,t) = (a ⊙ idst) we used that ws,t is an
isometry.)
The subproduct system of B–correspondences E5 associated with T is given by the corre-
spondences Et := E
∗ ⊙ Ft ⊙ E where Ft is the GNS-correspondence of Tt. From Observation
7.10, we know that Ft = spanB
a(E)v∗tB
a(E) and that Et = span(E
∗ ⊙ idt)v∗t E  Et (via the
canonical isomorphism (x∗ ⊙ idt)v∗t x′ 7→ x∗ ⊙ ζt ⊙ x′). The subproduct system coproduct of
F5 =
(
Ft
)
t∈S maps v
∗
st ∈ Fst to v∗s ⊙ v∗t ∈ Fs ⊙ Ft (and this determines the coproduct). The
coproduct of the subproduct system E5 is defined by
Est = E
∗ ⊙ Fst ⊙ E −→ E∗ ⊙ Fs ⊙ Ft ⊙ E = E∗ ⊙ Fs ⊙ E ⊙ E∗ ⊙ Ft ⊙ E = Es ⊙ Et.
Since we stick to E∗ ⊙ Fst ⊙ E = spanE∗ ⊙ ζst ⊙ E and since ζst is mapped to ζs ⊙ ζt, this means
we have to write the latter as an element of Fs ⊙ Ft = Fs ⊙ E ⊙ E∗ ⊙ Ft. So, let
(∑nλ
i=1
z′
i
λzλ
i
∗)
λ∈Λ
be a bounded approximate unit for K(E) consisting of finite-rank operators. It follows that the
coproduct map is
Est ∋ x∗ ⊙ ζst ⊙ y 7−→ lim
λ
nλ∑
i=1
(x∗ ⊙ ζs ⊙ z′iλ) ⊙ (zλi
∗ ⊙ ζt ⊙ y) ∈ Es ⊙ Et.
We, therefore, have to check that
Est ∋ (x∗ ⊙ idst)v∗sty 7−→ lim
λ
nλ∑
i=1
((x∗ ⊙ ids)v∗sz′iλ) ⊙ ((zλi
∗ ⊙ idt)v∗t y) ∈ Es ⊙ Et.
gives back ws,t. Now,
((x∗ ⊙ ids)v∗sz′) ⊙ ((z∗ ⊙ idt)v∗t y) = (x∗ ⊙ ids ⊙ idt)(v∗s ⊙ idt)(z′z∗ ⊙ idt)v∗t y.
Inserting for z′z∗ the approximate unit and taking into account that the action of Ba(E) at that
place is strict, we get
lim
λ
nλ∑
i=1
((x∗ ⊙ ids)v∗sz′iλ) ⊙ ((zλi
∗ ⊙ idt)v∗t y) = (x∗ ⊙ ids ⊙ idt)(v∗s ⊙ idt)v∗t y
= (x∗ ⊙ ids ⊙ idt)(idE ⊙ws,t)v∗sty = ws,t(x∗ ⊙ idst)v∗sty.
7.12 Remark. In showing that the associated subproduct system E5 coincides with the original
one E5, we did every effort to produce a proof that does not depend on the specific nature of
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the vt. The only important point is that B
a(E)v∗t E is total in E ⊙ Et. This easily follows, by
applying the specific v∗t to xt ∈ Et ⊂ E which is sent to ω ⊙ xt where we defined the vacuum
ω := 1 ∈ E0 ⊂ E. Letting act yω∗ gives any y ⊙ xt. (Anyway, the concrete vt do not make the
proof any simpler.) If, in the case of topological monoids with right invariant measures, we take
direct integrals instead of direct sums, the solution of this problem, though possible, is more
cumbersome.
7.13 Remark. The vt are isometries if and only if E
5 is a product system and T is an E–semi-
group. (This possibility to construct an E–semigroup for a product system is well-known folk-
lore.) Since the vt are definitely not unitaries, T is not an E0–semigroup. For well over 15 years,
even for Arveson systems there were only hard proofs of the fact that every Arveson system
comes from an E0–semigroup; see Arveson [Arv89a, Arv90b, Arv90a, Arv89b] and Liebscher
[Lie09] (preprint 2003). The elementary proof for Arveson systems in Skeide [Ske06a], made
it possible to resolve the same problem also for one-parameter product systems of correspon-
dences in Skeide [Ske07, Ske16]. The adaptation of this proof would work only for very special
monoids.
We also ask the question if every subproduct system is the subproduct system of a strict
Markov semigroup on some Ba(E). (Here, we would need vt that are coisometries. This is as
difficult as the construction of E0–semigroups for product systems.)
We close this section, answering the natural question how the CP-semigroup constructed in
Theorem 7.11 behaves under isomorphism of subproduct systems.
7.14 Observation. Suppose we have two adjointable subproduct systems E5 and E′5 over a
cancellative monoid S, and construct E(
′), v
(′)
t , and T
(′) as in the proof of Theorem 7.11. Let
i5 =
(
it
)
t∈S be an adjointable embedding of E
5 into E′5. (That is, recall, the it are adjointable
isometries Et → E′t satisfying it = idB and (is ⊙ it)ws,t = w′s,tist.) Then we may define an
adjointable isometry i : E → E′ acting fiberwise as it. Clearly, ivt = v′t(i ⊙ it). It follows that
itTt(a)i
∗
t = (itvt)(a ⊙ idt)(itvt)∗ = v′t(iai∗ ⊙ iti∗t )v′∗t .
If the embedding is an isomorphism, then the latter is precisely T ′t (iai
∗), so that the CP-semi-
groups T and T ′ are conjugate.
(Note: If it is not surjective, then there is no possibility to interpret this in terms of T
′
t ,
because E′ is full (so that a′ ⊙ idt determines a′ whatever a′ is, while a′ ⊙ iti∗t does not) and v′∗t is
surjective, while v′t is injective. In fact, if E
′5 is a product system, then T ′ is an E–semigroup,
and if itTt(a)i
∗
t would equal T
′
t (iai
∗), then also T would have to be an E–semigroup, meaning
that also E5 had to be a product system. What we can say, is that the CP-map Tt is dominated
by the CP-map i∗tT
′
t (i • i∗)it.)
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8 Examples: CP-semigroups with nonadjointable GNS-sub-
product systems
In Theorem 7.11 we showed for cancellative monoids that every subproduct system comes in
some sense from a CP-semigroup – provided it is adjointable, leading to that also the GNS-
subproduct system of that CP-semigroup is adjointable. The more important it is to answer the
question, whether there are GNS-subproduct systems that are not adjointable. In this section,
we find examples of such CP-semigroups.
In the existent literature on subproduct systems, starting with Shalit and Solel [SS09],
with each discrete one-parameter subproduct system, there are associated operator algebras
generalizing the well-known Cuntz-Pimsner(-Toeplitz) algebras (Pimsner [Pim97] and (non-
selfadjoint) tensor algebras (Muhly and Solel [MS98]), which, in our language, would corre-
spond to discrete one-parameter product systems. While in the von Neumann case considered
in [SS09], adjointability is automatic, Viselter [Vis10, Vis12] started to consider the C∗–case;
here, adjointability is necessary to work and included in the definition of subproduct system.
There are several subsequent papers by Dor-On and Markiewicz [DOM14, DOM17] adopting
this setting. In this section we provide several examples of CP-semigroups with nonadjointable
GNS-subproduct systems. Example 8.3 below is from an unpublished note [DO14] by Dor-On
that motivated him to propose in [DO18] a different construction without adjointability.
8.1 Example. Choose c ∈ B. Then the GNS-correspondence of the elementary CP-map T :=
c∗ • c is the ideal generated by c with cyclic vector c. (This is true even if B is not necessarily
unital.) For c, d ∈ B denote by (E, c), (F, d), and (G, cd) the GNS-constructions for T := c∗ • c,
S := d∗ • d, and S ◦ T = (cd)∗ • (cd), respectively. Note that E ⊙ F = spanBcBdB. (See also
Observation 7.2.)
Suppose we have c and d such that G is an essential ideal in B, and such that there exists
b ∈ B with cbd < G (so that, in particular, G is a nontrivial ideal). It follows that G is a
nontrivial essential ideal also in E ⊙ F, and as such a noncomplemented Hilbert submodule
of E ⊙ F. Consequently, the embedding of the GNS-correspondence of S ◦ T into the tensor
product of those for T and for S is not adjointable. If we find an elementary CP-semigroup
Tt = c
∗
t • ct for some semigroup ct in B such that ct = c and cs = d, then its GNS-subproduct
system is not adjointable.
Here is an explicit choice: Let C be a unital C∗–algebra (for instance, B(H) for an infinite-
dimensional separable Hilbert space H) with a nontrivial essential ideal I (for instance K(H))
with a self-adjoint element k ∈ I that generates I as an ideal. Put B = M2(C) and c =
k 1
0 −k
.
Then c2 =
k2 0
0 k2
 generates the essential ideal M2(I), and b =
0 0
1 0
 is in B such that cbc =
 k 1−k2 −k

is not in M2(I). So the CP-semigroup Tn = (c
n)∗ • (cn) over N0 does not have an adjointable
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GNS-subproduct system.
Of course, exponentiating Example 8.1 as in the Example-Section 6, will produce a contin-
uous time example. We prefer to add here another construction.
8.2 Example. Bhat and Skeide [BS15, Lemma 2.4(1)] show how to interpolate a discrete semi-
group of of isometries S˘n in Br(E˘) to a strongly continuous semigroups of isometries St in
Br(L2[0, 1] ⊗ E˘) in the sense that Sn = idL2 ⊗ S˘n for all n ∈ N0. The semigroup St is simply
defined by the formula
St := (ut ⊗ idF˘)
(
II [0,1−(t−nt)) ⊗ S˘nt + II[1−(t−nt ),1) ⊗ S˘nt+1
)
,
where nt is the largest integer ≤ t, IIS is the indicator function of the set S , and ut is the uni-
tary right shift modulo 1 on L2[0, 1], that is, ut f (x) = f ((x − t) mod 1). It is clear that the
above formula for interpolation also works if S˘ is not necessarily an isometry. Replacing s˘ with
the contraction c from Example 8.1 we get a contraction semigroup St (adjointable, because
c is). Clearly, whatever is true for the GNS-correspondences of the CP-maps (cn)∗ • (cn) and
their tensor products, is also true for the GNS-correspondences of the CP-maps (Sn)
∗ • (Sn) =
idB(L2) ⊗(cn)∗ • (cn).
The preceding examples are essentially noncommutative, and it is natural to ask whether
all GNS-subproduct systems over a commutative C∗–algebra B are adjointable. The answer is
negative, but it is much harder to exhibit a commutative example with all details (let alone find
one). Here is the promised example from Dor-On [DO14].
8.3 Example. Let B = C[0, 1] and consider the Markov map
T : f 7−→
[
x 7→ 1
2
f (1
2
) + 1
2
f (x2)
]
on B. It can be shown that the GNS-subproduct system of the Markov semigroup (T n)n∈N0 is
non-adjointable; we omit the details.
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9 Dilations and superproduct systems
In Example 7.9, we have recovered how to associate with a strict E–semigroup ϑ over the
monoid Sop on Ba(E) (where E is a full Hilbert B–module) a product system E⊙ = (Et)t∈S over
S of B–correspondences Et := E∗ ⊙t E. In this section, we examine to what extent we can do
the same for the E–semigroup θ of a dilation (A, θ, p). It turns out that we are led only to super-
product systems – superproduct systems containing, for strong dilations, the GNS-subproduct
system of the dilated semigroup – but not always a product system. Still, this allows us to
show existence of Markov (CP-)semigroups that do not admit any (strong) dilation; see the
Example-Section 18. The superproduct systems of weak dilations may contain or not contain
the GNS-subproduct system. The latter exhibit such bad behaviour that we call the other dila-
tions good. We give an illustration in the Example-Section 20; note that Bhat’s example 2020.1,
is a discrete one-parameter example.
The obstacles to obtain a product system are two-fold. Already for the Et constructed from
an E–semigroup on Ba(E), for that the (always associative) product
(x∗ ⊙s x′) ⊙ (y∗ ⊙t y′) 7−→ (x∗ ⊙s x′)(y∗ ⊙t y′) := x∗ ⊙st ϑt(x′y∗)y′ (9.1)
among the Et generates all Est on the right-hand side, we need that ϑt is strict; otherwise, we
only get a superproduct system. This raises the question, what does ‘strict’ mean for the en-
domorphisms θt of a strong dilation (A, θ, p). (It would be clear, if the dilation is full so that
A = Ba(Ap); see Proposition 2.6 and the discussion preceding it. We come back to this ques-
tion when we discuss topological questions in Section 19 closely related to notions of minimal-
ity in Section 21.) Fortunately, the question about the right topology in which each θt should be
continuous, goes away in the von Neumann-case; they should be normal and normality does not
depend on how we representA. Unfortunately, in the following construction of a superproduct
system from (A, θ, p), there are more serious, algebraic, obstacles why in general we only get
a superproduct system (see Examples 13.1 and 13.3). Also these obstacles will be discussed in
more detail in Section 19. For now, let us concentrate on getting the construction.
Recall from Skeide [Ske02], that if E has a unit vector ξ, then the product system of the
strict E–semigroup ϑ on Ba(E) may also be obtained as follows: Put Et = ϑt(ξξ
∗)E and define
a left action of B on Et by bxt := ϑt(ξbξ∗)xt. Then
xs ⊙ yt 7−→ ϑt(xsξ∗)yt
turns
(
Et
)
t∈S into a product system E
⊙ (a superproduct system, if ϑ is not strict). This imitates
Bhat’s construction [Bha96] for Hilbert spaces, where unit vectors exist in abundance; [Ske02]
just added the “correct” left action. As mentioned in Skeide [Ske04b, Section 1] (version 4), the
maps x∗ ⊙t y 7→ ϑt(ξx∗)y establish an isomorphism E⊙ → E⊙ with inverse given by ϑt(ξξ∗)z 7→
ξ∗ ⊙t z.
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By Proposition 2.6, if we have a full dilation (A, θ, p), then it can be written as a module
dilation (E, ϑ, ξ), where E = Ap and ξ = p and, by fullness, Ba(E) = A, identifying also ϑ
with θ. Comparing the roles of ξ and p, we are ready to imitate the construction from [Ske02]
directly in terms of (A, θ, p).
9.1 Theorem. LetA be a C∗–algebra with unit 1, let θ be an E–semigroup over Sop onA, and
let p be a projection in A. Put B := pAp, and define the Hilbert B–submodules Et := θt(p)E
of the Hilbert B–module E := Ap. Define the left action b.xt := θt(b)xt of B on Et. Then the
maps vs,t defined by
vs,t : xs ⊙ yt 7−→ θt(xs)yt
(xs ∈ θs(p)Ap, yt ∈ θt(p)Ap) turn E4 =
(
Et
)
t∈S into a superproduct system over S.
Proof. Note that the action of θt(a) defines a (∗!)representation of theC∗–algebraA on E = Ap,
which, therefore, is a contraction into Ba(E). Since the unit of B is p, the left action of B on Et
is unital, so the Et are, indeed, correspondences over B. Also,
θt(θs(p)ap)θt(p)a
′p = θst(p)θt(ap)a
′p ∈ Est. (9.2)
(Recall that θ is a semigroup over Sop so that θt ◦ θs = θst.) For xs = θs(p)a1p, yt = θt(p)a2p,
x′s = θs(p)a3p, y
′
t = θt(p)a4p, we see that
〈xs ⊙ yt, x′s ⊙ y′t〉 =
〈
(θs(p)a1p) ⊙ (θt(p)a2p), (θs(p)a3p) ⊙ (θt(p)a4p)
〉
=
〈
θt(p)a2p,
〈
θs(p)a1p, θs(p)a3p
〉
.θt(p)a4p
〉
=
〈
θt(p)a2p, θt((θs(p)a1p)
∗θs(p)a3p)θt(p)a4p
〉
=
〈
θt((θs(p)a1p)θt(p)a2p, θt((θs(p)a3p)θt(p)a4p
〉
=
〈
θt(xs)yt, θt(x
′
s)y
′
t
〉
,
so the vs,t are isometries. Of course, E0 = θ0(p)Ap = B and v0,t, vt,0 fulfill the marginal condi-
tions. Finally,
(xr ⊙ ys) ⊙ zt 7−→ θt(θs(xr)ys)zt = θst(xr)θt(ys)zt,
xr ⊙ (ys ⊙ zt) 7−→ θst(xr)θt(ys)zt.
Thus, E4 =
(
Et
)
t∈S is a superproduct system over S.
9.2 Observation. Note that Et is, clearly, isomorphic to E
∗ ⊙t E := E∗ ⊙θt θt(1A)E, where the
tensor product overK(E) ⊂ A is for the left action on E is via θt like the one of ϑt in Example
7.9. Also the superproduct system structure is the right one, given by (9.1).
In Theorem 9.1 we did not require that (A, θ, p) is a dilation.
9.3 Theorem. Let (A, θ, p) and E4 be as in Theorem 9.1, and put ξt := θt(p)p.
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1. If (A, θ, p) is a strong dilation, then the ξt form a unit ξ⊙ for E4.
2. If the ξt form a unit ξ
⊙ for E4, then (A, θ, p) is a weak dilation.
3. In either case, the superproduct system E4 of θ contains the GNS-subproduct system((
spanBξtB
)
t∈S , ξ
⊙
)
as a subproduct subsystem.
Proof. 1. If we have a strong dilation, then θt(p)p = θt(1)p, so
ξsξt = vs,t(θs(p)p ⊙ θt(p)p) = θt(θs(p))θt(p)p = θt(θs(p))θt(1)p = θt(θs(p))p = θst(p)p.
2. Whatever (A, θ, p) is, we always have 〈ξt, (pap)ξt〉 = pθt(pap)p. So, (A, θ, p) is a weak
dilation if and only if the Tt := 〈ξt, •ξt〉 form a semigroup. The latter is the case, if the ξt form a
unit.
3. This follows from Example 5.4.
9.4 Remark. Note that the proof of Theorem 9.3(1) is slightly more elaborate than the proof of
the analogue statement in [Ske00c, Proposition 3.1], where p is increasing.
9.5 Observation. From the formula in the proof, we also find ξsξt = θst(p)θt(p)p in the gen-
erality of Theorem 9.1. So, the question if the ξt form a unit amounts to the question if
θst(p)θt(p)p = θst(p)p. Written in the form
θst(p)θt(1 − p)p = 0 (9.3)
(taking also into account that θst(p) = θst(p)θt(1)), we see explicitly that the condition to be
good is weaker than the condition
θt(1 − p)p = 0 (9.4)
to be strong in Theorem 2.13(1). It cannot be overemphasized that both conditions, (9.4) and
(9.3), also imply the statement that the triple (A, θ, p) actually is a dilation. Frequently, they are
the only applicable criteria that allow to check that the Tt form a semigroup. See, in particular,
the discussion of compressions in Subsections 21(ii) and 21(iii).
9.6 Example. Suppose θ is an elementary E–semigroup (over Sop) on A, so that there is a
semigroup w (over S) of coisometries wt ∈ A such that θt = w∗t • wt. For a projection p ∈ A,
we find Et := w
∗
t pwtAp = w∗t pAp = w∗tB. We easily check that b 7→ w∗t b establishes an
isomorphism of superproduct systems from the trivial product system B⊙ onto the superproduct
system E4, which, therefore, is a product system. (Obviously, the image of the unit 1⊙B for B⊙
the unit ω⊙ for E4 formed by the ωt := w∗t ∈ Et. But this is not a unit that interests us very much
in this context.)
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Now suppose that (A, θ, p) is a solidly elementary dilation, so that the ct := pwtp form a
contraction semigroup. Then ξt := w
∗
t pwtp = w
∗
t ct is the image of ct under the isomorphism,
and since the ct form a unit for B⊙, so do the elements ξt in Et.
Theorem 9.3 is about the question whether for the triple (A, θ, p) the ξt := θt(p)p form a
unit. By the importance of the consequences, we call such triples good. Part 9.3(2) tells us that
good triples are weak dilations. Example 3.4, taking into account also Example 9.6, furnishes
good solidly elementary dilations (with product system) in the discrete one-parameter case,
which may be strong or not. By the procedure in Example 3.5, this lifts to the continuous time
one-parameter case. So, being good is not sufficient for being strong.
Bhat’s Example 20(iv) gives a weak dilation of an elementary (even scalar!) CP-semigroup
which is not good. (Here, we do not know if we can get a continuous time example.) So, the
condition in 9.3(2) is not necessary. Tensor products and direct sums of dilations are, clearly,
good if and only if both constituents are good. Therefore, while all dilations of Markov semi-
groups are strong, hence, good, discrete one-parameter non-Markov CP-semigroup that decay
sufficiently fast admit dilations that are not good. (Namely, if the CP-semigroup can be written
as product, hence, tensor product of another CP-semigroup with the scalar CP-semigroup from
Example 20(iv).)
Theorem 9.3(1) does have a partial converse in Theorem 21.4. Namely, a minimally strict
dilation is good if and only if the dilation is strong. Strictness of an algebraically minimal di-
lation is a much clearer (and natural) condition, which in the von Neumann case is, anyway,
replaced by the omnipresent condition to be normal. Since algebraic minimality can always
be achieved, and since the appropriate minimalization procedure preserves goodness, we get,
essentially, that existence of a good dilation implies existence of a strong dilation. (“Essen-
tially”, refers to that we get the statement in the von Neumann case.) The topological issues are
explained in Section 19, while questions of minimality are dealt with in Section 21.
We have now reached the basic connection between CP-semigroups and subproduct sys-
tems in Section 7 and between dilations and superproduct systems in the present section. The
discussion in Theorem 9.3 shows the importance of the situation where the subproduct system
sits in the superproduct system, that is, of good dilations. And in Section 12 (in particular,
Theorem 12.9) we will see the importance of the question whether the superproduct system of
a good dilation embeds into a product system. This appears to be a good moment to collect the
questions that are suggested by these and other considerations. We put them down in the next
section. There, we also recall the answers we can already give, anticipate the answers we will
give later on in these notes, and single out the questions to which we will not be able to give an
answer in what follows.
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10 Questions: With and without answers
Let us rest for a moment to see what we have achieved in the preceding sections, and to which
natural questions this leads.
• With every weak dilation – actually, with every triple – (A, θ, p) we have associated a
superproduct system. If the dilation (or the triple) is full, that is if A = Ba(Ap) in the
sense of Proposition 2.6, and if it is strict (or normal on the von Neumann case) in the
sense that each θt is strict (or normal in the von Neumann case), then, by Example 7.9,
the superproduct system is even a product system.
• If (A, θ, p) is a strong dilation, then the superproduct system has a unit giving back the
dilated CP-semigroup and, therefore, contains the GNS-subproduct system of the dilated
semigroup. If the dilation is full and strict (or normal in the von Neumann case), then the
GNS-subproduct system is even contained in a product system.
Conclusion:
• A subproduct system that does not embed into a superproduct system cannot come in any
way from a CP-semigroup that admits a strong dilation.
• A subproduct system that does not embed into a product system cannot come in any way
from a CP-semigroup that admits a strict (or normal) strong module (or full) dilation.
By “in any way”, we mean the three known possibilities to construct subproduct systems from
CP-semigroups: The GNS-subproduct system; the subproduct system of B–correspondences
associated with a CP-semigroup as in Corollary 7.7; and the Arveson-Stinespring subproduct
system. We mentioned that we may not expect to obtain every subproduct system as GNS-
subproduct system of a CP-semigroup. However, we have learned in Theorem 7.11 that at least
every adjointable subproduct system over a cancellative monoid is the subproduct system of
B–correspondences of a strict CP-semigroup on some Ba(E) (relating to the GNS-subproduct
systems via (strict) Morita equivalence), and we have learned from [SS09, Corollary 2.10] that
every subproduct system of von NeumannB′–correspondences (automatically adjointable) over
submonoids of Rd is the Arveson-Stinespring subproduct system of a normal CP-semigroup on
some Ba(E). Note that in the von Neumann case, [SS09, Corollary 2.10] (where applicable)
and Theorem 7.11 are equivalent via commutant. This is so, essentially, because Theorem 7.11
may be rephrased saying that every subproduct system of von Neumann B–correspondences is
Morita equivalent to a GNS-subproduct system (namely, of Ba(E)–correspondences) while the
commutant B = B′′ of B′ in [SS09, Corollary 2.10] exactly depends up to Morita equivalence
on the representation of B′; see also Appendix A(iv).
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This raises several questions. (In particular, the answer to Question 10.2, improving on
results from [SS09, SS11], illustrates how the notion of the superproduct system of a dilation
allows to show that there exist CP-semigroups with no strong dilation.)
10.1 Question: For that the superproduct system of a dilation (triple) (A, θ, p) be a product
system, is it enough that the dilation be normal or ‘nice’ in some other reasonable topology?
Answer: No. See Example 13.1. (Note that this example, a strong dilation, is not a full or
module dilation. If it was full, then we know we get a product system.)
10.2 Question: Does there exist an (adjointable) subproduct system that does not embed into
a superproduct system?
Answer: Yes. In Section 18 we analyze the known example of a(n adjointable) subproduct
system that does not embed into a product system from Shalit and Solel [SS09, Proposition
5.15], and we show that it actually does not even embed into a superproduct system. Therefore:
There exists a CP-semigroup that does not admit whatsoever strong dilations, reinforcing the
result from [SS09] that this CP-semigroup does not admit a full dilation and nominimal dilation
to a von Neumann algebra.
By unitalization, the preceding example extends to Markov semigroups: There exists a
Markov semigroup that admits no weak=strong dilation. That is, we get an example of a CP-
semigroup (namely, the stated unitalizations) that do not admit any dilation, nor matter whether
weak or strong. However:
10.3 Question: We know, there do exist weak dilations that are not strong; see Section 3. But,
does there exist a CP-semigroup with no strong but a weak dilation?
Answer: Unknown.
However, if the answer is no, that is, if the answer that every CP-semigroup that admits a
dilation also admits a strong dilation, then we would obtain that embeddability of the GNS-sub-
product system into a superproduct system is necessary for existence of any dilation.
Of course, the examples for proper (=non-Markov) CP-semigroups that admit no strong
dilations from Question 10.2 are candidates for being counter examples also here. We have to
examine whether they admit any dilation, necessarily a weak one.
Note that by the discussion following Theorem 9.3 and based on Theorem 21.4, we have to
search among the weak dilations for which the ξt := θt(p)p do not form a unit, that is, which
are not good, and which are algebraically minimal.
10.4 Question: For existence of a strong dilation, unitalization is important, because by Theo-
rem 2.17 the question is equivalent to the question if the unitalization has a dilation. (By the first
Corollary 2.19, even existence of an E0–dilation of the unitalization.) This equivalence is rele-
vant also for several other questions. But here we are particularly interested in the observation
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that in the one-parameter case we have the well-known inductive limit construction from Bhat
and Skeide [BS00, Section 5] that, starting from a product system with unital unit, provides a
module dilation of the Markov semigroup determined by that unit. In [BS00, Section 8] and in
Skeide [Ske08a], several unitalization procedures have been applied to get the same result for
arbitrary one-parameter CP-semigroups. We ask:
Can we promote the inductive limit construction from [BS00, Section 5] to more general
monoids?
Answer: Yes, for Ore monoids. (See Theorem 12.9.) It is one of the major results of Section
12 that by Theorem 12.8, from a product system over an Ore monoid and a unital unit for that
product system, we can construct a strict module dilation of the Markov semigroup determined
by the unit.
Consequently, for Markov semigroups over the opposite of an Ore monoid, existence of
a strict module (E0–)dilation is equivalent to that the GNS-subproduct system embeds into a
product system.
For existence of strict strong module dilations of CP-semigroups, the condition of embed-
dability is, of course, a necessary condition. However, even for CP-semigroups over the oppo-
site of an Ore monoid, to deduce from embeddability existence of strong dilations, one has to
look for embeddability of the GNS-subproduct system of the unitalization. It is not enough to
have embeddability for GNS-subproduct system of the CP-semigroup itself:
10.5 Question: Suppose the GNS-subproduct system of a CP-semigroup embeds into a prod-
uct system. Does this mean that the GNS-subproduct system of its unitalization embeds into a
product system?
Answer: No. In Observation 7.2 we have illustrated that the GNS-subproduct system of
an elementary CP-semigroup does not only embed into a product system, namely, into the
trivial product system, but that it is actually isomorphic to the trivial product system if the
elementary CP-semigroup acts on a simple C∗–algebra. By [SS09, Theorem 5.14], which is
based on Parrot’s construction Example 3.6, we get an elementary CP-semigroup on B(H) (H
even finite-dimensional so that B(H) is a simple C∗–algebra) with no strong dilation, despite
the fact that the GNS-subproduct system does not only embed but, actually, is already a product
system.
In Lemma 11.5, we provide a precise condition for when the answer is positive, at least
when there is a strong dilation.
10.6 Question: We know that embeddability of the GNS-subproduct system of a CP-semi-
group into a superproduct system is a necessary condition for existence of a strong dilation.
For existence of a strict (or normal) module dilation, the embedding has to be even into a
product system. On the other hand, at least for a large class of monoids, embeddability of the
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GNS-subproduct system of a Markov semigroup (for instance, of that of the unitalization of
a CP-semigroup) guarantees existence of a strict module dilation. Apart from Question 10.3
about existence of weak but no strong dilations, this leaves us with the one big question:
Does embeddability of the GNS-subproduct system of a Markov semigroup into a su-
perproduct system guarantee existence of a dilation?
Answer: Unknown.
However, if we could show that a superproduct system containing the GNS-subproduct
system does embed into a product system, we would show even existence of a module dilation.
10.7 Question: These are actually several questions that regard the problem of, given the GNS-
subproduct system sitting in a superproduct system (like, for instance, deduced from a strong
dilation), how to find a product system containing the former (and, thus, strictly related to
answer the preceding question). We phrase the situation as a superproduct system with unit
E
4 ∋ ξ⊙, meaning that spanBξtB are the members of the GNS-subproduct system of the CP-
semigroup determined by ξ⊙. The “multi-example” constructed in the Example-Section 22 is of
great help to sort out at least some things.
Does there, possibly, sit a product system E⊙ in between, that is, E4 ⊃ E⊙ ∋ ξ⊙?
Answer: No, not always. In Section 22, we construct a strong module dilation whose
product system E⊙ does not contain any other product subsystem E′⊙ ∋ ξ⊙ containing the GNS-
subproduct system, while the superproduct system E4 ∋ ξ⊙ of the minimalized dilation is a
proper superproduct subsystem of E⊙, therefore, not containing any E′⊙ ∋ ξ⊙.
However, in this example we see the situation E⊙ ⊃ E4 ∋ ξ⊙. Is this situation, maybe,
typical? Is it always possible to embed E4 ∋ ξ⊙ into a product system E⊙?
Answer: Unknown – as unknown, of course, as the answer to Question 10.6.
In the example, E⊙ is generated by ξ⊙ (and, therefore, by the GNS-subproduct system) as a
product system. Is, possibly, the pair (E⊙, ξ⊙) determined uniquely by this property? Equiva-
lently, does the semigroup have a unique GNS-product system (as in the one-parameter case)?
Answer: No. For the pair (E⊙, ξ⊙) from Section 22 from a pair of commuting CP-maps, the
superproduct system generated by ξ⊙ is a proper superproduct subsystem of E⊙. However, if
the two CP-maps commute strongly, then by Section 15 we may construct a different (strong)
module dilation, and the product system of this dilation is generated by ξ⊙ as a superproduct
system. (So in one case case the superproduct system generated by ξ⊙ is proper, in the other
case it is not.) We see, if it should be possible to construct a containing product system, then
we may not expect that the construction be universal.
81
11 Superproduct systems and unitalizations
After this account, in the present and the following two sections, we continue our analysis of
superproduct systems of dilations, providing also some of the answers anticipated in the answers
to the questions in the preceding section. In this section, we analyze the relation between the
superproduct system of a strong dilation of a CP-semigroup and that of its unitalization. Then,
in the next section, we examine so-called left dilations that relate (super)product systems to
E–semigroups, providing also the promised inductive limit construction for product systems
over Ore monoids with unital units, leading to a strict module E0–dilation of the related Markov
semigroup. Finally, in Section 13, we present examples of dilations that have associated a
proper superproduct system (illustrating, that this phenomenon is not of a topological nature
but algebraic).
In Theorems 2.15 and 2.17, we have seen how to relate strong dilations of CP-semigroups
with dilations of the Markov semigroups obtained by unitalization. For a CP-semigroup T , let
(Â, θ̂, p̂) be a strong dilation of T˜ , and denote by (A, θ, p) the strong dilation of T as constructed
in the proof of Theorem 2.17. (Recall that, in the notation of the proof of that result, we have
Â ⊃ p̂Âp̂ = B˜ ⊃ B ∋ p = 1B so that q := p̂ − p = 1B˜ − 1B ∈ Â and we have A := 1Â1
with 1 := 1̂ − q is invariant under θ̂ so that we may define the (co)restriction to A, θ.) Since
p and θ̂t(p) are both in A, it follows that 1p = p and that θ̂t(p)1 = θ̂t(p). Consequently, the
superproduct system Ê4 =
(
Êt
)
t∈S with Êt := θ̂t(p̂)Âp̂ of (Â, θ̂, p̂) contains the superproduct
system E4 =
(
Et
)
t∈S with Et := θt(p)Ap in the sense that
Et = θ̂t(p)1Â1p = θ̂t(p)̂Etp,
and also ξt = θ̂t(p)p = θ̂t(p)̂θt(p̂)p̂p = θ̂t(p)̂ξtp. In other words, we are in the situation discussed
in the last part of Section 5, with the ideal I = B in B˜. Since p is a central projection in B˜, we
see that x̂t 7→ θ̂t(p)x̂tp defines a bilinear projection in Ba,bil(̂Et) onto Et. The following result is
an immediate consequence of Corollary 5.12.
11.1 Proposition. E4 is adjointable, if Ê4 is adjointable.
11.2 Corollary. If Ê4 is a product system, then E4 is adjointable.
To say what Ê4 or E4 being a product system implies for the other one, is not possible in
general. The situation improves considerably, when we switch from a general dilation (Â, θ̂, p̂)
of T˜ to (Â, θ̂, p̂) = (A˜, θ˜, p˜), the unitalization of (A, θ, p) (as explained in Theorem 2.15). In
that case, we denote the superproduct system by E˜4. The big difference is that, here, q is a
central projection not only for B˜, but for A˜, too.
The crucial property that made work Corollary 5.25 has been referred to as triangular in
Remark 5.26.
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11.3 Corollary. E4 is triangular in E˜4 with respect to p, that is, pE˜tq = {0}.
Proof. aq = 0 for all a ∈ A, and θt(p)˜a ∈ A for all a˜ ∈ A˜.
And by Corollary 5.25:
11.4 Proposition. E4 is a product system, if E˜4 is a product system.
As for the converse, we have to be more specific.
11.5 Lemma. E˜4 is a product system if and only if E4 is a product system and
θt(1 − θs(1))Ap = span θt(1 − θs(1))θt(Ap)Ap (11.1)
for all t, s ∈ S.
Proof. Recall that span E˜sE˜t = E˜st if and only if span θ˜st(p˜)˜θt(A˜p˜)A˜p˜ ∋ θ˜st(p˜)˜ap˜ for all a˜ ∈ A˜.
Since E˜tq = θ˜t(p˜)A˜p˜q = Cq, we always have span E˜sE˜tq = Cq = E˜stq. Also, since E˜4 is
triangular,
span pE˜sE˜tp = span pE˜spE˜tp = spanEsEt.
So, pE˜stp = Est and span pE˜sE˜tp = spanEsEt coincide if and only if E
4 is a product system.
The only components still to be compared are qE˜stp with span qE˜sE˜tp.
First of all, θ˜st(q) = θ˜st(˜1 − 1) = 1˜ − θst(1). Next, since A˜p = Ap ⊂ A, in the expressions
to be compared we may write 1 − θst(1) for θ˜st(q). Finally, we observe that
1 − θst(1) = (1 − θt(1)) + θt(1 − θs(1))
(recall that θ is a semigroup over Sop), where, as θt(1) is decreasing, 1 − θt(1) and θt(1 − θs(1))
are a pair of orthogonal projections. In a typical element θ˜st(q)˜θt(a˜′ p˜)a′′p ∈ θ˜st(q)˜θt(A˜p˜)Ap =
θ˜st(q)˜θt(A˜p˜)A˜p we have two cases, namely, a˜′ = q (so that a˜′ p˜ = q) and a˜′ = a′ ∈ A (so
that a˜′ p˜ = a′p). For the first case, we have θ˜st(q)˜θt(q) = θ˜t(q). So, with (1 − θt(1))a′′p we
get every element of the form (1 − θt(1))ap ∈ qE˜stp. For the second case, we note that (1 −
θt(1))θt(a
′p) = (1 − θt(1))θt(1)θt(a′p) = 0. So, in the range of θt(1 − θs(1)) we get all elements
θt(1 − θs(1))θt(a′p)a′′p and what is in their closed linear span, but not more. Therefore, given
that E4 is a product system, E˜4 is a product system if and only if (11.1) holds.
Explicit positive examples, where E˜4 is a product system, can be found in Bhat and Skeide
[BS00, Section 8] and, more generally, in Skeide [Ske08a]. An explicit negative example, where
E4 is a product system but E˜4 is not, is missing.
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12 Superproduct systems and left dilations
We leave the discussion of superproduct systems of unitalizations, and imitate now the inductive
limit construction of a dilation from a product system and a unital unit from Bhat and Skeide
[BS00]. The generalization is twofold. Firstly, we start from a superproduct system (leading
to an E–semigroup if and only if the superproduct system is a product system), and secondly,
we replace R+ by an arbitrary Ore monoid. The reasons why we discuss this construction for
superproduct systems, are twofold. Firstly, doing the construction for superproduct systems
does not create any problems as compared with doing it for product systems; secondly, only
actually doing the construction for superproduct systems, explains why in the end the output
necessarily fails to give what we want if the superproduct system is proper.
To understand better what we wish to get, let us return to the situation in the beginning of
Section 9, culminating in Theorem 9.1. Recall that the representation theory of Ba(E) applied
to a strict E0–semigroup ϑ does not only provide us with a product system Et = E
∗ ⊙t E,
but that it allows to recover ϑt as vt(• ⊙ idt)v∗t , for unitaries vt : E ⊙ Et → E. (After all, the
scope of the representation theory is to recover a homomorphism ϑt as amplification with a
multiplicity correspondence Et. The fact that for a semigroup the multiplicity correspondences
form a product system, is a “second order effect”.) The vt are defined by x⊙(y∗⊙t z) 7→ ϑt(xy∗)z,
and they satisfy the associativity condition that the product
(x, yt) 7−→ xyt := vt(x ⊙ yt)
iterates associatively with the product system structure: (xys)zt = x(yszt). Generally, if E is
a full(!) Hilbert module and a family of unitaries vt : E ⊙ Et → E fulfills the associativity
condition, since Skeide [Ske06a, Ske07] we say the vt form a left dilation of the product system
E⊙ to the (full!) Hilbert module E. If we have a left dilation of E⊙ to E, then, thanks to
associativity, the maps ϑt := vt(• ⊙ idt)v∗t define a strict E0–semigroup on Ba(E) (over Sop)
and, thanks to fullness of E, the product system of this E0–semigroup is (isomorphic to) E
⊙.
Note that v0 is the canonical identification, automatically. (All these statement are practically
verbatim generalization of statements in Skeide [Ske16] to arbitrary monoids S. We get them
by restricting the following proposition to product systems.)
Formally, we extend the definition of left dilation also to superproduct systems. However:
12.1 Proposition. Let E4 be a superproduct system over the monoid S with a (unitary!) left
dilation
(
vt
)
t∈S to a (full!) Hilbert B–module E. Then
ϑt(a) := vt(a ⊙ idt)v∗t
defines a strict E0–semigroup ϑ over S
op on Ba(E). Moreover, the product system associated
with ϑ is isomorphic to E4.
Consequently, a superproduct system that admits a left dilation, is a product system.
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Proof. From associativity we get
ϑt ◦ ϑs(a) = vt((vs(a ⊙ ids)v∗s) ⊙ idt)v∗t = vt(vs ⊙ idt)(a ⊙ ids ⊙ idt)(v∗s ⊙ idt)v∗t
= vst(idE ⊙vs,t)(a ⊙ ids ⊙ idt)(idE ⊙ v∗s,t)v∗st = vst(a ⊙ idst)(idE ⊙ vs,t)(idE ⊙ v∗s,t)v∗st
= vst(a ⊙ idst)(idE ⊙ vs,tv∗s,t)v∗st. (12.1)
Since ϑt and ϑs are unital and since vst is unitary, inserting a = idE, we see that idE ⊙ vs,tv∗s,t is the
identity of E ⊙ Est. (Since E is full, this alone is already enough to show, by tensoring with idE∗ ,
that vs,tv
∗
s,t = idst so that E
4 is a product system. Here, we recover that in a different way.) In
conclusion of (12.1), we get
ϑt ◦ ϑs(a) = vst(a ⊙ idst)v∗st = ϑst(a),
that is, the ϑt form a semigroup over S
op.
Clearly, ϑt is a strict unital endomorphism of B
a(E). It is immediate that the multiplicity
correspondence Et := E
∗ ⊙t E is isomorphic to Et via x∗ ⊙t (yzt) 7→ 〈x, y〉zt. The computation
(x∗ ⊙s (yzs)) ⊙ (x′∗ ⊙t (y′z′t)) 7−→ x∗ ⊙st ϑt((yzs)x′∗)(y′z′t) = x∗ ⊙st vt((yzs)x′∗ ⊙ idt)v∗t (y′z′t)
= x∗ ⊙st vt((yzs)x′∗ ⊙ idt)(y′ ⊙ z′t) = x∗ ⊙st vt((yzs) ⊙ 〈x′, y′〉z′t) = x∗ ⊙st yzs〈x′, y′〉z′t
shows that the product of the product system E⊙ of the E0–semigroup coincides with the (su-
per)product 〈x, y〉zs ⊙ 〈x′, y′〉z′t 7→ 〈x, y〉zs〈x′, y′〉z′t of E4. Therefore, E⊙ and E⊙ are isomorphic
superproduct systems. Since E⊙ is a product system, so is E4.
The construction of a superproduct system for a triple (A, θ, p) in Theorem 9.1 was moti-
vated by modifying the construction of a product system from a strict E–semigroup on Ba(E);
and we anticipated already that there are triples where we get only a superproduct system and
that this does not disappear under continuity conditions. Let us now see what we get, if we
imitate also the construction of the left dilation obtained from a strict E0–semigroup on B
a(E).
First of all, already the fact that we get a left dilation (unitaries!) depends on that we start
with an E0–semigroup. Already, if we start with a strict E–semigroup on B
a(E), then what we
get are isometries vt : E ⊙ Et → E. Here, we have to add that v0 is unitary. As long as E is full
(guaranteeing suitable uniqueness) and v0 is unitary, we say the vt form a left semidilation. The
isometries are onto the complemented submodule ϑt(idE)E of E and, therefore, adjointable, that
is, the left semidilation is adjointable.
Also here, we relax the notion of (adjointable) left semidilations to superproduct systems.
We get a bit less than Proposition 12.1:
12.2 Observation. Proposition 12.1 remains true for adjointable left semidilations and E–semi-
groups provided E4 is a product system. (Equation (12.1) depends only on associativity , and
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the conclusion to get the next equation goes through directly, because we do not have to show
first that the vs,t are coisometries.) However, the proof also shows that we always have ϑt ◦
ϑs(idE) ≤ ϑst(idE). And in order to verify if a superproduct system admitting an adjointable left
semidilation is a product system, it is enough to check if in this inequality we have equality, that
is, to check the semigroup property of ϑ at the single element idE.
It is clear that also for left semidilations the ϑt cannot form a semigroup, unless E
4 is a
product system. (If ϑ is a semigroup, then, as before for left dilations, the structure of E4 is
isomorphic to the structure of the product system associated with ϑ.) We see in a minute that
there exist proper superproduct systems that admit adjointable left semidilations (so that the
associated ϑt cannot form a semigroup).
(It is interesting to compare the situation in (12.1) with the corresponding step in the proof
of Theorem 7.11, where the vt also look like a sort of left dilation. We emphasize however, that
there we were speaking about (adjointable) subproduct systems (guaranteeing in the verification
of the semigroup property the vs,t = w
∗
s,t to be coisometries), while here we are speaking about
superproduct systems.)
It is clear that without adjointability of the left semidilation, there is no such analogue of
Proposition 12.1 discussed in the preceding observation, because ϑt cannot be defined. How-
ever:
12.3 Proposition. A superproduct system admitting an adjointable left semidilation, is ad-
jointable.
Proof. Associativity of the vt with the vs,t is vst(idE ⊙ vs,t) = vt(vs ⊙ idt). If all (isometric!) vt
have adjoints, we get idE ⊙ vs,t = v∗stvt(vs ⊙ idt). Since the right-hand side is adjointable, so is
idE ⊙ vs,t. Since E is full, also vs,t is adjointable. (In full generality, if there is a ∈ Bbil(F1, F2)
and full E such that idE ⊙ a is adjointable, then tensoring with idE∗ , taking also into account that
E∗ ⊙ E ⊙ Fi = Fi, shows that a is adjointable. In our situation, where E usually has a unit vector
ξ, we get that vs,t = (ξ
∗ ⊙ idst)(idE ⊙ vs,t)(ξ ⊙ idst) is adjointable.)
What we get from a triple (A, θ, p) in the notations of Theorem 9.1, is the following.
12.4 Theorem. The maps vt defined by
vt : x ⊙ yt 7−→ θt(x)yt
(x ∈ Ap, yt ∈ θt(p)Ap) define a left semidilation of E4 to E := Ap.
The proof of isometricity (and associativity) goes exactly as in the proof of Theorem 9.1,
replacing xs ∈ Es (and xr ∈ Er) with general x ∈ E.
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12.5 Question. Are the vt adjointable (implying that also E
4 would be adjointable)? Equiva-
lently, is vt(E ⊙ Et) = span θt(Ap)Ap complemented in E?
One can show that the answer is affirmative, if θt is p–relatively strict in the sense that
for a bounded approximate unit of spanApA the action of the image of this approximate unit
under θt on E is strictly Cauchy in B
a(E). (In that case, the limit is a projection in Ba(E) onto
span θt(ApA)Ap and this equals span θt(Ap)θt(A)Ap = span θt(Ap)Ap. Indeed, the latter is,
clearly, not smaller than the former, and by applying the projection we see that it is not bigger,
either.) So, for reasonably good triples, superproduct system and left dilation are adjointable.
In the Example-Section 13, we provide even p–relatively strict dilations of Markov semigroups
that lead to adjointable superproduct systems that are not product systems and, consequently,
to adjointable left semidilations that do not determine E–semigroups. We come back to these
discussions of topological character in Section 19.
We now perform the promised inductive limit construction. Let E4 be a superproduct system
over the Ore monoid S with structure maps vs,t : Es ⊙ Et → Est, and let ξ⊙ be a unital unit for
E4. As usual, we define the product xsyt := vs,t(xs ⊙ yt). Since ξs is a unit vector, by xt 7→ ξsxt
we define isometric (right linear but, in general, not bilinear) embeddings Et → Est. (In the
verification
〈ξsxt, ξsx′t〉 = 〈vs,t(ξs ⊙ xt), vs,t(ξs ⊙ x′t)〉 = 〈ξs ⊙ xt, ξs ⊙ x′t〉 = 〈xt, 〈ξs, ξs〉x′t〉 = 〈xt, x′t〉
that this map is an isometry, we used that we may leave out an isometry if it occurs on the
left in both arguments of an inner product. So, nothing like this would work for unital units
of subproduct systems.) Since an Ore monoid is right-reversible, it is directed. Since it is
cancellative, the element r that illustrates that s ≤ t = rs, is unique. We, therefore, may define
unique isometries γt,s : Es → Et as xs 7→ ξrxs, whenever s ≤ t. By marginal conditions and
associativity of the product of E4, we get
γt,t = idt, γt,sγs,r = γt,r
for all r ≤ s ≤ t ∈ S, that is, the γt,s form an inductive system. Forming the inductive limit over
that system, we get a Hilbert B–module E := lim indt Et with isometries kt : Et → E fulfilling
E =
⋃
t∈S
ktEt, ktγt,s = ks
for all s ≤ t ∈ S. (See [BS00, Appendix] for details about the construction. The brackets around
“(with s ≥ T ...)” in[BS00, p.569, l.1] are misleading and should be canceled.) Note that E and
the family kt are determined by the stated properties up to suitable unitary equivalence. The
same is true for the following standard universal property: Given a uniformly bounded family
at ∈ Br(Et, F) such that as = atγt,s for all s ≤ t ∈ S, there is a unique a ∈ Br(E, F) such that
akt = at for all t ∈ S.
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12.6 Observation. 1. The inner product of ktxt and ksys has no choice but being determined
by finding t′, s′ such that t′t = s′s and computing
〈ktxt, ksys〉 = 〈kt′ tγt′t,txt, ks′sγs′s,sys〉 = 〈γt′t,txt, γs′s,sys〉,
both elements in Et′t = Es′s. (Actually, proving this is well-defined, proves that the induc-
tive limit has an inner product.)
2. If s ≤ t, then ksEs = ktγt,sEs ⊂ ktEt.
3. For each t ∈ S the set St is cofinal in S, that is, for each r ∈ S exists st ∈ St such that
r ≤ st. Consequently, E = ⋃s∈S Est.
4. If all γt,s are adjointable, then so are all kt. (Indeed, for xs ∈ Es find r such that t ≤ r, s ≤ r
and put k∗t (ksxs) := γ
∗
r,tγr,sxs. This does not only define an adjoint k
∗
t of kt, but it also
shows that that γ∗r,tγr,s ∈ Ba(Es,Et) does not depend on the choice of r ≥ t, s.)
Note that adjointability of our concrete γst,t : xt 7→ ξsxt = vs,t(ξs ⊙ xt) depends on ad-
jointability of the product maps vs,t of the superproduct system. The maps ξs ⊙ idt : Et →
Es ⊙ Et have adjoints, namely, ξ∗s ⊙ idt.
5. But even if all γt,s are adjointable and even if all at in the universal property are ad-
jointable, the operator a need not be adjointable. (Indeed, let B := C˜0(N) denote the
convergent sequences. Let En := II[1,n]B denote the sequences that are 0 starting from
the n + 1 term. The inductive system is the canonical embedding γn+m,n : En → En+m.
The inductive limit is C0(N) with kn again the canonical embeddings into C0(N). Let an
denote the canonical embeddings into C˜0(N) = B. They determine a to be the canonical
embedding of C0(N) into B. Although all γn,m and all an are adjointable, a is not.)
An increasing net (even a sequence) of projections need not converge strongly. (This
follows from the same example.) If it converges strongly, however, then the limit is a
projection, too.
Like in [BS00], the elements ξt of the unit, under the embeddings kt are mapped to the same
vector ξ ∈ E. (Indeed, for t, s ∈ S choose t′, s′ ∈ S such that t′t = s′s. Then ktξt = kt′ tγt′t,tξt =
kt′t(ξt′ξt) = ks′s(ξs′ξs) = ks′sγs′s,sξs = ksξs.) Obviously, ξ is a unit vector, so that, in particular, E
is full.
Like in [BS00], it is our scope to extend the embedding vs,t : Es ⊙ Et → Est to an embedding
vt : E ⊙ Et → E, roughly speaking, by sending “s → ∞”. More precisely, we define vt on the
dense subspace
⋃
s∈S ksEs ⊙ Et as
vt(ksxs ⊙ yt) := kst(xsyt).
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For r, s ∈ S, choose r′, s′ ∈ S such that s′s = r′r. From
〈kst(xsyt), krt(x′ry′t)〉 = 〈ks′st(ξs′ xsyt), kr′rt(ξr′x′ry′t)〉 = 〈ξs′xsyt, ξr′x′ry′t〉
= 〈vs′s,t(ξs′xs ⊙ yt), vr′r,t(ξr′x′r ⊙ y′t)〉 = 〈ξs′ xs ⊙ yt, ξr′x′r ⊙ y′t〉
= 〈yt, 〈ξs′xs, ξr′x′r〉y′t〉 = 〈yt, 〈ksxs, krx′r〉y′t〉 = 〈ksxs ⊙ yt, krx′r ⊙ y′t〉,
we see that this, indeed, (well-)defines an isometry. With the usual product notation xyt :=
vt(x ⊙ yt), from
(krxr)(yszt) = krst(xr(yszt)) = krst((xrys)zt) = (krs(xrys))zt = ((krxr)ys)zt
we see that the isometries form a left semidilation. Like in [BS00], we get
ξxt = vt(ξ ⊙ xt) = vt(ksξs ⊙ xt) = kst(ξsxt) = ktxt. (12.2)
Unlike in [BS00], the vt need not be unitary. Effectively:
12.7 Proposition. The vt are unitary (that is, they form a left dilation) if and only if E
4 is a
product system.
Proof. We know from Proposition 12.1 that for having a left dilation, E4 has to be a product
system. Conversely, if E4 is a product system, then vt(ksEs ⊙ Et) = kst spanEsEt = kstEst. By
Observation 12.6(3), the latter increase to a dense subspace of E.
12.8 Theorem. Let E⊙ be a product system over an Ore monoid S with a unital unit ξ⊙, and
construct inductive limit E ∋ ξ and left dilation vt as above. Then (E, ϑ, ξ) with ϑt(a) := vt(a ⊙
idt)v
∗
t is an E0–dilation of the Markov semigroup T over S
op with Tt := 〈ξt, •ξt〉.
Proof. By ξ = ktξt = ξξt, we find
〈ξ, ϑt(ξbξ∗)ξ〉 = 〈ξ ⊙ ξt, ((ξbξ∗) ⊙ idt)(ξ ⊙ ξt)〉 = 〈ξ ⊙ ξt, ξ ⊙ bξt〉 = 〈ξt, bξt〉.
Since, as we know, every strong strict full dilation comes along with a product system containing
the GNS-subproduct system, we get even more than what we asked in Question 10.4:
12.9 Theorem. Let T be a Markov semigroup over the opposite of an Ore monoid. Then T
admits a strict full (or module) dilation if and only if the GNS-subproduct system of T embeds
into a product system.
12.10 Remark. Let us repeat that the embeddability of subproduct systems in product systems
was the motivation for Shalit and Solel [SS09]. The pair [SS09, Theorem 5.12 and Corollary
5.10] states the preceding result in the d–parameter case for von Neumann algebras in terms of
the Arveson-Stinespring subproduct system, the commutant if the GNS-subproduct system; see
Appendix A(iv) for details.
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We close with a few general results with decreasing degree of proved usefulness. The fol-
lowing observation about the left semidilation in Theorem 12.4 and its left subdilations turns out
to be useful in Subsection 21((vii)), while the last two results about left quasi-(semi)dilations
(that is, a left (semi)dilation except for that it need not be to a full module) still have to find a
useful application.
12.11 Observation. Let (A, θ, p) be a triple as in Theorem 9.1 and denote be vt : E ⊙ Et → E
its left semidilation as in Theorem 12.4. Furthermore, suppose (F,F⊙) is a left subdilation of
vt, that is, F ⊂ E and F⊙ is a (by Proposition 12.1, necessarily) product subsystem of E4 such
that FFt ⊂ F and such that the (co)restrictions of the vt define a left dilation of F⊙ to F. Denote
by ϑ with the E0–semigroup on B
a(F) induced by that left dilation. We examine how ϑ sits in
θ.
1. For a ∈ A, denote Ba(E) ∋ aE : x 7→ ax (see Proposition 2.6(1)). Then
θt(a)Evt(x ⊙ yt) = θt(a)θt(x)yt = θt(aEx)yt = vt((aEx) ⊙ yt) =
(
vt(aE ⊙ idt)v∗t
)
vt(x ⊙ yt).
In particular, if (F,F⊙) = (E,E4) (so that vt is a left dilation), then θt(a)E = ϑt(aE). More-
over, if Ba(E) ⊂ A (in an obvious way; see the discussion in Section 19, in particular,
around Definition 19.4 and Theorem 19.5; but also the discussion about p–relative strict-
ness in Question 12.5 is not irrelevant, here), then θt(a) = ϑt(a) for all a ∈ Ba(E) ⊂ A so
that ϑ is the (co)restriction of θ to Ba(E).
2. In the general situation (F,F⊙) ⊂ (E,E4) we limit ourselves to the situation where
B
a(F) ⊂ A. By this we mean that there is a projection P ∈ A such that PE = F and
such that PAP and Ba(F) are isomorphic via PaP 7→ ((PaP)F : y 7→ PaPy).
We easily verify that Pθt(a)P = ϑt(a) for all a ∈ Ba(F) ⊂ A. (Clearly, θt(a)Py =
ϑt(a)y ∈ F for y ∈ F, so that also Pθt(a)Py = ϑt(a)y.) Except for that we do not require
that (A, θ, p) is a dilation nor that P ≥ p, this what we phrase in Subsection 21(ii) as P
compresses θ onA to ϑ on PAP = Ba(F).
3. All questions about containment of Ba(E) or of Ba(F) inA disappear when θ is a normal
E–semigroup on the a von Neumann algebra A ∋ p. (Simply, an approximate unit for
F(F) ⊂ Awill converge strongly inA to P.) See, again, the already mentioned discussion
in Section 19.
After this useful observation, here are two results about left quasi-(semi)dilations, which did
not yet show by a suitable application to be useful. Our hope was that they allowed to show
that the superproduct system of a Markov dilation always contained a product system plus unit.
But, this is true only in the one-parameter case; see Subsection 21(vii). In Subsection 22(ii), we
obtain discrete two-parameter counter examples.
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12.12 Lemma. Let E4 =
(
Et
)
t∈S be a superproduct system over the monoid S and let vt : E ⊙
Et → E be a left quasi-semidilation of E4 to E.
Then
E := span
⋂
n∈N
tn ,...,t1∈S
EEtn . . .Et1
is a Hilbert submodule of E, for each t ∈ S
Et :=
{
xt ∈ Et : Ext ⊂ E
}
is a subcorrespondence of Et, the Et form a superproduct subsystem E
4 of E4, and the (co)
restrictions of the vt to maps E ⊙ Et → E form a left quasi-semidilation of E4 to E.
Moreover, if the left quasi-semidilation vt is properly semi (that is, if vt is nonunitary for
some t ∈ S), then E , E.
Proof. By definition, E is a closed linear subspace of E, which is invariant under right multi-
plication by b ∈ B because each Et1 is.
Et is closed under addition because E is, Et is closed under right multiplication because E
is, and Et is closed under limits because E is. It is closed under left multiplication because E is
closed under right multiplication. (If xt ∈ Et, then E(bxt) = (Eb)xt ⊂ Ext ⊂ E, so bxt ∈ Et.)
If xs ∈ Es and yt ∈ Et, then E(xsyt) = (Exs)yt ⊂ Eyt ⊂ E, so xsyt ∈ Est. In other words, the
correspondences Et form a superproduct subsystem of E
4. Of course, the (co)restrictions of vt
form a left quasi-semidilation.
If vt is nonunitary, then E ⊂ spanEEt = vt(E ⊙ Et) ( E.
We say a pair (E4, E) of a superproduct subsystem E4 of E4 and a Hilbert submodule E of
E fulfilling EEt ⊂ E is a left quasi-semisubdilation of vt.
12.13 Proposition. Under the same hypotheses as in Lemma 12.12: If
(
(Ei
4
, Ei)
)
i∈I is a family
of left quasi-semisubdilations of vt, then
(E4, E) :=
(⋂
i∈I
Ei
4
,
⋂
i∈I
Ei
)
is a left quasi-semisubdilation of vt, too.
Proof. Since xs ∈
⋂
i∈I E
i
s and yt ∈
⋂
i∈I E
i
t implies xsyt ∈ Eist for all i, we see that E4 is
superproduct subsystem of E4. Since x ∈ ⋂i∈I Ei and yt ∈ ⋂i∈I Eit implies xyt ∈ Ei for all i, we
see that that (E4, E) is a left quasi-semisubdilation of vt.
The problem towards usefulness, is that in both cases the constructed subdilations may be
very well of the zero (super)product system where Et = {0} for t , 0. In fact, in attempting to
apply the results to the superproduct system of a dilation, we were not able to shows that E and
Et contain ξ and ξt, respectively. (In cases where this is true, both results together would imply
existence of product subsystem E⊙ ⊂ E4 containing the GNS-subproduct system.)
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13 Examples: Dilations with proper superproduct systems
We discuss two examples of a triple (A, θ, p), actually a dilation of a Markov semigroup, where
θ is a one-parameter E0–semigroup that is strict and strongly time continuous in any reason-
able topology on A (different from the norm topology), and where the superproduct system
according to Theorem 9.1 is proper.
13.1 Example. We assume known the notions from Appendix D on the time ordered Fock
module IΓ(F) over a B–correspondence F (the ‘time ordered sector’ of the full Fock module
F(L2(R+, F))) including the definition of L
2(R+, F), the time ordered product system IΓ
⊙(F) =(
IΓt(F)
)
t∈T+ (with IΓt(F) the ‘time ordered sector’ of the full Fock module F(L
2([0, t], F))) and
its product us,t, the left dilation vt : IΓ(F) ⊙ IΓt(F) → IΓ(F), and the CCR-flow over F (the
E0–semigroup determined by that left dilation). Recall, too, that IΓ(F) and left dilation can be
identified with the inductive limit of IΓ⊙(F) over the vacuum unit ω⊙ according to Theorem
12.8. Recall also the definition of exponential vectors
e(x) :=
∑
n∈N0
∆nx
⊙n,
whenever x ∈ L2(R+, F) is such that the sum exists (for instance, for a step function), and
how exponential vectors to step function can be composed by taking products of pieces from
exponential units et(y) := e(II [0,t)y) ∈ IΓt(F) (y ∈ F).
For each x such that e(x) (and, consequently, also e(−x)) exists, we define the hyperbolic
vectors
e+(x) :=
e(x) + e(−x)
2
, e−(x) :=
e(x) − e(−x)
2i
.
Clearly, e+(x) and e−(x) are the components of e(x) in the even part IΓ
+(F) and (modulo the
factor 1
i
) in the odd part IΓ−(F), respectively, of IΓ(F). Since the e(x) are total in IΓ(F), the
hyperbolic vectors e±(x) are total in the subspaces IΓ
±(F).
(One checks that 〈e+(x), e+(y)〉 = cosh〈x, y〉 and 〈e−(x), e−(y)〉 = 1i sinh〈x, y〉, while, of
course, 〈e±(x), e∓e(y)〉 = 0; we do not need that.)
Let C2 be the diagonal subalgebra of M2, and define the flip automorphism F :
 z
w
 7→
w
z
.
When we consider C2 as the identity C2–correspondence we denote it by C2+, while C
2
− denotes
the C2–correspondence obtained by equipping the Hilbert C2–module C2 with the left action
b.b′ := F(b)b′. (See also Skeide [Ske01b].) Obviously, C2− ⊙ C2− can be identified with C2+ via z
w
 ⊙
z′
w′
 =
wz′
zw′
, so that
C2−
⊙(2n)
= C2+, C
2
−
⊙(2n+1)
= C2−,
via
z2n
w2n
 ⊙ . . . ⊙
z1
w1
 =
w2nz2n−1 . . . w2z1
z2nw2n−1 . . . z2w1
, and analogously for the odd part. We get that
IΓ(C2−) = IΓ(C) ⊗ C2
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as Hilbert C2–module (and analogously for the Hilbert C2–module structure of IΓt(C
2
−)), while
as correspondence we get
IΓ(C2−) = (IΓ
+(C) ⊗ C2+) ⊕ (IΓ−(C) ⊗ C2−).
Since (xb)yt = x(byt), since IΓ(F) is C
2–spanned by e(ϕ) ⊗ 1, since IΓt(F) is C2–spanned
by e+(ϕ) ⊗ 1 and e−(ϕ) ⊗ 1, and since IΓ±t (C2−) are also left C2–spanned by e±(ϕ) ⊗ 1, in the
identification of IΓ(F) ⊙ IΓt(F) with IΓ(F) it is enough to understand (e(ϕ) ⊗ 1)(e+(ψt) ⊗ 1) =
e(ϕ)e+(ψt) ⊗ 1 and (e(ϕ) ⊗ 1)(e−(ψt) ⊗ 1) = e(ϕ)e−(ψt) ⊗ 1, where the products in the left factor
are those of IΓ(C) with IΓt(C).
Note that Ba(IΓ(C2−)) =
B(IΓ(C))
B(IΓ(C))
. Denoting by S the CCR-flow on IΓ(C) (while ϑ denotes the
CCR-flow on IΓ(C2−)), we find
ϑt
 a
a′
(e(ϕ) ⊗ 1)(e+(ψt) ⊗ 1) =
St(a)
St(a
′)
(e(ϕ) ⊗ 1)(e+(ψt) ⊗ 1),
and
ϑt
 a
a′
(e(ϕ) ⊗ 1)(e−(ψt) ⊗ 1) =
St(a′)
St(a)
(e(ϕ) ⊗ 1)(e−(ψt) ⊗ 1).
Let Ω denote the vacuum of IΓ(C) (while ω = Ω ⊗ 1 is the vacuum of IΓ(C2−)). Put
p := ω
1
0
ω∗ =
ΩΩ∗
0
.
So,
ϑt(p)(e(ϕ) ⊗ 1)(e+(ψt) ⊗ 1) = Ωe+(ψt) ⊗
1
0
,
and
ϑt(p)(e(ϕ) ⊗ 1)(e−(ψt) ⊗ 1) = Ωe−(ψt) ⊗
0
1
.
Applying p to both, taking also into account that (ΩΩ∗)e+(ϕ) = Ω and (ΩΩ∗)e−(ϕ) = 0, it
follows that ϑt(p) ≥ p.
The projection q :=
idIΓ(C)
0
 is the central projection in Ba(IΓ(C2−)) such that
qBa(IΓ(C2−)) = span
s
B
a(IΓ(C2−))pB
a(IΓ(C2−)) =
Ba(IΓ(C))
0
.
(It coincides with multiplication from the right with the (central) element
1
0
 ∈ C2.) We have
q(e(ϕ)e±(ψt) ⊗ 1) = e(ϕ)e±(ψt) ⊗
1
0
, but ϑt(q)(e(ϕ)e−(ψt) ⊗ 1) = e(ϕ)e−(ψt) ⊗
0
1
, so that q is not
increasing.
Denote the members of the superproduct system associated with (Ba(IΓ(C2)), ϑ, p) by Et.
We find
Et := ϑt(p)B
a(IΓ(C2))p = ϑt(p)IΓ(C
2)
1
0
ω∗ =
ΩIΓ+t (C)
0
ω∗.
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The left action of B := pBa(IΓ(C2))p = Cp ∋ λp is simply multiplication with λ. Effectively,
this correspondence over B  C is just the Hilbert space IΓ+t (C), the even part of IΓt(C). The
product xs ⊙ yt 7→ xsyt := ϑt(xs)yt is recovered from the above formulae as IΓ+s (C) ⊗ IΓ+t (C) →
IΓ+(s+t)(C) as restriction of that of IΓt(C). Clearly, restricted to the even part, this is not onto the
even part of IΓs+t(C) as products of two odd factors are missing. So the Et form a superproduct
system that is not a product system.
Summing up, the triple (Ba(IΓ(C2)), ϑ, p) is a strong E0–dilation of the trivial Markov semi-
group Tt = idC on C with an associated superproduct system that is proper.
Of course, restricting the preceding example to integer times, we get a discrete example. We
prefer, however, to look at the general inherent structure, making it an independent example.
Before discussing the example we wish to clarify in more generality some things about
discrete one-parameter E0–semigroups and their product systems.
13.2 Observation. Suppose we have a (full) Hilbert B–module E, a B–correspondence F, and
a unitary v : E⊙F → E. These ingredients give rise to several things. Firstly, and independently
of E and v, every correspondence F gives rise to a discrete product system F⊙ with Fn := F⊙n
and the tensor product as product operation; by Observation 6.1, up to isomorphism, all discrete
one-parameter systems arise in that way, so F stands, in a sense, for the product system it
generates. Secondly, v gives rise to a unital (strict) endomorphism ϑ := v(• ⊙ idF)v∗ of Ba(E)
and, therefore, to a whole E0–semigroup ϑn := ϑ
n.
Of course, it appears to be clear that the product system of the semigroups ϑn is F
⊙. The
easiest way to see this, is to establish a left dilation vn of F
⊙ to E giving back ϑn as ϑn =
vn(• ⊙ idF⊙n)v∗n. (Uniqueness for full E identifies the product system up to isomorphism.) A left
dilation that does this job, is
vn = v(v ⊙ idF) . . . (v ⊙ idFn−1),
or, recursively, v0 : E ⊙ B → E the canonical map and vn+1 = v(vn ⊙ idF). (Since the product
of F⊙ is rebracketting, that is, cum grano salis the identity, and since by definition vn can be
computed iteratively in one and only one way, vn is associative. And from the recursion it
follows v0(• ⊙ idF⊙0)v∗0 = idE and
vn+1(• ⊙ idF⊙n+1)v∗n+1 = v(vn ⊙ idF)(• ⊙ idF⊙n ⊙ idF)(vn ⊙ idF)∗v∗ = ϑ(vn(• ⊙ idF⊙n)v∗n),
so that vn(• ⊙ idF⊙n)v∗n = ϑn implies the same statement for n + 1.)
Finding for a given correspondence F suitable (full) E and v, is more tricky. We make some
comments in Remark 13.4. There, we also discuss the case B = C which, plus some extra
properties, is needed to make sure the following example is not nonempty.
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13.3 Example. For Hilbert spaces H and G, suppose we have a unitary V : H ⊗G → H. (Note:
If H , {0}, so that H is a full Hilbert C–module, this means dimG ≥ 1. If, additionally,
dimG ≥ 2, this means dim H ≥ ∞ = ℵ0.) We assume the usual product notation hg := V(h ⊗ g).
As in Observation 13.2, we define the unital endomorphism Θ := V(• ⊗ idG)V∗ of B(H). Then
the E0–semigroup
(
Θn
)
has the product system
(
G⊗n
)
.
Define the full Hilbert C2–module E := H ⊗ C2. Decompose G (non-trivially) as G =
G+⊕G− (so that dimG ≥ 2) and put F := (G+⊗C2+)⊕(G−⊗C2−). Define the unitary v : E⊙F → E
as (
h ⊗
 z
w

)
⊙ (g+ ⊗ 1 + g− ⊗ 1) 7−→ hg+ ⊗
z
w
 + hg− ⊗
w
z

Again, as in Observation 13.2, we define the unital endomorphism ϑ := v(• ⊗ idF)v∗ of Ba(E).
Then the E0–semigroup
(
ϑn
)
has product system
(
F⊙n
)
. Note that
F⊙n =
⊕
ε∈{+,−}n
(
Gε1 ⊗ . . . ⊗Gεn
) ⊗ C2ε1 ...εn ,
where we think of ‘+ = +1’ and ‘− = −1’ so that the ‘product’ ε1 . . . εn is “+” if there is an
even number of “−” and “−” if there is an odd number of “−” in ε.
Now assume that there are unit vectors Ω ∈ H and Ω+ ∈ G+ such that ΩΩ+ = Ω. (This
means, the projection ΩΩ∗ is increasing for Θ and the vector state 〈Ω, •Ω〉 on B(H) is invariant
for Θ. If ΩΩ∗ increases to the identity on H, then the E0–semigroupΘn is said to be in standard
form.) Also ω := Ω ⊗ 1 and ω1 := Ω+ ⊗ 1 satisfy, ωω1 = ω. So, ωω∗ is increasing for ϑ and
the vector expectation 〈ω, •ω〉 on Ba(E) is invariant for ϑ. The E0–semigroup ϑn is in standard
form, if Θn is.
As in Example 13.1, define
p := ω
1
0
ω∗ ∈ Ba(E)
so that pE = Ω ⊗
C
0
 = ω
C
0
. Then
ϑ(p)pE = v(p ⊙ idF)v∗v(ω ⊙ ω1)
C
0
 = v((pω) ⊙ ω1)
C
0
 = Ω ⊗
C
0
,
so ϑ(p) ≥ p. In other words, (Ba(E), (ϑn), p) is a (strong E0–)dilation of the trivial Markov
semigroup Tn = idC on pB
a(E)p = pC  C.
The superproduct system of (Ba(E), (ϑn), p) is
En := ϑn(p)B
a(E)p = vn(p ⊙ idF⊙n)v∗nE
1
0
 = vn(p ⊙ idF)(E ⊙ F⊙n)
1
0
 = vn(pE ⊙ F⊙n)
1
0

= ω
1
0
F⊙n
1
0
 ⊂ ωF⊙n.
The latter is the (super)product system of (Ba(E), (ϑn), ωω∗), and we know it is a product system
isomorphic to F⊙. Effectively, is is easy to see that the isomorphism is just ωyn 7→ yn. Since
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the product among the En is (by definition!) the restriction of the product among the ωF
⊙n, the
superproduct system is isomorphic to the subsystem
1
0
F⊙n
1
0
 with tensor product ⊙ as product
operation. We find
1
0
F⊙n
1
0
 =
⊕
ε∈{+,−}n
ε1...εn=+
(
Gε1 ⊗ . . . ⊗Gεn
) ⊗ 1
0
 
⊕
ε∈{+,−}n
ε1...εn=+
(
Gε1 ⊗ . . . ⊗Gεn
)
as Hilbert subspace of G⊗n, and also the product is just the tensor product of subspaces of G⊗n.
Clearly, this product is not surjective because it misses all elements in the (m+n)–term that split
into an m–term and an n–term each of which with odd number of “−” in them.
Summarizing: (Ba(E), (ϑn), p) is a strong dilation of a Markov semigroup with associated
a proper superproduct system. This dilation is strict; also, all modules are von Neumann
modules, so that, being strict, this dilation is also normal. We see that, unlike the case that
an E0–semigroup on B
a(E) (E a full Hilbert B–module) has associated a product system (of
B–correspondences) if and only if the E0–semigroup is strict, the problem of a dilation hav-
ing associated only a superproduct system is not (only) a topological question. (Recall: The
E0–semigroup on B
a(E) has a product system (of C2–correspondences), which is isomorphic to
the (super)product system of the strong dilation (Ba(E), (ϑn), ωω∗). It is the superproduct sys-
tem (of pC–correspondences, that is, of Hilbert spaces) of the strong dilation (Ba(E), (ϑn), p)
that is proper.)
13.4 Remark. To answer the question if, given F, there exist full E and unitary v : E ⊙ F → E,
is easy to answer for Hilbert spaces and more tricky to answer for correspondences that are not
Hilbert spaces. Since E is (strongly) full, obviously, also F has to be (strongly) full (in the von
Neumann case). In Skeide [Ske09c] it is shown that for strongly full F, the answer is affirmative
in the von Neumann case; it is affirmative in the C∗–case, provided F is full is over a σ–unital
C∗–algebra. (In either case, separability of F or its pre-dual can be preserved.)
For Hilbert spacesG, the answer is easy: Just take any unit vector Ω1 ∈ G and input the pair
((G⊗n), (Ω⊗n
1
)) into the inductive limit construction in Theorem 12.8. This provides us not only
with a (nonzero, that is, full) Hilbert space H and a unitary V : H ⊗G → H, but also with a unit
vector Ω such that ΩΩ1 = Ω. This shows that Example 13.3 is not working on the empty set,
and concludes this example. The construction is well-known; just that it is known since long,
rather with inverted order in tensor products (see also Appendix A(iv)).
For Hilbert spaces, there is not really a difference between finding a unitary V : H ⊗G → H
or a unitary W : G ⊗ H → H. The difference is that the latter defines a representation of the
correspondenceG, while the former defines an anti-representation. For separableG, identifying
the elements of an ONB of G with the generators of the Cuntz algebra OdimG, we get a(n anti-
)representation of OdimG. This well-known relation between representations of Cuntz algebras
and unital endomorphisms of B(H) generalizes to more general correspondences.
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Faithful (nondegenerate or essential) representations of a B–correspondence F on Hilbert
space H correspond (one-to-one!) with pairs consisting of a faithful B–C–correspondence H
(that is, a Hilbert space with a faithful nondegenerate representation of B) and a left linear
unitary w : F ⊙ H → H. For finding faithful H, necessarily F has to be faithful, too. But
this is all that is needed: Hirshberg [Hir05] has shown existence of faithful nondegenerate
representations for faithful C∗–correspondences that are also full. [Ske09c] has shown the von
Neumann case and the C∗–case in full generality, that is, for all faithful von Neumann and
C∗–correspondences.
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14 Product systems over products
The scope of this section is to understand how product systems over a product S = S1 × . . .× Sd
of monoids Sk are made up out of their d marginal product systems over Sk and how, conversely,
product systems over Sk can be put together to form a product system over the product S. (Our
special interest is to understand d–parameter product systems out of one-parameter product sys-
tems, S = Nd
0
or S = Rd+. Since for the construction of one-parameter product systems, we have
the powerful Theorem 5.21, it is a promising strategy to understand how to put together d one-
parameter product systems to a d–parameter product system.) It is easy to find a subset of the
set of product maps of the product system over S that determine the whole structure and neces-
sary conditions that this subset has to satisfy. Showing that these are sufficient for the converse
direction, is, however, tricky and involves a detailed analysis of a subset of permutations, the
order improving, partially order preserving permutations (to be dealt with in Appendix E).
We start by discussing the case d = 2 for Hilbert spaces passing, then, to modules; not
so much to see what is possible for Hilbert spaces, but rather to explain what is not possible
for modules (and, therefore, has to be avoided) and how it can be replaced by a generalizable
version.
Let E1
⊗
and E2
⊗
be product systems of Hilbert spaces over S1 and S2, respectively. We easily
verify that the family
(
E1t1 ⊗E2t2
)
(t1 ,t2)∈S1×S2 with product (x
1
s1
⊗ x2s2)(y1t1 ⊗ y2t2) = (x1s1y1t1)⊗ (x2s2y2t2) is
a product system over S1 × S2. The product involves the natural flip isomorphism E2s2 ⊗ E1t1 →
E1t1 ⊗ E2s2 . Since there is no such flip for tensor products of correspondences, there is no such
external tensor product of product systems of correspondences.[i]
14.1 Remark. Note that there is also the tensor product within the category of product systems
of Hilbert spaces over a fixed monoid S with product (x1s ⊗ x2s)(y1t ⊗ y2t ) = (x1sy1t ) ⊗ (x2sy2t ). Also
here, for correspondences there is no such tensor product. (See, however, again Footnote [i].)
For the category of spatial tensor product systems over R+ (that is, there is a central unital unit),
Skeide [Ske06d] has replaced it by the spatial product. (As pointed out by Bhat and Mukherjee
[BM10], the construction requires to embed a subproduct system into a product system as in
Theorem 5.21. This, therefore, does not work for arbitrary monoids.) This is not what we
are interested in. Our interest is in constructing multi-parameter product systems out of one-
parameter product systems.
On the other hand, suppose E⊙ is a product system over S1×S2. Then themarginal families
E1
⊙
:=
(
E(t1,0)
)
t1∈S1 and E
2⊙ :=
(
E(0,t2)
)
t2∈S2 are product systems over S
1 and S2, respectively.
[i] Well, we may form a truly external tensor product of product systems of correspondences even over different
algebras. But then, the result would be a product system of correspondences over the (or, better, some) tensor
product of the algebras. We wish, however, to stay inside the category of B–correspondences for a fixed B, so, we
do not want such a truly external tensor product.
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Moreover, E1t1 ⊙ E2t2 and E(t1,t2) are isomorphic via u(t1 ,0),(0,t2). Therefore, the product system
structure of E⊙ may be rewritten in terms of the family
(
E1t1⊙E2t2
)
(t1 ,t2)∈S1×S2 . The induced product
maps for this family, made to make the family u(t1 ,0),(0,t2) into an isomorphism of product systems,
are
(u1s1,t1 ⊙ u2s2,t2)(idE1s1 ⊙(u
∗
(t1 ,0),(0,s2)
u(0,s2),(t1,0)) ⊙ idE2t2 ). (14.1)
(Effectively, applying to this map u(s1t1 ,0),(0,s2t2), taking also into account that
(u(s1t1 ,0),(0,s2t2))(u
1
s1,t1
⊙ u2s2,t2) = u(s1,0),(t1 ,0),(0,s2),(0,t2) = u(s1,0),(t1 ,s2),(0,t2)(idE1s1 ⊙u(t1 ,0),(0,s2) ⊙ idE2t2 )
(where we use the nth iterated product notation from Observation 6.1), we get
(u(s1t1 ,0),(0,s2t2))(u
1
s1 ,t1
⊙ u2s2,t2)(idE1s1 ⊙(u
∗
(t1 ,0),(0,s2)
u(0,s2),(t1,0)) ⊙ idE2t2 )
= u(s1,0),(t1,s2),(0,t2)(idE1s1
⊙u(0,s2),(t1,0) ⊙ idE2t2 ) = u(s1,0),(0,s2),(t1,0),(0,t2)
= u(s1,s2),(t1,t2)(u(s1,0),(0,s2) ⊙ u(t1,0),(0,t2)),
that is, the family u(t1,0),(0,t2), indeed, intertwines the product of the families
(
E1t1 ⊙ E2t2
)
(t1,t2)∈S1×S2
and E⊙, also showing that (14.1) is, indeed, a product.) We see that in the product in (14.1),
apart from the structure maps uksk,tk of the marginals E
k⊙, there occurs a family of isomorphisms
u1,2t1,s2 := u
∗
(t1,0),(0,s2)
u(0,s2),(t1,0) : E
2
s2
⊙ E1t1 → E1t1 ⊙ E2s2 .
14.2 Example. For instance, if E⊗ is just the external tensor product of two product systems
of Hilbert spaces as described above, then u1,2t1 ,s2 is nothing but the flip. But even for Hilbert
spaces the structure of a product system over S1 × S2 is not determined by the structure of the
marginals. It particular, it need not be isomorphic to an external tensor product. In fact, in
Corollary 17.5 we determine the structure of all discrete d–parameter product systems E⊙. In
particular, for a correspondence E, every bilinear unitary F1,2 ∈ Bbil,a(E ⊙ E) (thought of as an
operator E2 ⊙ E1 → E1 ⊙ E2) gives rise to a product system structure on
(
E⊙n1 ⊙ E⊙n2)(n1 ,n2)∈N20 .
(Every product system E⊙ over N20 with (pairwise) isomorphic marginals is isomorphic to one
of that form, but we do not need that here.) Two such operators F1,2 and F
′
1,2
give rise to
isomorphic product systems if and only if there exist unitaries ak ∈ Bbil,a(E) (thought of as
operators Ek → Ek)) such that (a1⊙a2)F1,2 = F′1,2(a2⊙a1). It is clear that, for instance, F1,2 = id
and F′1,2 = F (the flip for some Hilbert space H with dim H ≥ 2) violate this condition.
To see more clearly what we aim at for general d, let us repeat, also slightly reformulating,
what we achieved in the case d = 2, and arrange it into the following three steps.
1. We started with a product system E⊙ =
(
E
t
)
t∈S over S = S
1 × S2, and replaced it by a
family written in terms of the marginals Ek
⊙
of the form
(
E(t1 ,0)⊙E(0,t2)
)
t∈S =
(
E1t1⊙E2t2
)
t∈S,
which is “pointwise” isomorphic to the family E⊙ via u(t1,0),(0,t2).
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2. We noted that the product system structure of E⊙ can also be expressed in terms of the
family
(
Et1 ⊙ Et2
)
t∈S equipping it with the product
u∗(s1t1,0),(0,s2t2)us,t(u(s1,0),(0,s2) ⊙ u(t1,0),(0,t2))
obtained by unitary equivalence from the product u
s,t.
3. We convinced ourselves that this product can be written as
(u1s1,t1 ⊙ u2s2,t2)(idE1s1 ⊙u
1,2
t1,s2
⊙ idE2t2 )
in a way where only the operators u1,2t1,s2 := u
∗
(t1,0),(0,s2)
u(0,s2),(t1 ,0) : E
2
s2
⊙ E1t1 → E1t1 ⊙ E2s2 and
the products uksk,tk of the marginals occur.
Carrying out Steps 1 and 2 for general d obviously generalizes without any question: Start-
ing from a product system E⊙ =
(
E
t
)
t∈S over S = S
1 × . . . × Sd we may pass to the family(
E1t1 ⊙ . . . ⊙ Edtd
)
t∈S consisting of the tensor products of the marginal systems E
k⊙ :=
(
Ektk :=
E(0,...,0,tk,0,...,0)
)
tk∈Sk , which is “pointwise” isomorphic to the family E
⊙ via u(t1 ,0,...,0), ... ,(0,...,0,td). And
the product u
s,t of E
⊙ lifts to the unitarily equivalent product
u∗(s1t1,0,...,0), ... ,(0,...,0,sdtd)us,t(u(s1,0,...,0), ... ,(0,...,0,sd) ⊙ u(t1,0,...,0), ... ,(0,...,0,td))
on the other family.
What about Step 3? Or better, what is it we gained in the case d = 2 by expressing the
product according to Step 2 in the form in Step 3, that makes it desirable to do the same for
general d? Answer: The product as in Step 3 expresses in a very concise form what, apart from
the structure of the marginals it needs to compute the product, namely: A flip operation that, in
(E1s1⊙E2s2)⊙(E1t1⊙E2t2) brings things into “the right” order (E1s1⊙E1t1)⊙(E2s2⊙E2t2) so that, then, the
product of the marginals can be applied. In fact, this is very much how we defined the external
tensor product in the case of Hilbert spaces with the usual flip; just that, for correspondences,
the flip does not exist; and even if, for Hilbert spaces, the flip does exist, Example 14.2 shows
that the flip is by far not the only possible way. Note, too, the gradual change from the scope
of conveniently describing the structure of a given product system over S1 × S2 in terms of its
marginals (and some extras, the flips u1,2t1,s2), to rather starting from product systems E
k⊙ over Sk
and to define on the family of tensor products a product extending the marginal products (with
the help of some flips). Let us transfer this to general d.
So, suppose we have d product systems Ek
⊙
(k = 1 . . . , d), each over its own Sk, with product
maps uksk,tk . For each t = (t1, . . . , td) ∈ S1 × . . . × Sd =: S, we define
E
t
:= E1t1 ⊙ . . . ⊙ Edtd .
Henceforth, to lighten notation, we will identify Sk with the submonoid (0, . . . , 0, Sk, 0, . . . , 0)
of S and, therefore, tk ∈ Sk with (0, . . . , 0, tk, 0, . . . , 0) ∈ S. We also identify Etk = E10 ⊙ . . . ⊙
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Ek−1
0
⊙ Ektk ⊙ Ek+10 ⊙ . . . ⊙ Ed0 with Ektk , so that the marginal families are identified with Ek
⊙
. Our
intention is to define a product system structure u
s,t on the family E
1,...,d :=
(
E
t
)
t∈S that extends
the product of the marginals. To that goal, we wish to send
E
s
⊙ E
t
= (E1s1 ⊙ . . . ⊙ Edsd) ⊙ (E1t1 ⊙ . . . ⊙ Edtd ), (14.2a)
from which the arguments of u
s,t stem, by applying successively suitable next-neighbour flips
into
(E1s1 ⊙ E1t1) ⊙ . . . ⊙ (Edsd ⊙ Edtd ), (14.2b)
to which, then, we can apply the marginal products as u1s1,t1 ⊙ . . . ⊙ udsd ,td . At first sight, the flips
that might allow us to succeed with our purpose, might even depend not only on the pair Eisi⊙E
j
t j
they have to flip, but on the entire context (that is, on all indices and “times” of the surrounding
tensor factors). However, if we assume for a moment that a product u
s,t does exist, we know
that we can achieve the flip by the operators u∗t j ,siusi,t j . This special flip is also compatible with
the product map in the sense of the following little lemma, which, to free it from too many
indices, we formulate generally.
14.3 Lemma. Let E⊙ be a product system over a monoid S. Choose n ∈ N and tk ∈ S (1 ≤ k ≤
n). Suppose that for some i we have titi+1 = ti+1ti. Then the nth iterated product is invariant
under the flip u∗ti+1,tiuti ,ti+1, that is,
ut1,...,tn = ut1 ,...,ti−1,ti+1,ti ,ti+2,...,tn(idt1 ⊙ . . . ⊙ idti−1 ⊙ u∗ti+1,tiuti ,ti+1 ⊙ idti+2 ⊙ . . . ⊙ idtn).
(The proof is very similar to the computation after (14.1), and we omit it.) So, in any product
system, assuming also that S is abelian, we may compute the nth iterated product also after
“flipping around” the spaces of the n factors (though, not their elements, as the flip does, in
general, not exist) with the help of the operators u∗ti+1,tiuti,ti+1 before without changing the result.
Returning to our family E1,...,d this means that, if there does exist a product, then we may com-
pute it by, first, bringing the form in (14.2a) into the form in (14.2b) and, then, applying the
marginal products. To achieve this reordering, we may iterate any selection of flips u∗t j ,siusi,t j
that compose to give a suitable permutation to end up in (14.2b). Well, actually, we need only
to bring spaces of higher index i on the left of a space with lower index j into the right order. We
might flip also if j = i (Lemma 14.3 shows, it does not change the result), but it is not necessary
to do so. So, we need the flips only for j < i. (It will turn out that the suitable permutation that
does the job is, then, unique.) We summarize:
14.4 Observation. Suppose we have a family of bilinear unitaries u
j,i
t j ,si
: Eisi ⊙ E
j
t j
→ E jt j ⊙ Eisi
(1 ≤ j < i ≤ d, si ∈ Si, t j ∈ S j). Then:
1. The prescription indicated around Equations (14.2) over-determines maps u
s,t on the fam-
ily E1,...,d; ‘over-determines’ in the sense that we will definitely be able to compose a suit-
able permutation out of flips in the prescribed way (to which we, then, apply the marginal
products), but it is not a priori clear if this is well-defined.
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2. If so, and if the u
s,t do define a product (associativity!) turning the family E
1,...,d into a
product system E1,...,d
⊙
, then necessarily u∗t j,siusi,t j = u
j,i
t j,si
.
3. By the Steps (1) – (3) (following Example 14.2), every product system over S is isomor-
phic to some E1,...,d
⊙
.
4. If the u
j,i
t j,si
define a product, then necessarily
(idktk ⊙ u j,is j,ri)(uk,itk,ri ⊙ id js j)(idiri ⊙ u
k, j
tk,s j
) = (u
k, j
tk,s j
⊙ idiri)(id js j ⊙ uk,itk,ri)(u j,is j ,ri ⊙ idktk)
for each k < j < i and ri ∈ Si, s j ∈ S j, tk ∈ Sk. (This is so, because, by Lemma 14.3, it
does not matter which of the two possibilities to realize the permutation Eiri ⊙ E
j
s j ⊙ Ektk →
Ektk ⊙ E
j
s j ⊙ Eiri we choose, before applying the triple product utk,s j,ri .)
5. If the u
j,i
t j,si
define a product, then necessarily
(u
j
s j,t j
⊙ idiri)(id js j ⊙ u
j,i
t j ,ri
)(u j,is j ,ri ⊙ id
j
t j
) = u
j,i
s jt j ,ri
(idiri ⊙ u
j
s j ,t j
),
(id
j
t j
⊙ uiri,si)(u
j,i
t j ,ri
⊙ idisi)(idiri ⊙ u
j,i
t j ,si
) = u
j,i
t j ,risi
(uiri,si ⊙ id
j
t j
)
for j < i and s j, t j ∈ S j; ri, si ∈ Si. (This means it does not matter if we, first, bring the
three sites into increasing order and, then, multiply the two sites from the same marginal,
or if we, first, multiply the two sites from the same marginal and, then, bring the (remain-
ing two) sites into increasing order. Again, the statement follows by suitable application
of Lemma 14.3.)
This observation means: We understand any product system structure on E1,...,d that extends the
marginal products by appropriately using the flips u
j,i
t j ,si
( j < i). We understand any product
system E⊙ over the product S up to isomorphism by its marginals and the flips. In either case,
necessarily, the flips are recovered from the product as u
j,i
t j ,si
= u∗t j,siusi,t j . Moreover, they fulfill
the two sets of necessary conditions stated in 4 and 5. We now show that these two sets of
conditions are also sufficient.
The key ingredients for the proof are to be found in the following definition and lemma. The
proof of the lemma is postponed to Appendix E. But first let us fix some notation. For n ∈ N we
shall denote Nn := {1, . . . , n}. For each n, the permutation group S n is the set of all bijections σ
on Nn. For j , i, we have the usual transposition of j and i as
τ j,i(ℓ) =

i ℓ = j,
j ℓ = i,
ℓ otherwise.
Obviously, τ j,i = τi, j = τ
−1
j,i
. It is well known that the next-neighbour transpositions τk := τk,k+1
(k ∈ Nn−1) generate S n (as a semigroup), that they fulfill the relations
τ2k = e, τkτk′ = τk′τk (|k − k′| ≥ 2), τkτk+1τk = τk+1τkτk+1 (k ≤ n − 2), (14.3)
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and that every set of n − 1 elements τ′
k
in a monoid fulfilling these relation generates a group
isomorphic to S n (via τ
′
k
7→ τk).
14.5 Definition. Let E1, . . . , Ep be correspondences over B and for each 1 ≤ j < i ≤ p let F j,i
be a bilinear unitary Ei ⊙ E j → E j ⊙ Ei. Let f : Nq → Np be a function and put
E f := E f (1) ⊙ . . . ⊙ E f (q).
For j < i and κ ∈ Nq−1, we say the pair (F j,i, κ) is admissible with respect to f (via κ) if
f (κ) = i and f (κ + 1) = j, that is, if in the two neighbouring sites E f (κ) and E f (κ+1) in E f we
have the tensor product E f (κ) ⊙ E f (κ+1) = Ei ⊙ E j. If (F j,i, κ) is admissible we denote by F⊙ idj,i;κ the
amplification of Fi, j acting on the sites E f (κ) ⊙ E f (κ+1) of E f (1) ⊙ . . . ⊙ E f (q), namely,
F
⊙ id
j,i;κ := id f (1) ⊙ . . . ⊙ id f (κ−1) ⊙ F j,i ⊙ id f (κ+2) ⊙ . . . ⊙ id f (q) .
(Note that the codomain of F⊙ id
j,i;κ
is E f◦ τκ .) A chain (F j1,i1 , κ1), . . . , (F jm,im , κm) is admissiblewith
respect to f (via κ1, . . . , κm) if each (F jk,ik , κk) is admissible with respect to f ◦ τκ1 ◦ . . . ◦ τκk−1 .
(This means that domains and codomains of the operators in F⊙ id
jm ,im;κm
◦ . . .◦F⊙ id
j1,i1;κ1
match. Note,
too, that the codomain of the whole thing is E f◦ τκ1◦...◦ τκm .)
An admissible chain (F j1,i1 , κ1), . . . , (F jm,im , κm) is maximal if there is no (F jm+1,im+1 , κm+1)
such that the chain (F j1 ,i1 , κ1), . . . , (F jm+1,im+1 , κm+1) is still admissible.
14.6 Remark. It is clear that admissibility of (F j,i, κ) or of a chain (F j1,i1 , κ1), . . . , (F jm,im , κm) is
a question that depends exclusively on the function f and the indices in question, and not on
the concrete nature of the isomorphisms F j,i. Nevertheless, for the formulations that follow, we
found it more convenient to speak of admissible pairs of operators F j,i and indices κ rather than
speaking of admissible triples of indices ( j, i; κ). See, however, Appendix E.
14.7 Lemma. In the situation of Definition 14.5:
1. For each f , there do exist maximal admissible chains (F j1,i1 , κ1), . . . , (F jm,im , κm).
2. The permutation τκ1 ◦ . . . ◦ τκm for a maximal admissible chain does not depend on the
choice of the chain. We denote that permutation by σ f .
3. If the F j,i fulfill the detailed exchange conditions
(idk ⊙F j,i)(Fk,i ⊙ id j)(idi ⊙Fk, j) = (Fk, j ⊙ idi)(id j ⊙Fk,i)(F j,i ⊙ idk) (14.4)
(1 ≤ k < j < i ≤ p), then the operator F⊙ id
jm,im
◦ . . . ◦ F⊙ id
j1,i1
for a maximal admissible chain
does not depend on the choice of the chain. We denote this operator by π f .
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Note that the function f : Nq → Np can also be viewed as a q–tuple ( f (1), . . . , f (q)) with values
in Np. The tuple that belongs to f ◦σ f is increasing. We insisted that the permutation σ f is con-
structed from next-neighbour transpositions, but using only those transpositions that are really
necessary in order to bring a pair of neighbouring elements in the tuple into increasing order.
Not only transpositions that would increase disorder are not allowed, but also transpositions that
would flip positions that have the same value of f are forbidden. This means we change two
places if the indices are not in order, but the order of places where the indices coincide is never
changed. The former property means that we use only flips that are order improving; the latter
property is what we will call in Appendix E partially order preserving; and these properties are
responsible for that the permutation σ f is unique. All this will be made precise in Appendix E,
to which we delegate the proof of Lemma 14.7.
We are now ready to complete the proof of the following theorem, showing also a reverse
of Observation 14.4(4) and(5).
14.8 Theorem. In the situation of Observation 14.4: The formula u
j,i
t j ,si
= u∗t j ,siusi,t j establishes
a one-to-one correspondence between
1. product systems structures u
s,t on E
1,...,d that extend the marginal products, and
2. families of operators u
j,i
t j,si
: Eisi ⊙ E
j
t j
→ E jt j ⊙ Eisi (1 ≤ j < i ≤ i, t j ∈ S j, si ∈ Si) that satisfy
the conditions in Observation 14.4(4) and(5).
Proof. The forward implication is contained in Observation 14.4. So, let us assume we have a
family of operators u
j,i
t j ,si
: Eisi ⊙ E
j
t j
→ E jt j ⊙ Eisi (1 ≤ j < i ≤ i, t j ∈ S j, si ∈ Si) satisfying the
conditions in (4) and(5).
For showing that u
s,t is well defined, we put Ek := E
k
sk
⊕ Ektk so that (14.2a) is contained in
E1 ⊙ . . . ⊙ Ed ⊙ E1 ⊙ . . . ⊙ Ed, (14.5a)
while (14.2b) is contained in
E1 ⊙ E1 ⊙ . . . ⊙ Ed ⊙ Ed. (14.5b)
Further, for j < iwe define F j,i : Ei⊙E j → E j⊙Ei to act direct-summand-wise as the appropriate
u
j,i
β j,αi
(β j ∈ {t j, s j}, αi ∈ {si, ti}). It is clear that verifying that the F j,i fulfill (14.4), amounts to
just verifying the (by hypotheses, satisfied) conditions of the u
j,i
•,• for many different “time”
arguments in Observation 14.4(4). So, according to Lemma 14.7, for the function f : N2d → Nd
such that ( f (1), . . . , f (2d)) = (1, . . . , d, 1, . . . , d) there is a unique permutation σ f putting the
tuple into ( f ◦σ(1), . . . , f ◦σ(2d)) = (1, 1, . . . , d, d) that can be composed by flipping only next-
neighbour-sites that are not in order. Moreover, there is a unique isomorphism π f from (14.5a)
to (14.5b) that can be obtained by composing suitable amplifications of the F j,i corresponding
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to these flips. It is also clear that the restriction of π f to (14.2a) maps onto (14.2b). So, we get
an isomorphism
π2 : (E
1
s1
⊙ . . . ⊙ Edsd ) ⊙ (E1t1 ⊙ . . . ⊙ Edtd ), −→ (E1s1 ⊙ E1t1) ⊙ . . . ⊙ (Edsd ⊙ Edtd ),
and putting u
s,t := (u
1
s1,t1
⊙ . . . ⊙ udsd ,td)π2 we define a product that has been constructed pre-
cisely according to our prescription. That this definition does not depend on how we put that
prescription into practise, is precisely the statement that π2 is unique.
To show associativity of that product, we start by observing that, exactly as in the construc-
tion of π2 (but, now, starting from Ek := E
k
rk
⊕ Eksk ⊕ Ektk), there is a unique isomorphism
π3 : (E
1
r1
⊙ . . .⊙Edrd )⊙(E1s1⊙ . . .⊙Edsd )⊙(E1t1⊙ . . .⊙Edtd ) −→ (E1r1⊙E1s1⊙E1t1)⊙ . . .⊙(Edrd⊙Edsd ⊙Edtd )
that can be composed out of order improving next-neighbour-flips obtained by meaningful am-
plifications of suitable u
j,i
•,•. We claim that both urs,t(ur,s ⊙ idt) and ur,st(idr ⊙us,t) coincide with
u
r,s,t := (u
1
r1,s1,t1
⊙ . . . ⊙ udrd ,sd ,td )π3 (proving associativity of our product). And we show it only
for one, because the other case is analogue. (For now, u
r,s,t is just an abbreviation; the notation
will be justified, once we show associativity.)
Let us compute u
r,st(idr ⊙us,t). We have
u
r,st(idr ⊙us,t) = (u1r1,s1t1 ⊙ . . . ⊙ udrd ,sdtd )π′2(idr ⊙(u1s1,t1 ⊙ . . . ⊙ udsd ,td )π2)
= (u1r1,s1t1 ⊙ . . . ⊙ udrd ,sd td )π′2(id1r1 ⊙ . . . ⊙ iddrd ⊙u1s1,t1 ⊙ . . . ⊙ udsd ,td )(idr ⊙π2),
where π′2 is the version of π2 adapted to the “times” (r1, . . . , rd) and (s1t1, . . . , sdtd), in the same
way as π2 is the one adapted to the “times” (s1, . . . , sd) and (t1, . . . , td) we discussed above. It
is our scope to “commute” π′2 through idr ⊙u1s1,t1 ⊙ . . . ⊙ udsd ,td with the help of the conditions in
Observation 14.4(5). π′
2
is composed out of (amplifications of) next-neighbour flips u
j,i
s jt j ,ri
that
come to act on Eiri ⊙ u
j
s j,t j
(E
j
s j ⊙ E jt j) ( j < i). By the first half of these conditions in 14.4(5), the
flip passes through from the left of idiri ⊙u
j
s j ,t j
, by which the latter transforms into u
j
s j ,t j
⊙ idiri , to
the right, and by passing through the form is now a ‘mini’-permutation composed out of two
flips that does to E
j
s j ⊙ E jt j in Eiri ⊙ (E
j
s j ⊙ E jt j) exactly the same as u
j,i
s jt j ,ri
does to u
j
s j,t j
(E
j
s j ⊙ E jt j)
in Eiri ⊙ u
j
s j,t j
(E
j
s j ⊙ E jt j). Doing this for every single transposition in π′2, we get
π′2(id
1
r1
⊙ . . . ⊙ iddrd ⊙u1s1,t1 ⊙ . . . ⊙ udsd ,td ) = ((id1r1 ⊙u1s1,t1) ⊙ . . . ⊙ (iddrd ⊙udsd ,td ))π2′ ,
where π2′ reorders
E1r1 ⊙ . . . ⊙ Edrd ⊙ (E js1 ⊙ E
j
t1
) ⊙ . . . ⊙ (E jsd ⊙ E
j
td
)
(the range of (id
r
⊙π2)) into
(E1r1 ⊙ (E js1 ⊙ E
j
t1
)) ⊙ . . . ⊙ (Edrd ⊙ (E jsd ⊙ E
j
td
)).
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Since π2′(idr ⊙π2) is made up out of order improving flips only, by the uniqueness statement in
Lemma 14.7 (applied appropriately to the (co)restriction π3!), we have π2′(idr ⊙π2) = π3. So,
u
r,st(idr ⊙us,t) = ur,s,t. The other equality, urs,t(ur,s⊙ idt) = ur,s,t follows in the same way, now,
making use of the other half of the conditions in 14.4(5).
We briefly address the question when two sets of flips, u
j,i
t j ,si
and u
′ j,i
t j,si
, define isomorphic
product system structures E1,...,d
⊙
and E′1,...,d⊙ on E1,...,d. Necessarily, automorphisms a
t
of the
correspondences E
t
, to form an isomorphism intertwining the two products u
s,t and u
′
s,t, have
to restrict to automorphisms aktk of the marginals E
k⊙. And, necessarily, a
t
= a1t1 ⊙ . . . ⊙ adtd .
One easily checks that a family of automorphism Ek
⊙
defines an isomorphism from E1,...,d
⊙
to
E′1,...,d⊙ if and only if
(a1s1 ⊙ a1t1 ⊙ . . . ⊙ adsd ⊙ adtd)π2 = π′2(a1s1 ⊙ . . . ⊙ adsd ⊙ a1t1 ⊙ . . . ⊙ adtd ),
where π2 is the permutation from the proof of Theorem 14.8 and where π
′
2
is the same permu-
tation expressed, however, using u
′ j,i
t j ,si
instead of u
j,i
t j ,si
. Clearly, this happens if and only if the aktk
intertwine appropriately the next neighbour flips composing the permutation, that is, if and only
if
(a
j
t j
⊙ aisi)u
j,i
t j ,si
= u
′ j,i
t j,si
(aisi ⊙ a
j
t j
). (14.6)
For instance, if all aktk are identities, then necessarily u
j,i
t j ,si
= u
′ j,i
t j ,si
: An isomorphism between
different product system structures on E1,...,d is necessarily nontrivial on at least one of the
marginals Ek
⊙
. On the other hand, if u
j,i
t j,si
= u
′ j,i
t j,si
, then (14.6) tells which of the elements in
Aut(E1
⊙
) × . . . × Aut(Ed⊙) lift to elements in Aut(E1,...,d⊙). Finally, we may ask, given E1,...,d⊙,
for which elements in Aut(E1
⊙
) × . . . × Aut(Ed⊙) the definition
u
′ j,i
t j ,si
:= (a
j
t j
⊙ aisi)u
j,i
t j ,si
(aisi ⊙ a
j
t j
)∗
defines a product system E′1,...,d
⊙
. The answer is for all! We omit the straight-forward proof.
14.9 Observation. Let us recall that in this section we did two things: Firstly, we showed that
every product system E⊙ over a product S = S1 × . . .× Sd decomposes, in a very specific sense,
into the tensor product E1,...,d of its marginals Ek
⊙
. (As explained in Remark 14.1, for Hilbert
spaces there is the external-type tensor product; but this captures by far not all product systems
structures. It is important that our description in terms of E1,...,d and the flips, really captures
all product systems over a product S.) Secondly, we examined how to define a product system
structure over S on the tensor product E1,...,d of given product systems Ek
⊙
over Sk.
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15 An application: Strongly commuting CP-semigroups
In the preceding section, we entirely captured the structure of a product system E⊙ over a prod-
uct S := S1× . . .×Sd of monoids Sk, in terms of the marginal product systems Ek⊙ over Sk and of
the flip operators u
j,i
t j,si
( j < i). Actually, in these notes we are interested in CP-semigroups, and
product systems are only a mean to an end to understand better the CP-semigroups, in particu-
lar, to construct dilations for them. The relation between CP-semigroups T and product systems
E⊙ is made in terms of units ξ⊙ for E⊙ by the formula T
t
= 〈ξ
t
, •ξ
t
〉. The following corollary
of Theorem 14.8 settles entirely the structure of units of E⊙ in terms of units for the marginal
product systems and the flips.
15.1 Corollary. Let ξk
⊙
denote units for the marginal subsystems Ek
⊙
of a product system E⊙
over S1 × . . . × Sd. Then there is a unit ξ⊙ for E⊙ such that ξtk = ξktk if and only if
ξisiξ
j
t j
= ξ
j
t j
ξisi (15.1a)
for all j < i, si ∈ Si, t j ∈ S j. If the product system E⊙ has been obtained from Ek⊙ and u j,it j,si as in
Theorem 14.8, then this equation reads
u
j,i
t j ,si
(ξisi ⊙ ξ
j
t j
) = ξ
j
t j
⊙ ξisi . (15.1b)
Proof. Even if E⊙ has not been constructed as in Theorem 14.8 but is given, we may define
u
j,i
t j ,si
:= u∗t j ,siusi,t j , and (15.1a) is equivalent to (15.1b) after applying u
∗
t j ,si
to the former. So, it is
sufficient to assume that E⊙ is given as in Theorem 14.8. But here, (15.1b) just means that
π2(ξ
1
s1
⊙ . . . ⊙ ξdsd ⊙ ξ1t1 ⊙ . . . ⊙ ξdtd ) = ξ1s1 ⊙ ξ1t1 ⊙ . . . ⊙ ξdsd ⊙ ξdtd ,
and the statement follows because all ξk
⊙
are units.
While the form in (15.1a) is surely more intuitive and perfectly symmetric, the form in
(15.1b) reminds very much a condition that occurs in (one of) the definition(s) of strongly
commuting CP-maps:
15.2 Definition. Let S and T be CP-maps on a unital C∗–algebra and put (E, ξ) := GNS-T and
(F, ζ) := GNS-S . We say, T and S commute strongly if there is an isomorphism
u : E ⊙ F −→ F ⊙ E
such that
u(ξ ⊙ ζ) = ζ ⊙ ξ.
Of course, strongly commuting CP-maps commute. (See (4.1).)
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15.3 Remark. The, somewhat mysterious, notion of strongly commuting CP-maps has been
first introduced by Solel [Sol06] in the context of dilations of discrete time two-parameter CP-
semigroups; the case considered there is normal CP-maps on a von Neumann algebra B and
formulated in terms of their Arveson-Stinespring correspondences (over the commutant B′;
see Appendix A). In [Sha11], Shalit shows that the von Neumann case of Definition 15.2 is
equivalent to the original definition in [Sol06]. Only Definition 15.2 makes sense also in the
C∗–case. And Definition 15.2 gives at least some hint to intuition, which, possibly, makes
appear the notion a bit less mysterious.
In order to not interrupt the flow, we give a collection of examples in the end of this section
in Subsection (iv); but we will refer to some of them in the discussion. Our scope is to reflect
on how strong commutativity has occurred so far, how strong commutativity relates to (15.1b),
and how Corollary 15.1 can help to improve the nice consequences of strong commutativity.
Let us repeat what our ultimate aim is: For a CP-semigroup T (over Sop on a unital C∗–al-
gebra B) we wish to construct a product system E⊙ (over S) and a unit ξ⊙ for that product
system such that the subproduct system generated by the unit is the GNS-subproduct system
of the CP-semigroup, that is, such that 〈ξt, •ξt〉 = Tt; Observation 7.1. We, then, wish to use
the pair (E⊙, ξ⊙) to construct a (strong and strict module) dilation (E, ϑ, ξ) of T . This has been
the strategy since Bhat and Skeide [BS00] (see also the very first part of the introduction in
Section 1), also in Muhly and Solel [MS02] (dealing with same question as [BS00]), Solel
[Sol06] (dealing with the discrete two-parameter case), and Shalit [Sha08a] (dealing with the
continuous two-parameter case). (The latter three are for the von Neumann case only, and the
ingredients first have to be translated in terms of a duality called commutant as explained in
Skeide [Ske03, Section 2], before we see that we are speaking about the same strategy; see
Appendix A.)
The step (E⊙, ξ⊙) { (E, ϑ, ξ), we can do for Ore monoids, whenever the unit is unital, that
is, whenever T is a Markov semigroup; Theorems 12.8 and 12.9. The nonunital case, remains
problematic. (See Question 10.5. Unitalization helps in so far, as we may pass from the GNS-
subproduct system of the nonunital CP-semigroup to that of its unitalization. But, it is the latter
subproduct system which we have to embed into a product system obtaining, then, a dilation of
the unitalization which ‘contains’ also a dilation of the original CP-semigroup. Knowing that
the GNS-subproduct system of the original CP-semigroup embeds into a product system, does
not help here; for an (indirectly related) idea about the obstacles, see Lemma 11.5.) So, in this
section we will mainly concentrate on how to construct product systems for GNS-subproduct
systems; the final step to (module) dilation will be limited to the unital case.
Now if S = S1 × . . . × Sd is a product, Theorem 14.8 tells us exactly how a product system
over S is determined by its marginal product systems over Sk and, vice versa, how, given product
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systems over Sk, we may (or not) construct out of them a product system over S having these
as marginal systems. And Corollary 15.1 tells us how, in this situation, a unit has to look like.
Theorem 14.8 and Corollary 15.1 do not tell us, how we get product systems over Sk and units
for them; but if we have them, these results tell us the only way how they can be composed to a
product system over S and a unit for that product system.
In other words, if we have d commuting CP-semigroups T k (so that they determine a CP-
semigroup T over S with marginals T k) and if, for some reason, we know (as, for instance, in
the one-parameter case Sk = N0 or S
k = R+, or in other situations where Theorem 5.21 applies)
how to embed the GNS-subproduct system of each T k into a product system, then we are in the
situation where we wish to apply Corollary 15.1. And it is here, where strong commutativity
enters:
Roughly speaking, the product systems and units constructed from the marginal CP-semi-
groups T k by applying Theorem 5.21 to the GNS-subproduct system of T k, may be composed
to a product system over S and unit if and only if they fulfill the “right” condition of com-
muting strongly. In other words, we restrict the situation of Corollary 15.1 to product systems
obtained as in Theorem 5.21 (or a better way to capture its properties) and make its hypotheses
a definition – and hope that at least sometimes a less complicated formulation is possible.
The product systems Ek
⊙
of the marginals T k constructed as in Theorem 5.21, are not only
generated by their unit (there is no smaller product subsystem containing the unit or, equiva-
lently, the GNS-subproduct system of the corresponding CP-semigroup), but they are spanned
by the unit (there is no smaller superproduct subsystem containing the unit, or, equivalently,
the product system is spanned by the unit as in Theorem 5.16). Clearly, the same is true for the
family E1,...,d, once we are able to turn it into a product system with unit.
So, the definition we aim at, presumes that the marginal objects are in some sense, a sense
more restrictive than just being generated, spanned by the cyclic elements that form the unit.
But, this is also exactly the difference between the situation in (15.1b) for fixed j < i, si ∈ Si,
and t j ∈ S j, and the statement that the two (commuting!) CP-maps T isi := 〈ξisi , •ξisi〉 and T
j
t j
:=
〈ξ jt j , •ξ
j
t j
〉 commute strongly according to Definition 15.2. The key requirement in Definition
15.2 is that the two correspondences E and F are the GNS-correspondences of the occurring
CP-maps, that is, they are generated in a very strong sense, namely, as correspondences, by
their cyclic vectors ξ and ζ, respectively.
In the situation of (15.1b) (not fixing on only two CP-maps, but taking into account that they
sit in semigroups and that the correspondences are part of product systems), this will happen
rather rarely. Indeed, if, for instance, T
j
t j
is composed, that is, if t j = t
′′
j t
′
j so that T
j
t j
= T
j
t′
j
◦ T j
t′′
j
and E
j
t j
 E
j
t′′
j
⊙ E j
t′
j
, the vector ξ
j
t′′
j
ξ
j
t′
j
will be cyclic for E
j
t j
only in very particular circumstances
(for instance if T
j
t′
j
is an endomorphism). So, rarely will the correspondences E
j
t j
occurring
in (15.1b) be the GNS-correspondences E
j
t j
of the CP-maps T
j
t j
. Adding to the conditions in
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(15.1b) that the u
j,i
t j,si
(co)restrict to isomorphisms Eisi ⊙ E
j
t j
→ E jt j ⊙ Eisi is an extra condition
(meaning that all members from different marginals commute strongly); an extra condition that
frequently turns even out to be unnecessary.
We see, from the beginning, the notion of strong commutativity in the context of semigroups
cannot be as simple as in Definition 15.2 for just two CP-maps. In the sequel, we present the
discrete and continuous time two-parameter case, deriving some of the known results (some-
times also improving on them), and lift them to d–parameter case in view of Corollary 15.1.
Then, we discuss the general definition prepared in the preceding paragraphs.
(i) The discrete d–parameter case
Well, actually, everything that can be said about the discrete d–parameter case, is said in Section
17. In particular, Observation 17.4 settles the general structure of product systems over Nd
0
that
contain the GNS-subproduct system of a CP-semigroup over Nd
0
: Product systems over Nd
0
are
(necessarily, up to isomorphism!) obtained as in Theorem 17.1 from d correspondences Ek
with isomorphisms F j,i : Ei ⊙ E j → E j ⊙ Ei ( j < i), satisfying the detailed exchange conditions
in (14.4) and vectors ξk ∈ Ek fulfilling F j,i(ξi ⊙ ξ j) = ξ j ⊙ ξi ( j < i). In view of Corollary
15.1, the detailed exchange relations are just the relations in Observation 14.4(4) restricted to
the correspondences Ek that generate the whole product system, and the conditions on the ξk
are the restrictions of (15.1b). All other relations in Observation 14.4(4) and (15.1b) follow
by construction; and the relations in Observation 14.4(5) (also fulfilled automatically) have
disappeared entirely.
In the two-parameter case d = 2, also the conditions in Observation 14.4(4) are vacuous.
We remain with two correspondences and vectors E1 ∋ ξ1 and E2 ∋ ξ2 and an isomorphism
F1,2 : E2 ⊙ E1 → E1 ⊙ E2 subject to the one and only one condition F1,2(ξ2 ⊙ ξ1) = ξ1 ⊙ ξ2.
In Theorem 22.2, we exploit that to obtain the Markov case of Solel’s result [Sol06, Theorem
5.13] that every normal CP-semigroup overN2
0
on a von Neumann algebra has a (strong, normal
module) dilation. (Of course, here unitalization helps to recover Solel’s result in full generality;
see Corollary 22.5.) But all this has nothing to do with strongly commuting.
We return to arbitrary d as described above, but assume now that Ek is Ek ∋ ξk, the GNS-
correspondence of Tk := 〈ξk, •ξk〉, so that T j and Ti commute strongly for j < i. Additionally,
we get that the marginals of the product system constructed in Theorem 17.1, are the GNS-
product systems of the marginal CP-semigroups
(
T n
k
)
. If the CP-maps Tk are unital, we also
get a dilation. (In the case d = 2, this recovers [Sol06, Proposition 5.15] restricted to unital
CP-maps.) We would get a dilation, if strongly commuting CP-maps had strongly commuting
unitalizations; but this may fail by Example 15.13. And, now, for general d, the F j,i do have do
have to satisfy the detailed exchange conditions in (14.4), which, for d = 2, are vacuous.
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15.4 Observation. We know that for a single CP-map, the members T n of the (discrete one-
parameter) semigroup generated by T , of course commute, but need not commute strongly
among themselves. Indeed, Example 15.11 presents a CP-map T that does not commute
strongly with T 2. Of course, T commutes strongly with itself. So, even if T and S := T
commute strongly, the marginals of the CP-semigroup (n1, n2) 7→ S n2 ◦ T n1 over N20 need not
commute strongly, pointwise. Indeed, with T from the example, we get that T does not com-
mute strongly with S 2, in fact, nor with any S n (n ≥ 2).
We see: Neither may we expect that the correspondences that occur in Corollary 15.1, are
the GNS-correspondences; also in the discrete d–parameter case this may be true, in general,
at most for the generating correspondences Ek. Nor may we expect that the marginal CP-
semigroups commute strongly, pointwise; in the discrete two-parameter case (for which the
notion of strongly commuting CP-maps has been invented in [Sol06]), requiring strong com-
mutativity pointwise for the whole marginal semigroups, may even restrict applicability where
no such restriction is necessary. In the strongly commuting continuous time two-parameter case
[Sha08a], this caused no little headache.
(ii) The continuous time d–parameter case ...
While in the discrete d–parameter case, the simplification of Theorem 14.8 and Corollary 15.1
to Theorem 17.1 and Observation 17.4, is enormous, in the continuous time case, we cannot
actually say much more than Theorem 14.8 and Corollary 15.1 say for Sk = R+. What we
can say is, as always, that for d = 2 conditions in Observation 14.4(4) are vacuous. But the
conditions in Observation 14.4(4) remain; and the second half of Section 17 is dedicated to
explain why Example 17.8 shows that they remain there in a very substantial way.
Now, every nonzero tk ∈ R+ can be decomposed. So, except in trivial cases, none of the
correspondences Ektk ∋ ξktk will coincide with the GNS-correspondence Ektk := spanBξktkB ⊂ Ektk
of T ktk = 〈ξktk , •ξktk〉. The best we may hope for, is that (like in the discrete case) the Ek
⊙
is the
GNS-product systems of the CP-semigroups T k. But, honestly, we do not see an advantage to
just restrict the situation in Corollary 15.1 to that situation, as long as there do not occur useful
consequences in the construction of the product system over Rd+ from the fact that each E
k⊙ is
spanned by ξk
⊙
.
We obtain useful consequences, if we require, now really, that the marginal CP-semigroups
commute strongly pointwise, that is, for all j < i and t j, si ∈ R+ there is an isomorphism
υ
j,i
t j ,si
: Eisi ⊙ E
j
t j
→ E jt j ⊙ Eisi such that υ
j,i
t j ,si
(ξisi ⊙ ξ
j
t j
) = ξ
j
t j
⊙ ξisi . (We should not forget that
this condition is not required and need not be fulfilled in the discrete d–parameter.) Since we
assume that the Ek
⊙
are the GNS-product systems, it is natural to try to define u
j,i
t j ,si
by iterating
υ
j,i
t j ,si
suitably. This means that the u
j,i
t j ,si
, if they exist, have to (co)restrict to the υ
j,i
t j ,si
(and, then,
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are determined uniquely by them). So, if the u
j,i
t j,si
exist, then the υ
j,i
t j ,si
necessarily fulfill the
conditions as the u
j,i
t j ,si
Observations 14.4(4) (being vacuous for d = 2) and (5). Switching to
the coproducts uk
∗
tk
of Ek
⊙
(which (co)restrict to the isometric coproduct maps of the GNS-
subproduct system of T k), the conditions in Observation 14.4(5) read:
Eiri+si ⊙ E
j
t j
ui
∗
ri ,si
⊙ id jt j

υ
j,i
t j ,ri+si // E
j
t j
⊙ Eiri+si
id
j
t j
⊙ ui∗ri ,si

Eiri ⊙ Eisi ⊙ E
j
t j
(υ
j,i
t j ,ri
⊙ idisi )(id
i
ri
⊙ υ j,it j ,si )
// E
j
t j
⊙ Eiri ⊙ Eisi
(15.2a)
Eiri ⊙ E
j
s j+t j
idiri
⊙ u j∗s j ,t j

υ
j,i
s j+t j ,ri // E
j
s j+s′ ⊙ Eiri
u
j∗
s j ,t j
⊙ idiri

Eiri ⊙ E
j
s j ⊙ E jt j
(id
j
s j
⊙ υ j,it j ,ri )(υ
j,i
s j ,ri
⊙ id jt j )
// E
j
t j
⊙ E jt j ⊙ Eiri
(15.2b)
A careful analysis of the inductive limit leading to Theorem 5.21, shows that Equations (15.2)
are enough to well-define isomorphisms u
j,i
t j ,si
. (Actually, this all goes through, whenever all Sk
fulfill the hypotheses of Theorem 5.21.) And a careful application of our results on permutations
from Section 14 and Appendix E, shows that the conditions in Observation 14.4(4) turn over
to the u
j,i
t j ,si
when fulfilled for the υ
j,i
t j ,si
. We, therefore, obtain a product system and unit for d
one-parameter semigroups (or over Sk as in Theorem 5.21) that commute strongly in this very
strong sense.
While the conditions in Observations 14.4(4) are verbatim for the isomorphisms υ
j,i
t j ,si
(and
vacuous for d = 2), we preferred to write down the condition in Observations 14.4(4) explicitly
and in the form (15.2). One reason is that they do no longer involve only isomorphisms; and it
is (we found) usually more desirable to choose a form where isometries occur, not coisometries,
which is also adapted to the situation that we start with the marginal GNS-subproduct systems.
Another reason is that the extra conditions in the form (15.2) appeared for the continuous time
two-parameter case in the corrigendum [Sha10a] to [Sha08a], and that these conditions made
work the construction of product systems and, hence, a dilation in [Sha08a] in the unital von
Neumann case. Later the conditions were used again in [Sha11] to construct a dilation for
nonunital CP-semigroups on B(H). [Sha08a] and [Sha11] also show that the constructed di-
lation is strongly continuous, if the dilated CP-semigroups are. We believe that also for the
construction here, the methods from Skeide [Ske16, Appendix A] to show continuity general-
ize; we do not address these questions here.
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(iii) ... and beyond?
Let us rest for a moment and see what we have. Apart from Definition 15.2 for a pair of CP-
maps and d mutually strongly commuting CP-maps in (i), we have the following two definitions
of strongly commuting CP-semigroups:
15.5 Definition. Let d ≥ 2 and for each k = 1, . . . , d let Sk be a monoid fulfilling the hypotheses
of Theorem 5.21 and let T k be a CP-semigroup over Sk
op
. Denote by (Ek
5
, ξk
⊙
) the GNS-
subproduct system of T k, and denote by (Ek
⊙
, ξk
⊙
) the GNS-product system of T k according to
Theorem 5.21.
1. We say T 1, . . . , T d commute GNS-PS-strongly if there exist isomorphisms u
j,i
t j ,si
: Eisi ⊙
E
j
t j
→ E jt j ⊙ Eisi for j < i, si ∈ Si, and t j ∈ S j fulfilling the conditions in Observations
14.4(4) and (5), and in Equations (15.1b).
2. We say T 1, . . . , T d commute GNS-subPS-strongly if there exist isomorphisms υ
j,i
t j ,si
: Eisi⊙
E
j
t j
→ E jt j⊙Eisi for j < i, si ∈ Si, and t j ∈ S j fulfilling the conditions in Observation 14.4(4),
and in Equations (15.2) and (15.1b).
15.6 Observation. For d mutually strongly commuting CP-maps Tk, the two definitions cap-
ture what we said in Subsection (i). Namely, the discrete one-parameter semigroups gener-
ated by the Tk, T
k, commute GNS-PS-strongly. By Observation 15.4, they need not commute
strongly, pointwise; in particular, they need not commute GNS-subPS-strongly.
15.7 Theorem. 1. If the T 1, . . . , T d commute GNS-subPS-strongly, then they commute GNS-
PS-strongly. (The u
j,i
t j ,si
fulfill and are determined by the condition that they (co)restrict to
the υ
j,i
t j ,si
.)
2. If the T 1, . . . , T d commute GNS-PS-strongly, then, by Corollary 15.1, we construct a prod-
uct system over S := S1 × . . . × Sd and a unit for the CP-semigroup T over Sop generated
by them.
3. If the T 1, . . . , T d are even Markov and S is Ore, then by Theorem 12.8 we construct a
(strict strong module) dilation for T .
We just mentioned Observation 15.4, which is an example of two discrete one-parameter CP-
semigroups that commute GNS-PS-strongly, but not GNS-subPS-strongly. It appears that in the
continuous time two- and d–parameter case we have no such example. In fact, despite the con-
dition to commute GNS-subPS-strongly appears restrictive as compared with GNS-PS-strongly
commuting, we do have many examples for GNS-subPS-strongly commuting continuous time
one-parameter semigroups. A trivial example are tensor products of (two or d) CP-semigroups
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that always commute GNS-subPS-strongly. (This situation is similar to the external-type ten-
sor product of Arveson systems as in Remark 14.1.) E–Semigroups that commute, commute
GNS-subPS-strongly. (This goes exactly as the two-map case in Example 15.9.) Elementary
CP-semigroups that commute, commute GNS-subPS-strongly. (See Observation 7.2. Actually,
whatever S and the semigroup
(
ct
)
t∈S is, the GNS-correspondences Et = spanBctB of Tt = c∗t •ct
and their tensor products Es ⊙ Et = spanBcsBctB sit in the trivial product system over S. The
two ideals Es⊙Et and Et⊙Es both coincide with the intersection of the ideals Es and Et. Applying
this to the d–parameter case, we see that suitably υ
j,i
t j ,si
are given by the identity.)
Here is a class of examples arising from exponentiating discrete examples as in Section
6, and for which we are not able to say in general, how strong any sort of commutativity for
discrete semigroups is reflected by their exponentiated versions:
15.8 Example. Let S k be d mutually strongly commuting CP-maps as in (i). We construct
(Fk, ζk) = GNS-S k, and input this in Theorem 17.1 and Observation 17.4 to obtain a product
system F⊙ over Nd
0
and a unit ζ⊙ for F⊙ such that 〈ζ
n
, •ζ
n
〉 =: S
n
is the discrete d–parameter
semigroup generated by the Sk.
We input F⊙ in the construction of the exponential product systems IΓ⊙(F⊙) from Section
6. Necessarily (by the only-if direction of Theorem 14.8 spoken out in Observation 14.4), we
may consider IΓ⊙(F⊙) as obtained from the marginal product systems IΓ⊙(Fk) via unitary flips
u
j,i
t j ,si
:= u∗t j ,siusi,t j . As in the beginning of this section, which started by adding to the generalities
of Theorem 14.8 the statements about units in Corollary 15.1, also here we have the obvious
statement that the exponential units et(ζk) for the marginals IΓ
⊙(Fk) of IΓ
⊙(F⊙) (see Appendix
D), obviously, satisfy the conditions in Corollary 15.1. The corresponding unit ξ⊙ for IΓ⊙(F⊙)
generates a semigroup T
t
:= 〈ξ
t
• ξ
t
〉 with marginal semigroups T ktk := 〈etk(ζk), •etk(ζk)〉 =
etk〈ζk,•ζk〉; see also Footnote [z]. (Obviously, the maps T
t
and T ktk are completely positive; but
they are not contractive, unless ζk = 0. Since the T
k are uniformly continuous, they may be
normalized by scalar semigroups to be contractive. We avoid that, and relax, in this example,
CP-semigroup to mean not necessarily contractive CP-semigroup.)
By construction, the CP-semigroups T k commute. Unfortunately, this is as far as the con-
struction of continuous time d–parameter semigroups by exponentiating discrete d–parameter
semigroups goes unproblematically. Of course, we can ask whether and in which sense the
semigroups T k commute possibly strongly. But, let us mention that the product subsystem of
IΓ⊙(Fk) generated by the unit etk(ζk) need not even be isomorphic to some IΓ
⊙(Fk). (In Bhat,
Skeide, and Liebscher [BLS10] there is a counter example where the generated product sub-
system does not contain any vectors that commute with the algebra; in particular, there is no
vacuum. In the von Neumann case , Barreto, Bhat, Liebscher, and Skeide [BBLS04] show, that
the generated subsystem is at least isomorphic to (the strong closure of) some IΓ⊙(Fk); but, it
need not contain the original vacuum of IΓ⊙(Fk).)
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In Section 16, we present a rich class of nontrivial positive examples, quantized convolutions
semigroups (Arveson [Arv02] and Markiewicz [Mar03]), which illustrates that our machinery
works in the continuous time d–parameter case, generalizing (and proving it in a totally different
way) Shalit [Sha09, Theorem 3.4.12] from d = 2 to arbitrary d.
Here are the promised examples of commuting CP-maps with the analysis whether or not
they commute strongly:
(iv) Examples of commuting – strongly or not – pairs of CP-maps
We give some (known) examples (possibly, with new reasoning sketched), because we feel we
owe to give a first idea of how that notion applies – or not – to the reader who sees this notion
for the first time. But, not to interrupt the flow, we recommend to skip the examples at first
reading.
15.9 Example. Two commuting endomorphisms that commute, commute strongly.
Indeed, the GNS-correspondence of an endomorphism ϑ of B is ϑB, that is, the Hilbert
B–module ϑ(1)B with left actions via ϑ, and the cyclic vector is ξϑ = ϑ(1)1. If we have two of
them, ϑ and ϑ′, then ϑB ⊙ ϑ′B  Bϑ′◦ϑ (via b ⊙ b′ 7→ ϑ′(b)b′) and ξϑ ⊙ ξϑ′ 7→ ξϑ′◦ϑ. Form this
the statement follows.
By a similar but slightly more involved argument, a CP-map T and an automorphism α that
commute, commute strongly.
Indeed, put (E, ξ) := GNS-T . Denote by αE the Hilbert right B–module B, but with left
action b.x := α(b)x. Then αB ⊙ E  αE via b ⊙ x 7→ bx. Denote by Eα the left B–module E
but with the inner product 〈x, y〉α := α(〈x, y〉), turning Eα into a correspondence over B with
(the only possible) right multiplication x.b = xα−1(b). Then E ⊙ αB  Eα via x ⊙ b 7→ xα−1(b).
Using also that α ◦ T = T ◦ α, it follows that
αE ∋ bξb′ 7−→ α−1(b)ξα−1(b) ∈ Eα
defines an isomorphism that does the job.
These were first observed (for von Neumann algebras) in Solel [Sol06, Lemma 5.4].
15.10 Example. All CP-maps on Mn that commute, commute strongly.
Indeed, if we put (E, ξ) := GNS-T and (F, ζ) := GNS-S , by appropriate application of
Appendix A(iii) we get E ⊙ F = Mn ⊗ H ⊗G and F ⊙ E = Mn ⊗G ⊗ H (where E = Mn ⊗ H and
F = Mn⊗G), and projections p ∈ B(H⊗G) and q ∈ B(G⊗H) such that the subcorrespondences
generated by ξ ⊙ ζ and ζ ⊙ ξ, are (idCn ⊗p)(E ⊙ F) and (idCn ⊗q)(F ⊙ E), respectively. Since T
and S commute, both subcorrespondences are isomorphic to the GNS-correspondence of the
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same CP-map S ◦ T = T ◦ S via the unique isomorphism obtained by extending ξ ⊙ ζ 7→ ζ ⊙ ξ.
Therefore, p and q have the same (finite) rank, and since H⊗G  G⊗H are finite-dimensional,
also idH⊗G −p and idG⊗H −q have the same (finite) rank. Therefore the isomorphism between the
subcorrespondences extends as an isomorphism u : E ⊙ F → F ⊙ E, the isomorphism we seek.
This was first observed in [Sha08a, Proposition A.1].
15.11 Example. Actually, “inventing” a commuting pair of CP-maps (to examine, then, if they
commute strongly), is not so easy a task. (From the view point of linear algebra, CP-maps
behave just like generic linear maps; thus, the problem is not easier than getting commuting
linear maps on a vector space.) An efficient way, is to look at different members in a one-
parameter CP-semigroup, such as T and T 2. Maybe a bit surprisingly, we do get this way even
examples of commuting CP-maps that do not commute strongly. The following example is from
Shalit [Sha08a, Section A.5].
We take the commutative algebra Cn, the diagonal subalgebra of Mn. Obviously (see also
Skeide [Ske01a, Corollary 1.7.9]), the structure of a correspondence E over Cn is determined
(up to isomorphism) by a matrix of Hilbert spaces
(
Hi, j
)
i, j=1,...,n (up to matrix-entry-wise iso-
morphism). The algebra acts from the left and from the right in the “diagonal way”. The
i–component of the inner product of matrices X, Y ∈ E is 〈X, Y〉i =
∑
j〈x j,i, y j,i〉. If F =(
Gi, j
)
i, j=1,...,n is another C
n–correspondence, then the i, j–entry of the tensor product E ⊙ F is⊕
k
Hi,k ⊗Gk, j. It follows that dim(E ⊙ F)i, j =
∑
k dimHi,k · dimGk, j.
A CP-map T on Cn is given by a matrix
(
Ti, j
)
with entries in R+. The Hilbert space Hi, j
of the GNS-correspondence is one-dimensional if Ti, j , 0 and zero-dimensional if Ti, j = 0.
Suppose that n ≥ 3 and suppose that Ti, j , 0 for all but one pair (i0, j0) with i0 , j0. Then for
S := T 2, we have S i, j , 0 for all i, j. (The latter definitely fails for n = 2, as Markov maps of
the form
1 − b b
1
 show.) Let F be the GNS-correspondence of S . Then for j , j0,
dim(E ⊙ F)i0, j =
∑
k
1 − δk, j0 = n − 1, while dim(F ⊙ E)i0, j =
∑
k
1 = n.
So, E ⊙ F  F ⊙ E and T and T 2 commute but do not commute strongly.
The structure is taken from the concrete example T =

1
2
0 1
2
1
4
1
2
1
4
1
4
1
2
1
4
 from Shalit [Sha08a, Section
A.5].
15.12 Example. In the preceding example, we proved that the commuting CP-maps do not
commute strongly by showing that the GNS-correspondences have non-isomorphic tensor prod-
ucts. It is natural to ask if there is an example where E ⊙ F and F ⊙ E are isomorphic, but no
isomorphism can intertwine ξ ⊙ ζ and ζ ⊙ ξ. Such an example exists:
Let H be a Hilbert space, let v ∈ B(H) a proper isometry (so that H is infinite-dimensional),
and suppose v has a (unital) eigenvector κ. Put T := v∗ • v (so that GNS-T = (B(H), v)) and
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put S := idH〈κ, •κ〉 (so that GNS-S = (H ⊗ B(H), κ ⊗ idH), where B(H) acts on the left factor
of H ⊗ B(H)). It follows that B(H) ⊙ (H ⊗ B(H))  H ⊗ B(H) via b ⊙ (h ⊗ b′) 7→ bh ⊗ b′,
and (H ⊗B(H)) ⊙ B(H)  H ⊗ B(H) via (h ⊗ b) ⊙ b′ 7→ h ⊗ bb′. But v ⊙ (κ ⊗ idH) = vκ ⊗ idH
generates the whole thing H ⊗ B(H) as a correspondence, while the correspondence generated
by (κ⊗ idH)⊙v = κ⊗v leaves the nonzero complement H⊗(idH −vv∗)B(H). No automorphism of
H ⊗B(H) can intertwine these to vectors, so T and S , which clearly commute, do not commute
strongly, despite having isomorphic tensor products of their GNS-correspondences.
This example is Solel [Sol06, Example 5.5].
It is noteworthy that it does not matter, if we take the tensor product H ⊗ B(H), that is, in
the C∗–category, as we did, or if we pass to strong closures, that is, the von Neumann category;
only the latter is really equivalent to [Sol06, Example 5.5]. It might be tempting to try to
get a separable example in the C∗–case, by passing to B := K˜(H) for a separable, infinite-
dimensional Hilbert space. However, it turns out (as a matter of Fredholm index and its stability
under compact perturbations; we do not give details) that in this case the two tensor products of
the GNS-correspondences are no longer isomorphic.
15.13 Example. Note that both concrete examples in 15.11 and 15.12, actually, are Markov.
On the other hand, the Markov matrix T :=
1 − b b
1
 that illustrated how the key ingredient to
the argument in 15.11 breaks down, is even a unitalization of the CP-map z 7→ (1 − b)z on C,
which commutes strongly with its square. This raises the question how strong commutation of
CP-maps is related to strong commutation of their unitalizations, in general.
We start with the usual situation (E, ξ) =GNS-T and (F, ζ) = GNS-S , and construct (E˜, ξ˜) =
GNS-T˜ and (F˜, ζ˜) = GNS-S˜ as in 2.14. So, E˜ = E ⊕ ξ̂B˜ and ξ˜ = ξ ⊕ ξ̂ where ξ̂ =
√
1˜ − T (1) =
1˜ − 1 + √1 − T (1) and where the left action of B˜ is the unitalization of the 0–action of B, and
similarly for (F˜, ζ˜). We have 1E˜ = E = E1 and (˜1 − 1)E˜ = ξ̂B˜. Therefore,
E˜ ⊙ F˜ = (E ⊙ F) ⊕ (E ⊙ ζ̂B˜) ⊕ (̂ξB˜ ⊙ F˜)
= (E ⊙ F) ⊕ {0} ⊕ ξ̂ ⊙ F˜
= (E ⊙ F) ⊕
(̂
(1 − T (1))F
)
⊕
(̂
(˜1 − S (1))B˜
)
,
where by the pre-superscript
(̂)
we indicate (where necessary) that B˜–correspondence obtained
by equipping the Hilbert B˜–module inside the brackets with the left action obtained by unital-
ization of the 0–action of B. Moreover,
ξ˜ ⊙ ζ˜ = (ξ ⊙ ζ) ⊕
√
1 − T (1)ζ ⊕
√
1˜ − S (1)
Necessarily, if T˜ and S˜ commute strongly, then so do T and S . (A suitable isomorphism u˜ for
the unitalization restricts, after multiplying with 1 from the left to a suitable u for the original
CP-maps.)
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The conclusion in the opposite direction need not be true. We return to the CP-map T˜ :=1 − b b
1
 on C2 from 15.11, which describes the unitalization of the CP-map T on C given by
multiplication with 1 − b. We assume 0 < b < 1, so that the T is neither 0 nor Markov. We
take S˜ :=
0 1
1
, the unitalization of the zero-map S on C. Clearly, T and S commute strongly.
(Actually, this is true for all CP-maps on C = M1, but for S = 0 it is particularly obvious.)
Returning to expressing the GNS-correspondences as square matrices as explained in Example
15.11, we find
C C
C
 = E˜ ∋ ξ˜ =

√
1 − b
√
b
1
,
0 C
C
 = F˜ ∋ ζ˜ =
0 1
1
.
Therefore,
E˜ ⊙ F˜ =
C C
C
 ⊙
0 C
C
 =
0 C2
C
, F˜ ⊙ E˜ =
0 C
C
 ⊙
C C
C
 =
0 C
C
.
Since the two tensor products are not isomorphic, the two CP-maps T˜ and S˜ commute, but not
strongly.
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16 Examples: Quantized convolution semigroups
Let ω : H × H → R be a symplectic form on the real vector space H. (This means, ω is bilinear
and anti-symmetric.) Then the C∗–algebra of canonical commutation relations CCR(H, ω) is
defined[j] as the universal C∗–algebra generated by symbols wh subject to the relations
w∗h = w−h, whwh′ = wh+h′e
iω(h,h′).
(The latter relation implies the commutation relation whwh′ = e
i2ω(h,h′)wh′wh.) Not only does the
universal C∗–algebra exist. (Indeed, the ∗-algebra generated by wh is unital with unit 1 = w0,
and the wh are all unitary; hence, for all a in this ∗-algebras, the supremum of ‖π(a)‖ over all
representations π is finite and defines a C∗–(semi)norm.) But by [Pet90, Theorem 2.1], every
nonzero homomorphism is, actually, isometric, hence, an isomorphism onto its range. By this
uniqueness result, we have
CCR(H1 ⊕ H2, ω1 ⊕ ω2)  CCR(H1, ω1) ⊗ CCR(H2, ω2),
and the norm of the tensor product is unique.
For every Hilbert space H, we define a symplectic form ω(h, h′) := −1
2
Im〈h, h′〉, which is
also nondegenerate (that is, ω(h, h′) = 0 for all h′ implies h = 0).[k] Every nondegenerate
symplectic form on a finite-dimensional space (necessarily 2n–dimensional) arises in this way
by establishing an isomorphism of real vector spaces between H and Cn. The symplectic space
H decomposes as Cn = C⊕ . . .⊕C. So for the finite-dimensional case, it is enough to understand
CCR(C, ω) with ω(z, z′) = yx
′−xy′
2
.
Let H be a finite-dimensional Hilbert space. A representation ρ : wz 7→ Wz of CCR(H, ω)
is continuous if the function z 7→ Wz is strongly (or, equivalently, weakly) continuous. The
Stone-von Neumann theorem asserts that every continuous representation is an amplification of
the (unique, up to unitary equivalence) irreducible representation.[l] We do not need to know
the concrete form of the (unital) representation ρ : wz 7→ Wz ∈ B(L) for some Hilbert space L
[j] For CCR(H, ω) we refer to the very useful monograph [Pet90] by Petz. The only pitfall is that, despite
being motivated very much by physics, his Hilbert spaces have inner products that are anti-linear in their second
argument.
[k] The factor − 1
2
is a convention to be compatible with the works [Arv02, Mar03]. The minus has it origin in the
choice of the argument in which inner products linear. Anyway, if ω is a symplectic form, then so is λω for real λ.
[l] This is proved by reduction to the (complex) one-dimensional case CCR(C, ω). There is a bit of confusion, in
what exactly the (Mackey-)Stone-von Neumann theorem means in that case. The version in [Pet90, Theorem 1.2]
states just uniqueness of the irreducible continuous representation. (To show what we stated, one has to add to this
that any cyclic representation is irreducible.) Other versions put emphasis on the canonical commutation relations
satisfied by the generators of the one-parameter unitary groupsWx and Wiy. Also here, in the identification of Wx
with eiqx and of Wiy with e
ipy, where the generator q and p should satisfy the Heisenberg commutation relation
[q, p] = i, unfortunate sign conventions (from physics!) have to be sorted out. For suitable sign conventions, the
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(the letter L to remind that it is L2(R,K) for some K), but only that it is continuous. We shall
identify CCR(C, ω) with B := ρ(CCR(C, ω)) ⊂ B(L). Note that Bs = B(L), if (and only if) we
choose the unique irreducible continuous representation.
Following Arveson [Arv02] and Markiewicz [Mar03, Part II] (see Davies’ book [Dav76,
Chapter 8], too), for every (Borel) probability measure µ on C, we define a Markov map Tµ :=∫
W∗z •Wz µ(dz) on B. (Well, actually, for compatibility with the rest of our notes, as compared
with [Arv02, Mar03], we switched W∗z and Wz, which amounts to exchange z and and −z.)
While it is clear that this defines a (normal) Markov map onB(L) (that is, what [Arv02, Mar03]
actually looked at), it follows from
Tµ(Ww) = Ww µˆ(w), (16.1)
where
µˆ(w) :=
∫
ei2ω(w,z) µ(dz),
that Tµ maps B into B. Now that we know that Tµ is a Markov map into B, we may even forget
the continuous representation ρ, from which we derived that piece of information, and work
directly with (16.1) as definition of Tµ.
Putting z = x+iy, w = u+iv, and so forth, we see that w 7→ µˆ(iw) =
∫
ei(ux+vy) µ(dz) is nothing
but the characteristic function (or Fourier transform) of the probability measure µ. Of course,
the (injective!) map µ 7→ µˆ shares the property of characteristic functions that µ̂ ∗ ν = µˆνˆ.
Therefore, Tµ∗ν = Tµ ◦ Tν (recovering the restriction of [Arv02, Proposition 1.7] to probability
measures), so that µ 7→ Tµ is a homomorphism of monoids (actually, an isomorphism) from
the monoid of probability measures on C under convolution (with the point measure δ0 at 0
as neutral element) S∗ onto the monoid of Markov maps Tµ (with Tδ0 = idB), the so-called
quantized convolution semigroup.
Clearly, convolution of probability measures on C is commutative (as manifest also from
µˆνˆ = νˆµˆ). So, T∗ :=
(
Tµ
)
µ∈S∗ is an abelian Markov semigroup over S∗. Definition 15.5 gives two
versions of strongly commuting for d–parameter semigroups. It, therefore, makes sense to ask
to what extent the d–parameter subsemigroups of T∗ are strongly commuting. Actually, we now
shall show that the whole semigroup T∗ is, in a sense, GNS-subPS-strongly commuting. This
implies that that every d–parameter subsemigroup of T∗ is GNS-subPS-strongly commuting (in
a sense even stronger than Definition 15.5) and, therefore, by Theorem 15.7, admits a (module
E0–)dilation.
Recall from Appendix D the definition of L2(Ω, F) for a measure space Ω and a corre-
spondence F as external tensor product L2(Ω) ⊗ F. Here, where the measurable space C (or,
group eiqx acts on L2(R) ∋ f : λ 7→ f (λ) as multiplication by eiλx (usual convention) and eipy acts as right shift
by y (usual would be the left shift by y, so our generator p is minus the usual one). The recent (self-contained)
proof in Bhat and Skeide [BS15, Observation 2.7], reduces the statement to the structure result about pure isometry
semigroups (namely, being multiples of the right shift).
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sometimes, Cn) is fixed, we rather write L2(µ) and the correspondence will beB. Hence, we will
be concerned with L2(µ,B) = L2(µ)⊗B or its higher dimensional analogues L2(µ1×. . .×µn,B) =
L2(µ1×. . .×µn)⊗B = L2(µ1)⊗. . .⊗L2(µn)⊗B. (Probability measures are finite, hence, σ–finite.)
We may consider B as the identity correspondence over B, turning L2(µ,B) into a correspon-
dence overBwith pointwise left action on the “functions” in L2(µ,B). Or we may considerB as
a Hilbert B–module, that is, a C–B–correspondence, turning L2(µ,B) into a Hilbert B–module,
on which we may define ad hoc a different left action of B. Since the elements f ⊗ 1 generate
L2(µ,B) as Hilbert module, it is enough to define a left action of B by indicating the action
of all Ww on these elements. (Well-definedness follows by standard arguments, if the defining
relations of CCR(C, ω) are fulfilled under taking matrix elements with elements f ⊗ 1 from the
generating set.)
From convolution semigroups of Le´vy processes (quantum or not), we may expect a GNS-
correspondence of the form L2(µ) ⊗ B as a Hilbert B–module and an ad hoc left action of B.
(See the conclusive Remark 16.6.) We, indeed, confirm this, by defining a left action via
Ww( f ⊗ 1) := ei2ω(w,•) f ⊗Ww,
where ei2ω(w,•) is the multiplication operator determined by the function z 7→ ei2ω(w,z) (acting on
the function f : z 7→ f (z) in L2(µ) by sending it to the function ei2ω(w,•) f : z 7→ ei2ω(w,z) f (z) in
L2(µ)). We claim,
GNS-Tµ =
(
Eµ := L
2(µ) ⊗ B, ξµ := 1 ⊗ 1
)
,
where 1 ∈ L2(µ) is the constant function z 7→ 1. Clearly, 〈ξµ,Wwξµ〉 = Tµ(Ww). So, the only
thing that remains to be shown is that the elementsWwξµ generate L
2(µ) ⊗B as Hilbert module.
But this follows from WwξµW−w = ei2ω(w,•)1 ⊗ 1 and because the functions ei2ω(w,•)1 = ei2ω(w,•)
(now, interpreted as elements of L2(µ)) are total in L2(µ).
16.1 Remark. One might be tempted to define Eµ as L
2(µ) ⊗ B with canonical left action of B
on itself, and ξµ as the function ξ˘µ : z 7→ Wz. The problem is that this function is not an element
of L2(µ) ⊗ B as soon as the support of µ is uncountable. (In the approximation by a sequence
of finite sums of simple tensors, only countably many elements of B occur. But the span of the
range of the function ξ˘µ is not separable.) It is, in a canonical fashion, an element of the strong
closure L2(µ) ⊗¯s Bs = L2(µ) ⊗ Bs
s
= L2(µ) ⊗ Bs. (In the case of irreducible ρ, this is equal to
B(L, L2(µ) ⊗ L.) The closed B–subbimodule E˘µ := spanBξ˘µB is even a correspondence over B
(isomorphic to Eµ via bilinear extension of ξ˘µ 7→ ξµ). But it does, in general (if µ is not atomic),
not coincide with the subbimodule L2(µ) ⊗ B of L2(µ) ⊗ Bs.
We return to the correspondences Eµ. Since ( f ⊗ Ww) ⊙ (g ⊗ 1) = ( f ⊗ 1) ⊙ Ww(g ⊗ 1) =
( f ⊗1)⊙ (ei2ω(w,•)g⊗Ww), we see that the elements ( f ⊗1)⊙ (g⊗1) generate Eµ ⊙Eν as a Hilbert
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B–module. Obviously, the left action reads
Ww( f ⊗ 1) ⊙ (g ⊗ 1) = (ei2ω(w,•) f ⊗Ww) ⊙ (g ⊗ 1) = (ei2ω(w,•) f ⊗ 1) ⊙ (ei2ω(w,•)g ⊗Ww)
Clearly,
uν,µ : ( f ⊗ 1) ⊙ (g ⊗ 1) 7−→ (g ⊗ 1) ⊙ ( f ⊗ 1)
defines an isomorphism Eµ ⊙ Eν → Eν ⊙ Eµ of correspondences. And, clearly,
(idπ ⊙ uν,µ)(uπ,µ ⊙ idν)(idµ ⊙ uπ,ν) = (uπ,ν ⊙ idµ)(idν ⊙ uπ,µ)(uν,µ ⊙ idπ) (16.2)
for all µ, ν, π ∈ S∗. (Both sides act as
( f ⊗ 1) ⊙ (g ⊗ 1) ⊙ (h ⊗ 1) 7−→ (h ⊗ 1) ⊙ (g ⊗ 1) ⊙ ( f ⊗ 1)
from Eµ ⊙ Eν ⊙ Eπ to Eπ ⊙ Eν ⊙ Eµ).) Obviously,
uν,µ(ξµ ⊙ ξν) = ξν ⊙ ξµ. (16.3)
Now the structure vµ,ν : Eµ∗ν → Eµ ⊙ Eν of the GNS-subproduct system E5 =
(
Eµ
)
µ∈S∗ (over
S
op
∗ = S∗) of T∗ is defined as
ei2ω(w,•)1 ⊗ 1 = Wwξµ∗νW−w 7−→ Wwξµ ⊙ ξνW−w = (ei2ω(w,•)1 ⊗ 1) ⊙ (ei2ω(w,•)1 ⊗ 1).
It follows that both paths
Eµ∗ν ⊙ Eπ −→ Eµ ⊙ Eν ⊙ Eπ −→ Eπ ⊙ Eµ ⊙ Eν
and
Eµ∗ν ⊙ Eπ −→ Eπ ⊙ Eµ∗ν −→ Eπ ⊙ Eµ ⊙ Eν
act as
Wwξµ∗νW−w ⊙Ww′ξπW−w′ = (ei2ω(w,•)1 ⊗ 1) ⊙ (ei2ω(w′,•)1 ⊗ 1)
7−→ (ei2ω(w′,•)1 ⊗ 1) ⊙ (ei2ω(w,•)1 ⊗ 1) ⊙ (ei2ω(w,•)1 ⊗ 1)
= Ww′ξπW−w′ ⊙WwξµW−w ⊙WwξνW−w.
This shows the written out version
(uπ,µ ⊙ idν)(idµ ⊙uπ,ν)(vµ,ν ⊙ idπ) = (idπ ⊙vµ,ν)uπ,µ∗ν (16.4a)
of Diagram (15.2a); the proof for the written out version
(idν ⊙uπ,µ)(uν,µ ⊙ idπ)(idµ ⊙vν,π) = (vν,π ⊙ idµ)uν∗π,µ (16.4b)
of Diagram (15.2b) is analogue.
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16.2 Definition. A CP-semigroup over an abelian monoid is fully strongly commuting if for its
GNS-subproduct system there exist isomorphisms uν,µ : Eµ ⊙ Eν → Eν ⊙ Eµ fulfilling Equations
(16.2), (16.3), and (16.4).
We, thus, have proved:
16.3 Theorem. The Markov semigroup T∗ is fully strongly commuting.
16.4 Corollary. For k = 1, . . . , d let Sk be N0 or R+. Let µ be a d–parameter convolution
semigroup in over S := S1 × . . . × Sd. Then
1. Each marginal one-parameter Markov semigroup T k =
(
Tµtk
)
tk∈Sk is fully strongly com-
muting.
2. The T 1, . . . , T d commute GNS-subPS-strongly.
3. The d–parameter Markov semigroup
(
Tµ
t
)
t∈S is fully strongly commuting and admits a
strict module E0–dilation.
16.5 Remark. In [Mar03, Part II], Markiewicz examines the Arveson system of the normal
continuous time one-parameter Markov semigroup
(
Tµt
)
t∈R+ on B(L) = B
s
obtained from a
one-parameter convolution semigroup µ and the unique irreducible continuous representation
of CCR(C, ω). Shalit studied the 2–parameter case, and proved in [Sha09, Theorem 3.4.12]
that the marginal semigroups (in our words) commute GNS-subPS-strongly (and, therefore, by
Shalit [Sha08a, Sha10a], admit an E0–dilation).
16.6 Remark. It is well known that a weakly continuous convolution semigroup
(
µt
)
t∈R+ of
probability measures on (the locally compact abelian Lie group) C characterizes (up to stochas-
tic equivalence) a Le´vy process with values in C. By S t := id ∗µt, where
[id ∗µt( f )](z) :=
∫
f (z − w) dµt(w),
we define a Markov semigroup S =
(
S t
)
t∈R+ on C := Cb(C) or C := C˜0(C). A similar state-
ment is true for all quantum Le´vy processes, and Skeide [Ske05a] points out that the GNS-
correspondences always have the form L2(µt) ⊗ B with nontrivial left action, while the L2(µt)
form an Arveson system. One may check that also the Markov semigroup S ∗ : µ 7→ id ∗µ is
fully strongly commuting.
Of course, being indexed by the samemonoid, it would be interesting to examine the relation
between the semigroups S ∗ and T∗.
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17 Product systems over Nd
0
Conditions (4) and (5) in Observation 14.4, with the many “time” indices form quite a “salad”,
whose verification in general means quite an effort. In Section 15 we have seen that even in the
continuous two-parameter case R2+, where (4) are vacuous, (5) remain tedious. In the discrete
d–parameter case Sk = N0, so S = N
d
0
, the marginals Ek
⊙
are (up to isomorphism) determined
by indicating a single correspondence Ek := E
k
1
(see Observation 6.1). This allows to substitute
the conditions in Observation 14.4(4) and (5) with a much simpler set of conditions involving
only the Ek and flips among them. It turns out to be convenient, not to reduce the problem to
the general Theorem 14.8, but to give an independent treatment based directly on Lemma 14.7,
that is, based on the essence of Appendix E.
We denote by ek := (0, . . . , 0, 1, 0, . . . , 0) (the 1 in the kth place) the elements of the canoni-
cal basis of Nd
0
.
17.1 Theorem. Let E1, . . . , Ed be correspondences over B and for 1 ≤ j < i ≤ d let F j,i : Ei ⊙
E j → E j⊙Ei be isomorphisms. Then there exists a product on the family
(
E
⊙n1
1
⊙ . . .⊙E⊙nd
d
)
n∈Nd
0
fulfilling u∗
e j,ei
u
ei,e j = F j,i ( j < i) if and only the F j,i fulfill the detailed exchange conditions in
(14.4). Moreover, such a product is unique.
Proof. Necessity and uniqueness being plain (compare with the discussion leading to Observa-
tion 14.4), we only show sufficiency of (14.4).
Both well-definedness and associativity of the product, simply amount to the observation
that there are permutations in S m1+...+md+n1+...+nd and in S ℓ1+...+ℓd+m1+...+md+n1+...+nd obtainable by
admissible flips that put
(E⊙m1
1
⊙ . . . ⊙ E⊙md
d
) ⊙ (E⊙n1
1
⊙ . . . ⊙ E⊙nd
d
)
(well-definedness) and
(E⊙ℓ1
1
⊙ . . . ⊙ E⊙ℓd
d
) ⊙ (E⊙m1
1
⊙ . . . ⊙ E⊙md
d
) ⊙ (E⊙n1
1
⊙ . . . ⊙ E⊙nd
d
)
(associativity), into non-decreasing order
E
⊙(m1+n1)
1
⊙ . . . ⊙ E⊙(md+nd)
d
and
E
⊙(ℓ1+m1+n1)
1
⊙ . . . ⊙ E⊙(ℓd+md+nd)
d
respectively, and that (in either case) the permutation is unique.
The conditions in Observation 14.4(5) have disappeared; they are automatic. Like in the
case R2+, in the case N
2
0 the conditions (4) are vacuous. Therefore:
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17.2 Corollary. Let E1 and E2 be correspondences over B. Then any isomorphism F1,2 : E2 ⊙
E1 → E1⊙E2 defines a unique product on the family
(
E
⊙n1
1
⊙E⊙n2
2
)
n∈N2
0
fulfilling u∗
e1,e2
u
e2,e1 = F1,2.
17.3 Remark. The fact that product system structures on
(
E
⊙n1
1
⊙ E⊙n2
2
)
n∈N2
0
correspond to iso-
morphisms E2 ⊙ E1 → E1 ⊙ E2 was already observed and used in Solel [Sol06, Section 4].
Without explicit reference to product systems and related techniques, Power and Solel [PS11]
examined in depth the non-selfadjoint operator algebras associated to product systems over N2
0
in the case when E1 and E2 are finite dimensional Hilbert spaces; see [PS11, Theorem 5.10].
One may dig out from [PS11] implications regarding the classification of product systems of
finite dimensional Hilbert spaces over N20 as easy corollaries. We do not spell this out; we
just mention that the necessary and sufficient condition for product systems being isomorphic
that follows from their results (what they call product unitary equivalent) is the same (in their
context) as Equation (17.1) below.
17.4 Observation. Obviously, if we have vectors ξk ∈ Ek such that F j,i(ξi ⊙ ξ j) = ξ j ⊙ ξi, then
units ξ⊙n
k
for the marginal product systems E⊙n
k
fulfill the hypotheses of Corollary 15.1, whether
the ξk generate the Ek (that is, the CP-maps are mutually strongly commuting), or not.
Suppose we have two product systems E⊙ and E′⊙ over Nd
0
obtained from correspondences
E
(′)
1
, . . . , E
(′)
d
and flips F
(′)
j,i
. Clearly, if the maps a
n
∈ Bbil(E
n
, E′
n
) form a morphism E⊙ → E′⊙,
then they are determined by the ak := aek ∈ Bbil(Ek, E′k) (k = 1, . . . , d). A necessary condition
these ak have to fulfill, is that for all j < i
(a j⊙ai)F j,i = (a j⊙ai)u∗
e j,ei
u
ei,e j = u
′∗
e j,ei
a
e j+eiuei,e j = u
′∗
e j ,ei
u′
ei,e j
(ai⊙a j) = F′j,i(ai⊙a j). (17.1)
It requires only a little moments thought to convince ourselves that, basically because the prod-
ucts u and u′ are composed out of (amplifications of) flips F j,i and F′j,i, respectively, these
conditions are also sufficient. (Compare this with the discussion in the end of Section 14.)
17.5 Corollary. The two product systems E⊙ and E′⊙ are isomorphic if and only if we can find
bilinear unitaries ak : Ek → E′k fulfilling (17.1). This applies in particular, to automorphisms.
The considerations maybe reversed, in a sense.
17.6 Corollary. Suppose we have bilinear unitaries ak : Ek → E′k. Then bilinear unitaries F j,i
( j < i) fulfill (14.4) if and only if F′j,i := (a j⊙ai)F j,i(a∗i ⊙a∗j) fulfill (14.4). If one, hence, both are
fulfilled, then the product systems E⊙ and E′⊙ are isomorphic via the isomorphism determined
by the maps ak.
In the following section we use necessity of the conditions in Theorem 17.1 to construct
a subproduct system over N3
0
that does not embed into a superproduct system. (Corollaries
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17.5 and 17.6 will reoccur in the more special situation Ek = E for all k, but in the more
general context of subproduct systems.) The positive statement in Corollary 17.2, instead, we
use in Section 22 to construct a product system for every Markov semigroup over N2
0
on a von
Neumann algebra B, showing this way that all Markov semigroups (and, therefore, all CP-
semigroups) over N2
0
possess a dilation. The dilation obtained, will also provide a whole bunch
of counter examples to many desirable properties.
Comparing the special Theorem 17.1 with the general Theorem 14.8, it is perfectly legiti-
mate to ask, what is responsible for the disappearance in the former of the conditions in 14.4(5)
in the latter. The answer becomes clear if we realize that in Theorem 17.1 we also do require
by far not all conditions in 14.4(4) that would occur when we did apply Theorem 14.8 directly,
but actually only a very small part of them. The conditions in 14.4(4) involve all members of
the marginal product systems. But, in the discrete one-parameter case, the marginal product
systems are generated by the 1-elements Ek, and in Theorem 17.1 we write down only those
conditions from 14.4(4) that involve only their generating correspondences Ek. In fact, all
higher u
j.i
n j,mi are to be computed by recursion from u
j,i
1,1
= F j,i. And both the missing relations in
14.4(4) and all relations in 14.4(5) turn out to be fulfilled – simply, because by Theorem 17.1
they actually come from a product system. (It is fair to remark, that the proof of Theorem 17.1
makes much fuller use of Appendix E (in the form of Lemma 14.7) than the proof of Theo-
rem 14.8, where only a small part of the non decreasing partially order preserving permutations
occur.)
Of course, having noticed that for Theorem 17.1 (the analogue of) the conditions in 14.4(4)
are enough, we may ask if the conditions in 14.4(5) are really to be required explicitly for
Theorem 14.8 to hold. Or, in case we find u
j,i
t j,si
satisfying 14.4(4) but not 14.4(5), we may ask
if we might be able to modify u
j,i
t j,si
, preserving “essential parts of their structure”, to fulfill also
14.4(5). Example 17.8 below, shows that the answer to the first question is a clear no. Example
17.8 also shows that the answer to the second question, is no if we fill the wishy-washy term
“essential parts of their structure” that have to be preserved with a concrete meaning in the
following sense:
17.7 Observation. In the situation of Observation 14.4 (that is, product systems Ek
⊙
(k =
1 . . . , d), each over its own Sk, and bilinear unitaries u
j,i
t j ,si
: Eisi ⊙ E
j
t j
→ E jt j ⊙ Eisi (1 ≤ j < i ≤ d,
si ∈ Si, t j ∈ S j), and the question whether or not the u j,it j ,si determine a product system structure
on the family E1,...,d :=
(
E
t
)
t∈S:=S1×...×Sd ), in which Theorem 14.8 is formulated: Assume the u
j,i
t j ,si
fulfill 14.4(4).
Then, by Theorem 17.1, for each τ = (τ1, . . . , τd) ∈ S, the maps u j,iτ j,τi induce the structure of
a product system over Nd
0
on the family E1,...,dτ :=
(
E1τ1
⊙n1 ⊙ . . . ⊙ Edτd
⊙nd)
n∈Nd
0
. We say a change
from the u
j,i
t j ,si
to u
′ j,i
t j ,si
(aiming at having the new u
′ j,i
t j ,si
satisfying not only 14.4(4) but also 14.4(5))
is essentially structure preserving if for each τ the product system structures induced on E1,...,dτ
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by u
j,i
t j ,si
and by u
′ j,i
t j ,si
are isomorphic.
Clearly, with the isomorphisms
u1τ1 ,...,τ1 ⊙ . . . ⊙ udτd ,...,τd : E1τ1
⊙n1 ⊙ . . . ⊙ Edτd
⊙nd −→ E(
τ
n1
1
,...,τ
nd
d
)
(with the nk–fold product u
k
τk,...,τk
of the marginal system Ek
⊙
) we induce an isomorphic product
system structure on the family
(
E(
τ
n1
1
,...,τ
nd
d
))
n∈Nd
0
. This subfamily of the family E1,...,d may be
considered as obtained by restricting the indexing set S of the latter to its submonoid τN
d
0 :=
τ
N0
1
× . . . × τN0
d
(for each τ isomorphic to Nd
0
). As
(
E(
τ
n1
1
,...,τ
nd
d
))
n∈Nd
0
is a product system, it has
its flips u
j,i
τ n jj ,τ
mi
i
. If the whole family should be a product system, then, necessarily for τ and
τ′ the u j,iτ n jj ,τmii obtained from τ and the u
j,i
τ′ n′jj ,τ′ m
′
i
i
obtained from τ′ have to coincide whenever
(τm, τn) = (τ′m
′
, τ′n
′
).
If, starting only from the conditions in 14.4(4), the ideas based on this fact should turn out
to be enough to prove also 14.4(5), then it would be worth to detail these ideas. (For instance, to
check if, for fixed τ, the elements τµ and τν (µ, ν ∈ Nd) are compatible in that way, it is sufficient
to check if τµ and τν both are compatible with τ, individually. Thinking this over carefully,
would allow to settle the rational d–parameter case Qd+ considering Q
d
+ as inductive limit over(
ν · Nd
0
)
ν∈Nd
0
.) Unfortunately, we will now see that 14.4(4) is not enough in a very special case.
17.8 Example. Choose a Hilbert space H with dimH ≥ 2, put d = 2, and put E1 := H =: E2, so
that E1,2 =
(
H⊗n1 ⊗ H⊗n2)(n1 ,n2)∈N20 = (H⊗(n1+n2))(n1,n2)∈N20 . Define u1,21,1 := F, the flip on H⊗2. Define
u1,2
1,2
:= idH⊗3. For any other (n,m) ∈ N2 choose an arbitrary unitary u2,1n,m inB(H⊗(m+n)), and if one
of the indices is 0 then choose the identity of the corresponding tensor power of H (as required
from the marginal conditions). Then these u1,2n,m fulfill the conditions in 14.4(4), because d = 2
and for d = 2 these conditions are vacuous.
By Theorem 17.1, if there is a product system structure on E1,2, then it is determined
uniquely by F1,2 := u
1,2
1,1
. In particular, necessarily the flip u1,2
2,1
would have to equal (by 14.4(5)!)
(u1,2
1,1
⊗ idH)(idH ⊗u1,21,1) = (F ⊗ idH)(idH ⊗F). This is just the flip H ⊗ H⊗2 → H⊗2 ⊗ H. Obviously,
it does not coincide with our choice u1,2
1,2
:= idH⊗3, showing that flips fulfilling 14.4(4) need not
fulfill 14.4(5). Moreover, the identity and the flip (231) on H⊗3 are, of course, not unitarily
equivalent. So no unitary transform of u1,2
2,1
would ever erase this incompatibility. This means
(by Corollaries 17.5 and 17.6), the product system structure on
(
H⊗n1 ⊗ H⊗2n2)(n1,n2)∈N20 induced
from by restriction of the product system structure of E1,2 coming from u1,2
1,1
by restriction to the
subfamily over N0 × 2N0 ⊂ N20, is not isomorphic to the product system structure induced by
u
1,2
2,1
.
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18 Examples: Subproduct systems that do not embed into
superproduct systems
The scope of this section is to exhibit subproduct systems F5 =
(
F
n
)
n∈N3
0
over N3
0
that cannot
be embedded into a superproduct system, in order to obtain examples of Markov semigroups
that do not admit any dilation. By exponentiation (Theorem 6.5), en passant, we also obtain
subproduct systems IΓ5(F5) =
(
IΓ
t
(F5)
)
t∈Rd+ over R
d
+ which, by Corollary 6.9, do not embed
into a superproduct system. We start with the following example of a subproduct system G5 =(
G
n
)
n∈N3
0
of Hilbert spaces from Shalit and Solel [SS09]. In [SS09, Proposition 5.15], it was
shown that G5 cannot be embedded into a product system. We, first, show that G5 cannot
even be embedded into a superproduct system; this includes a new proof of [SS09, Proposition
5.15]. Then, analyzing the structure of this example, we provide a far-reaching generalization
in Theorem 18.5. In the end, we input these non-embeddable subproduct systems (and their
exponentials) in Theorem 7.11 to obtain CP-semigroups with GNS systems that do not embed
into a superproduct system. Combining this with Theorem 9.3, we obtain CP-semigroups with
no strong dilation, and in fact with no good dilation (see the discussion following Example 9.6).
Invoking Proposition 2.8 and Theorem 2.17, we obtain examples of Markov semigroups with
no (weak) dilation whatsoever.
18.1 Example. Let {e1, e2, e3} denote the standard basis of N30. We set G0 = C, Gei = C2 and
G
ei+e j = C
2 ⊗ C2 for all i, j = 1, 2, 3. For all other values of n ∈ N3
0
, we define G
n
= {0}.
The coproduct maps w
ei ,e j : Gei+e j → Gei ⊗ Ge j are defined to be equal to the identity for
all i, j except for i = 3, j = 2, while w
e3 ,e2 : Ge3+e2 → Ge3 ⊗ Ge2 is defined to be the flip
F : x ⊗ y 7→ y ⊗ x, for x, y ∈ C2. All other coproduct maps w
m,n are defined as they must be in
order to (successfully) turn the family
(
G
n
)
n∈N3
0
into a subproduct system G5.
18.2 Lemma. Let E4 be a superproduct system over Nd
0
. If the product maps v
ei,e j are unitary
for all i, j, then the superproduct subsystem of E4 generated by the family S
n
with S
ei
:= E
ei
(i = 1, . . . , d) and S
n
:= {0} (n < {e1, . . . , ed}) is a product system.
Proof. Recall the notation for the nth iterated product v
n1,...,nn : En1 ⊙ . . . ⊙ Enn → En1+...+nn
(see Observation 6.1). With this, in the big union in Theorem 5.16 for the computation of the
n–member of the generated superproduct system, the only terms that survive are
E
n1,...,nn := vn1 ,...,nn(En1 ⊙ . . . ⊙ Enn)
where ni ∈ {e1, . . . , ed} such that n1 + . . . + nn = n.
We claim that the E
n1,...,nn, for fixed n, do not depend on the decomposition of n. Note that
two compositions of the samen can differ at most by a permutation of the occurringn1, . . . ,nn ∈
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{e1, . . . , ed}. Indeed, from
v
n1,...,nn = vn1,...,ni−1+ni ,...,nn(id
⊙(i−2) ⊙v
ni−1,ni ⊙ id⊙(n−i)),
with the same equation with ni and ni−1 exchanged, and with
v
ni−1,ni(Eni−1 ⊙ Eni) = Eni−1+ni = vni,ni−1(Eni ⊙ Eni−1),
we see that
E
n1,...,ni−1,ni,...,nn = vn1,...,ni−1,ni,...,nn(En1 ⊙ . . . ⊙ Eni−1 ⊙ Eni ⊙ . . . ⊙ Enn)
= v
n1,...,ni,ni−1,...,nn(En1 ⊙ . . . ⊙ Eni ⊙ Eni−1 ⊙ . . . ⊙ Enn) = En1,...,ni,ni−1,...,nn .
So, E
n1,...,nn is invariant under next-neighbour transposition of its indices, therefore, under all
permutations. Therefore, the superproduct subsystem of E4 generated by S
n
is given by the
family F
n
:= E
n1,...,nn for some ni ∈ {e1, . . . , ed} such that n1 + . . . + nn = n.
We claim, the F
n
form a product system. Indeed,
v
m,n(Fm ⊙ Fn) = vm,n(vm1,...,mm(Em1 ⊙ . . . ⊙ Emm) ⊙ vn1,...,nn(En1 ⊙ . . . ⊙ Enn))
= v
m1,...,mm,n1,...,nn(Em1 ⊙ . . . ⊙ Emm ⊙ En1 ⊙ . . . ⊙ Enn) = Fn+m,
so v
m,n is also surjective, hence, unitary.
18.3 Corollary. If the subproduct system from Example 18.1 embeds into a superproduct sys-
tem, then it embeds into a product system.
Proof. The only thing to be observed is that the product system constructed in Lemma 18.2
also contains the members to n = n1 + n2 of the contained subproduct system.
With this, we are done showing that the subproduct system in Example 18.1 does not embed
into a superproduct system, reducing the statement to [SS09, Proposition 5.15]. But we wish to
recover the latter with a new proof, applying our results about the structure of product systems
over products of monoids.
Suppose the subproduct system G5 does embed into the product system H⊗. We may
assume that H⊗ is generated (as a superproduct system) by G5, so H
ei
= G
ei
= C2 and
H
ei,e j = Gei,e j = C
2 ⊗ C2. The exchange maps of the product system over N3
0
occurring in
Theorem 17.1 are
F j,i := u
∗
e j,ei
u
ei,e j = we j ,eiw
∗
ei ,e j
,
for 1 ≤ j < i ≤ 3. This is,
F j,i =

F j = 2, i = 3,
id otherwise.
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Inserting this in (14.4), for the only nontrivial possibility k = 1, j = 2, i = 3 we get the necessary
condition
id⊗F = F ⊗ id,
a condition that, obviously, is not satisfied. This proves [SS09, Proposition 5.15]. Altogether:
18.4 [SS09, Proposition 5.15]′. The subproduct system in Example 18.1 does not embed into
a superproduct system.
Example 18.1 can be widely generalized:
18.5 Theorem. Let E be a correspondence over B and for i, j = 1, . . . , d let ui, j be unitaries in
B
a,bil(E ⊙ E). Put F j,i := u∗j,iui, j.
1. The family F× =
(
F
n
)
n∈Nd
0
with F0 = B, Fei = E, Fei+e j = E ⊙ E, and all remaining
F
n
= {0}, is turned into a subproduct system F5(U) over Nd
0
by defining w
ei ,e j := u
∗
i, j and
all other w
m,n in the only possible way. Moreover:
(a) Two such subproduct systems F5(U) and F5(U′) are isomorphic if and only if we
can find bilinear unitaries ai : E → E such that
(a j ⊙ ai)F j,i = F′j,i(ai ⊙ a j)
for j < i.
(b) F5(U) is isomorphic to F5(T ) where T has the upper triangular form ti, j = idE⊙E
for 1 ≤ j ≤ i ≤ d and t j,i = F j,i for 1 ≤ j < i ≤ d.
2. F5(U) embeds into a superproduct system (E4, say) if and only the F j,i satisfy Equation
(14.4). If so, then F5(U) also embeds into a product system (namely, into the superprod-
uct subsystem of E4 generated by F5(U)).
Proof. They main part of (1) is clear, and (2) follows from the preceding discussion. The parts
that require work are (1a) and (1b).
The only freedom for an isomorphism from F5(U) to F5(U′) consists in bilinear unitary
maps ai : E → E (thought of as Fei → F′ei) and ai, j : E ⊙ E → E ⊙ E (thought of as Fei+e j →
F′
ei+e j
, so that, necessarily, ai, j = a j,i). For being an isomorphism, these maps have to satisfy
(ai ⊙ a j)wei,e j = w′ei ,e jai, j,
and nothing else. So, given F5(U) and F5(U′), there exists an isomorphism between them
if and only if we can find ai such that the matrix w
′∗
ei,e j
(ai ⊙ a j)wei,e j is symmetric. Putting
ai, j := w
′∗
ei,e j
(ai ⊙ a j)wei ,e j = w′∗e j ,ei(a j ⊙ ai)we j ,ei =: a j,i, this is the same as the condition in (1a).
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We can also change the point of view and say that, given F5(U) and choosing arbitrary ai
and ai, j = a j,i, then these define an isomorphism from F
5(U) to F5(U′), if we choose U′ to
satisfy u′∗
i, j
= w′
ei ,e j
= (ai ⊙ a j)wei ,e ja∗i, j. To prove (1b), we put ai := id and choose ai, j = a j,i to
satisfy w′
ei ,e j
= (ai ⊙ a j)wei ,e ja∗i, j = wei,e ja∗i, j = idE⊙E for j ≤ i, that is, ai, j = a j,i := wei,e j . Then,
for j < i, we have w′
e j ,ei
= w
e j ,eia
∗
i, j
= w
e j ,eiw
∗
ei ,e j
= F j,i, as claimed.
18.6 Remark. Of course, embeddability of a subproduct system into a (super)product system
does not change under isomorphism. Nevertheless, as in Corollary 17.6, one shows by hand that
the condition in (14.4) is invariant under the transformation F j,i → F′j,i := (a j ⊙ ai)F j,i(a∗i ⊙ a∗j).
18.7 Example. By Theorem 6.6 and Corollary 6.9, the non-embeddable subproduct systems
F5 in Theorem 18.5 (including Example 18.1) gives rise to a continuous time ordered subprod-
uct system IΓ5(F5) =
(
IΓ
t
(F5)
)
t∈R3+ over R
3
+ which cannot be embedded into a superproduct
system.
We now pass to the CP-semigroups constructed in Theorem 7.11.
Choose any d×d–matrixU with unitary entries ui, j, and consider the (adjointable) subprod-
uct system F5 := F5(U) as in Theorem 18.5(1). Following the construction of a CP-semigroup
for F5 from Theorem 7.11, we put
F :=
⊕
n∈Nd
0
F
n
= B ⊕
(⊕
1≤i≤d
F
ei︸   ︷︷   ︸
=:Fδ
)
⊕
( ⊕
1≤ j≤i≤d
F
ei+e j︸         ︷︷         ︸
=:Fδ×δ
)
,
and we define v
n
: F ⊙ F
n
→ F by v
n
(x
m
⊙ y
n
) := w∗
m,n(xm ⊙ yn) (=: xmyn). In order to
determine T
n
(a) := v
n
(a ⊙ id
n
)v∗
n
, it is convenient to decompose a ∈ Ba(F) as
a =

a0,0 a0,δ a0,δ×δ
aδ,0 aδ,δ aδ,δ×δ
aδ×δ,0 aδ×δ,δ aδ×δ,δ×δ
 ∈ Ba

F0
Fδ
Fδ×δ
 .
Of course, T0 = idBa(F) and vn = 0 for n ≥ 3 and n = n1 + . . .+nn (ni ∈ {e1, . . . , ed}), so Tn = 0
for such n. It remains to calculate T
ei
and T
ei+e j .
In general, v∗
n
is 0 on (v
n
F)⊥, so it is sufficient to compute T
n
(a) on elements of the form
v
n
(x ⊙ y
n
). We find
T
n
(a)(v
n
(x ⊙ y
n
)) = v
n
(ax ⊙ y
n
).
If n = ei + e j, then only x0 ∈ F0 gives a non-zero contribution to x⊙ yn, so, from a only the
first column survives. Likewise from ax only the component of ax0 in F0 survives in (ax0)⊙ yn.
Therefore, in this case T
n
(a) = T
n
(a0,0), so,
T
n
(a0,0)(vn(x0 ⊙ yn)) = vn(a0,0x0 ⊙ yn) = a0,0vn(x0 ⊙ yn),
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so, T
n
(a) = a0,0pn, where pn = vnv
∗
n
is the projection onto v
n
(F ⊙ F
n
) = F
n
.
Now suppose n = ei. Then from a only the block
a0,0 a0,δ
aδ,0 aδ,δ
 contributes to T
n
(a), while the
result T
n
(a) has the form 
0
T
n
(a0,0) Tn(a0,δ)
T
n
(aδ,0) Tn(aδ,δ)
 .
The range of v
n
is v
n
((F0 ⊕ Fδ) ⊗ Fn) = Fn ⊕
(⊕
1≤ j≤d Fe j+n
)
. For computing T
n
(a) it is
convenient decompose a further as
a =

a0,0 a0,1 . . . a0,d
a1,0 a1,1 . . . a1,d
...
...
...
ad,0 ad,1 . . . ad,d
0

.
Then
T
n
(a) =

0
a0,0 a0,1 ⊙ id . . . a0,d ⊙ id
a1,0 ⊙ id u1,i(a1,1 ⊙ id)u∗1,i . . . u1,i(a1,d ⊙ id)u∗d,i
...
...
...
ad,0 ⊙ id ud,i(ad,1 ⊙ id)u∗1,i . . . ud,i(ad,d ⊙ id)u∗d,i

.
(Recall that n = ei!) Without making special choices for ui, j, there is not much more that can
be said about T , but that T does not admit a dilation if (and only if) the ui, j violate the condition
in Theorem 18.5(2). We may pass to the upper triangular form of U. (Note that, by Observation
7.14, this just means passing to a conjugate CP-semigroup.) Then only the u j,i in the matrix
for which j < i remain (possibly) non-trivial. (Note that the size of this block depends on i of
n = ei.) If all u j,i are trivial (so that T admits a dilation), then Tn(a) is just (pap) ⊙ idn, where
p is the projection onto B ⊕ Fδ.
18.8 Example. Let us return to our Example 18.1. So, d = 3, E = C2, and only u2,3 = F is
non-trivial. For i = 1, 2 we are in the situation where all u j,i occurring in the matrix are trivial.
For i = 3 we have
T
n
(a) =

0
a0,0 a0,1 ⊗ id a0,2 ⊗ id a0,3 ⊗ id
a1,0 ⊗ id a1,1 ⊗ id (a1,2 ⊗ id)F a1,3 ⊗ id
a2,0 ⊗ id F(a2,1 ⊗ id) F(a2,2 ⊗ id)F F(a2,3 ⊗ id)
a3,0 ⊗ id a3,1 ⊗ id (a3,2 ⊗ id)F a3,3 ⊗ id

.
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Despite this example looks to some extent like the simplest possible, it appears that the action
on concrete matrices of operators on a 1 + 3 × 2 + 6 × 4 = 31–dimensional Hilbert space looks
everything but easy to understand.
The main result of [SS11] asserts that there are three commutingMarkov maps such that the
Markov semigroup over N3
0
generated by them has no dilation acting on a type I factor. For the
above example we may argue as indicated in the opening paragraph of this section, and, using
18.4, we find the following strengthening of [SS11, Theorem 1.5].
18.9 Corollary. Let B = M31 (the algebra of 31 × 31 complex matrices). There are three
commuting CP maps on B (namely, T
ei
from Example 18.8) such that the CP-semigroup over
N3
0
generated by them has no good dilation, and in particular no strong dilation. Moreover,
there are three commuting Markov maps on B˜ = B ⊕ C1˜ such that the Markov semigroup over
N3
0
generated by them has no (weak) dilation whatsoever.
As mentioned in Example 18.7, by exponentiating a non-embeddable subproduct system
over N3
0
as in Theorem 6.6, we obtain by Corollary 6.9 a subproduct system over R3
0
that does
not embed into a superproduct system. Using the same reasoning as above, we obtain the
following continuous time version.
18.10 Corollary. There is a CP-semigroup over R3+ that has no good dilation, and in particular
no strong dilation. Moreover, there exists a Markov semigroup over R3+ that has no (weak)
dilation whatsoever.
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19 Topology enters
Of course, all our objects that we looked at so far, were C∗–objects and the maps on or between
them were bounded (mostly by automatic continuity, because we were looking at C∗–objects).
But, we successfully managed to avoid almost every reference to a topology different from norm
topology. A prominent exception is the discussion on Section 7 about strict CP-semigroups on
Ba(E). (This discussion includes the fact that strict E–semigroups on Ba(E) have a product
system, not just a superproduct system, and leads to the statement of Theorem 12.9 that Markov
semigroups over the opposite of an Ore monoid have a strict module dilation if and only of the
GNS-subproduct system embeds into a product system.) However, also strictness appeared only
in form of (equivalent) nondegeneracy conditions. The crucial Proposition 2.6 (explaining that
full dilations and module dilations are essentially the same thing) is phrased in entirely alge-
braic terms by characterizing Ba(E) as double centralizers of the pre-C∗–algebra F(E) (another
automatic continuity, provided that E is a Hilbert module).
We have now reached our limits in proceeding the discussion of general dilations (A, θ, p)
without introducing a topology in which the individual maps θt are continuous (for instance,
identifying the algebraA of a full dilation as a multiplier algebra, induces onA a natural strict
topology).
The scope of this Section is, mainly, two-fold. The first basic scope is to examine to what
extent the C∗–framework can be pushed further. For instance, we attempt to look how much
of Ba(E) (and its natural strict topology) in the full case, survives to the general case. If we
have a pair (A, p) of a C∗–algebra A and projection p, then, by Proposition 2.6(1), we have a
Hilbert module E := Ap over B := pAp and, always, A contains F(E) = spanApA. But,
does A contain Ba(E) = M(F(E))? We give a precise (and, somehow, unique) meaning to this
question in Definition 19.4, and prove in Theorem 19.5 that the answer is yes if and only if
A = Ba(E) ⊕ F(E)⊥. The problem how to define a suitable topology on the direct summand
F(E)⊥ remains, however, unsolved – in theC∗–case, at least. And this is the second basic scope,
namely, illustrating how passing to the von Neumann case (with it natural topologies) sorts out
the problems that have a topological origin. For instance, in Theorem 19.9(1), we show that if
A is a von Neumann algebra, thenA always contains Ba(E). The passage to the von Neumann
case removes problems of a topological nature and leaves us with the true structural problems.
We examine some of them (in the C∗–setting under the assumption that A contains Ba(E)) in
the end of the section.
But before starting properly, let us insert two considerations (in between • • •s). One is
another strong reason for why we need a weaker topology than norm topology, based on conti-
nuity of θt with t. (We said, we do not tackle real problems about this sort of continuity in these
notes. But the few statements in several remarks about what can be done, get a precise meaning,
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using the notation we introduce here.) This first one can be entirely skipped. The other one is a
very quick review about von Neumann modules, aiming at the reader who knowsW∗–modules,
and to give the reader who knows none of them at least a bit of a hold without having to work
through Appendix A before.
• • •
There is another reason why we need a topology on A more suitable than the norm topology.
Although, in these notes, we do not address questions of continuity of T or θ with respect to
t, in the end, we surely wish that CP-semigroups T that are continuous in t in some topology,
will have dilating E–semigroups that are continuous in some topology, too. For continuity of
operators θt on the Banach spaceA with t ∈ S, without any further structure onA (for instance,
being a multiplier algebra like Ba(E) = M(K(E))), there are only strong Banach continuity
(t 7→ θt(a) continuous for all a ∈ A) and weak Banach continuity (t 7→ ϕ ◦ θt(a) continuous for
all a ∈ A, ϕ ∈ A∗). However:
19.1 Observation. For S = R+, suppose p = θt(p) for all t. Then
Tt(b) = pθt(b)p = θt(pbp) = θt(b).
In other words, θ restricts to an E0–semigroup T on pAp, that is, T dilates itself. Therefore,
whenever T is a nonendomorphic Markov semigroup, θt(p) cannot be constant. However, the
nonconstant family of projections θt(p) is not norm continuous. In other words, θ is not strongly
Banach continuous. In the one-parameter case, it cannot even be weakly Banach continuous,
because the latter implies the former; see Engel and Nagel [EN06, Theorem I.1.6].[m]
Before going into discussing specific problems, let us review some general aspects of von
Neumann modules, enough so – we hope – to allow the reader knowing von Neumann algebras
to go through the remainder of the section without having to consult all the time Appendix A.
(To some extent this concerns also the just stated observation about continuity.) We choose to
work with von Neumann algebras, not withW∗–algebras (that is, C∗–algebras with a pre-dual).
A von Neumann algebra, for us, is a ∗–invariant subset A ⊂ B(H) (where H is some Hilbert
space) such that A coincides with its double commutant A′′. (Equivalently, A is a strongly
closed ∗–algebra acting nondegenerately on H.) In particular, a von Neumann algebra is always
a concrete operator algebra and comes, therefore, shipped with the Hilbert space H on which
[m] Regarding questions of measurability of one-parameter semigroups, still today there is no better reference
than Hille and Phillips [HP57]. (For instance, we do not know results that did not go eventually back to [HP57,
Theorem 10.5.5], about what beyond measurability for t > 0 it needs to make a semigroup continuous at t = 0.)
But regarding continuity, we recommend the compact text Engel and Nagel [EN06], which contains everything
one might like to need easily detectable within the first 37 pages.
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it acts. Also a von Neumann module E over a von Neumann algebra B ⊂ B(G) is always a
module of operators; either it is given immediately as a subset of E ⊂ B(G,H) (the same G,
where B acts), a so-called concrete von Neumann module (Skeide [Ske06b]), or it is just a von
Neumann module (Skeide [Ske00a]) that can be turned into a concrete von Neumann module;
it is just important to recall that, even for pre-Hilbert modules over pre-C∗–algebras, once the
representation of the algebra is chosen, there remains essentially (that is, up to suitable unitary
equivalence) exactly one way to turn a module into an operator module, namely, the procedure
in Footnote [a]. There are several (at least three) equivalent ways to assure that E is a von Neu-
mann module (one is strong closure). Likewise, a (concrete) von Neumann correspondence is
a (concrete) von Neumann module with a nondegenerate left action of another von Neumann al-
gebra that is normal; also here there are several equivalent possibilities to say when a left action
is normal. We refer the reader to Appendix A for a more detailed discussion of von Neumann
modules.
The topologies we use on von Neumann algebras (and their analogues for von Neumann
modules) are the strong topology (also known as strong operator topology) and normality of
positive maps. (The latter is not actually continuity in a topology; it is order continuity, and
as such equivalent to σ–weak continuity. See also here Appendix A for details about other
topologies and some reasons for our choice.) The only thing going beyond Appendix A, is that
for the weak topology (also known as weak operator topology) it is sometimes useful to recall
that a weakly operator continuous CP-semigroup (that is, t 7→ 〈x, Tt(b)y〉 is continuous for all
b ∈ B ⊂ B(G) and x, y ∈ G) is strongly operator continuous (that is, t 7→ Tt(b)x is continuous
for all b ∈ B ⊂ B(G) and x ∈ G), too.[n] In general, we usually will speak only of strongly
continuous semigroups both for the C∗–case and for the von Neumann case, meaning strongly
Banach continuous in the former and strongly operator continuous in the latter. This is more
or less unambiguous, because by the result [Ell00] of Elliot a strongly Banach continuous CP-
semigroup on a von Neumann algebra is uniformly continuous; so it makes not much sense to
speak of strongly Banach continuous semigroups in the von Neumann case. However, if E is a
von Neumann module, then it does make sense to distinguish between the strong topology of
the space Ba(E) of operators on the Banach space E, or of the strong topology of the subspace
Ba(E) ⊂ B(H) of the space of operators B(H) on the Hilbert space H. In this case, strongly
continuous is referring to the latter case, while for the former we will say strictly continuous;
this is justified by the fact that on Ba(E) the strong and the strict topology coincide on bounded
subsets and that strong continuity of t 7→ Tt(a) is a matter of bounded subsets. To minimize
[n] In many papers it is claimed, possibly presenting the easy argument for strong right continuity of T , that this
statement is obvious. But left continuity is tricky and has a different more involved proof. The first formal (and
direct) proof seems to be in Markiewicz and Shalit [MS10]. A proof by first showing that the minimal dilation is
weakly continuous, and then appealing to the fact that for E–semigroups the implication is obvious and turns over
easily to the dilated CP-semigroup, can be found in Skeide [Ske16, Appendix A.2]
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confusion, we will also in the C∗–case speak of strictly continuous semigroups on Ba(E). Now
in the situation of Observation 19.1 there is no longer a problem: θt(p) may (and, usually, will
be required to) be strictly continuous, or strongly continuous in the von Neumann case.
• • •
The only situation where we could pose a reasonable continuity condition (going beyond bound-
edness) on the individual maps θt of a dilation (A, θ, p) , was strictness in the case when the
dilation is full. And, as explained in Example 7.9 (taking into account also Observation 9.2), in
the case of full dilations, strictness implies that the superproduct system of the dilation accord-
ing to Theorem 9.1 is actually a product system. That we were able to speak about strictness
depended very much on how p sits insideA; it is a property relative to p that may change if we
dilate another CP-semigroup to the sameA but with different p – and different θ, which may be
strict for one p but not for the other.
WhenA ⊂ B(H) is a von Neumann algebra, this has the enormous advantage that the strong
topology does not depend on the choice of other ingredients of the dilation; what is a normal
map (unlike the strong topology) does not even depend on the concrete identification of A as
a subset of B(H) but only on the ∗–algebra structure (more precisely, on the order structure,
which is determined by the algebraic structure) of A. So all subsets of A (like Ap and its
submodules, or spanApA, which occurred in several circumstances), inherit their own strong
topologies (and all other topologies a von Neumann algebra has). And the requirement of the
E–semigroup θ to be normal, is independent of whatever p might be.
So, in the C∗–case we could address the question whether strictness of θ is sufficient for
that the superproduct system of a dilation is a product system, only for full dilations – simply,
because only for full dilations we were able to say what strict is. Now, in the von Neumann case,
we can phrase this question for arbitrary normal dilations. And, while we promised that passing
to the von Neumann case will sort out problems caused by missing topological properties, we
start right with an example of a problem (for a dilation, having a proper superproduct system is
not necessarily caused by missing normality) which, before passing to von Neumann algebras,
for strictness could not even be formulated, because the relevant dilation is not full, hence, has
no strict topology:
19.2 Observation. All the modules that occur in Example 13.1 are von Neumann modules; all
algebras are von Neumann algebras. (This always happens, when B, hence, also B˜ are finite-
dimensional like C and C˜ = C2.) All E–semigroups are normal. So, by Example 13.1 (and also
Example 13.3) we get an example also for the von Neumann case that the superproduct system
of a dilation may be proper, even if the E–semigroup is normal. The E–semigroup in Example
13.1 is even strongly continuous, so that also continuity with time does not sort out the problem.
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The definition of full dilation (part of Definition 2.3) and Proposition 2.6 (that gives meaning
to parts of the definition) are not affected by whetherA is a von Neumann algebra or not. Just,
if A ⊂ B(H) is a von Neumann algebra and G := pH the Hilbert subspace of H onto which p
projects, then E := Ap is a von Neumann module over B := pAp ⊂ B(G). More precisely,
E ⊂ B(G,Hp) with Hp := AG is a concrete von Neumann module. (The only question, strong
closure, is proved by exactly the same line as the proof of Proposition 2.6(1), just replacing
everywhere norm closure with strong closure.) So, apart from the extra information that E is
actually a von Neumann module providedA is a von Neumann algebra, Proposition 2.6 and the
definition of full dilation remain really untouched.
Ba(E) is the multiplier algebra of F(E); and this is independent of whether E is a Hilbert
module or even a von Neumann module. But it means that (the unit ball of) F(E) is strictly
dense in (the unit ball of) Ba(E). If E is a von Neumann module, then this implies the same
statement for the strong operator topology inherited from the containing B(H) (or B(Hp) in
the case E = Ap). For any dilation, A contains F(E) = spanApA; but does A contain also
Ba(E)? If A is a von Neumann algebra, the answer is yes. (A is strongly closed, and a strictly
converging net, converges a fortiori strongly in the strong topology of the von Neumann algebra
A ⊂ B(H).) The general answer is based on the following simple facts:
19.3 Observation. 1. If I is a (not necessarily closed) ∗–ideal in a C∗–algebraA, then with
I⊥ := {a ∈ A : ia = 0 (i ∈ I)} we have I + I⊥  I ⊕ I⊥, being an essential ideal in A.
(The only not fairly obvious statement about the norm of i + j (i ∈ I and j ∈ I⊥) follows
by analyzing the limit of
∥∥∥ i+ j
max{‖i‖,‖ j‖}
∥∥∥2n.)
2. IfI is essential inA, then the multiplier algebraM(I) containsA in a unique way. (Why?
Because I being essential, the canonical homomorphism A ∋ a 7→ (a•, •a) ∈ M(I) ⊂
M(I) is faithful. As for uniqueness, of course, we will require that the containment of
I via M(I) ⊃ A ⊃ I is the same as the containment of I in its multiplier algebra. So,
if α : A → M(I) = Ba(I) is any other monomorphism satisfying α(i) = i, by using a
bounded approximate unit uλ for I, we get
α(a)i = lim
λ
α(a)uλi = lim
λ
α(a)α(uλ)i = lim
λ
α(auλ)i = lim
λ
auλi = ai,
so the action of α(a) on i is a.)
19.4 Definition. For a ∗–ideal I in A, we say A contains Ba(I) if the canonical homomor-
phism Ba(I)→ Ba(I) ⊕ 0 ⊂ M(I ⊕ I⊥) = M(I) ⊕ M(I⊥) is intoA ⊂ M(I ⊕ I⊥).
19.5 Theorem. SupposeA is a C∗–algebra, p ∈ A is a projection, and put E := Ap. Then A
contains Ba(E) (= M(F(E))) if and only ifA = Ba(E) ⊕ F(E)⊥.
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Proof. If A = Ba(E) ⊕ F(E)⊥ ⊃ F(E) ⊕ 0 = F(E), then the canonical homomorphism to be
constructed to check containment is, indeed, Ba(E)→ Ba(E) ⊕ 0.
Conversely, suppose A contains Ba(E). Denote by P ∈ M(F(E)) ⊕ M(F(E)⊥) the unit of
B
a(E) = M(F(E)) ⊂ A. Clearly, P is central in M(F(E))⊕M(F(E)⊥), so, a fortiori is it central
inA ⊂ M(F(E)) ⊕ M(F(E)⊥). Since Ba(E) ⊕ 0 ⊂ A ⊂ M(F(E)) ⊕ M(F(E)⊥), we get
B
a(E) = P(Ba(E) ⊕ 0) ⊂ PA ⊂ P(M(F(E)) ⊕ M(F(E)⊥)) = Ba(E),
that is PA = Ba(E). Therefore, A = PA ⊕ (1 − P)A. (If A is nonunital, then 1 ∈ M(F(E) ⊕
F(E)⊥) is not in A. However, in the decomposition a = Pa + (a − Pa), since Pa is in A, also
(1 − P)a = a − Pa is inA for all a ∈ A.) Obviously, (1 − P)A = F(E)⊥.
19.6 Definition. We say the pair (A, p) is semifull or the corner pAp is semifull in A if A
contains Ba(E). Likewise, a triple (in particular, a dilation) (A, θ, p) is semifull if (A, p) is.
Not all dilations are semifull:
19.7 Example. Let A = K(H) + idH C, with H infinite-dimensional, and let p be a rank-one
projection. Then E = Ap = H, ApA = F(E) = F(H) is just the algebra of all finite rank
operators on H, and M(F(E)) = B(H) is not contained in A. One can easily arrange for a
triple (A, θ, p) with the same A and p which is a dilation, by letting θ be the identity which
is a dilation of the identity. For a less trivial example, we may take H to carry the minimal
coisometric dilation
(
wn
)
(w as in 3.1) of the the contraction semigroup
(
cn
)
for some c ∈ C
with |c| < 1, so that (w∗H)⊥ is finite-dimensional and, therefore, w∗ • w leaves A invariant.
Then the (co)restriction of the corresponding (strong) solidly elementary dilation (Section 3) to
A = K(H) + idH C, does the job.
19.8 Observation. We might think that we could use the embeddingA ⊂ M(I ⊕ I⊥) to intro-
duce a strict topology on all ofA. But in particular the case whenA contains M(I), which we
would prefer, we get thatA = M(I)⊕I⊥. Since in our applicationsA and M(I) are both unital,
so is I⊥. So, on I⊥ we get nothing but the norm topology, and we know from Observation 19.1
that this is not suitable.
At this point, we give up our attempts to find a “natural” strict topology on I⊥ that would
allow us to define a “reasonable” notion of strictness for a general dilation in the C∗–case, but
content ourselves with the good thing that at least in the von Neumann case we have normality.
Fortunately, as we mentioned already, in the von Neumann case everything is considerably
simpler. Ba(E) is the strongly closed ideal in A spanned by F(E). The unit P of Ba(E) is a
central projection, so thatA = PA⊕ (1− P)A. So this is compatible with our earlier definition
of containment (thanks to the easy if direction of Theorem 19.5).
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Only because in the literature some notions of minimality in the von Neumann case refer to
the so-called central cover of a projection in a von Neumann algebra, we add the following piece
of folklore that relates central covers to full dilations. The central cover of a projection p in a
von Neumann algebraA is the smallest central projection c(p) ∈ A such that c(p) ≥ p. (Since
the product of two central projections Qi ≥ p is a central projection fulfilling Qi ≥ Q1Q2 ≥ p,
the set of central projections Q ≥ p is directed decreasingly; since 1 ≥ p, it is non-void. So,
since we are in a von Neumann algebra, the net converges to its unique minimum c(p) ≥ p,
which is also a central projection.) Now, since p ∈ Ba(E), we have P ≥ p. If Q ≥ p is another
central projection, then Qapa′ = aQpa′ = apa′, so that Q acts as identity on Ba(E). Therefore,
Q ≥ P, that is P = c(p).
We merely summarize these two statements in the special case of dilations.
19.9 Theorem. Let (A, θ, p) be a normal dilation on the von Neumann algebraA. Then:
1. A contains Ba(E) = PA = c(p)A, that is, the dilation is semifull.
2. The dilations is full if and only if c(p) = 1.
The latter condition is also equivalent to spanAG = H (where A ⊂ B(H)). In the C∗–frame-
work this condition may not even be phrased without first representing A faithfully (and, of
course, nondegenerately) on a Hilbert space. But, whether or not this condition is fulfilled may
depend on the representation. (For instance, if A = B(H) and p a rank-one projection as in
Example 19.7, then the condition is fulfilled. However if we representA = B(H) faithfully not
normally asA ⊂ B(H′), then spanAG′ is the subspace of H′ in whichA acts normally.)
Now suppose (A, θ, p) is just a unital C∗–algebra with an E–semigroup and a projection as
in Theorem 9.1, where the pair (A, p) is semifull. (In the von Neumann case, this is automatic;
in the C∗–case, we require it.) Then A decomposes as A0 ⊕ A1 =
A0A1
 with A1 := Ba(E) ∋ p
and A0 := F(E)⊥. (Some of the considerations in the sequel, in particular the notation, would
work for an arbitrary direct sum decomposition.) Consequently, we denote θt =
θ00t θ01t
θ10t θ
11
t
 (with
homomorphisms θ
i j
t : A j → Ai) and the semigroup property (recall that θ is a semigroup over
Sop) readsθ00st θ01st
θ10st θ
11
st
 =
θ00t θ01t
θ10t θ
11
t
 ◦
θ00s θ01s
θ10s θ
11
s
 =
θ00t ◦ θ00s + θ01t ◦ θ10s θ00t ◦ θ01s + θ01t ◦ θ11s
θ10t ◦ θ00s + θ11t ◦ θ10s θ10t ◦ θ01s + θ11t ◦ θ11s
.
In general, p would decompose into
p0
p1
 for two projections pi ∈ Ai. The superproduct system
would look like
Et := θt(p)Ap =
(θ00t (p0) + θ01t (p1))A0p0(θ10t (p0) + θ11t (p1))A1p1
 =
E00t ⊕ E01t
E
10
t ⊕ E11t

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with E
i j
t := θ
i j
t (p
j)Aipi. We omit writing down the intricate product of that super product
system, as we do not need it in that generality. In our situationA1 = B(E) ∋ p, we have p =
 0
p1

with p = p1 ∈ A1. The superproduct system looks
Et := θt(p)Ap = θt(p1)Ap1 = (θ01t (p1) + θ11t (p1))A1p1 = θ11t (p1)A1p1 = E11t
with product
vs,t : (θ
11
s (p
1)a1s p
1) ⊙ (θ11t (p1)a′1t p1) 7−→ θt
(
θ11s (p
1)a1s p
1)θ11t (p1)a′1t p1
= θ11t ◦ θ11s (p1)θ11t (a1s)θ11t (p1)a′1t p1.
19.10 Proposition. If E4 is a product system, then, necessarily, θ11t ◦ θ11s (p) = θ11st (p), that is,
θ10t ◦ θ01s (p) = 0. This means: The part of θs(p) that is not in Ba(E), never comes back.
Proof. If θ10t ◦ θ01s (p) ∈ A1 = Ba(E) is not 0, then the elements in A1p1 = Ap = E “see
that”. Consequently, θ11t ◦ θ11s (p1)θ11t (A1)θ11t (p1)A1p1 ⊂ θ11t ◦ θ11s (p1)A1p1 cannot span all of
θ11st (p
1)Ap1 = Et.
What can we say for the opposite direction? Well, not really much without topological
assumptions; this is, why we discuss it in this section. Topological assumptions means, in the
von Neumann case with normal endomorphisms, we can say quite a lot; and if we want to say
something about the C∗–case, we need strictness. Looking carefully at the proposition, we note
that, for fixed s and t, we are actually speaking about the homomorphisms θ11t , θ
11
s , θ
11
st , and the
composition of the first two, θ11t ◦ θ11s , in the situation where the difference of θ11st and the latter,
θ10t ◦ θ01s , is also a homomorphism. All these homomorphisms act onA1 = Ba(E); and here we
know what strict is. Strictness of θ11t is exactly what has been defined as p–relatively strict for
θt in Question 12.5 (for the not necessarily semifull case).
19.11 Lemma. Let E be a Hilbert module with a unit vector ξ ∈ E, and let ϕ and ψ be strict
endomorphisms of Ba(E) such that ρ := ϕ − ψ is an endomorphism, too. Then ϕ = ψ if (and
only if) ρ(ξξ∗) = 0.
Proof. Recall that for every strict endomorphism ϑ onBa(E) we have a correspondence Eϑ and
an adjointable isometry vϑ : E ⊙ Eϑ → E (onto ϑ(idE)E) such that ϑ = vϑ(• ⊙ idEϑ)v∗ϑ, and recall
that Eϑ and vϑ are unique if E is full. Recall, further, that when E has a unit vector (so that E is
full), we may write Eϑ := ϑ(ξξ
∗)E, b.xϑ := ϑ(ξbξ∗)xϑ, and vϑ(x ⊙ yϑ) := ϑ(xξ∗)yϑ.
Now, ϕ = ψ + ρ. Therefore, Eϕ = Eψ + Eρ and vϕ = vψ + vρ. If ρ(ξξ
∗) = 0, then Eρ = {0},
hence, vϕ = vψ. Consequently, ϕ = vϕ(• ⊙ idE)v∗ϕ = vψ(• ⊙ idE)v∗ψ = ψ.
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19.12 Theorem. Let the pair (A, p) be semifull and let θ be a p–relatively strict E–semigroup
onA. Then the following conditions are equivalent:
1. The θ11t form a strict semigroup θ
11 onA1 := Ba(E).
2. θ11t ◦ θ11s (p) = θ11st (p) for all s, t ∈ S.
3. E4 is a product system (the product system of θ11).
Moreover, under any of these conditions, (A, θ, p) is a dilation if and only if (A1, θ11, p) is.
Proof. By the proposition, we have (3)⇒(2). To see (2)⇒(1), apply the lemma to ψ := θ11t ◦ θ11s
and ϕ := θ11st . For (1)⇒(3), we simply recall that Et = E11t , including the correct superproduct
system structure. So if one is a product system then so is the other.
19.13 Observation. If A is a von Neumann algebra, so that every pair (A, p) is semifull, we
may weaken the hypothesis to normal θ. The only things that change are, then, that in 19.12(3)
and in the proof of the lemma we have to pass to the tensor product of von Neumann correspon-
dences (strong closure). So, normal dilations on von Neumann algebraA may be (co)restricted
to a (normal) dilation on Ba(E) (necessarily contained in A) if and only if their superproduct
system is a product system of von Neumann correspondences.
Theorem 19.12 and (in particular) its von Neumann version tell to some extent that there
is not much we can do in the direction of restriction of a given dilation to A1 = Ba(E), when
the superproduct system of this dilation is not a product system. They also provide a powerful
(because easy-to-check) criterion for when this is the case. (We suggest as an exercise to see
how Example 13.1 fits into the discussion.)
Trying (co)restriction to A1 ⊂ A is actually a compression with the projection P = idE.
Compression is already among the strategies that occur when we discuss minimalities; we post-
pone these to Section 21.
What we might try is also to see whether we can extend the E–semigroup to an algebra Â
containingA. If we wish a module dilation, we may try to identifyK(E)⊥ as anotherBa(E0) so
thatA is the diagonal subalgebra of Â = Ba
E0
E
 =
 Ba(E0) Ba(E,E0 )
Ba(E0,E) Ba(E)
. Even in the case when ϑ11 and
ϑ00 are E0–semigroups (leaving no space for the original ϑ being non-diagonal, so that in this
case there would be nothing to do for us), in order to allow an extension to Â, they necessarily
need to have the same product system. A first problem to look at, is the general form of the
product system of any strict E–semigroup on Â and to see how the given Ei jt fit into that. (They
must appear somehow as subspaces of that product system.) We do not tackle this question in
these notes.
142
20 Examples: Bhat’s example; a “multi-example”
We report an example due to Bhat (starting after the proof of [Bha03, Theorem 3.2]). Bhat
shows that his example is incompressible (see Definition 21.29; Bhat calls it atomic) but not
minimal (see Theorem 21.57). Here, we show that it is a true “multi-example”, which serves as
a counter example for several more properties relevant in several places in these notes. Some
places did occur already; others will occur in the next section on minimality. Therefore, the
present section also serves to some extent as a motivation for the notions of minimality we shall
introduce and discuss in the next section.
Bhat’s example is the dilation of a discrete one-parameter CP-semigroup on B(C) = C; it
illustrates that already in the simplest of all one-parameter cases possible, not all is as simple
and understood as literature may try to make us believe. In fact, Bhat’s example is non-Markov,
while the statements it contradicts, in the one-parameter Markov case are true. (After all, Bhat’s
example is not a good dilation – a thing that does not happen in the Markov case.) The more
important it is to be aware that the other “multi-example”, which we shall discuss in the conclu-
sive Section 22, is Markov but (discrete) two-parameter; it is, therefore, a completely different
type of example.
We have to recall some facts about (one-parameter, but not only) CP-semigroups (on B(H),
but not only) and their dilations; they are (almost) all well-known, but we recover them easily
in our terminology.
(i) CP-semigroups and their dilations under compression
Let (A, θ, P) be a dilation and assume that the dilated CP-semigroup Tt := Pθt(P • P)P on
PAP can be compressed further by p ≤ P in A to a CP-semigroup S t := pTt(p • p)p =
pPθt(Pp • pP)Pp = pθt(p • p)p on pAp ⊂ PAP. Then (A, θ, p) is a dilation of S .
(ii) Kraus decomposition for CP-maps and endomorphisms
If T is a normal CP-map on B(G), then there are ci ∈ B(G) such that T =
∑
i c
∗
i
• ci. (This
is so, because for every such CP-map there is a von Neumann correspondence E over B(G),
for instance, the strong closure of the GNS-correspondence E, and a vector ξ ∈ E such that
T = 〈ξ, •ξ〉. By Appendix A(iii), we have E = B(G,G ⊗H) = B(G) ⊗¯s H, and for any ONB (ei)
of H, the (unique) ci such that ξ =
∑
i ci ⊗ ei do the job.)
Moreover, T is an endomorphism if and only if the ci fulfill cic
∗
j
= idG δi, j. These conditions
show, that in this case ξ is a coisometry. And v := ξ∗ is the isometry G ⊗ H → G such that
T = v(• ⊗ idH)v∗. (See the discussion of left semidilation following Proposition 12.1.)
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(iii) Kraus decomposition and dilation
Kraus decompositions do not behave nicely under composition. In the continuous time case,
this makes them rather useless. (The deeper reason is that the multiplicity spaces Ht for each
Tt are closely related to the associated Arveson system, and that except in the one-dimensional
case, the ONBs of Ht that determine the Kraus decompositions, cannot be chosen compatible
with the structure of the Arveson system.) At least in the discrete case, where all semigroups
are generated by a single map, we can say a bit more.
Let (B(H),
(
θn
)
n∈N0 , p) be a strong dilation of the semigroup
(
T n
)
n∈N0 on B(G) = pB(H)p,
where G := pH and T := pθ(p • p)p. Let wi be a Kraus decomposition for θ, so that wiw∗j =
idH δi, j. By Observation 2.9, the triple (B(H),
(
θn
)
n∈N0 , p) is a strong dilation if and only if∑
i
pw∗i papwip = T (pap) = pθ(a)p =
∑
i
pw∗i awip
for all a ∈ B(H). It follows that 0 = pθ(idH −p)p =
∑
i((idH −p)wip)∗((idH −p)wip), so, neces-
sarily wip = pwip. (Compare this with Proposition 3.1.) Clearly, the ci := wip form a Kraus
decomposition for T .
The family
(
w∗
i
)
is what is known as an isometric dilation of the row contraction
(
c∗
i
)
(satis-
fying
∑
i c
∗
i ci ≤ idG, which means exactly that T is a contraction). Every discrete one-parameter
semigroup admits a strong dilation. (This is the discrete version of Bhat and Skeide [BS00,
Section 8]. It also follows putting together Theorems 5.21 and 12.8 with Theorem 2.17.) We,
therefore, see that T can be recovered from some Kraus decomposition
(
ci
)
that admits a coiso-
metric dilation
(
wi
)
in the sense that
(
w∗i
)
is an isometric dilation of
(
c∗i
)
.
But what, if a (contractive) T is given by a Kraus decomposition
(
ci
)
to begin with? Can
we always arrange the strong dilation (B(H),
(
θn
)
n∈N0 , p) for
(
T n
)
n∈N0 , such that θ has a Kraus
decomposition
(
wi
)
that allows to recover the given ci as wip? In other words, can we always
find a coisometric dilation
(
wi
)
of
(
ci
)
?
The answer is well known, and affirmative; see Bunce [Bun84] and Popescu [Pop89], who
solved the problem for countably many wi (earlier Frazho [Fra82] treated the case of two).
We can recover this result (for arbitrary dimension!) by passing to correspondences as in the
preceding point, setting ξ :=
∑
i ci ⊗ ei ∈ B(G,G ⊗ H) =: E (H a Hilbert space with ONB
(
ei
)
)
and apply ideas from Skeide [Ske08a, Theorem 1.2]. The version there, is for the continuous
time one-parameter case; the much simpler restriction to the discrete case, is what we report
here:
• Do to (E, ξ) exactly the same as in 2.14 to obtain (E˜, ξ˜) where 〈˜ξ, •ξ˜〉 = T˜ is the unitaliza-
tion of 〈ξ, •ξ〉 = T ; just that now E is not necessarily the GNS-correspondence of T , but
may be bigger.
144
• Input product system and (unital) unit generated by (E˜, ξ˜) in Theorem 12.8, to obtain a
module dilation (E˜,
(
ϑ˜n
)
n∈N0 , ξ˜0) of
(
T˜ n
)
n∈N0 .
• This dilation, analyzing (as in [Ske08a]) its structure, turns out to be the unitalization of
a (necessarily strong) module dilation (E,
(
ϑn
)
n∈N0 , ξ0) of
(
T n
)
n∈N0 . (See also Corollaries
21.46 and 21.49.)
• Let v : E ⊙¯s E → E denote the isometry such that ϑ = v(• ⊙ idE)v∗. Recall that, putting
H := E ⊙ G, we have E = B(G,H) and that E ⊙¯s E = E ⊗¯s H = B(G,H ⊗ H), so that v
may also be identified with the operator v ⊙ idG ∈ B(H ⊗ H,H) ⊙ idG, and in this picture
ϑ = v(• ⊗ idH)v∗ on B(H). Then, clearly, the wi := (idH ⊗e∗i )v∗ ∈ B(H) form a Kraus
decomposition for ϑ.
• Since for every a ∈ B(H) = Ba(E), we have that a(idH ⊗e∗i ) = (idH ⊗e∗i )(a ⊗ idH) and
(a ⊗ idH)v∗ = v∗ϑ(a), we get
ξ0ξ
∗
0wiξ0ξ
∗
0 = ξ0ξ
∗
0(idH ⊗e∗i )v∗ξ0ξ∗0 = (idH ⊗e∗i )v∗ϑ(ξ0ξ∗0)ξ0ξ∗0.
Note that idH ⊗e∗i = (idE ⊙ idG) ⊗ e∗i = idE ⊙(idG ⊗e∗i ), the amplification of the operator
idG ⊗e∗i ∈ Ba,bil(E,B(G)) = Bbil(G⊗H,G). Recall, too, that E (the member of the product
system for n = 1) is recovered as ξ0E = ϑ(ξ0ξ
∗
0
)E and that the element corresponding to
ξ ∈ E is ξ0ξ = ϑ(ξ0ξ∗0)ξ0. Therefore,
ξ0ξ
∗
0wiξ0ξ
∗
0 = (idH ⊗e∗i )v∗(ξ0ξ)ξ∗0 = (idE ⊙(idG ⊗e∗i ))(ξ0 ⊙ ξ)ξ∗0
= ξ0((idG ⊗e∗i )ξ)ξ∗0 = ξ0ciξ∗0 = ci ∈ B(G) = ξ0ξ0B(H)ξ0ξ∗0.
It is noteworthy that the obtained coisometric dilation of
(
ci
)
is minimal in the sense used in
that theory. (This corresponds to the Property (2) in [Ske08a, Theorem 1.2].) The dilation of(
T n
)
n∈N0 is minimal in the sense of Subsection 21(vii) (Theorem 21.57) if and only if (E, ξ) =
GNS-T , that is, if and only if the Kraus decomposition of T is minimal; see Example A.7.
(iv) The example
20.1 Example. Now, we are ready to discuss Bhat’s example. LetG := C2. Define the elements
c1 :=
1√
2C
 2 1−1 0
, c2 := 1√
6C
0 1
3 0
, c3 := 1√
3C
0 1
0 0

inB(G) = M2. We readily verify that the CP-map T :=
∑
i c
∗
i •ci and the semigroup T n generated
by it, act as
T
a b
c d
 = 1C
2(a + d) − (b + c) a
a a
, T n
a b
c d
 = 2(a + d) − (b + c)4
(
2
C
)n 2 11 1

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for n ≥ 2. We find ‖T‖ = ‖T (idG)‖ = 5+
√
13
2C
, so T is a contraction if and only if C ≥ 5+
√
13
2
. Let
(B(H),
(
θn
)
n∈N0 , P) denote the strong dilation obtained as above from the Kraus decomposition
c1, c2, c3. So, θ =
∑
i w
∗
i • wi, where the w1, w2, w3 form a coisometric dilation of c1, c2, c3.
We define p to be the projection onto the first component in C2 = G. Then, p
a b
c d
p =
a 0
0 0
 and
pT n
a 00 0
p =
(
2
C
)n a 00 0

for all n (including n = 1). So, p compresses
(
T n
)
n∈N0 to a semigroup
(
S n
)
n∈N0 and, identifying
p ∈ B(G) = PB(H)P ⊂ B(H), we get a dilation (B(H), (θn)n∈N0 , p) of (S n)n∈N0 .
So far, the exposition is from Bhat [Bha03]. Bhat produced this example to obtain an in-
stance for a dilation exhibiting the following bad behaviour in terms of certain notions of min-
imality, which we will discuss in the following section: An incompressible dilation that is not
the (unique, in the one-parameter case) algebraically minimal strong or full dilation. His proof
is by direct computations.
We state Bhat’s result, and some more, in a moment with references to the following section
for notions of minimality and the necessary results about them. But, our proof is different, and
makes use of things we can state and prove now referring only to what we know already.
About the dilation (B(H),
(
θn
)
n∈N0 , p) of
(
S n
)
n∈N0 we have the following facts:
• The dilation is full and (not only normal, but, thanks to finite multiplicity w1, w2, w3,
even) strict. Therefore, the superproduct system Et := θ
n(p)B(H)p, by Observation 9.2
and Example 7.9, is a product system.
Since p = ee∗ is a rank-one projection, we can identify this product system with the
Arveson system formed by the Hilbert spaces Hn := θ
n(p)B(H)pe = θn(p)H. (Of course,
Bhat, the first one associating in [Bha96] Arveson systems to CP-semigroups on B(G),
knew this fact. But in his presentation he opted to not refer to product systems.)
• By very direct computation, the θn(p)p do not form a unit for that product system, that is,
the dilation is not good. (Indeed, if they formed a unit then we must have θ(θ(p)p)p =
θ2(p)p or ∑
j,i
w∗jw
∗
i pwipw jp =
∑
j,i
w∗jw
∗
i pwiw jp.
By the orthogonality relations, this means pwipw jp = pwiw jp for all i, j. By p ≤ P,
we may insert lots of Ps, and obtain, taking also into consideration that the dilation
(B(H),
(
θn
)
n∈N0 , P) is strong, the necessary condition
pcipc jp = pcic jp.
Clearly, i = 1 and j = 2, or i = 2, 3 and j = 1, 2 violate that condition; see below.)
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We preferred to let the reader see this direct computation. But, the result also follows from the
following key lemma about the product system of the dilation.
20.2 Lemma. There is no proper product subsystem F⊙ of E⊙ satisfying θn(p)p ∈ Fn for all
n ∈ N0.
Proof. We will work directly with the Hilbert spaces Hn, and we shall write ξn := θn(p)pe. We
will show that there is no proper subsystem containing ξ1 and ξ2.
Already in the preceding computations, the expressions pcip = e〈e, cie〉e∗ and pcic jp =
e〈e, cic je〉e∗ showed that the vector d ∈ C3 with coordinates di := 〈e, cie〉 and the matrix D ∈ M3
with entries di, j := 〈e, cic je〉 play a role. We find
d =
√
2
C

1
0
0
, D =
1
6C

9 3
√
3 0
−
√
3 3 0
−
√
6 3
√
2 0
.
Note that product subsystems are exactly the images under projection morphisms p⊙ =
(
pn
)
n∈N0 ,
and that pn = u1,...,1(p1 ⊗ . . . ⊗ p1)u∗1,...,1 is determined by p1. So, we have to find projections p1
with p1ξ1 = ξ1 and (p1 ⊗ p1)u∗1,1ξ2 = u∗1,1ξ2. Passing to id1 −p1, this happens exactly, if we find
a projection q, such that
qξ1 = 0, (q ⊗ id1)u∗1,1ξ2 = 0, and (id1 ⊗q)u∗1,1ξ2 = 0.
And since validity of these equations for a projection q implies validity for any subprojection
of q, we may assume q = xx∗ where either x is a unit vector or x = 0. We shall show x = 0 and,
thus, p1 = id1, completing the proof.
By θ(p)h =
∑
i w
∗
i
e〈w∗
i
e, h〉 we see that that the vectors w∗
i
e form an ONB of H1. Put x =∑
i w
∗
i
exi. We have ξ1 =
∑
i w
∗
i
edi = w
∗
1
e
√
2
C
. By qξ1 = 0, we conclude x1 = 0. Now,
u1,1(w
∗
i e ⊗ w∗je) = θ(w∗i ee∗)w∗je = w∗jw∗i e.
From above, ξ2 =
∑
j,i w
∗
jw
∗
i edi, j, so,
u∗1,1ξ2 =
∑
j,i
(w∗i e ⊗ w∗je)di, j.
From (q ⊗ id1)u∗1,1ξ2 = 0, we conclude ∑
i
x¯idi, j = 0
for all j. With x1 = 0, this fixes a possible solution to x =

0
−
√
2
1
x3. From (id1 ⊗q)u∗1,1ξ2 = 0, we
conclude ∑
j
di, j x¯ j = 0
for all i. Therefore, x3 = 0, hence, x = 0, hence, q = 0, hence, p1 = id1.
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Obviously, E⊙ is not one-dimensional. (In fact, since w∗
1
, w∗
2
, w∗
3
are isometries with pairwise
orthogonal ranges, dim H1 = dimE1e = dim span{w∗i e} = 3.)
20.3 Corollary. The θ(pn)p do not form a unit.
Proof. If the θ(pn)p formed a unit, then Fn := θ(pn)pC was a proper product subsystem.
This has, taking in, step by step, also notions and results from the next section, several
consequences
• Immediate is that the dilation is full and not good, hence, by Theorem 9.3(1), not strong.
• Whatever compression (Definition 21.14) of the dilation, is full (Observation 21.15(2))
and not good (Corollary 21.20), hence, not strong.
• Bhat shows (forC > 5+
√
13
2
) that the dilation is not primary (Definition 21.25). We are not
interested in this result and refer to [Bha03]. We are interested in primary dilations. And
like Bhat, we pass to a primary dilation (which is, by the preceding observations, full and
not good) by compressing Example 20.1 with Q :=
∨
n θn(p) (Theorem 21.26(3)).
• By Observation 21.28, the primary version of the dilation has the same (super)product
system. By Lemma 20.2 and Theorem 21.34, it is incompressible. We, therefore, obtain
a full and incompressible (hence, primary) dilation that is not good (hence, not strong).
• The von Neumann subalgebra generated by θN0(p) is not all ofB(QH), that is, the dilation
is not (normally) algebraically minimal (Definition 21.1). (Indeed, we show that the
subspace K := Q(w∗3H∩e⊥) of QH is nonzero and perpendicular to the smallest subspace
L invariant under all θN0(p) and containing e. As for K , {0}: Since the wQi := QwiQ form
a Kraus decomposition for θQ, they fulfill the same orthonormality relations as the wi, but
relative to QH; since QH is infinite dimensional (dim QH ≥ dim QEn = 3n for all n), so is
its image under the isometry w
Q
3
∗
; since e ∈ QH, the space K is infinite-dimensional, too.
As for 〈K, L〉 = {0}: Observe that Qe = e and Qθn(p) = θn(p)Q, so QL = L; it is enough,
to show that L ⊂ L′ := span(w∗
3
H)⊥ ∪ {e}, because, clearly, 〈K, L′〉 = {0}. Now, L′ ∋ e,
pL′ = eC ⊂ L′, and for n ≥ 1 and x ∈ L′
θn(p)x =
∑
i1,...,in
w∗in . . . w
∗
i1
e〈e, wi1 . . . win x〉 =
∑
in,3
∑
i1 ,...,in−1
w∗in . . . w
∗
i1
e〈e, wi1 . . . win x〉,
because w3e = 0 and w3y = 0 for y ∈ (w∗3H)⊥, so, θn(p)x ∈ (w∗3H)⊥ ⊂ L′; in other words,
L′ contains e and is invariant under θN0(p), so that L
′ ⊃ L.
The (normal) algebraic minimalization is neither full nor good. We do not know if the alge-
braically minimal version is incompressible or not. But, by Theorem 21.33, if it is incompress-
ible, then its superproduct system is not a product system.
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21 Minimality
Better, this section should be called ‘minimalities’. In fact, already in the one-parameter case
there are several notions of minimality, which in the end turn out to be equivalent. Once we
leave the one-parameter case we no longer have this luxury.
Rather than saying what is minimal, it is somehow easier to imagine situations that are
agreeably not minimal. Is the algebra A too big (in the sense that we can easily pass to a
smaller one)? Is the unit of A too big (in the sense that we can compress the dilation with a
projection, becoming the new unit)? Can we obtain minimality from non-minimality in this
sense? In other words, if a dilation is, for some obvious reason, not minimal, can we pass to a
dilation that is not non-minimal (at least not for the same reason)? If there exists a dilation that
is (in what sense ever) minimal, is this dilation unique?
It is noteworthy that already in the one-parameter case, guaranteeing the possibility to min-
imalize a given dilation is limited to strong dilations. (Example 20(iv) gives us a dilation that is
not minimal and cannot be minimalized (by compression) further.) And in the two-parameter
case it is well-known that the minimal dilation need not be unique. (We present some exam-
ples below, see 21.45.) It is remarkable, that the most common notion of minimality in the
one-parameter case involves the condition to be, in our terminology, a full dilation. It is one
of our biggest open questions, whether or not existence of a dilation implies existence of a full
dilation. (If yes, then a Markov semigroup that admits a dilation, also admits a module dilation
and, therefore, the GNS-subproduct system embeds into a product system. We, then, had the
latter embedding property as an iff -criterion for existence of dilations for a Markov semigroup
over the opposite of an Ore monoid.)
(i) Algebraic minimality
Suppose (A, θ, p) is a dilation (say, of a CP-semigroup T ). One possibility of this dilation being
not what merits to be called minimal, is when we find a (for the time being, not necessarily
unital) C∗–subalgebra A˘ ∋ p such that θ (co)restricts to an E–semigroup θ˘ on A˘. We may ask
whether (A˘, θ˘, p) (apart from A˘ being possibly nonunital) is again a dilation. Note that this
is actually two questions. The first is, whether (A˘, θ˘, p) is a dilation, the second is whether
it is a dilation of the same CP-semigroup T . The answer to the first question is, clearly, yes.
As for the second question, the dilated CP-semigroup is simply the (co)restriction T˘ of T to
B˘ := pA˘p ⊂ pAp =: B. (Indeed, Tt(pa˘p) = pθt(pa˘p)p = pθ˘t(pa˘p)p ∈ pA˘p = B˘.) So,
(A˘, θ˘, p) is a dilation of the same semigroup T if and only if B˘ = B, that is, if and only if
B ⊂ A˘.
We see, to be a dilation of the same CP-semigroup T , we have B ⊂ A˘, hence, θt(B) =
θ˘t(B) ⊂ A˘. So, in this case, A˘ always contains the C∗–algebra A∞ := C∗(θS(B)) generated by
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all θt(B). On the other hand,A∞, clearly, is invariant under all θt, so we always may pass to the
minimalA∞.
Unfortunately, A∞ is usually, indeed, nonunital. (Unless θt(p) is constant; see Observation
19.1.) At least, if θ is an E0–semigroup, we may add the unit 1A to A∞. (Note that p(1AC +
A∞)p still equals B.) But, this is somehow not really what we want. What we want is a
unital algebra obtained as closure in A or completion of A∞ in a topology in which each θt
is continuous. Surprisingly, we will have to distinguish not between two cases (C∗ and von
Neumann case), but there will be a third one.
Let us start with the easiest case.
21.1 Definition. A dilation (A, θ, p) on the von Neumann algebraA is normally algebraically
minimal if A = A∞
s
. If the context is clear, then we will just say (A, θ, p) is algebraically
minimal.
If a dilation (A, θ, p) on the von Neumann algebraA is normal, then, by (co)restriction, we
obtain its normal algebraic minimalization (A∞
s
, θ∞
s
, p). (Note that if (A, θ, p) is not normal,
then it is unclear, whether or not θ (co)restricts to A∞
s
.) If the context is clear, then we will
write just θ∞ instead of θ∞
s
.
The striking feature of the von Neumann case is that the definition of algebraically minimal
works for all (A, θ, p) and the minimalization procedure works for all normal (A, θ, p). On the
contrary, it is one of the insights of Section 19, that in the C∗–case, for saying what a strict
dilation is we have to limit ourselves to full dilations.
21.2 Definition. A full dilation (A, θ, p) is strictly algebraically minimal ifA = A∞
stri
.
Also here, if (A, θ, p) is not strictly algebraically minimal, thanks to strictness we may
(co)restrict to a triple (A∞
stri
, θ∞
stri
, p). Like A∞ itself, the triple fulfills everything we expect
from a dilation (of the same semigroup T ). But, here, it is unclear, whether or not the strict
closure of A∞
stri
in A is unital. (So the main scope of closing A∞, getting a unital algebra,
might fail.) Moreover, even if (A∞
stri
, θ∞
stri
, p) is a dilation, it need not be full. (Bhat’s Example
20.1 is an instance.) We discuss full dilations (and their minimalizations) in a later paragraph
of this section.
In the third case, instead of complaining about (the almost always) nonunitality of A∞, we
utilize it to introduce a different topology on A at least when A is suitably generated by A∞,
and call this ∞–algebraically minimal. This effort is justified by two things. Firstly, starting
with an arbitrary dilation, ∞–algebraic minimality is obtainable (though the minimalized ver-
sion does, usually, not sit in the original dilation), at least, for dilations of Markov semigroups
over sufficiently nice monoids; see Corollary 21.10. Secondly, for ∞–algebraically minimal
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dilations, Theorem 21.4 relates strongness to goodness. (A warning: The hypotheses of the for-
mer result make the latter trivial. But, the results also holds for the von Neumann case, where
algebraic minimality can be obtained, and for the full strict case.)
21.3 Definition. A dilation (A, θ, p) is∞–algebraically minimal ifA = M(A∞), that is, ifA∞
is an ideal inA and if the canonical homomorphismA→ M(A∞) is an isomorphism.
A dilation is∞–strict if for each t ∈ S the (co)restriction of θt toA∞ extends to a (necessarily
unique) strict endomorphism θ∞
M
t of M(A∞).
A dilation is minimally strict if it is∞–algebraically minimal and∞–strict.
If a dilation (A, θ, p) is ∞–strict, we call the resulting (M(A∞), θ∞M , p) (necessarily a dila-
tion) the∞–algebraic minimalization of the∞–strict dilation (A, θ, p).
21.4 Theorem. A minimally strict dilation (A, θ, p) is strong if and only if it is good.
Proof. “Only if” is Theorem 9.3(1) (for arbitrary dilations). For the “if”-direction, suppose the
dilation is good, that is, suppose the θt(p)p form a unit for the associated superproduct system.
(Recall that we assume the semigroup indexed by Sop and the superproduct system by S.) By
Observation 9.5, this means suppose that (for all fixed t)
θst(p)θt(p)p = θst(p)p
for all s. We have
0 = θst(p)p − θst(p)θt(p)p = θt(θs(p))(θt(1) − θt(p))p = θt(θs(p))θt(1 − p)p
for all s, hence,
0 = θt(θs(pap))θt(1 − p)p.
Since θt is ∞–strict and since the ball of A is strictly generated by the ball of alg∗ θS(pAp), it
follows that
0 = θt(a)θt(1 − p)p
for all a ∈ A. In particular, 0 = θt(1)θt(1 − p)p = θt(1 − p)p. By Proposition 2.13, (A, θ, p) is
strong.
21.5 Corollary. Let (A, θ, p) be an ∞–strict dilation. Then its ∞–algebraic minimalization
(M(A∞), θ∞, p) is strong if and only if (A, θ, p) is good.
Proof. This follows from θt(p)p = θ
∞
t (p)p ∈ A∞ andA ⊃ A∞ ⊂ M(A∞).
The proof of Theorem 21.4 is based on that the ball ofA∞ is dense in a certain topology in
the ball ofA and that θt respects limits in that topology. It, therefore, remains valid for dilations
151
that are algebraically minimal in one of the other two senses. And the corollary remains true
whenever we do get a minimalization. (Whether the latter is granted by a theorem or required
as a hypothesis, does not matter.) We collect this in the following observation and remark.
21.6 Observation. The von Neumann case. A normal and normally algebraically minimal
dilation is strong if and only if it is good. And an arbitrary normal dilation is good if and only
if its normal algebraic minimalization is strong.
21.7 Remark. The strict case. Every strict and strictly algebraically minimal (therefore, by
definition, full) dilation is strong if and only if it is good. And, cum grano salis, an arbi-
trary strict and full dilation is good if and only if its strict algebraic minimalization is strong.
Cum grano salis means, that either A∞
stri
is unital (then the statement is properly true) or
A∞
stri
is nonunital (then the statement applies when we allow dilations to act also on nonunital
C∗–algebra as we did temporarily in the beginning of this paragraph on algebraic minimality).
We note that the ∞–strict topology can be quite strong. Just look at an E–semigroup θ on
A; then (A, θ, 1A) is a dilation of θ itself andA∞ = A = M(A∞) so that the ∞–strict topology
is just the norm topology. Nevertheless, this dilation is clearly ∞–strict. In general, we do not
know if a dilation is ∞–strict. However, if the dilated semigroup is Markov and the monoid is
“nice”, then we can say more. We prepare with a general tool.
21.8 Lemma. Let (A, θ, p) be a dilation. A bounded net aλ ∈ M(A∞) converges ∞–strictly to
a if and only if aλθt(p) and a
∗
λθt(p) converge to aθt(p) and a
∗θt(p), respectively, for all t.
Proof. Clearly, the condition is necessary. So assume the condition holds. Since the net is
bounded, it is sufficient to control strict convergence on the total subset A∞ of elements of the
form
θt1(pa1p) . . . θtn(panp) = θt1(p)
(
θt1(pa1p) . . . θtn(panp)
)
, (21.1)
on which the condition guarantees convergence.
21.9 Theorem. Let (A, θ, p) be an ∞–algebraically minimal dilation of a Markov semigroup
over the opposite of a right-reversible monoid S. Then the dilation is minimally strict.
Proof. Suppose the net aλ ∈ M(A∞) converges∞–strictly to a. Then limλ aλθt(p) = aθt(p) for
all t, and likewise for the adjoint net.
Recall from Example 4.9 that, under the stated hypotheses, the projections θt(p) are, indeed,
increasing over the directed index set S. Therefore, for s and t we may choose r such that
r = s′s ≥ s and r ≥ t, so that
θs(aλ)θt(p) = θs(aλ)θr(p)θt(p) = θs(aλ)θs ◦ θs′(p)θt(p) = θs(aλθs′(p))θt(p).
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If we choose λ big enough, then aλθs′(p) is close (in norm) to aθs′(p), and likewise for the
adjoint net. By Lemma 21.8, θs is∞–strict.
21.10 Corollary. Every dilation of a Markov semigroup over the opposite of a right reversible
monoid possesses a (unique)∞–strict minimalization.
We do not know if the hypothesis that the dilated semigroup is Markov can be dropped and
weakened to strong dilation. (Since
(A˜)∞ is generated byA∞ and all θt (˜1−1) = 1˜−θt(1), we see
that the component inA ⊂ A˜ of (A˜)∞ is generated byA∞ and all θt(1)−θs(1). If θ is nonunital,
we may expect that the multiplier algebra of M
((A˜)∞) differs quite bit from M(A∞)+ (˜1− 1)C;
and if θ is unital, then we do not need these considerations, because, by Observation 2.11, the
dilated semigroup necessarily isMarkov.)
This discussion shows that the strict topology induced by A∞ is a tricky one. Minimally
strict dilations exist, if a dilation exists – well, at least, under the conditions stated in Corollary
21.10. And minimally strict dilations, by Theorem 21.4, relate the question of existence of
strong dilation to the existence of good dilations. But, recall!, the two results, unfortunately, do
not play together well, because Corollary 21.10 is limited to Markov semigroup, for which the
statement of Theorem 21.4 is vacuous because all dilations of Markov semigroups are strong,
hence, good. And, as just, explained, the usual unitalization procedure, in this case does not
seem to help.
Only in the von Neumann case, where we can guarantee minimalization, we can say in
general:
21.11 Theorem. A normal CP-semigroup admits a normal strong dilation if and only if it ad-
mits a normal good dilation.
The former can be obtained as the normal algebraic minimalization of the latter.
(ii) Primary dilations
The following result can be taken to motivate another natural notion that, when missing, indi-
cates that a dilation cannot be considered a minimal one.
21.12 Lemma. Let (A, θ, p) be a dilation of a Markov semigroup over the opposite of a right-
reversible monoid S. Then the net
(
θt(p)
)
t∈S is an increasing contractive selfadjoint approximate
unit forA∞.
Proof. For each a of the form in (21.1), θt(p)a is eventually constant and, then, equal to its limit
a. By boundedness of the net, controlling on this total subset is enough.
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21.13 Corollary. In this situation, the∞–algebraically minimalized dilation is primary, in the
sense that θt(p) converges strictly inA = M(A∞) to 1. Obviously, it is an E0–dilation.
Anticipating Lemma 21.43 from the paragraph on full dilations, we obtain that Corollary
21.13 remains valid for strictly algebraically minimal (hence, full) dilations, in the sense that
θt(p) increases strictly in A = Ba(E) to 1. (Note that we do not require that the dilation is
strict.) Recall, however, that we have no statement yet that would allow strict minimalization;
and there is not much we can do about it.
What we can do something about is, starting from an arbitrary strict full dilation, making
it primary – provided θt(p) converges strictly in A = M(A∞) to some P. Clearly (under the
standing hypotheses), if P exists, then it a projection satisfying P ≥ p.
21.14 Definition. We say a projection P ∈ A compresses a dilation (A, θ, p) if P ≥ p and if
(A, θ, P) is a dilation of an E–semigroup. If the dilation (A, θ, P) is strong, we say P compresses
(A, θ, p) strongly.
Recall that (A, θ, P) being a dilation, means θPt := Pθt(P • P)P is a CP-semigroup (here, an
E–semigroup) onAP := PAP.
21.15 Observation.
1. By P ≥ p it follows that the compression (AP, θP, p) is a dilation of the same semigroup.
(For instance, if (A˜, θ˜, p˜) is the unitalization of a strong dilation (A, θ, p) as in Theo-
rem 2.15, then (A˜, θ˜, 1) is a dilation of θ. But 1 does not compress the dilation (A˜, θ˜, p˜)
because 1  p˜ so that the dilation (A, θ, p) obtained by compressing with 1 acts on a dif-
ferent algebra. This situation is rather like the compression of CP-semigroups discussed
in Subsection 20(i) and applied in the construction of Bhat’s Example 20.1.)
2. A compression of a full dilation of is full. (This is most obvious, by writing the full
dilation as module dilation.)
This raises the question, when does a projection compress an endomorphism to an endomor-
phism?
21.16 Proposition. Suppose θ : A → A is an endomorphism of the C∗–algebra A and p ∈ A
a projection. Then the compression T := pθ(p • p)p is homomorphic on B := pAp ⊂ A if and
only if p commutes with all elements of θ(B).
Proof. By definition, T , obviously being a ∗–map, is homomorphic on B, if
pθ(pa′p)θ(pap)p = pθ((pa′p)(pap))p = T ((pa′p)(pap))
= T (pa′p)T (pap) = pθ(pa′p)pθ(pap)p
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for all a, a′ ∈ A. Of course, having p commute with all θ(pap), this condition is fulfilled.
Conversely, assuming the condition is fulfilled, putting a′ = a∗, we get (θ(pap)p)∗(θ(pap)p) =
(θ(pap)p)∗p(θ(pap)p). Generally, c∗c = c∗pc implies (c − pc)∗(c − pc) = c∗c − c∗pc = 0, so
c = pc. If also c∗ = pc∗, we get cp = pcp = (pc∗p)∗ = (c∗p)∗ = pc, so p commutes with c (and
with c∗). Consequently, p commutes with all θ(pap).
Consequences for strongness:
21.17 Corollary. If (AP, θP, p) is the compression of a dilation (A, θ, p) by P, then
θt(1 − p)p = θt(1 − P)Pp + θPt (P − p)p.
Proof. θPt (P − p)p = Pθt(P − p)Pp = θt(P − p)Pp = θt(1 − p)p − θ(1 − P)Pp.
21.18 Corollary. A strong compression of a dilation is strong if and only if the original dilation
is strong.
Consequences for superproduct systems and goodness:
21.19 Corollary. The superproduct system EP
4
of a compression by P is a superproduct sub-
system of E4 containing the elements ξt = ξ
P
t .
Proof. From EPt = θ
P
t (p)PAPp = Pθt(PpP)PAp = Pθt(p)Ap ⊂ θt(p)Ap = Et, including the
correct left action of B = pAp, and from
θPt (θ
P
s (p)Pap) = Pθt
(
P
(
Pθs(p)ap
)
P
)
P = θt
(
Pθs(p)ap
)
P
so that us,t(xs⊙yt) = uPs,t(xs⊙yt) for all xs ∈ EPs and yt ∈ EPt , it follows that EP4 ⊂ E4. Moreover,
ξPt = Pθt(PpP)Pp = θt(p)p = ξt.
21.20 Corollary. A compression of a dilation is good if and only if the original dilation is good.
Consequences for algebraic minimality:
21.21 Corollary. A projection compressing an algebraically minimal dilation is central.
Proof. This follows from Pθt(pap) = θt(pap)P and Pθt(pap)P = Pθt(PpapP)P.
We postpone to Corollary 21.38, that such a compression is algebraically minimal, again.
Recall from Observation 2.11 and Example 2.12 that only a strong compression of an
E0–dilation is necessarily an E0–dilation and that there exist compressions of E0–dilations that
are not E0–dilations. Of course, an E0–compression (that is, a compression to an E0–dilation)
is, by Proposition 2.8, a strong compression.
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The preceding consequences of Proposition 21.16 were general. We now return to the situ-
ation of Lemma 21.12 and Corollary 21.13:
21.22 Corollary. If (A, θ, p) is a full Markov dilation over the opposite of an Ore monoid and if
θt(p) increases strictly to P, then P ≥ p is a projection compressing (A, θ, p). The compressed
dilation (AP, θP, p), which is strict if (A, θ, p) is, is a full primary, hence, E0–dilation. In
particular, P compresses (A, θ, p) strongly.
Moreover, if (A, θ, p) is primary (so that P = 1), then every compression is full and primary,
hence, a strong E0–compression. It is strict, if (A, θ, p) is.
21.23 Observation. The strict dilation constructed in Theorem 12.8 from a product system
over an Ore monoid with unital unit is, clearly, primary. More generally, a module dilation
(E, ϑ, ξ) of a Markov semigroup over the opposite of an Ore monoid can be recovered as the
inductive limit over the unit of its product system as in Theorem 12.8 if and only if the dilation
is primary. (This is simply so, because the canonical injection kt into the inductive limit E sends
the member Et of the product system onto ϑt(ξξ
∗)E, and E is spanned by all these ranges. See
also the proof of Theorem 21.35 below.)
When, in the C∗–case, we are neither in the ∞–algebraic minimal case nor in the full case,
then we have no topology around in which θt(p) can increase to something; actually, without
the standing hypotheses we cannot even say that the θt(p) form an increasing net.
The situation is much nicer in the von Neumann case. Here, we need neither that the dilated
semigroup is Markov nor that the monoid is right reversible. Recall that a family
(
pt
)
of pro-
jections in a von Neumann algebraA has a supremum P := ∨t pt inA characterized uniquely
by the properties that P is a projection fulfilling P ≥ pt for all t and that Q ≥ P for any other
projection fulfilling this condition.
21.24 Remark. It is well-known that supremum ∨ and infimum ∧ (defined in an analogue
manner) turn the set of projections in a von Neumann algebra into a complete lattice relative
to the partial order ≤. However, standard proofs of existence (first, of ∧t pt and, then, putting∨
t pt = 1 −
∧
t(1 − pt)), such as Takesaki [Tak02, Proposition V.1.2], define
∧
t pt to be the
projection onto the intersection of all ptH and, then, show it is inA′′. For later use, we wish to
have a concrete approximation. For two, p ∧ q can be computed as strong limit limn→∞ p(qp)n,
which is in A; see Proposition C.4. This lifts to finitely many; and the net of all the minima
over all finite subchoices is decreasing over inclusion, so that it has a strong limit inA, too.
21.25 Definition. A dilation (A, θ, p) on a von Neumann algebraA is primary if∨t θt(p) = 1.
21.26 Theorem. Let (A, θ, p) be a dilation on a von Neumann algebraA.
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1. If (A, θ, p) is normally algebraically minimal, then it is a primary.
2. If (A, θ, p) is a primary dilation of a Markov semigroup, then it is an E0–dilation.
3. If (A, θ, p) is normal, then∨t θt(p) compresses (A, θ, p) to a (normal) primary dilation.
4. If (A, θ, p) is primary, then so is any of its compressions.
Proof. Put P :=
∨
t θt(p).
(1). P ≥ θt(p) for all t. Therefore, P acts as 1 on all elements of the form in (21.1), hence,
on all elements inA = A∞
s
.
(2). Since 1 ≥ θt(p), we have θs(1) ≥ θts(p) ≥ θt(p) (see Example 4.9!) for all t. So,
θs(1) ≥ 1.
(3). Since θt(P) ≤ P (supremum over a smaller set; here we use normality of θt),we have
θt(PAP) = Pθt(P)θt(A)θt(P)P ⊂ PAP. So, θ leaves AP invariant, and the compression θP
coincides with the (co)restriction of θ.
(4). Let Q denote a compressing projection. Then θ
Q
t (p) = Qθt(p), so
∨
t θ
Q
t (p) =
Q
∨
t θt(p) = Q.
21.27 Corollary. Every compression of a normally algebraically minimal Markov dilation is
an E0–compression and, therefore, strong.
21.28 Observation. In the situation of (3):
1. We have EPt := θ
P
t (p)Ap = θt(p)Ap = Et. So, (A, θ, p) and its “primarization” have the
same superproduct system.
2. In Example 2.12, it is easy to show that
∨
t ϑt(q) = p. (The span of all ϑt(q) f contains
all II[s,t) f (0 ≤ s < t), which form a total subset of L2(R+).) On the other hand, ϑt(p) =
II[t,∞)  IIR+ = p. Therefore, p does not compress (B(H), ϑ, q) to its “primarization”
(B(G), ϑp, q) strongly: If the dilation (A, θ, p) is not Markov, then the compression by P
need not be strong.
(iii) Incompressible dilations
Non-primary dilations can (at least, under suitable assumptions) be compressed to primary di-
lations and algebraically minimal dilations are primary. But sometimes, also primary dilations
may be compressed further. (Examples 13.1 and 13.3 are primary dilations of the identity
semigroup Tt = idC on C; but T is also an endomorphism semigroup – and an endomorphism
semigroup dilates itself, so that the given primary dilations can be compressed to the identity
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dilation.) So, compressible dilations are surely not good candidates for what what we would
call minimal.
21.29 Definition. A dilation is (strongly) incompressible if the only (strong) compression it
admits is by P = 1. (See Definition 21.14.)
Among all compressions of a given dilation, is there a smallest incompressible one? Well,
for arbitrary compressions, we do not know. But, for strong compressions, the answer, in the
von Neumann case, is yes.
21.30 Theorem. Let (A, θ, p) be a normal dilation on a von Neumann algebra A, and de-
note P :=
∧
Q where Q runs over all projections that compress (A, θ, p) strongly. Then P is
the unique smallest projection that compresses (A, θ, p) strongly to the unique strongly incom-
pressible dilation among all strong compressions of (A, θ, p).
Proof. Recall that a projection Q ≥ p defines a strong compression if and only if Q commutes
with all θt(QAQ) (Proposition 21.16) and θt(1 − Q)Q = 0 for all t (Proposition 2.13).
If, for i = 1, 2, we have a projection Qi ≥ p that commutes with all θt(QiAQi), then also the
minimum q := Q1 ∧ Q2 = limn→∞ Q1(Q2Q1)n majorizes p and commutes with all θt(qAq). So,
all compressed maps θ
q
t := qθt(q • q)q are endomorphisms of Aq := qAq. This turns over to
Q1 ∧ . . .∧ Qn and passing through limit over the decreasing net of all finite choices, taking into
account also normality of θt, we get the same statement for P.
Now, if θt(1 − Qi)Qi = 0 for all t, then from
θt(Qi)θt(1)q = θt(Qi)q = θt(Qi)Qiq = θt(1)Qiq = θt(1)q
we get
θt(1 − Q1(Q2Q1)n)q = θt(1)q − θt(1)q = 0.
By normality, θt(1 − q)q = 0. Now, by normality (:=order continuity!) of θt and joint strong
continuity of the product on bounded subsets, we get θt(1 − P)P = 0.
Altogether, also P defines a strong compression. Of course, by the usual standard arguments,
P is minimal and unique.
21.31 Remark. If, in the definition of Q, we would have let run the infimum over all compres-
sions, we still would get a family homomorphisms θPt . But, only the condition θt(1 − P)P = 0
guarantees that this family is a semigroup. In fact, we do not know whether θ
Q1∧Q2
t always
defines a semigroup, or not. (Bhat’s result [Bha02, Corollary 2.3] in the one-parameter case,
does not look applicable easily to Q1 ∧ Q2, not speaking about the question whether it could be
generalized to other monoids.
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Like for checking strong compression, also for being a good compressions (that would be,
the θt(P)P form a unit), by Theorem 9.3(2) and by Observation 9.5, again just checking the
algebraic condition θst(P)θt(1 − P)P = 0 would be enough. But, we do not know ifθst(Qi)θt(1 −
Qi)Qi = 0 implies θst(q)θt(1 − q)q = 0.
Recall from Corollary 21.21 that a projection compressing an algebraically minimal dilation
is necessarily central. In this case, we have Q1∧Q2 = Q1Q2, so that the proof of Theorem 21.30
simplifies drastically. Another consequence of Corollary 21.21:
21.32 Corollary. A normally algebraically minimal full dilation is incompressible.
Proof. By Theorem 19.9(2), the only central projection Q ≥ p is 1.
21.33 Theorem. A normal incompressible dilation is full if and only if its superproduct system
is a product system.
Proof. Every (normal or strict) full dilation has a product system as superproduct system. On
the other hand, if the normal dilation is not full, then, by Theorem 19.9, it is at least semifull,
and if a semifull but not full dilation has a product system as superproduct system, then, by
Theorem 19.12, it is compressible.
As we said, we do not know, if an arbitrary dilation can always be compressed to an in-
compressible one. But for full primary dilations we can give a sufficient criterion for incom-
pressibility in terms of the superproduct system of the dilation (the latter, necessarily a product
system, because the dilation is full).
21.34 Theorem. A normal primary full dilation with a product system that is generated by its
elements ξt, is incompressible.
Proof. If the normal dilation (A, θ, p) is primary and full, then A = Ba(E) = spans EpE∗ =
span
s
ESE
∗
S
.
If P is a non-trivial projection, then span
s
ESE
∗
S
= A , PAP = spans(PES)(PES)∗. There-
fore, for at least one t we have Et , PEt.
Now, if P is an (arbitrary) projection compressing the dilation, then the PEt form the product
system of the (full!) compression, by Corollary 21.19, a (super)product subsystem of E⊙ con-
taining all ξt. If P was non-trivial, then the product subsystem was proper. Therefore, P = 1.
Observe that the dilation is not required strong. In the case of a (necessarily strong) full
primary dilation of a Markov semigroup over the opposite of an Ore monoid, we can even
show necessity of this criterion; and we can show most of it both in the C∗–case and in the von
Neumann case. So, we switch to the situation we sketched already in Observation 21.23, and
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write a full dilation as module dilation (E, ϑ, ξ) and we will assume that we compute its product
system as Et := ϑt(ξξ
∗)E with unit ξt := ϑt(ξξ∗)ξ (which, as an element of E, is simply ξ.) The
product is us,t : xs ⊙ yt 7→ ϑt(xsξ∗)yt.
21.35 Theorem. Let (E, ϑ, ξ) be a strict primary (hence, E0) module dilation of a Markov semi-
group over the opposite of an Ore monoid S. Then the formula
qt = ϑt(ξξ
∗)q
establishes an order isomorphism between
1. the set of projections q ∈ Ba(E) compressing the dilation (E, ϑ, ξ), and
2. the set of projection morphisms q⊙ =
(
qt
)
t∈S of E
⊙ fulfilling qtξt = ξt.
Recall from Corollary 21.22, that every compression is an E0–compression (hence, strong) to a
strict primary full E0–dilation.
21.36 Corollary. (E, ϑ, ξ) is incompressible if and only if E⊙ has no proper complemented
product subsystem containing the unit ξ⊙.
In this case, we say E⊙ is generated by ξ⊙, hence, by the GNS-subproduct system of the
dilated Markov semigroup contained in E⊙ as the subproduct subsystem generated (=spanned)
by ξ⊙; see Observation 7.1. The fact that E⊙ need not be spanned by ξ⊙ (that is, ξ⊙ may span
only a proper superproduct subsystem of E⊙; see Theorem 5.16), will still keep us busy in the
remainder. It represents a key problem regarding minimality.
Proof of Theorem 21.35. Let us first be more precise about the statements we made in Ob-
servation 21.23. Suppose we have any strict module dilation (E, ϑ, ξ) of a Markov semigroup,
and construct its product system E⊙ and unit ξ⊙ (as indicated before the theorem). Then the
inductive limit construction proving Theorem 12.8 provides us with E and a left dilation vt of
E⊙ determining a dilation (E, ϑξ, ξ) of the same Markov semigroup. Since the canonical maps
kt : Et → E of the inductive limit act as ktxt := ξxt, where we defined the product xyt := vt(x⊙yt),
since ϑ
ξ
t (ξξ
∗)E = ktEt, and since the ktEt, by definition, span the inductive limit E, the dilation
(E, ϑξ, ξ), clearly, is primary. If also (E, ϑ, ξ) is primary, then E ∋ Et ∋ xt := ϑt(ξξ∗)x 7→ ktxt ∈ E
extends to a unique unitary E → E establishing a unitary equivalence between the two dilations
(E, ϑ, ξ) and (E, ϑξ, ξ). We, henceforth, will identify (E = E, ϑ = ϑξ, ξ) and write only (E, ϑ, ξ),
assuming our primary dilation has been constructed by means of Theorem 12.8.
Let q ≥ p be a projection compressing (E, ϑξ, ξ) to an E0–dilation. We know, that happens
if and only if q is increasing and if it commutes with all ϑt(qB
a(E)q). By the latter property,
q maps Et = ϑt(ξξ
∗)E into Et. So we may define a projection qt ∈ Ba(Et) by (co)restricting
q to Et. By the same commutation property, qt is actually in B
a,bil(Et). Put Ft := qtEt. We
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know, us,t(xs ⊙ yt) = ϑt(xsξ∗)yt (xs ∈ Es, yt ∈ Et) is total in Est. So, (very pedestrian, to be
clear in each single step, also taking into account that q commutes with with expressions like
ϑt(ξξ
∗) = ϑt(qξξ∗q) and ϑt(qxξ∗) = ϑt(qxξ∗q))
qstus,t(xs ⊙ yt) = ϑst(ξξ∗)qϑt(xsξ∗)yt = qϑst(ξξ∗)ϑt(xsξ∗)yt = qϑt(xsξ∗)yt
= qϑt(q)ϑt(xsξ
∗)yt = qϑt(qxsξ
∗)yt = ϑt(qxsξ
∗)qyt = ϑt(qsxsξ
∗)qtyt = us,t(qsxs ⊙ qtyt)
is total in Fst. It follows that the Ft form a product subsystem F
⊙ of E⊙ and that the qt form a
projection morphism q⊙ for E⊙ projecting onto F⊙.
Since (E, ϑ, ξ) is primary, we recover q from q⊙ as strong limit q = limt qt (when considering
qt as the maps on E as which they, originally, have been defined). Clearly, if we have two such
projections, q and q′, then q ≥ q′ if and only if qt ≥ q′t for all t ∈ S. So, the map q 7→ q⊙ is
an order isomorphism onto its range. The last remaining question, is this map surjective?, takes
its positive answer just from the universal property of the inductive limit. (Indeed, if q⊙ is a
contractive morphism fulfilling qtξt = ξt, then the family at := ktqt ∈ Ba(Et,E) is contractive
and, for t = rs ≥ s, satisfies
atγt,sxs = ξqrs(ξrxs) = ξ(qrξr)(qsxs) = ξ(qsxs) = asxs.
So, there is a unique contraction q ∈ Br(E) satisfying qkt = at = ktqt. Obviously, if q⊙ is a
projection morphism, then q is a projection. One easily verifies that vt(q ⊙ qt)v∗t = q, by testing
it on the total subset of vectors (ksxs)yt. So, clearly, q is increasing and
qϑt(qaq)(xyt) = qϑt(q)ϑt(aq)(xyt) = q(aqx)yt
= (qaqx)(qtyt) = ϑt(qaq)((qx)(qtyt)) = ϑt(qaq)q(xyt).
It follows that q defines a compression of (E, ϑ, ξ) to an E0–dilation and that q 7→ q⊙ gives back
the q⊙ we started with.)
Needless to say that all this goes through also in the von Neumann case. (Existence of q
when given q⊙ in the last part of the proof, is actually a bit simpler, because we know that the
increasing net vt(ξξ
∗ ⊙ qt)v∗t of projections converges strongly to some projection q.)
21.37 Remark. In the C∗–case, we think it might be interesting to replace the projection mor-
phisms q⊙ on the product system of the to-be-compressed dilation, by (not necessarily ad-
jointable) embedding morphisms i⊙ from another product system F⊙ (with unit ζ⊙) into E⊙
(sending ζ⊙ to ξ⊙). We might, then, ask how the two primary dilations constructed from (F⊙, ζ⊙)
and from (E⊙, ξ⊙) are related. We do not follow this, here.
Observe that qA∞q = (qAq)∞ and that for q ∈ M(A∞), we have qM(A∞)q = M(qA∞q).
Likewise, for the strong closures in the von Neumann case. Therefore, compression works
together nicely with algebraic minimality.
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21.38 Corollary. If a dilation (A, θ, p) is algebraically minimal, then so is any of its compres-
sions.
And together with Theorem 21.30:
21.39 Corollary. Every CP-semigroup on a von Neumann algebra that possesses a normal
dilation, possesses an algebraically minimal strongly incompressible normal dilation.
(iv) Fully minimal dilations
In Examples 13.1 and 13.3, p is increasing and B = pC, so,A∞ = C∗{θ(p) : t ≥ 0} is commuta-
tive; hence, the algebraic minimalization cannot be full. (Of course, they are compressible by p
because the dilated semigroup is an E0–semigroup.) These are examples for both the C
∗–case
and the normal von Neumann case. It turns out that in the existing literature (mainly on the one-
parameter case), the definitions of minimality in use refer, implicitly or explicitly, to dilations
that are algebraically minimal and full. We speak of fully minimal dilations.[o]
Depending on which version of algebraic minimality we choose, a priori there are three
versions: Fully (normally)(strictly)(∞–)minimal. Recall that the definition of full means the
same,A = Ba(E) with E := Ap, in the C∗–case and in the von Neumann case, and that also in
the von Neumann case Ba(E) is spanned strictly by F(E). The difference between Definitions
21.1 and 21.2 remains, however, in which topologyA∞ generates Ba(E).
21.40 Theorem. The full dilation (A, θ, p) (on the von Neumann algebra A) is strictly (nor-
mally) algebraically minimal if and only if (the strong closure of) E∞ := A∞p coincides with
E := Ap.
Proof. In the C∗–case, we have A∞
stri
p = A∞p = A∞p. Therefore, if E∞ ( E, then A∞
stri
cannot be equal to A = Ba(E), while if E∞ = E, then A∞
stri ⊃ F(E∞) = F(E) coincides with
B
a(E) = A.
[o] In Chapter 8 of the book [Arv03], Arveson examines algebraicallyminimal strong dilations of normal strongly
continuous one-parameter CP-semigroups on von Neumann algebras. In [Arv03, Definition 8.3.5] he calls such
a dilation minimal if it is full, and in [Arv03, Definition 8.9.3] he calls a dilation minimal over the dilated CP-
semigroup if it is strongly incompressible. He then proves, in [Arv03, Theorem 8.9.5] that a (strong) dilation of a
Markov semigroup is strongly incompressible if and only if it is algebraically minimal and full (that is, what we
call fully minimal), and that these conditions are equivalent to Bhat’s definition of minimality in [Bha96] forB(H).
(We recover these results in Subsection (vii).) Our next section shows that already in the discrete two-parameter
case, incompressible and fully minimal are not the same. Bhat’s definition cannot even be formulated directly
(making reference to the total order of the monoid); a weaker version of it could be formulated for any monoid,
and it is clear that this formulation guarantees that an algebraically minimal dilation is fully minimal.
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In the von Neumann case, the Hilbert module E∞ will usually not be strongly closed. F(E∞)
will not coincide with F(E) and, in this case, also the strict closure of F(E∞) in Ba(E) (!) is not
all of Ba(E), because F(E∞)
stri
E ⊂ E∞. But the strong closure of F(E∞) contains F(E∞s) and,
therefore, coincides with Ba(E∞
s
). From this, the statement follows.
Clearly, if, in the normal von Neumann case, (A∞
s
, θ∞
s
, p) is full, then it is the strong
compression of (A, θ, p) with id
E∞
s .
21.41 Corollary. If a normal module dilation (E, ϑ, ξ) is not (normally) fully minimal but
strongly incompressible (a fortiori, if it is incompressible), then its algebraic minimalization
is not full.
And as a special case of Theorem 21.33:
21.42 Corollary. If a normal normally algebraically minimal dilation is incompressible, then
it is full if and only if its superproduct system is a product system.
We refer to both situations in the theorem as just fully minimal, while fully ∞–minimal
means that M(A∞) = A = Ba(E). Recall that for a general dilation, in the C∗–case M(A∞)
need not even be a subset of A. In the von Neumann case (like for every multiplier algebra of
a faithfully represented C∗–algebra), we haveA∞ ⊂ M(A∞) ⊂ M(A∞)
s
= A∞
s ⊂ A. At least,
in the fully minimal case, we get M(A∞) ⊂ A also in the C∗–case.
21.43 Lemma. Suppose the full dilation (A, θ, p) is strictly algebraically minimal. Then a
bounded∞–strict Cauchy net in M(A∞)∩Ba(E) is strictly Cauchy inA = Ba(E), too. Sending
the limit in M(A∞) to the limit in Ba(E) is an injective homomorphism.
Proof. Of course, by M(A∞) ∩ Ba(E) ⊃ A∞ we mean those elements of Ba(E) that act as
double centralizer on A∞, taking also into account that A∞ ⊃ K(E) separates the points of
Ba(E). The proof that ∞–strict convergence to 0 implies strict convergence to 0 in Ba(E) is
quite analogous to the proof of Lemma 21.8; just that we have to work a bit more to find a
suitable total subset of F(E) = spanApA. We claim the subset consisting of all elements in
(21.1) where at least one ti is 0 and ai = p, is such a subset. Indeed, sinceA∞ is strictly dense in
Ba(E), in a′pa′′ ∈ ApA we may approximate a′ and a′′ strictly by nets a′µ and a′′ν in the linear
combinations of elements of the form in (21.1), then the net a′µpa
′′
ν = (a
′
µp)(pa
′′
ν ) converges
in norm over (µ, ν) to (a′p)(pa′′) = a′pa′′. This shows that bounded ∞–strict Cauchy nets are
strict Cauchy nets.
It remains to show that one limit is 0 if and only if the other is 0. For ∞–strict→ strict, we
know this already. So suppose M(A∞) ∋ a := limλ aλ , 0. So, there is an element a∞ ∈ A∞
such thatA∞ ∋ aa∞ , 0. Since F(E) separates the points ofBa(E) ⊃ A∞, we find a′pa′′ ∈ F(E)
163
and, further, a′µpa
′′
ν ∈ F(E) ∩A∞ such that F(E) ∋ a(a′µpa′′ν ) , 0. This show that also the strict
limit of aλ in B
a(E) is not 0.
21.44 Corollary. If (A, θ, p) is a fully minimal dilation, then M(A∞) ⊂ A.
Being fully ∞–minimal (that is, M(A∞) = Ba(E)), is a tough requirement for a dilation.
(We have the somewhat trivial Example 21.45, and probably the same methods show that all
dilations of semigroups on Mn as in Example 3.4 from minimal coisometric dilations will do.)
In any case, if M(A∞) = Ba(E), then under the standing hypotheses (Markov over the opposite
of right reversible) we know the dilation is∞–strict; while we do not know if it is also strict.
(v) (Non-)uniqueness of minimal dilations
It is a striking feature of the one-parameter case (see also Footnote [o]) that the fully minimal
dilation (always exists and) is unique (in our terminology, up to unitary ξ–intertwining equiva-
lence among module dilations (E, ϑ, ξ)). Nothing like this survives to the general case.
21.45 Example. Discrete one-parameter CP-semigroups T =
(
Tn
)
∈N0 on C = B(C) may be
dilated in various ways; see Sections 3 and 13 and Example 20.1. In Example 3.4, we have
dilated them by considering them as elementary semigroups Tn = c¯n • cn, constructing coiso-
metric dilations w of c = c1. In particular, the minimal coisometric dilation in (3.1), in compact
form is w ∈ B
 C
ℓ2(N)
 given by the matrix
w :=
c δ
ε
,
where δ =
√
1 − |c|2e∗1 and ε is the adjoint of the isometric right shift on ℓ2(N), and the projection
such that pwp = wp = pc is p = e0e
∗
0
=
1 0
0 0
. For the corresponding dilation by the elementary
E–semigroup θ defined by θn = w
∗
n • wn, it is easy to show by induction that the ∗–algebra
generated by θ0(p), . . . , θn(p) is contained in Mn+1 (acting on e0, . . . , en), so that A∞ ⊂ K
 C
ℓ2(N)
.
On the other hand, by induction, span{θ0(p)e0, . . . , θn(p)e0} =
 C
Cn
. So,A∞ contains all rank-one
operators and, therefore, coincides with K
 C
ℓ2(N)
. Note that this dilation is fully minimal both
considered as C∗–case or considered as von Neumann case.
Now if we have d ≥ 2 such semigroups T k and their minimal dilations (B
 C
ℓ2(N)
, θk, pk), then
we obtain a dilation of the discrete d–parameter semigroup
(
T 1n1 ◦ . . . ◦ T dnd
)
n∈Nd
0
by taking the
tensor product (B

 C
ℓ2(N)

⊗d, θ1 ⊗ . . . ⊗ θd, p1 ⊗ . . . ⊗ pd). Also this dilation is fully minimal both in
the C∗–case and in the von Neumann case.
However, if all T k are the same T (with the dilation from before), so that the d–parameter
semigroup is just T
n
:= Tn1+...+nd , obviously, θn := θn1+...+nd also defines a fully minimal dilation.
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Clearly, this dilation cannot be the same as the dilation obtained via tensor product, because the
former satisfies θ
ei
= θ
e j
for all i , j, while the latter does not.
(vi) Minimality under unitalization
Unitalization of a dilation (A, θ, p) (see Section 2, after Proposition 2.13) is limited to strong
dilations (Theorem 2.15). Several of the results in the preceding subsections are limited to
Markov semigroups. We now examine to what extent unitalization can help to promote results
from Markov semigroups to CP-semigroups. That is, we look how conditions of minimality
behave under unitalization.
For the balance, (A, θ, p) is a strong dilation (of a CP-semigroup T ) so that (by Theorem
2.15) its unitalization (A˜, θ˜, p˜) is a strong E0–dilation (of the unitalization of T , T˜ ). Recall that
p˜ := p + (˜1 − 1) and that p˜A˜p˜ = (˜1 − 1)C + B is really isomorphic to C ⊕ B  B˜ and will be
used as B˜ := p˜A˜p˜. It is just important to be aware that the unit of B˜ ⊂ A˜ is not the unit of A˜,
1˜, but 1B˜ = p˜, the same way as 1B = p.
We find E˜ := A˜p˜ = (˜1 − 1)C + E  (˜1 − 1)C ⊕ E, the Hilbert B˜–module direct sum of the
ideal (˜1 − 1)C in B˜ (considered as Hilbert B˜–module) and the Hilbert B–module E (considered
as Hilbert B˜–module).
21.46 Corollary. (A, p) is full if and only if (A˜, p˜) is full.
Proof. Ba(E˜) = Ba
(˜1 − 1)C
E
 =
(˜1 − 1)C
Ba(E)
 and F(E˜) =
(˜1 − 1)C
F(E)
. And, obviously, a˜λ =
(˜1 − 1)cλ
aλ
 converges
strictly in Ba(E˜) if and only if cλ converges and aλ converges strictly in B
a(E).
This is for both the C∗–case and the von Neumann case. The second half of the proof
actually shows that, in the C∗–case, strict algebraic minimality (recall that this is, by definition,
about full dilations) is preserved.
21.47 Corollary. (A, θ, p) is strictly algebraically minimal (hence, full) if and only if (A˜, θ˜, p˜)
is strictly algebraically minimal (hence, full).
Proof. By the proof of Lemma 21.43, A∞ is strictly dense in Ba(E) (if and) only if the span
of A∞pA∞ ⊂ F(E) ∩ A∞ is strictly dense. By the discussion after Corollary 21.10, we have
that (A˜)∞ is generated by 1˜ − 1, A∞ and all θt(1) − θs(1) ∈ A = Ba(E). So, if A∞ generates
A strictly, then (A˜)∞ does so for A˜ = Ba(E˜). On the other hand, if A∞ does not generate A
strictly, then there is no chance that (A˜)∞ p˜(A˜)∞ = (˜1−1)C+A∞pA∞ does so for A˜ = Ba(E˜) =
(˜1 − 1)C +Ba(E).
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We mentioned already (after Corollary 21.10) that there is no hope to preserve∞–algebraic
minimality under unitalization in the C∗–case. However, since the strong closure of A∞ con-
tains, unlike the∞–strict closure, also all θt(1), we get the von Neumann case.
21.48 Corollary. The normal dilation (A, θ, p) is algebraically minimal if and only if the (nor-
mal!) unitalization (A˜, θ˜, p˜) is algebraically minimal. In particular, (A, θ, p) is fully minimal if
and only if (A˜, θ˜, p˜) is fully minimal
Again, by the second half of the proof of Corollary 21.46, strictness of the full dilations is
preserved. We also include the obvious normal von Neumann case.
21.49 Corollary. (A, θ, p) is full and strict (normal) if and only if (A˜, θ˜, p˜) is full and strict
(normal).
As far as compression is concerned, a projection Q˜ ∈ A˜ has the form q + Q where Q ∈ A
is a projection and where q ∈ (˜1 − 1)C is either 0 or 1˜ − 1. If Q˜ ≥ p˜ ≥ 1˜ − 1, then necessarily
q = 1˜ − 1. So, we have a one-to-one correspondence between projections A˜ ∋ Q˜ ≥ p˜ and
A ∋ Q ≥ p via Q˜ = (˜1 − 1) + Q.
21.50 Lemma. Let (A, θ, p) be a strong dilation, choose a projection Q ∈ A and put Q˜ :=
(˜1 − 1) + Q ∈ A˜. Then the following conditions are equivalent:
1. Q compresses (A, θ, p) strongly.
2. Q˜ compresses (A˜, θ˜, p˜) strongly.
Proof. One easily verifies that Q˜ commutes with all θ˜t(Q˜(˜1λ+a)Q˜) = 1˜λ+ θt(QaQ) if and only
if Q commutes with all θt(QaQ). So, θ˜
Q˜
t is endomorphic if and only if θ
Q
t is. Since 1˜−Q˜ = 1−Q,
we compute
θ˜t (˜1 − Q˜)Q˜ = θ˜t(1 − Q)Q˜ = θt(1 − Q)Q.
So (A, θ,Q) is a strong dilation if and only if (A˜, θ˜, Q˜) is a strong dilation.
21.51 Corollary. (A, θ, p) is strongly incompressible if and only if (A˜, θ˜, p˜) is strongly incom-
pressible.
21.52 Observation. Under either condition, (A˜Q˜, θ˜Q˜, p˜) is the unitalization of (AQ, θQ, p). (In-
deed, Q˜A˜Q˜ = Q˜((˜1 − 1)C +A)Q˜ = (˜1 − 1)C + AQ = ((˜1 − 1) + Q)C + AQ = Q˜C + AQ is,
really, the unitalization of AQ, once we recognize Q˜ as the unit of A˜Q. And since the strong
compression of an E0–dilation is an E0–dilation, we also recover θ˜
Q˜
t as the unitalization of θ
Q
t .)
Recovering (A˜Q˜, θ˜Q˜, p˜) as the unitalization of (AQ, θQ, p), reconfirms, as we already know
from Corollary 21.18, that (AQ, θQ, p) is strong.
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21.53 Observation. The last dilation considered in Example 2.12, acting on B
C
H
, does (co)re-
strict to a dilation acting on B˜(H) 
 C
B(H)
 ⊂ B
C
H
, being the unitalization of a dilation of the
zero-semigroup (acting on B({0})) to B(H). Clearly, Q˜ := p + q and Q = p compress these
dilations, and both compressions are not strong.
(vii) The one-parameter case
In the literature, frequently one reads, in the one-parameter case, something like “let θ be the
unique minimal dilation of the CP-semigroup T”. However, already in this one-parameter case,
the situation is actually a bit more involved than how these formulations make it appear. Let us
look at what sort of bad behaviour the examples exhibited so far have illustrated:
• In Subsection 20(iv), we explored Bhat’s Example 20.1 of a one-parameter dilation (even
of a one-dimensional CP-semigroup on B = C) which is full and incompressible, but
not good (hence, not strong and necessarily non-Markov) and not algebraically minimal.
Its algebraic minimalization is not full and continues being not good. (We do not know
whether the latter is compressible or not.)
• Every nontrivial algebraically minimal dilation of the Markov semigroup Tt = idB on
B = C (acting on the commutative algebra generated by θt(p)) is necessarily nonfull.
Examples arise by algebraic minimalization of the last paragraph of Example 2.12 or the
Examples 13.1 and 13.3. But these dilations are compressible (yielding the trivial dilation
of T by itself).
Effectively, the definitions of minimality the cited formulation is referring to, all include directly
or in an equivalent way, that the “minimal dilation” is full and algebraically minimal – and we
just explained that even in theMarkov case none of the two implies the other. (See also Footnote
[o].) In the situation where all semigroups act on some B(H) only, fullness is automatic; but
this excludes the powerful tool of unitalization, because B˜(H) is not another B(H). In the case
of general von Neumann algebras there is not really a reason to restrict the algebrasA on which
the dilations act to the same Morita equivalence class as B. But is seems that the habit of
expecting exactly that (namely, requiring fullness) has survived to the more general situation.
Also practically all constructive results that exist so far in all dilation theory – and the present
notes are not an exception to that – are full dilations or arise by restricting full dilations to not
necessarily full ones.
In this subsection, we address, in the one-parameter (or, better, in the totally directed) von
Neumann case, normal strong dilations that are fully minimal. We start with the Markov case,
and recover (Corollary 21.55) uniqueness as well as Arveson’s result (see again Footnote [o])
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that fully minimal and strongly incompressible are equivalent, adding the new result that this
implies incompressibility. Every dilation can be compressed to the unique fully minimal one.
Then, by applying our whole arsenal of results about properties under unitalization, we prove,
as a new result, all these statements also in the non-Markov case (Theorems 21.57 and 21.58).
Let us start with the Markov case. (Note that Parts 1 and 2 of the following Lemma also
apply to the strict case, but recall that strict includes full in the definition and that fullness is the
property we wish to leave apart for a moment.)
21.54 Lemma. Let (A, θ, p) be a normal dilation of a Markov semigroup over the opposite of
a totally directed cancellative monoid S. Then:
1. The left semidilation (Theorem 12.4) of the algebraic minimalization (A∞
s
, θ∞, p) to
E
∞ := A∞
s
p is a left dilation, its superproduct system E∞4, therefore (Proposition 12.1),
a product system.
2. The left dilation coincides with (is conjugate to) the left dilation constructed from the pair
(E∞4, ξ⊙) leading to the module dilation (E∞, ϑ, ξ) in Theorem 12.8.
3. By Observation 12.11, the projection P∞ = idBa(E∞) ∈ A compresses (A, θ, p) (strongly) to
the (full primary strict E0–)dilation (E
∞, ϑ, ξ). Moreover, sinceBa(E∞) = F(E∞)
s ⊂ A∞
s
,
the projection P∞ compresses also (A∞
s
, θ∞, p) (strongly) to (E∞, ϑ, ξ), which, therefore
(Corollary 21.38), is even fully minimal.
4. The pair (E∞4, ξ⊙) is the unique minimal one, granted in Theorem 5.21, that is generated
(even spanned) by its unit. The module (or full) primary, hence, E0–dilation (E
∞, ϑ, ξ) is,
therefore, unique and (Theorem 21.34) incompressible.
Proof. (1) Note that every generic element
θt1(pa1p) . . . θtn(panp)p (21.2)
of E∞ := A∞
s
p can be written in the form
θsm(bmp) . . . θs1(b1p)b0 (21.3)
with sm ≥ . . . ≥ s1 and bi ∈ B = pAp. (This is the content of Bhat’s reduction procedure: If
t = s′s ≥ s ≥ r, then
θs(b)θt(b
′)θr(b
′′) = θs(b)θs(p)θt(b
′)θs(p)θr(b
′′)
= θs(b)θs(pθs′(b
′)p)θr(b
′′) = θs(bTs′(b
′))θr(b
′′),
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where in the step θr(b
′′) = θs(p)θr(b′′) we used that p is increasing. This, plus its adjoint to deal
also with the case t ≥ r ≥ s, allows to bring, by induction from the right to the left, (21.2) into
the form (21.3).) Note, too, that we get the analogue statement for E∞t := θt(p)E
∞ by applying
θt(p) to (21.2) and observing that, then, we may arrange (21.3) such that sm = t. We know that
the map vt : E
∞ ⊙¯s E∞t → E∞ defined by x ⊙ yt 7→ θt(x)yt is isometric. By inserting in (21.3)
(back to the generic element of E∞) θt(p) at that place that corresponds to the position where t
can be inserted in the chain sm ≥ . . . ≥ s1 (possibly on the left when t ≥ sm or on the right when
t ≤ s1; see the proof of Theorem 4.13), we see that vt is also surjective. So, the left semidilation
given by vt is a left dilation.
(2) Clearly, the E∞t ⊂ E∞ increase to E∞ and their mutual inner products are the same as
those of the ktE
∞
t in the inductive limit leading to Theorem 12.8. Also the left dilations and the
unit vectors p = ξ are intertwined correctly.
(3) There is nothing to add here.
(4) This follows, because the typical elements of E∞t in (21.3) (recall that in E
∞
t means
we choose sm = t) transform, if we choose ri such that s1 = r1 and si+1 = ri+1si, into
bmξrm . . . b1ξr1b0.
21.55 Corollary. For a normal Markov dilation (A, θ, p) over the opposite of a totally directed
cancellative monoid S, the following conditions are equivalent:
1. The dilation is fully minimal.
2. The dilation is incompressible.
3. The dilation is strongly incompressible.
Moreover, any such dilation is determined uniquely by the Markov semigroup it dilates.
Proof. By Corollary 21.32, (1)⇒(2). Of course, (2)⇒(3). And if the dilation is strongly incom-
pressible, then, by the lemma, it has to be the unique one characterized there, hence, (3)⇒(1).
We call this dilation the minimal dilation, and reformulate:
21.56 Theorem. Let T be a normal Markov semigroup over the opposite of a totally directed
cancellative monoid S. Then:
1. T admits a normal Markov dilation, namely, the unique minimal one.
2. Every normal dilation of T ‘contains’ the unique minimal dilation, in the sense that the
former may always be compressed to the latter.
169
We now come to the case of CP-semigroups that are not necessarily Markov. The strategy is to
apply what the preceding theorem asserts to their unitalizations. But, this is limited to strong
dilations. Regarding good dilations, we know from the discussion leading to Theorem 21.11
that, passing to algebraic minimalization of a good dilation, we get a strong one.
21.57 Theorem. For a normal strong dilation (A, θ, p) over the opposite of a totally directed
cancellative monoid S, the following conditions are equivalent:
1. The dilation is fully minimal.
2. The dilation is incompressible.
3. The dilation is strongly incompressible.
Moreover, any such dilation is determined uniquely by the CP-semigroup it dilates.
Proof. We have (1)⇒(2) (by Corollary 21.32) and, obviously, (2)⇒(3). Since (A, θ, p) is strong
we may pass to the unitalization (A˜, θ˜, p˜). If (A, θ, p) is strongly incompressible, then, by
Corollary 21.51, so is (A˜, θ˜, p˜). Therefore, by Corollary 21.55, (A˜, θ˜, p˜) is fully minimal, so,
by Corollary 21.48, (A, θ, p) is fully minimal, too. Thus, (3)⇒(1). Since (A˜, θ˜, p˜) determines
(A, θ, p) (see Observation 2.16), also (A, θ, p) is determined uniquely by T .
We call also this unique dilation the minimal dilation. Here is the general analogue of
Theorem 21.56:
21.58 Theorem. Let T be a normal CP semigroup over the opposite of a totally directed can-
cellative monoid S. Then:
1. T admits a normal strong dilation, namely, the unique minimal one.
2. Every normal strong dilation of T ‘contains’ the unique minimal dilation, in the sense
that the former may always be compressed to the latter.
3. Every normal good dilation of T ‘contains’ the unique minimal dilation, in the sense that
the the algebraic minimalization of former may always be compressed to the latter.
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22 Examples: The case N2
0
; another “multi-example”
In this section, we examine a way to construct dilations of Markov semigroups overN20 on a von
Neumann algebra. The dilation is constructed by embedding the GNS-subproduct system into
a product system with the aid of Corollary 17.2 and Observation 17.4 and, then appealing to the
inductive limit construction in Theorem 12.8. (N2
0
is an Ore monoid; and it is abelian so that
the tedious reference to the opposite of an Ore monoid disappears.) The dilation is, therefore,
full and primary (hence, an E0–dilation). It shares (sometimes under some extra conditions, but
still for large classes of Markov semigroups) much of the bad behaviour we know from Bhat’s
Example 20(iv). The more important it is to emphasize that, here, we are speaking about a
dilation of a Markov semigroup which, therefore, is strong, hence, good. (The main purpose of
the discussion of Bhat’s example was to find a dilation that is not good.)
Recall that a semigroup T =
(
T
n
)
n∈N2
0
(no matter whether Markov, endomorphism, or just
CP) is determined by the two commuting maps Ti := Tei so that the marginal semigroups are
given as T in = T
n
i
. Conversely, given two commuting maps Ti, by Tn := T
n2
2
◦ T n1
1
we define a
semigroup over N2
0
.
Starting from the GNS-constructions (Ei, ξi) of the commuting Markov maps Ti, we will
construct Ei ⊃ Ei ∋ ξi and F1,2 : E2 ⊙ E1 → E1 ⊙ E2 satisfying F1,2(ξ2 ⊙ ξ1) = ξ1 ⊙ ξ2 as
ingredients for Corollary 17.2. This, in turn, as ingredient to Theorem 12.8, gives a module
dilation. Actually, we will have Ei = E and F : E ⊙ E → E ⊙ E playing the role of F1,2. (This
situation resembles most the situation of Theorem 18.5; the more important it is to take into
consideration Observation 22.10 for avoiding a possible confusion. We leave to the reader to
evaluate whether or not our decision to avoid many indices indicating if an E in question works
as E1 or E2, is helpful.) The construction we propose, requires, at a certain point, that a certain
submodule possesses a complement; it, therefore, is limited to the von Neumann case. So,
unless stated otherwise explicitly, Ti are commuting normal Markov maps on a von Neumann
algebra B ⊂ B(G), and unless stated otherwise explicitly, the modules and correspondences
(including GNS-Ti) are von Neumann (including tensor products of the latter).
It is fair to acknowledge that a first version of our proof of Theorem 22.2 was inspired by
Solel’s proof of [Sol06, Lemma 5.10].
The trick is passing to the direct sum E := E1 ⊕ E2. (Looking at how importantly this idea
enters also crucial steps in the proof of Corollary 17.2, such as Proposition E.7, we are tempted
to call this our standard trick.) Clearly, E contains both ξ1 and ξ2, so the tensor product E ⊙ E,
which we like to visualize as
E ⊙ E =
⊕
i, j
Ei ⊙ E j =
E1 ⊙ E1 E1 ⊙ E2
E2 ⊙ E1 E2 ⊙ E2
,
contains both ξ1 ⊙ ξ2 and ξ2 ⊙ ξ1; but they live in distinct direct summands. However, since T1
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and T2 commute, the map
ξ2 ⊙ ξ1 7−→ ξ1 ⊙ ξ2
extends to a unique isomorphism F : F21 → F12 from the von Neumann subcorrespondence
F21 := span
sBξ2 ⊙ ξ1B of E ⊙ E generated by ξ2 ⊙ ξ1 (isomorphic to the GNS-correspondence
of T1 ◦ T2) to the von Neumann subcorrespondence F12 := spansBξ1 ⊙ ξ2B of E ⊙ E generated
by ξ1 ⊙ ξ2 (isomorphic to the GNS-correspondence of T2 ◦ T1 = T1 ◦ T2). Since F21 and F12 are
orthogonal and complemented in E ⊙ E, also F = F21 + F12 is complemented. We, therefore,
may extend the automorphism F+F−1 of F by the identity on F⊥ to an automorphism F of E⊙E.
22.1 Remark. F acts as identity on Ei ⊙ Ei. It, clearly (co)restricts to an automorphism of
(E2 ⊙ E1) ⊕ (E1 ⊙ E2). It does, however, not (co)restrict to an isomorphism E2 ⊙ E1 → E1 ⊙ E2
(or vice versa). (F only exchanges the parts that are generated by ξ2 ⊙ ξ1 and ξ1 ⊙ ξ2; the parts
orthogonal to them are untouched.) In fact, we know from Examples 15.11 that E2 ⊙ E1 and
E1 ⊙ E2 need not be isomorphic.
As announced, we input E1 := E ∋ ξ1, E2 := E ∋ ξ2, and F1,2 := F into Corollary 17.2 and
obtain:
• A unique product system structure on the family E⊙ = (E⊙(n1+n2))
n∈N2
0
=
(
E⊙n1 ⊙E⊙n2)
n∈N2
0
,
satisfying u∗
e1,e2
u
e2,e1 = F.
• A unique unit ξ⊙ = (ξ⊙n1
1
⊙ ξ⊙n2
2
)
n∈N2
0
satisfying ξ
ei
= ξi.
By Theorem 12.8, we obtain:
22.2 Theorem. Every (normal) Markov semigroup over N2
0
on a von Neumann algebra admits
a (normal) strong primary module dilation (E, ϑ, ξ).
22.3 Observation. We may ask to what extent this result may be generalized to other semi-
groups over N2
0
.
• The word “normal” may be left out, as long as B is a von Neumann algebra. (This the
next in a row of statements of that type in Bhat and Skeide [BS00] and Barreto, Bhat,
Liebscher and Skeide [BBLS04], which assert similar things.) In fact, the only thing we
need is that we may pass to the strong closure of a right module E over B ⊂ B(G) in the
canonically associated B(G, E ⊙ G), maintaining the property that the obtained closure
is still a Hilbert module over B. A possible left action survives that. Therefore, also all
C∗–tensor products may be closed strongly. So each single step in the construction of the
dilation goes though also if the CP-maps are not normal.
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• We do not know if the result can be lifted to Markov semigroups on C∗–algebras. By
passing to the bidual, we get a normal CP-semigroup T ∗∗ on B∗∗, and a module dilation
(E, ϑ, ξ) of the latter. What we do not know, is if Ba(E) contains a subalgebra A that
is left invariant by ϑ such that ξξ∗Aξξ∗ = ξBξ∗. (Note that ξξ∗Ba(E)ξξ∗ = ξB∗∗ξ∗.) In
the one-parameter case, this problem can be shipped around; but in this case we do not
need B∗∗, because we have a direct construction of the product system in the C∗–case
(that can easily be pushed forward to prove the von Neumann case). However, proving
the one-parameter C∗–case by reducing it (unnecessarily) to the von Neumann case via
passage to the bidual semigroup, illustrates what goes wrong in the two-parameter case;
we recommend this as an instructive exercise for everybody who wishes to prove the
result for the two-parameter C∗–case.
22.4 Remark. It is noteworthy that the construction of E and F can be generalized. We can
take any E containing suitable ξ1 and ξ2 as long as 〈ξ1,Bξ2〉 = {0}. And in the definition of F we
can replace the identity on F⊥ just with any automorphism. It would be interesting to compare
dilations obtained this way with our “most economic” choice.
By unitalization, Theorem 22.2 generalizes to (normal) CP-semigroups – but only to some
extent.
22.5 Corollary. Every (normal) CP-semigroup over N2
0
on a von Neumann algebra admits a
(normal) strong full dilation.
Proof. If T is the CP-semigroup, by Theorem 22.2, we get a full E0–dilation (Â, θ̂, p̂) of T˜ and,
further, by Theorem 2.17, a dilation of T . Since the left action of q on E˜i is right multiplication
by 1˜B˜ − 1B ∈ B˜, we see that q is central in Â. By Corollary 2.18, this dilation is full.
22.6 Remark. Existence of a strong dilation was proved in Solel [Sol06, Theorem 5.13], not
addressing the question of fullness, nor the question of whether or not the constructed dilation
is an E0–dilation when T is Markov (we believe that this is not necessarily so). We do not
know if the dilation is primary. But, of course, by Theorem 21.26(3), a normal dilation may be
compressed to primary dilation and, by Observation 21.15(2), the compression is full, again.
(i) The spanned superproduct system
We have the product system E⊙ and the unit ξ⊙ giving back T as T
n
= 〈ξ
n
, •ξ
n
〉. By Example
5.4, the subproduct system S5 of T sits in E⊙ as S
n
= span
sBξ
n
B. We are interested in the
superproduct subsystem E4 of E⊙ spanned by S5 in the sense of Theorem 5.16. In particular,
we shall show that under a suitable nontriviality condition on the Markov maps Ti, it is not a
product system.
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22.7 Definition. A pair of (normal) CP-maps (T1, T2) is quasi-generic if the (von Neumann)
GNS-correspondences satisfy F21 ( E2 ⊙ E1 or F12 ( E1 ⊙ E2 under the canonical embeddings.
The pair is generic if both conditions are fulfilled.
Most pairs of CP-maps are generic; this is why we call them that. For example, suppose
that (T1, T2) are CP maps on B(G) with dimG < ∞, and suppose that they have minimal Kraus
decompositions Ti =
∑ni
k=1
ci
k
∗ • ci
k
(i = 1, 2), according to Appendix A(iii). Then whenever the
set
(
c1
k
c2
ℓ
)
k,ℓ is linearly dependent, we have a strict inclusion F12 ( E1 ⊙ E2, because the former
is the GNS representation of T1 ◦T2 while the latter has too big a dimension. An easy sufficient
condition for the pair (T1, T2) to be generic, is n1n2 > (dimG)
2. CP maps on Cn are given by
matrices with positive entries (see Example 15.11), and as soon as in of both their products
there occurs a matrix entry in the computation of which there occurs a nontrivial sum, the pair
is generic. There are several more examples in Subsection 15(iv), which we will meet back later
on in this section.
22.8 Theorem. If the pair (T1, T2) is quasi-generic, then E
4 is not a product system.
Proof. Clearly, E
ei
= S
ei
 Ei. If E
4 was a product system, then E
e1+e2 = span
s
E
e1
E
e2
=
span
s
E
e2
E
e1
. We have
span
s
E
e1
E
e2
=
 E1 ⊙ E2
, spans Ee2Ee1 =
 F12
F⊥21 ∩ (E2 ⊙ E1)
.
The two coincide (if and) only if (T1, T2) is not quasi-generic.
22.9 Observation. So, for a quasi-generic commuting pair (T1, T2) we have constructed a di-
lation whose contained GNS-subproduct system does not span a product system. On the other
hand, if T1 and T2 commute even strongly, then we may construct another dilation following
Example (i) from Section 15; the product system of this dilation is spanned by the contained
GNS-subproduct system. We see that the property whether or not a subproduct system, when
embedded into a product system, spans a product subsystem or only a superproduct subsystem,
is not intrinsic to the subproduct system but depends on the embedding.
Clearly, the two corresponding primary strong module dilations cannot be conjugate.
22.10 Observation. A warning about the following little pitfall is in place. We mentioned that
the procedure to define a product system structure over N20 on En = E
⊙(n1+n2), on a formal
level resembles much the situation in Theorem 18.5; but Theorem 18.5(2) asserts that a certain
truncated subproduct system (looking carefully at the proof, always) spans a product system.
This sounds like a potential contradiction to Theorem 22.8. Note, however, the crucial condition
in Theorem 18.5 that the embeddings F
ei+e j → Fei ⊙ Fe j (in the notations of Theorem 18.5) are
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unitary. In the situation of Theorem 22.8, this happens if and only if the pair of Markov maps
is not quasi-generic.
(ii) The generated product system
One might think that the problem in Observation 22.9, two non-conjugate dilations of the same
Markov semigroup, would depend simply on that the product system is not generated by the
contained GNS-subproduct system. This might be true; but it does not sort out the problem.
In fact, we know from (the von Neumann version of) Theorem 21.35 that the (von Neumann,
hence, projectionable) product subsystems containing the unit are in one-to-one correspondence
with the compressions of the given dilation. Therefore, if, by any chance, the unit (that is, the
GNS-subproduct system) does not generate the whole product system, we simply pass to a
minimal product subsystem containing the unit, compress the dilation with the corresponding
projection, and obtain a dilation that has a product system generated by the GNS-subproduct
system.
We show now that if B is a factor, we need not worry about compression: The product sys-
tem is, then, generated by the contained GNS-subproduct system. We prepare this, formulating
the following lemma first in the C∗–case.
22.11 Lemma. Let E be an A–B–correspondence, let F be a B–C–correspondence, and sup-
pose B is simple. Then E ⊙ F = {0} implies E = {0} or F = {0}.
Proof. Obvious. (If 0 , x ∈ E and F , {0}, so that, by simplicity of B, F is faithful, then there
exists y ∈ F such that |x| y , 0, so, x ⊙ y , 0.)
22.12 Corollary. Let F1, F2 be complemented subcorrespondences of a B–correspondence E,
and assume B is simple. If F1 ⊙ E = E ⊙ F2 then Fi = E (i = 1, 2) or Fi = {0} (i = 1, 2).
Proof. We have
E ⊙ E = (F1 ⊙ F2) ⊕ (F1 ⊙ F⊥2 ) ⊕ (F⊥1 ⊙ F2) ⊕ (F⊥1 ⊙ F⊥2 ),
F1 ⊙ E = (F1 ⊙ F2) ⊕ (F1 ⊙ F⊥2 ),
E ⊙ F2 = (F1 ⊙ F2) ⊕ (F⊥1 ⊙ F2).
So, F1 ⊙ E = E ⊙ F2 ⇐⇒ F1 ⊙ F⊥2 = {0} = F⊥1 ⊙ F2.
If E = {0}, there is nothing to show.
If E , {0}, then F1 , {0} or F⊥1 , {0}.
If F1 , {0}, then F⊥2 = {0}, so, F2 = E , {0}, hence, F⊥1 = {0}, so, F1 = E.
If F⊥1 , {0}, then F2 = {0}, so, F⊥2 = E , {0}, hence, F1 = {0}.
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22.13 Observation. We are interested in the case F1 = F2, so, F ⊙E = E ⊙F implies F = E or
F = {0}. Other special cases are F1 = E or F2 = E. Obviously, the corollary generalizes to the
situation Fi ⊂ Ei where E1 is an A–B–correspondence and E2 is a B–C–correspondence. The
example E = B and F an essential ideal in B shows, that the condition that F be complemented
is indispensable.
22.14 Observation. Obviously, the lemma and its corollary remain true for von Neumann cor-
respondences, with B a factor. (The von Neumann tensor product E ⊙¯s F is {0} if and only if
the C∗–tensor product is {0}, so if the former is {0} we just apply the lemma to the latter. And
the proof of the corollary works in every additive tensor category in which the lemma holds.)
22.15 Theorem. If B is a factor and if the pair (T1, T2) is quasi-generic, then the smallest
product subsystem of E⊙ containing S5 is E⊙.
Proof. Suppose the family F
n
forms a product subsystem of E⊙ containing S5. Since F
ei
must
contain Ei, we find Fe1 = E1 ⊕ G2 ⊂ E1 ⊕ E2 = E and Fe2 = G1 ⊕ E2 ⊂ E1 ⊕ E2 = E
for suitable subcorrespondences Gi ⊂ Ei. Since the Fn form a product system, we must have
span
s
F1F2 = span
s
F2F1. Therefore, the following two subsets of Ee1+e2 = E ⊙ E,
F1 ⊙ F2 =
E1 ⊙G1 E1 ⊙ E2
G2 ⊙G1 G2 ⊙ E2
 and F(F2 ⊙ F1) = F
G1 ⊙ E1 G1 ⊙G2
E2 ⊙ E1 E2 ⊙G2
,
must coincide. F does nothing to the diagonal entries, so we get Ei ⊙ Gi = Gi ⊙ Ei. Since
B is a factor, by (the von Neumann version of) the corollary of the lemma, we get, for each
i = 1, 2, that either Gi = Ei(, {0}, since T1 is Markov) or Gi = {0}. Since the pair (T1, T2) is
quasi-generic, at least one of the two F⊥i j ∩ (Ei ⊙ E j) (i , j) is not {0} and stays under the flip
where it is. Therefore, the corresponding Gi ⊙G j cannot be {0}, so Gi , {0}, hence Gi = Ei for
i = 1, 2. It follows that F
ei
= E
ei
and, further, F
n
= E
n
.
From the discussion in the beginning of the paragraph we conclude:
22.16 Corollary. The dilation (E, ϑ, ξ) of T is incompressible.
(iii) Algebraic minimality
We have already Bhat’s Example 20(iv) for an incompressible (not good, therefore, not strong)
module dilation of a discrete one-parameter semigroup on C that is not algebraically minimal.
Now, we illustrate that, at least under an (admittedly, quite restrictive) extra condition, the
strong primary dilation constructed to prove Theorem 22.2 is not algebraically minimal and can
be incompressible.
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The condition is that the pair (T1, T2) is not generic. It still maybe quasi-generic, and in this
case, by the preceding paragraphs, the dilation is also incompressible. Example 15.12 (that is,
Solel [Sol06, Example 5.5]) shows that we are not working on the empty set.
Let us start with just any normal Markov semigroup T over N2
0
and construct the module
dilation (E, ϑ, ξ) as for Theorem 22.2. By Theorem 21.40, to show that this full dilation is not
algebraically minimal, we have to show thatA∞ξ
s
, E.
Note that, for whatever fixedm1,m2 ∈ N20 and strongly total subsets Σn ⊂ En, the set⋃
n∈N2
0
ξΣ
m
1Σ
n
Σ
m
2
is strongly total in E. (Indeed, Σ
m
1Σ
n
Σ
m
2 is strongly total in E
m
1+n+m2 and {m1 + n +m2 : n ∈
N2
0
} is cofinal in N2
0
.)
Recall that E
n
= E⊙(n1+n2) so that a typical element of E
n
is xn1 ⊙ . . .⊙ x1 ⊙ yn2 ⊙ . . .⊙ y1 with
xi, yi ∈ E. Sometimes, it is important to remember that the xi are, actually, from Ee1 = E, while
the yi are, actually, from Ee2 = E; in particular, it is possible that in the course of a computation
this affiliation changes. We, therefore, will sometimes attach to an x ∈ E a superscript ei to
indicate that xei has to be viewed as an element of E
ei
= E.
22.17 Example. Suppose we have x2, y2 ∈ E2 ⊂ E. Then F(x2 ⊙ y2) = x2 ⊙ y2. But, when we
recall that F defines u
e1,e2u
∗
e2,e1
so that, actually, x2 is an element of Ee2 , while y2 is an element
of E
e1
, the computation goes as
u
e1,e2u
∗
e2,e1
: xe2
2
⊙ ye1
2
= x2 ⊙ y2 F7−→ x2 ⊙ y2 = xe12 ⊙ ye22 .
To show that A∞ξ
s
is not all of E, it is sufficient to find a nonzero submodule F ⊂ E,
perpendicular to ξ and invariant under all ϑ
n
(ξbξ∗). (Indeed, under these hypothesis we have
〈F, ϑ
n
(ξBξ∗)ξ〉 = 〈ϑ
n
(ξBξ∗)F, ξ〉 ⊂ 〈F, ξ〉 = {0}, so F , {0} is perpendicular toA∞ξ.)
Following our notation, by Ee1
2
we indicate the direct summand E2 of E when considered as
E = E
e1
. We define F := span
s
EE
e1
2
, {0}.
F shares the following properties:
• 〈ξ, F〉 = {0}. (Indeed, 〈ξ, Xxe1
2
〉 = 〈ξξ
e1
, Xx
e1
2
〉 = 〈ξ
e1
, 〈ξ, X〉xe1
2
〉 = 0 for xe1
2
∈ Ee1
2
.) In
particular, ϑ0(ξBξ∗)F = {0} ⊂ F.
• ϑ
n
(ξBξ∗)F ⊂ F, whenever n ≥ e1. (More generally, ϑe1(a)(Xxe12 ) = (aX)xe12 , so
ϑ
e1
(a)F ⊂ F for every a ∈ Ba(E). In particular, if n = n′ + e1 ≥ e1, then ϑn(ξBξ∗)F =
ϑ
e1
(ϑ
n
′(ξBξ∗))F ⊂ F.)
So, the only question that remains is whether or not ϑne2(ξBξ∗)F ⊂ F (n ≥ 1). Now, our special
hypothesis that (T1, T2) is not generic comes into the game.
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22.18 Theorem. If F12 = E1 ⊙ E2, then (E, ϑ, ξ) is not algebraically minimal.
Proof. To get hold of how ϑne2 acts on F, we wish to write somehow elements Xx
e1
2
from F
in a form as (sum over) elements from EEne2 , where we know how ϑne2 acts. We will actually
show that F ⊂ spans FEne2 so that ϑne2(ξBξ∗)F ⊂ spans ϑne2(ξBξ∗)FEne2 = {0} ⊂ F.
We prepare for a proof by induction. The set EE
e2
is strongly total in E, so the set EE
e2
E
e1
2
is strongly total in F. In Xye2ze1
2
(with X ∈ E, y = y1 + y2 ∈ E (yi ∈ Ei ⊂ E) and z2 ∈ E2 ⊂ E),
we wish to write the element ye2ze1
2
of E
e2
E
e1
2
⊂ E
e1+e2 as an element of span
s
E
e1
E
e2
= E
e1+e2 .
Now, E
e1+e2 = E ⊙ E and ye2ze12 = ue2,e1(ye2 ⊙ ze12 ) where
E
e2
⊙ E
e1
⊃ E
e2
⊙ Ee1
2
∋ ye2 ⊙ ze1
2
=
 y1 ⊙ z2
y2 ⊙ z2
 ∈ E ⊙ E2 ⊂ E ⊙ E.
By definition, the product u
e2,e1) makes this
E
e1+e2 ⊃ Ee2Ee12 ∋ ye2ze12 = F
 y1 ⊙ z2
y2 ⊙ z2
 ∈ F(E ⊙ E2) ⊂ E ⊙ E.
Here is where our hypothesis strikes:
E
e1+e2 ⊃ Ee2Ee12 ∋ ye2ze12 =

F
−1(y1 ⊙ z2) y2 ⊙ z2
 ∈ E2 ⊙ E ⊂ E ⊙ E.
Consequently, E
e2
E
e1
2
⊂ spanEe1
2
E
e2
(because E
e1+e2 ∋ xe1ye2 = x⊙ y.) This allows to conclude
by induction that
F = span
s
EE
e1
2
= span
s
EE
e2
E
e1
2
⊂ spans EEe1
2
E
e2
= span
s
FE
e2
⊂ . . . ⊂ spans FEne2 .
22.19 Observation. Now, recall that Example 15.12 fulfills the hypotheses of all of the Theo-
rems 22.8, 22.15, and 22.18. Therefore, inputting Example 15.12 in the construction that proves
Theorem 22.2, we get an incompressible full Markov dilation that is incompressible (Theorem
22.15 and its corollary) and not algebraically minimal (Theorem 22.18). By algebraic mini-
malization, we get an algebraically minimal dilation that is not full (Corollary 21.41). Since
the former is primary and since A∞ξ
s
, E (this is, how we proved Theorem 22.18 by ap-
pealing to Theorem 21.40), the superproduct system of the latter is a proper subsystem of the
(super)product system of the former; by Theorem 22.15, it is a proper superproduct system. By
maximal (strong, because E0–)compression of the latter as in Theorem 21.30, we get an alge-
braically minimal dilation that is incompressible. Since, by Corollary 21.19, the superproduct
system of the compression is a superproduct subsystem of the superproduct system of the al-
gebraically minimalized dilation, it is proper, too. By Corollary 21.42, the compression is not
full.
For the punchline: We, therefore, got an algebraically minimal incompressible Markov di-
lation that is not full.
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A A brief on von Neumann modules
Many results in these notes (basically, until Section 18), we proved for (unital)C∗–algebras and
Hilbert modules; they (usually) promote easily to the situation of von Neumann algebras and
von Neumann modules (frequently, adding also the word “normal” to the maps between such
objects). Starting from Section 19, more and more results (though not all) pop up which hold
only in the von Neumann case (or, at least, we can prove them only in this setting). For both the
easiness with which the results of the first 18 sections promote to the von Neumann setting as
well as for having efficient proofs for the results that only hold in the latter, it is indispensable
to have at hand the “right language” to deal with this setting; the “right language” for this is that
of von Neumann modules and von Neumann correspondences.
A von Neumann algebra is, unlike an abstractW∗–algebra, a concrete operator ∗–algebra B
acting nondegenerately on a Hilbert spaceG (distinguished by assumingB is strongly closed or
by assuming B coincides with its double-commutant, B′′); it is only natural that von Neumann
modules and correspondences are modules of operators (distinguished by assuming they are
strongly closed or, see A.9, a sort of double-commutant theorem). A bit surprisingly, despite
the fact that it has been known how to (canonically!) transform a Hilbert module into an op-
erator module practically as long as there exist Hilbert modules (no later than Rieffel [Rie74,
Proposition 6.10]), the first definition for the von Neumann objects among Hilbert modules and
correspondences were rather W∗–modules and W∗–correspondences (Baillet, Denizeau, and
Havet [BDH88]). Only as late as Skeide [Ske00a], von Neumann modules have been defined
(as as Hilbert modules over von Neumann algebras for which the canonically associated opera-
tor module is strongly closed), and, later in [Ske06b], concrete von Neumann modules (directly
as strongly closed operator modules).
In these notes, we use consequently von Neumann modules and von Neumann correspon-
dences that have to be “concreteified” by the canonical construction in Footnote [a] in Section
1. The concrete categories only play a role in Subsection A(iv) about the commutant of (con-
crete) von Neumann correspondences (see the crucial Observation A.17), when we compare
the results in these notes, based on the approach to dilation in Bhat and Skeide [BS00] (GNS-
correspondences) with results based on the approach in Muhly and Solel [MS02] (Arveson-
Stinespring correspondences).
(i) Von Neumann modules and von Neumann correspondences
Recall that a von Neumann algebra is a concrete ∗–algebra B ⊂ B(G) of operators on a Hilbert
space G that is closed in the strong operator topology of B(G) and that contains idG. (Equiv-
alently, B′′ = B.) Von Neumann algebras are W∗–algebras; to turn a W∗–algebra into a von
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Neumann algebra, one, first, has to choose a faithful, normal, nondegenerate representation.
Recall from Footnote [a], that any (pre-)Hilbert module E over a concrete operator algebra
B ⊂ B(G) can be turned into a concrete module of operators in B(G, E ⊙G) by amplification E
{ E ⊙ idG and that Ba(E) is acting (faithfully and nondegenerately) on the Hilbert space E ⊙G
as Ba(E) ⊙ idG. Recall, too, that the whole construction is unique in the very specific sense
explained in that footnote.
We follow Skeide [Ske00a], and say a Hilbert module E over a von Neumann algebra B ⊂
B(G) is a von Neumann B–module if it fulfills one of the two properties
• E ⊙ idG is strongly closed in B(G, E ⊙G), or
• Ba
B
E
 ⊙ idG ⊂ B
 G
E ⊙G
 is a von Neumann algebra,
which, by [Ske00a, Proposition 4.5], are equivalent. A third equivalent property is ([Ske00a,
Theorem 4.16]) that E is self-dual (that is, every Φ ∈ Br(E,B) has the form Φx = 〈y, x〉 for
some y ∈ E).[p] In particular, bounded right linear maps between von Neumann modules are
adjointable.
Several features of von Neumann modules, immediately underline their simplicity. For
instance, sitting as blocks inB
 G
E ⊙G
, all operations among the corners (these include the right and
left actions on the module E by elements inB and inBa(E), respectively, and the inner products
〈x, y〉 = x∗y as well as the rank-one operators xy∗) share all the good (and, of course, also the
bad) properties of multiplication in the von Neumann algebra Ba
B
E
 ⊙ idG. In particular, they
are jointly continuous on bounded subsets and separately continuous in general, for the strong
operator topology. (Likewise, for the ∗–strong, the σ–strong, and the σ–∗–strong operator
topology.)[q] By self-duality (that of the submodule, not that of the containing module), the
strongly closed submodules of a von Neumann module are in one-to-one correspondence with
the projections in Ba(E). Every element x of a von Neumann B–module E admits a (unique)
polar decomposition x = v |〈x, x〉| where v ∈ E is a partial isometry (such that ker v = ker x).
Consequently, a von Neumann module admits a quasi orthonormal system (es, ps)s∈S (that is,
[p] A Hilbert module over a W∗–algebra is a W∗–module if it is self-dual; see Baillet, Denizeau, and Havet
[BDH88]. Therefore, a Hilbert module over a von Neumann algebra is a von Neumann module if and only if it is
a W∗–module. All this gives the intrinsic result about W∗–modules that a Hilbert module E over a W∗–algebra B
is a W∗–module if and only if its extended linking algebra Ba
B
E
 is a W∗–algebra; but it would be not so easy to
prove this without, first, transforming theW∗–module into a von Neumann module by choosing a faithful (normal)
representation of B.
[q] Despite these properties can be formulated and proved directly forW∗–modules, the direct approach is tedious
– more so, than necessary. The relevant topologies from [BDH88], the σ–topology and the s–topology, on the
W∗–module are exactly the σ–weak and the σ–strong topology of the corresponding von Neumann module (no
matter from which representation the latter has been obtained).
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the es are elements in E and the ps are projections in B such that 〈es, es′〉 = psδs,s′) which is
complete (that is,
∑
s ese
∗
s = idE in the strong topology of B
a(E)); see [Ske00a, Theorem 4.11].
One of the most striking (and useful) features of von Neumann modules is that they are easy
to obtain.[r] More precisely: If E is a pre-Hilbert module over a von Neumann algebra B ⊂
B(G), then E
s
(strong closure in B(G, E ⊙G)) is the unique minimal von Neumann B–module
containing E. By unique minimal we mean that whatever the von Neumann B–module F ⊃ E,
the canonical map E → F extends to a (unique bounded linear) map (necessarily an embedding)
E
s → F.[s] (Later, we will see that E s can also be obtained with the help of a double commutant
theorem. In the latter form, the result is known since no later than Rieffel [Rie74, Proposition
6.10].) In this context, it is clear that we have a Kaplansky density theorem: The unit ball of E
is strongly dense in the unit ball of E
s
. (This is, only for instance, of outstanding importance in
controlling properties of maps defined on tensor products, by controlling the properties only on
simple tensors –, namely, simple tensors from bounded subsets.)
Here is an illustration of one aspect why the strong closure procedure is so effortless in
applications.
A.1 Observation. If we have a (pre-)Hilbert module E over a von Neumann algebra B ⊂ B(G)
and an element in a ∈ Ba(E) ⊂ B(E ⊙ G), then the action of this operator a on elements
x ∈ E ⊂ B(G, E ⊙ G) is simply by operator multiplication. Therefore, by separate strong
continuity of this product, the action extends to x = limλ xλ ∈ E s (strong limit) sending x to ax
(operator multiplication), which by ax = a limλ xλ = limλ axλ is, clearly, an element of E
s
.
From such considerations it also follows that (co)isometries on (pre)Hilbert modules over
von Neumann algebras extend as, automatically adjointable, (co)isometries to the strong clo-
sure. And for checking if the extension of an isometry is onto the closure, it is enough to check
if the original range is strongly dense. (Of course, the whole observation remains true for maps
not on but between modules.)
Of course, who wishes to work seriously with von Neumann algebras has to know all the
[r] Better: Von Neumann modules are easy to obtain in a form that allows to easily compute the inner products
of their elements. Frequently, in papers using W∗–modules one reads “let E be a pre-Hilbert module over a
W∗–algebra, and let F := Br(E,B) denote Paschke’s self-dual completion”, referring to [Pas73, Corollary 4.3].
So, the problem is not, actually, to identify the right space Br(E,B), but to explain how the inner product of E
extends to elements from that space. This is done by approximating suitably elements of the latter by elements of
the former, and proving that this makes sense. But it remains that to, actually, compute their inner products one
does have to approximate them; on the contrary, for the (unique, minimal) self-dual extension we describe for von
Neumann modules, we simply compute the inner product as multiplication of operators between Hilbert spaces.
[s] Just a little moment’s thought (playing a bit around with different faithful representations of B) shows that
we may replace “unique minimal von Neumann B–module containing E” by “unique minimalW∗–module over B
containing E”.
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usual locally convex topologies and their interplay very well; the same holds for von Neumann
modules. But experience shows that for organization of thoughts it is very convenient to con-
centrate (in particular, in the formulation of definitions and theorems) on a single one, using
one of the other topologies only if strictly necessary to conclude a proof; this topology, for us,
is the strong topology. There is one exception, though: The strong topology is not intrinsic to
the algebraic structure, but depends on the faithful representation in question. In particular, the
strong topology is, usually, not preserved even under “good”(= normal) homomorphisms, while
intrinsic topologies like all the σ–versions are preserved under normal homomorphisms. So, in
order to deal with such questions, we have to add one more ingredient. And we prefer, in fact,
normality as our ingredient of choice. Recall that normality is not a topological requirement, but
means order continuity: A positive linear map T : A→ B is normal if supλ T (aλ) = T (supλ aλ)
for all families aλ. (It is sufficient to check limλ T (aλ) = T (limλ aλ) for all increasing bounded
nets.) Since order is a matter only of the algebraic structure, it is clear that normality is intrin-
sic to the algebraic structure. The crucial fact about normality is that, for positive maps, it is
equivalent to σ–weak continuity. Since the former is a question of bounded subsets only, so is
the latter.
Now, what is normality in the context of von Neumann modules? We follow the philosophy
to motivate terminology for modules in terms of their linking algebras. A linear map T : EB →
FC is normal if it admits normal extension T to a (necessarily positive!) map acting blockwise
between the linking algebras Ba
B
E
 and Ba
C
F
 (meaning T(B) ⊂ C, T(Ba(E)) ⊂ Ba(F), T(E) ⊂ F,
and, hence necessarily, T(E∗) ⊂ F∗).
A.2 Example. A trivial example is the canonical injection E → E ⊙ idG ⊂ B(G, E ⊙ G). The
extension to the canonical injection Ba
B
E
 → Ba
 G
E ⊙G
 is, by definition, normal.
This gets less trivial, if we replace G carrying the identity representation, with a Hilbert
space K carrying another (for convenience, nondegenerate) representation π : B → B(K). The
whole procedure from Footnote [a] goes through as before, just that now the resulting “em-
beddings” need no longer be faithful and earns a letter: η : x 7→ x ⊙ idK defines a linear map
onto a Hilbert π(B)–submodule of B(K, E ⊙ K), satisfying 〈η(x), η(y)〉 = π(〈x, y〉) and (nec-
essarily from the preceding) η(xb) = η(x)π(b). And there is a (nondegenerate) representation
Π : a 7→ a ⊙ idK of Ba(E) on E ⊙ K. We leave it as an instructive exercise to the reader (also
making use of tools like polar decomposition for elements of E and cyclic decomposition of K)
to show that the representation
∏
:=
π η∗
η Π
 of Ba
B
E
 on
 K
E ⊙ K
 (and, therefore, also η) is normal if π
is normal. (One may add: If E is strongly full (that is, if span
s〈E, E〉 = B) and if (now really,
and not only for convenience) π is nondegenerate, then it suffices to show that η is σ–weakly
continuous.)
With this in mind, dealing with von Neumann correspondences and their tensor products, is
182
really easy. A correspondence AEB from a von Neumann algebraA to a von Neumann algebra
B is a von Neumann correspondence if EB is von Neumann B–module and if the Stinespring
representation ρ : A → Ba(E) → B(E ⊙G) is normal. (Equivalent to the latter is the intrinsic
criterion that for all x ∈ E, the maps A ∋ a 7→ 〈x, ax〉 ∈ B are normal; see Skeide [Ske01a,
Lemma 3.3.2] for this and one more equivalence.)
A.3 Example. If the CP-map T between von Neumann algebras A and B is normal, then the
strong closure E
s
of its GNS-correspondence E is a von Neumann correspondence. Again, we
leave the routine argument to the reader.
The (von Neumann) tensor product of a von Neumann correspondence AEB and a von
Neumann correspondence BFC is the von NeumannA–C–correspondence
E ⊙¯s F := E ⊙ F s.
Let us invest the time to produce the thoughts of a moment, illustrating that this is meaningful.
To compute E ⊙ F s we have to tensor E ⊙ F with the representation space L of C ⊂ B(L).
Clearly (in the tensor category we are working in), (E ⊙ F) ⊙ L = E ⊙ F ⊙ L = E ⊙ (F ⊙ L).
Since F is a von Neumann correspondence, the Stinespring representation of B on K := F ⊙ L
is normal. By Example A.2, so is the representation of A on E ⊙ (F ⊙ L). Hence, the von
Neumann C–module E ⊙ F s with the left action ofA by this representation, is a von Neumann
correspondence. (Compare this with Observation A.1.)
A.4 Remark. Of course, again by Example A.2, also the map η : x 7→ x ⊙ idF⊙L is normal.
Moreover, as an element of B(L, E ⊙ F ⊙ L) ⊃ E ⊙ F, the simple tensor x⊙ y is given simply by
operator multiplication η(x)y of the operator η(x) ∈ B(F ⊙ L, E ⊙ F ⊙ L) and the operator y ∈
B(L, F ⊙ L). By normality of η and the Kaplansky density theorem, the operators x ⊙ y = η(x)y
with x and y from the unit balls of E and F, respectively, form a strongly total subset of (the unit
ball of) E ⊙¯sF. (Even more: The unit ball of the space formed by their finite linear combinations
is strongly dense in the unit ball of E ⊙¯s F.) Observations like that can be extremely useful in
arguments.
We are now ready to illustrate in a single, though sufficiently complex, example why the
results in the first 18 sections, promote easily to the von Neumann case. This example is very
typical; it is not only the only truly closed circle in these notes where existence of certain
dilations for a CP-semigroup is equated in the form of an iff -theorem with a concise property of
the GNS-subproduct system of the CP-semigroup; but, actually, also explaining in detail what
exactly its ingredients and statement mean in the von Neumann case, does already cover quite
a lot of the topics dealt with in the C∗–case. The promotion of remaining results should, then,
be just a simple adaptation, and is left to the reader.
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(ii) Theorem 12.9; von Neumann version
A.5 Theorem. Let T be a normal Markov semigroup over the opposite of an Ore monoid.
Then T admits a normal full dilation if and only if the GNS-subproduct system of von Neumann
correspondences of T embeds into a product system of von Neumann correspondences.
The theorem has two directions. For the forward direction, we have to clarify how the
construction of a (super)product system of a (full) dilation promotes to the von Neumann case.
For the backwards direction, relying basically on Theorem 12.8, we have to clarify the same for
the inductive limit construction from Observation 12.6.
First of all, let us repeat (see the paragraph following Observation 19.2) that the notion of
fullness of a dilation is not affected by the passage to the von Neumann case. Just, if the algebra
A ⊂ B(H) on which the dilating E–semigroup acts is a von Neumann algebra, then E := Ap
is a von Neumann module over B = pAp ⊂ B(G), where G = pH, sitting already concretely
(though, not necessarily nondegenerately) inB(G,H) = B(H)p. ThenBa(E) is a von Neumann
algebra and can be obtained both as strong closure or as strict closure of F(E) = span EE∗. And
full means the von Neumann algebra Ba(E) coincides with A. (Since A acts nondegenerately
on H, necessarily so does E on G.)
The next to be clarified, is the notion of (sub)(super)product system of von Neumann corre-
spondences (E5¯
s
) (E4¯
s
) E ⊙¯
s
. Of course, this means very much the same as (sub)(super)product
system of C∗–correspondences; just that now the correspondences are (also) required to be
von Neumann correspondences and that their tensor product Es ⊙ Et of C∗–correspondences is
(where is occurs) replaced by the tensor product Es ⊙¯s Et of von Neumann correspondences.
(Recall the methods from Observation A.1 to check (co)isometricity.)
From Example A.3, it follows that the strong closures E
s
t of the GNS-correspondences Et
form a subproduct system E5¯
s
of von Neumann correspondences and the elements ξt ∈ Et ⊂ E
s
t
form a unit, generating E5¯
s
as a subproduct system of von Neumann correspondences.
As for the (super)product system of an E–semigroup ϑ onBa(E) ∋ p = ξξ∗ we have learned
two ways how to obtain it. The first, E∗ ⊙t E (see Example 7.9), does already involve the
tensor product over Ba(E). This approach raises two questions, which we like to avoid. (See
Footnote [t].) The second way, Et := ϑt(ξξ
∗)E (see Theorem 9.1), which we follow here, has
the advantage that Et defined in this way is manifestly a von Neumann B–module; it is a von
Neumann correspondence over B if (and only if the restriction of) ϑt (to B) is normal.[t]
[t] To the curious reader: If E is a von NeumannB–module and if ϑ is just any (not necessarily normal nor strict)
endomorphism of the von Neumann algebra Ba(E), then E∗ ⊙ϑ E is, indeed, a von Neumann B–module; and that
even if instead of the tensor product of C∗–correspondence, we take only the linear span of all x ⊙ϑ y. The point is
that if E has a unit vector ξ, then
span
s E∗⊙
ϑ
E = spans ξ∗F(E)⊙
ϑ
E = spans ξ∗⊙
ϑ
F(E)E = ξ∗⊙
ϑ
E
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Now recall that the Et form a product system of C
∗–correspondences if ϑ is strict, and
recall that this is due to the fact that strictness of ϑt is equivalent to the nondegeneracy con-
dition spanϑt(F(E))E = ϑt(idE)E. By exactly the same argument, we prove that the Et form
a product system of von Neumann correspondences if ϑ is normal, the latter being equivalent
to span
s
ϑt(F(E))E = ϑt(idE)E. (See Muhly, Skeide, and Solel [MSS06, Section 1] for more
details.) In particular, the superproduct system of a normal dilation of T containing the GNS-
subproduct system, passing to strong closures (transforming the superproduct system into a
product system of von Neumann correspondences, containing the unit, hence, the strong clo-
sure of the GNS-subproduct system), we have proved the forward direction of Theorem A.5
To conclude also the backward direction, we do the inductive limit construction in Observa-
tion 12.6 (after all, if the E ⊙¯
s
is a product system of von Neumann correspondences, then the
Et do form a superproduct system of C
∗–correspondences), but we replace the resulting Hilbert
module over the von Neumann algebra B by its strong closure E.[u] In remains to show that the
vt defined after Observation 12.6, are unitary. This follows because the density arguments in the
proof of Proposition 12.7, taking also into account Example A.2 and Remark A.4, easily turn
over to the von Neumann case.
(iii) Von Neumann B(G)–modules
The simplest von Neumann algebra is, in a sense, B(G). (In fact, B(G) is a factor=a von Neu-
mann algebra with trivial center=a von Neumann algebra with no nontrivial (strongly closed)
ideals, and decomposition theory shows that von Neumann algebras (with separable predual)
may be decomposed into factors. And except for the trivial case dimG = 1, resulting in the only
commutative factor, there is not really a big difference between different B(G).)
A B–(bi)module E is trivial if it is a tensor product V ⊗ B (or B ⊗ V) with a vector space.
A basis
(
es
)
for V promotes to a (bi)module basis
(
es ⊗ 1
)
for E; usual modules do not have
bases, and even if a bimodule has a right module basis, the right module basis can usually not
be chosen to be a bimodule basis. (Typical example: E = ϑB for an endomorphism of B that is
not an inner automorphism.)
(the latter, because for every Hilbert module we have E〈E, E〉 = E). Clearly, ξ∗ ⊙ϑ x 7→ ϑ(ξξ∗)x establishes an
isomorphism of the C∗–correspondences E∗ ⊙t E and ϑ(ξξ∗)E, which, therefore, are both von Neumann modules,
because ϑ(ξξ∗)E is. Using the results of Skeide [Ske09c, Section 4], but taking now really into account that ϑ has
to be normal, it is easy to reduce the case without unit vector to the case with unit vector. With our choice to write
ϑ(ξξ∗)E, we need not worry about these questions.
[u] It is noteworthy that an inductive limit of von Neumann correspondences obtained by the strong closure of
the inductive limit considering them as C∗–correspondences, is a von Neumann correspondence, too. (Very much
along the lines of the proof of [Ske01a, Lemma 3.3.2], we show that the Stinespring representation is normal.)
This is relevant, when promoting also the inductive limit in Theorem 5.21 to the von Neumann case.
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Already in Bhat and Skeide [BS00] it has been pointed out that von Neumann B(G)–mod-
ules have the form E = B(G,H) with Ba(E) = B(H) [BS00, Proposition 13.9], and that von
Neumann B(G)–correspondences are trivial [BS00, Theorem 13.11]. (Accepting that quantum
dynamics on B ⊂ B(G) can be conveniently dealt with in terms of Hilbert modules and corre-
spondences, the fact that these are so simple when B = B(G) is responsible for that modules
are not absolutely indispensable when the dynamics is limited toB(G). But even then, modules
are still useful to guide thought and simplify arguments. A good example is Fagnola and Skeide
[FS07] and the successive examples with Bhat [BFS08], which contain results that even in the
B(G)–case could have been proved only with enormous difficulty when not having modules in
mind.) Let us see, why.
Let E ⊂ B(G, E ⊙ G) be a von Neumann B(G)–module. Since B(G) contains all rank-one
operators, E contains all rank-one operators of the form (x ⊙ idG)g′g∗ = (x ⊙ g′)g∗ (x ∈ E and
g, g′ ∈ G). Since the x ⊙ g′ are total in E ⊙ G, the closed linear space is K(G, E ⊙ G), and
since E is strongly closed, we have E = B(G, E ⊙ G). We know that Ba(E) ⊂ B(E ⊙ G), in
general. But, of course, every operator on E ⊙ G leaves the module B(G, E ⊙ G) invariant, so
Ba(E) = B(E⊙G). We see, the category of von NeumannB(G)–modules is naturally equivalent
to the category of Hilbert spaces.
From now on we will write H = E ⊙G.
Whenever dim H is infinite and not smaller than dimG, it is easy to see that E does not
only admit a complete quasi orthonormal system but a complete orthonormal system (that is,
〈es, es〉 = 1 for all s), that is, a (topological) module basis and, hence, is trivial. (Simply slice
H into copies of G.) Of course, if dimH < dimG, then B(G,H) does not admit unit vectors
(that is, isometries in B(G,H)).[v] But, right in the case dim H = dimG ≥ ℵ0, the cardinality of
complete orthonormal system is never unique. (We may slice H = G into n copies of G for any
cardinality n ≤ dimG.)[w]
Now, let E = B(G,H) be a von Neumann B(G)–correspondence. Taking into account that
in the category of von Neumann correspondences, G is really a Morita equivalence from B(G)
to C, as in the discussion of Morita equivalence starting after Remark 7.4, we get
E = G ⊙¯s G∗ ⊙¯s E ⊙¯s G ⊙¯s G∗ = G ⊙¯s H ⊙¯s G∗ = G ⊗ H ⊗G∗s = B(G,G ⊗ H),
[v] It is noteworthy that even for general von Neumann modules, missing dimension of H (and being not strongly
full, of course) is the only reason for failing to have a complete orthonormal system: For every strongly full von
Neumann B–module E there is a cardinality n such that Ens  Bns. (See the discussion leading to [Ske09c,
Corollary 4.3].) Or, better, for every von Neumann module, we can find n such that En
s
 Bn
E
s
.
[w] Be aware that for Hilbert modules the cardinality of a complete quasi normal system (if it exists) is unique.
(See, for instance, Landi and Pavlov [LP12, Proposition 3.1].) Of course, complete, for Hilbert modules, means
that the B–linear combinations are norm dense, while, for von Neumann modules, they need be only strongly
dense. A Hilbert B–module over a von Neumann algebra B with an infinite complete orthonormal system (as
Hilbert module) can never be a von Neumann module, unless the von Neumann algebra B is finite-dimensional.
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with the C–correspondence (that is, the Hilbert space) H := G∗ ⊙¯s E ⊙¯s G = G∗ ⊙ E ⊙ G. We
see that H = E ⊙ G = G ⊗ H with the canonical left action of B(G) as B(G) ⊗ idH. We see
that, again, the category of von Neumann B(G)–correspondences is naturally equivalent to the
category of Hilbert spaces; just the Hilbert space “belonging” to E is not H but H. The passage
between morphisms is established by the map idG∗ ⊙ • ⊙ idG : Ba(E1, E2) → B(H1,H2) and its
inverse idG ⊗ • ⊗ idG∗ : B(H1,H2)→ Ba(E1, E2).
They are even equivalent as tensor categories:
The tensor product of two von Neumann correspondences E1 = B(G,G ⊗ H1) and E2 =
B(G,G ⊗ H2) is, obviously, E1 ⊙¯s E2 = B(G,G ⊗ H1 ⊗ H2). Note that, in view of Remark A.4,
we may identify x1 ⊙ y2 with (x1 ⊗ idH2)y2 (operator multiplication). Applying this to the Fock
modules we get F(E) = B(G,G ⊗ F(H)) and IΓ(E) = B(G,G ⊗ IΓ(H)). Recalling the operators
on these Fock modules are B(G⊗F(H)) and B(G⊗ IΓ(H)), we recover the famous form of Fock
space F(H) or IΓ(H) tensor initial space G, on which in quantum probability for dynamics on
B(G) dilations are modelled. However:
A.6 Observation. It is noteworthy that the order of factors in H = G ⊗H comes naturally from
the operation of Morita equivalence of correspondences. The formula x1 ⊙ y2 = (x1 ⊗ idH2)y2,
underlines that we are doing “the right thing”. Indeed, if we opted to identify E withB(G,H⊗G)
(of course, possible), then we would meet a flip involved either in the analogue formula, or in
that the tensor product of E1 and E2 would have to be B(G,G ⊗ H2 ⊗ H1). This shows that
the habit in quantum probability of writing the “initial space” G on the right, is likely to cause
unnecessary flips in formulae. The same applies to the habit to write the factorization of the
Fock space as past tensor future; not for nothing, in the time ordered Fock module, the future
is on the left of the past. Theorems like the one whose von Neumann version we just proved in
(ii), would not work, tensoring the unit (which stand for a piece of future) from the other side.
Note that E = B(G,G ⊗H) may be identified with B(G) ⊗¯s H via B(G,G ⊗H) ∋ b⊗ x : g 7→
bg ⊗ x. (Of course, while the formula x1 ⊙ y2 = (x1 ⊗ idH2)y2 makes sense and gives the right
thing also here, the tensor product may also be recovered as (b1⊗h1)⊙ (b2⊗h2) = b1b2⊗h1⊗h2;
so also in multiple tensor products, the elements of the Hilbert spaces Hi are tensored, while
the algebra elements are multiplied together. It might be worthwhile to compare this with the
tensor products of the GNS-constructions in Section 16, which also have the form Hilbert space
tensor algebra but in different order and with a nontrivial left action.) Note, too, that for every
ONB
(
es
)
of H, the elements 1 ⊗ es form a complete orthonormal system for E.
A.7 Example. Let T be a normal CP-map on B(G) and denote by E ∋ ξ its (strongly closed)
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GNS-construction. Then ξ =
∑
s cs ⊗ es (with cs = 〈1 ⊗ es, ξ〉 ∈ B(G)), so
T =
∑
s
c∗s • cs
(Kraus decomposition). Moreover, if F ∋ ζ is another von Neumann B(G)–correspondence
such that T = 〈ζ, •ζ〉 = ∑t d∗t • dt (where the dt form the Kraus decomposition arising from
some ONB
(
ft
)
of G := G∗ ⊙¯s F ⊙¯s G), then, as we know, ξ 7→ ζ extends as a bilinear isometry
v : E → F. It, therefore, has the form v = idG ⊗υ, where υ is a (unique) isometry H → G. We
conclude:
• dimG ≥ dimH. Therefore, the minimal cardinality of a Kraus decomposition of T is
dimH.
• dt =
∑
s υt,scs, where υt,s := 〈 ft, υes〉, and cs =
∑
t υ¯t,sdt. So, all Kraus decompositions of
T have the same strongly closed linear span.
Of course, just cardinality is not a meaningful notion of minimality for Kraus decomposition.
A Kraus decomposition would merit to be called minimal, if no dt can be taken away still main-
taining the same strongly closed linear space, that is, if the dt are strongly linearly independent
in some sense. It is noteworthy that numerical coefficients occurring the preceding sums are
square summable. Therefore:
Definition. The Kraus decomposition
(
dt
)
is minimal, if the dt are strongly ℓ
2–linearly inde-
pendent, that is, if
∑
t λ¯tdt = 0 for some square summable coefficients
(
λt
)
in C implies that
λt = 0 for all t.
We show the following folklore with our methods.
Theorem. The Kraus decomposition
(
dt
)
for T is minimal if and only of the corresponding pair
(F, ζ) is the GNS-construction of T .
Proof. First, observe that the family
(
λt
)
being square summable, means exactly g :=
∑
t ftλt
defines a vector in G. Therefore, the condition
∑
t λ¯tdt = 0, means exactly that 〈1 ⊗ g, ζ〉 = 0.
Since 1⊗g is central, this means 〈1⊗g, y〉 = 0 for all y in the correspondence strongly generated
by ζ. Therefore, admitting nonzero solutions g or not, is equivalent to the GNS-correspondence
(sitting as what ζ generates in (F, ζ)) admitting nontrivial complement or not.
Note that (F, ζ) being the GNS-construction is equivalent to the more frequent notion of
minimality for Kraus decomposition that the vectors bdt ⊗ ft form a total subset of G ⊗G.
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(iv) The commutant of von Neumann correspondences and “translations”
Apart from communicating a different point of view on von Neumann modules and correspon-
dences, which are of independent interest and make part of a complete picture of the subject of
these notes, the present subsection serves, in particular, to put our result into perspective with
some earlier work which has that different point of view. The number of results that fall under
this duality of points of view, called commutant, is enormous, and we cannot even give an ap-
proximately complete account, here. While there do exist the surveys Skeide [Ske05b, Ske08b]
(to which we also will refer for some aspects), they do not cover all parts of the picture relevant
for us. A result of this fact is that we cannot base the discussion on a single reference, but have
to explore the context to some extent directly.
A.8 Remark. It all started with Bhat and Skeide [BS00] and Muhly and Solel [MS02]. After
in [BS00] the problem of finding a dilation of a one-parameter CP-semigroup on a (unital)
C∗–algebra B has been solved with the help of a product system of correspondences over B,
for a von Neumann algebra B ⊂ B(G) [MS02] presented the same dilation but constructed with
the help of a product system of von Neumann correspondences over the commutant of B, B′.
(The dilations are the same, simply because they both are minimal, and the minimal dilation
is unique.) The natural question how these two constructions are related, has been answered
in Skeide [Ske03]: By the commutant of von Neumann correspondences. The commutant of a
von Neumann B–correspondence (introduced in [Ske03] and, independently and for different
purposes under the name of σ–dual where σ is a faithful normal representation of B that has to
be chosen, by Muhly and Solel [MS04]) is a von Neumann B′–correspondence. [Ske03] points
out that the product system of [MS02] is the commutant of the product system of[BS00]. The
commutant has been generalized to the commutant of von Neumann A–B–correspondences
(first, in Muhly and Solel [MS05], under the name of ρ–σ–dual, and, then in Skeide [Ske06b]),
resulting in von Neumann B′–A′–correspondences. With this, Skeide [Ske09c] points out that
also all the other ingredients of the constructions of [BS00] and of [MS02] translate into each
other. (See also [Ske08b, Section 6].)
Some more instances:
• In the presence of cyclic separating vectors, the commutant of GNS-correspondences
extends to a duality between normal Markov maps T : A → B and T ′ : B′ → A′, first
observed by Albeverio and Hoegh-Krohn [AHK78]. Gohm and Skeide [GS05] exploit
this to translate existence of quasi orthonormal systems into existence of so-called weak
tensor dilations of Markov maps. Applying the duality of Markov maps to the canonical
embedding of a subalgebras B ofA intoA, taking into account also Tomita conjugation,
we recover the Accardi-Cecchini expectation A → B [AC82] (see also Longo [Lon84]),
which generalizes the conditional expectation to cases where the latter does not exist.
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• The paper [Ske03] also generalizes Arveson’s construction of an Arveson system for an
E0–semigroup onB(H), to the construction of a product system of von Neumann B′–cor-
respondences from an E0–semigroup on B
a(E) (also used by Alevras [Ale04] for the
special case of E0–semigroups on type II1 factors), and pointed out that it is the com-
mutant of all the other product systems of von Neumann B–correspondences for this
E0–semigroup (for instance, those constructed in these notes); this includes the relation
between the product systems in [BS00] and in [MS02]. As a special case, this includes
that the Arveson system of an E0–semigroup on B(H) is the commutant of the Arve-
son system constructed by Bhat [Bha96] (generalized in [Ske02] to E0–semigroups on
Ba(E)) and, therefore, anti-isomorphic to the latter. (The relation between that Arveson
system and the Bhat system by anti-isomorphism and how this generalizes to commu-
tants of product systems, is the motivating backbone of [Ske08b]; its detailed explanation
is distributed over the whole thing.)
• In the other direction, also the construction of E0–semigroups for product systems has two
versions. These can be summarized as constructing for a product system a left dilation
(see Section 12) or constructing a right dilation. Except for the terminology (which has
been introduced later in [Ske06a]), the two problems have been phrased, compared, and
resolved in the discrete one-parameter case in [Ske09c]; [Ske09c] is at the heart of every
solution of the continuous time one-parameter case for general product system ([Ske07,
Ske09a, Ske11, Ske16]) and motivated also the proofs for Arveson systems in [Ske06a,
Arv06], which, then, generalize to arbitrary product systems.
• The duality of Markov maps mentioned in the first issue, depends on the existence of
a pair of preserved faithful (normal) states. If (E, ξ) = GNS-T
s
, then the cyclic sep-
arating vectors serve to define the (cyclic!) element ξ′ in the commutant of E, E′,
that determines T ′ as 〈ξ′, •ξ′〉. Without that, we may construct the commutant of the
GNS-correspondence, yes, but we have no distinguished cyclic vector ξ′. This raises the
question to what the cyclic vector ξ for E corresponds for E′. In the case of B–corre-
spondences (so A = B), the answer is, the elements of E correspond to covariant rep-
resentations of E′; see Muhly and Solel [MS98], and many of their forthcoming papers.
This turns over to (sub)product systems and their units, respectively, covariant represen-
tations.
The last two issues of this remark will keep us busy in the remainder of this appendix. They
have to be understood by those who wish to understand better the relation between several of
those results that existed before (mainly the two- and the discrete d–parameter case) as they
have been produced exclusively in the commutant picture; trying to understand them in the
language of [BS00], was the starting point of this note.
190
A.9 Von Neumann B–modules vs representations of B′. Let E be a (pre-)Hilbert module
over a von Neumann algebra B ⊂ B(G). On the tensor product E ⊙ G, apart from the natural
action of Ba(E) as Ba(E) ⊙ idG, there is another natural action of those maps in B(G) that are
B–C–bimodule maps; these maps form the set Bbil(G) = B′, the commutant of B. With refer-
ence to the section entitled lifting commutants in Arveson’s [Arv69], we call the representation
ρ′ : b′ 7→ idE ⊙b′ the commutant lifting. A routine check shows that ρ′ is normal and, of course,
ρ′ is unital (turning E ⊙G into a von Neumann B′–C–correspondence).
For a B–bimodule M, we denote by CB(M) := {m ∈ M : bm = mb (b ∈ B)} its B–center.
For convenience, we repeat the following line (see Skeide [Ske05c, Section 2])
B E∗
E Ba(E)

′′
=

b′
ρ′(b′)
 : b′ ∈ B′

′
=
 B CB′(B(E ⊙G,G))
CB′(B(G, E ⊙G)) ρ′(B′)′
,
which tells us almost everything we have to know about ρ′. Immediately, we get the following
(two-part) double commutant theorem for von Neumann modules: (1), E is a von Neumann
B–module if and only if E = CB′(B(G, E ⊙ G)); and (2), if E is not a von Neumann module,
then CB′(B(G, E ⊙G)) is its unique minimal self-dual extension.[x]
We see, a von Neumann B–module E can be recovered from a normal unital representation
ρ′ of B′ on the Hilbert space H := E ⊙ G. The piece that is missing to obtain a full duality
between von Neumann B–modules and representations of B′, is the following result; see, for
instance, the proof of Muhly and Solel [MS02, Lemma 2.10]: If ρ′ is a unital representation of
B′ on a Hilbert space H, then ρ′ is normal (if and) only if spanCB′(B(G,H))G = H. (Roughly, if
ρ′ is normal and unital, then the middle term in the above line (without the ′) is a von Neumann
algebra on
G
H
 and idB′ ⊕ρ′ is an isomorphism fromB′ onto that von Neumann algebra. The result
follows by examining the central cover of pG in the commutant of that subalgebra of B
G
H
.) It
follows that the von Neumann B–module CB′(B(G,H)) acts nondegenerately on G so that (see
Footnote [a]) H  E ⊙G and, under this identification, ρ′(b′) = id⊙b′.
One easily verifies that E is strongly full if and only if ρ′ is faithful. More generally, if p is
the central projection such that pB = BE
s
and if q is the central projection such that qB = ker ρ′,
then p + q = idG.
[x] Provided that every bounded right linear map Φ from (the von Neumann B–module!) CB′ (B(G, E ⊙ G)) to
B gives rise to a bounded map Φ ⊙ idG (necessarily in CB′ (B(G, E ⊙ G))∗!), we see that the intertwiner module
CB′ (B(G, E ⊙G)) is self-dual; see [Rie74, Proposition 6.10] or [Ske05c, Section 3].
The question if Φ ⊙ idG (well-defined on the algebraic tensor product E ⊙ G) is bounded, seems to be crucial
in all proofs of self-duality of von Neumann modules. Rieffel [Rie74] refers back to his older result [Rie69]
about Banach modules over C∗–algebras. Skeide [Ske05c, Remark 4.3] explains a direct proof for von Neumann
modules (recovered also in [BMSS12]). We would like to mention that the proof for (pre-)Hilbert modules in
Skeide [Ske00a, Lemma 3.9] (or [Ske01a, Lemma 2.3.7]) is incomplete, and we do not see a possibility how to fix
that directly. (The proof is correct if E is a von Neumann module.) The statement is, of course, true and folklore
in Hilbert module theory.
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A.10 Remark. Introducing, as in Skeide [Ske06b], the category of concrete von Neumann
B–modules as pairs (E,H) of subspaces E ⊂ B(G,H) fulfilling EB ⊂ E, E∗E ⊂ B, span EG =
H, and E = E
s
, with morphisms Ba(E1, E2), we get a true one-to-one correspondence with the
objects (ρ′,H) and the morphisms Bbil(H1,H2) of the category of normal unital representations
of B′. The category of von Neumann B–modules is naturally equivalent to both.
A.11 Example. Suppose we have the von Neumann B(G)–module E = B(G,H). So, B(G)′ =
idG C, ρ
′(idG z) : x ⊙ g 7→ x ⊙ gz, Ba(E) = ρ′(idG C)′ = B(H), and E = CidG C(B(G,H)) =
B(G,H).
Here is an example at the opposite extreme.
A.12 Example. Suppose G := L2(Ω) and B := L∞(Ω), so that B′ = B, and suppose ρ′ : B =
B′ → B(H) is a normal unital representation. Then E := CB(B(G,H)) is a von Neumann
B–module. Moreover, since B ∩ B′ = B 7→ id⊙B is a homomorphism onto the center of
B
a(E) = ρ′(B)′ (faithful if and only of ρ′ is faithful), we see that Ba(E)′ = ρ′(B) = Ba(E) ∩
Ba(E)′ ⊂ Ba(E). Therefore, Ba(E) is a type I von Neumann algebra and, up to (algebraic)
isomorphism, every type I von Neumann algebra may be obtained that way.
A.13 Von Neumann correspondences vs commuting pairs of representations. If we have a
von NeumannA–B–correspondence E, then apart from the commutant lifting, which captures
everything regarding the von Neumann B–module structure of E, we have the Stinespring rep-
resentation ρ : A → Ba(E) → B(E ⊙G) ofA. Since ρ(A) ⊂ Ba(E) = ρ′(B′)′, the ranges of ρ′
and ρ mutually commute. Clearly, Ba,bil(E) = ρ′(B′)′ ∩ ρ(A)′.
In general, by a commuting pair of representations (ρ′, ρ,H), we mean that ρ′ : B′ → B(H)
and ρ : A → B(H) are normal unital representations with mutually commuting ranges. In
the same way as representations (ρ′,H) correspond to (concrete) von Neumann B–modules E
(and the morphisms Ba(E1, E2) = B
bil(B′H1, B′H2)), the commuting pairs (ρ′, ρ,H) correspond
to (concrete) von Neumann A–B–correspondences E (and the morphisms Ba,bil(E1, E2) =
Bbil(B′H1, B′H2) ∩ Bbil(AH1,AH2)); see again [Ske06b].
The functor called commutant, is best understood in in the concrete categories. So, if
we have a commuting pair (ρ′, ρ,H) we may define the von Neumann A–B–correspondence
E := CB′(B(G,H)), that is, considering ρ′ as commutant lifting and turning the corresponding
von Neumann B–module into a correspondence via the Stinespring representation ρ. But, we
also may look at the pair as (ρ, ρ′,H), considering ρ as commutant lifting (recall that also A
is a von Neumann algebra, so A = A′′ ⊂ B(K)) resulting into a von Neumann A′–module
E′ := CA(B(K,H)) turned into a von Neumann B′–A′–correspondence via the Stinespring
representation ρ′. Clearly, since also the morphisms are identical, we have a one-to-one functor
between the category of concrete von Neumann A–B–correspondences and the category of
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concrete von Neumann B′–A′–correspondences, generalizing (clearly!) the commutant of von
Neumann algebras (considering B ⊂ B(G) the trivial correspondence over itself).
A.14 Example. For A′ = A = C ⊂ B(C), we get that the commutant of the von Neumann
B–module E = CB′(B(G,H)) considered as C–B–correspondence, is E′ = CC(B(C,H)) = B′H.
A.15 Example. If E = B(G,G ⊗ H) is a von Neumann B(G)–correspondence (see Subsection
A(iii)), then
E′ = CB(G)(B(G,G ⊗ H)) = idG ⊗H  H
is the Hilbert space H.
A.16 Example. Let T : B(K) ⊃ A → B ⊂ B(G) a normal CP-map and denote by E the strong
closure of its GNS-correspondence. Then E′ := CA(B(K,E ⊙G)) is what is called the Arveson
Stinespring correspondence in Muhly and Solel [MS02]. The map ξ∗ ∈ E∗ = CB′(B(E⊙G,G))
gives rise to a map η′ : E′ → B(K,G) via η′(x′) = ξ∗x′. Since T is contractive, η is completely
contractive, it fulfills
η′(b′x′a′) = b′η′(x′)a′,
and it is σ–weakly continuous. IfA = B, then η′(b′1x′b′2) = b′1η′(x′)b′2.
In general, a linear map η from aB–correspondence E intoB(H) is called a covariant repre-
sentation if (it is σ–weakly continuous and if) there exists a nondegenerate (normal) represen-
tation π such that η(b1xb2) = π(b1)η(x)π(b2). One may show that every completely contractive
σ–weakly continuous covariant representation η has the form η(x) = Ξ′∗(x ⊙ idG) where Ξ′ is a
unique element of CB(B(H, E ⊙H)). Obviously, T ′ = 〈Ξ′, •Ξ′〉 defines a CP-map on π(B)′, and
doing to that CP-map as before, gives back η.
We see, a normal CP-map on B ⊂ B(G) may be captured either by a von Neumann
B–correspondence E with a vector ξ ∈ E or by a von Neumann B′–correspondence E′ with
completely contractive σ–weakly continuous covariant representation on G where π′ = idB′ is
the defining representation of B′.
The following observation is necessary knowledge for working with commutants of von
Neumann correspondences. For comparing structures that involve tensor products, to be dis-
cussed in the sequel, the observation is absolutely crucial.
A.17 Observation. In the concrete categories (that is, when E = CB′(B(G,H)) and when E′ =
CA(B(K,H))), as explained in Footnote [a], we have that E ⊙G is canonically isomorphic to H
via x⊙ g 7→ xg and that E′ ⊙K is canonically isomorphic to H via x′ ⊙ k 7→ x′k. Of course, this
means
E ⊙G  E′ ⊙ K
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“in some way”. But in writing x ⊙ g“=”∑ x′
i
⊙ ki (meaning that xg =
∑
x′
i
ki ∈ H) or x′ ⊙
k“=”
∑
xi ⊙ gi (meaning that x′k =
∑
xigi ∈ H), there is northing canonical. It just means that
there is the possibility of writing any element of H as h =
∑
xigi =
∑
x′
i
ki and that the same
element h ∈ H corresponds to ∑ xi ⊙ gi ∈ E ⊙G and to∑ x′i ⊙ ki ∈ E′ ⊙ K. The more important
it is to notice that these identifications, indeed, intertwine the correct actions of B′ and A on
E ⊙G  H  E′ ⊙ K. For b′ ∈ B′ we find
(idE ⊙b′)
(∑
xi ⊙ gi
)
=
∑
xi ⊙ b′gi “=”
∑
xib
′gi = ρ′(b′)
(∑
xigi
)
= ρ′(b′)
(∑
x′iki
)
“=” (b′ ⊙ idK)
(∑
x′i ⊙ ki
)
,
and likewise for the action of a ∈ A.
A.18 The tensor product under commutant. Let A ⊂ B(K), B ⊂ B(G), C ⊂ B(L) be
von Neumann algebras, and let E and F be a von Neumann A–B–correspondence and a von
Neumann B–C–correspondence, respectively. Then, in order to construct their von Neumann
tensor product, we have to construct theirC∗–tensor product E⊙F, to embed this as (E⊙F)⊙ idL
intoB(L, (E⊙F)⊙L), and to take the strong closure E ⊙¯sF := (E ⊙ F) ⊙ idL
s
inB(L, (E⊙F)⊙L).
Instead of the last step, we also may compute
E ⊙¯s F = CC′(B(L, (E ⊙ F) ⊙ L)),
where the Hilbert space (E ⊙ F)⊙ L carries the commutant lifting σ′ : c′ 7→ idE⊙F ⊙ c′ of C′ and
the Stinespring representation σ : a 7→ a ⊙ idF⊙L. Actually, we have
(E ⊙ F) ⊙ L = E ⊙ F ⊙ L = E ⊙ (F ⊙ L),
as in any tensor category, and we used that already in the definition of σ. We have
F ⊙ L “=” F′ ⊙G,
as explained in Observation A.17. We have a canonical(!) isomorphism
E ⊙ (F′ ⊙G)  F′ ⊙ (E ⊙G)
via the flip x ⊙ (y′ ⊙ g) 7→ y′ ⊙ (x ⊙ g). Plugging in ax for x and c′y′ for y′, we see that
this flip intertwines the canonical actions of A and of C′ on these spaces. (This is actually
true for all Ba(E) and all Ba(F′), respectively, which are sent to a commuting pair acting on
E ⊙ F′ ⊙G = F′ ⊙ E ⊙G.) We have, again,
E ⊙G “=” E′ ⊙ K,
as explained in Observation A.17. And, again, we have
F′ ⊙ (E′ ⊙ K) = F′ ⊙ E′ ⊙ K = (F′ ⊙ E′) ⊙ K.
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Altogether, we have
(E ⊙ F) ⊙ L = E ⊙ (F ⊙ L) “=” E ⊙ (F′ ⊙G)
 F′ ⊙ (E ⊙G) “=” F′ ⊙ (E′ ⊙ K) = (F′ ⊙ E′) ⊙ K,
including the transformation of the commutant lifting σ′ into the Stinespring representation and
the transformation of the Stinespring representation σ into the commutant lifting. We see:
(E ⊙¯s F)′ “=” F′ ⊙¯s E′,
that is, the tensor product is anti-multiplicative under commutant.
A once-for-all computation shows that in (D ⊙¯s E ⊙¯s F)′ “=” F′ ⊙¯s E′ ⊙ D′ it does not
matter the commutant of which tensor product we compute first; under the identifications
from Observation A.17 (basically going back to those in Footnote [a]), it is as associative as
the tensor product in a tensor category. The result is a rule of thumb: For von Neumann
Bi–Bi−1–correspondences Ei (i = 1, . . . , n) over von Neumann algebras Bi ⊂ B(Gi), compute
En ⊙ . . . ⊙ E2 ⊙ E1 ⊙G0 = En ⊙ . . . ⊙ E2 ⊙ E′1 ⊙G1 = E′1 ⊙ En ⊙ . . . ⊙ E2 ⊙G1
= E′1 ⊙ E′2 ⊙ En ⊙ . . . ⊙ E3 ⊙G2 = . . . = E′1 ⊙ E′2 ⊙ . . . ⊙ E′n ⊙Gn,
and it does not matter if we insert a computation of
(
(En ⊙¯s . . . ⊙¯s Em+1) ⊙¯s (Em ⊙¯s . . . ⊙¯s E1)
)′
=
(Em ⊙¯s . . . ⊙¯s E1)′ ⊙¯s (En ⊙¯s . . . ⊙¯s Em+1)′ before.
A.19 Product systems under commutant. Recall that (as always, in the sense of Observation
A.17), Ba,bil(E) = Ba,bil(E′). Therefore, if we have isomorphisms us,t : Es ⊙¯s Et → Est this gives
rise to isomorphisms u′t,s := us,t : E
′
t ⊙¯s E′s → E′st. A moment’s thought shows that if E ⊙¯
s
is a
product system over S, then the u′t,s turn the E
′
t into a product system over S
op.
Likewise the commutant of the GNS-subproduct system (of von Neumann correspondences)
of a normal CP-semigroup T on B ⊂ B(G) over Sop is the subproduct system of Arveson-
Stinespring correspondences in [MS02]. Since inductive limits are stable under commutant,
the inductive limit in [BS00] embedding the GNS-subproduct system into a product system,
translates into the inductive limit from [MS02] doing the same for the Arveson-Stinespring
subproduct system. The covariant representations η′t of E
′
t on B(G) constructed from the unit
ξ⊙ for E⊙, fulfill η′st(x
′
ty
′
s) = η
′
t(x
′
t)η
′
s(y
′
s). (Recall that the st in η
′
st is the product of s and t in S,
hence, the product of t and s in Sop.)
A.20 Left dilations under commutant. Let the vt : E ⊙¯s Et → E form a left dilation of the
product system E ⊙¯
s
to the (strongly full!) von Neumann B–module E. Recall from Example
A.14 that E has the commutant E′ = B′(E ⊙ G) =: B′H. The v′t := vt ∈ Bbil(B′(E′t ⊙ H), B′H)
form what is called a right dilation of the product system E′ ⊙¯
s
(over Sop!) to the (faithful!)
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von Neumann B′–C–correspondence H, that is, the v′t are unitary and with the product x′th :=
v′t(x
′
t ⊙ h), we have x′t(y′sh) = (x′ty′s)h.
The right dilation gives rise to an E0–semigroup v
′
t(id
′
t ⊙•)v′∗t on Bbil(H) = ρ′(B′)′ = Ba(E)
which coincides with the ϑ constructed from the left dilation vt. It is noteworthy (and has already
been described in [Ske03]) that the product system E′ ⊙¯
s
may be recovered as
E′t = CBa(E)(B(H, ϑtH))
(taking into account that this is a von Neumann correspondence over ρ′(B′) and that ρ′ is faith-
ful) with product system structure x′ty
′
s really given by operator multiplication in B(H).
A.21 Dilations under commutant. Via η̂′t(x
′
t)h = x
′
th, the concept of right dilation is equiv-
alent to the concept of faithful nondegenerate normal representation of the product sys-
tem E′ ⊙¯
s
, namely, a family of injective maps η̂′t : E
′
t → B(H) (not Bbil(H)!) that fulfills
span η̂′t(E
′
t )H = H (nondegeneracy), η̂
′
st(x
′
ty
′
s) = η̂
′
t(x
′
t )̂η
′
s(y
′
s) and η̂
′
t(x
′
t)
∗η̂′t(y
′
t) = ρ
′(〈x′t , y′t〉).
(By the latter property, η̂′t is necessarily completely contractive, and normal really means there
is a normal extension of a σ–weak map to the linking algebra.) It is noteworthy that η̂′t together
with the projection p = ξξ∗ ⊙ idG) is what is called an isometric fully coisometric dilation of
the completely contractive covariant representation η′t in [MS02]. In fact, the approach to con-
structing dilations of CP-semigroups based on [MS02], is by, first, (where possible) embedding
the Arveson-Stinespring subproduct system into a product system and, then, find an isometric
dilation of the covariant representation with which the product system comes shipped. Namely:
p̂η′t p = η
′
t .
We see that finding a(n endomorphic) dilation of T is the same as finding a(n isometric)
dilation of the family η′t . Note, however, that for the former we need not know what a product
system is, while the latter without product systems cannot even be formulated. (Closely related
is the notion of elementary dilation of T [Ske11, Ske16], namely, an embedding ϕ : B → A
and a semigroup
(
ct
)
inA such that ϕ ◦ Tt(b) = c∗t ϕ(b)ct, mentioned already in Footnote [f].)
We stop our brief account on commutants and how this relates our results (based on [BS00])
to other result (based on [MS02]). The commutant of product systems A.19 has been introduced
in [Ske03] and discussed further in [Ske09c]. The latter also discusses the relation between
left dilations and right dilations A.20 the relation of the latter with representation of product
systems from A.21. The relation with (isometric) dilations of covariant representation in A.21,
is explained carefully in [Ske08a]. Among other things addressed in [Ske05b, Ske08b], these
surveys also discuss carefully the Hilbert space case, that it, E0–semigroups ϑ on B(H). In
particular, it is explained that the Arveson system of ϑ (intertwiners) is the commutant of the
Bhat system of ϑ (with a unit vector ξ, inputting p = ξξ∗ in Theorem 9.1) and that, therefore,
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they are anti-isomorphic and (by Tsirelson [Tsi00]) the two need not be isomorphic.[y]
[y]Connes [Con80] looked at Hilbert spaces H that are A–B–bimodules over W∗–algebras A and B. In other
words, we have a commuting pair (ρ◦, ρ,H) of (unital normal) representations of the opposite W∗–algebra of
B, B◦, and of A. Of course, if we represent A and B as von Neumann algebras, then we are exactly in the
representation picture of von NeumannA–B◦′–correspondences. In particular, if we opt to have B (hence, B◦) in
standard representation, then by Tomita conjugation we get B◦  B′. (Already mentioned in [Ske06b, Remark
4.3].) Following the presentation in Takesaki [Tak03, Section IX.3], by how the action of the operator space
L := Lψ(D(H, ψ)) is defined in[Tak03, Equation (11)] and by [Tak03, Lemma 3.3(iii)], L is (a strongly closed
submodule of)CN◦ (B(L
2(N),H)). By how the inner product is defined in [Tak03, Equation (23)], the fusion product
of two Connes correspondences is exactly the commuting pair picture of the tensor product of the corresponding
von Neumann correspondences. (Mentioned after [Ske08b, Remark 6.3] and recovered in [BMSS12]. See also
Thom [Tho11].)
The commuting pair picture of von Neumann correspondences is, therefore, a generalization of Connes corre-
spondences and the tensor product of the former includes the fusion product of the latter. Unlike the latter, the
former does not depend on tools like Tomita-Takesaki theory and standard representation, and the formulae do not
depend manifestly on the choice of a faithful semi-finite normal weight.
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B Automatic adjointability of coisometries
B.1 Lemma. Let E be a HilbertB–module and let E0 be a closed submodule of E. If a ∈ Br(E)
is a contractive idempotent with aE = E0, then a is a projection (that is, apart from being
idempotent, a is adjointable and a∗ = a).
Proof. Let us first prove the statement for Hilbert spaces. In that case there exists a projection
p onto E0. We write a = p + b, where b := a − p = a(idE −p). So, ab = b = b(idE −p). For all
x ∈ (idE −p)E and λ ∈ C, we get a(x + λbx) = a(idE −p)x + λbx = (1 + λ)bx. Taking also into
account that x = (idE −p)x and bx = pbx are orthogonal, we get
‖a‖2 ≥ (λ + 1)
2 ‖bx‖2
λ2 ‖bx‖2 + ‖x‖2
whenever x , 0. Assume b , 0, so that there is x = (idE −p)x such that bx , 0 (and, a fortiori,
x , 0). We get
‖a‖2 ≥ (λ + 1)
2
λ2 +
‖x‖2
‖bx‖2
=
λ2 + 2λ + 1
λ2 +
‖x‖2
‖bx‖2
> 1
whenever 2λ + 1 > ‖x‖
2
‖bx‖2 . In other words, if b , 0 then a is not a contraction. Since a is a
contraction, b = 0 and a = p = a∗.
Now suppose we are in the general situation of the lemma. Choose a faithful representation
of B on a Hilbert space G and put H := E ⊙ G. Then the operator a ⊙ idG is a contractive
idempotent on H. Therefore, by the first part, it is self-adjoint. It follows
〈g, 〈ax, x′〉g′〉 = 〈(a ⊙ idG)(x ⊙ g), x′ ⊙ g′〉 = 〈x ⊙ g, (a ⊙ idG)(x′ ⊙ g′)〉 = 〈g, 〈x, ax′〉g′〉
for all x, x′ ∈ E and for all g, g′ ∈ G, so, 〈ax, x′〉 = 〈x, ax′〉 for all x, x′ ∈ E.
B.2 Corollary. Let E and F denote Hilbert B–modules and let E0 be a closed submodule of E.
Then every contraction w ∈ Br(E, F) that restricts to a unitary u : E0 → F is adjointable.
Proof. Denote by i : E0 → E the canonical injection and put a := iu∗w : E → F → E0 → E.
Then a is as in the lemma and, therefore, is the projection onto E0. In particular, i is adjointable
and i∗i = idE0 . So, w = ui
∗a : E → E → E0 → F is adjointable.
B.3 Observation. Of course, E0 is necessarily closed. It is also unique. (Indeed, E0 is the
complement of ker a = kerw.) By the corollary, a coisometry is always adjointable.
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C Intersections in tensor products
Is the intersection property (E1 ⊙ F1) ∩ (E2 ⊙ F2) = (E1 ∩ E2) ⊙ (F1 ∩ F2) true? If yes, this
would guarantee that the intersection of (super)(sub)product subsystems of (super)(sub)product
systems is again a (super)(sub)product subsystem. The inclusion of the R.H.S. in the L.H.S.
is obvious, guaranteeing that the intersection of superproduct systems is indeed again a super-
product system. It is also clear that showing the intersection property for two, by well-ordering
the index set and transfinite induction we get the intersection property for arbitrary families of
subsystems. So let us concentrate on the intersection of two.
It is folklore, but probably not too well-known, that the intersection property is true for the
tensor product of vector spaces. Let us, therefore, discuss this case first.
Let V and W be vector spaces with subspaces V0 and W0, respectively. V0 ⊗W0 ∋ x ⊗ y 7→
x⊗y ∈ V ⊗W identifies V0⊗W0 with the subspace of V ⊗W spanned by simple tensors from V0
andW0. The injection is well-defined by the universal property of the tensor product. Injectivity
is seen by extending a basis B0 of V0 to a basis B of V and a basis C0 ofW0 to a basis ofW, and
by the fact that the simple tensors of basis vectors form a basis of the tensor product.
C.1 Observation. So far, this remains true for the tensor product of correspondences, with or
without completion or strong closure, just because the embedding defined in the same way is,
clearly, isometric.
Recall that for any basis B of a vector space V , We have the dual basis ϕb (b ∈ B) of linear
functionals on V defined by ϕbb
′ = δb,b′ .
C.2 Lemma. (V1 ∩ V2) ⊗ (W1 ∩W2) = (V1 ⊗W1) ∩ (V2 ⊗W2).
Proof. Only the inclusion ⊃ requires thought. Choose bases B0 and C0 for V0 := V1 ∩ V2 and
W0 := W1 ∩ W2, respectively. Extend the bases B0 and C0 to bases Bi of Vi and Ci of Wi,
respectively. Since both sides are, clearly, contained in (spanV1 ∪ V2) ⊗ (spanW1 ∪ W2), it is
sufficient to show the statement when, spanV1 ∪V2 = V and spanW1 ∪W2 = W. It follows that
the three sets Bi\B0 and B0 (Ci\C0 and C0) are disjoint and that their union B (C) is a basis for
V (W). Suppose u =
∑
b∈B,c∈C b ⊗ cλb,c is in (V1 ⊗W1) ∩ (V2 ⊗W2). Since u ∈ V1 ⊗W we get
λb,c = (ϕb ⊗ ϕc)u = 0 whenever, b < B1; likewise for b < B2, so, b ∈ B0 whenever λb,c , 0.
Likewise, c ∈ C0 for every such λb,c. So, u ∈ span B0 ⊗ C0 = (V1 ∩ V2) ⊗ (W1 ∩W2).
It would be tempting to imitate that proof for Hilbert spaces replacing bases with ONBs.
But in general it is not possible to to choose the sets B0, B1, B2 such that B1\B0 and B2\B0 are
mutually orthogonal. And for von Neumann modules the products of elements from QONBs
are still complete, yes, but they need no longer be orthogonal.
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One also might assume that the intersection property for vector spaces turns over to the
algebraic tensor product over an algebra, because the latter is a quotient of the former. But, the
following example shows that quotienting and intersection need not be compatible.
C.3 Example. Let V = C3 and define the subspaces V1 = C

1
1
0
, V2 = C

0
1
1
, and N =

C
0
C
. Then
V0 := V1 ∩ V2 = {0}. Define any seminorm on V that has kernel N, and define W := V/N = C
and Wi := Vi + N = {x + N : x ∈ Vi} ⊂ W (i = 0, 1, 2). Then W0 = {0}, but W1 = W2 = C, so,
W1 ∩W2 , W0.
We do not know if an example with similar behaviour can be obtained for the (algebraic
or topological) tensor products of correspondences. But, Observation C.5 tells us that the
intersection property holds for tensor products of von Neumann correspondences, and finite-
dimensional correspondences as their (algebraic or topological) tensor products are von Neu-
mann correspondences. So if a counter example for C∗–correspondences can be obtained, it
cannot be obtained that easily.
C.4 Proposition. Let V and W be Hilbert spaces and suppose that the occurring subspaces
are closed. Then Lemma C.2 remains true replacing the algebraic tensor product with that of
Hilbert spaces.
Proof. Denote by pi the projections onto the subspaces Vi. It is well known that the projection
p0 onto the intersection V0 := V1 ∩ V2 can be obtained as strong limit
p0 = lim
n→∞
p1(p2p1)
n.
(Indeed, p1(p2p1)
n ≥ p1(p2p1)n+1 ≥ 0, so the limit p0 exists. Clearly, p0 is a projection fulfilling
p1p0 = p0, hence, p0 ≤ p1. Clearly, p0(1 − p2)p0 = p0 − p0 = 0, so p2p0 = p0, hence, p0 ≤ p2.
Clearly, qp0 = q for each projection q ≤ pi (i = 1, 2), so q ≤ p0. Hence, p0 = p1 ∧ p2.) The
same holds for the analogue projection qi ontoWi. Clearly, the projection onto Vi⊗Wi is pi⊗qi.
The projection onto (V1 ⊗W1) ∩ (V2 ⊗W2) can be obtained as
lim
n→∞
((p1 ⊗ q1))((p2 ⊗ q2)(p1 ⊗ q1))n = lim
n→∞
(p1(p2p1)
n) ⊗ (q1(q2q1)n) = p0 ⊗ q0,
so it coincides with the projection onto V0 ⊗W0.
C.5 Observation. Since also strongly closed submodules of a von Neumann module E ⊂
B(G,H) are characterized by projections in B(H), and since the last computation in the proof
does not depend on that the projections labeled by 1 and 2 are in tensor position, but hold for
arbitrary mutually commuting tuples of projections (pi) and (qi), the proof goes through also
for the tensor product of von Neumann correspondences.
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D The time ordered Fock module
The symmetric Fock space Γ(H) over a Hilbert space H may be defined as the subspace of the
full Fock space F (H) := ⊕
n∈N0 H
⊗n (H⊗0 = ωC with the vacuum unit vector ω) spanned by
the symmetric tensors x ⊗ . . . ⊗ x and ω. See Skeide [Ske01a, Proposition 8.1.4] for why this
coincides with the usual definition where to each summand H⊗n we apply the symmetrization
projection
pn : x1 ⊗ . . . ⊗ xn 7−→
1
n!
∑
σ∈S n
xσ(1) ⊗ . . . ⊗ xσ(n).
It is well known that Γ(H ⊕ G)  Γ(H) ⊗ Γ(G) in a canonical fashion (in the first place, this
means in an associative way). However, already writing down the usual way to do that
√
n!pn(x1 ⊗ . . .⊗ xn)⊗
√
m!pm(y1 ⊗ . . .⊗ ym) 7−→
√
(n + m)!pn+m(x1 ⊗ . . .⊗ xn ⊗ y1 ⊗ . . .⊗ ym)
(see [Ske01a, Theorem 8.1.6]), shows that doing the natural thing, is quite a relative notion.
Effectively, it is better to consider that Γ(H) is (easily) spanned by the exponential vectors
e(x) :=
∑
n∈N0
x⊗n√
n!
(x ∈ H). Verifying that 〈e(x), e(x′)〉 = e〈x,x′〉, shows that (Γ(H), i : x 7→ e(x)) is the Kolmogorov
decomposition for the positive definite kernel (x, x′) 7→ e〈x,x′〉 on the set H. It is easy to verify
that the isomorphism Γ(H ⊕G) → Γ(H)⊗Γ(G) above with the nontrivial combinatorial factors,
is nothing but e(x) ⊗ e(y) 7→ e(x ⊕ y).
One might be tempted to try the same for the full Fock module F (E) := ⊕
n∈N0 E
⊙n over
a B–correspondence E (B ∋ 1), whereE⊙0 = ωB with the central vacuum unit vector ω (iso-
morphic to B via ω 7→ 1). However, (without further structure, like E being centered Skeide
[Ske98] or generated by other elements fulfilling ‘good’ commutation relations (Accardi and
Skeide [AS00]; see [Ske01a, Chapter 8]) the possibilities end with the analogue of the defini-
tion of Γ(H) and the (still spanning!) exponential vectors. In fact, the projections pn may be
ill-defined (sending 0 = x1 ⊙ x2 to 12 x2 ⊙ x1 , 0), and e(x)⊙ e(y) 7→ e(x⊕ y) is rarely an isometry
(for instance, by the same x = x1 and y = x2 as in the preceding bracket). In general: There
is no ‘good’ symmetric Fock module (yet). However, in quantum probability and quantum dy-
namics, the ‘interesting’ symmetric Fock spaces are all of the type Γ(L2(Ω,K)) and the direct
sum decompositions of L2(Ω,K), usually, emerge from partitioning the measure space Ω into
two (or more) parts. Here, the partial commutativity of L2(Ω,K) = L2(Ω) ⊗ K (regarding the
function part) and presence of further structure on Ω (like the order structure of Ω = R), enable
us to improve the situation quite a bit. The result is the time ordered Fock module as intro-
duced in Bhat and Skeide [BS00, Section 11]. (In the case of Hilbert spaces it is known as the
Guichardet picture [Gui72] of the symmetric Fock space. Other names around are chronolog-
ical or time consecutive Fock space.) Today we would probably call it monotone Fock module
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in reference to the outstanding role it plays in monotone independence introduced by Lu [Lu97]
and Muraki [Mur97] in the scalar case, while Skeide [Ske04a] and M. Popa [Pop08] provided
the amalgamated version.
Recall that for each measure space Ω and correspondence F, the space L2(Ω, F) is defined
as external tensor product L2(Ω)⊗ F, the completion of the pre-C∗–correspondence L2(Ω)⊗ F
(over the same C∗–algebras as F) with its obvious structure. (See [Ske01a, Section 4.3] for
details.) It is not correct that the elements of L2(Ω, F) are representable as (equivalence classes
of) F–valued functions; see [Ske01a, Example 4.3.13]. So it is not justified to think of them as
functions. (On the other hand, while for Hilbert spaces it is true that every element of L2(Ω)⊗K
can be represented as a measurable, square-integrable K–valued function, we do not know a
reference that would guarantee that we get (up to measure 0) all measurable, square-integrable
K–valued functions, which do form a Hilbert space containing L2(Ω) ⊗ K, when K is nonsep-
arable.) However it is safe define operators in terms of operations on functions Ω → F, when
restricting to f ⊗ y : α 7→ f (α)y for f from a subset of “nice” functions total in L2(Ω) and y
from a total subset of F. For any measurable subset S ⊂ Ω, point-wise multiplication with the
indicator function IIS defines a projection in B(L
2(Ω)) (also denoted by IIS ). This projection
extends (by amplification with idF) to a projection in B
a(L2(Ω, F)) (also denoted by IIS ). Note
that, clearly,K(L2(Ω, F)) isK(L2(Ω))⊗K(F) so thatBa(L2(Ω, F)) is the ∗–strong or strict com-
pletion ofK(L2(Ω))⊗K(F). (There is no really better characterization of this multiplier algebra
of a (spatial) C∗–tensor product.) If F1 and F2 are correspondences such that F1 ⊙ F2 makes
sense and if the measure spaces Ω1 and Ω2 are such that the Fubini theorem holds for Ω1 × Ω2
(for instance if both are σ–finite), then
L2(Ω1, F1) ⊙ L2(Ω2, F2) = (L2(Ω1) ⊗ L2(Ω2)) ⊗ (F1 ⊙ F2)
= L2(Ω1 × Ω2) ⊗ (F1 ⊙ F2) = L2(Ω1 ×Ω2, F1 ⊙ F2).
(Note that the hypothesis about the Fubini theorem, necessary in the step from the first to the
second line, is missing in [Ske01a, Observation 4.3.11].)
For each n ∈ N, denote the indicator function of {a = (αn, . . . , α1) ∈ Rn : 0 ≤ α1 < . . . < αn}
by ∆n. Let F be a correspondence over a unital C
∗–algebra B. For each measurable S ⊂ R, we
denote by
IΓ(S ; F) :=
⊕
n∈N0
∆nL
2(S n, F⊙n) ⊂ F(L2(S , F)) ⊂ F(L2(R, F))
(with ∆0 = idωB) the time ordered Fock module over F relative to S . In particular, we put
IΓ(F) := IΓ(R+; F), IΓt(F) := IΓ([0, t); F).
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For every x ∈ L2(S , F) (⊂ L2(R, F)), we define the exponential vector
e(x) :=
∑
n∈N0
∆nx
⊙n ∈ IΓ(S ; F) (⊂ IΓ(R; F))
whenever the right-hand side exists. Caution is in place with the following notation to not
confuse elements of L2(S , F) with elements of F. For each y ∈ F and t ∈ R+ we put
et(y) := e(II [0,t)y) ∈ IΓt(F).
Note that all et(y) exist. In fact, taking into account that
∫
[0,t)n
∆n(a) da =
tn
n!
, we get[z]
〈et(y), •et(y)〉 = et〈y,•y〉.
Recall the following folklore: The set of indicator functions of intervals [an, bn) × . . . × [a1, b1)
to mutually disjoint intervals [ai, bi), are total in L
2(Rn). (This is usually referred to as “the
diagonal has measure 0”, which hits the point for n = 2. A more accurate formulation would be
“any hyperplane in Rn has measure 0”.) Applied to the time ordered sector, this means: The set
of indicator functions of intervals
[an, bn) × . . . × [a1, b1) with bn > an ≥ bn−1 > an−1 ≥ . . . ≥ b1 > a1,
are total in ∆nL
2(Rn). With this, we easily check that the maps that send “functions” Gm ∈
∆mL
2([0, s)m, F⊙m) ⊂ IΓs(F) and Hn ∈ ∆nL2([0, t)n, F⊙n) ⊂ IΓt(F) to the “function”
(βm, . . . , β1, αn, . . . , α1) 7−→ Gm(βm − t, . . . , β1 − t) ⊙ Hn(αn, . . . , α1)
in ∆m+nL
2([0, t)m+n, F⊙m) ⊂ IΓs+t(F) defines a bilinear unitary us,t : IΓs(F) ⊙ IΓt(F) → IΓs+t(F).
Clearly, the us,t turn the family IΓ
⊙(F) =
(
IΓt(F)
)
t∈R+ into a product system, the time ordered
product system over F. Replacing Gm with a “function” in ∆mL
2(Rm+ , F
⊙m) ⊂ IΓ(F), we get
unitaries (even bilinear) vt : IΓ(F) ⊙ IΓt(F) → IΓ(F), that form a left dilation of IΓ⊙(F) to IΓ(F).
The resulting strict E0–semigroup on B
a(IΓ(F)) is called the (generalized) CCR-flow over F.
Note that for t = tn > . . . > t1 > t0 = 0 we get
etn−tn−1(yn) . . . et1−t0(y1) = e
(
II [t0,t1)y1 + . . . + II[tn−1 ,tn)yn
) ∈ IΓt(F) ⊂ IΓ(F).
We see that we get all exponential vectors to step functions as products of et(y) and, clearly,
the exponential vectors to step functions are total. Actually, one may show that it is enough to
vary y in a total subset of F having 0 as accumulation point; see [Ske00b, BBLS04] or [Ske01a,
Theorem 7.4.3].
[z] Note that by et〈y,•y〉 we rather mean et〈y,•y〉◦ , the exponential of the map t〈y, •y〉 in B(B) with composition ◦ as
product. We do not mean the map b 7→ et〈y,by〉.
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Clearly ω⊙ =
(
ωt
)
t∈R+ with ωt = ω ∈ IΓt(F) ⊂ IΓ(F), is a unital unit. Taking IΓ⊙(F)
and ω⊙ as input for Theorem 12.8, one easily verifies that the inductive limit is IΓ(F) (with
kt : IΓt(F) → IΓ(F) being the canonical injection IΓ(F) ⊃ IΓt(F) → IΓ(F)) and the left dilation
from Theorem 12.8 coincides with vt given above. So, the E0–semigroup from Theorem 12.8
is just the CCR-flow over F. (The fact that the unit ω⊙ is central so that the inductive system
is over bimodule maps, explains better why the inductive limit is a correspondence in its own
right. For the same reason, the CCR-flow is also what is called a noise; see Skeide [Ske06d] or
the sections on spatialMarkov semigroups in [Ske16].)
Clearly, the families e⊙(y) =
(
et(y)
)
t∈R+ form units – as we know already, enough units to
generate the whole product system IΓ⊙(F) when varying y over a subset of F as specified above.
One can show that the units that are continuous when considered as function into IΓt(F) ⊂ IΓ(F)
can be parametrized one-to-one by pairs (β, ζ) ∈ B × F as ξ⊙(β, ζ) = (ξt(β, ζ))t∈R+ where the
component of ξt(β, ζ) in the n–particle sector of IΓt(F) is given by the “function”
(αn, . . . , α1) 7−→ e(t−αn)βζe(αn−αn−1)β ⊙ . . . ⊙ ζe(α2−α1)β ⊙ ζeα1β
for n ∈ N and ωetβ for n = 0. (Note that e⊙(y) = ξ⊙(0, y) and, in particular, ω⊙ = ξ⊙(0, 0).)
This is the main result of Liebscher and Skeide [LS01]. It is of outstanding importance in the
classification theory of type I product systems (those generated by their continuous units) to
know that the explicit form of the generators of the semigroups 〈ξt(β, ζ), •ξt(β′, ζ′)〉 of maps on
B is
L
(β,ζ),(β′,ζ′) : b 7−→ 〈ζ, bζ′〉 + β∗b + bβ′,
a so-called Christensen-Evans form. We do not need this in full generality, but only the case
(β′, ζ′) = (β, ζ) giving the generator of the CP-semigroup Tt := 〈ξt(β, ζ), •ξt(β, ζ)〉 as L(b) =
〈ζ, bζ〉+ β∗b + bβ. (Christensen and Evans [CE79] showed that in the von Neumann case every
generator has this form.)
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E Partially order preserving permutations and
order improving transpositions
The main scope of this appendix is to prove Lemma 14.7, but also to give a better feeling
about this “permutation stuff” in Section 14 without distracting from that section’s main scope.
(Note that both properties in the title are not properties of a permutation per se, but properties
of a permutation relative to a function f .) See the paragraph in front of Definition 14.5 for
basic notation and facts about the symmetric group. We interpret the following lemma in the
observation that separates it from its proof; but, see also the discussion following Lemma 14.7.
E.1 Lemma. Fix n ∈ N and d ∈ N. Let f denote a function Nn → Nd. Then there exists a
unique permutation σ ∈ S n fulfilling the following conditions for all j < i:
f ◦ σ( j) ≤ f ◦ σ(i) (σ is nondecreasing for f ),
f ◦ σ( j) = f ◦ σ(i) =⇒ σ( j) < σ(i) (σ is partially order preserving for f ).
E.2 Observation. f defines an n–tuple f := ( f (1), . . . , f (n)) with entries in Nd. We let act a
permutation σ ∈ S n on that tuple by sending it to the tuple f ◦σ := ( f ◦σ(1), . . . , f ◦σ(n)). Let
us see what the permutation of the lemma does to the tuple f, also explaining our terminology.
The first condition is clear; it simply means that the tuple f ◦σ is nondecreasing. The second
condition means that whenever two positions j < i in the new tuple have the same value, then
the new order j < i corresponds to the old order σ( j) < σ(i) in which the sites were before
applying the permutation. That is, the order of all entries in f −1(k) where f assumes the same
value k is not changed by our permutation. That is, what we mean by a permutation σ being
partially order preserving for f .
We could have formulated all this more intuitively, by looking at the natural representation
of S n on (Nd)
n ∋ f (faithful, if d ≥ 2), where f 7→ f ◦ σ is actually the representing map for
σ−1. But the proof runs more smoothly with our choice and our choice is actually also what is
needed in the applications.
Proof of Lemma E.1. If n = 1, then there are no pairs with j < i. So the only permutation
e ∈ S 1 is the unique permutation fulfilling all conditions. We shall proceed by induction. So, we
assume the statement is true for a certain n ∈ N and and we choose a function f : Nn+1 → Nd.
Recall that S n can be identified with the subgroup {σ ∈ S n+1 : σ(n + 1) = n + 1} of S n+1,
consisting of all bijections on Nn+1 that leave n + 1 fixed. Every permutation σ ∈ S n+1 can
be written uniquely as σ = τ ◦ σ′ where σ′ ∈ S n ⊂ S n+1 and where τ is either the identity
(if σ ∈ S n) or the flip exchanging n + 1 and σ(n + 1) (if σ < S n). Moreover, if we define
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f ′ := ( f ◦ τ) ↾ Nn, then
f ◦ σ( j) =

f ′ ◦ σ′( j) j ≤ n,
f ◦ σ(n + 1) j = n + 1.
(E.1)
Of course, f ′ : Nn → Nd fulfilling this equation, is determined uniquely by f and σ.
Now, σ fulfills the conditions in the lemma relative to f if and only if σ′ fulfills the condi-
tions relative to f ′ and σ(n + 1) = max f −1(max f ) (the biggest argument on which f assumes
its maximum). Indeed, if σ fulfills the conditions, then from
f ◦ σ( j) ≤ f ◦ σ(n + 1) and f ◦ σ( j) = f ◦ σ(n + 1) =⇒ σ( j) < σ(n + 1)
we conclude that necessarily σ(n + 1) = max f −1(max f ). So, assuming that this necessary
condition holds, the conditions in the lemma are true for j < i = n + 1. For arguments j ≤ n we
have f ◦ σ = f ′ ◦ σ′. So, for j < i ≤ n the conditions hold for f ◦ σ if and only if they hold for
f ′ ◦ σ′.
We are now ready to make the inductive step.
(i) Uniqueness: Supposeσ ∈ S n+1 is a permutation fulfilling the conditions. Thenσ(n+1) =
max f −1(max f ) is uniquely determined by f and σ′ fulfills the conditions relative to f ′. Now,
σ(n+1) is determined uniquely by f , so τ (depending only on σ(n+1)) is determined uniquely
by f , so f ′ is determined uniquely by f . Since, by hypothesis, f ′ determines σ′, also σ = τ◦σ′
is determined uniquely by f .
(ii) Existence: Putσ(n+1) := max f −1(max f ). As before, define τ (depending onσ(n+1) =
n + 1 or σ(n + 1) ≤ n) and put f ′ := ( f ◦ τ) ↾ Nn. By the inductive assumption, there exists
a (unique) permutation σ′ ∈ S n fulfilling the conditions for f ′. Then by (E.1) we see that
σ := τ ◦ σ′ fulfills the conditions for f .
Following Observation E.2, the permutation of this lemma is somewhat the permutation we
want in Lemma 14.7. But its characterization in Lemma 14.7, which allowed us to work, is a
different one. Now, let us see how to obtain the characterization in Lemma 14.7.
The permutation from Lemma 14.7 is the unique partially order preserving permutation for
f that puts the tuple f into nondecreasing order. Without that condition, a permutation that is
partially order preserving for f , may very well increase disorder. In fact, a transposition τκ is
partially order preserving for f if and only if f (κ) , f (κ+1); this may be f (κ) > f (κ+1) (what
we want), or f (κ) < f (κ + 1) (what we do not want). To sort that out we define the following:
E.3 Definition. Denote by ( j <, i) a pair ( j, i) with j < i. The number of inversions of f is
inv( f ) := #
{
( j <, i) : f ( j) > f (i)
}
.
A permutation σ is order improving for f if inv( f ) − inv( f ◦ σ) > 0.
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For fixed 1 ≤ κ < d, writing in inv( f ) all pairs ( j <, i) where i or j equals κ or κ+1 separately,
we get
inv( f ) = #
( {
( j <, i) : f ( j) > f (i)
} ∩ (Nd\{κ, κ + 1})2 )
+ #
{
( j <, κ) : f ( j) > f (κ)
}
+ #
{
( j <, κ) : f ( j) > f (κ + 1)
}
+ #
{
(κ + 1 <, i) : f (κ) > f (i)
}
+ #
{
(κ + 1 <, i) : f (κ + 1) > f (i)
}
+

0 f (κ) ≤ f (κ + 1),
1 f (κ) > f (κ + 1).
Since the first row remains unchanged under the transposition τκ, since the summands in the
second row just interchange under the transposition τκ, and since the summands in the third
row just interchange under the transposition τκ, the change of from inv( f ) to inv( f ◦ τκ) is
determined just by the last summand. We see, a transposition τκ is order improving for f if
and only if f (κ) > f (κ + 1), and an order improving transposition is partially order preserving
automatically.
Following the terminology of Definition 14.5 (but without attaching, for the time being,
operators to transpositions τκ), we say a chain τκ1 , . . . , τκm of transpositions is admissible for f
if for every k the transposition κk is order improving for f ◦τκ1 ◦ . . .◦τκk−1 . Since in each step the
inversion number is reduced by 1, and since the inversion number is nonnegative, there exists
chains τκ1 , . . . , τκm that are maximal in the sense that no further τκm+1 can be found such that the
chain τκ1 , . . . , τκm+1 still is admissible.
E.4 Proposition. Equivalent are:
1. inv( f ) = 0.
2. f is nondecreasing.
3. There exists no order improving τκ for f .
Proof. Obviously, 2 and 3 are equivalent and 1 implies either of them. The only thing that
requires an argument is, why existence of j < iwith f ( j) > f (i) (that is, not 1) implies existence
of κ with f (κ) > f (κ+ 1) (that is, not 3). If j+ 1 = i, we are done with κ = j. Otherwise, either
we have f ( j) > f ( j + 1) so that we are done with κ = j, or we have f ( j + 1) ≥ f ( j) > f (i) so
that we are in the same situation with j + 1 and i instead of j and i. After a finite number of
reiterations we will find κ with j ≤ κ < i such that f (κ) > f (κ + 1).
So, for each maximal chain, f ◦ τκ1 ◦ . . . ◦ τκm is nondecreasing, that is, the permutation
τκ1 ◦ . . . ◦ τκm is nondecreasing for f . Note, too, that if σ′ is partially order preserving for f and
if σ′′ is partially order preserving for f ◦ σ′, then σ′ ◦ σ′′ is partially order preserving for f .
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Since each order improving τκ is also partially order preserving, τκ1 ◦ . . . ◦ τκm is partially order
preserving for f , too. In other words, τκ1 ◦ . . . ◦ τκm is the unique permutation σ from Lemma
E.1; so, it does not depend on which maximal chain we chose.
We, thus, proved the first two parts of Lemma 14.7.
E.5 Remark. An interesting fact, which we do not need, is that every partially order preserving
and order improving permutation σ for f may be decomposed into an admissible chain of
transpositions for f . (One may reduce this to Lemma E.1 by replacing f with a ‘finer’ version
(for bigger d) so that the permutation is the unique one for the new f .)
The statement of the preceding remark is, like everything we proved so far in this appendix,
one of these statements that are intuitively clear, but where intuition is far away from a well
formulated statement and where the proof is surprisingly tricky. We add now to these problems
that we actually want to represent the transpositions by operators and that these operators really
only make sense and can be composed only when attached to a partially order preserving trans-
position. Like in the proof of Theorem 14.8, we appeal to the trick to define things on a bigger
space. The bigger space has the advantage that it carries a representation of the full permutation
group (whose theory is well understood). Then, we have to show that our particular partially
order preserving permutations go between the subspaces we are actually interested in.
E.6 Lemma. Let E be a B–correspondence and suppose that F : E ⊙ E → E ⊙ E is a self-
inverse isomorphism of correspondences fulfilling
(F ⊙ idE)(idE ⊙ F)(F ⊙ idE) = (idE ⊙ F)(F ⊙ idE)(idE ⊙ F). (E.2)
For n ≥ 2 define Tk := id⊙(k−1)E ⊙ F ⊙ id⊙(n−k−1) : E⊙n → E⊙n (k = 1, . . . , n − 1). Then setting
π(τk) := Tk defines a representation π of S n into the automorphism group of E
⊙n.
Proof. The Tk fulfill the relations (14.3).
Note that the condition on F is also necessary for that π defines a representation. We shall
say an operator F fulfilling the condition of the lemma is an exchange operator.
E.7 Proposition. Let E1, . . . , Ed denote B–correspondences and suppose for all 1 ≤ j < i ≤ d
there is an isomorphism F j,i : Ei ⊙ E j → E j ⊙ Ei of correspondences. Put E := E1 ⊕ . . . ⊕ Ed,
and define Fi,i := idEi⊙Ei and F j,i := F
∗
i, j for j > i. Then the operator F ∈ Ba,bil(E ⊙ E) defined
by
F ↾ (Ei ⊙ E j) := F j,i
is a self-inverse isomorphism of correspondences.
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F is an exchange operator if and only if the F j,i fulfill the conditions in (14.4), which we
repeat here for convenience:
(idk ⊙F j,i)(Fk,i ⊙ id j)(idi ⊙Fk, j) = (Fk, j ⊙ idi)(id j ⊙Fk,i)(F j,i ⊙ idk) (E.3)
for all 1 ≤ k < j < i ≤ d.
Proof. Of course, F is left-linear, self-inverse and self-adjoint, so, unitary. In other words, F
is a self-inverse isomorphism. By applying (E.2) to all subspaces Ei ⊙ E j ⊙ Ek (i, j, k ∈ Nd)
individually, we see that it is necessary and sufficient, if (E.3) holds for all i, j, k ∈ Nd. So, the
only thing that remains to be shown, is that validity of (E.3) for k < j < i implies validity for
all i, j, k.
It is easy to check that (E.3) holds, whenever at least two of the i, j, k are equal without any
condition on the Fi, j (i < j). So, we have to check (E.3) for all i , j , k , i, using only validity
for k < j < i. Apart from the case k < j < i, which is true by hypothesis, there are five more
cases.
1. k < i < j, so by (E.3)
(idk ⊙Fi, j)(Fk, j ⊙ idi)(id j ⊙Fk,i) = (Fk,i ⊙ id j)(idi ⊙Fk, j)(Fi, j ⊙ idk). (E.4)
Multiplying from the left with idk ⊙F j,i and from the right with F j,i ⊙ idk, gives the result.
2. j < k < i, so by (E.3)
(id j ⊙Fk,i)(F j,i ⊙ idk)(idi ⊙F j,k) = (F j,k ⊙ idi)(idk ⊙F j,i)(Fk,i ⊙ id j). (E.5)
Multiplying from the left with Fk, j ⊙ idi and from the right with idi ⊙Fk, j, gives the result.
3. i < k < j follows from (E.5) by inverting.
4. j < i < k follows from (E.4) by inverting.
5. i < j < k follows from (E.3) by inverting.
E.8 Proposition. For each permutation σ ∈ S n and all choices k1, . . . , kn ∈ Nd, the operator
π(σ) (from Lemma E.6 applied to F from Proposition E.7) restricts to an isomorphism
Ek1 ⊙ . . . ⊙ Ekn −→ Ekσ−1(1) ⊙ . . . ⊙ Ekσ−1(n) .
Proof. The formula behaves nicely under compositions π(σ)π(σ′) = π(σ ◦ σ′), so it is enough
to understand it for the flips τk. But this case is obvious.
These two propositions prove also the third part of Lemma 14.7.
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