We present a new neural text to speech method that is able to transform text to speech in voices that are sampled in the wild. Unlike other text to speech systems, our solution is able to deal with unconstrained samples obtained from public speeches. The network architecture is simpler than those in the existing literature and is based on a novel shifting buffer working memory. The same buffer is used for estimating the attention, computing the output audio, and for updating the buffer itself. The input sentence is encoded using a context-free lookup table that contains one entry per character or phoneme. Lastly, the speakers are similarly represented by a short vector that can also be fitted to new speakers and variability in the generated speech is achieved by priming the buffer prior to generating the audio. Experimental results on two datasets demonstrate convincing multi-speaker and in-the-wild capabilities. In order to promote reproducibility, we release our source code and models 1 .
Introduction
We study the task of mimicking a person's voice based on samples captured in-the-wild. As far as we know, no other solution exists for this highly-applicable learning problem. While the current systems are mostly based on carefully collected or curated audio samples, our method is able to employ the audio of public speeches (from youtube), despite a large amount of background noise and clapping and even with an inaccurate automatic transcript. Moreover, almost all in-the-wild videos contain multiple other speakers that become challenging voice sample outliers and, in some cases, the videos are shot with home equipment and are of reduced quality.
Our method is inspired by a working-memory model known as the phonological loop [3] . The loop holds verbal information for short periods of time. It comprises both a phonological store, where information is constantly being replaced, and a rehearsal process, which maintains longer-term representations in the phonological store.
In our method, we construct a phonological store by employing a shifting buffer that is best seen as a matrix S ∈ R d×k with columns S [1] . . . S [k] . At every time point, all columns shift to the right (S[i + 1] = S[i] for 1 ≤ i < k), column k is discarded, and a new representation vector u is placed in the first position (S[1] = u). u is a function of four parameters, among which are the latest "spoken" output and the buffer S itself. Thus, the buffer is constantly refreshed with new information, similar to the phonological store, and the mechanism that creates the representations reuses the existing information in the buffer, thus creating long term dependencies.
The two other input parameters of the network that computes the new representation u are the identity of the speaker and the current attention-mediated context. The identity is captured by a learned embedding and is stored in a lookup table (for the individuals in the training set) or fitted (for new individuals). The usage of this vector for the phonological store means that it influences the dynamic behavior of the store, the attention mechanism and the output process. Since the last process requires heavy personalization, it also receives this vector directly. Figure 1 : An overview of the architecture. The reader combines the encoding of the sentence's phonemes using the attention weights to create the current context. A new representation is created by a shallow network that receives the context, the speaker ID, the previous output, and the buffer. The new representation is inserted into the buffer and the earliest vector in the buffer is discarded. The output is obtained by another shallow network that receives the buffer and the speaker as inputs.
The input sentences in our system are represented as a list of phonemes. Each phoneme out of the 42 in the dictionary being employed is encoded as a short vector. The encoding of an input sentence is the list of vectors which corresponds to its list of phonemes. The context, e.g., via a Recurrent Neural Network (RNN) or triphones, is not used.
At each time point, the encodings of the phonemes are weighted and then summed, using a vector of attention weights, to form the current context vector. As an attention mechanism, we employ the Graves attention model [7] , which ensures a monotonic increase in the position along the sequence of input phonemes.
A few properties of our methods stand out in the landscape of neural text to speech work: (i) Instead of RNNs, we propose to employ a memory buffer. (ii) The same memory is shared between all processes and is repeatedly used to make all inferences. (iii) We employ shallow fully-connected networks for all computations.
(iv) The input encoding part of the "reader" mechanism is extremely simple.
We hypothesize that these properties make our architecture more robust than existing methods and allow us to mimic speakers based on noisy and limited training data. Moreover, since the output is more directly linked to the inputs, we are able to fit new speakers using relatively short audio sequences coupled with automatically generated text.
Finally, the output of our system is deterministic, given its input. However, multiple intonations are readily generated by employing priming, i.e., initializing the buffer S prior to the synthesis process.
Experimentally, we are faced with two challenges. The first is the lack of published models. While there are open implementations of various recent systems, training these proved to be challenging, which makes a fair comparison hard. We tackle this by making a comparison with a state of the art concatenative speech synthesis system (to date, concatenative systems are not considered inferior to neural ones). The second challenge is that the criteria for comparison are subjective. For this reason, we employ the Mean Opinion Score (MOS) measure.
Previous Work
Text to speech (TTS) methods can be mostly classified into four families: rule-based, concatenative, statisticalparametric (mostly HMM based), and neural. While HMM-based methods [24] require careful collection of the samples, concatenative methods are somewhat less restrictive but still require tens of minutes of clean and well transcribed samples from the target voice. Neural methods may hold the (correctly unrealized) promise of allowing the imitation of new speakers, based on limited and unconstrained samples captured in the wild.
Concatenative text to speech systems piece together short (∼100ms) audio segments (frames) in order to create speech. VoCo [11] is a recent concatenative text to speech method that we employ as baseline. It is based on the speaker conversion system called CUTE [10] . Such systems convert speech (audio) of the source speaker A to speech of a target speaker B. CUTE employs the transcribed text and finds a sequence of frames in the voice of B that best matches the query audio presented in the voice of A. The main filtering criterion is that the triphone which is spoken by B during and around the selected training frame, is the same as the one spoken by A in the query frame to be matched. In addition, dynamic programming is employed to ensure smoothness in time. VoCo employs an improved version of CUTE in order to transform the voice of a TTS robot, thus allowing the synthesis of free text.
Very recent neural TTS systems include the Deep Voice systems [2, 1] , WaveNet [17] , Char2Wav [18] , and Tacotron [21] . The deep voice 2 system [1] is a complex system, which includes specialized subsystems for segmenting phonemes, predicting phoneme duration, and predicting the fundamental frequency. Each subsystem includes stacked bidirectional recurrent networks, multilayer fully connected networks and many residual connections. Its predecessor [2] is almost as complex. This stands in stark contrast to our system, which employs a single shared memory, one output process, and shallow fully connected networks. The deep voice 2 system models multiple speakers. However, in contrast to our results, there are no in-the-wild experiments and no fitting to a new speaker that did not appear in the training set. In addition, the representation of the speaker has to be inserted to the network in tens of different places in order to support inter-speaker differences. These include additive biases to the fully connected networks and convolutional layers, the initialization of the hidden states of the RNNs, augmenting the input sequence of the RNNs by concatenating speaker embeddings, and gating of various layers' activations by a projection of the person-specific embedding.
The Tacotron system [21] employs a complex encoder-decoder architecture with multiple RNNs and CBHG [13] components, with each CBHG containing multiple convolutional layers, a residual connection, and a bidirectional RNN. The output is a synthesized spectrogram from which the audio is reconstructed by the Griffin-Lim [9] method. Trained on a large training set, the Tacotron system is able to read raw text (characters and not phonemes). While Tacotron was not trained for multiple speakers, the authors of [1] have done so and report a high level of sensitivity to the choice of parameters and a need to incorporate the input embedding in many network sites.
Our system was designed with simplicity in mind in order to promote robustness and reproducibility. We, therefore, do not train an end-to-end system and employ the WORLD [16] vocoder (D4C edition [15] ) for feature extraction. While this bounds the achievable quality, it allows us to focus on modeling the underlying generation process. In Char2Wav [18] the network was also trained to predict vocoder features. However, for added quality the vocoder was replaced by a SampleRNN network [14] .
The Char2Wav architecture employs RNNs for both the reader and the generator. As an attention mechanism, the Graves monotonic attention mechanism [7] is used. The same attention mechanism is used in our work. However, in our case, the parameters of the attention model are based on the shared memory store (the buffer).
In contrast to the above mentioned systems, which employ RNNs, the WaveNet [17] architecture is based on stacks of dilated convolutions , which are termed "causal" for not looking into the future. The output audio is generated sample by sample, which, at typical sampling rates of thousands of hertz, is too slow for current TTS applications. Experiments were shown either for multi-speaker synthesis of meaningless speech-like audio or to a single speaker TTS based on a large training corpus. Note that since our buffer is two-dimensional, dilated input sequence l length of the input sequence N number of speakers in the training set convolutions would seem appropriate. However, the gain we observe by incorporating these does not seem to justify the added train-time.
The differentiable buffer architecture, in which a new representation is added at every step, and the last vector added is discarded in a FIFO manner is novel as far as we know. There are multiple other network models in the literature that are augmented by an external memory structure, e.g., [12, 19, 8] . Perhaps the closest model to our work is Stack RNN [12] , in which the network is augmented with an infinite stack to which a state vector can be added (PUSH) or removed (POP) at every time step. Unlike our model, only the top of the stack is read each time.
The Architecture
The architecture of the model is depicted in Fig. 1 and the components of the architecture are listed in Tab. 1.
The forward pass of the network has four steps, which are run sequentially. Following a context-free encoding of the input sequence and an encoding of the speaker, the buffer plays a major role in all of the remaining steps and links between the other components of each step, i.e., it carries the error signal from the output to the earlier steps.
Step I: Encoding the speaker and the input sentence Every speaker is represented by a vector z. During training, the vectors of the training speakers are stored in a lookup table LU T p which maps a running id number to a representation of dimensionality d p . For new speakers, which are being fitted after the network was trained, the vector z is computed by the optimization process described in Sec. 3.2.
The input sentence is converted to a sequence of phonemes s 1 , s 2 , . . . , s l by employing the CMU pronouncing dictionary [22] . The number of phonemes in this dictionary is 40, to which two items are added to indicate pauses of different lengths. Each s i is then mapped separately to an encoding based on a trained lookup table LU T p . This results in an encoding matrix E of size d p × l, where d p is the size of the encoding, and l is the sequence length.
Step II: Computing the context Similar to [18, 5] , we employ the Graves GMM-based monotonic attention mechanism. At each output time point t = 1, 2, . . . , the attention network N a receives the buffer from the previous time step S t−1 as input and outputs the GMM priors γ t , shifts κ t , and log-variances β t . For a GMM with c components, each of these is a vector in R c . N a has one hidden layer, of dimensionality dk 10 and a ReLU activation function for the hidden layer.
The attention is then computed as follows:
i.e., the softmax function is applied to the priors. The means of the GMMs are increased:
and the variances are computed as σ 2 t = exp(β t ). For each GMM component 1 ≤ i ≤ c and each point along the input sequence 1 ≤ j ≤ l, we then compute:
The attention weights α t are computed for each location in the sequence by summing along all c components:
Step III: Updating the buffer At each time step, a new representation vector u of dimensionality d is added to the buffer at the first location S t [0], the last column of the buffer from the previous time step S t−1 [k] is discarded, and the rest are copied S t [i + 1] = S t−1 [i] for i = 1, . . . , k − 1.
In our implementation, the number of features in the buffer d is the sum of the dimensionality of the embedding of the phonemes d p and the output's dimensionality d o . This choice was made so that a direct comparison to a buffer that does not employ an update network can be performed. In this case, u is simply the concatenation of the current context vector c t and the output from the previous time step o t−1 . It became clear very early that this loop-less buffer update leads to poor results, emphasizing the role of using information of the buffer S itself in the update process.
The vector u is, therefore, computed using a shallow fully connected network N u , with one hidden layer of size that is the tenth of the input dimensionality and a ReLU activation function. The network receives as input the buffer S t−1 , the context vector c t , and the previous output o t−1 . The new vector u is also made speaker dependent by adding a projection of the speaker embedding z. Therefore,
Another way in which we allow the speaker to influence the generated output is by initializing the buffer based on the speaker's embedding. Specifically, in our implementation, the speaker embedding size d s is the same as the phoneme embedding size d p and we set the top part of the buffer S 0 to be z repeated k times. The lower part of size d 0 × k is set to zero.
Step IV: Generating the output The output is generated using a network N o that is of the same architecture as N a and N u and a projection of the user by a learned matrix F u :
Training
In our current implementation, the output is a vector of vocoder features of dimensionality d o = 63. Similar to [18] , these features were computed using the Merlin toolkit [23] . During training, the output at each time frame t is compared to the vocoder features of the ground truth data Y t using the MSE loss:
This loss requires an exact temporal alignment of the input and the output sequence. However, human speech is not deterministic and one cannot expect a deterministic method to predict the ground truth. We, therefore, employ a variant of the teacher-forcing technique.
In conventional teacher forcing, during training, the input to the network N u is Y t−1 and not o t−1 . This holds the danger of teaching the network to predict only one time frame ahead, which would create a drift in the output when run on test data. We, therefore, employ the following input to N u as the previous output
where η is a random noise vector. When training starts, the predicted output o t−1 is by itself a source of noise.
As training progresses, it becomes more similar to Y t−1 . However, the systematic difference between the two allows the network to better fit the situation that occurs at test time.
During training, a forward pass on all of the output sequences is performed (without truncation), followed by a backward pass.
Fitting a New Person
The goal of speaker mimicking TTS is to be able to mimic a new person based on a relatively short voice sample. Ideally, the new voice would be captured by the parameters of the speaker embedding z, without the need to retrain the network. Naturally, enough variability in the population of the training speakers is needed in order to support this.
To fit a new speaker, we are given voice samples and transcribed text. We then employ the training procedure, where the weights of all networks and projections (N a , N u , N o , LU T p , F u , F o ) are fixed and only z is learned to form the embedding of the new speaker. During fitting, we simultaneously decay the amount of noise added to voice samples and the learning rate when the training loss reaches saturation.
Generating Variability
As mentioned, natural speech is not deterministic and each time a sentence is said, it is said in a different way. For simplicity, our method does not employ a random component such as a variational autoencoder. However, we can generate different outputs by employing priming [7] . In this technique, the initial buffer S 0 is initialized based on an initial process in which another word or sentence is run through the system. One can expect that a sentence from the training set that is said in excitement would paint the buffer differently than one that is flatter. We are able to achieve the desired level of variability. However, the direct link between the nature of the priming sequence and the generated output is only anecdotal at this point.
Noise removal
Since we generate vocoder features, we get similar artifacts to those presented by Char2Wav [18] prior to employing the neural vocoder. However, we found out that an application of the classical noise gate technique for noise reduction [6] removes much of this artifact. This method observes a quiet section (generated using silent phonemes) and computes the volume at each frequency band. When the filter is applied, volumes lower than those that appear for quiet segments are being suppressed. Applying a second network that predicts wave forms [17, 14, 1] , or spectograms [21] followed by Griffin-Lim, will further reduce the leaking noise at the output. Unlike [21] , we did not observe severe noise that required integral denoising.
Experiments
We make use of two datasets. First, we employ a subset of the VCTK dataset [20] that contains 21 American speakers, both male and females. Second, we create a dataset that is composed out of 4-5 public speeches of four public figures. The data was downloaded from youtube, where these speeches are publicly available and were automatically transcribed.
In order to evaluate in-the-wild capabilities separately from those obtained on controlled corpora, we train one network on the VCTK dataset and another one on the public speeches dataset. As mentioned, due to the lack of published models, comparing with other neural systems would be biased toward our system, we, therefore, employ our in-house implementation of VoCo [11] . The in-house implementation is faithful, except for the lack of a dynamic range selection mechanism. Moreover, it is based on our implementation of CUTE [10] which was verified to produce the same quality as the original implementation.
For VCTK, the MOS measure for the proposed method was compared to the original test sample and to the output of VoCo. All samples were presented at 16kHz and the raters were told that they are presented with the results of three different algorithms. 21 random test samples and 12 raters participated. The results are depicted in Tab. 2. As can be seen, the MOS of our method is only slightly lower than that of the test samples. The score of Voco is considerably lower.
When applying our version of VoCo to the in-the-wild dataset, the results were not competitive and we therefore did not run a similar experiment for this dataset. Samples generated by our method are available on the project's website ytaigman.github.io/loop.
As can be seen in Fig. 2 , the generated voice samples display a different dynamic behavior for different speakers. Moreover, as depicted in Fig. 3 , even for the same speaker, multiple intonations can be generated by initializing S 0 in different ways (priming).
In order to better understand the behavior of the buffer, we consider the relative role of each buffer location 1, 2, . . . , k on the activations of N u , N a , and N o . Specifically, we average the absolute values of the weights from the input (buffer elements) to the hidden layer. The averaging is performed across all d features and dk 10 hidden units, and provides one value per each location. As can be seen in Fig 4, the weights of the latest elements are more prominent. However, even the rightmost column has a relative contribution that is at least one third of the leftmost column. 
Discussion
Employing web-based in-the-wild training data means that the network is trained on mixed data that contains both speech and other sources. For example, our samples contain a considerable amount of clapping and laughs. Moreover, public speeches contain a larger than usual amount of dramatic prosody and methodological pauses (the same is also true to audiobooks). As our experiments show, our method is mostly robust to these. Still, prior to employing the noise gate filtering, one can identify a noise signal that resembles clapping. In the future, we intend to employ data filtering, e.g., algorithmic boosting, in order to overcome these effects and also help in reducing the influence of outlier samples from other speakers.
Currently, our in-the-wild samples are based on tens of minutes from each speaker. It would be interesting to study how the quality is affected by the size of the training set. While it is expected that a reduction in quality would occur, with more speakers in the training set, we also expect the required sample size per person to drop.
The architectural simplicity of our system is likely to be the reason for its robustness. Another advantage that stems directly from it, is its computational efficiency. Based on a few shallow networks and on an iterative process that does not consider future samples, our method can generate voice on mobile devices in speeds far exceeding real-time . For comparison, deep voice [2] is posed as a real time neural TTS system, and it achieves a rate of up to 2.7 times real-time on a Intel Xeon E5-2660 v3 Haswell CPU, running 6 concurrent threads (GPU does not provide speedup for the inference of the deep voice system).
While we employ the loop-updated buffer for the task of speech generation, the model is quite general. For example, we have employed the buffer for machine translation from English to French using a dot product based attention model [4] . The discrete nature of the output means that an output embedding had to be added, but the overall structure remained the same. The performance seemed at least similar to the baseline RNN attention model. However, no attempt was made yet to achieve state of the art results on existing benchmarks. Surprisingly, relatively large buffer sizes (9) seem to produce better results, despite the input and the output being relatively short.
Staying in the realm of voice, the buffer model can be readily used to form a transformation in the other direction (from speech to text), be applied to audio denoising, and serve as a neural vocoder. The main difference would be in replacing the attention model. For example, a neural vocoder might not require any attention mechanism.
Conclusion
We present a new memory architecture that serves as an effective working memory module. Building on this, we are able to present a neural TTS solution that is less complex, both conceptually and with respect to the number of parameters, than those found in the recent literature. Using the new architecture, we are able to present, for the first time as far as we know, multi-speaker TTS that is based on unconstrained samples collected from public speeches.
