Abstract--The solutions of the discrete-time Lyapunov equation applied to a matrix A with no eigenvalues on a circle are characterized. The equation is used to derive bounds for the powers of A
1". INTRODUCTION
Throughout this short note, the following notations are used: the symbol I] II denotes the 2-norm for vectors and matrices. If X is a matrix, X*, Sp(X), and ~min(X) stand, respectively, for the conjugate transpose, the spectrum, and the smallest singular value of X. The notation X* = X > 0 means that the matrix X is Hermitian positive definite. If X is Hermitian, its smallest and largest eigenvalues are denoted, respectively, by )~min(X) and Amax(X). The identity (null) matrix of order n is denoted by In (0n) or just I (0) if the order is clear from the context. Recall that a matrix X E C nxn is discrete-stable if its spectrum lies inside the unit circle d = {z • C: Izl = 1}. Now let A E C nxn and consider the discrete-time Lyapunov equation also called the symmetric Stein equation [1, p. 104] :
where the unknown solution H and the right-hand side C are Hermitian matrices of order n. Equation (1) arises mainly in system stability and linear control theory (see, e.g., [2] ). New algorithms for computing the solution H of (1) may be found in [3] . Equation (1) has a unique solution if and only if l;2 5£ 1 for every A, # • Sp(A) (see [1, p. 104] ). The following theorem summarizes some important properties of equation (1). For the proof, see, e.g., [4, 5] .
If A is discrete-stable, then the solution H of (1) exists for any matrix C and is THEOREM 1. given by I f21r +cx~
From (2), we see that H = H* > 0 if C = C* > 0. From a strict mathematical viewpoint, the bound (3) is not sharp. However, it involves quantities based on the eigenvalues of Hermitian positive definite matrices. These quantities can therefore be computed with a high precision.
The aim of this note is to generalize Theorem 1 to the case where the spectrum of A lies inside and outside the circle C.
GENERALIZATION OF THEOREM 1
Assume that the spectrum of A lies inside and outside C and let
be the spectral projector associated with the eigenvalues of A which are inside C. A generalization of (1) is the following Lyapunov equation:
H -A'HA = P*CP -(I -P)*C(I -P),
where the unknown solution H and C are Hermitian matrices of order n. The following theorem generalizes Theorem 1.
THEOREM 2. //the spectrum of A lies inside and outside C, then the solution of (5) exists for any matrix C and is given by 1 fo 2'~ H = ~ (A -e'°I)-* C (A -ei°I)-i dO
k=0 where Ain = PA[Range(P) and Aou =
(I-P)A[m~nge (I-P) represent restrictions of A to the spaces Range(P) and Range(/-P). Their eigenvalues lie, respectively, inside and outside C.
The matrices H and P are such that
IIP*CPII <_ IIHII. (9)
Conversely, if (5) is satisfied with some matrices H = H* > 0, C = C* > 0, and a projector P such that AP = PA, then the spectrum of A does not intersect C and for M1 x 6 C '~ and for p = 0, 1,..., the following bounds hold:
VHH[I [IH-1]I
where ?~min is the smallest eigenvMue of the Hermitian matrix pencil C -uH.
PRoof. A proof that the expression of H given in (6) satisfies (5) and (8) 
A:T(Ao1 O) A2 T-I'
where the eigenvalues of A1 and As lie, respectively, outside and inside C. Since the spectrum of A lies inside and outside C, the
(la)
(1~) Moreover, Hn and/-/22 satisfy the Lyapunov equations of type (1):
Moreover, from (5), we have /-/in -A* HinA = Gin,
with Cin --P*CP. 
k-~0 k=0 l~rom (5) and (7), we see that the matrices Hin and Hou are given by
Hin=p.HP=T_.(O 0 )
0 H22 T-I'(18)
Hou=(I-P)*H(I-P)-T-* (Hno ~)T-l"
From these expressions, we easily see that H and P satisfy relations (6)-(9). Now if (5) 
