Abstract
Introduction

28
We are concerned with modelling the penetration of a market by one or more 29 new products like a new type of cell phone, mattress, or item of clothing.
30
The classical model describing this process is the well-known Bass model [2], 31 first introduced in 1969. It assumes that a potential buyer population can 32 be divided into a fraction which has already bought the product, F (t), and 1 − F (t), the fraction that has not bought but consists of potential buyers 34 (we will call this group "susceptibles", for reasons which will become clear).
35
For this situation, Bass suggested that
that are already neighbours, is disallowed in order to avoid self-loops and multiple edges. The process works quite well for large node numbers (say, 97 N = 10, 000) and reasonable edge distributions, like a Poisson distribution 98 with a moderate and realistic average edge number, say, 25. The microscopic 99 simulations at the end of our paper were done for networks generated in this 100 way.
101
Our paper is structured as follows. connect; for example, there are S ← I edges, I ← S edges, etc.
129
We begin by setting the terminology. The fundamental idea behind the 130 P Q Figure 1 : An illustration of the source node P , the target node Q, and the directed edges in the Miller-Volz model. The directions of the edges represent the directions of transmission. An edge in a contact network corresponds to two directed edges, the directed edge in the opposite direction is not shown here.
Miller-Volz model is to study the dynamics of the edges rather than the 131 dynamics of the nodes. To this end, we consider a directed edge with source 132 node P and target node Q, as depicted in Figure 1 . If the source P is 133 infectious, transmission occurs along this edge with rate β (i.e., β is a rate 134 per edge, and independent of the number of target nodes). Transmission 135 causes new infection only if the target node is susceptible.
136
Let θ(t) be the probability that a random edge has not transmitted "an 137 infection" by time t. This θ is our first dependent variable.
138
A target node remains susceptible while none of its edges (contacts) has 139 transmitted. If the node has degree k, then, assuming independence, the 140 probability that it is susceptible is θ k . In general, a random node is suscep-141 tible with probability
where Ψ(x) is the previously defined probability generating function of the 144 degree distribution {P k }. The probability S(t) is also the fraction of suscep- recover (with a constant rate γ per node). Thus, 
156
where β is the disease transmission rate along an edge. Note that by these 157 definitions p I := φ/θ is the conditional probability that the source node of an 158 edge belonging to the θ class is infected. The probability p I is closely related 159 to I and becomes I in a suitable limit (mentioned below).
160
An edge of type φ can change status only because of a transmission along infected. This once-susceptible source, given that it has degree k, can be 164 infected only if at least one of its other k − 1 edges is of class φ. Thus,
166
These two differential equations for θ and φ form the Miller-Volz model.
167
The fractions S and I can be recovered from θ and φ as shown above. The 168 gain term in 3 can also be written as −h (t), where
170 is the probability that a θ-edge has a susceptible source.
171
We have committed a modest abuse of notation in the sense that S, I, θ 172 and φ will denote fractions (or, more precisely, probabilities) as defined above,
173
but we also talk of S-nodes, edges of type θ, etc. This practice will continue 174 in the rest of our paper. only difference between the marketing process and an SIR infectious disease 211 model is that a buyer (infected node) remains a buyer (will never recover).
212
Thus, the word-of-mouth dynamics is the same as in the Miller-Volz model 213 with the recovery rate γ = 0, i.e.,
218 219
A random network may have disconnected components. For example, two 220 degree one nodes may be connected and form an isolated pair. This is more 221 obvious on a scale free network, which has many degree-one nodes. Thus,
222
word of mouth may not be able to reach everyone on the social network.
223
The expected final fraction of buyers can be computed as in Miller [10] .
224
Specifically, as θ W (t) is a positive and decreasing function, θ W (∞) exists.
225
Thus, the fraction of susceptible nodes that never become buyers as time 
.
229
Integrating on both sides, with
231
Substituting into (5a) results in
Thus, θ W (∞) is the interior root (i.e., strictly between 0 and 1) of so Equation (5c) must now be modified to become
242
The edges in the class θ A only leave the class because of transmission. Thus,
244
Further, in comparison to (4), the probability that the source node of a θ W 245 edge is susceptible should be modeled as
The reduction of this probability by the infection of a susceptible source 248 causes a θ W edge to enter φ W . Thus,
250
The A-edges have no direct influence on the θ W edges, and hence Equation
251
(5a) remains the same.
252
To obtain initial conditions, we assume that, initially, every node is sus-253 ceptible, and no edge has transmitted. In summary, the network marketing 254 model is:
with initial conditions 
271
As before, we assume that, initially, every node is susceptible, and no 272 edge has transmitted. This leads to the following equations: 
281
The gain terms in the third and fourth equations add up to −h , where 282 h(t) now is given by
284
This h is the probability of reaching a susceptible node if one follows a W - Equations (11) also enable us to compute the fractions I A , I B of users 290 who have bought products A or B, respectively. Specifically, compute
295
The first two terms on the right clearly generate A-buyers, the last two terms 296 generate B-buyers. Hence,
298 
315
The random networks are generated by the configuration model as discussed mits at rate α per edge, and converts its neighbors to a buyer of its product.
324
Once a node becomes a buyer, it is always a buyer, and cannot be converted 325 to the other product.
326
A fixed network is generated, and simulations are repeated on this net- 6 Market share and advertisement
345
As explained in (12), the two-product competition model gives the following 346 equations for the fractions of buyers:
350
For the case where the transmission rates β A = β B are equal, it is rather 351 straightforward to predict the market shares companies A and B will achieve:
352
Theorem 6.1. Let β A = β B = β and φ A (0) = φ B (0) = 0. Then, for all t > 0, (10) with stochastic simulations (average of 500 runs) on a Poisson and a scale-free network. The network size for both networks is N = 20, 000. For the Poisson network, the average degree k = 6. For the scale-free network, the degree distribution is P k ∝ k r where r = −2, with a maximum degree k max = 66. The word-ofmouth transmission rate β = 1, the advertisement rate α = 0.01. The long term dynamics on the scale free network is shown in Figure 4 . This means that relative market share is proportional to relative advertising effort, regardless of the underlying network.
357
Proof. Since
359 we observe that the assertion will hold if we can prove that
is satisfied for all t. By assumption this holds for t = 0.
362
From Model (11),
This fact combined with the initial condition φ A (0) = φ B (0) = 0 implies that
363
(15) holds. Finally, using I A (0) = I B (0) = 0, the assertion follows.
364
Of course, the assumption that β A = β B is overly simplistic. In practice,
365
it is to be expected that these rates are not only different (consumers may 366 on average like one product more than the other, and transmit with more 367 enthusiasm), but they may also change with time. Our models readily adapt 368 to this reality. 
417 418
where we have employed notation consistent with the previous sections. Here 419 we will show that these equations emerge naturally in a suitable limit if the , and therefore Clearly, these two limit equations are just Equations (16).
