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1 Introduction
Let Bn be the unit ball in Euclidean space Rn: that is
Bn =

x = (x1, . . . , xn) ∈ Rn : |x| =
(
n∑
i=1
|xi|
2
)1/2
< 1

 ,
1
and Sn = ∂Bn be the unit sphere in Rn; Sn = {x ∈ Rn : |x| = 1}. Let dmn(x)
and dx′ be the normalized Lebesgue measures in Bn and Sn respectively. If
x = (x1, . . . , xn) ∈ R
n, its projection in Sn is defined as usual by x = x′|x|.
In [1] the following Bergman spaces Apα(B
n) of harmonic functions in Bn
were defined:
Apα(B
n) = {f ∈ h(Bn) : ‖f‖p,α =(∫ 1
0
∫
Sn
|f(rx′)|p(1− r)αrn−1drdx′
)1/p
<∞}
and for p =∞ and 0 ≤ α <∞ we define
A∞α (B
n) = {f ∈ h(Bn) : ‖f‖∞,α = sup
x∈Bn
|f(x)|(1− |x|)α <∞}
where h(Bn) is the space of all harmonic functions in Bn. Note that Apα is
a Banach space for p ≥ 1, and a complete metric space for 0 < p < 1 (see
[1]). In the reference [1], the integral representation was provided and the
existence of bounded projections were proved from Lebesgue Lpα(B
n) classes
to Apα(B
n) spaces.
We will define multipliers of these classes and describe spaces of multipliers of
such type spaces. For this objective, we will need several additional objects
and definitions to formulate the main result of this paper.
It is well-known that every harmonic function f(x) in the unit ball Bn can
be represented as f(x) =
∑
k≥0 r
kcky
(k)(x′) or
f(x) =
∑
k≥0
rk
(
dk∑
g=1
c
(j)
k y
(k)
j (x
′)
)
, x = rx′ ∈ Bn,
where y
(k)
j (x) is a spherical harmonic function (see [1], [2], [3]). It is well-
known that this system of functions form an orthonormal system on the unit
sphere Sn of L2(Sn), by taking unions of y
(k)
j (x) by k, (see [1]). We will need
the following vital kernel function of 2n variables Qm(x, y), x = rx
′, y =
ρy′, m > 0, ρ > 0, r > 0 (see [1]):
Qm(x, y) = 2
∑
k≥0
Γ(m+ 1 + k + n/2
Γ(m+ 1)Γ(m+ n/2)
|x|k|y|kZ
(k)
x′ (y
′)
2
where Z
(k)
x′ (y
′) is a Zonal harmonic function(see[1]).
Definition. We say that a sequence of complex numbers ck = {c
(j)
k : j =
1, ..., dk}, k ≥ 0 is a multiplier from X to Y , where X and Y are subspaces
of h(Bn) if for any f ∈ X with
f(x) =
∑
k≥0
rk
dk∑
j=1
b
(j)
k y
(k)
j (x
′) =
∑
k≥0
rk
(
bky
k(x)
)
we have the function g(x) =
∑
k≥0 r
kbkcky
k(x′) ∈ Y where x = rx′ ∈ Bn.
Indeed
g(x) =
∑
k≥0
rk
dk∑
j=1
b
(j)
k c
(j)
k y
(k)
j (x
′).
In this case we will write {ck} ∈MH(X, Y ).
We also define general mixed norm classes of harmonic functions in Bn
as follows: for 0 < p, q <∞, −1 < α <∞, we set
Ap,qα (B
n) = {f ∈ h(Bn) : ‖f‖pp,q,α <∞}
where
‖f‖pp,q,α =
∫ 1
0
(∫
Sn
|f(|x|x′)|qdx′
)p/q
(1− |x|2)α|xn−1|d|x|.
Note these spaces are Banach spaces for min(p, q) > 1 and are complete
metric spaces for max(p, q) ≤ 1. Note also that for 0 < p < ∞, we have
Ap,pα (B
n) = Apα(B
n).
For two harmonic functions f, g with
f(x) =
∑
k≥0
rk
dk∑
j=1
c
(j)
k y
(k)
j (x
′);
and
g(x) =
∑
k≥0
ρk
dk∑
j=1
b
(j)
k y
(k)
j (x
′)
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we define the convolution of f and g with
(f ∗ g)(x) =
∑
k≥0
rk
dk∑
j=1
c
(j)
k b
(j)
k y
(k)
j (x
′); x = rx′.
The function
Px(y
′) = P (x, y′) =
∑
k≥0
rkZ
(k)
x′ (y
′) =
∑
k≥0
rk
(
dk∑
j=1
y
(k)
j (y
′)y
(k)
j (x′)
)
is a Poisson kernel(see[1]), and finally (Λm+1f)(x) is a known fractional
derivative of f(x) (see [1]):
(Λm+1f)(rx
′) =
∑
k≥0
rkcky
(k)(x′)
Γ(k + n/2 +m+ 1)
Γ(k + n/2)Γ(m+ 1)
.
In the next section we shall use all these terminologies in more details.
2 Main Result
In this main section we will provide a complete description for the multipliers
of Ap,1α classes with some restrictions on indexes. This is the first result of
this type in harmonic spaces with mixed norm.
Theorem. Let g(x) be a harmonic function in Bn and
g(x) =
∑
k≥0
rk
dk∑
j=1
c
(j)
k y
(k)
j (x
′), x = ρx′, ρ ∈ (0, 1), x′ ∈ Sn.
Let 0 < p ≤ 1, α ∈ (0, 1), m > max{α − 1, 1/p − 1}, β > 0. Then the
following assertions are equivalent:
1)
{c
(j)
k : j = 1, ..., dk, k ∈ Z
+} ∈MH(A
p,1
α , A
p,1
β )
2)
sup
0<ρ<1
sup
y′∈Sn
(∫
Sn
|Λm+1(g ∗ Px′)(ρy
′)|dx′
)
(1− ρ)m+1−α+β <∞.
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Proof. To prove Theorem, we shall need several rather elementar and par-
tially known lemmas.
Lemma 1. The function Qβ(x, y) can be estimated in the following way:
|Qβ(x, y)| ≤
C1(1− r)
−β
|rρx′ − y′|n+[β]
+
C2
(1− rρ)1+β
,
where x = rx′, y = ρy′, β > −1, r, ρ ∈ (0, 1).
The proof of this lemma can be found in [1].
Lemma 2. Let α > −1 and λ > α + 1. Then∫ 1
0
(1− r)α(1− rρ)−λdr ≤ Cα,λ(1− ρ)
α−λ+1; ρ ∈ (0, 1).
The proof can be found in [1].
Lemma 3. Let f, g ∈ h(Bn). Then using expansions for f and g mentioned
above we have
∫
Sn
(g ∗ Py)(rx
′)f(rx′)dx′ =
∫
Sn
(∑
k≥0
rk
dk∑
j=1
C
(j)
k y
(k)
j (y
′)y
(k)
j (x
′)
)
(∑
m≥0
rm
dm∑
i=1
y
(m)
i (x
′)b(i)m dx
′
)
=
=
∑
k≥0
r2k
dk∑
j=1
C
(j)
k b
(j)
k y
(k)
j (y
′).
The proof is based on the known orthonormality properties of y
(k)
j we listed
above(see[1]),we omit details.
Lemma 4. Let m, k, n ∈ N. Then∫ 1
0
(1− R2)mR2k+n−1dR =
1
2
Γ(m+ 1)(Γ(k + n/2)
Γ(m+ 1 + n/2 + k)
.
The proof can be found in [1].
Lemma 5. Let 0 < p ≤ ∞,
Mp(f, r) =
(∫
Sn
|f(rx′)|pdx′
)1/p
, 0 < r ≤ 1,
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where dx′ is as we defined above the Lebesgue measure on ∂Bn. Let 0 < q ≤
1, −1 < β <∞. Then
(∫ 1
0
Mp(f, |y|)
(1− |y|)β
(1− |x||y|)β+1
|y|n−1d|y|
)q
≤ Cq
(∫ 1
0
M qp (f, |y|)(1− |y|)
βq+q−1
(1− |x||y|)(β+1)q
|y|n−1d|y|
)
.
Proof. For each f ∈ h(Bn), we have Mp(f, r1) ≤ Mp(f, r2) whenever r1 ≤ r2.
Since 0 < q ≤ 1, it follows that
J =
(∫ 1
0
Mp(f, |y|)
(1− |y|)β
(1− |x||y|)β+1
|y|n−1dy
)q
≤ C1
∑
k≥0
M qp (f, 1− 2
−k−1)(2−kβq)
(∫ 1−2−k−1
1−2−k
|y|n−1d|y|
(1− |x||y|)β+1
)q
≤ C2
∑
k≥0
M qp (f, 1− 2
−k−1)(2−kβq)
(
1− |x|(1− 2−k−1)
)(β+1)q
2−kq.
Obviously,
1− |x|(1− 2−k−1)
1− |x|(1− 2−k+1)
≥
1
4
; 0 < |x| ≤ 1, k ≥ 0.
Hence
J ≤ C3
∑
k≥0
(∫ 1−2−k−2
1−2−k−1
d|y|
)(
2−k(−1+q+βq)
)
(
M qp (f, 1− 2
−k−1)
) (
1− |x|(1− 2−k+1)
)−(β+1)q
≤ C4
∑
k≥0
∫ 1−2−k−2
1−2−k−1
M qp (f, |y|)
(1− |y|)βq+q+1
(1− |x||y|)(β+1)q
d|y|
≤ C5
∫ 1
0
M qp (f, |y|)(1− |y|)
q(β+1)−1
(1− |x||y|)(β+1)q
d|y|
≤ C6
∫ 1
0
M qp (f, t)
(1− t)q(β+1)−1
(1− |x|t)(β+1)q
tn−1dt.
This is what we wanted to prove.
Lemma 6. Let y′ ∈ Sn be a fixed point in the unit sphere of Rn. Let
6
P (x, y′) = ωn−1
1−|x|2
|x−y′|n
be the Poisson kernel (see[1]) for the unit ball Bn,
x ∈ Bn, y′ ∈ Sn and ω−1n−1 is the area of the unit sphere. If x = rx
′, then
P (x, y′) =
∑
k≥0
rkZ
(k)
x′ (y
′)
=
∑
k≥0
rk
(
dk∑
j=1
y
(k)
j (y
′)y
(k)
j (x
′)
)
= Py′(rx)
moreover, for m ∈ N and x = rx′ we have∫
Sn
(g ∗ Py′)(rx
′)(f(rx′))dx′ =
2
∫ 1
0
∫
Sn
Λm+1(g ∗ Py′)(rRξ)(f(rRξ))(1− R
2)mRn−1dRdξ
where as above
((Λm+1)f)(rx′) =
∑
k≥0
rkCk(y
k(x′))
(
Γ(k + n/2 +m+ 1)
Γ(k + n/2)Γ(m+ 1)
)
.
Proof of Lemma 6. We have to use the orthonormality of {y
(k)
j }
dk
j=1 (see
[1]) and Lemma 4. We have the following chain of equalities
2
∫ 1
0
∫
Sn
Λm+1(g ∗ Py′)(rRξ)(f(rRξ))(1−R
2)mRn−1dRdξ
= 2
∫ 1
0
∫
Sn
(∑
k≥0
(rR)k
Γ(k + n/2 +m+ 1)
Γ(k + n/2)Γ(m+ 1)
dk∑
j=1
C
(j)
k y
(k)
j (y
′)y
(k)
j (ξ)
)
×
(∑
m≥0
(rR)m
dm∑
i=1
b(i)m y
(m)
i (ξ)
)
(1− R2)mRn−1dRdξ
= 2
∫ 1
0
∑
k≥0
Γ(k + n/2 +m+ 1)
Γ(k + n/2)Γ(m+ 1)
R2kr2k
dk∑
j=1
C
(j)
k b
(j)
k y
(k)
j (y
′)(1− R2)mRn−1dR
=
∑
k≥0
r2k
dk∑
j=1
C
(j)
k b
(j)
k y
(k)
j (y
′).
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On the other hand we have
∫
Sn
(g ∗ Py′)(rx
′)(f(rx′))dx′ =
∫
Sn
(∑
k≥0
rk
dk∑
j=1
C
(j)
k y
(k)
j (y
′)y
(k)
j (x
′)
)
(∑
m≥0
rm
dm∑
i=1
y
(m)
i (x
′)b(i)m
)
dx′ =
∑
k≥0
r2k
dk∑
j=1
C
(j)
k b
(j)
k y
(k)
j (y
′).
Part two is proved.For part one of lemma see[1]. Now based on these lemmas
we are in a position to prove our theorem.
Proof of Theorem. Fix y′ ∈ Sn. For each y′, m ∈ N, m > α−1 we consider
a function
Qm(y, x) =
∑
k≥0
(rk)
dk∑
j=1
ρk
(
Γ(k + n/2 +m+ 1)
Γ(k + n/2)Γ(m+ 1)
y
(k)
j (y
′)
)
y
(k)
j (x
′)
where x = rx′, y = ρy′. Since {C
(j)
k : j = 1, 2, ..., dk, k ≥ 0} ∈ MH(A
p,1
α , A
p,1
β ),
we can easily verify that (see [1])
hy(x) =
∑
k≥0
(rk)
(
dk∑
j=1
ρk
Γ(k + n/2 +m+ 1)
Γ(k + n/2)Γ(m+ 1)
y
(k)
j (y
′)C
(j)
k
)
y
(k)
j (x
′)
=
∑
k≥0
(rkρk)
(
dk∑
j=1
Γ(k + n/2 +m+ 1)
Γ(k + n/2)Γ(m+ 1)
C
(j)
k y
(k)
j (x
′)
)
y
(k)
j (y
′)
is in Ap,1β (B
n). Using the closed graph theorem, for each m ∈ N, m > p(α−1)
we have
‖hy(x)‖Ap,1
β
≤ ‖Λm+1(g ∗ Px′)(rρy
′)‖Ap,1
β
≤ C‖Qm(y, x)‖Ap,1
β
.
Now we use the lemmas proved(Lemma1) to conclude that
∫
Sn
|Qβ(x, y)|dx
′ ≤ C
(∫
Sn
(1− rρ)−β
|rρx′ − y′|n+[β]
+
1
(1− rρ)1+β
)
≤ C
1
(1− rρ)1+β
.
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Hence for m > (α− 1)p we have
‖Qm(y, x)‖Ap,1α =
(∫ 1
0
(
∫
Sn
|Qm(x, y)|dx
′
)p
(1− |x|)αp−1|x|n−1dx)1/p
≤ C(
∫ 1
0
(
1
(1− |x||y|)(n+1)p
(1− |x|)αp−1|x|n−1d|x|
)1/p
≤ C(1−|y|)−(m+1−α).
We now use the fact that for 0 < r1 ≤ r2 < 1, Mp(f, r1) ≤ Mp(f, r2) to
obtain
∫
Sn
|Λm+1(g ∗ Px′)(ρ
2y′)|dx′ =
(∫ 1
ρ1
...
∫ 1
ρn
(1− r)βp−1rn−1dr
)−1/p
∫ 1
ρ1
...
∫ 1
ρn
(1− r)βp−1
(∫
Sn
|Λm+1(g ∗ Px′)(ρ
2y′)|dx′ · rn−1dr
)1/p
≤ C(1− ρ)−β‖Λm+1(g ∗ Px′)(rρy
′)‖Ap,1
β
where x = rx′, y = ρy′. Finally, for m > α− 1 we have∫
Sn
|Λm+1(g ∗ Px′)(ρ
2y′)|dx′ ≤ C(1 − ρ)−(m+1−α+β)
or
( sup
0<ρ<1
)( sup
y′∈Sn
)
(∫
Sn
|Λm+1(g ∗ Px′)(ρ
2y′)|dx′
)
× (1 − ρ)m+1−α+β < ∞.
We now manage to prove the reverse implication of the theorem. By defintion
of convolution above we have
f(x) =
∑
k≥0
rk
dk∑
j=1
c
(j)
k y
(k)
j (x
′), g(y) =
∑
m≥0
ρm
dm∑
i=1
b(i)m y
(m)
i (y
′),
(f ∗ g)(x) =
∑
k≥0
(rρ)k
dk∑
j=1
c
(j)
k b
(j)
k y
(k)
j (x
′); x = rx′, y = ρy′
then it follows from lemmas we proved
h(ρrx′) =
∫
Sn
(g ∗ Px′)(ry
′)f(ρy′)dy′ =
= 2
∫ 1
0
∫
Sn
(Λm+1g ∗ Px′)(rρξ)(1− R
2)mRn−1dRdξ, m > α− 1.
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Then we have∫
Sn
|h(ρrx′)|dx′ ≤
∫ 1
0
∫
Sn
∫
Sn
|Λm+1(g ∗ Px′)(rRξ)|
|f(ρRξ)|(1− R2)mRn−1dRdξdx′ ≤
C
∫ 1
0
sup
ξ∈Sn
∫
Sn
|Λm+1(g ∗ Px′)(rRξ)|dx
′
×
(∫
Sn
|f(Rξ)|dξ
)
(1− R2)mRn−1dR.
It is well-known that for each fixed ξ ∈ Sn by subharmonicity, the function
u(rRξ,m) =
∫
Sn
|Λm+1(g ∗ Px′)(rRξ)|dx
′
is growing, hence supξ∈Sn(uξ) is also growing , and hence we can use the
lemmas above (Lemma 5) to get the following estimate:∫ 1
0
(∫
Sn
|h(rx′)|dx′
)p
(1− r)βp−1rn−1dr ≤
C1
∫ 1
0
∫ 1
0
sup
ξ∈Sn
(∫
Sn
|Λm+1(g ∗ Px′)(rRξ)|dx
′
)p
×
(∫
Sn
|(f(Rξ)|dξ
)p
(1− R)pm+p−1Rn−1dR(1− r)βp−1rn−1dr.
We now use the estimates (1 − R)pm ≤ (1 − rR)pm or (1 − R)pm+p−1 ≤
(1− rR)pm+p−1 for m > 1−p
p
, and the conditions imposed in the statement of
the theorem to conclude that
‖h‖p
Ap,1
β
≤ C2
∫ 1
0
∫ 1
0
(∫
Sn
|f(Rξ)|dξ
)p
(1− Rr)pα−pβ−p(1− R)p−1
R(n−1)pdR(1− r)βp−1rn−1dr ≤ C3
∫ 1
0
(∫
Sn
|f(Rξ)|dξ
)p
(1−R)p−1
(∫ 1
0
(1− Rr)pα−pβ−p(1− r)βp−1dr
)
R(n−1)pdR
≤ C‖f‖p
Ap,1α
, 0 < α < 1, m ∈ N;
here we used Lemma 2 at the last step. Now the proof of theorem is complete.
We remark finnaly for p=1 this theorem was announced many years ago in
[4]
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