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In this paper we propose a general class of covariate-adjusted
response-adaptive (CARA) designs based on a new functional urn
model. We prove strong consistency concerning the functional urn
proportion and the proportion of subjects assigned to the treatment
groups, in the whole study and for each covariate profile, allowing
the distribution of the responses conditioned on covariates to be esti-
mated nonparametrically. In addition, we establish joint central limit
theorems for the above quantities and the sufficient statistics of fea-
tures of interest, which allow to construct procedures to make in-
ference on the conditional response distributions. These results are
then applied to typical situations concerning Gaussian and binary
responses.
1. Introduction.
1.1. Adaptive designs in clinical trials. The scientific validation of new treatments or
therapies in medicine is typically the result of careful controlled randomized clinical trials.
The standard methodology is to sequentially assign the patients to the treatment groups
and collect the corresponding responses for statistical inference. The design of such exper-
iments typically involves several aspects, such as ethical objectives, reduction of costs, and
inferential properties. Initially, randomized adaptive procedures were used to increase the
balance among the treatment groups in order to achieve an unbiased comparison (e.g. see
[32, 34]). However, balance does not ensure efficiency or good ethical properties, except in
very particular circumstances (see [35]). Hence, new procedures, called response-adaptive,
have been considered that use the accrued information on previous subjects’ response to
treatments to skew the probabilities of assignment away from 1/2 towards specific target
values. An exhaustive review on response-adaptive procedures can be found for instance
in [6, 23]. These designs are typically constructed to satisfy certain optimality criteria
related to their performance, with respect to ethical aspects, such as minimizing the ex-
pected number of failures, or statistical properties, such as maximizing the power of the
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test. Specifically, a standard methodology is to consider a desired asymptotic allocation
proportion ρ depending on the response distributions that satisfies those optimality crite-
ria. In a common situation, the response distributions depend on a vector of parameters
θ ∈ Θ, and the target allocation is defined as a function ρ : Θ→ S, where S is the simplex
of dimension equal to the number of treatments. Thus, the response-adaptive design is
constructed such that the proportion of subjects assigned to the treatments asymptotically
target the desired target proportion, i.e. Nn/n
a.s.→ ρ(θ).
When the information on significant covariates is available, adaptive designs based solely
on the patient’s response to treatments are inadequate to implement the randomized as-
signments. For instance, when a covariate has a strong influence on the response to a
treatment, it may be inappropriate to use responses observed by subjects with a specific
covariate profile to determine patients’ allocation probability with a different profile. As
described in [35], there are multiple ways for taking into account the effect of covariates in
clinical trials and, in general, there is no agreement about how to implement such designs
and what should be the main purpose of these procedures.
1.2. Covariate-adjusted randomization designs. A natural way to incorporate covariates
in randomized procedures is to adopt stratification to force balance on certain important
covariates. In fact, although randomization reduces the probability that the presence of
the covariates are strongly different in the treatment groups (see [34]), perfect balance
is reached only asymptotically and for small samples a significant imbalance can easily
occur. Hence, a standard methodology is to stratify on few important known covariates,
then to use restricted randomization within each stratum, and finally to let randomization
handle the less influential and unknown covariates. Since this approach is possible only
for a small number of covariates, several procedures have been proposed to individualize
which covariates should be considered in the trial and how to implement the sequential as-
signments. An early work on these covariate-adjusted randomization designs is represented
by the deterministic procedure proposed in [39] to minimize imbalances on strata and its
extensions that include randomization: the biased coin design of [31] and the marginal
urn design formulated by [43]. In this context, different types of imbalances have been
controlled in the covariate-adaptive designs proposed in [25], by using the positive recur-
rence of the Markov process of the within-stratum imbalances. Moreover, a wide class of
covariate-adaptive designs aimed at balancing the allocations has been recently presented
in [13], in which the main asymptotic properties have been established. However, as shown
in [35], balance does not guarantee either to have a design with good statistical properties
or to assign more patients to the superior treatment. An alternative approach was pro-
posed in [7] to incorporate treatment-by-covariate interactions and continuous covariates.
Specifically, the subjects are assigned to treatment groups in order to minimize the vari-
ance of the treatment responses conditionally on their covariate profiles. This procedure
is based on the DA-optimality criterion with linear models and, unlike the previous de-
signs, it performs well also for correlated covariates. However, the minimum variance of
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the treatment responses can be obtained through balancing covariates in marginal strata
only in linear models with homoscedastic errors, but it is not valid in nonlinear models (see
e.g. logistic regression [28]) or when errors present a general covariance structure. Hence,
information on the covariates may not be sufficient to achieve efficiency or ethical goals,
and using the responses to treatments in the allocation phase can be essential to this task.
For this reason, adaptive procedures that use ether the covariate profile of the subjects
and the performances of the treatments have been considered in literature under the name
covariate-adjusted response-adaptive (CARA) designs (see [36]).
1.3. CARA designs. In general, a CARA design is defined as a procedure that randomly
assigns subjects to the treatment groups with a probability that depends on their own
covariate profiles and on the previous patients’ covariates, allocations and responses. The
literature on this class of designs is not very long and early steps in this context can be
found in [27] and [36].
Concerning binary responses and polytomous covariates, a relevant CARA design based
on the randomized play-the-winner rule has been proposed in [14]. The case of binary re-
sponses and two competing treatments has been also considered in [36] for different types
of covariates. The allocation rule proposed in [36] uses a suitable mapping based on a
logistic regression model that implements the interaction among covariates and responses
to treatments. Specifically, each subject is assigned according to the odds ratio compar-
ing treatments in correspondence of his own covariate profile. The main properties of this
adaptive allocation rule has been investigated through simulation, highlighting a signifi-
cant reduction of the expected treatment failures. Nevertheless, theoretical results on the
design performances have not been derived in [36]. A two-stage CARA design for binary
responses based on logistic regression model was implemented in [16], in which the patients
are assigned initially using a restricted procedure to compute the adaptive parameter esti-
mators and then using a probability that depends on such estimators and the corresponding
covariate profile.
The case of continuous responses and two treatments has been considered in [15], in
which an adaptive design with limiting allocation proportion has been proposed by using
a linear model to incorporate covariate information. However, the probability of assigning
the next patient does not depend on its covariate profile, and hence the design proposed
in [15] cannot be included in the classical CARA framework. The procedure in [15] has
been improved in [8] by considering an adaptive biased-coin design for normal responses
based on a generalized DA-optimal criterion that takes into account both statistical and
ethical purposes. Although the performances of these allocation rules have been studied
through simulation, their theoretical properties have not been proved.
Ideally, the analysis of the ethical and inferential properties of the experimental designs
should be based on theoretical results concerning the asymptotic behavior of the allocation
proportion and adaptive estimators, and none of the previous work on CARA designs is able
to provide such results. In fact, since the allocation and the estimation process depend on
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both the responses and the covariates, CARA designs are very complex to be formulated in
a rigorous mathematical setting. Two papers, in particular, formalize CARA in a rigorous
mathematical framework. The first of these is the groundbreaking paper of [48], in which
consistency and second-order asymptotic results concerning both adaptive estimators and
allocation proportions have been proved for a very wide class of CARA designs. In the
second [12], compound optimal design theory was used to find target allocations of interest,
and these target allocations are attained using an accelerated biased coin design.
The procedures considered in [48] can be interpreted as generalized biased coin designs
in which the probability of allocation is given by a known target function evaluated at the
adaptive estimators of a finite number of parameters related to the responses means condi-
tioned on the covariates. For this reason, this design has been applied to generalized linear
models for different types of responses and covariates (discrete and continuous) and for
more than two treatments. Some recent papers have extended the class of CARA designs
presented in [48] in order to improve its inferential properties. For instance, the class of
designs proposed in [50] allows inference also for common parameters in the response dis-
tributions. The unified family of designs presented in [24] takes into account both efficiency
and medical ethics. The distribution of the parameters estimators in reduced generalized
linear models established in [19] allows inference for separately testing the main effects,
the covariate effects or their intersections. One of the aims of this paper is to construct
a new framework for CARA designs in which the probability of allocation may depend
by nonparametric or semi-parametric estimates of the generic conditional response distri-
bution. To this purpose, the proposed design is based on the other very popular class of
randomized procedures: urn models.
1.4. Urn models. The history of urn models as probabilistic tools to describe ran-
dom phenomena is very long and deep in several fields of scientific research (e.g. [17]
in economics, [18] in genetics, [1, 2] in network analysis). Starting from the Po´lya urn
proposed in [21] to model contagious disease, many variants have been considered (see
e.g. [3, 5, 9, 22, 30, 47, 49]). In this paper, we focus on the broad class of urn schemes
known as generalized Po´lya urn (GPU); its asymptotic behavior has been the objects of
several important works: starting from the asymptotic results proved in [5] by embedding
the urn process in a continuous-time branching process, other significant theoretical re-
sults have been derived, for instance in [9, 10, 11, 26, 38, 47, 49]. Concerning applications,
urn models have known a great popularity as adaptive designs in clinical trials for several
reasons: (i) the process of colors sampled from the urn represents a natural way to model
the sequential randomized assignments of subjects to treatments groups, (ii) the quantity
of balls replaced in the urn may depend on previous patients’ information so that differ-
ent types of adaptive procedures can be constructed, (iii) their updating rule composed
by extractions and replacements is intuitive and easy to be implemented by clinicians. In
clinical trials, urn models are mostly adopted as response-adaptive designs and covariates
are not considered. For a review of urn models adopted as response-adaptive procedures
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see [20, 30, 23].
The response-adaptive GPU design presented in [47] is the following: consider an urn
containing balls of d colors, each one associated with a specific treatment; the composition
of the urn at time n ≥ 0 is represented by the vector Yn = (Y1n, ..,Ydn)⊤ ∈ Rd+. At any
time n ≥ 1, a subject enters the trial, a ball is sampled at random from the urn and its
color is observed; formally, let Xn ∈ {0, 1}d ∩ S represent the color sampled at time n: for
each j ∈ {1, .., d}, Xjn = 1 indicates that the sampled ball is of color j, Xjn = 0 otherwise.
Then, letting k ∈ {1, .., d} be the sampled color, the subject is assigned to treatment k and
a response ξkn is observed. The potential responses {ξkn;n ≥ 1}, k ∈ {1, .., d}, are defined
as d independent sequences of identically distributed (i.i.d.) random variables. Moreover,
for any i, j ∈ {1, .., d}, the model uses a function uij : Sj → R+ (Sj indicates the support
of ξjn) to convert the responses into the reinforcements; then, the sampled ball of color
k is returned to the urn together with uik(ξkn) new balls of color i ∈ {1, .., d}. Formally,
denoting Dn the d× d replacement matrix defined as Dijn := uij(ξjn) for any i, j ∈ {1, .., d},
the urn is updated as follows
(1.1) Yn = Yn−1 + DnXn.
Note that Dikn can be computed only if the subject receives treatment k, because ξ
k
n is
needed to obtain Dikn = u
ik(ξkn). However, the updating rule expressed in (1.1) does not
require the value of Dikn if the subject receives a treatment different than k, since in that
case Xkn = 0.
In the GPU model, it is well known that the asymptotic behavior of the urn propor-
tion is related to the limit of the conditional expectation of the replacement matrices, i.e.
H := limn→∞ E[Dn|Fn−1] a.s. (e.g. [5, 9, 10, 11, 47, 49]), where Fn−1 indicates the quan-
tities observed up to time (n − 1). Specifically, under suitable conditions, we have that
Yn/w(Yn)
a.s.→ V, where w(Yn) =
∑d
j=1Y
j
n and V ∈ S is the right eigenvector of H asso-
ciated with its maximum eigenvalue and such that w(V) = 1. Hence, in order to target
a specific proportion ρ(θ), one needs to define appropriately the replacement matrices Dn
such that H guarantees ρ(θ) ≡ V. To this end, the functions uij should depend on the
parameters θ, which are usually unknown in practice. Hence, in [47] the parameter θ is
replaced in uij by the adaptive estimator θˆn−1 computed with the information available up
to time (n−1) obtaining uˆij , so that the replacement matrix is represented by Dijn = uˆij(ξjn)
for i, j ∈ {1, .., d}. This model proposed in [47] is called a sequential estimation-adjusted urn
model (SEU) and it has been proved that the model targets any desired limiting proportion
ρ(θ).
1.5. Aim and organization of the paper. Although the SEU model represents a very
powerful urn design, as with most response-adaptive procedures, it does not incorporate
the covariates in the randomization process. Hence, the probability of allocating a subject
to a treatment group is independent of his or her covariate profile; moreover, all patients are
asymptotically assigned with the same target probability ρ(θ), regardless of their covariate
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profiles. In this paper, we want to extend the SEU model by introducing information on the
covariates in the urn scheme, so obtaining a CARA urn design. Analogously to the CARA
coin designs described in [48], where the covariates are considered in the trial, each subject
is assigned with a probability that depends on his or her own covariate profile. Formally,
let τ be the covariate space, which could be finite, countable, or continuous. Conditionally
on the covariate profile t ∈ τ , we consider different response distributions π1t , .., πdt and
the corresponding parameters θt. Thus, in this framework the main goal of the design is
to asymptotically assign all the subjects with covariate profile t with a desired probability
ρ(θt), i.e. the design targets the desired functional allocation ρ(t). We will see that the
model presented in this paper achieves this goal. It is worth noticing that in the design
proposed in [48], θt characterizes the means of the responses conditionally on t and it is
defined as θt = f(β, t), where f is a known function and β is a finite set of parameters.
As a consequence, in [48] the target function ρ(t) actually depends on a finite number
of unknowns represented by β. The framework considered in this paper is different since
θt may represent general features of the conditional response distributions and it can be
estimated nonparametrically; the target function ρ(t) depends on an infinite number of
unknowns. Another difference is that in the existing literature the probability distribution
of the covariates is the same for all the patients, while in this paper this distribution is
allowed to be adaptively modified by the experimenter using the information collected
during the trial.
The CARA design we propose consists of a functional urn model in which the urn
composition is a d-dimensional multivariate function of the covariates. Each subject is
assigned to the treatment group according to the color sampled from the urn identified by
his or her covariate profile. After any allocation, the entire functional urn composition is
updated, even if only the response associated with the patient’s covariate profile has been
observed. For this reason, a crucial point is the definition of the functional objects Xn and
Dn that extend the multivariate objects Xn and Dn in the updating rule (1.1).
In this paper we establish first and second-order asymptotic results concerning the fol-
lowing quantities:
(i) the probability of allocation of the subjects for each covariate profile, Zn(t);
(ii) the proportion of subjects assigned to the treatment groups for each covariate profile,
Nt,n/w(Nt,n);
(iii) the proportion of subjects assigned to the treatment groups in the trial, Nn/n;
(iv) the adaptive estimators θˆt,n of features of interest θt related with the distribution
of the treatments responses conditionally on each covariate profiles (required for the
inference based on covariate-stratification approach);
(v) the adaptive estimators βˆn of features of interest β related with the entire family
of response distributions conditionally on the covariates (required for the inference
based on covariate-adjusted approach);
In particular, we prove strong consistency of the above quantities, allowing the distribu-
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tion of the responses conditioned on the covariates to be estimated nonparametrically.
In addition, we establish joint central limit theorems (CLTs) which provide the essential
probabilistic tools to construct inferential procedures on conditional response distribu-
tions. These results are then applied to typical situations concerning Gaussian and binary
responses.
In Section 2 we present the CARA urn design based on the functional urn model. Sec-
tion 3 is concerned with assumptions and main results. In Section 4 and 5 the CARA urn
design is applied to different practical scenarios and several response distributions are con-
sidered. Concluding remarks and future developments are discussed in Section 6. Technical
details, including proofs of the theorems, are presented in a supplement [4].
2. The functional urn model for CARA designs. In this section we describe the
design based on a functional urn model. We start by defining the quantities related to the
process of subjects that sequentially enter the trial.
2.1. Notation. Consider a trial in which patients are sequentially and randomly as-
signed to d ≥ 2 treatments. For any n ≥ 1, let X¯n ∈ {0, 1}d ∩ S represent the treatment
assigned to subject n: for any j ∈ {1, .., d}, X¯jn = 1 indicates that the assigned treatment is
j, X¯jn = 0 otherwise. Each subject n is identified by a vector (Tn, ξ
1
n, .., ξ
d
n) ∈ (τ×S1×..×Sd),
in which Tn indicates his or her covariate profile and, for any j ∈ {1, .., d}, ξjn indicates the
patient’s potential response to treatment j. In general, the covariate profiles of the patients
{Tn;n ≥ 1} are a sequence of independent but nonidentically distributed random variables,
whose distributions can adaptively depend on the information collected during the trial:
the covariate profiles, the allocations and the responses. This allows a generalization of the
typical CARA design, by incorporating a probabilistic mechanism to select patients with
a particular covariate profile if patient selection is also a random process. This includes as
a special case the typical assumption of {Tn;n ≥ 1} as i.i.d. random variables, in which
the information collected in the trial does not affect the choice of the future covariate
profiles. This represents the standard clinical trial where the clinician has no control over
the patient recruitment process. We will denote by µn−1 the probability distribution of Tn
conditioned on Fn−1, i.e. the information collected up to time (n− 1).
Since any subject receives one treatment, for any n ≥ 1 only one value among {ξ1n, .., ξdn}
can be observed during the trial and we will denote it ξ¯n. For each j ∈ {1, .., d}, we
assume that {ξjn;n ≥ 1} is a sequence of independent random variables whose distribution
depends on the sequence of covariate profiles {Tn;n ≥ 1}. Specifically, we define a family
of probability distributions {πjt ; t ∈ τ}, where each one represents the distribution of ξjn
conditioned on the event {Tn = t}: πjt indicates the probability law of the response to
treatment j observed from a subject whose covariate profile is equal to t. Note that {Tn = t}
could have measure zero. In the paper, we will also use the corresponding families of
cumulative distribution functions (CDFs) {F jt ; t ∈ τ} and the families of quantile functions
(QFs) {Qjt ; t ∈ τ}.
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2.2. The model. For any n ≥ 0, let Yn = (Y 1n , .., Y dn )⊤ be a d-dimensional vector of
nonnegative bounded functions and let Zn = Yn/w(Yn), where w(Yn) :=
∑d
j=1 Y
j
n . For
any t ∈ τ , Yn(t) ∈ (0, 1)d represents an urn containing Y jn (t) balls of color j ∈ {1, .., d} and
Zn(t) ∈ S indicates the proportions of the colors in the urn at time n. To avoid inessential
complications, we consider a uniform initial composition Y0 = 1. For any n ≥ 1, let Fn−1
be the σ-algebra composed by the information related with the first (n − 1) patients, i.e.
their covariate profiles, allocations and responses:
(2.1) Fn−1 := σ
(
T1, X¯1, ξ¯1, .., Tn−1, X¯n−1, ξ¯n−1
)
.
When subject n enters the trial, his or her covariate profile Tn is observed, and we now
operate on the conditioning set {Fn−1, Tn}, consistent with the definition of CARA designs
found in [23]. Then, a ball is sampled at random from the urn identified by Tn; i.e., with
proportions
Zn−1(Tn) =
(
Z1n−1(Tn), .., Z
d
n−1(Tn)
)⊤
and its color is observed; thus, the subject n receives the treatment associated with the
sampled color and a response ξ¯n is collected. In order to update the functional urn, we
construct a weighting function Xn and a functional replacement matrix Dn that extend
Xn and Dn in the classical updating rule; see (1.1).
First, we define the weighting function Xn. Let Un be a uniform (0,1) random variable
independent of Fn−1 and Tn, and define, for any t ∈ τ and for any j ∈ {1, .., d}
(2.2) X˘jn(t) := 1{
∑j−1
i=1 Z
i
n−1(t)<Un≤
∑j
i=1 Z
i
n−1(t)}
,
where we use the convention
∑0
i=1(·) = 0. Notice that X˘n(t) represents the color of the ball
that would be sampled if we used the urn identified by t; i.e. if the covariate profile Tn were
equal to t. Thus, X¯n := X˘n(Tn) represents the color actually sampled from the functional
urn at time n: for each j ∈ {1, .., d}, X¯jn = 1 indicates that the sampled ball is of color j,
X¯jn = 0 otherwise. Hence, conditionally on Fn−1 and Tn, X¯jn is Bernoulli distributed with
parameter Zjn−1(Tn). Since X˘n(t) models the color hypothetically sampled from the urn
identified by t (i.e. Yn−1(t)), we define the weighting function Xn as the expected value of
X˘n conditioned on the information of the color sampled from the urn identified by Tn, i.e.
(2.3) Xn := E
[
X˘n | Fn−1, Tn, X¯n
]
.
An analytic expression of Xn derived from (2.3) is provided in (A.1) in the supplement [4].
Note that by (2.2) and (2.3) we have Xn(t) ∈ S for any t ∈ τ , since Xn(t) ∈ [0, 1]d and
w(Xn) = w
(
E
[
X˘n|Fn−1, Tn, X¯n
])
= E
[
w(X˘n)|Fn−1, Tn, X¯n
]
= 1.
Moreover, we also have that
(2.4) E [Xn|Fn−1] = Zn,
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since by the law of total expectation E [Xn|Fn−1] = E[X˘n|Fn−1] = Zn−1.
We now define the functional replacement matrix Dn. First, for any i, j ∈ {1, .., d} and
t ∈ τ , let uijt : Sj → R+ be a function that converts the responses into the reinforcements.
Analogously to the classical updating rule (1.1), for any t ∈ τ , the urn identified by t should
be ideally updated by uijt (ξ
j
n) balls of color i ∈ {1, .., d} when treatment j is assigned, where
ξjn represents the response observed from a subject with covariate profile t. Hence, the urn
identified by t should be updated by uijt (W
j
t ) balls of color i ∈ {1, .., d}, whereW jt represents
a random variable with probability distribution πjt and that, conditionally on Fn−1 and
Tn, is independent of X¯n. This can be equivalently formalized by introducing a uniform
(0,1) random variable Vn independent of Un, Tn and Fn−1, and defining W jt = Qjt(Vn)
for any j ∈ {1, .., d}, where we recall that Qjt is the QF associated with the probability
distribution πjt . In fact, by definition, we have that Q
j
t(Vn) ∼ πjt when Vn ∼ U(0, 1). Thus,
the replacements in the urn identified by t ∈ τ should be defined by the following random
matrix:
(2.5) D˘ijn (t) := u
ij
t ( Q
j
t (Vn) ), ∀ i, j ∈ {1, .., d}.
However, when the subject n with covariate profile Tn is assigned to a treatment j and
the response ξjn is observed, we can only compute D¯
ij
n := u
ij
Tn
(ξjn), that corresponds to
D˘ijn (Tn). Nevertheless, the response ξ
j
n, associated with the covariate profile Tn, contains
the information on the quantile Vn that can be taken into account to update all the urns
t ∈ τ using (2.5). Specifically, the d × d replacement matrix of bounded functions should
be defined as the expected value of the potential replacement matrix D˘n for the urn t,
conditionally on the information of the response observed to treatment k ∈ {1, .., d}, that
we call ξ¯n = ξ
k
n, from a subject with covariate profile Tn, i.e.
(2.6) D∗n := E
[
D˘n | Tn, X¯n, ξ¯n
]
.
An explicit expression of (2.6) can be derived as follows: for any s ∈ τ , k ∈ {1, .., d} and
y ∈ Sk,
(2.7)
D∗ijn = E
[
D˘ijn | {Tn = s}, {X¯kn = 1}, {ξ¯n = y}
]
= E
[
uijt ( Q
j
t(Vn) ) | {Vn ∈ (Qks)−1(y)}
]
,
where
(Qks)
−1(y) :=
{
v ∈ (0, 1) : Qks(v) = y
}
,
and we recall that Qks is the QF associated with the probability distribution π
k
s . Note
from (2.6) that D∗n depends on quantities that are unknown at time n. Specifically, the
expression in (2.6) contains the conditional QFs Qjt and Q
k
s ; moreover, as mentioned in
Section 1, uijt typically depends on the response distribution π
j
t in order to obtain some
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desired asymptotic properties from the design. Hence, since the conditional distributions πjt
are typically unknown, we compute the corresponding functional estimators uˆijt , Qˆ
j
t and Qˆ
k
s
by using the information related with the first (n−1) subjects. Thus, the d×d replacement
matrix Dn of bounded functions is defined, on the sets {Tn = s}, {X¯kn = 1}, {ξkn = y}, as
follows:
(2.8) Dijn := E
[
uˆij( Qˆjt (Vn) ) | {Vn ∈ (Qˆks)−1(y)}
]
.
Note that Dn(Tn) = D¯n. The analytic expression of Dn depends on the specific family
of probability distribution {πjt ; t ∈ τ}, j ∈ {1, .., d}, that models the relation among the
response ξjn and the covariate profile Tn. See Section A in the supplement [4].
Summarizing, for any t ∈ τ and i ∈ {1, .., d}, we replace in the urn identified by t a
number of balls of color i equal to
∑d
j=1D
ij
n (t)X
j
n(t). Hence, for any n ≥ 1 the functional
urn is updated as follows:
(2.9) Yn = Yn−1 + DnXn,
and we set Zn = Yn/w(Yn). Finally, we define the σ-algebra Fn generated by the quantities
related with the first n subjects:
Fn := σ
(Fn−1, Tn, X¯n, ξ¯n) ,
and we compute the probability distribution of the covariate profile of the next patient
µn(dt) := P(Tn+1 ∈ dt|Fn) with the information in Fn.
The key feature of the design is that quantile functions are used to update all urns, not
just the urn for which Tn = t. In theory there could be an uncountably infinite number of
urns, with only a finite subset of them used for patient allocation. However, in clinical prac-
tice, mathematically “continuous” covariates are really not continuous [34]; for instance,
cholesterol is represented by integer values, likely in some range, that would, for all intents
and purposes, make it a finite discrete covariate. However, the procedure is well-defined for
uncountably infinite urns, and first order asymptotic properties can be obtained, although
some of the covariate-specific metrics do not make sense in that context. When we move
to second-order asymptotics, we partition τ into K strata, which could be intervals of a
continuous set.
Remark 2.1. Suppose π1t , .., π
d
t are known, then Dn could be replaced by D
∗
n, which does
not depend on Fn−1. In that case, the distribution of Yn, conditionally on Fn−1, depends
only on Yn−1: the functional urn composition {Yn;n ≥ 1} is a Markov process. However,
for any t0 ∈ τ , the distribution of the real random variable Yn(t0), conditionally on Fn−1,
depends on all the quantities contained in Fn−1 given in (2.1) and not only on Yn−1(t0).
Hence, for any t0 ∈ τ , the real-valued sequence of the urn composition {Yn(t0);n ≥ 1} is
not a Markov process. This emphasizes our choice of a functional urn model.
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3. Assumptions and main results. This section is concerned with the assumptions
and the main results of the design described in Section 2. Specifically, we are interested in
the asymptotic behavior of the following processes:
(i) the probability of allocation of the subjects for each covariate profile: {Zn(t); t ∈ τ};
(ii) the proportion of subjects associated with each covariate profile assigned to the treat-
ments: {Nt,n/w(Nt,n); t ∈ τ}, where Nt,n :=
∑n
i=1 X¯i1{Ti=t};
(iii) the proportion of subjects assigned to the treatments: Nn/n, where Nn :=
∑n
i=1 X¯i;
(iv) the adaptive estimators of features of interest related with the distribution of the
treatments responses conditionally on each covariate profile:
{θˆt,n; t ∈ τ} := {(θˆjt,n, j ∈ {1, .., d})⊤ ; t ∈ τ},
where each estimator θˆjt,n is computed with the responses of the first N
j
t,n subjects
assigned to treatment j with covariate profile t, i.e. {1 ≤ i ≤ n : X¯ji 1{Ti=t} = 1};
(v) the adaptive estimators of features of interest related with the entire family of dis-
tribution of the treatments responses conditionally on the covariates:
βˆn := (βˆ
j
n, j ∈ {1, .., d})⊤;
each estimator βˆjn is now computed with the responses of the first N
j
n subjects as-
signed to treatment j, i.e. {1 ≤ i ≤ n : X¯ji = 1}.
Remark 3.1. In the case where τ is continuous, metrics in (ii) and (iv) have no
meaning.
3.1. First-order asymptotic properties.
3.1.1. Assumptions. We start by providing the main assumptions that are required for
establishing the first-order asymptotic properties.
(A1) Constant balance and positiveness of replacement matrices. Let Dijn (t) > 0
for any i, j ∈ {1, .., d} and t ∈ τ , which is equivalent to require that uijt (y) > 0 for
any y ∈ Sj . Moreover, denoting D˘·j(t) the jth column of D˘(t), we require that there
exists a function c(t) such that inft∈τ c(t) > 0 and for any t ∈ τ
(3.1) P
(
w(D˘·1(t)) = w(D˘·2(t)) = .. = w(D˘·d(t)) = c(t)
)
= 1.
Since by (2.5) D˘ijn (t) = u
ij
t (W
j
t ) with W
j
t ∼ πjt , (3.1) holds when the function uijt is chosen
such that
∑d
i=1 u
ij
t (W
j
t ) is equal to c(t) with probability one for all j ∈ {1, .., d} and t ∈ τ .
To avoid unessential complications, without loss of generality we assume throughout all
the paper that c(t) = 1.
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(A2) Limiting generating matrix. For any t ∈ τ , let H(t) := E[D˘1(t)] and Hn(t) :=
E[Dn(t)|Fn−1, Tn, X¯n]; then, we assume that H(t) is irreducible, diagonalizable and
there exists α > 0 independent of t ∈ τ such that
(3.2) E
[
|Hn(t)−H(t)|
∣∣∣Fn−1] = O(n−α) a.s.
We will refer to Hn as generating matrix and to H as limiting generating matrix.
A simple interpretation of (3.2) can be obtained by noticing that H can be expressed
as E[D∗n|Fn−1, Tn, X¯n] for all n ≥ 1, from which it follows that the assumption in (3.2)
is related to the properties of consistency of the adaptive estimators. To see that H ≡
E[D∗n|Fn−1, Tn, X¯n], observe that E[D∗n|Fn−1, Tn, X¯n] = E[D˘n|Fn−1, Tn, X¯n] and by (2.5)
D˘ijn (t) = u
ij
t (Q
j
t(Vn)), with Vn ∼ U(0, 1) independent of Fn−1, Tn and X¯n, which implies
E
[
D˘ijn (t)|Fn−1, Tn, X¯n
]
= E
[
uijt (Q
j
t (Vn))
]
= H ij(t).
Remark 3.2. Assumption (A2) ensures that the conditional increments of the urn com-
position E[Yn −Yn−1|Fn−1] are asymptotically equal to HZn−1. Indeed, combining (2.4)
and (2.9), we have
E[Yn −Yn−1|Fn−1] = E[HnXn|Fn−1] = O(n−α) + HZn−1.
From a probabilistic point of view, this is a key point to develop a functional urn asymptotic
theory.
Remark 3.3. Our functional urn model defines Hn as E[Dn|Fn−1, Tn, X¯n] instead of
E[Dn|Fn−1], typically given in the literature (e.g. see [9, 10, 9]). The two definitions coin-
cide only when no functional dependence occurs. However, Assumption (A2) ensures that
the limiting generating matrix is still the same:
E[Dn|Fn−1] = E[Hn|Fn−1] = H + E[Hn −H|Fn−1] a.s.→ H.
Remark 3.4. Assumption (A2) is verified under mild conditions on the consistency of
the adaptive estimators in uˆijt and πˆ
j
t .
3.1.2. First-order asymptotic results. The main consistency results concerning the de-
sign are collected in the following theorem.
Theorem 3.1. Let v(t) ∈ S be the right eigenvector of H(t) associated with λ = 1 and
assume (A1), (A2). Then,
(a) for any probability measure ν on τ , we have:∫
τ
‖Zn(t)− v(t)‖ν(dt) a.s.→ 0,
and hence Zn(t)
a.s.→ v(t) for any t ∈ τ ;
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(b) for any t ∈ τ such that ∑ni=1 µi−1({t}) a.s.→ ∞, we have:
‖Nt,n/w(Nt,n)− v(t)‖ a.s.→ 0;
(c) if there exists a probability measure µ on τ such that
∫
τ |µn(dt) − µ(dt)|
a.s.→ 0, then
we have that
‖Nn/n−
∫
τ
v(t)µ(dt)‖ a.s.→ 0.
Remark 3.5. In the special case that the covariate profiles of the subjects {Tn;n ≥ 1}
is a sequence of i.i.d. random variables, we have µi = µ for any i ≥ 0 and hence the
assumptions of (b) and (c) in Theorem 3.1 are immediately satisfied.
Remark 3.6. Conditioning on any specific covariate profile, these results are consistent
with well-known asymptotic results found in the literature on urn models (e.g. see [5, 9,
10, 11, 47, 49, 11]), in which the urn proportion and the allocation proportion converges
a.s. to the normalized right eigenvector of the limiting irreducible mean replacement matrix
associated with λ = 1.
3.2. Second-order asymptotic properties. The convergence results proved in Section 3.1
consider a general covariate space τ . In order to show second-order properties, we now
partition τ into K finite elements, which could, for instance, be K intervals of a continuous
covariate space. This partitioning induces K urns used to allocate subjects with covariate
profiles in the set {1, ...,K}. In clinical trials practice, K must be considerably smaller than
the total sample size.
3.2.1. Assumptions. We now present further assumptions that are required for estab-
lishing the second-order asymptotic properties.
(A3) Finite partition of the covariate space. We assume that the covariate space
τ is composed by a finite number K ∈ N of distinct elements. When τ contains
infinite elements, we can take a partition of τ , i.e. {τ1, .., τK} such that ∪kτk = τ
and τk1 ∩ τk2 = ∅ for k1 6= k2, and consider these sets to be the elements of τ , i.e.
τ := {τ1, .., τK}. To facilitate the notation, without loss of generality in the sequel we
redefine τ = {1, ..,K} and µn−1(t) = µn−1({t}) = P(Tn = t|Fn−1) for any t ∈ τ .
(A4) Conditional response distributions. The analog of the null hypothesis in clas-
sical inferential statistics is given here by assuming that the conditional response
distributions π1t , .., π
d
t are known for any t ∈ τ . As a direct consequence, we have that
Dn = D
∗
n and Hn = H with probability one for any n ≥ 1.
(A5) Eigenvalues of the limiting generating matrix. Denoting λ∗H(t) the eigenvalue
of Sp(H(t)) \ {1} with largest real part, assume that maxt∈τ Re(λ∗H(t)) < 1/2.
(A6) Dynamics of adaptive estimators.
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(A6a) (Covariate-stratification approach) For some t ∈ τ and j ∈ {1, .., d}, consider that
there are features of interest θjt related with the distribution π
j
t of the responses
to treatment j conditionally on the covariate profile t. Then, we assume that the
corresponding adaptive estimator θˆjt,n is strongly consistent and its dynamics can be
expressed as follows: there exists n0 ≥ 1 such that for any n ≥ n0
(3.3) θˆjt,n − θˆjt,n−1 = −
X¯jn1{Tn=t}
N jt,n
(ft,j(θˆ
j
t,n−1)−∆Mt,j,n −Rt,j,n),
where
(i) ft,j is a Lipschitz continuous function such that ft,j(θ
j
t ) = 0;
(ii) ∆Mt,j,n ∈ Fn is a martingale increment such that E[∆Mt,j,n|Fn−1, Tn, X¯jn] = 0,
and it converges stably to ∆Mt,j with kernel K independent of Fn−1:
L(∆Mt,j,n|Fn−1, Tn = t, X¯jn = 1) a.s.→ K(t, j);
(iii) Rt,j,n ∈ Fn is such that nE[‖Rt,j,n‖2]→ 0.
Moreover, let ft,j be differentiable at θ
j
t , denote by λ
∗
θjt
the eigenvalue of Sp(Dft,j(θjt ))
with largest real part and assume that mint∈τ Re(λ∗θjt ) > 1/2. We also assume that
for some δ > 0,
(3.4) sup
n≥1
E
[
‖∆Mt,j,n‖2+δ | Fn−1
]
< +∞ a.s.,
and
(3.5) E
[
∆Mt,j,n(∆Mt,j,n)
⊤ | Fn−1
]
a.s.−→
n→+∞
Γt,j ,
where Γt,j is a symmetric positive matrix.
(A6b) (Covariate-adjusted approach) For some j ∈ {1, .., d}, consider that there are fea-
tures of interest βj related with the entire family of distributions {πjt ; t ∈ τ} of the
responses to treatment j conditionally on the covariates. Then, we assume that the
corresponding adaptive estimator βˆjn is strongly consistent and its dynamics can be
expressed as follows:
(3.6) βˆjn − βˆjn−1 = −
X¯jn
N jn
(fj(βˆ
j
n−1)−∆Mj,n −Rj,n),
where the quantities in (3.6) fulfill the same conditions presented above for the dy-
namics (3.3).
Remark 3.7. Assumption (A6) is usually satisfied in most relevant cases (see [40]
for the generalized urn model). For instance, a sufficient condition for the consistency
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of θˆjt,n, which is generally true for most practical situations, is that the symmetric
part of Dft,j is positive definite in the entire parameter space. This can be proved
using analogous arguments to those used in the proof of part (a) of Theorem 3.1. As
an example, whenever θjt = E[g(ξ
j
n)|Tn = t] for some function g, the sample mean
estimator
θˆjt,n = (N
j
t,n)
−1
n∑
i=1
1{Ti=t}X¯
j
i g(ξ¯i),
satisfies (A6a) with ∆Mt,j,n = (g(ξ¯n) − θjt ) and ft,j(θˆjt,n−1) = (θˆjt,n−1 − θjt ), which
implies Dft,j = I.
Remark 3.8. When some parameters are related to the response distribution of
more than one treatment, the corresponding estimators satisfy analogous conditions
to those in (A6). Specifically, if one parameter does not depend on the treatment,
instead of (3.3) we can consider
(3.7) θˆt,n − θˆt,n−1 = −
1{Tn=t}
w(Nt,n)
(ft(θˆt,n−1)−∆Mt,n −Rt,n),
while instead of (3.6) we can consider
(3.8) βˆn − βˆn−1 = − 1
n
(f(βˆn−1)−∆Mn −Rn).
Further dynamics may be considered when some parameters depend, for instance, on
a proper subset of the possible treatments.
(A7) Conditional distribution of the covariates.
(A7a) (Covariate-stratification approach) Let {µn;n ≥ 0} be the sequence of probability
measures on τ such that µn(t) = P(Tn+1 = t|Fn) for any t ∈ τ . Assume that there
exists n0 ≥ 1 such that for any n ≥ n0
(3.9) µn(t) = fµ,t(θˆ
j
t,n,Nt,n/w(Nt,n)),
where {fµ,t; t ∈ τ} are differentiable functions, fµ,t(·) ≥ ǫ for some ǫ > 0 and∑K
t=1 fµ,t(·) = 1. Denoting λ∗µ the eigenvalue of Sp(
∑K
s=1 v(s)DNfµ,s(x0, β)⊤) with
the largest real part, we assume that maxt∈τ Re(λ∗µ(t)) < 1/2.
(A7b) (Covariate-adjusted approach) Let {µn;n ≥ 0} be the sequence of probability mea-
sures on τ such that µn(t) = P(Tn+1 = t|Fn). Assume that there exists n0 ≥ 1 such
that for any n ≥ n0
(3.10) µn(t) = fµ,t(βˆ
j
n,Nn/n),
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where {fµ,t; t ∈ τ} are differentiable functions, fµ,t(·) ≥ 0 and
∑K
t=1 fµ,t(·) = 1.
Moreover, we assume there exists an internal point x0 ∈ S that verifies x0 =∑K
s=1 fµ,s(x0, β)v(s). Denoting λ
∗
µ the eigenvalue of Sp(
∑K
s=1 v(s)DNfµ,s(x0, β)⊤)
with the largest real part, we assume that Re(λ∗µ) < 1/2.
Remark 3.9. The condition fµ,t(·) ≥ ǫ > 0 ensures that any covariate profile t ∈ τ
is asymptotically observable with positive probability. This assumption is essential to study
the behavior of θˆjt,n and Nt,n, while it is not necessary for βˆ
j
n and Nn. For this reason, it
will be required in Theorem 3.2 but not in Theorem 3.3.
Remark 3.10. In the special case that the covariate profiles of the subjects {Tn;n ≥ 1}
is a sequence of i.i.d. random variables, we have µi = µ for any i ≥ 0 and hence the above
assumptions are satisfied in a straightforward manner with fµ,t(·) = µ(t) and DNfµ,t =
DNfβ,t = 0 for any t ∈ τ .
3.2.2. Second-order asymptotic results. We first provide the convergence rate and the
joint asymptotic distribution concerning the quantities of interest in the design in the
framework of covariate-stratification response-adaptive designs. This result is established
in the following central limit theorem. We introduce the variables independent of σ(Fn;n ≥
1): T ∈ τ with distribution µ(t), X¯ ∈ {0, 1}d ∈ S such that P(X¯j = 1|T ) = vj(T ),
D := E[D˘|T, X¯, ξ¯], where the distribution of ξ¯ conditioned on {T = t} and {X¯j = 1} is πjt .
Theorem 3.2. DefineWn := (Zn(t),Nt,n/w(Nt,n), θˆt,n, t ∈ τ)⊤,W := (v(t),v(t), θt , t ∈
τ)⊤ and assume (A1)-(A5),(A6a),(A7a). Then,
(3.11) µn(t)
a.s.−→ µ(t) = fµ,t(v(t), θt), Wn a.s.−→W,
(3.12)
√
n(Wn −W) L−→ N (0,Σ) , Σ :=
∫ ∞
0
eu(
I
2
−A)Γeu(
I
2
−A⊤)du,
where
A :=
AZZ 0 0−I I 0
0 0 Aθθ
 , Γ :=
ΓZZ ΓZN ΓZθΓ⊤ZN ΓNN 0
Γ⊤Zθ 0 Γθθ
 ,
and AZZ, Aθθ, ΓNN , Γθθ are block-diagonal matrices whose t
th block is
(i) AttZZ = (I −H(t) + v(t)1⊤);
(ii) Attθθ is a block-diagonal matrices whose j
th block is [Attθθ]
jj := Dft,j(θjt );
(iii) ΓttNN := µ
−1(t)(diag(v(t)) − v(t)v⊤(t));
(iv) Γttθθ is a block-diagonal matrices whose j
th block is
[Γttθθ]
jj := (vj(t)µ(t))−1E[∆Mt,j(∆Mt,j)
⊤|T = t, X¯j = 1];
and ΓZZ, ΓZN , ΓZθ are matrices defined as follows: for any t1, t2 ∈ τ
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(v) Γt1t2ZZ := E[D(t1)g(t1, T, X¯)g
⊤(t2, T, X¯)D
⊤(t2)]− v(t1)v⊤(t2);
(vi) Γt1t2ZN := H(t1)G(t1, t2)diag(v(t2))− v(t1)v⊤(t2);
(vii) [Γt1t2Zθ ]
j := E[D(t1)g(t1, t2, ej)∆M
⊤
t2,j
|T = t2, X¯j = 1];
where g is a d-multivariate function with values in S defined in (B.16) in the supplement
[4], and G(t1, t2) is a matrix with columns {g(t1, t2, ej); j ∈ {1, .., d}}.
We now provide the convergence rate and the joint asymptotic distribution of the quanti-
ties interest in the design in the framework of covariate-adjusted response-adaptive designs.
This result is established in the following central limit theorem.
Theorem 3.3. Define Wn := (Zn(t), t ∈ τ,Nn/n, βˆn)⊤, W := (v(t), t ∈ τ,x0, β)⊤
and assume (A1)-(A5),(A6b),(A7b). Then,
(3.13) µn(t)
a.s.−→ µ(t) = fµ,t(x0, β), Wn a.s.−→W,
(3.14)
√
n(Wn −W) L−→ N (0,Σ) , Σ :=
∫ ∞
0
eu(
I
2
−A)Γeu(
I
2
−A⊤)du,
and
A :=
AZZ 0 0ANZ ANN ANβ
0 0 Aββ
 , Γ :=
ΓZZ ΓZN ΓZβΓ⊤ZN ΓNN 0
Γ⊤Zβ 0 Γββ
 ,
where again and AZZ, Aββ , Γββ are block-diagonal matrices whose t
th or jth block is
(i) AttZZ = (I −H(t) + v(t)1⊤);
(ii) Ajjββ = Dfj(βj);
(iii) Γjjββ := (E[v
j(T )])−1E[∆Mj(∆Mj)
⊤|X¯j = 1];
and
(iv) ANN := I −
∑K
s=1 v(s)DNfµ,s(x0, β)⊤;
(v) ANβ := −
∑K
s=1 v(s)Dβfµ,s(x0, β)⊤;
(vi) ΓNN := diag(E[v(T )]) − E[v(T )]E[v⊤(T )];
and ANZ , ΓZZ, ΓZN , ΓZβ are matrices defined as follows: for any t1, t2 ∈ τ
(vii) At2NZ := −µ(t2)I;
(viii) Γt1t2ZZ := E[D(t1)g(t1, T, X¯)g
⊤(t2, T, X¯)D
⊤(t2)]− v(t1)v⊤(t2);
(ix) Γt1ZN := H(t1)E[G(t1, T )diag(v(T ))] − v(t1)E[v⊤(T )];
(x) Γt1jZβ := E[D(t)g(t1, T, j)∆M
⊤
j |X¯j = 1].
where we recall that g is a d-multivariate function with values in S defined in (B.16) in
the supplement [4], and G(t1, t2) is a matrix with columns {g(t1, t2, ej); j ∈ {1, .., d}}.
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Remark 3.11. We recall that Theorem 3.2 allows inferential procedures based on strat-
ified estimators, while Theorem 3.3 allows inference on covariate-adjusted regression pa-
rameters representing the covariate-adjusted treatment effect.
Remark 3.12. In the hypothesis of Remark 3.8 when θˆt is defined as in (3.7), Theo-
rem 3.2 holds with (iv) and (vii) in Γ replaced by:
(iv) Γttθθ := (µ(t))
−1
E[∆Mt(∆Mt)
⊤|T = t];
(vii) Γt1t2Zθ := E[D(t1)g(t1, t2, X¯)∆M
⊤
t2 |T = t2].
Analogously, when βˆ is defined as in (3.7), Theorem 3.3 holds with (iii) and (x) in Γ
replaced by:
(iii) Γββ := E[∆M(∆M)
⊤];
(x) ΓtZβ := E[D(t)g(t, T, X¯)∆M
⊤].
Remark 3.13. If there are no covariates (i.e., τ is a singleton), these results reduce
to the model investigated in [11]. In this case, (A − I/2) corresponds to Q⊤ in [11], and
indeed
AZZ = (I −H + v1⊤) = I/2−Q⊤ZZ ,
ANN = I = I/2−Q⊤NN and AZN = −I = −Q⊤ZN .
We compute
ΓNN = diag(v) − vv⊤ = Σ1,
ΓZN = Hdiag(v) − vv⊤ = HΣ1,
ΓZZ = E[DX¯X¯D
⊤]− vv⊤ = HΣ1H⊤ +Σ2.
The last equation follows, since using Hv = v and denoting Vj the covariance matrix of
D·j, i.e. the j
th column of D, we have
E[DX¯X¯D⊤] =
d∑
j=1
vjE[D·jD
⊤
·j ] =
d∑
j=1
vj(Vj +H·jH
⊤
·j) = Σ2 +Hdiag(v)H
⊤
and
vv⊤ = Hdiag(v)H⊤ −HΣ1H⊤.
Example 3.1. Consider the inferential problem of testing the equivalence of the effects
of d = 2 treatments in presence K = 2 covariate profiles, under the following CDFs of the
responses: F j1 (y) = y
1/α when T = 1 and F j2 (y) = y
1/β when T = 2, where α and β are
positive parameters. Since log(1/ξ¯i) is an exponential random variable with mean α when
T = 1, we consider the following adaptive estimator:
αˆn =
∑n
i=1 1{Ti=1} log(ξ¯
−1
i )∑n
i=1 1{Ti=1}
,
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which satisfies (3.7) in (A6) with f1(αˆn−1) = (αˆn−1 − α) and ∆M1,n = (log(ξ¯−1n ) − α).
Analogous arguments hold to construct the estimator βˆn of β. In this case Df1 = Df2 = 1,
we have Aθθ = I and we need to compute H(t) to find AZZ. To this end note that, since
the QFs are Qj1(v) = v
α and Qj2(v) = v
β , we have
Dn(1) =
(
V αn 1− V αn
1− V αn V αn
)
, Dn(2) =
(
V βn 1− V βn
1− V βn V βn
)
,
where we recall that Vn ∼ U(0, 1), which implies
H(1) = (1 + α)−1
(
1 α
α 1
)
, H(2) = (1 + β)−1
(
1 β
β 1
)
.
From the structure of H(t) above, we obtain v(t) = (1/2, 1/2)⊤ for any t ∈ {1, 2} and the
condition {maxt λ∗H(t) < 1/2} in (A5) is verified for α, β > 1/3. Hence, we can compute
A11ZZ =
(
1/2 + α 1/2 − α
1/2 − α 1/2 + α
)
, A22ZZ =
(
1/2 + β 1/2 − β
1/2 − β 1/2 + β
)
.
Since v(t) = (1/2, 1/2)⊤ implies g(t1, t2, ej) = ej for any t1, t2, we obtain
Γ11ZZ = [(2α + 1)(α+ 1)]
−1
(
2α2 + α+ 1 2α
2α 2α2 + α+ 1
)
,
Γ12ZZ = [(α + β + 1)(α + 1)(β + 1)]
−1×(
α2 + α+ β2 + β 2(α + 1)(β + 1) + (α+ β + 1)(αβ + 1)
2(α+ 1)(β + 1) + (α+ β + 1)(αβ + 1) α2 + α+ β2 + β
)
,
while Γ22ZZ is the same as Γ
11
ZZ with α replaced by β. Then, defining the 2 × 2-matrix
J := (2I − 11⊤), we have Γ11NN = (4µ(1))−1J and Γ22NN = (4µ(2))−1J , while for any
t = 1, 2 we have Γ1tZN = (α − 1)/(2α + 2)J and Γ2tZN = (β − 1)/(2β + 2)J . Moreover,
Γαα = (µ(1))
−1α2, Γββ = (µ(2))
−1β2. Finally, ΓtZα = Γ
t
Zβ = 0 for any t ∈ τ .
4. Application to responses with Gaussian conditional distribution. In this
section, we analyze the functional urn model in the case that the distribution of the re-
sponses to treatments, conditionally on the covariates, are Gaussian. In particular, consider
the following model between the covariates and the responses to treatment j, j ∈ {1, .., d},
(4.1) ξjn = g
j(Tn) + ǫ
j
n, ∀ n ≥ 1,
where gj ∈ L2(τ) and {ǫjn;n ≥ 1} ∼ i.i.d.N (0, σ2j ). We consider gj and σ2j unknown and we
denote by gˆj and σˆ2j the corresponding consistent estimators. For instance, in a parametric
setting we may assume gj(t) =
∑M
i=1 β
j
i φi(t) for some M ∈ N, βji ∈ R and φi ∈ L2(τ).
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Then, letting σj = σ for all j ∈ {1, .., d}, the model (4.1) represents the classical regression
analysis with independent and homoscedastic errors. In this case, gˆj(t) =
∑M
i=1 βˆ
j
i φi(t),
where βˆji are the least square estimators.
From (4.1) we have that, conditionally on the set {Tn = t}, the response ξjn is normally
distributed with mean gj(t) and variance σ2j . Hence, the family of probability distribution
{πjt , t ∈ τ} is represented by
(4.2) πjt = N (gj(t), σ2j )
Analogously, we can define the CDF for any y ∈ R and the QF for any v ∈ (0, 1) as follows:
(4.3) F jt (y) = φ
(
y − gj(t)
σj
)
, Qjt (v) = g
j(t) + σjzv,
where φ and zv are, respectively, the CDF and the QF of a standard normal variable.
4.1. Convergence to target functions. We now show how in the model (4.1) the prob-
ability of assigning a patient with covariate profile t ∈ τ , i.e. Zn(t), can converge to any
desired target ρ(t) = ρ(θt), where θt are parameters of the conditional distributions π
j
t ,
j = {1, .., d}. Since πjt admits a density function in R, we can express the functional re-
placement matrix Dn as defined in (A.2) in the supplement [4]: conditionally on {Tn = s},
{X¯kn = 1} and {ξkn = y}, we have that for any t ∈ τ
Dijn (t) = uˆ
ij
(
gˆj(t) + σˆjzFˆ ks (y)
)
= uˆij
(
gˆj(t) +
σˆj
σˆk
(y − gˆk(s))
)
.
The consistency of the estimators ensures that Assumption (A2) is satisfied and the asymp-
totic behavior of the urn process is determined by the limiting generating matrix H defined
as
H ij(t) = E
[
D˘ijn (t)
]
= E
[
uij( Qjt (Vn) )
]
= E
[
uij( gj(t) + σjzVn )
]
,
where zVn ∼ N (0, 1) since Vn ∼ U(0, 1). Thus, from Theorem 3.1 we have that Zn(t) a.s.→
v(t), where v is such that w(v) = 1 and Hv = v. Hence, the functions uij, i, j ∈ {1, .., d},
can be chosen such that v(t) coincides with the desired target function (ρ1(t), .., ρd(t))⊤.
In the case when d = 2 treatments, we now consider the target proportion allocation
proposed in [45] for responses distributed as N (m1, σ1) for treatment 1 and N (m2, σ2) for
treatment 2:
(4.4) ρ˜(m1,m2, σ1, σ2) =
σ1
√
m2
σ1
√
m2 + σ2
√
m1
, m1,m2 > 0.
As described in [45], the allocation proportion (4.4) minimizes the total expected responses
from all the subjects (n (m1 · ρ˜+m2 · (1− ρ˜))) with a fixed variance, (n−1
(
σ21/ρ˜+ σ
2
2/(1 − ρ˜)
)
).
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In our framework, the target proportion is the function (ρ(t), 1 − ρ(t))⊤, where ρ(t) =
ρ˜(g1(t), g2(t), σ1, σ2). To achieve this limiting proportion we need to define the functions
u11t , u
12
t , u
21
t and u
22
t such that the normalized right eigenvector of H(t) is v(t) = (ρ(t), 1−
ρ(t))⊤. For instance, a possible choice is the following: for any y ∈ R,
uˆ11t (y) = ρ˜
(
gˆ1(t) , gˆ2(t) , σˆ1 , σˆ2
)
,
uˆ12t = uˆ
11
t and uˆ
21
t = uˆ
22
t = 1− uˆ11t . Hence, we have that H11(t) = limn→∞ E[uˆ11t (ξ1n)|Tn =
t] = ρ(t) a.s. and, analogously, H12(t) = ρ(t) and H21(t) = H22(t) = 1−ρ(t), which implies
v = (ρ(t), 1 − ρ(t))⊤.
4.2. Inference on conditional response distribution. We now analyze how to do inference
in the model (4.1). Specifically, we consider the problem of testing the equivalence of the
response means conditionally on the covariates, i.e. H0 : g
j = g for any j ∈ {1, .., d}, with g
given function in L2(τ). Take d = 2 treatments, consider K ≥ 1 possible covariate profiles
and assume σ1 = σ2 = σ ∈ (0,∞) to be known. We set
u11t (y) = u
22
t (y) = φ
(
y − g(t)
σ
)
,
u21t = 1 − u11t and u12t = 1 − u22t . From this choice, under H0 we have that: Djjn (t) =
φ((ξjn−g(t))/σ) ∼ U(0, 1) and for i 6= j Dijn = 1−Djjn ∼ U(0, 1), which impliesH ij(t) = 1/2
for any i, j ∈ {1, 2} and hence v(t) = (1/2, 1/2)⊤ and λ∗H(t) = 0 for any t ∈ τ . Then, we can
apply the CLT established in Theorem 3.3 to construct inferential procedures to test the
null hypothesis. It is worth seeing how the dynamics of the functional urn model changes
when H0 does not hold. In particular, under H1 : {g1 = g + ∆}, for some ∆ ∈ L2(τ), we
have
D11n (t) = φ
(
ξ1n − g1(t)
σ
+
∆(t)
σ
)
∼ φ
(
zVn +
∆(t)
σ
)
,
where zVn ∼ N (0, 1).
5. Application to responses with Bernoulli conditional distribution. In this
section, we analyze the functional urn model when the responses to treatments, condition-
ally on the covariates, are Bernoulli distributed. In particular, consider the following model
between the covariates and the responses to treatment j, j ∈ {1, .., d},
(5.1) ξjn = 1{Ujn≤pj(Tn)}, ∀ n ≥ 1,
where U jn ∼ i.i.d. U(0, 1) and 0 < pj(t) < 1 for any t ∈ τ . We consider pj unknown and
we denote by pˆj its consistent estimator. If we assume there exist M ∈ M, βji ∈ R and
φi ∈ L2(τ) such that
(5.2) log
(
pj(t)
1− pj(t)
)
=
M∑
i=1
βji φi(t),
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the model (5.1) represents the classical logistic regression for binary responses. In this case,
pˆj(t) =
∑M
i=1 βˆ
j
i φi(t), where βˆ
j
i are the maximum likelihood estimators (MLEs) of β
j
i .
From (5.1) we have that, conditionally on the set {Tn = t}, {ξjn;n ≥ 1} represents
a sequence of independent Bernoulli random variables with parameter pj(t). Hence, the
probability measures {πjt , t ∈ τ} are Bernoulli distributed as
(5.3) πjt = Be( pj(t) ), ∀ n ≥ 1.
Analogously, we can define the CDF for any y ∈ R and the QF for any v ∈ (0, 1)
(5.4) F jt (y) = (1− pj(t))1{y≥0} + pj(t)1{y≥1}, Qjt(v) = 1{v≥1−pj(t)}.
5.1. Convergence to target functions. Since πjt is a discrete distribution, the functional
replacement matrix Dn can be expressed as in (A.3) in the supplement [4]: conditionally
on {Tn = s}, {X¯kn = 1} and {ξkn = y}, for any t ∈ τ we have that
Dijn (t) =
{
(1− pˆk(s))−1 · ∫ 1−pˆk(s)0 uˆij(1{v≥1−pˆj(t)})dv if y = 0;
(pˆk(s))−1 · ∫ 11−pˆk(s) uˆij(1{v≥1−pˆj(t)})dv if y = 1.
The consistency of the estimators ensures that Assumption (A2) is satisfied and the asymp-
totic behavior of the urn process is determined by the limiting generating matrix H defined
as
H ij(t) = E
[
D˘ijn
]
= E
[
uij( Qjt(Vn) )
]
= E
[
uij( 1{Vn≥1−pj(t)} )
]
,
where Vn ∼ U(0, 1). Thus, from Theorem 3.1 we have that Zn(t) a.s.→ v(t), where v is such
that w(v) = 1 and Hv = v. Hence, the functions uijt , i, j ∈ {1, .., d}, can be chosen such
that v(t) coincides with the desired target function (ρ1(t), .., ρd(t))⊤.
For instance, consider play-the-winner design for binary responses proposed in [42]
and [44]. In the multi-treatments play-the-winner design, when treatment j ∈ {1, .., d}
is assigned, we replace in the urn a ball of color j if the response is a success or (d− 1)−1
balls of each other color if the response is a failure. Thus, the play-the-winner rule can be
implemented in our framework by setting uijt (y) = yδij + (1− y)(1− δij)(d− 1)−1, for any
y ∈ {0; 1}, where δij is the delta of kronecker. Note that this choice of uijt guarantees the
constant balance of the urn required in (A1). Then, each element Dijn (t) of the replacement
matrix can be explicitly expressed as follows:
(
max{pˆj(t);pˆk(s)}−pˆk(s)
1−pˆk(s)
)
δij +
(
1−max{pˆj(t);pˆk(s)}
1−pˆk(s)
)
(1− δij)(d− 1)−1 if y = 0;(
min{pˆj(t);pˆk(s)}
pˆk(s)
)
δij +
(
pˆk(s)−min{pˆj(t);pˆk(s)}
pˆk(s)
)
(1− δij)(d− 1)−1 if y = 1.
In this case, since 1{Vn≥1−pj(t)} ∼ Be(pj(t)) when Vn ∼ U(0, 1), we have
H ijn−1(t) = E
[
1{Vn≥1−pj(t)}δij + (1− 1{Vn≥1−pj(t)})(1 − δij)(d− 1)−1
]
= pj(t)δij + (1− pj(t))(1 − δij)(d− 1)−1.
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Hence, the first right eigenvector v(t) of H(t) associated with the eigenvalue λ = 1 is
(5.5) vj(t) = ρj(p1(t), .., pd(t)) =
(1− pj(t))−1∑d
i=1(1− pi(t))−1
,
and from Theorem 3.1 we have that Zn(t)
a.s.→ (ρ1(t), .., ρd(t))⊤.
5.2. Inference on conditional response distribution. We now analyze how to do inference
in the model (5.1). Specifically, we consider the problem of testing the equivalence of the
success probabilities conditionally on the covariates, i.e. H0 : p
j = p for any j ∈ {1, .., d},
with p given function with values in (0, 1). Using the same functions defined above, i.e.
uijt (y) = yδij + (1− y)(1− δij)(d− 1)−1, we have that, under H0,
Dij(t) = δij1{ξ¯n=1} + (1− δij)1{ξ¯n=0}(d− 1)−1 ∼ δijW + (1− δij)(1 −W )(d− 1)−1,
where W ∼ Be(p). This implies Hjj(t) = p(t) and H ij(t) = (1 − p(t))(d − 1)−1 for i 6= j,
and hence v(t) = d−11 and λ∗H(t) = (dp(t)−1)/(d−1) for any t ∈ τ . Then, if maxt∈τ p(t) <
(d + 1)/(2d) we have maxt∈τ λ
∗
H(t) < 1/2 and hence we can apply the CLT established
in Theorem 3.3 to construct inferential procedures to test the null hypothesis. It is worth
seeing how the dynamics of the functional urn model changes when H0 does not hold. In
particular, under H1 : {p1 = p + ∆}, for some ∆ with values in (0, 1), we have we have
Di1(t) ∼ δi1W + (1− δi1)(1 −W )(d− 1)−1, with W ∼ Be(p+∆).
5.3. Example. We provide a very simple example from a clinical trial of external cooling
in patients with septic shock (the Sepsicool trial [37]). The trial found little difference in the
primary outcome in the entire clinical trials population, but 14 day mortality, a different
endpoint, was significantly lower among patients given external cooling in the subgroup
with a lower baseline vasopressor dose (i.e., those patients who had less severe illness at
baseline). We take the approach of [41] by redesigning the study using our methodology.
Using their parameter values, obtained from the results presented in [37], we determine
that the underlying probability of survival in the “no cooling” group is 0.657 regardless of
severity; the probability of survival in the cooling group is 0.842 for those with low severity,
and 0.406 for those with high or moderate severity. As in [41], we assume that 225 patients
have low severity and 225 patients have high or moderate severity. We now redesign the trial
using our methodology. For the underlying parameter set p = (p1(1), p1(2), p2(1), p2(2)) is
given by (p1(1) = p1(2) = 0.657, p2(1) = 0.842, p2(2) = 0.406). Computing the asymptotic
target allocation using (5.5), we can compute the expected number of deaths in 450 patients
using our methodology is 146.5. If we ignore the binary covariate in the urn process, the
resulting expected number of deaths is 161.4.
We can conduct hypothesis testing on pj(t) using Theorem 3.2. For the simple case of
two treatments and a single binary covariate, the joint asymptotic distribution of observed
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proportions pˆ = (pˆ1(1), pˆ1(2), pˆ2(1), pˆ2(2)) can be expressed as:
√
n(pˆn − p) L−→ N
(
0, diag(d1(1), d1(2), d2(1), d2(2))
)
,
where dj(t) =
2
vj(t)
pj(t)(1− pj(t)).
Note that, when there are no covariates, this is the same asymptotic result from the gen-
eralized Po´lya urn model [33].
Remark 5.1. Several recent papers on CARA designs show that results on parameter
estimation in the binary case are analogous to those presented in Example 5.3, either for
the parameters of the logistic regression βj (see e.g. [19, 48, 50]) and for the parameters of
the success probability pj(t) (see e.g. [24]). The connection between these two approaches is
also highlighted in [24, Section 2.2]. Naturally, the same results presented in Example 5.3
can be obtained with the unified family of CARA designs recently proposed in [24]. Indeed,
this follows by combining [24, Theorem 1] and [24, Example 2], setting ek(·) = (1−pk(·))−1
and γ = 0.
6. Conclusions. This paper proposes a general class of CARA designs that randomly
assigns subjects to the treatment groups with a probability that depends on their own
covariate profiles and on the previous patients’ covariates, treatment assignments and re-
sponses. This procedure can be considered as a general methodology to incorporate both
the responses and the covariates in the randomized treatment allocation scheme, as a pos-
sible alternative to the class of designs presented in [48]. The generality of the proposed
framework includes several different ways to model the relationship between covariates and
treatment responses, allowing and facilitating the implementation of these designs to a
wide range of applications. In particular, in the paper we have discussed the properties
with generalized linear models for different types of responses and covariates (discrete and
continuous) and for more than two treatments. Moreover, this class of designs does not re-
quire that the probability distribution of the covariates be the same for all patients, which
is a standard assumption in CARA designs (e.g. see [48]). In fact, we allow this distribu-
tion to be adaptively modified by the experimenter using the information collected during
the trial. This improvement opens the possibility to apply the theory of optimal designs
(see [12]) within the CARA framework for future research.
The class of CARA designs presented here is based on a new functional urn model
that extends the classical theory of urn models adopted for responses-adaptive designs,
in which the covariate information is not considered in the randomization process (e.g.
[20, 30, 47, 23]). The urn is represented by a multivariate function of the covariates, and
each patient is assigned by sampling from the urn evaluated at his own covariate profile.
After any allocation, the entire functional urn composition is updated, even if only the
response associated with the patient’s covariate profile has been observed, and this allows
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the incorporation of general covariate spaces in the design. In the context of personalized
medicine, this feature can allow the investigation to determine optimal treatments based
on covariate model, even when there is insufficient information about a particular covariate
profile.
In response-adaptive randomization, desirable ethical or inferential properties of the
design are achieved by targeting an optimal allocation proportion, which is typically de-
termined by some optimality criterion based on the response distribution. Analogously,
when covariate information is considered in the trial, the purpose becomes to target an
optimal allocation for each fixed value of the covariates. In this paper we achieve this goal
by establishing, in Theorem 3.1, the convergence to any optimal allocation. This result is
obtained by allowing nonparametric or semi-parametric estimates of the response distri-
bution conditioned on the covariates. This extends the class of designs proposed in [48] in
which the target allocation proportion depends on a finite number of parameters.
In addition, statistical inference on the treatment effects requires the establishment of
the joint distribution of sufficient statistics that, in an adaptive setting, are represented
by both allocation proportion and adaptive estimators. This is typically a hard task in
the framework of CARA designs (see [35]). Theorem 3.2 and Theorem 3.3 provide the
theoretical results which allow us to construct inferential procedures based on two different
approaches: stratified and covariate-adjusted estimators. The study of their power under
different types of alternative hypotheses is essential to investigate the performances of these
procedures and to conduct comparisons with other existing CARA designs. In this paper,
we have provided the general framework for investigations of this type under different
models.
SUPPLEMENTARY MATERIAL
Online supplementary materials: Nonparametric covariate-adjusted response-
adaptive design based on a functional urn model
(doi: COMPLETED BY TYPESETTER; .pdf). This supplement gives the analytic ex-
pressions used in the paper and the proofs of the theorems.
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ONLINE SUPPLEMENTAL APPENDIX: NONPARAMETRIC
COVARIATE-ADJUSTED RESPONSE-ADAPTIVE DESIGN BASED ON
A FUNCTIONAL URN MODEL
A. Analytic expressions. We now derive some useful analytic expressions for Xn
and Dn. Using (2.3), we can express Xn as follows: on the set {X¯kn = 1}, k ∈ {1, .., d}, we
have, for any j ∈ {1, .., d},
(A.1)
Xjn(t) = P
(
j−1∑
i=1
Zin−1(t) < Un ≤
j∑
i=1
Zin−1(t)
∣∣ Fn−1, X¯kn = 1
)
=
(
min
{∑j
i=1 Z
i
n−1(t);
∑k
i=1 Z
i
n−1(Tn)
}
−max
{∑j−1
i=1 Z
i
n−1(t);
∑k−1
i=1 Z
i
n−1(Tn)
})+
Zkn−1(Tn)
,
where by convention
∑0
i=1(·) = 0. Note that w(Xn(t)) = 1 for all t ∈ τ and Xn(Tn) = X¯n.
The definition of Dn in (2.8) may be simplified when πˆ
k
s , for some s ∈ τ and k ∈
{1, .., d}, is absolutely continuous or discrete. In fact, in the first case the QF is bijective,
i.e. (Qˆks)
−1(y) ≡ Fˆ ks (y) for any y ∈ Sk, and hence from (2.8), on the sets {Tn = s},
{X¯kn = 1} and {ξkn = y}, Dn reduces to
(A.2) Dijn (t) = uˆ
ij( Qˆjt( Fˆ
k
s (y) ) ).
When πˆks is discrete, for some y ∈ Sk we have πˆks (y) > 0, and hence
(Qˆks)
−1(y) =
(
Fˆ ks (y
−) , Fˆ ks (y)
)
,
where y− := (y − ǫ) with ǫ > 0 arbitrary small. Thus, from (2.7), on the sets {Tn = s},
{X¯kn = 1} and {ξkn = y}, Dn reduces to
(A.3)
Dijn =
(
Fˆ ks (y)− Fˆ ks (y−)
)−1 ∫ Fˆ ks (y)
Fˆ ks (y
−)
uˆikt (Qˆ
j
t(v))dv
=
(
πˆks (y)
)−1 ∫ Fˆ ks (y)
Fˆ ks (y
−)
uˆikt (Qˆ
j
t (v))dv,
where we recall that πˆks is the estimator of π
k
s (y) = P(ξ
k
n = y|Tn = s).
B. Proofs. This section is concerned with the proofs of the results presented in Sec-
tion 3.
2 ALETTI ET. AL.
B.1. Proof of the first-order asymptotic results. We now prove Theorem 3.1. We first
need to introduce some notation concerning the eigen-structure of H(t).
For any t ∈ τ , H(t) is diagonalizable by (A2). Then there exists a nonsingular matrix
U˜(t) such that U˜⊤(t)H(t)(U˜⊤(t))−1 is diagonal with elements λj(t) ∈ Sp(H(t)). Notice
that each column uj(t) of U˜(t) is a left eigenvector of H(t) associated with λj(t). WLOG,
we set ‖uj‖(t) = 1. Moreover, when the multiplicity of some λj(t) exceeds one, we assume
the corresponding eigenvectors to be orthogonal. Then if we define V˜ (t) = (U˜⊤(t))−1, each
column vj(t) of V˜ (t) is a right eigenvector of H(t) associated with λj(t) such that
(B.1) u⊤j vj = 1 and u
⊤
h vj = 0, ∀h 6= j.
These constraints, combined with the assumptions in (A2) on H (precisely, nonnegativity,
constant balance and irreducibility) imply, by the Frobenius-Perron Theorem, that, for any
t ∈ τ , λ1(t) = 1 is an eigenvalue of H(t) with multiplicity one, maxj>1ℜe(λj) < 1 and
u1 = N
−1/21, N−1/21⊤v1 = 1, v
j
1 > 0 ∀j = 1, .., d.
Because v(t) ∈ S, or equivalently w(v(t)) = 1, in the statement of Theorem 3.1, then
v = N−1/2v1.
In the sequel, we will use U and V to indicate the sub-matrices of U˜ and V˜ , respectively,
whose columns for any t ∈ τ are the left and the right eigenvectors of H(t) associated with
Sp(H(t)) \ {1}, given by {u2(t), ..,uN (t)} and {v2(t), ..,vN (t)}, respectively.
Now, given the eigen-structure of H presented here, the matrix v1⊤ has real entries and
the following relations hold:
(B.2) V ⊤ 1 = U⊤ v = 0, V ⊤U = U⊤V = I and I = v1⊤ + V U⊤,
where the identity matrices above have dimensions (d− 1) and d, respectively. As a conse-
quence of (B.2), the matrix U(t)V ⊤(t) has real entries for any t ∈ τ . Moreover, denoting
by Λ(t) the diagonal matrix whose elements are λj(t) ∈ Sp(H(t)) \ {1}, we can decompose
the functional matrix H as follows:
(B.3) H = v1⊤ + V ΛU⊤.
With this notation in mind, we are now ready to present the proof of the first-order results.
Proof of Theorem 3.1. The structure of the proof of part (a) is analogous to that
in [1, Theorem 4.1]. Consider the urn dynamics expressed in (2.9) as follows: let Y0 = 1
and for any n ≥ 1
(B.4) Yn = Yn−1 + DnXn.
From (B.4), we can derive the following decomposition:
(B.5) Yn = Yn−1 + HZn−1 + ∆MZ,n + RZ,n,
where
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(1) ∆MZ,n := (Dn −Hn)Xn +H(Xn − Zn−1) is a martingale increment, since
E[(Dn −Hn)|Fn−1, Tn, X¯n] = E[(Xn − Zn−1)|Fn−1, Tn] = 0.
(2) RZ,n := (Hn −H)Xn is a remainder term that converges to zero a.s. due to the fact
that, since Xn ∈ S, P(‖Xn‖ ≤ 1) = 1 a.s. and by Assumption (A2).
Let rn := (d + n)
−1. By Assumption (A1), w(Yn) = (d + n) with probability one for any
n ≥ 0, and hence Zn = rnYn. Then, multiplying the dynamics (B.5) by rn and using
rnr
−1
n−1 = (1− rn), we obtain
Zn = [I − rn(I −H)]Zn−1 + rn∆MZ,n + rnRZ,n.
Moreover, since (I − H)v = 0 and defining Wn := (Zn − v), we obtain the following
expression:
(B.6) Wn = [I − rn(I −H)]Wn−1 + rn∆MZ,n + rnRZ,n.
Let us consider the (d− 1)-dimensional complex process {WU,n;n ≥ 1} defined asWU,n =
U⊤Wn. The relation Wn = VWU,n is a consequence of (B.2) and 1
⊤Wn = (1
⊤Zn) −
(1⊤v) = 0. Hence, to prove that
∫
τ ‖Wn(t)‖ν(dt)
a.s.→ 0, it is enough to show that∫
τ
‖WU,n(t)‖ν(dt) a.s.→ 0.
To this purpose, we observe that the dynamics ofWU,n = U
⊤Wn can be derived from (B.6),
so obtaining
WU,n = [I − rn(I − Λ)]WU,n−1 + rnU⊤∆MZ,n + rnU⊤RZ,n,
where I here indicates an identity matrix of dimension (d − 1). Hence, using Assump-
tion (A2) and E[∆MZ,n | Fn−1] = 0, we have
E
[‖WU,n‖2|Fn−1] = E [W⊤U,nWU,n | Fn−1] =
W
⊤
U,n−1WU,n−1 − rnW⊤U,n−1
(
2I − Λ− Λ)WU,n−1 + rnn−αψn,
where {ψn;n ≥ 1} is a suitable bounded sequence of Fn−1-measurable random variables.
Now, since Re(λj(t)) < 1 for any λj(t) ∈ Sp(H(t))\{1} and t ∈ τ , the matrix 2I− (Λ(t)+
Λ(t)) is positive definite and hence we can write
E
[∫
τ
‖WU,n(t)‖2ν(dt) | Fn−1
]
≤
∫
τ
‖WU,n−1(t)‖2ν(dt) + O(n−(1+α)).
Since
∑
n n
−(1+α) < +∞, we can conclude that the real stochastic process ∫τ ‖WU,n(t)‖2ν(dt)
is a positive almost supermartingale and so it converges almost surely, and in mean since
it is also bounded (see [10]).
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In order to prove that the limit is zero, we show the sufficient condition that
E[
∫
τ
‖WU,n(t)‖2ν(dt)]
converges to zero. To this end, we observe that, from the above computations, we obtain
E[‖WU,n‖2] ≤ E[W⊤U,n−1(I − rn(I − Λ))(I − rn(I − Λ))WU,n−1] + n−(1+α)C1
for a suitable constant C1 ≥ 0. Then, we note that the elements of the diagonal matrix
above can be written as follows:
[(I − rn(I − Λ))(I − rn(I − Λ))]jj = 1− 2rn(1−Re(λj)) + r2n |1− λj |2.
Setting aj(t) := 1−Re(λj(t)) and a∗(t) := minj>1 aj(t), we have that
E[W
⊤
U,n−1(I − rn(I − Λ))(I − rn(I − Λ))WU,n−1] ≤
N∑
j=2
(1− 2ajrn)E[W jU,n−1W jU,n−1] +C2n−(1+α) ≤
(1− 2a∗rn)E[‖WU,n‖2] + C2n−(1+α),
for a suitable constant C2 ≥ 0. Since for any t ∈ τ maxj>1Re(λj(t)) < 1, for any ǫ > 0
there exists δ > 0 such that ν(Aδ) > 1 − ǫ, where Aδ := {t ∈ τ, a∗(t) > δ}. Denoting
qδ,n := E[
∫
Aδ
‖WU,n(t)‖2ν(dt)], we have
(B.7) qδ,n ≤ (1− 2δrn)qδ,n−1 + (C1 + C2)n−(1+α),
which implies limn qδ,n = 0 (see [5]). Hence, for any ǫ > 0 we have proved
E
[∫
τ
‖WU,n(t)‖2ν(dt)
]
≤ ǫ + qδ,n → ǫ.
This concludes the proof of part (a).
Concerning part (b), consider the decomposition (Nt,n/w(Nt,n) − v(t)) = (A1,n(t) +
A2,n(t)), where
A1,n(t) :=
∑n
i=1 1{Ti=t}(X¯i − Zi−1(Ti))∑n
j=1 1{Tj=t}
,
A2,n(t) :=
∑n
i=1 1{Ti=t}(Zi−1(t)− v(t))∑n
j=1 1{Tj=t}
.
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First, using [4, Theorem 1] and the assumption
∑n
j=1 µj−1({t}) a.s.→ ∞, it follows that∑n
j=1 1{Tj=t}
a.s.→ ∞. Hence, we can write that, for any n0 ≥ 1,
lim sup
n→∞
‖A2,n(t)‖ ≤ sup
i≥n0
‖Zi−1(t)− v(t)‖.
Then, ‖A2,n(t)‖ a.s.→ 0 as a consequence of part (a). To deal with the term A1,n(t), consider
the martingale process {A˜1,n(t);n ≥ 1} defined as follows:
A˜1,n(t) :=
n∑
i=1
1{Ti=t}(X¯i − Zi−1(Ti))∑i
j=1 1{Tj=t}
,
and notice that A˜1,n(t) converges a.s. since with probability one its bracket process is
bounded:
∑∞
i=1 E[‖∆A˜1,i(t)‖2|Fi−1] ≤ d
∑∞
i=1 i
−2 <∞. Then, applying the Cesa`ro Lemma
it follows that ‖A1,n(t)‖ a.s.→ 0.
Concerning part (c), consider the decomposition (Nn/n−
∫
τ µ(dt)v(t)) = (B1,n+B2,n+
B3,n), where
B1,n := n
−1
n∑
i=1
(X¯i −
∫
τ
µi−1(dt)Zi−1(t)),
B2,n := n
−1
n∑
i=1
∫
τ
(µi−1(dt)− µ(dt))Zi−1(t),
B3,n := n
−1
n∑
i=1
∫
τ
(Zi−1(t)− v(t))µ(dt).
To deal with the term B1,n, consider the martingale process {B˜1,n(t);n ≥ 1} defined as
follows:
B˜1,n :=
n∑
i=1
i−1(X¯i −
∫
τ
µi−1(dt)Zi−1(t)),
and notice that B˜1,n converges a.s. since with probability one its bracket process is bounded:∑∞
i=1 E[‖∆B˜1,i‖2|Fi−1] ≤ d
∑∞
i=1 i
−2 < ∞. Then, applying the Cesa`ro Lemma it follows
that ‖B1,n‖ a.s.→ 0. Notice that, for any n0 ≥ 1,
lim sup
n→∞
‖B2,n‖ ≤ sup
i≥n0
∫
τ
|µi−1(dt)− µ(dt)|,
and hence ‖B2,n‖ a.s.→ 0 using assumption
∫
τ ‖µi−1(dt)−µ(dt)‖
a.s.→ 0. Finally, from part (a)
the third term ‖B3,n‖ converges to zero a.s. by the Bounded Convergence Theorem. This
concludes the proof.
6 ALETTI ET. AL.
B.2. Proof of the second-order asymptotic results. This section contains the proofs of
the central limit theorems (CLTs) presented in Section 3, namely Theorem 3.2 and Theo-
rem 3.3. The key idea of these proofs consists in revisiting the functional urn dynamics in the
stochastic approximation (SA) framework, in the same spirit of the recent works [2, 9, 11].
For this reason, we now show some basic tools of SA. The general theory can be found
in [3, 6, 8] (cf. [9, Theorem A.2] and [11, Appendix A]) with different group of conditions.
Consider an Fn-measurable multivariate process {Wn;n ≥ 1} which evolves as follows:
(B.8) ∀n ≥ 1, ∆Wn = − 1
n
f(Wn−1) +
1
n
(∆Mn +Rn),
where f is a differentiable function, ∆Mn is an Fn−1-martingale increment and Rn is a
remainder term. Then, assuming that
Rn
a.s.−→ 0 and sup
n≥1
E
[‖∆Mn‖2 | Fn−1] <∞ a.s.,
we have that the setW of the limiting values ofWn as n→∞ is a.s. a compact connected
set, stable by the flow of ODEf ≡ W˙ = −f(W).
Moreover, suppose that there exist a constant δ > 0 and a deterministic symmetric
positive semidefinite matrix Γ such that
(B.9) sup
n≥1
E[‖∆Mn‖2+δ |Fn−1] <∞ a.s., E
[
∆Mn∆M
⊤
n |Fn−1
]
a.s.−→ Γ,
and, for any ǫ > 0, nE[‖Rn‖21{‖Wn−W‖≤ǫ}] −→ 0. Then, considering an equilibrium point
W of {w : f(w) = 0} such that all the eigenvalues of Df(W) have real parts bigger than
1/2, we have that
√
n(Wn−W) L−→ N (0,Σ), where Σ =
∫∞
0 e
u(I/2−Df(W))Γeu(I/2−Df(W))
⊤
du.
Proof of Theorem 3.2. Initially, we need to express in the SA form (B.8) the joint
dynamics of the following processes:
(1) the urn proportion in correspondence of all the covariate profiles,
Zn := (Zn(t), t ∈ τ)⊤;
(2) the proportion of subjects of all covariate profiles assigned to the treatments,
N˜n := (N˜t,n, t ∈ τ)⊤, where N˜t,n := Nt,n
w(Nt,n)
;
(3) the adaptive estimators of features of interest related with the response distributions
conditioned on each covariate profile,
θˆn := (θˆt,n, t ∈ τ)⊤, where θˆt,n := (θˆjt,n, j ∈ {1, .., d})⊤;
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(4) the proportion of subjects with all covariate profiles observed in the trial,
Qn := (Qt,n, t ∈ τ)⊤, where Qt,n := w(Nt,n)
n
=
1
n
n∑
i=1
1{Ti=t}.
Then, the CLT follows by applying to this joint dynamics the standard theory of the SA.
First using (2.9), we express the joint dynamics of (Zn(t),Nt,n) as follows: let N0 = 0
and Y0 = 1, and for any n ≥ 0
(B.10)
{
Yn(t) = Yn−1(t) + Dn(t)Xn(t),
Nt,n = Nt,n−1 + X¯n1{Tn=t}.
Notice that, by defining rn := (d+n)
−1 and using Assumption (A1), rnYn = Yn/w(Yn) =
Zn. Then in (B.10), if we multiply the dynamics of Yn(t) by rn and the dynamics of Nt,n
by w(Nt,n)
−1, we obtain
(B.11)

Zn(t)− Zn−1(t) = −rn(Zn−1(t)−Dn(t)Xn(t)),
Nt,n
w(Nt,n)
− Nt,n−1
w(Nt,n−1)
= − 1{Tn=t}
w(Nt,n)
(
Nt,n−1
w(Nt,n−1)
− X¯n
)
,
where in (B.11) we have used the relations rnr
−1
n−1 = (1− rn) and
w(Nt,n−1)
w(Nt,n)
= (1 − 1{Tn=t}w(Nt,n)−1).
Then, recalling N˜t,n = Nt,n/w(Nt,n) and adding to (B.11) the dynamics of {θˆjt,n;n ≥ n0}
expressed in (3.3), we obtain
(B.12)

∆Zn(t) = −rn(Zn−1(t)−Dn(t)Xn(t)),
∆N˜t,n = −
1{Tn=t}
w(Nt,n)
(
N˜t,n−1 − X¯n
)
,
∆θˆjt,n = −
X¯jn1{Tn=t}
N jt,n
(ft,j(θˆ
j
t,n−1)−∆Mt,j,n −Rt,j,n).
Now, let Qt,n := w(Nt,n)/n, where by assumption fµ,t(·) ≥ ǫ > 0 we have lim infnQt,n ≥
lim infn µn(t) ≥ ǫ > 0 with probability one. Notice that
r−1n
1{Tn=t}
w(Nt,n)
= r−1n
1{Tn=t}
w(Nt,n−1) + 1
=
1{Tn=t}
Qt,n−1
+
ψ
θjt ,n
n
,
and analogously,
r−1n
X¯jn1{Tn=t}
N jt,n
= r−1n
X¯jn1{Tn=t}
N jt,n−1 + 1
=
X¯jn1{Tn=t}
N˜ jt,n−1Qt,n−1
+
ψNt,n
n
,
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where {ψNt,n;n ≥ 1} and {ψθjt ,n;n ≥ 1} are suitable bounded sequence of Fn-measurable
random variables. Then, using the above relations in (B.12) we obtain
(B.13)

∆Zn(t) = −rn(Zn−1(t)−Dn(t)Xn(t)),
∆N˜t,n = −rn
1{Tn=t}
Qt,n−1
(
N˜t,n−1 − X¯n
)
+ rnRNt,n,
∆θˆjt,n = −rn
X¯jn1{Tn=t}
N˜ jt,n−1Qt,n−1
(ft,j(θˆ
j
t,n−1)−∆Mt,j,n) + rnRθjt ,n,
where RNt,n,Rθjt ,n
∈ Fn are suitable random variables that converges to zero a.s. and
(E[‖RNt,n‖2]+E[‖Rθjt ,n‖
2]) = o(n). Now, in order to express the dynamics in (B.13) in the
SA form (B.8), we need also to consider the process {Qt,n;n ≥ 1} and to rewrite (B.13) as
follows:
∆Zn(t) = −rnfZ,t(Zn−1(t)) + rn∆MZ(t),n,
∆N˜t,n = −rnfN,t(Zn−1(t), N˜t,n−1, θˆt,n−1, Qt,n−1) + rn(∆MNt,n + rnRNt,n),
∆θˆjt,n = −rnfθ,t(Zn−1(t), N˜t,n−1, θˆt,n−1, Qt,n−1) + rn(∆Mθjt ,n +Rθjt ,n),
∆Qt,n = −rnfQ,t(N˜t,n−1, θˆt,n−1, Qt,n−1) + rn∆MQt,n,
where
fZ,t(Zn−1(t)) := (I −H(t))Zn−1(t) + v(t)(1⊤Zn−1(t)− 1),
fN,t(Zn−1(t), N˜t,n−1, θˆt,n−1, Qt,n−1) :=
µn−1(t)
Qt,n−1
(
N˜t,n−1 − Zn−1(t)
)
,
fθ,t(Zn−1(t), N˜t,n−1, θˆt,n−1, Qt,n−1) :=
µn−1(t)Z
j
n−1(t)
N˜ jt,n−1Qt,n−1
ft,j(θˆ
j
t,n−1),
fM,t(N˜t,n−1, θˆt,n−1, Qt,n−1) := (Qt,n−1 − µn−1(t)),
and
∆MZ(t),n :=(DnXn −HZn−1)(t),
∆MNt,n := (1{Tn=t} − µn−1(t))
(N˜t,n−1 − Zn−1(t))
Qt,n−1
− 1{Tn=t}
Qt,n−1
(X¯n − Zn−1(t)),
∆M
θjt ,n
:= (X¯jn1{Tn=t} − µn−1(t)Zjn−1(t))
ft,j(θˆ
j
t,n−1)
N˜ jt,n−1Qt,n−1
+
X¯jn1{Tn=t}
N˜ jt,n−1Qt,n−1
∆Mt,j,n,
∆MQ,n(t) :=(1{Tn=t} − µn−1(t)),
are martingale increments since E[Dn(t)|Tn, X¯n] = H(t), E[X¯n|Fn−1, Tn] = Zn−1(Tn),
E[∆Mt,j,n|Fn−1, Tn, X¯n] = 0, E[1{Tn=t}|Fn−1] = µn−1(t).
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Let us now introduce the joint processes {Wn, n ≥ 1} defined asWn := (Zn, N˜n, θˆn,Qn)⊤,
and note that its dynamics can be expressed in the SA form (B.8) as follows:
(B.14) ∆Wn = −rnfW (Wn−1) + rn(∆MW,n +RW,n),
where
(i) fW := (fZ , fN , fθ, fQ)
⊤, where fZ := (fZ(t), t ∈ τ)⊤, fN := (fNt , t ∈ τ)⊤, fθ :=
(f
θjt
, t ∈ τ, j ∈ {1, .., d})⊤ , fQ := (fQt, t ∈ τ)⊤;
(ii) ∆MW,n := (∆MZ,n,∆MN,n,∆Mθ,n,∆MQ,n)
⊤, where
∆MZ,n := (∆MZ(t),n, t ∈ τ)⊤, ∆MN,n := (∆MNt,n, t ∈ τ)⊤,
∆Mθ,n := (∆Mθjt ,n
, t ∈ τ, j ∈ {1, .., d})⊤, ∆MQ,n := (∆MQt,n, t ∈ τ)⊤;
(iii) RW,n := (0,RN,n,Rθ,n,0)
⊤, where RN,n := (RNt,n, t ∈ τ)⊤,
Rθ,n := (Rθjt ,n
, t ∈ τ, j ∈ {1, .., d})⊤.
Since RW,n
a.s.−→ 0 and, using (3.4) in (A6a), supn E[‖∆MW,n‖2] < ∞, we have that the
set W of the limiting values of Wn is a stable set by the flow of W˙ = −fW (W). Notice
that the set {w : fW (w) = 0} is composed only of the element W := (v,v, θ, µ)⊤, where
v := (v(t), t ∈ τ)⊤ and µ := (µ(t), t ∈ τ)⊤. Moreover, we recall from Theorem 3.1 that
we have Zn
a.s.−→ v and N˜n a.s.−→ v, and by (A6a), we have θˆn a.s.−→ θ. Since µn(t) =
fµ,t(N˜t,n, θˆt,n)
a.s.−→ fµ,t(v(t), θt) = µ(t) and Qn −
∑n
i=1 µi−1/n =
∑n
i=1∆MQ,n/n
a.s.−→ 0,
we also have Qn
a.s.−→ µ, which implies Wn a.s.−→W.
In order to show the existence of a stable attracting area which contains a neighborhood
of W, it is sufficient (see [7, p. 1077]) to show that {ℜe(Sp(DfW (W))) > 0}, where
(B.15) DfW (W) =

DZfZ(W) 0 0 0
−I I 0 0
0 0 Dθfθ(W) 0
0 DNfQ(W) DθfQ(W) I
 ,
and all the terms in (B.15) are block-diagonal matrices, whose tth block is: [DZfZ(W)]tt =
(I−H(t)+v(t)1⊤), [Dθfθ(W)]tt = diag(Dft,j(θjt ), j ∈ {1, .., d}), [DNfQ(W)]tt = DNfµ,t(W)
and [DNfQ(W)]tt = Dθfµ,t(W). Note from the structure of DfW (W) in (B.15) that
{ℜe(Sp(DfW (W))) > 0} follows by establishing that for any t ∈ τ and j ∈ {1, .., d}
{ℜe(Sp(I −H(t) + v(t)1⊤)) > 0} and {ℜe(Sp(Dft,j(θjt ))) > 0}.
Since (I −H(t)) = V (t)(I − Λ(t))U(t) from (B.2) and (B.3), we have that
Sp(I −H(t) + v(t)1⊤) = {1} ∪ {1− λ(t), λ(t) ∈ Sp(H(t)) \ {1}}.
Then {ℜe(Sp(DfW (W))) > 0} follows by {maxt∈τ Re(λ∗H(t)) < 1/2} from (A5) and
{mint∈τ Re(λ∗θjt ) > 1/2} from (A6a).
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We now show that the assumptions of the CLT for processes in the SA form are sat-
isfied by the dynamics in (B.14) of the joint process {Wn, n ≥ 1}. First, note that using
the above arguments we obtain {ℜe(Sp(DfW (W))) > 1/2}. Then, it is immediate to see
that E[‖RW,n‖2] = o(n) and the first condition in (B.9) is satisfied using (3.4) in Assump-
tion (A6a). Concerning the second condition in (B.9), we need to show that there exists a
deterministic symmetric positive semidefinite matrix Γ such that
E[∆MW,n(∆MW,n)
⊤|Fn−1] a.s.−→ Γ =

ΓZZ ΓZN ΓZθ ΓZQ
Γ⊤ZN ΓNN ΓNθ ΓNQ
Γ⊤Zθ Γ
⊤
Nθ Γθθ ΓθQ
Γ⊤ZQ Γ
⊤
NQ Γ
⊤
θQ ΓQQ
 .
First, note that since (N˜t,n−1 − Zn−1(t)) a.s.−→ 0 and ft,j(θˆjt,n−1) a.s.−→ 0, these terms do not
contribute to Γ; hence in the following calculations they will be omitted by ∆MNt,n and
∆M
θjt ,n
, respectively. Moreover, let us introduce for any t, s ∈ τ and j ∈ {1, .., d}, a vector
g(t, s, ej) ∈ S such that gk(t, s, ej), k ∈ {1, .., d}, is defined as follows:
(B.16)
(
min
{∑k
i=1 v
i(t);
∑j
i=1 v
i(s)
}
− max
{∑k−1
i=1 v
i(t);
∑j−1
i=1 v
i(s)
} )+
vj(s)
.
Then, before computing the terms in Γ we show that for any t ∈ τ
(B.17) E[‖Xn(t)− g(t1, Tn,Xn)‖|Fn−1, Tn, X¯n] a.s.−→ 0,
To this end, first note from (A.1) that Xn(t) is a continuous function of {Zn−1(s), s ∈
τ} conditioned on Fn−1, Tn and X¯n; then (B.17) follows by Theorem 3.1 which states
Zn−1(t)
a.s.−→ v(t) for any t ∈ τ , since τ has a finite number of elements. We now compute
the terms in Γ.
Computation of ΓZZ := a.s. − limn E[∆MZ,n(∆MZ,n)⊤|Fn−1]. For any t1, t2 ∈ τ , we
have
E[∆MZ(t1),n(∆MZ(t2),n)
⊤|Fn−1] = E[Dn(t1)Xn(t1)(∆MZ(t2),n)⊤|Fn−1]
= E[Dn(t1)Xn(t1)X
⊤
n (t2)D
⊤
n (t2)|Fn−1]−H(t1)Zn−1(t1)Z⊤n−1(t2)H⊤(t2)
Consider the decomposition Dn(t1)Xn(t1)X
⊤
n (t2)D
⊤
n (t2) = (B1n +B2n), where
B1n := Dn(t1)(Xn(t1)X
⊤
n (t2)− g(t1, Tn, X¯n)g⊤(t2, Tn, X¯n))D⊤n (t2)
B2n := Dn(t1)g(t1, Tn, X¯n)g
⊤(t2, Tn, X¯n)D
⊤
n (t2).
Using (B.17) and since Dn is a.s. bounded, it follows by the the Dominated Convergence
Theorem that E[B1n|Fn−1] a.s.−→ 0. In addition, since the probability distribution of the
random variables in B2n, i.e. (Tn, X¯n, ξ¯n), conditioned on Fn−1, converges a.s. as n increases
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to infinity, we obtain E[B2n|Fn−1] a.s.−→ E[D(t1)g(t1, T, X¯)g⊤(t2, T, X¯)D⊤(t2)]. Hence, we
have proved the following:
Γt1t2ZZ := E[D(t1)g(t1, T, X¯)g
⊤(t2, T, X¯)D
⊤(t2)]− v(t1)v⊤(t2).
Computation of ΓNN := a.s.−limn E[∆MN,n(∆MN,n)⊤|Fn−1]. Note that E[∆MNt1 ,n(∆MNt2 ,n)⊤|Fn−1] =
0 = Γt1t2NN for any t1 6= t2, while for t1 = t2 = t we have
E[∆MNt,n(∆MNt,n)
⊤|Fn−1]
= Q−2t,n−1µn−1(t)E[(X¯n − Zn−1(t))(X¯n − Zn−1(t))⊤|Fn−1, Tn = t]
= Q−2t,n−1µn−1(t)(diag(Zn−1(t))− Zn−1(t)Z⊤n−1(t))
a.s.−→ ΓttNN := µ−1(t)(diag(v(t)) − v(t)v⊤(t)).
Computation of ΓZN := a.s. − limn E[∆MZ,n(∆MN,n)⊤|Fn−1]. For any t1, t2 ∈ τ we
have that
E[∆MZ(t1),n(∆MNt2 ,n)
⊤|Fn−1] = E[Dn(t1)Xn(t1)(∆MNt2 ,n)⊤(t2)|Fn−1]
= Q−1t2,n−1µn−1(t2)
(
E[Dn(t1)Xn(t1)X¯
⊤
n |Fn−1, Tn = t2]−H(t1)Zn−1(t1)Z⊤n−1(t2)
)
.
Note that the above term E[Dn(t1)Xn(t1)X¯
⊤
n |Fn−1, Tn = t2] can be expressed as follows:
E[E[Dn(t1)|Fn−1, Tn = t2, X¯n]Xn(t1)X¯⊤n |Fn−1, Tn = t2] =
H(t1)E[Xn(t1)X¯
⊤
n |Fn−1, Tn = t2].
Then, since using (B.17) it follows by the the Dominated Convergence Theorem that
E[Xn(t1)− g(t1, t2, X¯n)|Fn−1, Tn = t2] a.s.−→ 0,
we can directly consider H(t1)E[g(t1, t2, X¯n)X¯
⊤
n |Fn−1, Tn = t2]; then, since the probability
distribution of X¯n conditioned on Fn−1 and Tn converges a.s. as n increases to infinity, we
obtain
E[g(t1, t2, X¯n)X¯
⊤
n |Fn−1, Tn = t2] a.s.−→ E[g(t1, t2, X¯n)X¯⊤|T = t2].
Hence, we have proved the following:
Γt1t2ZN := H(t1)G(t1, t2)diag(v(t2))− v(t1)v⊤(t2).
Computation of Γθθ := a.s. − limn E[∆Mθ,n(∆Mθ,n)⊤|Fn−1]. Since for any j1 6= j2 or
t1 6= t2 we have E[∆Mθj1t1 ,n(∆Mθj2t2 ,n)
⊤|Fn−1] = 0, we have that Γθθ is a block-diagonal
matrix. In particular, for any t ∈ τ we have that Γttθθ = diag([Γttθθ ]jj, j ∈ {1, .., d})⊤, where
E[∆M
θjt ,n
(∆M
θjt ,n
)⊤|Fn−1]
= (N˜ jt,n−1Qt,n−1)
−2µn−1(t)Z
j
n−1(t)× E[∆Mt,j,n(∆Mt,j,n)⊤|Fn−1, Tn = t, X¯jn = 1]
a.s.−→ [Γttθθ]jj := (vj(t)µ(t))−1E[∆Mt,j(∆Mt,j)⊤|T = t, X¯j = 1].
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Computation of ΓZθ. For any t1, t2 ∈ τ and j ∈ {1, .., d} we have that
E[∆MZ(t1),n(∆Mθjt2 ,n
)⊤|Fn−1] = E[Dn(t1)Xn(t1)(∆Mθjt2 ,n)
⊤|Fn−1]
= (N˜ jt2,n−1Qt2,n−1)
−1µn−1(t2)Z
j
n−1(t2)E[Dn(t1)Xn(t1)(∆Mt2,j,n)
⊤|Fn−1, Tn = t2, X¯jn = 1].
Then, since using (B.17) it follows by the the Dominated Convergence Theorem that
E[Xn(t1)− g(t1, t2, ej)|Fn−1, Tn = t2, X¯jn = 1] a.s.−→ 0, we can directly consider
E[Dn(t1)g(t1, t2, ej)(∆Mt2,j,n)
⊤|Fn−1, Tn = t2, X¯jn = 1];
then, since the probability distribution of ξ¯n conditioned on Fn−1, Tn and X¯n does not
change, we have proved that
[Γt1t2Zθ ]
jj := E[D(t1)g(t1, t2, ej)(∆Mt2,j)
⊤|T = t2, X¯j = 1].
Computation of ΓNθ := a.s.− limn E[∆MN,n(∆Mθ,n)⊤|Fn−1]. For any t1, t2 ∈ τ we have
that
E[∆MNt1 ,n(∆Mθjt2 ,n
)⊤|Fn−1] = E[∆MNt1 ,nE[(∆Mθjt2 ,n)
⊤|Fn−1, Tn, X¯n]|Fn−1] = 0 = Γt1t2Nθ .
Computation of ΓQQ := a.s. − limn E[∆MQ,n(∆MQ,n)⊤|Fn−1]. It is immediate to see
that for any t1 6= t2
E[∆Qt1,n∆Qt2,n|Fn−1] = −µn−1(t1)µn−1(t2) a.s.−→ Γt1t2QQ := −µ(t1)µ(t2),
while for t1 = t2 = t we have
E[∆Q2t,n|Fn−1] = µn−1(t)(1 − µn−1(t)) a.s.−→ ΓttQQ := µ(t)(1− µ(t)).
Remaining terms in Γ. Finally, we have that for any t1 6= t2,
E[∆MZ(t1),n∆MQt2 ,n|Fn−1] = E[E[∆MZ(t1),n|Fn−1, Tn]∆MQt2 ,n|Fn−1] = 0 = Γt1t2ZQ ,
E[∆MNt1 ,n∆MQt2 ,n|Fn−1] = E[E[∆MNt1 ,n|Fn−1, Tn]∆MQt2 ,n|Fn−1] = 0 = Γt1t2NQ,
E[∆Mθt1 ,n∆MQt2 ,n|Fn−1] = E[E[∆Mθt1 ,n|Fn−1, Tn]∆MQt2 ,n|Fn−1] = 0 = Γt1t2θQ .
Since the assumptions are all satisfied, we can apply the CLT of the SA to the dynam-
ics (B.14), so obtaining a Gaussian asymptotic distribution for the process {Wn;n ≥ 1},
with asymptotic variance
Σ :=
∫ ∞
0
eu(
I
2
−DfW (W))Γeu(
I
2
−DfW (W))
⊤
du.
This concludes the proof.
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Proof of Theorem 3.3. The structure of this proof is analogous to the proof of The-
orem 3.2. In particular, we initially need to express in the SA form (B.8) the joint dynamics
of the following processes:
(1) the urn proportion in correspondence of all the covariate profiles,
Zn := (Zn(t), t ∈ τ)⊤;
(2) the proportion of subjects assigned to the treatments in the study, N˜n := Nn/n;
(3) the adaptive estimators of features of interest related with the family of response
distributions conditioned on the covariates, βˆn := (βˆ
j
n, j ∈ {1, .., d})⊤.
Then, the CLT follows by applying the standard theory of the SA to the joint dynamics.
Using analogous arguments to the proof of Theorem 3.2, we can obtain from (2.9)
and (3.6) the following joint dynamics:
(B.18)

∆Zn(t) = −rn(Zn−1(t)−Dn(t)Xn(t)),
∆N˜n = −rn
(
N˜n−1 − X¯n
)
+ rnRNt,n,
∆βˆjn = −rn
X¯jn
N˜ jn−1
(fj(βˆ
j
n−1)−∆Mj,n) + rnRβj ,n,
where RNt,n,Rβj ,n ∈ Fn are suitable random variables that converges to zero a.s. and
(E[‖RNt,n‖2] + E[‖Rβj ,n‖2]) = o(n). Now, in order to express the dynamics in (B.18) in
the SA form (B.8), we need to rewrite it as follows:
(B.19)

∆Zn(t) = −rnfZ,t(Zn−1(t)) + rn∆MZ(t),n,
∆N˜n − rnfN (Zn−1, N˜n−1, βˆn−1) + rn(∆MN,n +RN,n),
∆βˆjn = −rnfβj(Zn−1(t), N˜n−1, βˆjn−1) + rn(∆Mβj ,n +Rβj ,n),
where
fZ,t(Zn−1(t)) := (I −H(t))Zn−1(t) + v(t)(1⊤Zn−1(t)− 1),
fN(Zn−1, N˜n−1, βˆn−1) :=
(
N˜n−1 −
K∑
s=1
µn−1(s)Zn−1(s)
)
,
fβj(Zn−1, N˜n−1, βˆ
j
n−1) :=
∑K
s=1 µn−1(s)Zn−1(s)
N˜ jn−1
fj(βˆ
j
n−1),
and
∆MZ(t),n :=(DnXn −HZn−1)(t),
∆MN,n := (X¯n −
K∑
s=1
µn−1(s)Zn−1(s)),
∆Mβj ,n := (X¯n −
K∑
s=1
µn−1(s)Zn−1(s))
fj(βˆ
j
n−1)
N˜ jn−1
+
X¯jn
N˜ jn−1
∆Mj,n,
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are martingale increments since E[Dn(t)|Tn, X¯n] = H(t), E[X¯n|Fn−1] = Zn−1(Tn),
E[∆Mj,n|Fn−1, Tn, X¯n] = 0, E[1{Tn=t}|Fn−1] = µn−1(t).
Let us now introduce the joint processes {Wn, n ≥ 1} defined as Wn := (Zn, N˜n, βˆ)⊤,
and note that its dynamics can be expressed in the SA form (B.8) as follows:
(B.20) ∆Wn = −rnfW (Wn−1) + rn(∆MW,n +RW,n),
where
(i) fW := (fZ , fN , fβ)
⊤, where fZ := (fZ,t, t ∈ τ)⊤ and fβ := (fβj , j ∈ {1, .., d})⊤ ;
(ii) ∆MW,n := (∆MZ,n,∆MN,n,∆Mβ,n)
⊤, where ∆MZ,n := (∆MZ(t),n, t ∈ τ)⊤ and
∆Mβ,n := (∆Mβj ,nj ∈ {1, .., d})⊤;
(iii) RW,n := (0,RN,n,Rβ,n)
⊤, where Rβ,n := (Rβj ,n, j ∈ {1, .., d})⊤ .
Since RW,n
a.s.−→ 0 and, using (3.4) in (A6b), supn E[‖∆MW,n‖2] <∞, we have that the set
W of the limiting values of Wn is a set stable by the flow of W˙ = −fW (W). Notice that
by (A7b) the set {w : fW (w) = 0} is composed only by the element W := (v,x0, β)⊤,
where v := (v(t), t ∈ τ)⊤. Moreover, by (A6b) we have βˆn a.s.−→ β, and from Theorem 3.1
we have Zn
a.s.−→ v and N˜n a.s.−→ x0 =
∑K
s=1 fµ,s(x0, β)v(s) =
∑K
s=1 µ(s)v(s), which implies
Wn
a.s.−→W.
In order to show the existence of a stable attracting area which contains a neighborhood
of W, it is sufficient (see [7, p. 1077]) to show that {ℜe(Sp(DfW (W))) > 0}, where
(B.21) DfW (W) =
DZfZ(W) 0 0DZfN (W) DNfN (W) DβfN (W)
0 0 Dβfβ(W)
 ,
and
(i) DZfZ(W) is a block-diagonal matrix, whose tth block is
[DZfZ(W)]tt = (I −H(t) + v(t)1⊤);
(ii) DZfN (W) := −(µ(1)I, .., µ(K)I);
(iii) DNfN(W) := I −
∑K
s=1 v(s)DNfµ,s(W)⊤;
(iv) DβfN(W) := −
∑K
s=1 v(s)Dβfµ,s(W)⊤;
(v) Dβfβ(W) is a block-diagonal matrix, whose jth block is
[Dβfβ(W)]jj = Dfj(βj).
Note from the structure of DfW (W) in (B.21) that {ℜe(Sp(DfW (W))) > 0} follows by
establishing that for any t ∈ τ and j ∈ {1, .., d}
{ℜe(Sp(I −H(t) + v(t)1⊤)) > 0}, and {ℜe(Sp(Dfj(βj))) > 0},
and {ℜe(Sp(∑Ks=1 v(s)DNfµ,s(W)⊤)) < 1}. Analogous to the proof of Theorem 3.2, the
first two conditions follow from (A5) and (A6b), respectively, while the last condition
follows from (A7b).
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We now show that the assumptions of the CLT for processes in the SA form are sat-
isfied by the dynamics in (B.20) of the joint process {Wn, n ≥ 1}. First, note that using
the above arguments we obtain {ℜe(Sp(DfW (W))) > 1/2}. Then, it is immediate to see
that E[‖RW,n‖2] = o(n) and the first condition in (B.9) is satisfied using (3.4) in Assump-
tion (A6b). Concerning the second condition in (B.9), we need to show that there exists a
deterministic symmetric positive semidefinite matrix Γ such that
E[∆MW,n(∆MW,n)
⊤|Fn−1] a.s.−→ Γ =
ΓZZ ΓZN ΓZβΓ⊤ZN ΓNN ΓNβ
Γ⊤Zβ Γ
⊤
Nβ Γββ
 .
As in the proof of Theorem 3.2, note that since fj(βˆ
j
n−1)
a.s.−→ 0, this term does not con-
tribute to Γ; hence in the following calculations they will be omitted by ∆Mβj ,n. We now
proceed with the computation of the terms in Γ. The calculations that follow by (B.17)
are here omitted since they are analogous in the proof of Theorem 3.2.
Computation of ΓZZ := a.s.− limn E[∆MZ,n(∆MZ,n)⊤|Fn−1]. For any t1, t2 ∈ τ
Γt1t2ZZ := E[D(t1)g(t1, T, X¯)g
⊤(t2, T, X¯)D
⊤(t2)]− v(t1)v⊤(t2),
where g ∈ S is a d-multivariate function defined in (B.16).
Computation of ΓNN := a.s.− limn E[∆MN,n(∆MN,n)⊤|Fn−1]. Note that
E[∆MN,n(∆MN,n)
⊤|Fn−1]
= diag
(
K∑
s=1
µn−1(s)Zn−1(s)
)
−
(
K∑
s=1
µn−1(s)Zn−1(s)
)(
K∑
s=1
µn−1(s)Zn−1(s)
)⊤
a.s.−→ ΓNN := diag
(
K∑
s=1
µ(s)v(s)
)
−
(
K∑
s=1
µ(s)v(s)
)(
K∑
s=1
µ(s)v(s)
)⊤
.
Computation of ΓZN := a.s.− limn E[∆MZ,n(∆MN,n)⊤|Fn−1]. For any t ∈ τ
E[∆MZ(t),n(∆MN,n)
⊤|Fn−1] = E[Dn(t)Xn(t)(∆MN,n)⊤|Fn−1]
=
K∑
s=1
µn−1(s)
(
E[Dn(t)Xn(t)X¯
⊤
n |Fn−1, Tn = s]−H(t)Zn−1(t)Z⊤n−1(s)
)
a.s.−→ ΓtZN :=
K∑
s=1
µ(s)
(
H(t1)G(t1, s)diag(v(s)) − v(t1)v⊤(s)
)
,
where G(t1, s) is a matrix whose columns are {g(t1, s, ej); j ∈ {1, .., d}}.
Computation of Γββ := a.s. − limn E[∆Mβ,n(∆Mβ,n)⊤|Fn−1]. Since for any j1 6= j2 we
have E[∆Mβj1 ,n(∆Mβj2 ,n)
⊤|Fn−1] = 0, Γββ is a block-diagonal matrix. In particular, for
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any j ∈ {1, .., d} we have
E[∆Mβj ,n(∆Mβj ,n)
⊤|Fn−1] =
(N˜ jn−1)
−2
(
K∑
s=1
µi−1(s)Z
j
i−1(s)
)
E[∆Mj,n(∆Mj,n)
⊤|Fn−1, X¯jn = 1]
a.s.−→ Γjjββ :=
(
K∑
s=1
µ(s)vj(s)
)−1
E[∆Mj(∆Mj)
⊤|X¯j = 1].
Computation of ΓZβ := a.s. − limn E[∆MZ,n(∆Mβ,n)⊤|Fn−1]. For any t ∈ τ and j ∈
{1, .., d}, we have that
E[∆MZ(t),n(∆Mβj ,n)
⊤|Fn−1] = E[Dn(t)Xn(t)(∆Mβj ,n)⊤|Fn−1]
= (N˜ jn−1)
−1(
K∑
s=1
µi−1(s)Z
j
i−1(s))E[Dn(t)Xn(t)(∆Mj,n)
⊤|Fn−1, X¯jn = 1]
a.s.−→ ΓtjZβ := E[D(t)g(t, T, ej)∆M⊤j |X¯j = 1].
Computation of ΓNβ := a.s. − limn E[∆MN,n(∆Mβ,n)⊤|Fn−1]. It can immediately be
seen that, for any j ∈ {1, .., d},
E[∆MN,n(∆Mβj ,n)
⊤|Fn−1] = E[∆MN,nE[∆Mβj ,n|Fn−1, Tn, X¯n]|Fn−1] = 0 = ΓjNβ.
Since the assumptions are all satisfied, we can apply the CLT of the SA to the dynam-
ics (B.20), so obtaining a Gaussian asymptotic distribution for the process {Wn;n ≥ 1},
with asymptotic variance
Σ :=
∫ ∞
0
eu(
I
2
−DfW (W))Γeu(
I
2
−DfW (W))
⊤
du.
This concludes the proof.
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