Abstract. In this paper we describe an algorithm for the nonlocal artificial boundary conditions setting at the external boundary of a computational domain while numerically solving unbounded viscous compressible flow problems past the finite bodies. Our technique is based on the usage of generalized Calderon projection operators and the application of the difference potentials method.
1. Introduction. The numerical solution of external boundary-value problems usually requires the application of special procedures for adequate consideration of the solution structure in the whole unbounded domain. The need for developing such special procedures is due to the computer limitations. At present it is possible to point out two different approaches. The first one deals with the singular coordinate transformations realizing one-to-one mappings between the unbounded original domain and the new finite domain. The second one is based on the so-called artificial boundaries introduction and artificial boundary conditions (ABCs) setting. Following such a technique, one ought only to compute a solution in some finite subdomain of the original domain. Special conditions at the boundary of a subdomain (this boundary is called an artificial) are to be formulated in such a way as to provide maximal proximity (in a certain sense) of the solution obtained in the finite subregion to the corresponding fragment of the original problem solution. Generally speaking, ABCs can be used not only in the case of an unbounded original domain but also when it is simply sufficient (for any reason) to know the solution of the problem not everywhere but only in some subdomain of the original domain. A detailed review and comparison of different well-known techniques of ABCs' construction are given in [1] , [2] , including some applications to the problems of elasticity, acoustics, fluid dynamics, waves propagation, etc. Some review information is also contained in [3] .
In the current paper the ABCs for the numerical solution of the external viscous flow problems are developed; that is, we consider an unbounded viscous compressible gas flow over the finite body in the stationary two-dimensional (2D) (plane) formulation. The choice of geometry, problem dimensionality, and free stream parameters (uniform subsonic flow) is not caused by any fundamental restrictions, but only because the theoretical analysis is apparently the least cumbrous in such a case and the computational resources required are not very large.
The following assumption is the principle for our technique of ABCs' construction: flow perturbations caused by the immersed body are small far enough from it see, e.g., [5] , [6] , and the bibliographies there. Therefore we do not go into the procedure of the solution of the nonlinear problem in .Din, but focus on the construction of some special conditions at the artificial boundary. They should be equivalent to the 1358 V.S. RYABEN'KII AND S. V. TSYNKO linear differential equation (system) from (1.2) combined with the corresponding condition (1.4) at infinity. These relations will be, generally speaking, spatially nonlocal.
They are the operator equations containing generalized Calderon boundary projection operators, the discretization of which is implemented by means of the difference potentials method (DPM) [7] , [8] . These The material hereafter is prepared as follows. The general scheme of the ABCs' setting based on the concept of problem decomposition into the "linear" and "nonlinear" parts and on the application of the generalized Calderon-Seeley projection operators [9] , [10] is stated in 2. The constructions of 2 are based on the fundamental concept of the auxiliary problem (aP) (see [7] , [8] ) formulated there in the infinite strip parallel to the y-axis. In 3 it is shown how to pass to the AP in some finite domain for the discrete case. Section 4 is devoted to the description of a finite-difference algorithm for the solution of the AP. Section where S-(a) and S+(a) are the special rank-deficient matrices 7 7 depending on Q(a), with their ranks equal to the numbers of eigenvalues As(a) with nonpositive and positive real part, respectively. These matrices are given by the following expressions:
H (Q(a) As(a)I), [12] , or a general homogeneous second-order differential relation as in [13] , it turns out that the Navier-Stokes equations require four such conditions at inflow and three at outflow. Our approach is somewhat different since the boundary conditions (2.9) connect all the functions u , v , p0, p0 in one matrix equation and, what is more important, they are spatially nonlocal in physical variables. In doing so, the difference between inflow and outflow boundaries is determined by the structure of A(c) (eigenvalues of Q(c)), which may be easily seen from (2.10). Indeed, even the numbers of eigenvalues with positive and nonpositive real parts can be not equal to each other (these numbers may also depend on which iInplies that the matrices S-(c) and S + (c) (2.10) will have different ranks. A natural question arising here refers to any correlations between the local and nonlocal conditions. Though we did not carry out a special investigation, we believe that certain classes of reasonable rational approximations to (2.9) yielding local conditions in physical space may really result in the set of three separate conditions at outflow and four conditions at inflow.
AP is still formulated in the unbounded domain, though unbounded only in one direction. In the next section it will be shown how to pass to the finite domain while solving AP numerically by means of some difference technique. And now assume that we are able to find the solution of AP, i.e., to compute the operator G o and describe briefly the procedure of constructing the boundary equations with projections [7] , [8] and their application to the setting of ABCs. We are not going to give here an accurate basis of the method proposed; we only outline the scheme for the continuous case which will be turned into the specific algorithm below for the difference formulation.
Let us introduce the operators: (9 0 complement of an arbitrary function determined in D by zero in D\D and ( 
which is a projection, as shown in [7] , [8] . The following statement, playing a fundamental role in all our constructions, holds for Pp [7] , [8] : [9] and Seeley [10] (see also [7] , [8] ). Due to the equivalence of (2.14) and (2.3), (2.5), (2.9) one can use (2.14) as an ABe at F for solving (2.1) in Din. Indeed, (2.14) involves only the variables determined at F. It is evident that these variables can be obtained using only the data from inside Din; therefore (2.14) completes the problem in Din. Note that the first-order system of ODEs (2.8) and the corresponding first-order discrete system (4.8) are of different dimensionalities (7 and 8, respectively) due to the reasons of simplicity. We think that the easiest way to obtain a first-order system on a discrete level for the specific scheme (4.2), (4.6) is simply to introduce four additional variables, whereas in (2.7) we introduced only three. While deriving the boundary conditions for (4.8) (see the formulae (4.13), (4.14) ), the dimensionality growth may cause an additional condition (for each wavenumber k) to appear. However, the discrete boundary conditions at x 0 and at x X will be based on the same idea as in 2 (see (2.9), (2.10)). Namely, we prohibit all. the nondecreasing solutions on both ends of the interval, and thus, the addition of an extra, variable ( in (4.8)) should not change the far-field behavior of hydrodynamic variables u, v, p, p. Therefore, this additional condition should present no contradiction to (2.9) and should not 0 to the continuous solution u(x, y) disturb convergence of the discrete solution u,,j (in the sense of Definition 3.2). Regretfully, the question of "identifying" this specific additional condition in the nonlocal matrix relation (see (4.13)) and of "establishing the one-to-one correspondence" between the continuous conditions (2.9) and those discrete conditions which do approximate (29) (i.e., which are not additional) seems to be rather difficult. However, our (4.14) ), the following equality rankS,y(k)+ rankS-,/(k) 8 always holds (see Appendix (7)); i.e., boundary conditions (4.13) are noncontradictory. We also note (see [15] ) that for all k -J, P Zh ---+ h, p de__f TrhPar. The following proposition takes place for P (see [8] )" the equality Assume for simplicity that we are solving the Navier-Stokes equations in Din by means of some finite-difference technique using the "O"-type grid. The curve F is the last but one closed coordinate line of this grid. Designate as /2 the set of "O"-type grid nodes belonging to F. F1 is the last closed coordinate line;/21 is the set of nodes belonging to F1. Let the space stencil of the scheme used in Din be not more than . are the values in these points. It is also possible to use trigonometrical polynomials, then are the corresponding Fourier coefficients (expansion in terms of finite system).
Since are the vector functions the finite-dimensional approximation is implemented componentwise. The dimensionality of F. is 81col where c corresponds to each component. If R" F_ --+ is an operator of spline or trigonometric interpolation then we will certainly require the fulfillment of the approximation property" Ve > 0
there exists a set a) of sufficiently large dimension co such that V E E 3 G F_ II{-R{lIr < e where I1" lie is the norm chosen in an appropriate way (see [8] , [7] ).
Since { contains information both about the functions u, v, p, p themselves (i.e., perturbations with respect to the free stream background), and about their normal derivatives at F, one can easily compute h using the first two terms of the Taylor formula (recall that h is the 4-component vector function containing only u, v, p, p themselves and the points 3' where {h is defined are located near P). We introduce the special operator re" Eh to designate the procedure of boundary data continuation from the boundary to the domain.
Let us note here that data continuation from the boundary to the domain (i.e., frown co to 3') is actually one of the main elements of the DPM [8] when applied to the solution of boundary-value problems. The procedure of data continuation is always based on the Taylor formula and therefore involves boundary values of the solution and its normal derivatives. We now make the following remark.
Remark. The construction of a clear trace E involving nknown functions and their normal derivatives at F which is used in this paper (see 2) is not a unique possibility. It is shown in [8] outside Dn) in the form of a generalized potential depending on (u, v, p, P)lr and then to use it for determining (, v, p, P)lr" Therefore, we actually need "a resolved form of the projection," i.eo, an operator expressing normal derivatives in terms of functions (see below). Using this operator and the Taylor forInula we will be able to continue any specific data from F to 3', and then from 3' to F using the potential itself as well as some interpolation procedure (see below).
We also note that many authors develop and use the so-called Poincar-Steklov operators, mainly for domain decomposition techniques (see, e.g., [17] and references there). These operators are similar in structure to our "resolved projections" although their means of derivation are actually less general.
As was previously mentioned, we consider all the parameters (u, v, p, P)rl, Note, in addition that since we use the difference potential (5.2) (see also (5.5)) for solving the linear problem then the questions of approximation and convergence are of great importance. We mean here an approximation to a continuous potential by the difference potential and convergence of the difference periodic solution to the continuous periodic solution (it is "a half" of Definition 3.2) while the grid size h vanishes and la;I consistently grows (see [8] ). These questions are studied in detail in [8] . In particular, it is shown there that the type of norm providing convergence and the convergence rate depend on the order of approximation to the differential operator L by the difference operator Lh and also on the order of the Taylor formula in the operator r. In our case, one can expect convergence of the difference solution together with the first difference derivatives [8] . The proof of this statement is the same as that of the formulae (4.13), (4.14) (see Appendix (7)). The right-hand side of (6.5) [11] ; see also the bibliography in [3] as well as the reviews [1] , [2] . However, here we compute this flow for the laminar viscous regime Re 4000. From the pure gasdynamic viewpoint it is a subcritical, i.e., fully subsonic flow, and once the viscosity is introduced the flow also appears to be separated (a separation zone is located near the trailing edge). To integrate the Navier-Stokes equations inside Din we use a pseudo-time multigrid iteration procedure realized in the finite-volume code [18] --- [20] . The computations are implenented on the C-type curvilinear boundary-fitted grid of 256x64 nodes generated around the airfoil. An "average radius" of computational domain for this specific case is about 5.5 chords of the airfoil. In doing so, both F and F1 are nonsmooth (each has two "corner points"). However, experience at solving the boundary-value problems by means of the DPM in the domains with nonsmooth boundaries [8] We do not present here the results of other viscous flow computations. We have been studying various flow regimes including turbulent and transonic ones. In addition to drastic convergence acceleration we have found that while using nonlocal ABCs it is possible to essentially shrink the computational domain preserving the accuracy of computations.
We discuss the computational results in detail as well as some related topics and generalizations in a new paper [21] . 7 . Appendix. Consider a linear space C of n-dimensional vectors with complex components and some linear operator Q C --. C n acting in this space. Let C (7.6) v=Evs, v8 C n 8---1
