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Abstract
In order for pervasive computing to realize its full
potential, pervasive applications have to be able to op-
erate without support from fixed communication infra-
structure at least some of the time. Sophisticated ap-
plications emerging in this domain will have to rely on
the cooperation of groups of wireless devices to accom-
plish their task. A number of such applications are likely
to require coordination between devices. Such coordina-
tion requires deterministic guarantees from the commu-
nication protocol in order to be efficient. In this paper
we present a novel many-to-many communication pro-
tocol which provides deterministic guarantees, and de-
scribe how this protocol can be extended to solve the more
fundamental agreement problem[6] in a manner suitable
to ad-hoc pervasive environments. Our approach differs
from previously proposed deterministic protocols in that
it does not rely on routing structures. This allows the pro-
tocol to provide its guarantees under a wide range of net-
work conditions and in an efficient manner. Extensive
simulations confirm these design objectives.
1. Introduction
Pervasive computing applications operate un-
der a wide range of network conditions, from the
infrastructure-based network environment of today’s
IP-based internet at one end, to infrastructure-less
ad-hoc networks on the other. Managing applica-
tions in an ad-hoc environment is exceptionally hard
due to low network bandwidth, dynamic network to-
pologies, and limited device capabilities. The task of
building sophisticated applications (e.g., replica man-
agement for highly available content distribution) is
simplified if certain fundamental problems that are
commonly encountered are solved efficiently at the net-
work level rather than at the application level. Solu-
tions at this low-level are commonly called middle-
ware solutions in the literature (see Bacon et. al.
[28]). This paper is concerned with two classes of
such fundamental problems: many-to-many dissemina-
tion and agreement [6]. It presents an efficient protocol
that solves the problem of the former class and ex-
tends the protocol towards solving the agreement
problem in the ad-hoc context.
A number of many-to-many dissemination protocols
have been proposed for ad-hoc networks. These can
be broadly divided into two categories, deterministic
and best-effort, depending on the type of delivery guar-
antees they provide. The best-effort category includes
optimized[18, 17]1 and probabilistic [2, 19, 4] proto-
cols in addition to the better known best-effort proto-
cols of [15, 23]. Best-effort protocols deliver a message
to all concerned devices in a group with a high probab-
ility.Deterministic protocols on the other hand provide
absolute guarantees on message delivery. Proposed pro-
tocols in this category includes both multicast [24, 8, 9]
and broadcast[21]. In this paper we present a determin-
istically reliable many-to-many dissemination protocol,
called Scribble, which guarantees that a message gets
delivered to at least k devices in a group.
Being able to guarantee a message gets delivered to
at least a specified number of (possibly all) devices in a
group is a very useful primitive in a number of pervas-
ive application scenarios. Consider, for example, a set
of fire-prevention sensor-actuators scattered in a room.
Upon detecting a possible fire, an actuator might not
only deploy its own (possibly limited) fire-fighting cap-
ability but also may judge that at least k − 1 other
devices which may not have sensed the fire right now,
should also do the same so that the suspected fire can
be put out effectively. When Scribble is invoked with
the parameter k, it will ensure that at least k devices
act together to put out the fire.
1 These protocols are sometimes called reliable.
Extending this example further, the group of devices
currently engaged in fire-fighting may need to decide
whether to increase/reduce the intensity of fire-fighting
operation or stop the activities altogether (water dam-
age is very costly). This decision making involves con-
structing a global picture out of information sensed
locally by each device. If it is to be carried out in
a decentralized manner, a solution to the agreement
or consensus problem is inevitable. A consensus solu-
tion allows multiple devices, with potentially different
initial opinions, to agree on a common decision that
is reflective of these initial opinions. Other research-
ers have also identified a number of complex problems
likely to arise in the ad-hoc pervasive context which will
have to make use of consensus solutions. For example,
Zhou and Haas observe[29] that a number of secur-
ity issues relevant in infrastructure-less networks, such
as proactive threshold cryptography [10] and distribut-
ing trust to a group of devices [22], can be thought of
as consensus problems. Other issues relevant to pervas-
ive computing applications which require consensus in-
clude controlling group membership[3] and replicating
data and insuring its consistency across replicas[25]. In
this paper, we consider a consensus solution of Raynal
et.al. [5] that is designed for a fixed-network systems.
We describe how this can be adapted for the ad-hoc
networking context by using Scribble as its foundation.
The major contribution of this paper is the design
and evaluation of Scribble itself. Scribble’s design is
novel in that, unlike the existing deterministic proto-
cols, it does not rely on routing structures, and that it
can operate in a very wide range of network conditions.
In the limit, the only property the network must sat-
isfy is that the network is not permanently partitioned
(that is, any partition that occurs should be transient
and must heal within some finite but unknown time).
This means, if Scribble cannot operate in a given set
of network conditions, no deterministic protocol will.
Our radical approach to designing Scribble, in par-
ticular the absence of routing structures, naturally
raises concern about bandwidth overhead. The paper
alleviates such concerns through extensive simulations.
A further analysis of the design of existing, structure-
based protocols, found in section 3, and the experience
of structure-less protocols in [20] also suggest that such
concerns are misplaced, and in fact that a structure-less
approach might be preferable in a number of scenarios.
We start the paper by precisely defining the determ-
inistically reliable many-to-many dissemination prob-
lem we are solving and the necessary assumptions made
about the network and devices involved in section 2.
Section 3 analyzes the design issues facing determin-
istic protocols, describing the design decisions made for
Scribble, followed by a detailed description of the pro-
tocol in section 4. Section 5 contains the simulation
results, while section 6 suggests how the assumptions
made in section 2 can be met. Section 7 outline how
Scribble can be adapted towards solving consensus. We
conclude in section 8 with further work.
2. Protocol Definition and Assumptions
A group G consists of an arbitrary number n of
devices, N0, N1, ..., Nn−1, which communicate using
an omni-directional wireless transmission mechanism
(such as 802.11b). Any device in G, say N0, can initi-
ate at any time, say t0, the many-to-many dissemina-
tion of a data packet, denoted as m, to a specified num-
ber of devices, denoted as k, 1 < k ≤ n. A determin-
istically reliable many-to-many dissemination protocol
satisfies the following three properties:
(i) Integrity: a device that delivers m (to a higher
level application) delivers it exactly once,
(ii) Termination: at least k devices in G deliver m
within some bounded time after t0, where k is a
protocol parameter.
(iii) Network Subsidence: within some bounded
time after t0, transmissions of m or any packet re-
lated to the dissemination stop.
By these definitions, exactly-once delivery of a
packet m is guaranteed to at least k devices within
some bounded amount of time and with a bounded
transmission overhead. If k = n, the many-to-many
dissemination protocol becomes a broadcast pro-
tocol.
2.1. Assumptions
A1. Each device has a unique ID that is not necessar-
ily known to others.
A2. At least k devices in G exist for the duration of
the dissemination,
A1 is necessary to guarantee that at least k distinct
devices have received m; it can be trivially met by
most devices. The need for A2 is also intuitive; if m
is to be delivered to at least k devices, G must con-
tain at least k devices. Ensuring A2 is met requires
that N0 choose k appropriately. The issues concern-
ing this requirement are addressed in detail in section
6.
2.1.1. Network assumption In the pervasive com-
puting environment, due to user- or device mobility, in-
terference and various obstacles or power-saving meas-
ures it is possible for a subset of devices in a group to
get partitioned from the rest of the group at any mo-
ment in time, i.e. none of the devices in a given subset
is able to communicate with any other device not in the
subset. If partitions can be permanent, then clearly the
termination property may not be met: if N0 (that ini-
tiates the dissemination of m) and fewer than k other
devices are in one subset, and if this subset is isolated
permanently from any other subset, then no device in
the latter subset can ever receive m. Therefore, the min-
imal requirement for solving the deterministically reli-
able dissemination problem is that at least one sub-
group that contains N0 and at least k-1 other devices
of G, must not suffer a permanent partition. We call
this requirement the minimal liveness property and as-
sume that the network satisfies this property.
Minimal Liveness Property Consider two devices that
are in wireless range of each other. A congestion- and
collision-resilient channel is said to exist between them,
if at least one of a finite number of attempts made by
one device to send a packet to the other, is successful.
These attempts are usually made by the medium ac-
cess (MAC) protocol and is typically hidden from the
higher layers. Let δ be the maximum delay which a
packet can experience to be received over a congestion-
and collision-resilient channel. We will say that two
devices are directly connected, if they are in wireless
range of each other and a congestion- and collision-
resilient channel exists between them for a period of at
least β + 2δ time, where β ≥ 0 is the maximum time
a requested device can take before it chooses to trans-
mit its response.
Consider two devices Ni and Nj . During a given in-
terval of some finite duration I > β + 2δ, Ni and Nj
may be in each other’s wireless range never, once or
more than once. In a given occurrence of the the lat-
ter cases, a congestion- and collision-resilient channel
between Ni and Nj may not exist, or if it exists it may
or may not exist for a period of at least β + 2δ time;
i.e., direct connectivity may happen zero or more times.
We will say that Ni and Nj directly connect during [t,
t+I] if the devices directly connect at least once dur-
ing [t, t+I], and this will be denoted as Ni!t,I Nj .
Note here that we are not requiring two nodes to dir-
ectly connect every time they are in the wireless range
of each other, but that we are merely defining what we
mean by being directly connected.
Consider now a set S of devices. Intuitively, S will
not experience a permanent partition after t0 if for any
non-empty subset S ′ of S, some device, say N, in S ′
and some other device, say N’, in S − S ′ directly con-
nect with each other at least once during I of some fi-
nite duration; i.e. Ni!t,I N’i holds for all t ≥t0.
Note that the identities of the connecting devices
N and N’ can be different in different intervals. Con-
sider t2 > t1≥t0. It is possible that N1!t1,I N’1 and
N2!t2,I N’2, where N1 $=N2 or N’1 $= N’2. This ac-
counts for the fact that the network conditions and
device movement can enable (as well as disallow) two
devices to experience direct connectivity at any in-
stance.
Note also that the value of I is unspecified; it can
be arbitrary but must be finite; Specifying a value for I
would require an ability to predict future network be-
haviour, an exercise which is highly unlikely to succeed,
except under very restrictive assumptions.
As per the definition, if none of the devices in S ′ dir-
ectly connect to any device(s) in S − S ′ during some
[t, t+I] for all possible finite values of I, then S ′ is per-
manently partitioned from the rest of S from time t
onwards. We next apply this notion of permanent par-
tition in the context of a many-to-many dissemination
initiated by N0 at time t0 within G. Let us define Gk as
the set of all sets such that each element-set of Gk con-
tains N0 and at least k-1 other devices of G. The min-
imal liveness property stipulates that there be at least
one Gk ∈ Gk that does not suffer a permanent parti-
tion at or after t0. Formally, the network satisfies the
minimal liveness property for a dissemination initiated
by N0 at time t0 within G only if:
∃Gk ∈ Gk : ∀t ≥ t0,∀G′k ⊂ Gk :
∃N ∈ G′k,∃N ′ ∈ Gk − G′k :
N!t,I N ′
for some finite I.
3. Design
Any deterministically reliable many-to-many com-
munication protocol, not just ours, must address the
following three design issues:
1. Message dissemination: What mechanism is used
to attempt to deliver m to enough devices?
2. Coverage deduction: Given that enough number of
devices have received m, how is this fact deduced
so that the protocol can terminate (c.f. network
subsidence)?
3. Protocol termination: As per assumption A2,
the desired coverage is possible and the pro-
tocol should not terminate until and unless that
happens. What measures are in place to en-
sure that the protocol achieves the desired cover-
age, and what do these measures assume about
the network?
Existing deterministically reliable protocols [21, 24,
8, 9] address the design issues 1 and 2 above by using a
routing structure imposed on the network topology. The
routing structure may be a tree[9][8], cluster[21] or a set
of unicast routes[24]. Ho et. al. [12] observe that as the
volatility of the network topology increases, the like-
lihood of a routing structure accurately reflecting the
current topology diminishes. If the dissemination based
on a routing structure fails to achieve the desired cov-
erage, a deterministic protocol, unlike its best-effort
counterparts, is obligated to take remedial actions for
the on-going message dissemination. This involves the
routing structure being patched (as in [9]) or being re-
created if patches are deemed not effective. These ef-
forts can be expensive in terms of bandwidth usage.
More seriously, however, most existing reliable pro-
tocols rely on the same structure for coverage deduc-
tion as well. This is typically in the form of aggreg-
ated acknowledgments being sent back up the struc-
ture to the originator node or some statically chosen
“core node” as in [9]. This naturally implies that the
structure needs to remain valid much longer than if it
were used only for message dissemination. The struc-
ture is more likely to break during coverage deduction,
as this happens after the message dissemination. If it
does fail and if patches do not work, the structure needs
to be recreated or acknowledgments have to be routed
(or flooded) back to the originating or core devices so
that the protocol can terminate.
The apparent high cost of remedial actions, and the
high likelihood of them being applied often, led us to
take a different, structure-less approach to 1 and 2,
which entirely removes any dependence on fragile rout-
ing structures. In our protocol, the responsibility for
message dissemination is passed on from one device to
another, beginning with the dissemination initiator N0,
in a decentralized manner. The resulting arrangement
keeps the transmission overhead small while yielding
high coverage. It is elaborated in section 3.1. Further,
since any device can hold the responsibility for mes-
sage dissemination, it should also be able to autonom-
ously deduce whether or not the desired coverage has
been achieved. We describe in section 3.2 how Scribble
provides this ability.
The final design issue is one of ensuring that the
coverage is achieved. Existing protocols, as discussed
earlier, rely on the cooperation of the network so that
the remedial actions are not needed (the most optim-
istic case) or eventually succeeds if carried out in full
(the most pessimistic case). Our protocol is optimistic
that the structure-less message dissemination and cov-
erage deduction mechanisms swiftly achieve and de-
duce the desired coverage, while its pessimistic expect-
ation is that the minimal liveness property is satisfied.
The minimality of the liveness property allows our pro-
tocol to operate under a wide range of network condi-
tions. To put it differently, if our protocol cannot ter-
minate in a given network condition, no deterministic
protocol will. Section 3.3 explains the (extreme) meas-
ures our protocol gradually resorts to, when the net-
work satisfies just the minimal liveness property in the
least helpful manner like an adversary to the protocol.
3.1. Message dissemination
The responsibility for message dissemination ini-
tially rests with the dissemination originator and is
subsequently passed on to other devices (as in a relay-
race). Consequently, a device can be in one of two states
regarding the dissemination of m: responsible or pass-
ive. A responsible device transmits m once, and then
repeats this transmission every β seconds if required. A
device in the passive state does not transmit m. Note
that a device which has not received m is considered
to be passive.
Obviously, the number of devices simultaneously re-
sponsible should be kept low, particularly when in-
creasing that number would not provide any further
coverage. The scheme employed for passing on the re-
sponsibility achieves this objective by striving to keep
at most one device responsible in any subset of devices
that are in each others wireless range (a fully connected
subset); moreover, at least one device is kept respons-
ible in the group as a whole at any time. The scheme
makes use of the following known results:
K1: The additional coverage expected from a device’s
transmission drops exponentially with the num-
ber of transmissions that have already occurred
in the device’s wireless range immediately before
that transmission [20].
K2: Consider two devices with clocks whose val-
ues never decrease. Let them transmit a message
timestamped with their local clock values. If the
devices receive each other’s message, it is not pos-
sible for both the devices’ local clocks to be
smaller than the timestamp on the received mes-
sage.
In our protocol, timestamps are issued based on a lo-
gical clock while timeouts are set using (unsynchron-
ised) physical clocks. A logical clock is just an in-
teger counter whose value can only increase, though
not necessarily in relation to the passage of real-time.
A device Ni constructs a logical clock Li(m) with the
initial value of zero when Ni first knows of m. Recall
that the dissemination initiator is the first device to
know of, and to be responsible for, m.
A responsible Ni transmits m soon after becom-
ing responsible. It repeats this transmission every β
seconds until it becomes passive. A transmission how-
ever is preceded by the following activities. Ni chooses
a Random Assessment Delay (RAD) uniformly distrib-
uted on (0, MAX RAD), and schedules a transmission
of m after the RAD has expired. If the RAD expires, Ni
increments Li(m) by 1, time-stamps m with the value
of Li(m) and transmits m. This (logical) time-stamp is
denoted as m.l of the transmitted m. (As we shall see
later, the RAD may be canceled before its expiry, in
which case the scheduled transmission will also be can-
celed.)
Suppose that a device Nj is passive on m and re-
ceives m. Nj becomes responsible for m if
R1 : m.l of the received m is greater than, or equal to
Lj(m), and
R2 : Nj has not received m in the past β-δ seconds.
If R1 and R2 are true, Nj becomes responsible after
setting Lj(m) = m.l of the received message m.
A responsible device Ni becomes passive if it receives
m such that:
P1 : m.l of the received m > Li(m).
Upon becoming passive, Ni cancels any active RAD
and thereby any pending transmission of m.
Remark 1. If Nj that has just become responsible,
receives another transmission of m that meets P1, then
it instantly becomes passive canceling any RAD that it
had just set and any transmission scheduled. This is in
conformance with K1, and means a responsible device
could become passive before ever transmitting m.
Remark 2. When two responsible devices receive
each other’s m, K2 and P1 do not permit both devices
to become passive. However, one of them will become
passive except in the unlikely case of both having
identical logical clock values and transmitting m nearly
at the same instant despite RAD.
An Example. Consider a (fully connected) subset
C of devices that are in wireless range of each other. Let
us suppose that |C| < k and that C contains c0 which
initiates a dissemination of m. Also suppose that every
device in C other than c0 receives m with m.l = 1 and
becomes responsible after setting L(m) to 1. If c1 ∈ C
chooses the smallest RAD it ends up transmitting m
with m.l = 2. Upon receiving m from c1, c0 will be-
come passive (P1); if we assume that all other devices
receive m from c1 before their respective RAD expires
(i.e., before they transmit m which would result in in-
creasing their L(m) to 2), only c1 will be responsible
in C. That is, the responsibility for m has now been
passed on from c0 to c1.
Consider next a device d /∈ C that is in wireless range
with only c1 in C and receives m with m.l = 2. When d
becomes responsible and transmits m with m.l = 3, c1
becomes passive. Note that C now has no active device
in it, while another fully connected subset (which con-
tains c1 and d) gains a responsible device.
3.2. Coverage deduction
Scribble ensures that any responsible device is able
to deduce the achievement of the desired coverage once
the latter is obtained, and does so using only local in-
formation. This is done in the following manner:
The protocol requires there to be a dedicated header
field, m.K, in each data packet m. This fields contains
the “signatures” of devices which have already received
m. A signature is a compact representation of a node id.
In addition, each device Ni maintain a data structure,
Ki(m), which contains the signatures of the devices
it knows to have received m2. When Ni receives m,
it merges its knowledge about which devices have re-
ceived the message, Ki(m) , with the knowledge already
in the message header, m.K. If the received m.K does
not contain its signature and if it subsequently decides
not to transmit m, it transmits a small acknowledg-
ment packet for m. It is worth noting that this does not
cause an ack-implosion, as the acknowledgment pack-
ets only ever travel one hop.
The following rules enable Ni to realise m:
1. Ni realises m when Ki(m) contains k signatures.
2. On realisation by (1) or upon receiving m there-
after, Ni transmits a small, 1-hop realisation packet
for m which only contains the id of m.
3. Ni realises m on receiving a realisation packet for
m. Realisation by this rule does not cause Ni itself
to transmit a realisation packet.
A signature is essentially a device’s acknowledgment
tagged onto m. It needs to be unique and device-specific
as it is counted to assess coverage. Signatures, and
thus K(m), can be represented in numerous ways, and
someone implementing the protocol should decide what
is most appropriate depending on the likely size of the
group and the processing and storage ability of the
2 This can easily be optimized to only requiring responsible
devices to maintain K(m), if storage is at a premium.
devices in it. In relatively small groups within an ad-
ministrative domain such as a university or a company,
it might be sufficient to use the use the last byte of the
IPv4 or MAC address. In some cases a suitable signa-
ture could be chosen by the user or owner of the device
or devices. Essentially, effectively representing K(m) is
a question of compression, and as such the effectiveness
of the compression technique boils down to what can be
assumed about the range of possible node ids. This is
similar to how the possible input set to a data compres-
sion algorithm determines how effectively something
can be compressed. A very efficient way to represent-
ing signatures can be used when the devices are as-
signed unique consecutive natural numbers as ids. In
this case, m.K and K(m) become bit vectors indexed
by the devices’ signatures. A device putting its signa-
ture in K(m) would only involve setting its own entry
in K(m) to true. A problem that needs to be solved
in this approach is that when multiple devices try to
join G at the same time, the members of G need to
seek consensus on which joiner needs to be given what
number. We outline a protocol that solves this prob-
lem, called Scribble Consensus, in section 7. It is the
consensus solution designed by Raynal et. al. [5] adap-
ted for the wireless context using Scribble as the ba-
sic building block. In this scheme, when a device joins
G, the existing members (or a small subset of perman-
ent members who do not leave G) reach consensus on
which unique integer a joiner may use as its signature.
3.3. Protocol termination guarantees
In adversarial network conditions, a deterministic
protocol may not be able to achieve the required cov-
erage simply by passing on the dissemination respons-
ibility from device to device. To illustrate this, let us re-
visit the example from section 3.1. The fully-connected
subset C contains c0 which initiates a dissemination of
m. Since |C| < k, some more devices, such as d /∈ C,
must receive m. In the absence of any such d which
enters the wireless range of some ci ∈ C, it is easy to
see that the desired coverage cannot be obtained.
Putting the above differently, the desired coverage
is guaranteed only if some ci ∈ C has in its wireless
range one or more devices, such as d /∈ C, for a period
of at least β + 2δ (i.e. ci and d are in direct connectiv-
ity) and if ci is responsible during this period of direct
connectivity. The former will occur since the network
meets the minimal liveness property (see § 2.1.1) and
when it does occur, the protocol must ensure the lat-
ter.
Note that the network can choose any ci ∈ C and
place the chosen ci and d in direct connectivity at ar-
bitrarily chosen timing instants. Indeed, the network
can behave like an adversary, enabling the direct con-
nectivity between ci and d only when the former is
passive. This means that a protocol which keeps only a
subset of devices in C responsible, however cleverly de-
signed, cannot guarantee that the right devices in C
are responsible at the right time. So, the ’desperate’
measure taken by our protocol involves gradually al-
lowing all devices in C to become responsible when the
many-to-many dissemination appears not to be termin-
ating. This is achieved by requiring each device Ni to
have a parameter θi. If Li(m) ≥ θi or if Ni receives m
with m.l ≥ θi, then Ni becomes responsible (if it is not
already) and does not become passive until it realises
m. Ni is then said to be in the ANGRY (Actively eN-
Gaged to ensure ReliabilitY) state, and θi is called the
ANGER (Active eNGagement to Ensure Reliability)
threshold whose value can be chosen by Ni autonom-
ously.
The discussion above indicates that the desperate
measure of Scribble is necessary for termination in the
most pessimistic cases. In [27], we show that it is also
sufficient to achieve termination and for any respons-
ible device to achieve realization.
This also allows us to claim that any deterministic
protocol must allow every device that has m to enter
the ANGRY state; otherwise, termination cannot be
guaranteed even when the network satisfies the min-
imal liveness property (but behaves like an adversary).
Two remarks are in order. The more devices enter
the ANGRY state, the higher the transmission over-
head becomes. However, entering the ANGRY state is
the only remedy when the network behaves like an ad-
versary; such behaviour may be rare in practice but
cannot be ruled out and must be addressed by the
design of any deterministic protocol. Secondly, tran-
sient, and even prolonged, partitions are common in
ad-hoc networks, and their occurrences should not be
misread by the protocol as adversarial network beha-
viour. It is therefore recommended that a large value
should be chosen for the ANGER parameter θi and
the application be signalled about having to enter the
ANGRY state for a given dissemination (thus perhaps
allowing the application to abort it, if appropriate).
4. Protocol Description
Each device maintains a cache, msg cache, with all
the data packets that device is currently responsible
for, and maintains a data structure LastRecv(m) con-
taining the last time a copy of m was received. The pre-
dicates responsible(m), passive(m) and realized(m) are
set to true if the device is responsible for, or passive
on m, or m has been realized respectively. Setting one
of these to true also has the effect of setting the other
two to false. In addition each device maintains the lo-
gical clock, L(m), for each packet it has received, and
keeps the knowledge, K(m), relating to any m which
has yet to be realized.
We also assume each device has the ability to per-
form a wireless transmit, and can schedule such a
transmit at some future time as well as cancelling an
already scheduled transmit if this transmission has not
yet happened. All these assumptions should be read-
ily met by most pervasive networking devices, includ-
ing second generation sensor devices, such as Berkeley
motes[11] (Scribble has actually been implemented on
the Berkely mote platform, and is available for down-
load and use [26]).
In order to initiate a reliable many-to-many dis-
semination of a packet, the initiating device calls RM-
Cast(), with m and the value for k.
Figure 1: The RMCast() algorithm
RMCast(k, m)
{
m.k = k;
K(m) = K(m)+ my_id;
L(m) = m.l = 0;
msg_cache.add(m);
ScheduleTransmit(m.id, 0);
deliver(m);
}
which results in updating the required data struc-
tures and scheduling a transmission. Transmit(), if not
cancelled, actually transmits m and schedules itself
after β seconds.
Figure 2: The Transmit() algorithm
Transmit(m.id)
{
m.K = K(m)
L(m) = m.l = L(m)+1;
wireless_transmit(m);
ScheduleTransmit(m.id, β);
}
If a device receives a realization or an acknow-
ledgment packet, RMReceiveRealization() or RMRe-
ceiveAck() is called respectively.
Finally, when a data packet is received, RMRe-
ceive() is called.
Figure 3: RMReceiveAck() and RMReceiveRealization()
RMReceiveAck(Acknowledgment ack)
{
K(m) += ack.id;
if(realized(ack.id))
{
transmitRealizationPacket(ack.id));
cancel pending transmits(ack.id)
delete K(ack.id);
msg cache.delete(ack.id);
realized(ack.id) = TRUE
}
}
RMReceiveRelization(RealizationPacket real)
{
msg cache.delete(real.id);
cancel pending transmits(real.id);
delete K(real.id);
realized(real.id) = TRUE;
}
5. Protocol Performance
We have studied Scribble’s performance in a wide
range of simulated scenarios. Although simulations can
only provide a hint of a protocol’s true performance
in a real deployment, we none the less felt it import-
ant to substantiate our claims of efficiency in a man-
ner which was measurable and reproducible. We there-
fore concentrated our efforts on comparing Scribble to
ODMRP[15], a best-effort multicast protocol.
ODMRP does not provide any deterministic guar-
antees however, and thus only has to worry about the
first (message dissemination) of the three design issues
Scribble must address. ODMRP might therefore seem
a strange choice of protocol to compare ourselves with,
but we felt it important to compare Scribble to a pro-
tocol which is widely used and is seen as efficient, a
description none of the previously proposed determ-
inistic protocols fit. ODMRP on the other hand has
fared well in various simulation studies[16, 14], and is
also widely used; for example acting as the underlying
transport protocol for the event-based middleware pro-
posed for pervasive computing environments recently
proposed by Yoneki and Bacon[28].
A further benefit of comparing Scribble to ODMRP
rather than another deterministic protocol, is that do-
ing so provides the first comparison we are aware of
between a best-effort and a deterministic protocol. This
comparison is an additional contribution of this paper
as it provides an interesting insight into the additional
cost associated with affording the protocol user cer-
tainty that a message will be delivered to the specified
number of devices.
Figure 4: RMReceive()
RMReceive(DataPacket m)
{
if(m.K !contain my id)
{
transmitAck(m.id);
}
if(L(m) undefined)
{
L(m) = m.l;
K(m) = m.K;
K(m)+= my id;
deliver(m);
}
K(m) = m.K + K(m);
if(realized(m.id))
{
transmitRealizationPacket(m.id));
delete K(m.id);
msg cache.delete(m.id);
}
else if(passive(m.id))
{
if((LastRecv(m.id) + (β-δ) < NOW
&& m.l >=L(m)))
{
L(m) = m.l;
msg cache.add(m);
ScheduleTransmit(m.id, random(0, MAX RAD));
responsible(m.id) = TRUE;
}
}
else if(responsible(m.id))
{
if(m.l > L(m) && m.l < θ)
{
L(m) = m.l;
msg cache.delete(m.id);
cancel pending transmits(m.id);
passive(m.id) = TRUE;
}
}
LastRecv(m.id) = NOW;
}
5.1. Simulation Model
We compared the performance of Scribble with k =
n (i.e. when solving the harder problem of providing
deterministically reliable broadcast) to ODMRP with
all devices in the network being members of the mul-
ticast group. The simulation parameters used were as
in Table 1, unless otherwise stated. We chose a relat-
ively low packet generation rate, as we are currently
not focused on studying Scribble in congested condi-
tions, as Scribble is not optimized to take advantage of
multiple packets because each packet is treated inde-
pendently.
We used the default parameters for ODMRP as sug-
gested by its authors, noting in particular that the
route refresh interval was set to 3 seconds. In an at-
tempt to be as fair as possible, we decided to fix the
Table 1: Simulation parameters
Simulation Parameters
Simulator Glomosim v. 2.03
No. nodes 48
Area size 1000m x 1000m
Mobility model Random Waypoint
Min. speed 1m/s
Pause time 0s
Total simulation time 3000s
Packet generation rate 1pkt/s
Total number of packets 100
Packet size 512bytes
values for β and MAX RAD in the Scribble protocol
for all comparative simulation runs. The chosen values
were: β=15s and MAX RAD=0.2s. The chosen value
for β might seem high at first, but bear in mind that
a device will only wait this long to retransmit a packet
if it has failed to get some other device to become re-
sponsible on its behalf. This usually means that either
every device near it has received the packet, or that it
is isolated. Either way, this means that it should prob-
ably wait for a fair amount of time before attempting
to transmit the packet again. Clearly an optimization
of this would be to have a lower value for β when the
average speed of the devices was higher, but as men-
tioned above, this was deemed unfair as we do not do
similar optimizations for ODMRP.
In all experiments Scribble set aside 64 bytes for sig-
natures in each data header. All simulations, bar those
used for figure 10, used a byte for each device signa-
ture (c.f. section 3.2). For reasons stated in section 3.3,
θi was chosen to be a high value of 666(!) so that no
device enters the ANGRY state.
5.2. Network attributes
A wide range of wireless networking scenarios was
modelled by varying the following two key attributes:
1. Rate of change of topology : This typically comes
about either as a result of mobility of devices, or
due to interference, contention, collision or devices
changing the transmit power/receive sensitivity of
their radios to save power. We chose to model the
rate of change of topology using the former (vary-
ing average device speed from 0.5 to 17.5m/s), and
believe it should also capture some of the charac-
teristics of the dynamic topologies resulting from
the latter (which can be just as severe[7]).
2. Density : This is a measure of how many devices
can typically be reached by one wireless trans-
mit. We vary density by varying the wireless range
of devices while keeping the simulation area and
number of devices constant (except in figure 10).
The wireless range was varied between 150 and
350m.
It is worth noting that previous performance evalu-
ations, where the number of devices and the simulation
area have been comparable to ours, have tended to set
the wireless range to 250m (e.g. [16]), and sometimes
even discard simulation scenarios where network parti-
tions occur. However, we also chose to test Scribble for
sparse and frequently partitioned networks (when wire-
less range is 150m), and dense networks (wireless range
= 350m), as these scenarios capture the characterist-
ics of network conditions which are likely to occur in
the pervasive computing context. An indication of the
Figure 5: Number of partitions in a typical runwith wireless
range = 150m and average speed = 5 m/s
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severity of the network conditions which Scribble toler-
ates is provided in figure 5 which shows how the num-
ber of partitions varied throughout a typical simulation
run when the wireless range was 150m (i.e. the sparsest
case considered). Note that 1 partition implies the net-
work is not partitioned, which does not happen in this
case.
5.3. Performance Metrics
The following metrics were considered:
1. Transmission Overhead : Measures the total num-
ber of bytes transmitted by each device in order to
complete one many-to-many dissemination. This
includes both control (ack, topology control, real-
ization, etc.) and data packets (including packet
headers). It is measured in bytes transmitted per
byte disseminated, and was measured at the MAC
layer for both protocols.
2. Latency: Measures the average time from a device
initiates a the many-to-many dissemination of a
packet until a device receives that packet. This
was measured at the application layer.
3. Percentage Successful Runs (PSR): Measures the
percentage of protocol runs where a message was
delivered to all nodes. This will always be 100% for
Scribble as it provides deterministic delivery guar-
antees (and k = n). This was also measured at the
application layer.
The above metrics should cover most of the important
aspects in ad-hoc pervasive computing context.
5.4. Comparative Simulation Results
Figure 6: Transmission overhead andPSR vsAverage speed
with wireless range = 250m
 0
 1
 2
 3
 4
 5
 0  5  10  15  20  25  30  35
 0
 10
 20
 30
 40
 50
 60
 70
 80
 90
 100
T r
a n
s m
i s s
i o
n  
o v
e r
h e
a d
 
P S
R  
( %
)
Avg Speed (m/s)
Scribble PSR
ODMRP PSR
Scribble
ODMRP
Figure 6 shows the impact that relative change of
topology has on the two protocols, when the wireless
range of the devices is set to 250m. PSR is shown as
bars on the right y-axis, while the transmission over-
head is drawn as lines relative to the left y-axis.
As expected, ODMRP performs relatively well in
terms of overhead with these parameters (these con-
ditions are in fact very similar to those chosen by
the ODMRP authors themselves in [15]), with mobil-
ity having little impact on the transmission overhead,
as there are no reconstruction efforts in place in case
the routing mesh breaks. However the average num-
ber of times ODMRP is able to deliver a message to
all intended recipients is below 60% even in the most
static scenario (0.5 m/s), with the PSR dropping to
just under 40% in the most mobile case (17.5m/s). Fur-
ther, when the number of successful recipients of indi-
vidual packets is studied, one can observe that in ex-
treme cases, when the originating device is partitioned
from the rest of the network, the protocol terminates
with only the originating device itself having received
the packet.
Scribble, on the other hand, provides its delivery
guarantees with little additional overhead compared to
ODMRP, with the additional overhead being higher
when the mobility is relatively low. The reason for this
is that Scribble guarantees delivery to all devices in-
cluding those which might be transiently partitioned
from the rest. When the mobility is low, these parti-
tions takes longer to heal, so the cost of guaranteeing
delivery to partitioned devices is higher, thus increas-
ing the overall cost of guaranteeing delivery.
Figure 7: Latency and PSR vs Average speed with wireless
range = 250m
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Figure 7 shows the average latency of ODMRP
and Scribble for the same scenario as above. What
is immediately obvious is that Scribble has a higher
latency than ODMRP. The reason for this is mainly
that Scribble, as part of its structure-less dissemina-
tion mechanism, has to observes its neighborhood for
a small amount of time before deciding whether or not
to retransmit a packet. A device in ODMRP, on the
other hand, knows instantly whether to retransmit a
packet, as this decision is based simply on whether it
is part of the routing mesh or not.
Figure 8 shows how transmission overhead and PSR
vary as function of density. These results show very
clearly the cost of attaining certainty that a message
will be delivered to enough devices. As one would ex-
pect, the cost of guaranteeing delivery is not excessive
when the network is fairly dense (remember we do not
consider very congested conditions). In fact ODMRP
and Scribble have almost identical overheads in the
densest case considered, though note that even here
ODMRP is not able to provide delivery to all devices
Figure 8: Transmission overhead andPSRvsWireless range
with average speed = 5 m/s
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in more than 72% of cases. As the density decreases,
the PSR ODMRP achieves drops dramatically, going as
low as 0.2% of cases in the sparsest network (this is too
small to show up on the graph). Scribble on the other
hand maintains its 100% PSR, though at what can be
considered considerable costs in the sparsest cases.
Figure 9 shows how latency is impacted by vari-
ations in density. The general trend is that the latency
of Scribble suffers as density is decreased. This is nat-
ural as network partitioning becomes more frequent
in low densities, and it thus takes longer to delivery
a message to devices partitioned from the originator.
ODMRP maintains a stable, low latency, but this is
merely because latency is only measured to devices
which actually receive a packet; if only the originator
receives a given message, the average latency for that
packet is 0 seconds(!). It is worth mentioning here why
the latency is not even higher for Scribble when β =
15s. The reason is simply that even in fairly sparse net-
works, most devices receive the message in very little
time. Even devices which are partitioned from the rest
will receive the message when they get reconnected,
and as is noticeable from figure 5, partitions are not
necessarily long-lived. Of course, in slow, very sparse
networks, the latency will be higher, but this is inev-
itable for any protocol; in such scenarios the defining
factor is the length of partitions.
5.5. Exploratory Simulation Results
We take note of Kindberg and Fox’s assertion[13]
that scalability may not be as important an issue in
pervasive environments, but none the less, figure 10 in-
dicates that Scribble is relatively scalable, showing how
increasing the number of devices in the network im-
Figure 9: Latency and PSR vs Wireless range with average
speed = 5 m/s
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pacts the transmission overhead when reliable broad-
cast (i.e. k=n) is performed. Note that for these exper-
iments we assumed each device was assigned a unique
sequential number, and used a bit vector for represent-
ing signatures.
Figure 10: Transmission overhead vs Number of nodes, n.
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Finally, figure 11 provides an indication of the per-
formance of Scribble with variable k. Notice here that
we measure transmission overhead and Packet Delivery
Ratio, PDR, defined as the ratio of devices in a group
which receive a packet. These results confirm the in-
tuitive result that as k (and thus the percentage guar-
anteed PDR) is decreased, the transmission overheads
associated with Scribble also decreases.
6. Choosing k
The requirement that underpins the assumption A2
of section 2 is that a multicast initiator chooses k ap-
Figure 11: Transmission overhead and PDR vs variable k
and fixed n
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propriately. We address this requirement in three dis-
tinct application contexts.
Deployed Groups. Here we assume that the de-
ployer informs the devices he deploys of their popu-
lation n and each device makes a pessimistic assump-
tion that at most e of them may be inoperative at any
given time. Hence, it chooses k to be: k ≤ n− e.
Open Groups. The group G is made up of devices
which can join and leave G autonomously; they need
to obtain no prior permission from any device or an
agent. The membership of G can vary dynamically in
this context and attempts to estimate n prior to ex-
ecuting Scribble can be futile and inefficient. Scribble
can easily be extended in such dynamic contexts by es-
timating n during its execution. The extended Scribble
meets the following specification: if k or more devices
exist in G at the time of many-to-many dissemination,
then at least k devices ’deliver’ the many-to-many dis-
semination; otherwise no device delivers the many-to-
many dissemination. The extension involves executing
Scribble twice: phase 1 and phase 2 for the same m.
In phase 1, the originator initaites a many-to-many
dissemination for some application-specific value of k.
The Scribble protocol is executed as explained in sec-
tion 4, except the received m is not delivered to the ap-
plication but kept in abeyance. A device that realizes
m in phase 1, will trigger phase 2 where m is many-to-
many dissemination using Scribble again. Any device
that receives phase 2 m delivers m to the application.
The first phase acts as a scouting phase to assess
if there are k devices; if that fails, phase 2 will not
be triggered and no device delivers m to the applica-
tion. Given that some device realises in phase 1 and
that none of the devices that signed the phase 1 m
leaves G in the meanwhile, at least k devices will de-
liver m in the absence of permanent partitions.
Collaborative Groups. These groups are charac-
terized by a strong intention among devices to collabor-
ate with each other on a common goal. Therefore join-
ing G requires permission from existing members and
an existing member leaving G must be preceded by a
departure announcement with in G. As members leave
and new devices join G, the members of G keep a count
of the size of G, i.e., n.
The problem of maintaining the size of G is essen-
tially one of members seeking consensus on who is join-
ing and who is leaving. The Scribble Consensus pro-
tocol, as stated earlier, is a consensus protocol [5] ad-
apted to the wireless environment using Scribble itself.
This extension is described in the next section.
7. Scribble Consensus
Scribble Consensus addresses the problem of main-
taining the size of G and of assigning a unique integer
to each device in G. The protocol outlined here en-
ables a node that joins G to obtain a unique number
and assumes that when G is initially constituted, mem-
bers are assigned a unique number. This assumption is
reasonable: the node or an external agent that forms
G can be made responsible for assigning unique num-
bers to the constituent nodes as a bootstrapping activ-
ity; alternatively, G may be initially constituted as a
singleton group with the other nodes later joining G
using the protocol. Thus, when G is formed each mem-
ber, say, Ni has its signature set to i which is a natural
number, sizei to the group size and counti to sizei+1.
The protocol further assumes a collaborative con-
text; consequently, it (i) forbids members of G from
leaving G in an unannounced manner and (ii) regards
that the number of members that leave will be quite
small at any given time. Precisely, it imposes the follow-
ing restrictions on joining/leaving behavior of nodes.
R1 A node that intends to join G must first contact
any existing member of G. Once it has established
such a contact, it must join G soon after obtain-
ing a unique number which is guaranteed (by the
protocol).
R2 Any member of G that decides to leave G must in-
form some other member of G of its decision to
leave and of any joining nodes which it is aware
of.
R3 The number of member nodes that leave G during
an execution of the protocol is very small and does
not exceed |G|2 .
When the intent to collaborate underpins the form-
ation of, and participation in, G, R1 and R2 are natural
restrictions. They also spare the protocol from having
to employ detectors needed to assess whether a mem-
ber node has left G quiescently or is simply disconnec-
ted from the rest temporarily. Note that it is difficult
to build such detectors to be reliable when the net-
work topology can change in an unpredictable manner.
R3 allows the protocol to use a solution to the con-
sensus problem which guarantees the following proper-
ties when nodes of G propose potentially different ini-
tial values and seek reconciliation on them.
Termination. With probability 1, every member of G
irreversibly decides on a value.
Validity If a member decides on v, then v is proposed
initially by some member.
Agreement No two members decide differently.
Applying Consensus Solution. When a member Ni
is contacted by a joining/leaving node, it initiates a
consensus by proposing vi which is a list of node IDs
that have contacted Ni for joining/leaving G. Since
concurrent joins/leaving requests are allowed, another
node Nj might initiate consensus with distinct vj . By
the guarantees of a consensus solution, all members of
G decide on the same v i.e., on the same list of join-
ing/leaving nodes.
Since joining and leaving are dynamic activities,
nodes can initiate multiple consensus runs numbered
sequentially and messages of a given round are distin-
guished by the run numbers. A node implements the
(c+1)th consensus decision only after the cth consensus
decision has been implemented. A node Ni that imple-
ments the cth consensus decision will decrement sizei
to take account of new leaving nodes, and assigns a
unique number beginning with counti to new joiners in
some deterministic order, e.g., based on their MAC ad-
dresses. Joiners are then informed of their signatures
and also of the (new) values of sizei, counti, and c.
We leave the reader to verify that when a given join-
ing (or leaving) node is proposed in different runs by
distinct nodes, the in-sequence implementation of con-
sensus decisions will prevent it from being treated more
than once; also that a node joining and leaving G mul-
tiple times can be easily handled if each event is dis-
tinguished, say, by including a count as a part of the
node ID.
A Symmetric Consensus Solution. We adapt
the (wired-network) solution of [5] for the wireless con-
text by making use of Scribble. We chose this protocol
because it is symmetric in nature (i.e., not coordin-
ator based) and can work with the minimal liveness
property (unlike the )S based protocols). In given con-
sensus run, this protocol, like other consensus proto-
cols, operates in asynchronous rounds in the following
manner. In round 0, nodes propose their initial val-
ues by multicasting them within G and thereby initiate
a consensus run. When a node that has not yet pro-
posed any, receives another node’s initial proposal, it
will accept the latter as its own and participate the con-
sensus run. That is, if Ni knows no new joiners/leavers
to initiate a consensus run, it adapts the first such list
it receives as its own proposal for this run. Thus, each
node has some initial value to propose in round 0. Each
round r, r ≥ 0, has two phases:
1. In phase 1, every Ni multicasts its value for round
r and waits to receive at least ( |sizei|2 ) phase 1 val-
ues; out of these phase 1 values it has, it computes
a value for phase 2.
2. Ni multicasts this value in phase 2 and waits to re-
ceive at least ( |sizei|2 ) phase 2 values; out of these
phase 2 values it has, it either decides on a value
and halts the execution or computes a value for
the next round and enters the (r + 1)th round.
The proofs that the protocol guarantees the consensus
properties can be seen in [5].
Scribble Consensus. The solution of [5] involves
at most (2× | G |) multicasts in a given round r. We re-
duce them to a few many-to-many disseminations per
round, and to a total of four many-to-many dissemin-
ations in the best case of only one node initiating a
consensus run. In the Scribble consensus, each phase
of a given round r is divided into two sub-phases; each
sub-phase involves a Scribble many-to-many dissem-
ination performed by only those node(s) that realized
the Scribble many-to-many dissemination of the previ-
ous sub-phase. We term these nodes as trigger nodes.
To start with, those node(s) that intend to initiate a
consensus run will trigger the first sub-phase of round
r = 0. Whenever a trigger node Ni performs a many-
to-many dissemination it sets k to +(sizei + 1) ÷ 2,.
The four sub-phases of round r, r ≥ 0, are described
below, assuming (as before) that all nodes have an ini-
tial proposal before round 0 commences (which can be
its own or an initiator’s).
Phase 1.1 A trigger node many-to-many dissemina-
tions its value for round r. Any node that receives
this message not just signs as required by Scribble
but also adds its own value for round r. A node
that realizes this many-to-many dissemination, is
in the same state as the end of phase 1 of the ori-
ginal protocol. It computes a value out of the k val-
ues contained in the realized message, and uses it
as the value for triggering phase 1.2 (of round r).
(If a node realizes more than one phase 1.1 mes-
sage, the later ones are ignored.)
Phase 1.2 A trigger node many-to-many dissemina-
tions its value it computed in phase 1.1 and this
many-to-many dissemination is delivered exactly
as per Scribble. A node that receives multiple
phase 1.1 messages will discard all but any one of
them and use the value contained in the retained
message as its phase 1.2 value.
Phase 2.1 A node that realizes a phase 1.2 many-
to-many dissemination will trigger phase 2.1 by
many-to-many disseminationing its phase 1.2
value. As in phase 1.1, any node that re-
ceives phase 2.1 message not just signs as per the
Scribble but also adds its own value for phase 1.2.
A node that realizes the many-to-many dissemin-
ation of phase 2.1, is in the same state as the end
of phase 2 of the original protocol. It either de-
cides on a value and many-to-many dissemina-
tions its decision to all members or computes a
value for triggering the next sub-phase.
Phase 2.2 A trigger node many-to-many dissemin-
ations its value it computed in phase 2.1 and
this phase 2.2 many-to-many dissemination is de-
livered exactly as per Scribble. A node that re-
ceives multiple phase 2.2 messages will discard all
but any one of them and use the value contained in
the retained message as its value for next round. A
node that realises phase 2.2 message and remains
undecided, will use the value contained in the real-
ized message as its value to trigger the phase 1.1
of the next round.
8. Conclusions and future work
Providing deterministic delivery guarantees in
many-to-many communications is a critical require-
ment in order to enable a number of fundamental prob-
lems to be solved effectively in the infrastructure-less
pervasive computing context. In this paper we have
presented a k-deterministic reliable many-to-many dis-
semination protocol, called Scribble, which is able to
provide such guarantees in an efficient manner by de-
centralizing responsibility for message dissemina-
tion. Decentralization leads to the requirement that
the ad-hoc network meet only a minimal liveness prop-
erty. Consequently, Scribble is able to operate in a wide
range of network scenarios, and efficiently so. Extens-
ive simulations bear evidence to our efficiency claims.
We envisage that the protocol could be incorpor-
ated into existing pervasive computing architectures,
thus providing these architectures with a power-
ful new primitive.
Current work is in three directions: a version of
Scribble has been implemented on the TinyOS sensor
network platform (and is available [26]). Preliminary
results confirm Scribble’s efficiency, and the fact that
Scribble can be implemented on such resource con-
strained devices suggests its ability to operate in a wide
range of pervasive computing contexts. Secondly, the
Scribble version presented here is not fault-tolerant: a
(responsible) device cannot crash or leave (G) quies-
cently. We are fixing this by assuming that at most φ
devices can fail during a Scribble execution, and then
modify the protocol accordingly. Thirdly, we are work-
ing on extensions which considers messages as part of
a stream, rather than individually. These extensions
should further enhance Scribble’s performance in more
congested conditions.
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