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Abstract—Cooperative learning is an instructional approach in which stu-
dents work together in small groups in order to achieve a common academic 
goal. In the context of cooperative learning, students in classrooms tend to learn 
more by sharing their experiences and knowledge. In addition, a diversity of 
educational backgrounds and student learning styles can be used to build heter-
ogeneous groups of students. In this paper, we propose an approach for the 
group composition, regarding the index of learning styles (ILS) questionnaire 
and prior educational knowledge in order to achieve the mechanism for equity 
among groups and ensure that heterogeneous students are distributed optimally 
within the group formation. This causes the search for an optimized group com-
position of all students to become a more complex and becomes a time-
consuming task. Therefore, the proposed algorithm mimics the natural process 
of a genetic algorithm in order to achieve optimal solutions. In addition, we 
have implemented our algorithm to construct student groups. A case study 
shows that the algorithm enhances the quality of the group formation of hetero-
geneous students leading to better solutions. 
Keywords—Heterogeneous grouping, genetic algorithms, group formation, in-
dex of learning styles 
1 Introduction 
Presently, the cooperative learning among students in groups is supported by sev-
eral researchers because it is an educational technique used to manage learning activi-
ties in classrooms. The activities depend on the learning goals of the class in question. 
Cooperative learning involves groups of students working together to achieve as-
signed tasks. Felder and Brent suggested that cooperative learning can be used for any 
type of assignment within lecture classes, laboratories, or project-based courses [1]. In 
collaborative learning, members within a group must work together in order to collec-
tively learn something, which is different from cooperative learning. This is because 
peers in cooperative learning divide the assignment into small tasks and are likely to 
solve these individually before combining their results in order to form final result. 
On the other hand, in collaborative learning members tend to interact and work to-
4 http://www.i-jet.org
Paper—A Genetic-algorithm Approach for Balancing Learning Styles and Academic Attributes in Heter… 
 
gether to complete their assignments. Previous studies related to collaborative learn-
ing have also emphasized the importance of heterogeneity for performance. Despite 
the differences between cooperative learning and collaborate learning, Razmerita 
argued that some educators use the two terms interchangeably [2]. 
Some studies have focused on improving cooperative learning for students, includ-
ing the work by Balmeceda, Schiaffino, and Pace [3]. In this article, they claimed that 
different characteristics of group members might influence the group performance. 
Therefore, they have considered three characteristics of students to form groups: psy-
chological styles, team roles, and social networks. Paredes, Ortigosa and Rodriguez 
[4] proposed a technique for integrating grouping mechanisms through each student’s 
learning style. In this research, all students were required to answer a questionnaire in 
order to determine their learning style before generating the group formation.  Martin 
and Paredes have argued that homogeneous groups are better at achieving specific 
objectives. However, when we constructed groups according to the students’ educa-
tional backgrounds, experiences, and attitudes, the groups formed became heteroge-
neous [5]. Aller [6] discussed the ILS questionnaire formulated by Richard M. Felder 
and Linda K. Silverman. Presently, the detail of this questionnaire is available online 
[7]. Aller also argued the factors contributing to the success in an introductory com-
puter science course. Currently, there are many researchers investigating the relation-
ship between learning style and student performance in the field of computer science 
[8]. Also, Chen and Lin conducted an experiment to explore the relationship between 
learning styles based on ILS. Felder and Silverman [9] reported that students prefer to 
learn in various ways, for instance, by memorizing, hearing, seeking, reasoning logi-
cally, building a mathematical model and drawing analysis. Additionally, JuHou and 
Hu [10] proposed that the diversity of learner characteristics plays a critical role with-
in the process of achieving learning goals.  
Group formation is considered as an effective approach in promoting the academic 
success of cooperative earning [11-13]. However, in the real world, there are various 
factors that must be considered to construct heterogeneous groups of students. Factors 
based on class objectives can include: student attributes such as attitude, grade point 
average: current classes, and previous academic background. Therefore, the search for 
an optimized group composition of all students is a time-consuming task. The prob-
lem becomes even more complex. Moreover, it seems that consideration of the learn-
ing styles are usually ignored in forming heterogeneous groups of students. Besides, 
some researchers documented that learning style-based group formation helps pro-
moting heterogeneity groups and has a beneficial impact on learning in cooperative 
learning environments, as seen in [14,15]. These reasons have given way to the pro-
posal of a genetic-algorithm approach to form student groups by using both student 
learning styles and student educational background as the main criteria to allocate 
students in group formation.  
The paper is divided into seven parts including this introductory section. The re-
mainder is organized as follows: A general idea of heterogeneous grouping is present-
ed in section two. The index of learning styles classified by the Felder and Silverman 
model, which is used in this paper, is briefly described in section three. Section four 
briefly demonstrates genetic algorithms (GAs). Section five provides details of the 
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proposed algorithm based on GAs and the mechanism for generating student groups. 
Section six demonstrates the design of our developed software named Genetic Algo-
rithm for Forming Student Groups (GAFSG), including the user interface. Additional-
ly, the case study is described. The results obtained are reported. The discussion relat-
ed to the experiment is presented in this section as well. Finally, section seven in-
cludes conclusions and future work. 
2 Heterogeneous Grouping 
Essentially, cooperative learning is heterogeneous in membership especially in 
terms of achievement motivation and task orientation [16]. At present, much literature 
exists studying on the advantage of building heterogeneous groupings in classrooms. 
In most works, researchers support that heterogeneous grouping is the practice of 
teaching students of different ages and ability levels together in the same classroom 
where between two and five students of varying abilities learn together. Some re-
searchers confirm that the classroom employing heterogeneous grouping has a posi-
tive effect on students by improving their attitudes towards each other and their 
school work. Thousand, Villa and Nevin [17] stated that one of the principles of co-
operative learning is the heterogeneous grouping of students. The key assumption is 
that a group works better when peers are balanced in terms of diversity, functional 
roles, and personality differences. Moreover, one important aspect of constructing 
cooperative learning groups within small groups is the maximization of the heteroge-
neity of the students. Therefore, students should be placed in groups that are mixed in 
terms of academic abilities and aptitudes, personality, social class, religion, language 
proficiency, race, and sex. As a consequence, heterogeneous grouping is also termed 
‘mixed ability’ or ‘achievement’ grouping. Several advantages of heterogeneous 
grouping have been demonstrated in the surrounding literatures, such as the fact that it 
improves the academic achievement of students [18]. Additionally, it is argued by 
Jacobs [18] that heterogeneous grouping in elementary grade levels has produced 
academic and social benefits for high-ability, average-ability, and low-ability learners. 
According to the research bulletin of North Carolina Middle School, heterogeneous 
classrooms maximize greater learning opportunities for low-ability students, without 
being detrimental to high-ability students [19]. 
3 The Index of Learning Styles 
The learning styles of each student were classified by the Felder and Silverman 
model [8,20] and collected using the Index of Learning Styles (ILS) questionnaire 
before the group tasks began. Felder and Silverman proposed four dimensions of 
learning styles based on the preferred manner in which a learner constructs new 
knowledge for themselves. Some researchers have proven the reliability validity of 
the questionnaire such as Felder and Spurlin[21] and Litzinger et al. [22]. Additional-
ly, Tanner and Allen [23] summarized the definition as follows: active learners are 
adept at administration and team-oriented project work; reflective learners do well at 
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individual research and design. Sequential learners always have good analytical skills 
to solve convergence (single answer) problem; global learners are always good syn-
thesizers, able to draw material from multiple disciplines to solve problems that can-
not be resolved in a conventional single-discipline approach.  
The ILS questionnaire relates to students' preferred models for receiving information 
which is composed of 44 questions with two possible answers: ‘a’ or ‘b’. The ques-
tionnaire is used to assess preferences on four dimensions of a learning style model, 
namely active/reflective (the process by which they receive it); sensing/intuitive (the 
type of information they receive); visual/verbal (the modality in which they receive it) 
and sequential/global (the order in which they receive it). As For each dimension, there 
are exactly two categories, ‘a’ and ‘b’. If the total score on the first dimension was 3 for 
active, the ILS score for this dimension is 3a. Also, if total score was 8 for reflective, 
the score will be written as 8b. Since b is letter of larger (8>3), the result on the ac-
tive/reflective dimension is 5b. If one student has 1a to 3a for the active/reflective, it 
means the student has a mild preference for active rather than reflective learning. If the 
score is higher –for example, which is between 5a to 7a–  the student has a moderate 
preference for active learning. Finally, if the score is between 9a and 11a, one can con-
clude that the student has a strong preference for active learning.  
4 Genetic Algorithms 
Genetic algorithms (GAs) are inspired by the principles of Darwin’s theory of evo-
lution and are often used as evolutionary computational models for various fields of 
study [24]. Presently, GAs are recognized as a very powerful tool used in optimiza-
tion and have been applied in various fields, including: computer science, engineer-
ing, education, and Stock market data mining optimization [24]. They encode a poten-
tial solution to a problem in a chromosome-like data structure, generally an array. 
Therefore, each individual is understood to be a feasible solution. A general design of 
a GA is presented in Figure 1.  
For the initial population, GAs begin with generation 0 (Gen=0) with a random 
population. All individuals are evaluated by a fitness function. Three common opera-
tors of GAs – reproduction, crossover, and mutation –perform during one generation 
in order to generate new offspring. The objective of such operators is to preserve the 
chromosomes, or a part of them, which represent better solutions following natural 
selection principles [25]. Typically, the reproduction operator is more likely to select 
individuals to form the next generation of the algorithm by a fitness function. The 
crossover operator combines two chromosomes (parents) to generate to produce new 
chromosomes (offspring). There are many ways to implement it in GAs, such as sin-
gle point crossover, two-point crossover, and heuristic crossover [26].  
A common mutation operator involves a small change in a bit of a chromosome in 
order to ensure that the successive individual is not exactly the same. Mutation opera-
tor is a divergence operation, since it generates new offspring that helps to find new 
solutions. It is intended to break more members of a population out of a local mini-
mum/maximum space. However, two basic parameters involved in GAs are crossover 
probability (pc) and mutation probability (pm). Basically, these probabilities determine 
the  degree  of  solution  accuracy and the  convergence  speed  that  GAs  can  obtain.  
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Fig. 1. General design of GAs. 
Crossover probability indicates a ratio of how many couples of a population will be 
picked for mating. If pc is 1.0 then all offspring is made by crossover. If it pc is 0.0, a 
whole new generation is made from exact copies of chromosomes from the previous 
population. The value of pm  is usually between 0.005 - 0.1, since large values of pm 
might transform GAs into a random search algorithm [27]. If a termination criterion is 
not met (Gen!=Max_Gen), the common operators will be applied and move to the 
next generation (Gen=Gen+1). As GAs are a kind of heuristic search algorithm that 
are shown to be structurally similar, the best individual based on the fitness value in 
the last generation may simply approximate the solution to the problem. However, we 
can modify many different variations to improve efficiency such as two-point crosso-
ver, sizing initial population, and parallel genetic algorithms. 
5 The Proposed Algorithm For Heterogeneous Grouping 
In this section, we present an approach for balancing heterogeneous groups of stu-
dents based on a diversity of educational backgrounds and student learning styles in 
the context of cooperative learning styles. Therefore, the main objective of the pro-
posed algorithm aims to improve the quality of group composition. Euclidean distance 
between generated groups is deployed in the optimization process, therefore the group 
formation problem becomes even more complex. To achieve this aim, the objectives 
of the research are described below: 
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• To propose a new approach for a coalition of heterogeneous grouping related to the 
Index of Learning Style (ILS); 
• To model a system that implements the proposed approach for group formation to 
achieve an equality of group attributes among the established groups; 
• To facilitate teachers for generating the heterogeneous groups of students and pro-
vide an opportunity for students to learn from dissimilar peers. 
It is worth emphasizing that the main goal of this paper is to help teachers form 
heterogeneous groups of students. Nevertheless, information has been gathered about 
the learning styles of students in order to balance heterogeneous students within the 
group formation in terms of learning styles and educational backgrounds. Therefore, a 
web-based application has been developed in order to meet this purpose. 
5.1 The ILS Score 
The ILS score is set as one of the major attributes in the proposed algorithm. Each 
individual can be allocated to one group related on the ILS score that the student 
made before the group process began. As mentioned previously, there are four dimen-
sions of the ILS. In addition, there are two opposite categories of each dimension. 
Hence, we needs to convert the value of ‘a’ to be a negative value and ‘b’ to be a 
positive value. For example, 2a is equal to -2 and 2b is equal to +2. 
5.2 Problem Encapsulation
A class contains ! students, denoted by ! ! !!!! !!!! ! !!!. Each student has its at-
tribute represented in a k-dimensional vector, in the form of a vector field 
!!!! !!!! ! !!!. And, student i in k-dimensional space is represented as a vector field 
!!!
! ! !!
! !! ! !!
! !. In this paper, the student attributes refer to course backgrounds, pre-
requisite courses, experiences and learning styles.  
To apply a genetic algorithm, we encode the problem as a chromosome. Since 
there are n students to form student groups, the chromosome is composed of n fixed 
characters. Each element of the chromosome represents the group that the students 
belong to. If n students are divided into ! groups, the characters of each chromosome 
can be represented in the form Gi where 0!i! !. For instance, if there are 16 students 
to form three groups (p=3), the chromosome length will be equal to 16. The possible 
characters for each chromosome are G1, G2, or G3. Supposing a chromosome repre-
sents the solution of group formation where G1 = {s2, s8, s11, s14, s15}; G2 = {s4, s6, s9, 
s12, s13, s16} and G3 = {s1, s3, s5, s7, s10}, the chromosome named chromosome1 can 
encode this formation as represented in Figure 2: 
 
 
 
 
 
Fig. 2. An example chromosome (n=16), where Gi representing the group i and 0!i! !. 
                
                
 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!"!!!!!!!!"!!!!"!!!!"!!!"!!!"!!! 
 !!!!!!!!!!!!! !! !!!!!!!!!!!!! !!!!!!!!!!!! !!!!!!!! !! !! !! !!
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5.3 Quality of the Group formation 
To achieve the mechanism for equity of academic attributes among heterogeneous 
groups, a particular fitness function is implemented. Due to the design of this algo-
rithm, all students will be assigned into a certain group. Additionally, all attributes of 
a group are calculated by the average value of all students in the same group. Student 
i in k-dimensional space is represented as field !!!! ! !!! !! ! !!! !, where ! is the number 
of attributes. Then, we can calculate the average value of all attributes from members. 
Therefore, a vector field of student group !! is represented as !! ! !!!
! !!!
! !! !!!
!!, 
where !!
! !
!!
!!
!!!
!
!!!
! !
!!
!!
!!!
!
!! !!!
! !
!!
!!
!!!
!
!, ! is the group size, ! is the num-
ber of student groups, and ! ! !! ! !!. In the group formation, each student is allocat-
ed to only one group. Keep in mind that we try to generate student groups equally. If 
we divide n students into p groups, then each group will have ! ! !
!
 members. That 
is, in some cases, some groups may have fewer than !
!
 students. For instance, if a set 
of ten students is divided into three groups, the size of each group is !"
!
! !. Cer-
tainly, one group of students must be !"
!
! ! ! !. 
The ultimate goal of the proposed algorithm is to minimize the distance among di-
vided groups. If one chromosome forms student groups which are composed of ! 
groups, namely !!!!!!! !!!, the Euclidean Distance (ED) between any two groups 
can be calculated. As a result, the quality of the group formation becomes 
!! ! !!
!
!!!!!
!!!
! . The big picture for the group formation is shown in Figure 3. 
 
Fig. 3. Representation of the formation of ! groups where group size = m. 
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The fitness function of the chromosome is expressed by equation (1).  
!!!!!"#"$"#%! ! !! ! !! !!!!!!!!!!!!!!!!
!
!!!!!
!!!
!  (1)
 !!!!!!!!!!!!!!!!!! ! !!! ! !!
! !!
!!!
!
!!!!!
!!!
! !  
, where p denotes the number of student groups and k is the number of attributes. 
 
Suppose 2-attribute vector of !! is !!! ! !!!  and all vectors of 16 students, which are 
associated with the chromosome1 in Figure 2, are presented in Table 1.  
Table 1.  16 Student and 2-attribute vector  
Student 2-attribute vector 
!! !!!!!!!!! 
!! !!!!!!!!! 
!! !!!!!!!!! 
!! !!!!!!!!! 
!! !!!!!!!!! 
!! !!!!!!!!! 
!! !!!!!!!!! 
!! !!!!!!!!! 
!! !!!!!!!!! 
!!" !!!!!!!!! 
!!! !!!!!!!!! 
!!" !!!!!!!!! 
!!" !!!!!!!!! 
!!" !!!!!!!!! 
!!" !!!!!!!!! 
!!" !!!!!!!!! 
 
Each attribute of !!, where ! ! ! ! !, is calculated by the average value of all 
members in the group as demonstrated below:  
 
 !! ! !
!!!!!!!!!!!!!!!!!!!
!
!
!!!!!!!!!!!!!!!!!!!
!
! 
       ! !!!!"! !!!!! 
 !! ! !
!!!!!!!!!!!!!!!!!!!!!!!
!
!
!!!!!!!!!!!!!!!!!!!!!!!
!
! 
       ! !!!!"! !!!"! 
 !! ! !
!!!!!!!!!!!!!!!!!!!
!
!
!!!!!!!!!!!!!!!!!!!
!
! 
       ! !!!!"! !!!"!. 
 
When all groups’ vectors are identified, the fitness value for chromosome1 can be 
evaluated by equation (1), which is equal to 2.87631 as presented below: 
 !!!!!"#"$"#%!! ! ! !!! ! !!
! !!
!!!
!
!!!!!
!
! !  
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    !!!!!!!!!!!!!!!!!!!!!!!!!!!!! ! !!!" ! !!!" ! ! !!!! ! !!!" ! !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!" ! !!!"!! ! !!!!! ! !!!"!! !! 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!" ! !!!"!! ! !!!!" ! !!!"!! 
!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!. 
5.4 Single-Point Crossover Operator 
For the initial population of Gen = 0, the algorithm begins by randomly initializing 
the characters of each chromosome. One important operator used in generating off-
spring is a single-point crossover. Two parents are randomly picked to generate two 
new offspring. A crossover point in the chromosome is randomly selected. This is the 
point where the parents can exchange part of the chromosomes. The first offspring has 
a portion of string from the beginning of the first chromosomes to the crossover point.  
In addition, the rest is copied from the second parent from the crossover point to the 
end. The second offspring operates in the opposite way. Therefore, the new offspring 
are alike to the parents. 
In this paper, single-point crossover is used to generate offspring. 
Two chromosomes are randomly selected from the current generation as parents, 
namely parent1 and parent2. One crossover point between 1 and chromosome length 
n is randomly selected.  Additionally, at each time of crossover, two offspring will be 
generated.  
To understand how the operator works, an example is illustrated in Figure 4. The 
first parent represents the group formation where G1 = {s1, s5, s6, s9, s11}, G2 = {s2, s4, 
s10, s12, s14, s16} and G3 = {s3, s7, s8, s13, s15}. And, the second parent represents the 
group formation where G1 = {s2, s3, s8, s15, s16}, G2 = {s4, s6, s9, s12, s13, s14} and G3 = 
{s3, s5, s7, s10, s11}. As shown in Figure 4, the crossover point is equal to 5. Characters 
from beginning of chromosome to the crossover point are copied from one parent. 
The rest is copied from the second parent. The result of the single-point crossover 
between the parents creates two new offspring. The first offspring called offspring1 
represents the group formation where G1 = {s1, s5, s8, s15, s16}, G2 = {s2, s4, s6, s9, s12, 
s13, s14} and G3 = {s3, s7, s10, s11}. And, the second offspring named offspring2 repre-
sents the group formation where G1 = {s2, s6, s9, s11}, G2 = {s4, s10, s12, s14, s16} and G3 
= {s1, s3, s5, s7, s8, s13, s15}.  
For offspring1, we then calculate each attribute of !! (where ! ! ! ! !,) as demon-
strated below:  
 
 !! ! !
!!!!!!!!!!!!!!!!!!!
!
!
!!!!!!!!!!!!!!!!!!!
!
! 
       ! !!!!"! !!!"! 
 !! ! !
!!!!!!!!!!!!!!!!!!!!!!!!
!
!
!!!!!!!!!!!!!!!!!!!
!
! 
       ! !!!!"! !!!"! 
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 !! ! !
!!!!!!!!!!!!!!!!!!!
!
!
!!!!!!!!!!!!!!!!!!!
!
! 
       ! !!!!"! !!!"!. 
 
The calculation of fitness value for offspring1 is presented below: 
!!!""#$%&'(!! ! ! !!! ! !!
! !!
!!!
!
!!!!!
!
! !  
    !!!!!!!!!!!!!!!!!!!!!!!!!!!!!! ! !!!" ! !!!" ! ! !!!" ! !!!" ! !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!" ! !!!"!! ! !!!!" ! !!!"!! !!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!" ! !!!"!! ! !!!!" ! !!!"!! 
!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!". 
 
For offspring2, each attribute of !! (where ! ! ! ! !,) can be calculated as below:  
 !! ! !
!!!!!!!!!!!!!!!
!
!
!!!!!!!!!!!!!!!
!
! 
       ! !!!!"! !!!"! 
 !! ! !
!!!!!!!!!!!!!!!
!
!
!!!!!!!!!!!!!!!
!
! 
       ! !!!!"! !!!"! 
 !! ! !
!!!!!!!!!!!!!!!!!!!!!!!
!
!
!!!!!!!!!!!!!!!!!!!!!
!
! 
       ! !!!!"! !!!"!. 
 
Finally, the calculation of fitness value for offspring1 is presented below. 
!!!""#$%&'(!! ! ! !!! ! !!
! !!
!!!
!
!!!!!
!
! !  
    !!!!!!!!!!!!!!!!!!!!!!!!!!!!! ! !!!" ! !!!" ! ! !!!" ! !!!" ! !!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!" ! !!!"!! ! !!!!" ! !!!"!! !!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!" ! !!!"!! ! !!!!" ! !!!"!! 
!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!. 
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Fig. 4. An example of single point crossover, Gi representing the group i and 0!i! !. 
For each generation, several chromosomes will be regenerated based on the single-
point crossover operator.  
The lowest fitness value of the chromosome implies that the chromosome gener-
ates equal heterogeneous groups of students in terms of student attributes. Therefore, 
the algorithm aims to search for the optimum solution by generating a chromosome of 
minimum fitness value. Therefore, two generated offspring will be selected into the 
next generation. As stated above, the best chromosome in the last generation may 
simply approximate the solution to the problem. Once the group formation has been 
formed, students cannot choose or remove group members by themselves without the 
teacher’s permission; otherwise the fitness value of the algorithm would be incorrect. 
6 System Design and Experimental Results 
This section describes the primary components of the system including the user in-
terfaces. Since the algorithm was proposed in order to construct student groups, the 
researcher has developed a web-based application named Genetic Algorithm for 
Forming Student Groups (GAFSG). The architecture for the system is based on the 
standard web paradigm presented in Figure 5. The software was implemented in the 
PHP language and was done on a notebook with an Intel Core i5-450M 2.4Ghz Nvid-
ia GeForce GT330M, Ram: 2GB DDR3, and HDD: 500GB. GAFSG is widely acces-
sible via the Internet using any Internet web browser. 
In this design, each student is required to answer the online ILS questionnaire to 
identify their learning style. This part is the most important element as data must be 
obtained before the group formation begins, since the teacher grouped the students 
based on the learning styles. However, a student’s learning style can be affected by 
different educational experiences, pre-test scores, and previous educational back-
grounds, as suggested by Felkel and Gosky [28]. Therefore, the students’ educational 
backgrounds were added as the main attribute for the algorithm. 
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6.1 Teacher Interface 
The teacher interface is designed for initializing group formation. It includes three 
major functions:  
• Adding students by using the ‘Students’ menu. The screen shot for this menu is 
shown in Figure 6(a). Moreover, all student information can be entered into the 
system by either importing Microsoft Excel files by clicking ‘Import’ button or 
typing in student information directly.  
• Generating student groups by using the ‘Groups’ menu. A teacher can specify the 
criteria for grouping students. Once the teacher has clicked this menu, the pop-up 
window appears in the center of the window. It allows the teacher to set the num-
ber of students per group and identify any attributes that need to be considered 
when grouping students. During the design phase, the teacher can modify the crite-
ria at any time. The example of a pop-up window for this menu is presented in Fig-
ure 6(b). 
• Adding questions for test and questionnaires related to the group formation by 
using the ‘Exams’ menu. This part is important since it gives teachers a way of 
measuring student learning. It distributes exams to students in order to help teach-
ers identify the learning style of their students. The screen shot for this menu is 
shown in Figure 6(c). 
The teacher of the course is able to activate an online ILS questionnaire for each 
student to complete (see Figure 6(d)). Moreover, the teacher needs to specify the 
attributes which are used to compose the group formation. The teacher can add the 
educational background or the pre-requisite courses related to the current course to the 
database of the system (see Figure 5). Once the responses to the online ILS question-
naire are collected, the teacher can generate student groups. During the design of the 
group formation, the teacher is able to adjust the criteria in group formation such as 
the group size, pre-requisite courses, and the dimension of ILS for grouping students 
learning styles by using “Groups menu”. In this way, the teacher can generate groups 
of students with different academic backgrounds and the dimension of ILS. 
6.2 Student Interface 
Since the researcher wished to form the heterogeneous groups of student based on 
their learning style and prior educational knowledge, all students were requested to 
answer an online questionnaire in order to identify the learning style. Therefore, the 
student interface is designed to collect educational background data and allow stu-
dents to make the ILS questionnaire.  
The example of the screenshot for students is illustrated in Figure 7.  In order to 
access this part, students need to login. When they login to the system, they will see 
all exams or tests provided by the teachers. The incomplete status of any test indicates 
that the students have not done the exam.  
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Fig. 5. The architecture of the GAFSG system for forming student groups. 
 
(a) Add Students. 
16 http://www.i-jet.org
Paper—A Genetic-algorithm Approach for Balancing Learning Styles and Academic Attributes in Heter… 
 
 
(b) The example of the pop-up window for ‘Group’ menu. 
 
(c) Add questions. 
 
(d) The ILS questionnaire used in this paper classified by the Felder and Silverman model.  
Fig. 6. A snapshot of the web-based application named GAFSG. 
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(a) Student Panel and the list of exams. 
 
(b) The ILS questionnaire (Active/Reflective).  
Fig. 7. The example of the screenshot for students. 
6.3 Initial Parameters for the Algorithm 
In our genetic algorithm, we have parameters as follows:  
! Population size (M) 
! Maximum number of generations (Max_Gen) 
! Crossover percentage on population (pc). 
The program was run several times to see which initial values of parameters would 
rapidly direct the algorithm’s search to the optimized formation. Execution time took 
a few seconds. Parameters for controlling the algorithm are illustrated in Table II.  
Table 2.  Initial parameters used for our algorithm 
Constants Value 
M 300 
Max_Gen 400 
pc 0.30 
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6.4 A Case Study and Discussion 
In this section, the results of the case study are presented. The case study for gener-
ating student groups in the CS350 course (Data Structures) was conducted during the 
second semester of 2014 at Bangkok University. It was performed using 25 under-
graduate students majoring in Computer Science. As mentioned previously, the teach-
er has to specify the type of academic attributes and the dimension of ILS for group-
ing students. In this paper, three academic attributes were used to generate heteroge-
neous groups of students. 
As defined in the Felder and Silverman model [21], if a student is classified as ac-
tive, the student tends to learn by trying things out and gains pleasure from working in 
the group. This type of students is more likely to understand information best by do-
ing something active with it. Furthermore, according to Martín and Paredes [5], the 
active/reflective dimension is related to computer-supported collaborative learning 
(CSCL) and groupware which is designed to help students   involved in a common 
task to achieve their goal. Hence, one attribute used for building the heterogeneity 
group is the first dimension of ILS (active/reflective). Therefore, at the beginning of 
the CS350 course, all students were asked to make the ILS online questionnaire. In 
addition, students were allowed to fill in their grade point average (GPA) and previ-
ous grades, since two other attributes for forming student groups are GPA and grade 
of pre-requisite courses in the Bachelor of Science Program in Computer Science at 
Bangkok University. Therefore, all groups have to be balanced in terms of the first 
dimension of ILS and the grade of two previous courses to ensure that all generated 
groups have an equal opportunity in performing well in the class.  
Figure 8 shows the result generated by the algorithm for the first case study where 
the fitness value is 0.31. 
 
Fig. 8. Experimental result made by the proposed algorithm for generating student groups (n = 
25, group size = 9, and number of groups = 3), where M =300, Max_Gen = 400 and pc 
= 0.30. 
 Groups of students constructed by the algorithm are demonstrated in Figure 9. As 
stated earlier, the group size can be enlarged or reduced. In this case study, the re-
searcher set ! equal to 9. Therefore, there were three groups of students. The first two 
iJET ‒ Vol. 12, No. 3, 2017 19
Paper—A Genetic-algorithm Approach for Balancing Learning Styles and Academic Attributes in Heter… 
 
established groups have nine students, but the third group has only seven members. 
As one can see from Figure 9(a), each generated group contains dissimilar students, 
but established groups are similar in all attribute values. Due to the design, the algo-
rithm tries to make the equity among the generated groups. The average value of ILS, 
spans a small margin which is -0.22 to -0.11. Average Course1(Grade) ranges from 
2.36-2.44. Furthermore, GPA is between 2.58-2.62. Consequently, the optimized 
group formation is established when the fitness value is as low as 0.31. It indicates 
that the researcher’s algorithm is able to distribute heterogeneous students optimally. 
Members of each group associated with Figure 9(a) are illustrated in Figure 9(b).  
To guarantee the performance of the algorithm we compared the results to the self-
selecting method made by the students themselves. The results of the self-selecting 
method are presented in Figure 10 (a) and Figure 10 (b). As one can see from these 
figures, most groups are greatly unbalanced. The groups differ greatly in most attrib-
utes, including the first dimension of ILS (active/reflective) score. Moreover, the 
fitness value is 9.92, which is higher than the fitness value of the proposed algorithm. 
It is confirmed by the value of ILS with a wide range from -2.25 to 2.5. Especially for 
group 3, all members are on the same category of this dimension (active). Hence 
group number 3 has a preference for active rather than reflective learning. Besides, 
the value of Course1(Grade) spans a wide gap from 1.94-3.0. Additionally, GPA 
spans from 2.22-3.06. Students with high GPA are likely in the same group, as pre-
sented in group 2 in Figure 10(b). 
From these results, it implies that the self-selecting method generates the groups 
with no direction, making some groups better in some attributes, but lower in the 
others. Therefore, for the self-selecting method, fairness among the student groups is 
difficult to provide in terms of the learning styles and prior educational knowledge.  
 
(a) Groups of students made by the algorithm, where fitness value = 0.31. 
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(b) List of students in each group.  
Fig. 9. Results of the proposed algorithm (25 students).  
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(a) Groups of student self-selecting method where fitness value = 9.92. 
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(b) List of students in each group 
Fig. 10. Self-selecting method (25 students). 
7  Conclusion and Future Work 
In this paper, an approach called GAFSG was presented in order to generate stu-
dent groups in a heterogeneous way by using GAs. The proposed approach adapts 
some dimensions of the Felder-Silverman model to grouping students. The paper uses 
the concept of the heterogeneous grouping of students to achieve fairness among 
groups and ensure that heterogeneous students are distributed optimally. The quality 
of the groups generated by our proposed algorithm is compared to the self-selecting 
method. The algorithm was implemented as a web-based application that enables the 
teachers to form student groups. 
According to the case study, the algorithm performed better than the self-selecting 
method. The results have shown that this algorithm achieves the mechanism for equi-
ty among constructed groups in terms of academic abilities and optimally distributes 
heterogeneous students within the group formation. Additionally, the paper demon-
strates a web-based application that implements the proposed mathematical approach 
by using Genetic Algorithms. The designed software system has also been presented.  
Since heterogeneous groups of students enhance the learning progress in collabora-
tive learning, for future work the researcher will try to identify the relationship be-
tween the performance of student groups and each dimension of learning style within 
the groups which are generated by this proposed method. Another issue for future 
work is to demonstrate the scalability of the algorithm and prove that the algorithm is 
able to search for stable solutions which are close to the optimum for different da-
tasets. 
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