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Summary
The present work is a study of the electronic structure and bonding of the class of materials of-
ten called skutterudites. These materials have received much attention during the past decade,
largely because their thermoelectric properties are rather easily modiﬁed and improved. Most
investigations have been into synthesizing materials and measuring their thermoelectric proper-
ties. There have also been several theoretical studies of their electronic structure. However, there
have been fewer experimental studies of the bonding of these materials. In this thesis, electron
energy-loss spectroscopy and x-ray photoelectron and Auger spectroscopy have been used to-
gether with density functional calculations to study the electronic structure of skutterudites. This
combination of experimental and theoretical methods may be mutually beneﬁcial, and the aim of
this thesis is to bridge the gap between theoretical considerations and experimental investigations
of the bonding.
v
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Chapter 1
Introduction
The choice of thermoelectric materials as the topic of this Ph.D. study is largely motivated by
the challenges related to energy and environment. The past decade has seen increasing concern
about the world energy supply. Today, the world energy consumption is more than twenty times
higher than in 1900. This increase has mainly occurred in the industrialized part of the world,
and is seen as a necessity for a modern lifestyle. As the 3rd World economies grow and their
standards of living increase, their energy use will nearly double by 2030 [1]. Indeed, the total
world consumption is expected to increase by almost 60% from 2004 to 2030, and most of this
increase will take place outside the OECD [1].
The burning of fossil fuels has for most of the 20th century accounted for a majority of the energy
supply, contributing more than 80% of the consumption in 2004 [1]. This is the cause of major
environmental concern as evidence suggests that emission of large amounts of CO2 is causing
heating of the atmosphere, in addition to the environmental damage caused by NOx and SOx
released in the burning of fossil fuels.
In light of the expected increase in energy consumption and growing environmental concerns,
there is increased interest for alternative sources of energy and the technology for their use. Most
industrialized countries have large programmes focused on developing and implementing new,
environmentally friendly and renewable sources of energy. Although a handful of technologies,
such as photovoltaics and biofuels, have received the most public attention, one can expect that
a plethora of technologies will need to be implemented in all sectors of the economy.
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However, the criteria for successful implementation of new energy technologies are not easily
met. To be deemed both politically and economically acceptable, the new technologies must
be capable of supporting dramatic increases of living standards in the less developed world,
moderate increases in living standards in the western world, and both of these with less damage
to the environment and at lower costs than today’s petroleum based technology.
Dresselhaus and Thomas have reviewed some possible alternative sources for energy [2], and
recently the United Nations Energy Programme reported that investments in sustainable energy
jumped by 40% from 2005 to 2006 [3]. The total world investments now exceed $70 billion, and
the growth is expected to continue into 2007. Although this is encouraging, one should not be too
optimistic about large scale exploitation of alternative sources of energy in the short term. The
technology and economy of many of these sources are still far from adequate, and fossil fuels
are expected to play a major role in supplying the world with the energy needed for decades to
come. It is therefore important to consider if already extant energy resources can be exploited
more efﬁciently, and with less harm to the environment.
In the past decade, there has been a resurgence in interest in thermoelectric materials and de-
vices [4]. In applications of thermoelectricity, the coupling between electric currents and heat
ﬂow are exploited. This allows a thermoelectric device to function either as a heat pump to
transport heat when an electric current is applied, or as a generator when the device is placed in
a temperature gradient. Use of thermoelectric devices may therefore facilitate a more efﬁcient
use of energy, or at least the option of recuperating some of the energy lost to waste heat in e.g.
industrial processes.
Extensive research efforts have gone into investigating these possibilities, and developing new
materials for such applications [4, 5]. Although the prospects of using thermoelectric devices as
a part of new and more efﬁcient energy production and use are promising, there have so far been
few applications in this regard. The main bottleneck is the efﬁciency of the existing materials,
and this is the focus of intense research in the ﬁelds of physics, chemistry, and materials science.
In the present work, the electronic structure and bonding of the so-called skutterudite materials
have been studied. These materials have received much attention during the past decade, largely
because their thermoelectric properties are rather easily modiﬁed and improved [6]. Most in-
vestigations have been into synthesizing materials and measuring their thermoelectric properties.
There have also been several theoretical studies of their electronic structure. However, there have
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been fewer experimental studies of the bonding of these materials. In this thesis, electron energy-
loss spectroscopy and x-ray photoelectron and Auger spectroscopy have been used together with
density functional calculations to study the electronic structure. This combination of experimen-
tal and theoretical methods may be mutually beneﬁcial, and the aim of this thesis is to bridge the
gap between theoretical considerations and experimental investigations of the bonding.
References
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Chapter 2
Thermoelectricity and its applications
In this chapter, a background on the thermoelectric effect and a simple model for the ther-
mopower α of a material are presented. The ﬁgure of merit is introduced, and furthermore a
brief review of the current status of thermoelectric materials is given. Finally, possible applica-
tions of thermoelectric materials as heat pumps and generators of electrical power are discussed.
2.1 The thermoelectric effect
The discovery of the thermoelectric effect is often attributed to Thomas Johann Seebeck who in
1821 observed that an electric current ﬂows through a circuit made of two different materials,
if the two junctions are kept at different temperatures. Another aspect of the same physical
phenomenon was observed somewhat later (1834) by Jean-Charles-Athanase Peltier. Working
with similar circuits as Seebeck, he discovered that passing a current through the two materials
caused heat to be absorbed at one junction and expelled at the other.
2.1.1 Simple classical model
These effects, today known as the Seebeck and Peltier effects, are both caused by a coupling
of the currents of heat and electrical charge. If one realizes that e.g. electrons are carriers of
5
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Figure 2.1: An intuitive model of the diffusion of electrons caused by a temperature gradient. An
electrically isolated slab of material is heated on the left (ΔT > 0) causing a net ﬂux of electrons
towards the right. Adapted from Lovell [1].
both heat and charge, the existence of such effects may not be too surprising. Indeed, a simple
classical picture of an electrically isolated slab of material, such as that shown in ﬁgure 2.1, may
sufﬁce as a ﬁrst intuitive explanation of the phenomenon.
At ﬁnite temperatures, we can consider the electrons as particles which are continually in motion
in random directions. If the two ends of the material are in thermal equilibrium (ΔT = 0), the
probability of an electron making its way from one end to the other is the same as for an electron
traveling the opposite direction. Thus, there will be no net ﬂux of electrons.
However, if one end is at a higher temperature than the other, the thermally induced motion of
the electrons there will be more vigorous than on the cold side. If this is the case, there will be a
net ﬂux of charge from the hot to the cold side.
This process will continue until the induced electric potential between the two ends is large
enough to halt the net ﬂow of electrons, and a stationary state is achieved. The Seebeck coef-
ﬁcient (or thermopower) of the material is then phenomenologically deﬁned as the ratio of the
potential difference to the temperature difference:
α =
ΔV
ΔT
(2.1)
For a material where electrons are the dominant charge carrier, as in ﬁgure 2.1, if ΔT > 0 then
ΔV is a negative number and the Seebeck coefﬁcient is also negative. Conversely, in this simple
classical model the thermopower is positive if positively charged holes are the dominant carrier.
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Although this model may be sufﬁcient to gain a ﬁrst intuitive understanding of the phenomenon,
the transport properties of materials can not be fully understood classically. In the next section,
a simple non-classical model for the thermopower of a material is presented.
2.1.2 Evaluation of the Seebeck coefﬁcient
This derivation roughly follows that of Dugdale [2]. The perhaps easiest way to evaluate the
Seebeck coefﬁcient is though the related Peltier coefﬁcient. In doing this, an electric ﬁeld Ex
is applied in the x-direction of a material which is held at a constant temperature. The Peltier
coefﬁcient π is given as the ratio between the heat current density relative to the electrical current
density, and is related to the Seebeck coefﬁcient α through the Kelvin relation [3]:
π =
heat current
electrical current
=
jQx
jex
= Tα (2.2)
Under the assumption that all transport of heat and charge is in the x-direction and is solely
determined by the ﬂow of electrons—that is no heat or charge transport by holes, and no heat is
carried by phonons—the current densities of heat and electrical charge are given by:
jQx =
1
V
∑
i
hivi(x) (2.3)
jex =
1
V
∑
i
evi(x) (2.4)
Here e is the electron charge and vi(x) is the electron velocity in the x-direction, while the sum
is over all electrons i and V the volume of the system. In order for a transport of heat to occur,
an electron must be thermally excited at one end of the material, only to lose this energy in a
de-excitation process after being moved some distance by the applied electrical ﬁeld. The heat
transported into a unit volume is given by the thermodynamic identity: dQ = TdS = dU−μdN
where dU is the change in internal energy, dS is the change in entropy, μ the chemical potential,
and dN is the change in number of particles in the volume. The heat introduced by one electron
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is then hi = εi − μ, where εi is the energy of the thermally excited electron.
Combining equations (2.2) and (2.3) with this deﬁnition of the carried heat, an expression for the
Seebeck coefﬁcient can be found:
α =
π
T
=
1
Te
∑
i hivi(x)∑
i vi(x)
=
1
Te
∑
i(εi − μ)vi(x)∑
i vi(x)
(2.5)
Furthermore, the current density contributed by the i’th electron in the x-direction is deﬁned as
jei (x) = evi(x), giving:
α =
1
Te
∑
i(εi − μ)jei (x)∑
i j
e
i (x)
(2.6)
It is often more convenient to deal with an integration over all energies instead of a sum over
many electrons. If the contribution to the electric current by electrons with energy between ε and
ε + dε is described as jex(ε)dε, equation (2.6) can be written [2]:
α =
1
Te
∫
(ε− μ)jex(ε)dε∫
jex(ε)dε
(2.7)
The Seebeck coefﬁcient can be further evaluated by examining jx(ε), which is the contribution to
the current density of electrons with with energy ε. The total current density is then the integral
of this partial density over all energies. It can be shown [2] that this is given by:
jx =
∫
jx(ε)dε =
∫
−Exσx(ε)df0(ε)
dε
dε (2.8)
where Ex is the applied electric ﬁeld, and σx(ε) is the conductivity of electrons with energy ε.
Also, the equilibrium Fermi–Dirac distribution function f0(ε) has been introduced. The electric
conductivity is to a large part determined by the number of available electrons for conduction and
the scattering of electrons in the material. Both of these are dependent on energy, and it is there-
fore reasonable that the conductivity is a function of energy. Inserting this into equation (2.7)
one arrives at:
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α =
1
Te
∫ df0(ε)
dε
(ε− μ)σx(ε)dε∫ df0(ε)
dε
σx(ε)dε
(2.9)
which is a well known expression for the Seebeck coefﬁcient [4, 2, 5].
It is important to remember that this model is limited: it assumes that there is no contribution
from holes to the electrical current and transport of heat, and also that the there are no phonons
that carry heat. These are factors that can be incorporated into the model, but would complicate
the derived expression quite a bit. Furthermore, it is important to be aware that all factors ap-
pearing in equation (2.9) are temperature dependent, and the expression is therefore only valid
for situations where the heat transfer does not cause any changes in temperature.
Nevertheless, equation (2.9) gives a lot of important information on the thermopower. First,
at energies far from the Fermi–level, f0 is a constant (either 1 or 0). Thus, the appearance of
derivative of the Fermi–Dirac function, df0(ε)
dε
, shows that only electrons close to the Fermi-level
contribute. Furthermore, the function df0(ε)
dε
(ε− μ) is anti-symmetric about the Fermi–level and
integrates to zero. Therefore, if non-zero values of α are to be obtained, the conductivity, σ(ε)
must be a non-symmetric function of energy. That is, the conductivity must vary for electrons of
different energy. Indeed, it can be shown [2, 6] that the thermopower can be evaluated as
α =
π2
3
(kBT )
2
eT
1
σ(ε)
∂σ(ε)
∂ε
∣∣
ε=εF
(2.10)
where the appearance of the term ∂σ(ε)
∂ε
emphasizes this point. Such a variation of the electric
conductivity can be achieved for example if the the scattering processes and the density of states
close to the Fermi–level (available electrons) varies strongly as a function of energy.
2.1.3 The ﬁgure of merit
The macroscopic equations of charge and heat transfer are now examined [4]. Consider a sample
where the two ends are held at constant, but different, temperatures, giving a temperature gradient
∇T . This difference in temperature will cause a thermoelectric current J∇Te = −σα∇T to ﬂow
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in the material. If an electric ﬁeld E is applied, the total current density becomes:
Je = J
E
e + J
∇T
e = σE − σα∇T (2.11)
with one contribution (J∇Te )arising from the temperature difference and, one from the electric
ﬁeld (JEe ).
The thermal current density JQ can be analyzed in a similar manner. At zero electric ﬁeld, but in
a temperature gradient, the thermal current density will be given by J∇TQ = −λ0∇T , where λ0 is
the thermal conductivity at zero electric ﬁeld. If an electric ﬁeld is applied, the induced current
of electrons will contribute to the thermal current through the term JEQ = J
E
e π = J
E
e αT , and the
total heat current will be given by:
JQ = J
E
Q + J
∇T
Q = J
E
e αT − λ0∇T (2.12)
There are two effects that have been ignored in these expressions. First, the internal resistance of
the material will cause a heating effect I2R, which can be disregarded for small currents. Sec-
ondly, the Thomson–effect is neglected, an approximation which is valid for small temperature
differences or if the Seebeck coefﬁcient is independent of temperature [4, 3].
From equation (2.11) an expression for the electric current caused in an external ﬁeld is achieved:
JEe = Je + α∇Tσ (2.13)
which is insert into equation (2.12) to arrive at:
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JQ = (Je + α∇Tσ)αT − λ0∇T
= αJeT + α
2σT∇T − λ0∇T
= αTJe + (α
2σT − λ0)∇T
= αTJe − λ0(1− α
2σ
λ0
T )∇T
= πJe − λ∇T (2.14)
The ﬁnal line of equation (2.14) shows that the total heat current is the sum of two contributions:
one which depends on the Peltier coefﬁcient and the electric current, and one which varies with
the temperature gradient. In doing this, a new total thermal conductivity is deﬁned that takes into
account the retarding effect of the thermoelectrically induced electric ﬁeld: λ = λ0(1− α2σλ0 T ) =
λ0 − α2σT . Rearranging this expression gives:
ZT =
α2σ
λ
T =
λ0
λ
− 1 (2.15)
where Z = α
2σ
λ
. This relationship is of particular importance when investigating the thermoelec-
tric effect in materials. For example, if heat is to be transferred along the temperature gradient,
it is obvious from equation (2.14) that the highest amount of heat transfer for a given electrical
current is achieved for small values of λ. Equation (2.15) shows that this corresponds to large
values of ZT .
Similarly, the maximum electric current for a given value of the temperature gradient can be
investigated. Combining equations (2.14) and (2.12) gives:
JQ = πJe − λ∇T = σEαT − λ0∇T
αTJe = σEαT − λ0∇T + λ∇T
Je = σE − (λ0 − λ)
αT
∇T (2.16)
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Thus, at E = 0, the maximum current Jmaxe = − λ0αT∇T is achieved with small values 1 of λ,
which corresponds to large values of ZT .
Because of its importance in determining how close the system is to an ’ideal’ thermoelectric ma-
chine, ZT is often considered as the ﬁgure of merit for a thermoelectric material. Investigations
into new thermoelectric materials often report this ﬁgure as their main result, and in section 2.2 a
brief review of the state of current research into new materials is given. In general, commercially
used materials today have a maximum ﬁgure of merit ZT ≈ 1.
Through similar arguments as those leading to the relation between ZT and the thermal con-
ductivities in equation (2.15), one can obtain [7] the expression ZT = Vα/Vρ where Vα is the
Seebeck voltage and Vρ is the voltage drop due to the ohmic resistance of the material. Although
this approach may allow a quick evaluation of a material in a single experiment, it is often prefer-
able to separately measure the properties in equation (2.15), and thereby gain insight into their
individual contributions to the ﬁgure of merit. This is particularly important when modifying
materials in an attempt to improve their thermoelectric performance.
2.2 State of the art thermoelectric materials and the search
for new compositions
Since thermoelectric phenomena were ﬁrst observed, there has periodically been great interest
in investigating the thermoelectric (TE) effect in various materials. As shown in the previous
section, a ’good’ TE material needs to have a high ﬁgure of merit, that is, a high value for the
Seebeck coefﬁcient, good electric conductivity, and low thermal conductivity. Some materials
may possess one or more of these characteristics, however, further improvements in the ﬁgure of
merit may be achieved through careful modiﬁcations of the material.
One obvious way of improving the ﬁgure of merit is if the Seebeck coefﬁcient can be increased.
From equation (2.9) we see that this can be achieved by ensuring a large gradient in the electric
1The function |(λ0 − λ)| has a maximum value of λ0. This can be understood if one realizes that λ can not be
larger than λ0 (from equation (2.15)). Furthermore, λ can only take positive values, since a negative value of the
thermal conductivity would allow a spontaneous transport of heat from the cold end of the material to the hot side.
This is not possible, as it would cause a net reduction of the entropy of the system, thereby violating the Second
Law of Thermodynamics.
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conductivity, σ(ε), close to the Fermi–level. Unfortunately, tuning the Seebeck coefﬁcient in
this manner will also affect the number of available conducting states, possibly giving a lower
overall electric conductivity, which in turn is detrimental to the TE performance of the material.
Conversely, modifying the electric conductivity σ(ε) may have unwanted effects on the Seebeck
coefﬁcient.
The coupling between thermal and electric conductivities must also be considered. There are two
contributions to the total thermal conductivity: the electron (λe) and lattice (λl) parts. Thus, the
total thermal conductivity can then be written λ = λe + λl. The electron contribution is due to
electrons carrying heat, and can be described by the Wiedemann–Franz law. This empirical law
states that the electron contribution to the thermal conductivity can be described by the relation:
λe = L0σT , where L0 is approximately a constant [8], and σ is the electric conductivity. The
lattice contribution to the thermal conductivity is due to the heat carried by the lattice vibrations
through quantized oscillations called phonons.
In materials with high electrical conductivity, λe dominates, and the thermal conductivity is often
considered to be described solely by the Wiedemann–Franz law. For these materials, increasing
the electric conductivity will cause a proportional increase in the thermal conductivity. Examin-
ing equation (2.15), one notes that this defeats the goal of increasing the ﬁgure of merit. Indeed,
for a metal, where the Wiedemann–Franz law accurately describes the total thermal conductivity,
the ﬁgure of merit becomes ZT = α
2
L0
T and depends only on the value of the Seebeck coefﬁ-
cient. Although there in principle is no upper bound for the value of ZT , for practical purposes
the highest value will be achieved by striking a balance between several effects that may very
well counteract each other.
Roughly, one can say that there have been three periods of research into TE materials. Early
focus on the transport properties of metals revealed that while they have a high electric conduc-
tivity, their Seebeck coefﬁcients are usually too small and their thermal conductivity too large
for practical energy conversion or heat pump applications. After these initial investigations in-
terest waned and there was little progress in developing new materials. It was only after the
Second World War that the advent of modern semiconductors gave a renewed interest in thermo-
electric phenomena in materials. These materials have a much larger Seebeck coefﬁcient than
metals, and, through doping, can achieve reasonable values of the electric conductivity. Further-
more, explorations of space created a demand for power sources which can operate unattended
and without maintenance for long periods of time, without any signiﬁcant deterioration in the
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Figure 2.2: The dimensionless ﬁgure of merit for several thermoelectric materials that have been
investigated the last decade. Adapted from [9].
amount of power supplied. As will be discussed in the next section, electric generators based on
thermoelectric materials are prime candidates to ﬁll such a niche. Up till the mid 1960’s, a huge
number of binary semiconductors were investigated, and this burst of research resulted in many
of the thermoelectric materials that are used today. These include the Bi-Te alloys which have a
ZT ≈ 1 at room temperature, and the Si-Ge alloys which are suited to work at high temperatures.
The third bout of increased activity on thermoelectric materials started in the early 1990’s. There
are two main features of the recent activity that should be mentioned: ﬁrst, the exact tuning
of the electronic properties has been greatly aided through modern quantitative theory, such
as calculations based on density functional theory (DFT). For example, through studies of the
density of states and position of the Fermi–level it is possible to consider the above mentioned
tradeoff between increasing the Seebeck coefﬁcient and any concomitant reduction in electric
conductivity.
Furthermore, researchers have endeavored to reduce the total thermal conductivity without at the
same time causing a reduction in the electric conductivity. This can be achieved by modiﬁcations
of the material that introduce defects or structural features that strongly scatter phonons, but have
a smaller effect on the charge carriers. Thus, only the lattice part λl of the thermal conductivity
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is affected, and changes in the electric conductivity are avoided. This can dramatically enhance
the ﬁgure of merit for a material. For example, Bi2Te3/Sb2Te3 super-lattices have been reported
to achieve a room temperature ﬁgure of merit up to 2.4, which is signiﬁcantly higher than that of
similar bulk materials [10].
Figure 2.2 shows the ﬁgure of merit ZT as a function of temperature for some of the most
recently investigated materials, as well as the ’old’ bulk semiconductors which are commercially
available. It is important to note that any given material only achieves its maximum ﬁgure of
merit for a certain temperature region. Outside this range, the ﬁgure of merit declines, or perhaps
the material decomposes at higher temperatures. Thus, for any application, the material has to
be selected based on the operating temperature of the device.
2.3 Applications
The coupling of electric and thermal currents in a material allows for several interesting appli-
cations. By applying a current, one can achieve a heat pump effect giving heating or cooling,
while naturally occurring temperature gradients or waste heat can be used to generate electric-
ity. Thermoelectric materials have seen some success in applications where special conditions
dictate that conventional methods of heating/cooling or power generation cannot be utilized. In
general, TE devices are of particular interest due to their compact and low weight nature. In
addition, unlike most other technologies, TE devices have few or no moving parts, and the need
for mechanical maintenance is therefore usually very low. However, there have so far been only
limited commercial success in consumer goods and large scale applications. This may change
with the increasing focus on environmentally friendly power use and generation, and as more
efﬁcient TE materials are being developed.
2.3.1 Heat pump effect: cooling and heating
First, the use of TE materials as heat pumps is investigated. For most applications, two different
TE materials are combined in a TE device, or thermocouple. A sketch of such a device is shown
in ﬁgure 2.3. The two materials used are e.g. semiconductors doped in such a way that one is
an n-type conductor, while the other is p-type. The materials are connected electrically in series,
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Figure 2.3: Sketch of a thermoelectric device (thermocouple) operating as a heat pump. The two
legs are made of different materials, one with n-type conductivity and one with p-type. The legs
are connected electrically in series and thermally in parallel. An external power source sets up an
electrical current though the device, thus causing a net ﬂux of heat.
but thermally in parallel. Applying a voltage will set up a current as shown in the ﬁgure, driving
charge carriers from one end of the device to the other. As the charge carriers are also carriers of
heat, this will cause a cooling of one end and heating of the other.
The rate of heat absorption at the cold end is given by
Q˙ = α(Tm − ΔT
2
)I − 1
2
I2R− λ0ΔT (2.17)
where Tm is the average temperature in the device and ΔT is the temperature difference. This
expression is analogous to equation (2.12), however, the Joule heating I2R caused by the electric
current and the internal ohmic resistance of the material is now also taken into account. It can
be assumed that half of this heat ends up at the cold end, thereby reducing the rate of cooling.
The Thomson effect is neglected as it is very small compared to the effects under consideration
here. The cooling efﬁciency can be deﬁned as the rate of heat transport for a given power input.
The power input is given by W = αΔTI + I2R, where the ﬁrst term is the power needed to
overcome the Seebeck voltage arising from the temperature difference, while the second is the
power loss due to ohmic resistance in the device.
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The cooling efﬁciency φ then becomes
φcooling =
Q˙
W
=
˙α(Tm − ΔT2 )I − 12I2R− λ0ΔT
αΔTI + I2R
(2.18)
In order to achieve maximum efﬁciency, there are two factors that need to be considered. First,
the geometry of the thermocouple must be optimized so as to minimize power loss due to Joule
heating and losses from return heat conduction due to the temperature gradient. Second, there
is an optimum current for which the heat transport is maximum with regard to the heating I2R.
For a thermocouple satisfying these conditions, it can be shown [3] that the cooling efﬁciency is
given by
φcooling =
Tm(
√
1 + ZTm − 1)
ΔT (
√
1 + ZTm + 1)
− 1
2
(2.19)
Here Tm is the mean temperature across the thermocouple, while Z is the ﬁgure of merit of the
device deﬁned in a similar manner as in equation (2.15).
The highest cooling efﬁciency is achieved when the temperature difference between the two
sides is relatively small, however, the overall efﬁciency of a TE cooling device is usually far
lower than for gas-compression based technology. For example, a typical household refrigerator
operates in a 20◦ temperature difference between room temperature (≈ 300 K) and somewhat
above freezing. With values of ZT ≈ 1, this will give an efﬁciency of approximately 1.4 for the
TE device. In comparison, conventional compressor based refrigerators have an efﬁciency of 2–4
under similar operating conditions [9]. For a TE refrigerator to achieve this level of efﬁciency,
thermoelectric materials with a value of ZT around 3–4 would be needed.
Despite this rather low efﬁciency, TE refrigeration has become rather commonplace in special
applications where traditional cooling technologies are impractical. The perhaps most visible
application to the general public is the use of portable TE picnic coolers intended for use in e.g.
cars. Traditional cooling with compression/decompression of a cooling liquid is usually infea-
sible for such applications due to volume and weight restrictions. However, this is only one of
many applications that take advantage of the light weight and compactness of TE cooling tech-
nology. Other advantages that often make TE cooling more attractive than the other alternatives
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are localized and highly controllable cooling, noiseless operation, and very low maintenance
needs.
In some cases, the reverse application of the heat-pump may be of more interest. Instead of
using the TE device for cooling, one can consider the possibility of using the heat pump effect to
achieve heating, for example to heat houses or ofﬁces by transporting heat from the outside to the
inside. The physics of this process are very similar to that of the case for cooling, except that the
Joule heat produced by the electric current is no longer a detrimental effect. Instead of reducing
the efﬁciency, the I2R heating now contributes to the desired result, meaning that the sign of
the 1
2
I2R term in equation (2.17) should be changed. The heating efﬁciency now becomes [3]
φheating = φcooling + 1 giving
φheating =
Tm(
√
1 + ZTm − 1)
ΔT (
√
1 + ZTm + 1)
+
1
2
(2.20)
Assuming a 20◦ temperature difference, and a room temperature of 295 K, the heating efﬁciency
is close to 3 for a TE device with ZTm ≈ 1. The efﬁciency is largest for small temperature
differences, meaning that if the outside temperature drops too much, the beneﬁt of such a heat
pump compared to conventional heating is reduced.
2.3.2 Power generation
An alternative application of the thermoelectric phenomenon is to take advantage of the volt-
age caused by a temperature gradient. For example, thermoelectric devices are widely used as
accurate temperature sensors. However, in the following, the focus is on use of thermoelectric
materials for power geneneration.
For power generation, thermoelectric materials are combined in a device in a similar manner as
for heating/cooling applications. The device is then placed in a temperature gradient which may
originate from for example solar or geothermal sources, or from industrial waste heat. The dif-
ference in temperature causes an electric current to ﬂow, thereby converting some of the thermal
energy to electric energy, see ﬁgure 2.4.
The conversion efﬁciency is the fraction of heat input that is converted to electricity, and can be
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Figure 2.4: Thermocouple in power generation mode
shown [3] to depend on the temperature difference and the ﬁgure of merit of the device through
the relation
η =
T1 − T2
T1
√
1 + ZTm − 1√
1 + ZTm + T2/T1
(2.21)
where T1 and T2 are the hot and cold side side temperatures respectively. In contrast to the
situation where we wish to achieve heating or cooling, the maximum efﬁciency is now obtained
for large temperature differences.
Thermoelectric generator based on this principle have been in use for several decades. The
perhaps most well known applications are as power sources for space probes launched by the
US and Soviet Union. This power source is particularly interesting for deep space probes that
operate far from the Sun, and therefore cannot rely on photovoltaics for their power. Instead, heat
is supplied by the decay of a radioactive isotope, and some of this heat is converted to electricity
by the TE device. Several well known space missions, such as Voyager and Viking, have relied
on this technology for their power. In all, more than 50 space probes have used TE generators as
their main sources of power [11].
Terrestrial applications are not uncommon. In particular, thermoelectric generators are used for
powering electric equipment located in remote areas that do not have access to the electrical grid,
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Figure 2.5: Example of a proposed segmented thermocouple in which different materials are used
depending on the temperature variation throughout the device [13]. The predicted conversion efﬁ-
ciency of this device is 15.5% with a hot side temperature of 975 K and cold side temperature of 300
K.
or where frequent maintenance is impractical. These applications include powering meteorologi-
cal equipment or other sensors, cathodic protection of pipelines, and telecommunication devices.
The needed heat is usually supplied by burning of fossil fuels [12].
The conversion efﬁciency of these devices is usually in the range of 4–9% [12]. However, by
increasing the temperature difference, it would be possible to achieve a higher conversion rate.
For example, from equation (2.21) one ﬁnds that a hot side temperature of 900 K and cold side
temperature of 300 K would give a conversion efﬁciency of approximately 15% if the ﬁgure of
merit is ZTm ≈ 1.
However, it is not a trivial matter to obtain such conversion rates. As seen in the previous sec-
tion, each thermoelectric material has a certain temperature range over which it has favourable
properties. If a TE device is designed with materials suitable for the hot side temperature, these
materials will most likely not be able to operate optimally at the cold end. In other words, ZT for
any one material is far from optimal for the entire range of temperatures throughout the device.
Thus, the efﬁciency cited above would probably not be possible with any single device/material.
Several possible solutions to this problem have been proposed. One possibility is to construct
the TE device from several materials which are suited to different temperatures. Closest to the
hot side, one would use materials suited for high temperatures, while closer to the cold side other
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materials would be used. An example of such a device is sketched in ﬁgure 2.5. The predicted
conversion efﬁciency of this device is 15.5% with a hot side temperature of 975 K and cold side
temperature of 300 K [13, 14], thus rivaling the efﬁciency of commercial photovoltaic cells.
In conclusion, thermoelectric materials have great potential as electric generators or heat pumps,
especially if their ﬁgure of merit ZT can be raised above that of the currently available commer-
cial materials. This is a ﬁeld of intense and growing research activity world wide, although great
challenges remain.
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Chapter 3
Skutterudites
In this chapter, materials with the skutterudite-like structure are presented. Their crystal struc-
ture, bonding and physical properties are discussed. Particular emphasis is put on modiﬁcations
of the materials that lead to enhanced thermoelectric properties.
3.1 Crystal structure and bonding in binary skutterudites
The binary skutterudite compounds have the general chemical formula MX3, where M typically
is one of the column 9 transition metal (Co, Rh, or Ir), and X is one of the elements P, As, or
Sb (often called pnicogen). The skutterudites belong to the cubic space group Im3¯ (no. 204),
and their unit cell may be considered to consist of eight smaller cubes with metals atoms on the
corners. Six of these cubes are ﬁlled with mutually perpendicular (nearly square) rectangles made
up of the X atoms, while two of the cubes are left empty, see ﬁgure 3.1(a). The pnicogens are
located slightly off center in a tetrahedron of two pnicogen and two metal atoms (ﬁgure 3.1(b)),
while the metal atoms are octahedrally coordinated by pnicogens (ﬁgure 3.1(c)). Thus, each
pnicogen has two pnicogen and two metal nearest neighbours, while each metal has six pnicogen
nearest neighbours.
Using Wyckoff notation, the metal atoms are placed on the 8c sites, the X atoms are on the 24g
sites and the voids are the 2a sites. The structure is fully deﬁned by the cell parameter a, and two
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(a) The skutterudite unit cell with the rectangu-
lar pnicogen ’rings’ emphasized.
(b) The tetrahedral environment of the pnico-
gens. Each pnicogen has two pnicogen and two
transition metal nearest neighbours.
(c) The octahedral environment of the transi-
tion metal atoms.
(d) The ﬁlled skutterudite structure. Here the
transition metal has been fully substituted with
a lower valent element (e.g. Fe) and a ’rattler’
(in purple) introduced in the two large voids.
Figure 3.1: The unit cell of the skutterudite structure with the origin translated [1/4 1/4 1/4], and
the various structural features emphasized. The pnicogen atoms are shown in red, and the transition
metals in yellow/gold.
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Table 3.1: Structural parameters of some binary skutterudites.
a (A˚) y z
CoP3 ref. [1] 7.7112 0.34895 0.14513
CoAs3 ref. [2] 8.195 0.3431 0.1503
CoSb3 ref. [3] 9.0385 0.33537 0.15788
RhP3 ref. [4] 7.9951 0.3547 0.1393
IrP3 ref. [4] 8.0151 0.3540 0.1393
Table 3.2: Comparison of the covalent radii of Co and P, As, and Sb [6] with the observed bond
length in skutterudites [4].
Covalent radius r (pm) rCo + rX Observed Co-X bond length (pm)
Co 125
P 110 235 CoP3 222
As 121 246 CoAs3 234
Sb 141 266 CoSb3 252
positional parameters y and z for the pnicogens. Table 3.1 lists structural parameters for some
binary skutterudites.
The bonding of skutterudites is often considered to be covalent in nature. First, the difference in
electronegativity between the metal and pnicogen atoms is not large enough for the bonding to be
considered ionic. As an example, the difference in electronegativity in an ionic compound such
as CoO is approximately 1.5 (Pauling units), while for the most extreme case in skutterudite
(CoP3) the difference is only about 0.3 [5]. Thus, sharing of electrons in a covalent bond is
expected in stead of transfer of charge between the elements. Furthermore, the observed M–X
bond length is close to the sum of the elemental covalent radii. For example, the sum of covalent
radii for Co and P is 235 pm, while the observed bond length in CoP3 is slightly less at 222
pm, see table 3.2. This is comparable to the situation in e.g. GaAs. Thus covalent bonding is
expected, although a slight ionic character is possible.
The valence electron conﬁguration of the pnicogen atoms is of the type ns2np3, giving ﬁve
available electrons for bonding. As shown in ﬁgure 3.1(b) each pnicogen has two pnicogen and
two metal nearest neighbours. In a covalent model of bonding, two pnicogen valence electrons
contribute to bonding with the nearest pnicogens, while the remaining three form bonds with the
two metal atoms. From the perspective of the metal atom, the octahedral environment gives rise
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to d2sp3 hybrid metal orbitals with octahedral symmetry. The metal atom donates three electrons
towards these bonds, while the remaining nine are supplied by the pnicogens [4, 7].
Turning to the electronic structure calculated by density functional theory (DFT), the various
skutterudite compounds show great similarities. As an example, the total density of states (DOS)
and the symmetry projected local density of states for the three cobalt based skutterudites are
shown in ﬁgure 3.2. The Co d states are split into states of t2g and eg symmetry due to the octa-
hedral environment of the Co atoms, with the majority of the Co d states strongly peaked approx-
imately 2-2.5 eV below the Fermi-level. The pnicogen p states are rather uniformly distributed
above and below the Fermi-level, hybridizing with the Co d states and contributing heavily to
the total DOS in the -7 to +5 eV region . The Co s and p states contribute only to a small degree
to the total DOS, while the pnicogen s states dominate in the region 9-15 eV below the Fermi-
level. In CoP3, the Fermi-level is located at the very lower edge of the conduction band, while in
CoAs3 and CoSb3 it is shifted slightly downwards towards the valence band, into a region where
the density of states is very small. The presence of such a region with a low density of states is
typical of the skutterudites [8, 9, 10], and is often referred to as a pseudo-gap. The calculated
pseudo-gap is approximately 1 eV wide in CoP3 and decreases in width in the skutterudites with
the heavier pnicogens and larger unit cells.
Although the density of states is very low in this region, it is generally not found to be zero. This
becomes seen most easily when the band structure is plotted. Figure 3.3 shows the band structure
of CoP3 near the Fermi-level, and it is evident that the pseudo-gap is crossed by a single band
touching the conduction band near the Γ point just above the Fermi-level. Thus, theory predicts
that CoP3 is a metal. However, this contradicts experimental evidence indicating semiconducting
behaviour of CoP3 [12]. This may perhaps be explained by the tendency of DFT calculations to
underestimate band gaps.
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Figure 3.2: The total and projected density of states for CoP3, CoAs3, and CoSb3 [11].
Figure 3.3: CoP3 band structure showing that a single band crosses the pseudo-gap close to the Γ
point [13].
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3.2 Filled skutterudites and thermoelectric applications
Several binary skutterudite compounds have relatively high values of the Seebeck coefﬁcient
and the electrical conductivity. For example, values as high as 630 μV/K have been reported
for the Seebeck coefﬁcient of CoSb3 [14], which together with reasonable electric conductivity
makes this compound interesting for thermoelectric applications. Unfortunately, the thermal
conductivity of the skutterudites has been found to be too high, and only moderate values of the
dimensionless ﬁgure of merit are usually achieved.
This changed, however, in 1994, when Slack and Tsoukala suggested that ﬁlling the the voids in
the structure could reduce the thermal conductivity of the material through scattering of thermal
phonons [15]. It has been known for decades that ternary skutterudites can be made [16], where
additional atoms are placed in the large voids as in ﬁgure 3.1(d). In the case of a complete
ﬁlling of the structure, the general formula is RyM4X12 with y = 1. Here R is typically an
electropositive rare earth metal.
Complete ﬁlling is, however, generally not achieved in compounds made with Co or another
column 9 transition metals. Filling fractions for these materials are typically well below y =
0.5, with the case of Ba ﬁlled Cobalt–Antimony skutterudites with y = 0.44 considered an
anomaly [14]. For example, the maximum ﬁlling fraction for CayCo4Sb12 has been found to be
y = 0.2 [17], and theoretical investigations suggest that the solubility of La, Y and Sc in CoP3 is
below y = 0.06 [13].
In order to achieve high levels of ﬁlling while maintaining structural stability, it is often necessary
to perform a charge compensation, or doping, by substituting the transition metal with a lower
valent element. The argument here is that the extra valence electrons brought into the system by
the ﬁlling element are compensated for by reducing the number valence electrons contributed to-
wards the metal–pnicogen bonding by the transition metal. Thus the octahedral metal–pnicogen
complex becomes electron deﬁcient relative to the situation in the binary skutterudite, and charge
is transferred from the ﬁlling atom to compensate this deﬁciency. This allows large ﬁlling frac-
tions, and even a complete ﬁlling of the structure [12, 16, 18].
Typical examples are the substitution of Co with Fe, which allows the complete ﬁlling of the
voids. As an example, tetravalent Ce can participate in a CeFe4P12 skutterudite. Here each
iron atom has one less valence electron than cobalt, and the Fe4P12 complex can be considered
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Figure 3.4: The calculated DOS for various degrees of substitution in a fully La-ﬁlled phosphorus
skutterudite [19]. Increasing the amount of Co in the structure relative to Fe causes the Fermi–level to
move from the top of the valence band, across the pseudo-gap, and into the bottom of the conduction
band.
to lack four electron compared to an analogous Co4P12 complex. However, this deﬁciency is
exactly compensated for by the four valence electrons of Ce, and the chemical formula can be
written Ce4+[Fe4P12]4−. Thus, whereas the metal–pnicogen bonding is usually considered to be
covalent, cerium is assumed to be in a positively charged ionic state.
In addition to stabilizing the structure, substituting Fe for Co allows a tuning of the electronic
structure and transport properties of the material. Figure 3.4 shows the calculated density of
states for a series of ﬁlled P-based skutterudites [19]. Here the voids are completely ﬁlled with
La, while the amount of substitution is varied. The general features of the DOS are very similar
for the various compositions. However, for the completely substituted La2Fe8P24 compound, the
Fermi-level is located at the top of the valence band, while with lower degrees of substitution
it moves across the pseudo-gap and into the conduction band. Thus, by varying the degree
of substitution the electronic properties can to some extent be controlled. This is important
since it allows for keeping the already beneﬁcial electronic properties relatively unchanged while
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Figure 3.5: The thermal conductivity of CoSb3 and CeFe4Sb12 at 300 K. The lattice and electronic
contributions have been estimated using the Wiedemann-Franz law and a Lorenz number L0 = 2.44 ·
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modifying the structure.
The effect of this ﬁlling on the thermal conductivity has been thoroughly demonstrated with
many different ﬁlling elements, typically the rare earth elements R=La, Ce, Nd, Sm, Eu, Th
etc. Dramatic reductions in the thermal conductivity up to an order of magnitude have been ob-
served [20, 21, 22, 18, 23]. For example, ﬁgure 3.5 shows the thermal conductivity of CoSb3
compared to that of CeFe4Sb12. By using the Wiedemann–Franz law, the total thermal conduc-
tivity can be partitioned into a lattice and an electronic contribution. We see a dramatic reduction
in the thermal conductivity of the ﬁlled and substituted compound compared to the unﬁlled one,
with most of the reduction due to a reduction in the lattice contribution.
The rationale for this effect is that when the ﬁller atoms are placed in the large voids in the struc-
ture, they are very loosely bound to their neighbours giving a very high thermal displacement
parameter. That is, they “rattle” in an oversized box. Thus they serve as very efﬁcient scatterers
of thermal phonons, thereby lowering the thermal conductivity of the material. In addition, it is
well documented that the maximum reduction in thermal conductivity is achieved for only a par-
tial ﬁlling of the voids [22], indicating that scattering of phonons against randomly distributed
point defects plays an important role. These point defects need not be the ﬁlling atoms, there
have also been several studies, both experimental and theoretical, into the effect of various tran-
sition metal substitutions on the transport properties of the materials [25, 26, 27, 28]. Among
other things, these studies indicate that point defect scattering of phonons against the substitution
elements also play an important role in reducing the thermal conductivity of the crystal.
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Chapter 4
Methodology
In this chapter, density functional theory (DFT), X-ray photoelectron spectroscopy (XPS), and
electron energy-loss spectroscopy (EELS) are brieﬂy reviewed.
4.1 Density functional theory
The ﬁeld of solid state physics is concerned with examining the physical properties of matter in
solid phases. Although physics is fundamentally an experimental science, the constant interac-
tion between experiment and theory is an absolute necessity for making progress in understand-
ing the basic properties of the systems under scrutiny. In solid state physics, one studies systems
that in principle are well understood within the framework of already established quantum the-
ory. Furthermore, many solids, such as crystals, are well ordered and can be succinctly described
mathematically. Although defects in the perfect crystal lattice play a major role in many materi-
als’ properties, one would often initially be satisﬁed to consider idealized models with few or no
defects. All in all, calculations of the properties of a material should be within reach.
Unfortunately the reality of the matter proves to be rather more discouraging. Solving the
Schro¨dinger equation quickly becomes intractable for any system of size. For a system of n
electrons and N nuclei, the Schro¨dinger equation depends on 3(n + N) variables, three spatial
coordinates for each electron and nucleus. For all practical models of a material one usually has
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to consider some tens of atoms, which may easily entail more than a hundred electrons. With
such a large number of variables this becomes a completely insolvable problem. Some sim-
pliﬁcation is possible: applying the Born–Oppenheimer approximation allows us to considered
nuclear and electronic degrees of freedom separately, and the nuclei can then be seen to supply a
static background potential in which the electrons move. Although this is a helpful approxima-
tion, ﬁnding the many electron wave function incorporating the 3n electronic degrees of freedom
is still an insurmountable problem in most cases [1].
One solution to this problem came as a result of two theorems proposed by Hohenberg and Kohn,
which are now known as the Hohenberg–Kohn theorems. These theorems state [1, 2, 3] that i)
the ground state electron density ρ0(r) of a system uniquely determines the external potential,
and thereby the Hamiltonian and wave function of the system, and ii) this ground state electron
density can be obtained variationally: the density that gives the minimum system energy is the
exact ground state density. In short, these theorems assert that all information available in the
wave function is also available in the ground state electron density, and that this density can be
found through energy minimization procedures.
The signiﬁcance of these theorems becomes obvious when one considers that while the wave
function itself is dependent on 3n variables, the electron density is a function of only three spatial
variables. The computational challenge of calculating the properties of a material is thereby
greatly reduced. As long as one is able to ﬁnd the proper functional relating the electron density
to the property in question, the prediction of materials’ properties from ﬁrst principles should be
possible.
One important complicating factor that should be mentioned, is that the exact functional for
ﬁnding the system energy from the electron density is unknown. The system energy can be
expressed as [3]:
E0[ρ0(r)] = Tni[ρ0(r)] + Vne[ρ0(r)] + Vee[ρ0(r)] + ΔT [ρ0(r)] + ΔVee[ρ0(r)] (4.1)
Here, the ﬁrst term is a functional for the kinetic energy of a ﬁctitious system of non-interacting
electrons, while the second and third terms are the classical nuclear–electron and electron–
electron (Coulombic) interaction. The fourth term is a correction to the kinetic energy due to the
electrons interacting, while the ﬁnal term contains all non-classical corrections to the interaction
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energy such as contributions arising from Fermi-statistics. In short, the problem lies with the ﬁnal
two terms in the above equation. These are often treated jointly as an exchange–correlation en-
ergy functional, Exc[ρ0(r)], the exact form of which is unknown. Since the exchange–correlation
functional is unknown, various approximations have been developed in an attempt to account
for these effects. Even though DFT is in principle variational, thereby allowing us to determine
the ground state density through energy minimization, the use of these exchange–correlation ap-
proximations introduces an uncertainty. There is no longer any way to be certain that the electron
density with the lowest energy is the exact ground state density.
However, comparisons of the calculated electron density with that observed through diffraction
experiments show that the correspondence is good for simple materials such as Si and Ge, though
there is a larger discrepancy for more complex materials [4, 5, 6]. In practical terms, the most
notable failure of modern DFT calculations is a tendency to underestimate the band gap in semi-
conductors, often by as much as 10–30%. For example, several transition metal oxides that in
reality are semiconductors or insulators, are predicted to be metals. These failures are indeed
usually ascribed to the the various exchange–correlation approximations that are used.
Most DFT calculations explicitly calculate ground state properties of the system. Therefore,
comparison of experimental data with such calculations is often not formally justiﬁed as most
experiments investigate the system far from the ground state. This is perhaps most obvious
with experimental techniques that deliberately bring the system into an excited state, such as the
various spectroscopies where energy is absorbed by an electron. The comparison of the ground
state density of states with such experiments can be subject to large errors [7, 8].
Despite these challenges, DFT has seen great application and success in many areas of solid
state physics and molecular chemistry. In general the geometries and energetics predicted for
molecules are in good agreement with observations [3], and the crystal structure, phase stabili-
ties, bulk moduli, heats of formation, and electronic structure of solids are successfully predicted
for many solids [9, 10]. In practical terms, calculations based on density functional theory have
become an indispensable aid in materials science, and solid state physics and chemistry for in-
terpreting experimental results and predicting materials’ properties.
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4.2 X-ray photoelectron and Auger electron spectroscopy
X-ray photoelectron spectroscopy (XPS) is a technique for studying the composition, chemical
state, and electronic structure of a material by irradiating a sample with X-rays and measuring
the kinetic energy of the emitted photoelectrons. Only electrons with binding energy Eb equal to
or less than the photon energy hν are emitted from the sample, and their binding energy can then
be found through the relation Eb = hν − Ek − φ. Here φ is the instrumental work function and
Ek is the measured kinetic energy.
The plot of photoelectron intensity versus binding energy is closely related to the occupied den-
sity of states (DOS) of the material. However, since the excitation of a photoelectron generates
a core hole, the observed binding energy is not equal to the orbital energy ε. When the core hole
is present, the surrounding electrons are rearranged in response to the changed potential at the
atom. The binding energy is then given by Eb = ε − R, where R is a relaxation energy taking
into account this rearrangement and the effects of the changed potential [11].
In most commercially available XPS instruments, the kinetic energy is analyzed in an elec-
trostatic hemispherical energy analyzer, often reaching a relative energy resolution ΔE/E =
5.3 · 10−3 [12]. Figure 4.1 shows an XPS survey spectrum from a sample consisting of CoP3
single crystals embedded in a tin-matrix. The spectrum shows sharp peaks from photoelectrons
emitted from the energy levels of the various elements in the sample. Also present are peaks
from the emitted Auger electrons, these features are discussed further below.
To a ﬁrst approximation, the binding energy of an electron in a particular atomic orbital is an ele-
mental characteristic, and can be used to identify the elements present in a sample. Furthermore,
the peak intensities from the various elements are related to the composition of the sample. Thus,
elemental quantiﬁcation is possible, often with an accuracy of 0.1 at % [13].
XPS is often referred to as a tool for surface characterization. Even though the incident X-rays
may penetrate many micrometers into the sample, the majority of the observed photoelectrons
originate only a few nanometres below the surface. Still, this may be in the order of 10 unit cells,
and is often considered to be sufﬁcient for the signal to be representative for the bulk electronic
structure without any effects of the low-dimensionality of the surface. A more pressing problem
is the presence of surface contamination such as oxides and hydrocarbons. In order to avoid such
problems, the sample is studied in high-vacuum, often after sputtering the surface with ions of
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Figure 4.1: XPS survey scan from a sample consisting of CoP3 single crystals embedded in a tin
matrix.
argon or xenon.
Although the binding energy is an elemental characteristic, it is affected by the chemical envi-
ronment of the element. The binding energy Ei of the electron emitted from the energy level i
can be described through the equation [13]:
Ei = Ei,0 + kqi + eVi (4.2)
Here, Ei,0 is the neutral free atom binding energy, qi is the charge on the atom in the sample, while
Vi is a contribution to the energy due to the charge on the surrounding atoms Vi =
∑
j =i
qj
rij
. If
the same element is present in two different chemical environments, a chemical shift may be
observed:
ΔEi = kΔqi + eΔVi (4.3)
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This chemical shift will reﬂect ground state charge transfer to or from the atom in question,
and is an important tool in investigating the electronic structure and bonding in the material.
For example, if charge is transferred away from the element when bonds are formed, the intra-
atomic screening is reduced giving a higher binding energy. At the same time, the extra-atomic
charge may increase. Therefore the two terms in equation (4.3) may have opposite sign, often
causing the observed chemical shift to be very small. Thus, accurate measurements of charge
transfer through binding energy studies are prone to the uncertainties introduced by a lack of
accurate energy referencing due to e.g. charging of the sample. This problem may be somewhat
remedied by calibrating the energy scale at known features such as the carbon 1s edge from
surface contamination.
In order to reduce the problems associated with energy referencing the concept of the Auger-
parameter was introduced by Wagner [14]. As the photoelectron leaves the sample, the atom
is left in an excited state with a hole in the orbital that the electron previously occupied. De-
excitation occurs with a transition of an electron from a higher energy orbital to the orbital with
a hole, and a rearrangement of the valence electrons in response to the core hole (screening).
Energy conservation then dictates that the difference in binding energy must be expelled from
the atom, either in the form of a photon or — more relevant to our discussion — in the form of
yet another excited electron. These are called Auger electrons, and an example of such a process
is sketched in ﬁgure 4.2. Here, a K shell photoelectron is excited by an incident X-ray photon,
leaving a core hole. The atom then is de-excited through a transition of a L1 electron into the K
shell, and the excess energy is transferred to an L3 electron.
These processes are denoted by the electron shells involved. Under the assumption that the
attractive potential of the core holes and extra-atomic environment can be ignored, the kinetic
energy of the Auger electron is given by [15]:
Ek(KL1L3) ≈ Eb(K)− Eb(L1)− Eb(L3) (4.4)
This assumption is not strictly valid, but is acceptable in order to gain a ﬁrst estimate of the kinetic
energy. The kinetic energy of the Auger electron is characteristic for the atomic species in much
the same way as the binding energy of the photoelectrons. Furthermore it is independent of the
energy of the incident photon, the only requirement being that the incident photon is energetic
enough to create the initial core hole.
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Figure 4.2: Production of a KL1L3 Auger electron. A K shell core hole is generated through absorp-
tion of an X-ray photon (left). The atom is then de-excited though the transition of an L1 electron,
ﬁlling the core hole and exciting the an L3 electron (right).
Wagner realized that the difference between two observed kinetic energies is accurately mea-
surable since any problems with energy referencing due to e.g. sample charging will be can-
celled. This led to the deﬁnition of the Auger parameter, a modiﬁed version of which is given
by [16, 17, 11, 18]:
α′ = Ek(C1C2C3)− Ek(C) + hν = Ek(C1C2C3) + Eb(C) (4.5)
Here Ek(C1C2C3) is the observed kinetic energy of an Auger electron originating from the pro-
cess involving the C1C2C3 core levels of an element, and Ek(C) and Eb(C) are the kinetic and
binding energies of a photoelectron originating from the C orbital of the same atom.
If one assumes that the chemical shift due to ground state charge transfer is the same for all
orbitals of an atom, equations (4.5) and (4.4) show that:
Δα′ = ΔEk(C1C2C3) + ΔEb(C)
= ΔEb(C1)−ΔEb(C2)−ΔEb(C3) + ΔEb(C) = 0 (4.6)
Thus, at a ﬁrst glance, the Auger parameter is insensitive to changes in the core binding energies
due to charge transfer. However, the Auger parameter measures the response of the system when
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an atom is ionized by removing a core electron. These relaxation effects are more pronounced in
the Auger process as there are two core holes that contribute. Therefore often |ΔEk(C1C2C3)| >
|ΔEb(C)|, and the Auger parameter shift is nonzero and depends on the response to the core
holes.
If Auger parameters for an element are measured in different bonding environments, shifts in the
Auger parameter are related to how the bonding affects the response to the core hole. It can be
shown that the shift in Auger parameter between two different bonding environments is given
by [17]:
Δα′ = Δ
[
q
dk
dN
+
(
k − 2 dk
dN
)(
dq
dN
)
+
dU
dN
]
(4.7)
Here q is the ground state charge on the atom in question and k is the change in potential when
a valence electron is removed. Furthermore, N is core orbital occupation number, and U is
the potential from the surrounding atoms. The ﬁrst term describes the response of the valence
electrons to the core hole, while the second and third terms take into account transfer of charge
in response to the core hole and the polarization of the surrounding atoms. Thus, equation (4.7)
states that changes in the Auger parameter between two chemical environments is caused by
differences in response to the core hole. Under certain assumptions, e.g. for metals, the second
and third terms in the above equation can be ignored, and equation (4.7) becomes
Δα′ = Δq
dk
dN
(4.8)
and the Auger parameter shifts are then directly related to the ground state charge transfer be-
tween the two different chemical environments [17].
As an example, ﬁgure 4.3 shows the phosphorus 2p-KLL Auger parameter for several phospho-
rus containing compounds. Signiﬁcant shifts are observed indicating different degrees of ground
state charge transfer in the various compounds.
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Figure 4.3: The P 2p-KLL Auger parameter for several compounds.
4.3 Electron Energy-Loss Spectroscopy
Electrons entering a material may undergo energy losses that contain information about the com-
position and electronic structure of the sample. Using a nearly monochromatic incident electron
beam, these energy losses can be measured with an electron energy-loss spectrometer (EELS). If
the experiment is performed in a transmission electron microscope (TEM), the sample is usually
only some tens of nanometres thick, and the incident electrons are transmitted through the spec-
imen. After the electrons leave the sample, their energy is measured in a spectrometer, thereby
showing how much energy was transferred from the electrons to the specimen.
Figure 4.4 shows a sketch of a so-called post column magnetic prism spectrometer. In practical
terms, these spectrometers are attached to the bottom of the TEM, below the viewing screen. The
electrons traverse the TEM column from the electron gun, through the sample, and into the the
spectrometer through an entrance aperture. Once the electron beam has entered the spectrometer,
it is subjected to a uniform magnetic ﬁeld which acts on the electrons through the Lorentz force
F = e(v ×B), thereby spatially separating the electrons according to their velocity, i.e. kinetic
energy. After passing through a number of electron lenses (not shown in the ﬁgure) the electrons
arrive at a detector which records the beam intensity as a function of position [19]. Thus, the
energy distribution of the electrons may be retrieved.
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Figure 4.4: Sketch of a magnetic prism spectrometer. After passing through the sample, the fast
electrons enter the magnetic prism, where they are subjected to a uniform magnetic ﬁeld. This ﬁeld
causes the electrons to be dispersed according to their kinetic energy, and their spatial distribution is
recorded by a detector.
4.3.1 Core excitations
There are several processes by which the incident electrons may transfer energy to the specimen.
One of the most important is through excitation of the constituent atoms, whereby the incident
electrons impart some energy E and momentum q to a core electron. The core electron thus
makes a transition from an occupied initial state |Ψi〉 to an unoccupied ﬁnal state |Ψf〉 above the
Fermi–level, see ﬁgure 4.5.
In order for this transition to occur, the core electron must according to the Pauli exclusion
principle receive an amount of energy E ≥ EF − EC , where EF is the Fermi-energy and EC is
the binding energy of the core level. In the energy loss spectrum, sharp features may be observed
at the threshold energy signaling the onset of these transitions. The electron energy-loss spectrum
measures the probability that such excitations occur, and reﬂects a convolution of the occupied
part of the DOS with the unoccupied part.
The probability that an electron in an initial state |Ψi〉 will be scattered into one of the ﬁnal states
|Ψf〉 is given by the double differential cross-section [20]:
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Figure 4.5: Sketch of an EELS excitation process. The incident electron transfers energy to a 2p core
electron, which is then excited into an empty 3d state above the Fermi-level.
d2σ(E,q)
dE dq
∝ 4γ
2
a20q
4
∑
f
|〈Ψf |eiq·r|Ψi〉|2
=
4γ2
a20q
4
ρ(Ei + E)|〈Ψf |eiq·r|Ψi〉|2 (4.9)
Here a0 is the the Bohr radius and γ the relativistic correction factor. The ﬁnal and initial states
are chosen so that the difference in their energies Ef − Ei equals the energy loss E of the
incident electron. There can be many possible ﬁnal states for the electron; under the assumption
that the matrix element term |〈Ψf |eiq·r|Ψi〉|2 is a constant for the scattering process in question,
the multiple ﬁnal states can be accounted for by the sum in the ﬁrst line of equation (4.9), giving
the DOS term ρ(Ei + E) in the ﬁnal expression.
The exponential appearing in the matrix element term |〈Ψf |eiq·r|Ψi〉|2 can be expanded in a
Taylor series:
eiq·r = 1 + iq · r + (iq · r)
2
2!
+ · · · (4.10)
In most experiments the majority of electrons transfer only a small amount of momentum to
the sample, and any contribution to the spectrum from electrons undergoing a large momentum
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transfer may further be limited using an angle limiting collection aperture in front of the spec-
trometer. In this case, the product q · r is small and the Taylor expansion can be truncated after
the second term. Inserting the Taylor expansion into equation (4.9) and remembering that the
initial and ﬁnal states are orthogonal to each other, we then get:
d2σ(E,q)
dE dq
∝ 4γ
2
a20q
4
ρ(Ei + E)|〈Ψf |iq · r|Ψi〉|2 (4.11)
The limit of small q is called the dipole approximation. If valid, the electronic transitions are
limited to those with a change in orbital angular momentum quantum number Δl = ±1, similar
to the transitions that take place upon absorption of a photon. In this case, the DOS term in equa-
tion (4.11) should be interpreted as an angular momentum (symmetry) selected DOS, while the
matrix term |〈Ψf |iq·r|Ψi〉|2 takes into account the radial overlap of the initial and ﬁnal states. For
moderate to high energy loss transitions, the initial states are essentially atomic and are strongly
localized near the atomic core. Non-zero values for the overlap are therefore only achieved for
ﬁnal states localized on the same atom. Thus, the intensity and shape of a peak in the energy loss
spectrum represents a site and symmetry selected density of unoccupied states. Furthermore, the
energy loss intensities for high energy transitions is reduced as the spatial overlap of the initial
and ﬁnal states is small for large differences in binding energy.
This interpretation is a useful ﬁrst approximation in understanding the features observed in the
energy-loss spectrum. However, it should be noted that, as with photoelectron spectroscopy,
a core hole is generated when the excitation occurs. As a consequence the potential felt by the
surrounding electrons is changed, and the ﬁnal states |Ψf〉 are not those found in the ground state.
These effects are important when comparing observed energy-loss spectra with calculations.
While the initial states are located close to the core and are mainly atomic in nature, the ﬁnal
states are further from the core and located above the Fermi-level. The energy-loss spectrum
will therefore reﬂect the valence electron conﬁguration of the atom. An example of this can be
seen in ﬁgure 4.6(a), which shows the energy-loss features (called ’white lines’) due to the L2,3
excitations in the ﬁrst row transition metals. These features appear when transition metal (TM)
2p electrons are excited into the empty 3d and 4s states. The radial overlap of the 2p and 4s
states is small compared to that of the 2p and 3d states [21], and the transition probability is
therefore dominated by the 2p→3d transitions. When moving from Ti, with a valence electron
conﬁguration [Ar]3d24s2, towards Cu, [Ar]3d104s1, the 3d states are gradually ﬁlled by additional
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Figure 4.6: The L2,3 edges of (a) seven pure transition metal ﬁlms, adapted from Pearson [23] and
(b) Cu in pure copper and its oxides, adapted from Keast [24].
valence electrons. As the number of available states above the Fermi-level decreases, the sharp,
intense peaks observed for Ti are reduced, until virtually no such peaks are observed in Cu [22,
23]. Indeed, it has been shown that with appropriate normalization and correction for the matrix
element of equation (4.11), the total white line intensity is linearly correlated to the number of
3d holes [23].
The ﬁnal states are heavily inﬂuenced by the interaction with the neighbouring atoms, and are
therefore strongly affected by the bonding and coordination of the excited atom. A most dramatic
example of this is the case of copper and its oxides. Figure 4.6(b) shows the L2,3 edges of Cu,
Cu2O, and CuO. As already mentioned, the white lines are almost completely absent in pure
copper, as the 3d band is completely ﬁlled. However, upon oxidation, the sharp peaks associated
with the 2p→3d transitions are readily observed. This is interpreted as an emptying of the Cu
3d states upon bonding with oxygen, consistent with an ionic model where charge is transferred
from copper to oxygen. This approach has proven useful in studying the alloying behaviour of
compounds containing transition metals [25, 26].
4.3.2 Collective excitations and the joint density of states
As mentioned previously, the energy-loss spectrum is related to a convolution of initial states with
ﬁnal states. However, the above treatment explicitly refrains from treating the energy distribution
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of initial states. This is adequate in the case of energy losses associated with the excitation of
core electrons. The initial states of these transitions are usually sharply localized in energy, and
the spectrum can be interpreted as a convolution of the ﬁnal states with delta-function-like initial
states.
However, for transitions where both the initial and ﬁnal states are located close to the Fermi-level,
this treatment is no longer sufﬁcient. The initial states are then highly distributed in energy, and
for any given energy loss there are several possible transitions. In this case the convolution must
be treated explicitly, and the observed energy-loss intensity can be described by [20]:
I(E) ∝
∫ EF
EF−E
|〈Ψf |eiq·r|Ψi〉|2ρ(Ei + E)ρ(Ei)dEi (4.12)
where the integral is over all initial state with energy between EF and EF−E. Thus, this energy-
loss spectrum should be considered as reﬂecting a joint density of states of the material, and not
just the DOS above the Fermi-level. As both the initial and ﬁnal states are located close to the
Fermi-level, they are heavily inﬂuenced by the bonding arrangements in the material, and the
low loss EELS spectrum may contain much useful information.
The low loss spectrum is, however, not dominated by these single electron transitions. Rather, the
most intense features visible are usually the so-called plasmons. As the incident electron enters
the material, the electric ﬁeld surrounding it repulses the electrons in the material, forcing the
electron distribution out of equilibrium with regard to the atomic potential. After the electron has
left the material, the restoring force between the electrons and nuclei cause a collective oscillation
of the valence electrons about the equilibrium position.
A good understanding of this phenomenon can be achieved by studying the macroscopic equa-
tions of electrodynamics. If a material is subjected to an oscillating external electric ﬁeldE(ω,k),
we know from classical electrodynamics that it is polarized according to [27]:
P(ω,k) = ε0 [ε(ω,k)− 1]E(ω,k) (4.13)
where ε(ω,k) = ε1 + iε2 is the complex dielectric function of the material, with real and imagi-
nary parts ε1 and ε2. The electric displacement of the medium is given by
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D(ω,k) = ε0E(ω,k) + P(ω,k)
= ε0E(ω,k) + ε0 [ε(ω,k)− 1]E(ω,k) = ε(ω,k)ε0E (4.14)
We notice that the polarization exactly cancels the external ﬁeld when ε(ω) = 0. In the free
electron model, the electrons act as an oscillating plasma, and it can be shown [28] that this
resonance frequency, called the plasma frequency, is given by:
ωp =
√
Ne2
V m0ε0
(4.15)
where N is the number of valence electrons in the unit cell, V is the unit cell volume, ε0 is the
permittivity of free space, e the electron charge, and m0 the free electron mass.
Simple metals and semi-conductors such as Be, B, Al, Ge, GaAs, and Si display sharp and promi-
nent plasmon peaks, and peaks at multiples of the plasmon energy due to the incident electron
exciting several plasmons before leaving the sample. As an example, the low loss spectrum from
Si is shown in ﬁgure 4.7 where the energy loss peaks from three plasmon excitations are readily
observed. In the case of such materials, the free electron model is quite successful in predicting
the plasmon energy Ep = ωp [29, 19].
On the other hand, wide band gap ionic materials and elemental materials of transition metals
tend to exhibit broad plasmon peaks, with only the ﬁrst plasmon visible, as exempliﬁed by the
low loss spectrum of Co in ﬁgure 4.7. In these materials it is not adequate to describe the valence
electrons as a free electron plasma with a single, common, resonance frequency. Additionally,
there is often no obvious choice for the number of contributing valence electrons, and the simple
Drude model may fail dramatically to give adequate estimates of the plasmon energy.
In the dielectric formulation, the double differential cross section is given by [19, 20]:
d2σ
dΩdE
=
1
π2a0m0v2na
1
Θ2 + Θ2E
Im
( −1
ε(E,q)
)
(4.16)
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Figure 4.7: The low loss region of Si and Co. In the case of simple metals and semi-conductors,
multiple, sharp plasmon peaks are usually observed in the low loss region, as is the case for Si seen
in the ﬁgure. For more complex metals such as Co a single broad peak is observed. Also seen is the
Co M2,3 edge at approximately 60 eV.
Here a0 is the Bohr-radius, m0 the electron mass, v the speed of the incident electron, and na the
number of atoms per unit volume. In addition, Θ and ΘE are the scattering angle of the electron,
and characteristic angle for an energy loss E [19]. The ﬁnal term is referred to as the loss function
and can be interpreted as a renormalization of imaginary part of the dielectric function:
Im
( −1
ε(E,q)
)
=
ε2
ε21 + ε
2
2
(4.17)
Through equation (4.16) the close connection between the observed energy loss spectrum and
the imaginary part of the dielectric function is established, and the full dielectric function can
the be retrieved through a Kramers–Kronig analysis [27]. As an example, ﬁgure 4.8 shows
a comparison of the dielectric function obtained from EELS experiments, with the dielectric
function from DFT calculations.
There are several advantages to using this approach to determine the dielectric function as com-
pared to traditional optical methods. EELS experiments are be expected to be less sensitive
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Figure 4.8: (a) The real and (b) imaginary parts of the dielectric function of CoAs3 as obtained from
EELS and DFT. The experimentally obtained function is shown with a fully drawn line, while the
theoretical function is a dashed line. From Prytz et al. [30].
to surface contamination than e.g. optical reﬂectance experiments, and may yield the dielectric
function over a wider energy (frequency) range, although with poorer energy resolution.
To summarize, in the initial study of new materials, only small amounts may be readily available.
Thus, measurements of e.g. thermoelectric properties may at ﬁrst be difﬁcult and unrealiable.
However, after having determined the crystal structure and thermal parameters by diffraction
techniques, the electronic structure can be studied combining DFT calculations and experimen-
tal studies using advanced analytical TEM. This instrument is highly versatile with the opportu-
nity of performing EELS, precise convergent beam electron diffraction and electron holography.
These techniques can be used on small volumes of materials to determine their electronic struc-
ture and bonding, from which their thermoelectric properties can be inferred. Thus, these TEM
based techniques may be of great value when searching for new materials.
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Chapter 5
Overview of papers
The scientiﬁc results of this Ph.D. study are presented in the four papers included in this thesis.
The main methods used are density-functional theory, electron energy-loss spectroscopy, and
x-ray photoelectron spectroscopy. A brief summary of the articles is given below.
Paper I
As discussed in a previous chapter, ﬁlling the voids in the skutterudite structure can dramatically
decrease the thermal conductivity of the material. Based on the rattling box picture of this effect,
it can be expected that the magnitude depends on the the size of the ﬁlling atom relative to the size
of the void: a relatively small atom will decrease the thermal conductivity more than a relatively
large atom [1].
This paper investigates the crystal structure, thermodynamic stability, and electronic structure
of La-, Y-, and Sc-ﬁlled CoP3 using density functional theory (DFT). While these elements are
chemically similar, they have different atomic radii, with Sc the smallest and La the largest. It
can therefore be expected that ﬁlling the structure with Sc would have a greater effect on the
thermal conductivity than ﬁlling with La.
The solubility of La, Y, and Sc in CoP3 is calculated to be around 5, 3-6 %, and below 1% at 0
K, respectively. Although these are rather small values, this is expected to increase considerably
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if Fe is substituted for Co. Calculations of the density of states and band structure indicate that
the main effect of ﬁlling is to push the Fermi-level into the conduction band, while other features
remain rather unchanged.
Paper II
In this article, the possibility of combining density functional theory (DFT) and electron energy
loss spectroscopy (EELS) to determine the dielectric function of materials is investigated. The
binary skutterudites CoP3, CoAs3, and CoSb3 serve as model systems, and the theoretically and
experimentally obtained low energy-loss spectra and plasmon energies are compared.
The skutterudites display multiple sharp plasmon peaks, similar to those observed in simple
metals and semiconductors. When compared with the plasmon energies calculated using the free
electron model, the experimental plasmons are found at systematically higher energy.
The DFT calculated plasmon energy also deviates signiﬁcantly from the observed values, but
in a non-systematic way. While the plasmon energy of CoP3 and CoAs3 is underestimated, the
calculated value for CoSb3 is overestimated by more that 6 %. This is contrary to what the case
of some crystals with less complicated electronic structure, where good agreement is found [2].
When the theoretical and experimental low loss region below the plasmon peaks are compard, a
qualitative agreement is obtained for the skutterudites.
In the case of CoAs3, a Kramers–Kronig analysis of the EELS spectra gives a dielectric function
in good agreement with the theoretic calculations. Some of the remaining discrepancies may be
caused by the challenge of reﬁning the experimental spectra before Kramers–Kronig analysis.
Paper III
While a predominantly covalent bonding is expected in the binary skutterudites, a partial ionic
character cannot be discounted. In this paper, the transition-metal 3d occupancy of a series of
thermoelectric skutterudites is investigated using electron energy-loss spectroscopy.
The intensity of the transition-metal L2,3 edges of CoP3, CoAs3, CoSb3, and NiP3 are investi-
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gated and compared those of the pure metals. In the case of the cobalt based skutterudites, a
signiﬁcant increase of the edge intensity is observed, the largest change is observed in the case of
CoP3. Previous studies have shown that the intensity of these edges correlates with the 3d occu-
pancy [3]. Based on this it concluded that there is an emptying of the 3d states in these materials
compared to the situation in pure metals. The reduction in 3d occupancy is 0.77 electrons/atom
for CoP3, and about 0.4 electrons/atom for the arsenic and antimony based skutterudites. Only
small changes in occupancy are observed for NiP3.
In comparison, the intensity of the L2,3 edges of iron in LaFe4P12 is signiﬁcantly decreased,
signalling a ﬁlling of the 3d states. This is consistent with the idea that each interstitial La atom
(rattler) donates three electrons to compensate for missing valence electron of iron as compared
to cobalt, and indicates that the compensation mainly takes place on the iron site.
Paper IV
In this article, the Auger parameter is used to study the valence electron distribution in CoP3.
The electron transfer between Co and P is estimated using the model of Thomas and Weight-
man [4] which relates changes in Auger parameter values to charge transfer. In the EELS study
presented in Paper III, an emptying of the cobalt 3d states was found. Here it is found that each
phosphorus atom gains approximately 0.24 electrons. Based on stoichiometric considereations,
this is equivalent to a donation from cobalt of about 0.72 electrons/atom, which is in excellent
agreement with the EELS studies of Paper III.
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