ABSTRACT Space is the most fundamental organizing dimension for information that forms the basic spatial understanding around which all other temporal and semantic details are situated. Various types of web information are present in our daily lives, and spatial content can facilitate the understanding of that information. Hence, many studies have been conducted to extract the implicit spatial location from different web resources, and they have mainly investigated web textual information. However, the existing studies mainly focus on the extraction or simple presentation of the location of the information, while further exploration and visualization of the information through the comprehensive consideration of its spatial, temporal, and semantic dimensions have rarely been performed. Thus, this paper proposes a novel modeling and visualization framework for location-referenced web textual information. The framework applies an information model to structurally extract and resolve spatial content along with the temporal and semantic elements from the location-referenced information items. Based on the constructed information model, the information items are hierarchically clustered and visualized by combining map mashups with cartographic processes and methods. This framework enables users to interactively index and browses individual information items. Furthermore, the association relationships involved in the information set are explored in our work. With knowledge graphs that are automatically generated based on the information model, a high-level understanding of the information set can be obtained by users.
I. INTRODUCTION
The mainstream digital resources used in various web applications and social media, such as the text, images and video, may implicitly contain abundant geographic location content [1] - [3] , and textual resources are the most popular of these digital resources. Studies show that more than 57% of data reference locations or have geographic descriptions [1] ; thus, geographic content is essential for the formation of a comprehensive spatial understanding of web content. However, most traditional web interfaces do not consider these implicit locations and instead list the digital items sequentially on a conventional linear interface; thus, spatial information is neglected. Because the map is the carrier of geographic content, if the location information is presented along with its
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corresponding geographic reference on a map interface, more intuitive spatial knowledge can be obtained.
Creating knowledge by combining information and services from different sources is known as a mashup. Mashups first appeared in 2004 as a result of the application of social media and Web 2.0 technology [4] - [7] , and map mashups quickly became the most popular form of mashup [8] - [10] . Map mashups combine (or ''mash up'') multiple sources of data that are displayed in some geographic form [11] . With the emergence of Web Mapping 2.0, geo-browsing activities increased quickly [12] , leading to the rapid development of map mashups. In these map mashups applications, web maps generally ''function as an interface or index to additional information'' [13] , [14] . On this basis, the up-todate, dynamic, and interactive presentation and dissemination of various geospatial information can be implemented effectively.
Many related studies have been performed to achieve mapbased information visualization or map mashups, and some of the studies are devoted to locating and tagging the geographic coordinates of the web content to extract the implicit locations [15] , as geographic locations are usually implicitly contained in location-referenced information. These studies are known as geotagging, geo-referencing or geocoding in the field of geographic information system [16] - [18] , most of which consider textual data. Amitay et al. [19] proposed a system named Web-a-Where to identify the geographic focus of a document using a hierarchical gazetteer and a simple scoring algorithm. Blessing et al. [20] used named entity recognition (NER) and a knowledgebase gazetteer to recognize and locate the geographic names for German content. Kordopatis-Zilos et al. [21] , [22] refined language models for geotagging social media content based on text. Various geotagging tasks for different types of digital resources have been conducted in an international benchmarking initiative named MediaEval [23] .
Based on these geotagging methods, map mashup applications that use geographic locations as the medium to present and index information have been explored by researchers. Ahern et al. [24] built an application system called World Explorer that analyzes the location-referenced textual tags associated with Flickr images and aggregated and presented these images with the map interface. Carmo et al. [25] completed MoViSys, a map visualization system for georeferenced data, organized by categories with intuitive and adaptive icons for mobile devices. Teitler et al. [26] and Sankaranarayanan et al. [27] proposed automated systems to associate news articles or Twitter messages with geographic locations and displayed location-referenced information based on the map interface. Gao et al. [28] proposed the NewsViews system, which leverages text mining to identify key concepts and locations discussed in articles and to automatically create visually thematic maps based on an extensive repository of databases. Troudi et al. [29] detected events from social media by using descriptive dimensions as the topic, time, and location and developed a mashup-based framework to present detailed event information.
The use of geotagging technologies and map mashup applications offers a new perspective for browsing and perceiving location-referenced information. However, the existing studies are insufficient in terms of several factors. First, the existing studies mainly focus on the acquisition and presentation of location content, and the comprehensive resolution and modeling of the information that the temporal and semantic content should be considered has not been sufficiently explored. Second, regarding the visualization strategies of these studies, cartographic processing of map mashups is lacking, and the related cartographic principles and solutions have not been utilized. Because of the richness of location-referenced information, the quality of the visual representation and man-machine interaction of the map mashups cannot be guaranteed. In addition, because the multidimensional content of the information has not been explored, visualization is limited to roughly present the location of information; thus, the further level knowledge of the information set has not been thoroughly extracted or displayed.
This paper proposes a novel modeling and visualization framework for location-referenced web textual information. In this framework, a location-referenced information model is established to comprehensively resolve and extract basic spatial, temporal, and semantic elements such as the location, time, and participant (person, organization) from the information items. The information processed in the study mainly exists as text because, for other types of information, to enable automatic interpretation using a computer, the information content is generally processed and extracted to the form of text. Based on the constructed information model, hierarchical clustering of the information is applied, and a visualization strategy that combines map mashups with cartographic processes so that users can interactively index and browse the clustered information is developed. In addition, the association relationships between the entities (locations, persons, etc.) in the information are explored according to their co-occurrences in the information model to automatically generate the corresponding knowledge graphs, which enable the users to obtain entity-level knowledge from the information set.
This paper is organized as follows. Section II describes modeling, information processing, and the visualization framework in detail, while Section III provides the experiments and the evaluation of the result. Finally, Section IV discusses the results, and a summary of the conclusions is presented.
II. METHODOLOGY
To address the limitations mentioned previously, we propose an information processing and map mashup framework to meet the needs of the users by providing a convenient way to interactively browse and index location-referenced web textual information and obtain knowledge graphs of the information set on a map interface. The detailed architecture is presented in Figure 1 .
Through this framework, we crawl and model the locationreferenced information from web sources. By resolving the web textual content, the basic elements of the information, including the time, location, activity, and participant, are analyzed and extracted using natural language processing (NLP) and geotagging techniques; the location-referenced information model is constructed accordingly. Then, the information items are hierarchically clustered, and the relationships between the entities in the information are explored according to the information model. Finally, based on the map mashup strategy, the integrated information items are effectively presented on a map interface using different labeling modes. Meanwhile, the knowledge graphs of the relationships between the entities involved in the information set can also be obtained. 
A. LOCATION-REFERENCED INFORMATION RESOLUTION 1) LOCATION-REFERENCED INFORMATION MODEL
With the swift development of the internet, diverse, massive, and heterogeneous information has been generated and transmitted in different forms, such as news, articles, tweets, and blogs. To identify and describe the information precisely, basic multidimensional elements, including spatial, temporal, and semantic content, are necessary. Because information is usually presented in an unstructured form, the basic elements of the information should be analyzed, extracted, and modeled prior to utilization. In this paper, various types of web data are abstracted into an information model, i.e., {Location, Time, Participant, Activity, Description}, which is denoted with the tuple:
where Q is the quintet for the information item; L and T stand for the specific location and time related to the information, respectively; P represents the agent (organization, person, etc.) associated with the information; A is the action or activity illustrated in the information; and D is the overall description of the information, which uses semantic primitives [30] to define and identify the specific information item. In this research, the lexical patterns of nominal and verb phrases are considered semantic primitives. The information model is illustrated in Figure 2 .
2) INFORMATION SEMANTIC INTERPRETATION
Based on the abovementioned model, the information could be further extracted and modeled. The information on the internet takes different forms, such as text, video, audio, and graphics, among which, text occupies the largest proportion. For other types of information, to enable automatic recognition and processing using a computer, the information is generally mined and extracted to the form of text. Therefore, this article focuses on the interpretation of web textual information; other types of information can be processed in a similar way by applying information preprocessing based on semantic data mining techniques. To extract information from free text, NLP is most effective [31] , [32] . In this research, the Stanford CoreNLP toolkit [33] is used for text processing such as sentence splitting, NER, lexical analysis, and part of speech (POS) tagging to preprocess the information to obtain the basic semantics for the information model. The main steps of textual information preprocessing are as follows, and an example is illustrated in Table 1 .
(1) The textual information is inputted and segmented into single sentences; (2) For each sentence, NER, lemmatization, and POS tagging (see Table 2 ) are performed; (3) To discard the unremarkable terms in the sentences, the well-known Term Frequency-Inverse Document Frequency (TF-IDF) [34] score for each term is 
(4) Based on the results, NER, POS, and lemma tags for the selected terms, multidimensional textual descriptions such as the location name, time, organization, and person for the information model can be generated. The location name geotagging is performed in a subsequent process stage.
3) INFORMATION GEOTAGGING
The abovementioned process extracts most of the content required by the information model, but the geographic location tuple in Equation 1 needs to be confirmed. The geotagging process described earlier unifies the textual location name and the specific geography to allow for the spatial exploration of the information. This paper uses the GeoNames gazetteer database [35] and an existing geotagging method [19] , which mainly includes three stages: geographic location assignment, geographic location disambiguation, and geographic focus determination, to complete the information geotagging. And the specific processes of geotagging are as follows:
(1) Geographic location assignment: In this stage, geographic locations are assigned for each of the location names extracted from the information based on the gazetteer. (2) Geographic location disambiguation: Some location names may have multiple geographic locations associated with them, which causes location ambiguity. Thus, location disambiguation is applied by selecting the most likely set of assignments for each location reference based on hierarchical relations and the confidence scoring algorithm [19] . (3) Geographic focus determination: For each information item, based on the occurrence counts and the corresponding confidence scores of the locations, several locations that are mostly associated with the information are extracted to represent the geographic focus of the page. After these steps, the information item can be tagged as one or several of the most related and unambiguous geographic locations. Each tagged location is recorded in a hierarchical structure as the country, state (or province), county, city, etc., corresponding to the GeoNames gazetteer; for the example, in Table 1 , the location ''Paris'' is resolved as ''Paris/France''. Then, the modeling process of the locationreferenced information is accomplished, and further operations can be carried out on this basis.
4) LOCATION-REFERENCED INFORMATION CLUSTERING
Due to the amount and diversity of web information, web information is difficult for people to browse and understand. Therefore, the information items must be aggregated and clustered based on spatial, temporal, and semantic dimensions to realize the comprehensive expression of information according to topic and content. Since web information is constantly being generated in real time; thus, traditional clustering methods for massive incremental information are infeasible because, for every new information item inputted, all information items need to be clustered again, which would lead to unacceptable time and computing costs. Hence, a modified leader-follower clustering [36] strategy is applied in this study to incrementally aggregate the information items into clusters according to their extracted location, time, and semantic elements. The specific clustering process is applied based on the active clusters (with location, time, and semantic centroid). For each new information item, the similarity between the information and the active clusters is measured. Then, the cluster is determined according to the similarity score. The detailed location, time, and semantic similarity measurement are described as follows.
During the clustering process, location is an important factor that must be considered, and information items related to the same location need to be integrated. In our study, Formula 3 is used to measure the location similarity between the information item and the active clusters:
1 If i and c have the same location 0 else.
where k stands for the hierarchical level (country, state, county, etc.) of the location. Based on this parameter, information clustering is conducted hierarchically by location level. c refers to the specific active cluster and i refers to the information to be clustered. If i and c have the same location, then the similarity score is set to 1; otherwise, the value is set to 0, which enables the information set to be clustered based on the location factor. To account for temporal similarity, the Gaussian attenuation function is applied to measure the time difference between the new information item and the active cluster time centroid. The time similarity measurement formula is as follows:
where c and i refer to the specific active cluster and the information to be clustered, respectively; t i and t c are the time element of information i and cluster c, respectively; and σ is the parameter to handle the attenuate rate, which is set to 3 in the formula. Based on this formula, temporal similarity is quantified, and the result values range from 0 to 1, depending on the time difference between the information item and the cluster. The semantic similarity between the crawled information and the cluster is also measured based on the Description tuple from the information model because the Description tuple is the overall semantic expression, which involves the participant, activity, and other content. Thus, the cosine similarity function, which calculates the term feature vector similarity between the information and the cluster, is applied:
where the c is the specific active cluster, i is the information to be clustered, and V c and V i are the term feature vectors for information i and cluster c, respectively, which are generated based on the terms from the Description tuple and their corresponding TF-IDF scores. Based on this formula, the semantic similarity between the information item and the cluster is calculated, and the result values range from 0 to 1. With the abovementioned location, time, and semantic similarity measurement, the comprehensive similarity between an information item and a cluster is calculated using Formula 6, and the result values range from 0 to 1. In this formula, c and i are the cluster and the information item, respectively, and k is the location hierarchical level. Based on this formula, the incremental real-time clustering process is performed for each new information item. Specifically, the similarity scores between the new information item and the existing clusters are calculated. Then, the item is added to the most similar cluster if the score is larger than the threshold value (since the value ranges of the time and semantic similarity score are both from 0 to 1, the comprehensive threshold is set as 0.5 × 0.5 = 0.25 in this work), and the cluster is updated accordingly; otherwise, a new cluster is created using the information item. In this way, clustering is incrementally performed for each new information item collected in real time.
B. MAP MASHUP VISUALIZATION
Based on the abovementioned work, location-referenced information was processed, modeled, and hierarchically clustered. Then the visualization of these structured information items in the map mashup interface is handled in this stage. There are two main concerns in our visualization implementation. First, a concise and intuitive map presentation for the information items should be developed because the fundamental function of a map mashup is for the users to index and browse the location-referenced information on the map interface. Second, the relationships between the entities (locations, persons, etc.) involved in the information set are visualized using knowledge graphs, according to their co-occurrences in the information model.
1) VISUALIZATION OF INFORMATION ITEMS
The essential function of the map mashup is to index or present location-referenced information on a map interface. However, information visualization via map mashups is usually visually chaotic [37] , [38] due to the great amount of information items and the lack of cartographic processing. If the presented VOLUME 7, 2019 information is too chaotic, the visualization would be worthless. The problem of display massive amounts of information on the map has been handled in cartography for decades, and various labeling methods have provided the most effective for interactive information visualization [39] , [40] . Nevertheless, relevant methods have rarely been used to map mashup in previous studies. Thus, we apply two types of labeling modes (i.e., the traditional labeling mode and the boundary labeling mode) [39] , [41] in the interactive and real-time map mashup framework to achieve an intuitive and effective visualization of information items The traditional labeling mode, which has been most widely studied in previous cartographic studies, is often used to place labels on a map. This mode mainly considers the explicit correspondence between the placed items and their corresponding locations on a map; thus, each item is maintained close to its location while avoiding item overlap. A modified traditional labeling method [42] is applied here, and the visualization schematic diagram is shown in Figure 3(a) . The boundary labeling mode places the items outside the map area, with the leader lines showing the corresponding relationship between items and locations. In our study, boundary labeling is applied to combine the heuristic search strategy with a boundary labeling method [41] , [43] . The boundary labeling mode takes advantage of free space to present information; a schematic diagram is shown in Figure 3(b) . These two labeling modes have their own advantages, and they offer users flexible options to conveniently index and browse the location-referenced information items under the map mashups framework.
2) INFORMATION KNOWLEDGE GRAPHS
In addition to map presentations of information items, people are also interested in the association knowledge of the information, which enables them to form a high-level understanding of the information set. With the information model, various entities are extracted and recorded for information items such as locations, organizations, and persons, based on which corresponding knowledge graphs [44] , [45] can be automatically constructed. According to whether the entities involved are spatial elements (locations, countries, cities, etc.) or nonspatial elements (organizations, persons, etc.), the generated knowledge graphs can be divided into two categories: spatial knowledge graphs and nonspatial knowledge graphs. Knowledge graphs are constructed based on the co-occurrences of entities in the information set; the detailed process is shown in Figure 4 . For convenience of illustration, we take ''Person'' entities as an example to describe this process, and the information items in the figure are assumed to be a subset that is filtered based on a user's request. For each information item (I1, I2, I3, etc.) in this subset, some ''Person'' from the Participant tuple in the information model (E1, E2, E3, etc.) may be referenced synchronously, which are referred to as co-occurrences between ''Person'' entities. By integrating the co-occurrences of each information item, the overall co-occurrence matrix for the information subset can be generated; accordingly, the co-occurrence knowledge graph between the ''Person'' entities can be automatically constructed.
With the proposed knowledge graphs, users can determine the relationships that exist for a specific information subset of interest, which can focus on a particular period of time or specific locations, organizations, or persons. 
III. EXPERIMENTAL VISUALIZATION
With the proposed information processing, modeling, and map mashup framework, the automated information retrieval and display application is implemented. The application is implemented in Java with JSP pages, as well as Stanford CoreNLP, Openlayers, and ECharts APIs. Through this system, we attempt to obtain location-referenced web textual data and to extract multidimensional tuples from the data to form an information model. Then, based on this model, individual information items have been visualized and corresponding knowledge graphs have been created. Practical visualization experiments are conducted in this section.
A. EXPERIMENTAL DATA COLLECTION
To demonstrate the proposed framework and corresponding application, a location-referenced data source is needed. Because online news is a typical web sources that contains massive amounts of geographic locations and complex content, it is an appropriate experimental data source for location-referenced information modeling and map mashup visualization experiments. Therefore, in this step, we use web crawlers and a data acquisition interface to obtain articles from news media sites, including China Daily and Yahoo News, as the experimental data in our application.
Data collection is carried out not only for past news but also for news items posted in real time. In our experiment, the data are collected from January 2017 until October 31, 2018; more than twenty thousand valid news articles collected. With the proposed information processing method, the news articles are handled and extracted to the proposed information model. Then, hierarchical clustering is performed based on the model. The partial clustering result is shown in Table 3 , from which statistics for country-level location-referenced information is presented for several representative countries, including the USA, China, the UK, etc. These countries have the largest number of information items; thus, the article count, cluster count, and the top three clusters are illustrated in the table. The USA occupies the largest proportion in the result, with 3919 articles distributed into 483 clusters, followed by China, the UK, Russia, and France.
The co-occurrences and correlations between the countries for our collected data are further explored, and a chord diagram for the top ten countries with the most location-referenced articles is presented in Figure 5 . From this figure, we can see that there are a number of articles that cover more than one geographic location, and the co-occurrences of countries in these articles reflect the degree of interaction between them, i.e., articles related to the United States and China often relate to other countries Based on these collected data, a large amount of locationreferenced information is covered in our experiment, and the interactive visualization for the real-time obtained data can be achieved accordingly. 
B. INFORMATION ITEM VISUALIZATION
The main aim of the designed visualization framework is to use the map interface as the spatial reference to index and browse location-referenced information items. The interface mainly employs a network map and corresponding visual containers to present the information items. Users can pan and zoom through the map interface to interactively browse and retrieve specific information items that have been hierarchically clustered and integrated according to their location, time, and semantic dimensions. Based on the hierarchically structured information set, users can focus on location levels of interest, such as country, state, county, etc. Some visualizations for country-level locations are presented in Figure 6 , and the results for the two types of visualization modes, traditional labeling and boundary labeling, are shown in Figure 6 (a) and Figure 6(b) , respectively. For a specific location on the map, a visual panel is created to provide an integrated display for the corresponding information items, which are distributed in clusters, as shown in Figure 6 (c). Users can swipe up and down the panel to dynamically load and browse information items for this location in an interactive way.
For the traditional labeling mode, the information panels are placed close to the locations; in this way, the corresponding relationship between the location and the information can be clearly presented. However, the information panels occupy map space and may influence the expression of the base map. For boundary labeling mode, because the information panels are placed outside the map space, there is little influence on the base map; however, the correlation between location and information in this mode is not as intuitive as that in the former mode. The two modes have their own advantages, and both have the ability to instantly refresh the map interface according to pan and zoom operations. Thus, by applying these two labeling modes in the proposed map mashup framework, a more flexible and intuitive way to index and browse location-referenced information items is provided.
C. KNOWLEDGE GRAPH VISUALIZATION
In addition to indexing and browsing individual information items on a map interface, users are interested in the association relationship knowledge contained in the information set. With the proposed framework, the basic elements for each information item are extracted and modeled, which provides the basis to further interpret the relationships between the location, person, organization, etc., entities in the information set. With the method proposed in Section II, spatial and nonspatial knowledge graphs can be generated for various entities in which users are interested.
Knowledge graph visualization examples are shown in Figures 7 and 8 for location and person entities, respectively. The spatial knowledge graph in Figure 7 considers the ''trade'' Activity between various locations around the world. The graph is constructed based on the subset retrieved from the information set with the search criteria as follows: the Time tuple is from 2017/1/1 to 2018/10/31, and the Activitytuple is ''trade''. Thus, the network is constructed with the locations as the nodes (with different symbol sizes to reflect the occurrence frequencies) and the co-occurrences between locations as the edges (with different colors and widths to reflect the connection intensity between entities according to their co-occurrence frequencies), as shown in Figure 7 (a). The ''trade'' condition for some locations can be interactively viewed by hovering the mouse cursor over the location, and the ''trade'' condition views for New York, Beijing, London, and Tokyo are presented in Figure 7 (b)-(e), respectively.
The nonspatial knowledge graph example is presented in Figure 8 . The information subset for this result is retrieved with the following search criteria: the Time tuple is from 2018/5/1 to 2018/10/31 and the Participant tuple is ''Cristiano Ronaldo''. The co-occurrence relationships between soccer player Cristiano Ronaldo and other related persons, such as Lionel Messi, Florentino, and Putin, are illustrated in the figure. From this type of knowledge graph, users can intuitively determine implicit relationships for specific persons, organizations, etc., using the visualization result. Thus, the visualization examples show that the knowledge graphs in our framework provide an intuitive and effective perspective to help users gain insight into the entity-level knowledge in the information set.
IV. CONCLUSIONS
In this research, we propose a novel information processing, modeling, and map mashup visualization framework for location-referenced web resources. The framework attempts to resolve and model real-time collected web textual information from spatial, temporal, and semantic dimensions in real time using NLP, geotagging, and hierarchical clustering methods. Based on the quintet information model, the extracted spatial, temporal, and semantic elements provide deep-level content that can intuitively and comprehensively facilitate the understanding of the information. Then, the visualization application is implemented to combine map mashups with cartographic methods to automatically generate knowledge graphs, which allows users to interactively index and browse the individual information items and to further view the overall distribution and correlations of various entities in the information set.
The proposed framework is an effective and feasible architecture for general location-referenced information. Customized extensions can be developed for specific domains to obtain more targeted and particular information models along with the corresponding visualization patterns. In addition, while the framework is currently limited to textual information, the semantic resolution of other forms of media, such as video, audio, graphs, and images, could be explored to extend the ability of the system to parse various types of information. These considerations present several directions for future work. 
