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ABSTRACT
We introduce a new method for speeding up the inference of deep neural networks. It is somewhat
inspired by the reduced-order modeling techniques for dynamical systems. The cornerstone of
the proposed method is the maximum volume algorithm. We demonstrate efficiency on neural
networks pre-trained on different datasets. We show that in many practical cases it is possible to
replace convolutional layers with much smaller fully-connected layers with a relatively small drop in
accuracy.
1 Introduction
Recent studies [1, 2] have shown the connection between deep neural networks and systems of ordinary differential
equations (ODE). In these works, the output of the layer during the forward pass was treated as the state of a dynamical
system at a given time. One of the effective methods for accelerating computations in dynamical systems is the
construction of reduced models [3]. The classical approach for building such models is the Discrete Empirical
Interpolation Method (DEIM; see [4]). The idea of DEIM is based on a low-dimensional approximation of the state
vector, combined with efficient recalculation of the coefficients in this low-dimensional space through the selection of
the submatrix of sufficiently large volume.
In this work, we use the above connection to build a reduced model of deep neural network for a given pre-trained
(convolutional) network. We call this model Reduced-Order Network (RON). The reduced model is a fully-connected
network but with a smaller number of hidden neurons in each layer, than in the original neural network. Thus, the
inference of RON can be faster.
Following the reduced-order modeling approach, we assume that the outputs of some layers lie in low-dimensional
subspaces. We will refer to this assumption as the low-rank assumption. Let x be the object from the dataset, and
zk = zk(x) be the vectorized output of the k-th layer. We assume that there exists a matrix V k ∈RDk×Rk (Dk Rk) such
that
zk ∼=V kck, (1)
where ck = ck(x) are embeddings. The matrix V k is the same for all x.
This simple linear representation itself can not help to reduce the complexity of neural networks, because all linear
operations in a neural network are followed by non-linear element-wise functions. However, we propose how to
approximate the next embedding based using the previous one.
As a result, under the low-rank assumption most convolutional neural networks2 can be approximated by fully-connected
networks with smaller number of processing units. In other words, instead of dealing with huge feature maps, we project
the input of the entire network into a low-dimensional space and then operate with low-dimensional representations; on
∗Contributed equally.
2We mean convolutional neural networks consisting of convolutions, non-decreasing activation functions, batch normalizations,
maximum poolings, and residual connections.
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the last step, we restore the output of the model using a linear transformation. As a result, the complexity of neural
network can be significantly decreased.
Even if the low-rank assumption holds only very approximately, we still can use it to initialize a new network and then
perform several iterations of fine-tuning.
Our main contributions are:
• We propose a new low-rank training-free method for speeding up the inference of deep neural networks and
show how to efficiently use the rectangular maximum volume algorithm to reduce the dimensionality of layers
and estimate the approximation error.
• We validate and evaluate performance the proposed approach in a series of computational experiments with
VGG models pre-trained on CIFAR-10/100 and SVHN.
• We show that our method works well on top of pruning techniques and allows to speed up the models, that
have been already accelerated.
2 Background
In this section, we give a brief description of the rectangular volume algorithm (Subsection 2.1) and explain how to
compute low-dimensional subspaces of embeddings (Subsection 2.2). This information is required to clearly understand
what follows.
2.1 Maximum Volume Algorithm and Sketching
The rectangular maximum volume algorithm is a greedy algorithm that searches for a maximum volume submatrix of a
given matrix. The volume of a matrix A is defined as
vol(A) = det(A>A). (2)
This algorithm has several practical applications [5, 6]. In this paper, we use it to reduce the dimensionality of
overdetermined systems as follows.
Assume, A ∈ RD×R is a tall-and-thin matrix (D R); and we have to solve a linear system
Ax = b (3)
with a fixed matrix A for an arbitrary right-hand side b ∈ RD. The solution is typically given by
x = A†b, (4)
where A† = (A>A)−1A> is the Moore-Penrose pseudoinversion of A. The issue is that a matrix-by-vector product with
R×D matrix A† costs too much. Moreover, for ill-conditioned matrix the solution is not very stable.
Instead of using all D equations, we can select the most “representative” of them. For this purpose we apply the
rectangular maximum volume algorithm3 to the matrix A. It returns a set P row indices (R≤ PD) which corresponds
to equations used for further calculations. In this work, we choose P on the segment [R,2R].
A submatrix consisting of P given rows can be viewed as SA, where S ∈ {0,1}P×D. We call S a sketching matrix. For
convenience in notations, we assume that the rectangular maximum volume algorithm outputs a sketching matrix. Thus,
the system (3) can be solved as follows
x = (SA)† (Sb) . (5)
Selecting rows of b is a cheap operation, so the complexity of computing Sb is O(P). If (SA)† is precomputed, for any
right-hand side we only have to carry out matrix-by-vector multiplication with a matrix of size R×P.
2.2 Computation of Low-Dimensional Embeddings
Let Z ∈RN×D be the output matrix of a given layer; each row of it corresponds to a training sample propagated through
the part of the network ending with this layer.
The truncated rank-R SVD of Z> ∈ RD×N is given by
Z> ∼= V︸︷︷︸
D×R
ΣU>︸ ︷︷ ︸
R×N
. (6)
3https://bitbucket.org/muxas/maxvolpy
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Here the matrix V corresponds to the linear transformation which maps to the low-dimensional embedding subspace. To
compute the matrix V we use the Frequent Directions algorithm [7]. For our applications, it is faster than randomized
SVD.
3 Method
Our goal is to build an approximation of a given deep neural network (teacher) by another network (student) with much
faster inference.
Most conceptual details of our approach are explained on a toy example of a multilayer perceptron (Subsection 3.1).
Later on, we describe how to apply the proposed ideas to feed-forward convolutional neural networks (Subsection 3.2)
and residual networks (Subsection 3.3).
3.1 A Toy Example: MLP
In this subsection, we consider a simple fully-connected feed-forward neural network, or multilayer perceptron (MLP).
Hereinafter let ψk (k = 1, . . . ,K) be non-decreasing element-wise activation functions, e.g., ReLU, ELU or Leaky ReLU.
Note that our method allows us to accelerate only some part of the initial network, but for simplicity, we assume that
the whole teacher network is used. Besides, without loss of generality, we suppose that all biases are equal to zero.
Let z0 be an input sample. Being passed through K layers of the teacher network, it undergoes the following
transformations
z1 = ψ1(W 1z0), z2 = ψ2(W 2z1), . . . , zK =W KzK−1, (7)
where W k ∈ RDk×Dk−1 is a weight matrix of the k-th layer.
Let c1, . . . ,cK be the embeddings of z1, . . . ,zK . We have already known how to compute the linear transformation
V k ∈RDk×RK , which maps zk to ck. Here the dimensionality of the k-th embedding RK is much smaller than the number
of features Dk.
The low-rank assumption for the first layer gives
z1 ∼= V 1c1 ∼= ψ1(W 1z0) (8)
The boxed expression is a tall-and-skinny linear system with the matrix V 1 ∈ RD1×R1 , the right-hand side vector
ψ1(W 1z0) and the vector of unknowns c1. If S1 ∈ RP1×D1 is a sketching matrix (Section 2.1) for the matrix V 1, we can
compute the embedding as follows
c1 ∼= (S1V 1)† S1ψ1 (W 1z0) = (S1V 1)†︸ ︷︷ ︸
R1×P1
ψ1(S1W 1︸ ︷︷ ︸
P1×D1
z0). (9)
Here we switch point-wise linearity ψ and sampling, because they commute pairwise.
The same technique can be applied for computing the second embedding c2 using c1. We write the low-rank assumption
z2 ∼= ψ2 (W 2z1)∼= ψ2 (W 2V 1c1)∼=V 2c2, (10)
get the linear system
V 2c2 ∼= ψ2 (W 2V 1c1) (11)
and apply the rectangular maximum volume algorithm. If S2 ∈ RP2×D2 is a sketching matrix, c2 can be estimated as
c2 ∼= (S2V 2)†︸ ︷︷ ︸
R2×P2
ψ2(S2W 2V 1︸ ︷︷ ︸
P2×R1
c1). (12)
The process can be continued for other layers. The output of the student network is computed as V KcK :
c1 ∼= (S1V 1)†︸ ︷︷ ︸
R1×P1
ψ1(S1W 1︸ ︷︷ ︸
P1×D1
z0)
. . .
ck ∼= (SkV k)†︸ ︷︷ ︸
RK×Pk
ψ2(SkW kV k−1︸ ︷︷ ︸
Pk×Rk−1
ck−1), k = 1, . . . ,K
zK ∼=V KcK
(13)
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Suppose sk is the output of ψk. We can rewrite (13) in a better way
s1 ∼= ψ1(S1W 1︸ ︷︷ ︸
P1×D1
z0),
s2 ∼= ψ2(S2W 2V 1 (S1V 1)†︸ ︷︷ ︸
P2×P1
s1),
. . .
sK ∼= ψK(SKW KV K−1 (SK−1V K−1)†︸ ︷︷ ︸
PK×PK−1
sK−1),
zK ∼=V K (SKV K)†︸ ︷︷ ︸
Dk×RK
sK .
(14)
As a result, instead of K-layer network with Dk×Dk+1 layers (7) we obtain a more compact K+1-layer network (14).
The proposed approach is summarized in Algoritm 1.
Algorithm 1: Initialization of the student network
Input: teacher’s weights {W 1,W 2, . . . ,W K} and element-wise activation functions {ψ1,ψ2, . . . ,ψK}; subset of the
training set Z — a number of samples × number of input features matrix; {R1,R2, . . . ,RK}— sizes of the
embeddings;
Output: student’s weights {W˜ 0,W˜ 1,W˜ 2, . . . ,W˜ K};
. For simplicity, we use all {V k}Kk=1, but in fact we have to keep only two of them to compute a single weight of
student.
for k← 1 to K do
Z ← Z propagated through the k-th layer
U ,Σ,V k← truncated_svd(Z>,RK)
. In practice, we don’t store the whole Z , but use streaming randomized SVD algorithms.
Sk← rect_max_vol(V k)
end
W˜ 0← S1W 1
for k← 1 to K−1 do
W˜ k← SkW kV k−1 (Sk−1V k−1)†
end
W˜ K ←V K (SKV K)†
return {W˜ 0,W˜ 1,W˜ 2, . . . ,W˜ K}
3.2 Convolutional Neural Networks
Convolution is a linear transformation. We treat it as a matrix-by-vector product, and we convert convolutions to
fully-connected layers. Two crucial remarks for this approach should be discussed.
First, we vectorize all outputs. Do we lose the geometrical structure of the feature map? Only partially, because it is
integrated into the initial weight matrices.
Second, the size of a single convolutional matrix is larger than the size of its kernel. However, these sizes can be
compatible after compression if the number of channels is big enough. So, as a result, a student model can be not only
faster but even smaller than the teacher.
Batch normalization can be merged with the dense layer for inference. Thus, in the student model, we get rid of batch
normalization layers but preserve the normalization property.
Maximum pooling is a local operation, which typically maps 2×2 region into a single value — the maximum value
in the given region. We manage this layer by taking 4 times more indices and by applying maximum pooling after
sampling.
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3.3 Residual Networks
The standard feed-forward CNNs are not the current state-of-the-art architectures, and the most popular models
now [8, 9, 10] are not sequential. Such models have several parallel branches, the outputs of which are summed up and
propagated through the activation function.
We approximate the output of each branch and the result as follows
V c ∼= ψ (V 1c1+ . . .+V kck) . (15)
The above expression is an overdetermined linear system. If S is a sampling matrix for matrix V , the embedding c is
computed as
c ∼= (SV )†ψ (SV 1c1+ . . .+SV kck) . (16)
The rest steps of residual network acceleration are the same as for the standard multilayer perceptron (Section 3.1).
3.3.1 Approximation error
Suppose εk =V kck− zk is an error of the low-rank approximation, thus
SkV kck = (SkV k)
† Skzk +(SkV k)
† Skεk. (17)
and error of our algorithm equals to ek = ‖(SkV k)† Skεk‖2. Since ‖V>k ‖2 = ‖Sk‖2 = 1,
‖(SkV k)† Sk‖2 = ‖V>k V k (SkV k)† Sk‖2
≤ ‖V k (SkV k)† ‖2.
(18)
Due to the Lemma 4.3 and Remark 4.4 from the rectangular maximum volume paper [6]4
‖V k (SkV k)† ‖2 ≤
√
1+
(Dk−PK)rk
PK +1−RK . (19)
Hence,
ek ≤
√
1+
(Dk−PK)RK
PK +1−RK ‖εk‖2. (20)
For example, if PK = 1.5RK , approximation error ek is O(
√
Dk||εk||2) for RK = o(Dk).
4In this paper, the given matrix is defined by C.
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4 Experiments
We conduct experiments with VGG-like models pretrained on CIFAR-10/100 and SVHN.
4.1 Singular values
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Figure 1: We plot singular values of all layers for CIFAR10. Each singular value is divided by the largest one for this
layer. One can see that most singular values are relatively small.
Our method relies on the assumption, which states that the outputs of some layers can be mapped to a low-dimensional
space. We perform this mapping using the maximum volume based approximation of the basis obtained through SVD.
Figure 1 supports the feasibility of our assumption. Each subfigure corresponds to a specific architecture and depicts the
singular values of blocks output matrices. It can be seen that the singular values decrease very fast for some (deeper)
blocks, which means that their outputs can be approximated by low-dimensional embeddings.
We use two strategies for rank selection: a non-parametric Variational Bayesian Matrix Factorization (VBMF, [11]) and
a simple constant factor rank reduction.
Singular values are computed for matrices containing the whole training data. We use the frequent directions algo-
rithm [7] and do not have to store the entire matrix in memory.
4.2 Comparisons with other approaches
The advantage of our method is that it can be applied on top of pruning algorithms. To illustrate this property, we have
taken the pruned VGG by Zhuang et al. [12] and accelerated it with RON. We achieved 1.68× speedup of the pruned
model without accuracy drop, which is equal to 3.36× acceleration of the initial model.
We have aggregated our results with the information from the paper by Zhuang et al. [12] and present it in Table 1. The
rest models are ThiNet [13], Channel pruning (CP) [14], Slimming [15] and width-multiplier method [16].
Metric ThiNet
[13]
CP
[14]
Sliming
[15]
WM
[16][12]
DCP-
Random
DCP
[12]
DCP-
Adapt
Ours
#FLOPs ↓ 2.00× 2.00× 2.04× 2.00× 2.00× 2.00× 2.86× 3.36×
Acc. drop, % +0.14 +0.32 +0.19 +0.38 +0.14 -0.17 -0.58 -0.13
Table 1: Comparisons of acceleration methods for VGG-19 pretrained on CIFAR-10 (Baseline 6.01%). Our model
1.3× faster than state of the art pruning method while preserving the accuracy higher than baseline.
4.3 Investigation method properties
The developed method was applied to variance classification tasks: CIFAR-10, CIFAR-100, and SVHN datasets were
used. We investigate how the selection of the compression rank impacts on performance. The results of several setups
are in Table 2.
6
Reduced-Order Modeling of Deep Neural Networks A PREPRINT
CIFAR-10
Rank method
and #compr.
blocks
Acc@1
before
FT
Acc@1
after FT
#FLOPs
↓
Teacher 91.47 — 1.00×
VBMF, 8 over
baseline
93.46 — 1.679
VBMF, 9 over
baseline
90.58 — 1.885
VBMF, 8 over
DCP
93.9 94.12 3.36
VBMF, 9 over
DCP
91.82 92.43 3.77
VBMF, 10
over DCP
88.88 90.94 4.46
CIFAR-100
Arch Acc@1
before
FT
Acc@5
before
FT
Acc@1
after FT
Acc@5
after FT
Speed
up CPU
#FLOPs
↓
Teacher 71.95 89.41 — — 1.00× 1.00×
10×, 8 70.81 88.51 72.09 90.12 1.95× 1.66×
20×, 8 63.94 85.12 71.89 89.95 2.15× 1.71×
10×, 10 60.68 82.36 70.87 90.46 1.72× 1.84×
20×, 10 44.07 68.29 69.69 89.78 2.19× 2.19×
10×, 12 42.77 67.34 66.84 88.16 2.22× 2.58×
SVHN
Teacher 96.03 — — — 1.00× 1.00×
10×, 3 92.46 — 95.41 — 1.62× 1.30×
20×, 3 89.04 — 95.33 — 1.71× 1.53×
20×, 5 83.58 — 92.13 — 1.67× 1.65×
Table 2: Speed-Accuracy trade-off for VGG-like compressed models on different datasets. Architechtures coded as
{ranks compression rate, the number of blocks compressed}. For example, architecture 10×,8 corresponds to the case,
when the ranks of the last eight blocks of the teacher network were compressed by ten times. For CIFAR-10 dataset
ranks were chosen with VBMF, and in three models DCP-pruned VGG-19 was used as a teacher model.
In residual networks, we accelerated blocks separately. Each block could be accelerated separately without accuracy
drop. However, we didn’t receive a reasonable acceleration.
5 Related work
Recently, a series of approaches have been proposed to speed up inference in CNNs [17]. Quantization and binariza-
tion [18, 19] are effective in reducing the network complexity, but the accuracy of binarization schemes is significantly
lowered when dealing with large CNNs. Parameter pruning and sharing approach are based on exploring the redundancy
in the model parameters a removing the noncritical ones. Pruning of redundant weights in pre-trained CNN using
different sparsity constraints is quite popular in recent years [20]. However, it requires the fine-tuning of the parameters
and could be hard for some applications.
Low-rank factorization that implies the usage of matrix/tensor decomposition to estimate the informative parameters of
deep CNNs is another approach. In most cases, a much lower total computational cost can be achieved by replacing
a convolutional layer with several smaller convolutional layers applied sequentially [21, 22, 23, 24, 25]. However,
factorization requires a decent amount of retraining to achieve convergence when compared to the original model.
Most low-rank approaches reduce the convolutional kernel’s support and focus on accelerating one or a few convolutional
layers. In [21] 2× speed up for one layer was reported with accuracy after fine-tuning within 1% accuracy of the
original. In [22] 2.5× speedup was achieved for four-layer CNN with no accuracy loss after fine-tuning. An algorithm
from [26] accelerates network inference by skipping their evaluation in some of the spatial positions.
Similar to our approach, [24] focused on reducing the dimensionality of layer output space and proposed a method to
obtain a faster model that approximates the network. However, they reported that the fine-tuning procedure is very
sensitive to model approximation they construct and the learning rate.
In the framework of knowledge distillations (KD) approach, a more compact student network is trained to reproduce the
output of a larger powerful teacher network [27, 28, 29, 30]. In [29], the approach has been developed by introducing
an algorithm to train deeper and thinner student that borrows knowledge for its first layers from the first teacher layers
using an additional neural network. On CIFAR-100, they obtained a student model that gives results on par with the
teacher and 3× parameter reduction (speedup was not reported).
On CIFAR-100, our student without fine-tuning (10 compressed blocks, 20× rank compression) performed on par with
teacher model before fine-tuning, got a 2.15× speed up and 4× parameter reduction.
6 Discussion
We have proposed a method that utilized the low-rank property of the outputs of neural network layers. The advantage
of our approach is the ability to work with a large class of modern neural networks and obtain a simple fully-connected
student neural network. We showed that, in some cases, the student model has the same quality as a student network
even without any fine-tuning.
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The disadvantage of the Reduced-Order Network is a huge number of parameters in the resulting network since the
network is dense. However, our method works for neural networks with pruned channels, and such pruning allows us
to reduce the number of features. Later on, we can try sparsification [31] and quantization techniques on top of our
approach to mitigate this issue.
7 Conclusion
We have developed a neural network inference acceleration method that is based on mapping layer outputs to a
low-dimensional subspace using the singular value decomposition and the rectangular maximum volume algorithm.
We demonstrated empirically that our approach allows finding a good initial approximation in the space of new model
parameters. Namely, on CIFAR10 and CIFAR100, we achieved accuracy on par or even slightly better than the teacher
model without fine-tuning and reached acceleration up to 2.32× with fine-tuning. We supported our experiments with
the theoretical results, including approximation error upper bound evaluation.
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