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Zusammenfassung:
In der vorliegenden Arbeit werden Aspekte autonomer und nichtautonomer dynamischer
Systeme behandelt, wobei Attraktoren und verwandte Objekte eine wichtige Rolle spielen
werden. Zun¨ achst ndet man in einem Kapitel ¨ uber dynamische Systeme die Denition
der grundlegenden Begrie Attraktor, Repeller und Schiefproduktﬂuss, gefolgt von zwei
hinreichenden Bedingungen f¨ ur die Existenz von Attraktoren. Mit den Attraktoren und
Repellern k¨ onnen dann im n¨ achsten Kapitel Morsemengen eingef¨ uhrt werden. Dadurch
kann das Verhalten eines dynamischen Systems qualitativ beschrieben werden. Des weiteren
wird auf die Bedeutung der Kettenrekurrenzmenge f¨ ur die Morsemengen eingegangen. Im
Kapitel ¨ uber Kontrolltheorie wird, nach einer kurzen Einf¨ uhrung in dieses Gebiet, gezeigt,
dass der dort denierte Lift einer Kettenkontrollmenge unter gewissen Voraussetzungen
eine Morsemenge ist. Im letzten Kapitel geht es um Pullback-Attraktoren, die unter den
angegebenen Bedingungen als Attraktoren f¨ ur den Schiefproduktﬂuss interpretiert werden
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2Kapitel 1
Einleitung
Der Begri des dynamischen Systems ist ein sehr allgemeiner. Mit ihm lassen sich Zu-
stands¨ anderungen in der Zeit beschreiben. Dies geschieht bei einem sogenannten autono-
men dynamischen System mittels einer Abbildung, die als Argumente ein Element des vor-
liegenden Raumes und ein Element der Zeitmenge hat. Der Raum kann z.B. ein metrischer
oder ein topologischer Raum sein. Die Abbildung bildet wieder in den Raum ab und kann,
mit den entsprechenden algebraischen Eigenschaften versehen, als zeitliche Verschiebung
der Elemente des Raumes interpretiert werden. Als Beispiel kann die L¨ osungsabbildung
einer autonomen Dierentialgleichung dienen. Eine L¨ osungsabbildung einer nichtautono-
men Dierentialgleichung, bei der neben der verﬂossenen Zeit auch der Startzeitpunkt eine
Rolle spielt, f¨ uhrt uns zum nichtautonomen dynamischen System, das in der vorliegenden
Arbeit mit dem Konstrukt des Kozykels beschrieben wird.
Die folgenden beiden Kapitel beinhalten fast ausschlielich autonome dynamische Systeme.
Jedoch wird schon im Kapitel 2 die Grundlage daf¨ ur gelegt, die autonomen und nichtau-
tonomen dynamischen Systeme zu verbinden. Dies geschieht ¨ uber den sogenannten Schief-
produktﬂuss, ein durch ein nichtautonomes dynamisches System generiertes autonomes
dynamisches System. Hiervon wird im Kapitel 4 Gebrauch gemacht. Dieses Kapitel hat
also nichtautonome und autonome Aspekte. Beide Aspekte sind Inhalt auch des letzten
Kapitels ¨ uber Pullback-Attraktoren.
In dieser Arbeit werden Verbindungen zwischen autonomen und nichtautonomen dynami-
schen Systemen aufgezeigt. Dabei sind zwei selbst eng miteinander verwandte Objekte zu
nennen: Zum einen der Attraktor, zum anderen die Morsemenge. Vereinfacht gesagt, ist
ein Attraktor eine Menge, die eine Umgebung anzieht. Das Gegenst¨ uck, der Repeller, ist
eine Menge, die eine Umgebung abst¨ ot. Kapitel 3 f¨ uhrt in die Theorie der Morsemengen,
die geeignete Schnitte von Attraktoren mit Repellern sind, ein. Man kann unter der oben
genannten Abbildung von einer Morsemenge zu einer oder mehreren anderen gelangen.
Pr¨ aziser ausgedr¨ uckt, ist mit Morsemengen eine Halbordnung auf dem vorliegenden Raum
gegeben - man kann von im Sinne der Halbordnung gr¨ oeren Morsemengen zu kleineren
gelangen, aber nicht umgekehrt. Im Kapitel 4 wird man die Morsemengen wiedernden.
Die Morsemenge ist dort unter bestimmten Voraussetzungen der Lift einer Kettenkontroll-
menge, die ein (nichtautonomes) Konzept der Kontrolltheorie ist.
Auch den Attraktor nden wir zusammen mit dem nichtautonomen dynamischen System,KAPITEL 1. EINLEITUNG 4
denn in Kapitel 5 wird f¨ ur Kozykel der Pullback-Attraktor eingef¨ uhrt, der unter bestimm-
ten Voraussetzungen als Attraktor f¨ ur den Schiefproduktﬂuss interpretiert werden kann.
Dabei ist ein Ergebnis f¨ ur die globalen Attraktoren und die globalen Pullback-Attraktoren
wiedergegeben und zwei hinreichende Bedingungen f¨ ur die Entsprechung von lokalen At-
traktoren und lokalen Pullback-Attraktoren dargelegt. Zum Schluss werden Gedanken zur
Denition des Pullback-Repellers angestellt.
Meine Hauptbeitr¨ age zur vorliegenden Arbeit benden sich im Kapitel 3 und Kapitel 5.
Das Abschlussergebnis von Kapitel 3, das die Charakterisierung der Kettenrekurrenzkom-
ponenten zum Inhalt hat, ist wesentlich ausf¨ uhrlicher als in der zitierten Literatur bewiesen
worden, wozu auch die entsprechenden Vor¨ uberlegungen angestellt worden sind. Im Ka-
pitel 2 und Kapitel 3 wurden bestehende Beweise erg¨ anzt oder nichtaufgef¨ uhrte Beweise
ausformuliert. In Kapitel 5 habe ich den lokalen Pullback-Attraktor deniert und Eigen-
schaften desselben bewiesen, zusammen mit einer hinreichenden Bedingung daf¨ ur, wann
dieser ein lokaler Attraktor ist. Des weiteren sind die angef¨ uhrten Beispiele, die Ans¨ atze zur
Denition des Pullback-Repellers und die abschlieende tabellarische ¨ Ubersicht zu nennen.
In der gesamten Arbeit sei (X;d) ein Heine-Borell'scher vollst¨ andiger metrischer Raum.
Fallszus¨ atzlichKompaktheit verlangt wird, ist dies jeweils in den Voraussetzungen genannt.
Eine Ausnahme bildet Kapitel 3, wo X durchg¨ angig kompakt sein soll.
Mein Dank gilt Herrn Professor Kloeden und Herrn Privatdozent Dr. Gr¨ une f¨ ur die vielen
Anregungen und alles, was sie f¨ ur mich mit der Betreuung aufgewendet haben. Auch meinen
Eltern m¨ ochte ich an dieser Stelle f¨ ur ihren Beitrag zu meinem Studium herzlich danken.Kapitel 2
Dynamische Systeme
Das Konstrukt, das uns in dieser Arbeit besch¨ aftigen wird, ist das autonome dynamische
bzw. semidynamische System. Nichtautonome dynamische Systeme sollen in der Arbeit mit
Kozykeln beschrieben werden. Ist im Folgenden von dynamischen Systemen die Rede, so
sind immer die autonomen gemeint. Anschaulich gesprochen handelt es sich dabei um eine
Menge von Zust¨ anden - z.B. ein Raumbereich, wo sich ein Objekt benden kann - und um
eine Abbildung, die den zeitlichen ¨ Ubergang von einem Zustand zum anderen beschreibt.
Zwei Eigenschaften, die sich in der Denition wiedernden, sind zu nennen. Zum einen ist
darauf zu achten, dass keine Zustands¨ anderung stattgefunden haben soll, wenn keine Zeit
verﬂossen ist. Zum anderen soll, um anschaulich zu bleiben, der Ort, an den ein Objekt
gebracht wird, nur von dem Ursprungsort und von der Zeit, die der ¨ Ubergang in Anspruch
genommen hat, abh¨ angen - nicht jedoch von dem Startzeitpunkt des ¨ Ubergangs. Auch
letzteres verdient es, untersucht zu werden, wozu auch schon am Schluss dieses Kapitels
die mathematischen Grundlagen gelegt werden sollen.
Bei einem semidynamischen System wird nur die Bewegung in positive Zeitrichtung be-
trachtet, bei dynamischen Systemen kann die Bewegungsrichtung umgekehrt werden -
unter Beibehaltung der beiden oben genannten Eigenschaften. Als Zeitmenge sei T 2
fZ;R;Z+;R+g gew¨ ahlt.
Wie schon in der Einleitung erw¨ ahnt, sei in diesem Kapitel (X;d) ein Heine-Borell'scher
vollst¨ andiger metrischer Raum. An den Stellen, an denen Kompaktheit gefordert wird, ist
dies jedesmal explizit genannt.
2.1 Denition des dynamischen Systems
Es sollen nun die Begrie dynamisches System, Orbit und periodischer Punkt deniert
werden.
Denition 2.1 F¨ ur T 2f Z;R;Z+;R+g sei eine stetige Abbildung
 : T  X ! X
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gegeben, so dass f¨ ur alle x 2 X;s;t 2 T gilt:
(s + t;x)=(s;(t;x)) und (2.1)
(0;x)=x: (2.2)
Dann spricht man f¨ ur T = Z von einem zeitdiskreten dynamischen System, f¨ ur T = R von
einem zeitkontinuierlichen dynamischen System oder auch von einem Fluss. F¨ ur T = Z+
bzw. T = R+ ist die Bezeichnung semidynamisches System ¨ ublich, im letzteren Fall auch
die Bezeichnung Halbﬂuss.
Statt (t;x) notiert man auch t(x), tx oder kurz x  t.
Nicht bei jedem semidynamischen System ist t()f ¨ ur alle t 2 Z+ bzw. t 2 R+ invertierbar.
Bei dynamischen Systemen ist jedoch f¨ ur t 2 Z bzw. t 2 R die zu t() inverse Abbildung
immer durch −t() gegeben.
Jede autonome Dierentialgleichung, deren L¨ osungen f¨ ur T = R deniert sind, generiert
ein dynamisches System. Gibt es einen Anfangswert, dessen L¨ osungsabbildung nicht f¨ ur
T = R existiert, spricht man von einem lokalen Fluss. Dass nichtautonome dynamische
Systeme durch nichtautonomeDierentialgleichungengeneriert werden k¨ onnen, wird sp¨ ater
beschrieben.
Denition 2.2 F¨ ur ein dynamisches System oder semidynamisches System  heie eine
Abbildung γx : T ! X; T 2f Z;Rg; Orbit durch x 2 X,f a l l sγx(0) = x und f¨ ur alle t 2 T+,
 2 T
t(γx()) = γx(t + )
gilt.
Statt γx(T+)s c h r e i b tm a na u c hγ+(x) (positiver Orbit), statt γx(T−)a u c hγ−(x) (nega-
tiver Orbit) und statt γx(T)a u c hγ(x).
Denition 2.3 Sei x 2 X. Ein Orbit γx heie kompakt, wenn γ(x) kompakt ist. F¨ ur ein
dynamisches System heie x periodischer Punkt und der Orbit γx periodisch, falls es ein
T>0 gibt mit γx(T)=x. Das nichtnegative Inmum von strikt positiven Zeiten mit dieser
Eigenschaft heie Periode.
2.2 Die Hausdormetrik
Nicht nur die Konvergenz einzelner Punkte, sondern auch die Konvergenz von Mengen
gegen Mengen wird sich sp¨ ater als n¨ utzlich erweisen. Daf¨ ur braucht man die in diesem
Abschnitt bereitgestellte Hausdor'sche Halbmetrik, mit der sich dann auf den kompakten
nichtleeren Teilmengen von X eine Metrik, die Hausdormetrik, denieren l¨ asst. Auch
wenn mit der Hausdor'schen Halbmetrik keine Metrik vorliegt, so reicht sie doch f¨ ur die
meisten F¨ alle als Abstandsbegri zwischen Mengen aus. Bei der Denition des Attraktors
in Abschnitt 2.6 wird sie verwendet.KAPITEL 2. DYNAMISCHE SYSTEME 7
Denition 2.4 Seien A;B  X nichtleer. Dann bezeichne
H(A;B): =s u p
a2A
inf
b2B
d(a;b)
die Hausdor'sche Halbmetrik.
Falls A;B zus¨ atzlich kompakt sind, heie
H(A;B): =m a x fH(A;B);H(B;A)g
die Hausdormetrik zwischen A und B.
H kann man auch f¨ ur nichtkompakte Mengen denieren. Grob gesprochen gibt also die
Hausdor'sche Halbmetrik die Antwort auf die Frage, wie weit A von B entfernt ist. Ver-
schwindet H(A;B), so liegt A im Abschluss von B.
F¨ ur x 2 X;A  X schreibt man statt H(fxg;A)a u c hH(x;A)o d e rd i s t ( x;A).
Denition 2.5 K(X) bezeichne die Menge aller kompakten nichtleeren Teilmengen von
X.
Die in Kuratowski [8, S. 214f] bewiesene Aussage, dass die Hausdormetrik wirklich eine
Metrik auf K(X) darstellt, ist Teil der Aussage des folgenden Satzes.
Satz 2.6 (Blaschke) Sei X zus¨ atzlich kompakt. Dann ist auch (K(X);H) kompakter me-
trischer Raum.
2.3 Invarianz
Eine wichtige Eigenschaft, die Mengen im Zusammenhang mit einem semidynamischen
System  haben k¨ onnen, ist die der Invarianz. Wendet man t;t 0; auf eine Menge an
und diese bleibt unver¨ andert, so spricht man von einer invarianten Menge. Invarianz ist
eine der Eigenschaften, die f¨ ur Attraktoren gefordert werden.
Denition 2.7 Sei  semidynamisches System auf X. Eine Menge B  X heie positiv
invariant, falls t(B)  B f¨ ur alle t  0 gilt, negativ invariant, falls t(B)  B f¨ ur alle
t  0 gilt und invariant, falls t(B)=B f¨ ur alle t  0 gilt.
F¨ ur >0 bezeichne B(A): =fx 2 X : H(x;A) < g die oene -Umgebung einer Menge
A  X.D e rR a n dv o nA wird mit @A und der Abschluss mit A bezeichnet und das Innere
von A mit

A,b z w .f ¨ ur l¨ angere Ausdr¨ ucke mit

b A.
Denition 2.8 Sei  ein semidynamisches System auf X. Dann heie eine kompakte Men-
ge K  X isoliert invariant, wenn sie invariant ist und es ein >0 gibt, so dass gilt:
A  B(K) ist invariant und kompakt. ) A  K.
Wenn es also in einer hinreichend kleinen Umgebung einer kompakten invarianten Menge
keine invariante kompakte echte Obermenge gibt, so liegt eine isoliert invariante Menge
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2.4 Limesmengen
Mit der Einf¨ uhrung der Limesmengen n¨ ahern wir uns dem Begri des Attraktors, denn
unter gewissen Zusatzbedingungen (siehe Satz 2.19 und Satz 2.21) ist der Attraktor gerade
durch eine Limesmenge gegeben. In Colonius, Kliemann [5, Denition B.2.9.] wird die
Limesmenge auch zur Denition des lokalen Attraktors herangezogen. Aber noch aus einem
anderen Grund ist die Limesmenge ein interessantes Objekt. In Abschnitt 5.3 wird ebenfalls
eine Limesmenge eingef¨ uhrt, dort jedoch nicht f¨ ur dynamische Systeme, sondern f¨ ur eine
Verallgemeinerung derselben. Man vergleiche dazu auch den Satz 2.10 in diesem Abschnitt
und den Satz 5.10.
Denition 2.9 Sei B  X. Dann heie f¨ ur ein dynamisches System oder semidynami-
sches System 
!(B): =fx 2 X : es gibt Folgen (tn) !1 ;(yn)  B mit lim
n!1
tn(yn)=xg
die !-Limesmenge von B.
Analog deniert man die !-Limesmenge f¨ ur ein dynamisches System:
!(B): =fx 2 X : es gibt Folgen (tn) !− 1 ;(yn)  B mit lim
n!1tn(yn)=xg:
F¨ ur ein semidynamisches System und einen Orbit γx durch x 2 X sei die !-Limesmenge
von γx deniert durch
!(γx): =fx 2 X : es gibt eine Folge (tn) !− 1mit lim
n!1γx(tn)=xg:
Die !-Limesmenge ist die !-Limesmenge f¨ ur den zeitinvertierten Fluss 
t(x): =−t(x),
t 2 R;x2 X.
Grundlegende Eigenschaften der !-Limesmenge f¨ uhrt der folgende Satz (siehe Stuart, Hum-
phries [11, Theorem 2.2.8]) an. Wir werden ihn f¨ ur Satz 2.19 verwenden, um zu zeigen, dass
die !-Limesmenge ein Attraktor, f¨ ur den die Eigenschaften der Abgeschlossenheit und In-
varianz gefordert werden, sein kann.
Satz 2.10 Sei  ein semidynamisches System auf X.S e iB  X beschr¨ ankt. Dann gilt:
(i) !(B) ist abgeschlossen und positiv invariant.
(ii)
S
t0 t(B) ist beschr¨ ankt. ) !(B) ist invariant und, falls B 6= ;, nichtleer.
(iii) F¨ ur alle x 2 X gilt: !(x) ist beschr¨ ankt. ) !(x) ist zusammenh¨ angend. Falls 
ein dynamisches System ist, gilt f¨ ur alle x 2 X: !(x) ist beschr¨ ankt. ) !(x) ist
zusammenh¨ angend.
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(i) Zum Nachweis der Abgeschlossenheit von !(B)s e i( xk)  !(B)m i t( xk) ! x 2 X.
F¨ ur jedes k>0 gibt es Folgen (vk
i )  B und (tk
i) !1mit limi!1 tk
i (vk
i )=xk:
Ohne Einschr¨ ankung gelte f¨ ur i  k
d(xk; tk
i(vk
i )) 
1
k
und tk
i  k:
Dann gilt f¨ ur (ti
i) !1
lim
i!1
d(x;ti
i(vi
i))  lim
i!1
d(x;xi)+ lim
i!1
d(ti
i(vi
i);x i)
 lim
i!1
d(x;xi)+ lim
i!1
1
i
=0 :
Somit folgt x 2 !(B).
F¨ ur die positive Invarianz sei y 2 !(B) und t  0. Dann gibt es Folgen (ti) !1und
(xi)  B mit limi!1 ti(xi)=y. Wegen der Stetigkeit von  gilt
lim
i!1
t+ti(xi) = lim
i!1
t(ti(xi)) = t(y):
Also liegt t(y)i n!(B), d.h. !(B) ist positiv invariant.
(ii) Die negative Invarianz ist noch zu zeigen. Sie ist f¨ ur !(B)=; klar. Sei also zum
Nachweis der Invarianz ohne Einschr¨ ankung x 2 !(B) und t  0 beliebig. Es ist
die Existenz eines y 2 !(B) zu zeigen mit t(y)=x: Seien wieder Folgen (vi)  B
und (ti) !1gegeben mit (ti(vi)) ! x, wobei o.B.d.A. ti  t f¨ ur alle i 2 N
angenommen werden kann. Betrachte nun die Folge (ti−t(vi)). Da
S
t0 t(B)n a c h
Voraussetzung beschr¨ ankt ist und ti−t  0f ¨ ur alle i 2 N gilt, gibt es eine konvergente
Teilfolge (tij−t(vij)) ! y 2 !(B). Folglich gilt
x = lim
j!1
tij(vij) = lim
j!1
t(tij−t(vij)) = t( lim
j!1
tij−t(vij)) = t(y):
Also ist auch die negative Invarianz gezeigt. Falls B nichtleer ist, hat jede Folge
(tn(xn)) mit (tn) !1 ,( xn)  B,e i n e nH ¨ aufungspunkt in der kompakten Menge S
t0 t(B). Damit folgt !(B) 6= ;.
(iii) Sei !(x)b e s c h r ¨ ankt. Annahme: !(x) ist nicht zusammenh¨ angend, zerf¨ allt also in zwei
disjunkte Komponenten P und Q mit B"(P) \ B"(Q)=; f¨ ur ein ">0. Dann gibt
es Folgen (ti) !1und (i) !1mit limi!1 ti(x) 2 P und limi!1 i(x) 2 Q.
O.B.d.A. sei ti(x) 2 B"(P); i(x) 2 B"(Q) und ti < i f¨ ur alle i 2 N: Da 
stetig ist, gibt es f¨ ur jedes i 2 N ein Ti 2 (ti; i)m i tTi(x) 2 @B"(P):@ B "(P)i s t
abgeschlossen und beschr¨ ankt und somit kompakt. Somit gibt es eine Teilfolge (Tij)
mit (Tij(x)) ! z 2 @B"(P): Dies ist aber ein Widerspruch, da z 2 !(x)g e m ¨ a der
Denition der !-Limesmenge, aber z 62 P [Q gilt. Also ist !(x) zusammenh¨ angend.
Wegen der m¨ oglichen Zeitumkehr beweist man die zweite Aussage analog zur ersten.
Insbesondere ist die !-Limesmenge einer nichtleeren Menge B  X immer invariant und
nichtleer, falls X kompakt ist.KAPITEL 2. DYNAMISCHE SYSTEME 10
2.5 Chaos im Sinne von Devaney
In diesem, Colonius, Kliemann [5] entnommenen Abschnitt wird es darum gehen, den Be-
gri des chaotischen Flusses einzuf¨ uhren. Eine der drei Eigenschaften, die einen chaotischen
Fluss kennzeichnen, ist die der sensitiven Abh¨ angigkeit von den Startwerten: Zwei Punkte
des Zustandsraumes, wie gering der Abstand zwischen ihnen auch sein mag, entfernen sich
voneinander.
Mit dem Shiftﬂuss auf einem Raum von Kontrollfunktionen werden wir im Abschnitt 4.1
ein Beispiel f¨ ur einen chaotischen Fluss kennenlernen.
Jetzt wird deniert, was es heit, dass ein Fluss topologisch mischend und topologisch tran-
sitiv ist. Beide Eigenschaften werden wir in Kapitel 4 f¨ ur einen Kontrollﬂuss wiedernden.
(Siehe Korollar 4.12.)
Denition 2.11 Ein Fluss  auf X heie topologisch transitiv, wenn es ein x 2 X gibt
mit !(x)=X:  heie topologisch mischend, falls es f¨ ur alle oenen Mengen V1;V 2  X
ein T>0 gibt mit
−T(V1) \ V2 6= ;:
Denition 2.12 Ein Fluss  auf X habe sensitive Abh¨ angigkeit von den Startwerten, wenn
es ein >0 gibt, so dass es f¨ ur jedes x 2 X und jede Umgebung U von x ein y 2 U und
ein T>0 gibt mit d(T(y); T(x)) > .
Denition 2.13 Ein Fluss  auf X heie chaotisch im Sinne von Devaney, falls
(i)  topologisch transitiv ist,
(ii) die periodischen Punkte dicht in X liegen,
(iii) sensitive Abh¨ angigkeit von den Startwerten vorliegt.
Wie der n¨ achste Satz zeigt, kann in Denition 2.13 auf die sensitive Abh¨ angigkeit von den
Startwerten verzichtet werden, denn topologische Transitivit¨ at und die Tatsache, dass die
periodischen Punkte dicht liegen, sind f¨ ur diese Eigenschaft hinreichend.
Satz 2.14 Sei  ein Fluss auf X, wobei X nicht nur aus einem einzigen periodischen
Orbit bestehen soll. Falls  topologisch transitiv ist und die periodischen Punkte dicht in X
liegen, liegt sensitive Abh¨ angigkeit von den Startwerten vor, d.h.  ist schon chaotisch im
Sinne von Devaney.
Beweis: Seien q1;q 2 2 X beliebige periodische Punkte mit disjunkten Orbits. Deniere
0 := inffd(a;b):a 2 γ(q1);b2 γ(q2)g:
Dann folgt mit der Dreiecksungleichung, dass jeder Punkt x 2 X mindestens den Abstand
0=2 von einem der beiden Orbits hat. Es soll gezeigt werden, dass man  := 0=8a l sd a s
in der Denition der sensitiven Abh¨ angigkeit geforderte  w¨ ahlen kann.KAPITEL 2. DYNAMISCHE SYSTEME 11
Sei x 2 X und N eine Umgebung von x. Da die periodischen Punkte dicht liegen, gibt es
einen periodischen Punkt p in U = N\B(x). Sei T die Periode von p. Oben wurde gezeigt,
dass es einen periodischen Punkt q 2 X gibt, dessen Orbit mindestens einen Abstand 4
von x hat. F¨ ur t 2 [0;T] setze Mt := −t(B(t(q))) und V :=
T
0tT Mt.D i eM e n g e n
Mt, t 2 [0;T], sind oen da  stetig ist. Dass V oen ist, zeigt man folgendermaen: Sei
x 2 V . Dann gilt x 2 Mt f¨ ur alle t 2 [0;T]. Da die Abbildung [0;T] 3 t 7! Mt 2 Pot(X)
stetig bzgl. der Hausdormetrik ist, gibt es f¨ ur jedes t ein t > 0 und t > 0m i tBt(x)
 M f¨ ur alle  2 It :=]t−t;t+t[. Endlich viele Intervalle It1;:::;I tn ¨ uberdecken [0;T]
und f¨ ur  := minft1;:::; tng > 0 gilt B(x)  M f¨ ur alle  2 [0;T]. Somit gilt B(x) 
V ,d . h .V ist oen. Wegen q 2 V ist V nichtleer. Da  topologisch transitiv ist, gibt es ein
y 2 U und >0m i t(y) 2 V .
Setze nun j := b(=T +1 ) c. Es gilt also 0  jT −   T und man erh¨ alt
jT(y)=jT−((y)) 2 jT−(V )  B(jT−(q)):
Da p periodisch ist, folgt mit der Dreiecksungleichung
d(jT(p); jT(y)) = d(p;jT(y))
 d(x;jT−(q))− d(jT−(q); jT(y))− d(p;x):
Somit erhalten wir mit jT(y) 2 B(jT−(q))
d(jT(p); jT(y)) > 4 −  −  =2 :
Wir haben also den gesuchten Punkt in N gefunden, der nach der Zeit jT einen Abstand
von mindestens  vom Bild von x hat, denn es gilt entweder d(jT(x); jT(y)) >oder
d(jT(x); jT(p)) > .
2.6 Attraktoren und Repeller
Die n¨ otigen Grundlagen f¨ ur die Denition des Attraktors und Repellers sind nun gelegt
und nachdem diese Objekte deniert sind, werden in diesem Abschnitt zwei hinreichen-
de Bedingungen f¨ ur die Existenz von lokalen bzw. globalen Attraktoren wiedergegeben.
Auerdem wird auf die Verbindung zwischen Attraktor und Repeller eingegangen.
Die beiden Begrie Attraktor und Repeller sind unabdingbar f¨ ur die Morsetheorie, denn
die im n¨ achsten Kapitel einzuf¨ uhrenden Morsemengen sind Schnitte von Attraktoren und
Repellern. Die Eigenschaften, die die Morsemengen so interessant machen, stammen von
den Eigenschaften von Attraktoren und Repellern, die sich im jetzigen Abschnitt nden.
¨ Uber die Morsemengen im Kapitel 4 nden wir also indirekt auch die Attraktoren und
Repeller wieder. Selbst im letzten Kapitel wird der Attraktor eine wichtige Rolle spielen
und ist unter gewissen Bedingungen mit dem dort einzuf¨ uhrenden Pullback-Attraktor,
einem Attraktor f¨ ur nichtautonome dynamische Systeme, eng verwandt.
Denition 2.15 Sei  ein semidynamisches System auf X. Eine kompakte invariante
Menge A  X heie (lokaler) Attraktor, falls es eine Umgebung U von A gibt mit
lim
t!1
H(t(U);A)=0 :KAPITEL 2. DYNAMISCHE SYSTEME 12
Ein globaler Attraktor ist eine kompakte invariante Menge B  X, die alle kompakten
Teilmengen von X attrahiert, d.h.
lim
t!1
H(t(D);B)=0 f¨ ur alle D 2 K(X):
Falls X zus¨ atzlich kompakt und  ein dynamisches System ist, ist ein Repeller eine kom-
pakte invariante Menge A  X,f ¨ ur die es eine Umgebung U gibt mit
lim
t!1
H(−t(U);A )=0 :
U bzw. U heit Attraktor- bzw. Repellerumgebung.
Der lokale Attraktor soll also eine Umgebung attrahieren, der globale Attraktor alle kom-
pakte Teilmengen von X.
Jeder globale Attraktor ist auch ein lokaler Attraktor. F¨ ur ein dynamisches System ist der
Begri des globalen Attraktors nat¨ urlich nur in dem Fall eines nichtkompakten X sinnvoll,
da sonst wegen der Invarianz von X der ganze Raum Attraktor w¨ are.
Die n¨ achste Denition (siehe Cheban, Kloeden, Schmalfu [2]) stellt die grundlegenden
Begrie Stabilit¨ at, punktweise Attraktion und asymptotische Stabilit¨ at bereit. Gebraucht
werden sie f¨ ur die Aussagen im letzten Kapitel, die den wichtigen Satz 5.22, der sich auf
die Kontrolltheorie anwenden l¨ asst, vorbereiten.
Denition 2.16 Sei  ein semidynamisches System auf X. Eine Menge M  X heie
stabil (im Sinne von Lyapunov), falls es f¨ ur jedes ">0 ein >0 gibt mit t(B(M)) 
B"(M) f¨ ur alle t  0. Deniere Ws(M): =fx 2 X : limt!1 H(t(x);M)=0 g. M heie
punktweise attrahierend, falls es eine Umgebung U von M gibt mit U  Ws(M). Wenn
eine Menge M stabil und punktweise attrahierend ist, heie sie asymptotisch stabil.
Der n¨ achste Satz gibt eine Charakterisierung der Attraktionseigenschaft an.
Satz 2.17 Sei  ein semidynamisches System auf X.S e iA  X kompakt und invariant
und U  X mit U  A. Dann sind ¨ aquivalent:
(i) limt!1 H(t(U);A)=0 .
(ii)
S
t0 t(U) ist beschr¨ ankt und es gilt !(U)=A.
Beweis: (i) ) (ii): Angenommen, !(U)s e in i c h tm i tA identisch. Wegen U  A und der
Invarianz von A ist dann A echt in !(U) enthalten. Es gibt also ein x 2 !(U) und Folgen
(xi)  U und (ti) !1mit (ti(xi)) ! x 2 !(U)nA. Wegen der Kompaktheit von A
gibt es somit ein ">0m i tti(xi) 2 !(U)nB"(A)f ¨ ur alle hinreichend groen i>0. Dies
widerspricht (i). Des weiteren gibt es wegen (i)f ¨ ur jedes ">0e i nT>0m i tt(U)  B"(A)
f¨ ur alle t  T. Somit ist
S
t0 t(U)=
S
tT t(U) [
S
tT t(U)b e s c h r ¨ ankt.
(ii) ) (i): Angenommen, es gibt ein ">0 und Folgen(ti) !1 ,( xi)  U mit H(ti(xi);A)
 " f¨ ur alle i 2 N. Dann gibt es Teilfolgen (tij);(xij), so dass (tij(xij)) in der kompaktenKAPITEL 2. DYNAMISCHE SYSTEME 13
Menge
S
t0 t(U) konvergiert. Der Grenzwert liegt nat¨ urlich in !(U), aber nicht in B"(A),
was !(U)=A widerspricht.
Falls Kompaktheit des Raumes vorliegt, kann man die !-Limesmenge direkt zur Denition
des Attraktors heranziehen. Eben diese Formulierung (f¨ ur eine oene Umgebung U von A)
ndet sich in Colonius, Kliemann [5, Denition B.2.9.].
Korollar 2.18 Sei X zus¨ atzlich kompakt und  ein semidynamisches System auf X.S e i
A  X kompakt und invariant und U  X mit U  A. Dann sind ¨ aquivalent:
(i) limt!1 H(t(U);A)=0 .
(ii) !(U)=A.
Beweis: Die Aussage folgt sofort mit Satz 2.17, denn
S
t0 t(U) ist beschr¨ ankt.
Mit den folgenden beiden S¨ atzen werden sowohl hinreichende Bedingungen f¨ ur die Existenz
von globalen und lokalen Attraktoren als auch eine explizite Darstellung dieser Attraktoren
angeben. In beiden F¨ allen stellt sich die !-Limesmenge als Attraktor dar. Der erste Satz
orientiert sich an Stuart, Humphries [11, Theorem 2.7.2], es wird jedoch nicht der ganze
Beweis gebraucht, da mit Satz 2.17 schon einige Vorarbeit geleistet worden ist. Satz 2.19 ist
Teil der Aussage von Satz 5.14, wo es um die Entsprechung der Attraktoren f¨ ur autonome
und nichtautonome dynamische Systeme geht.
Satz 2.19 Sei  ein semidynamisches System auf X.S e iB  X eine beschr¨ ankte oene
Menge, so dass ein T>0 existiert mit t(B)  B f¨ ur alle t  T: Dann ist !(B) ein
Attraktor mit B als Attraktorumgebung. Auerdem gilt
!(B)=
\
t0
t(B):
Beweis: Aus t(B)  B f¨ ur alle t  T folgt
!(B)  B: (2.3)
Also ist !(B)b e s c h r ¨ ankt und, da
S
t0 t(B)=B [
S
0tT t(B)b e s c h r ¨ ankt ist, wegen
Satz 2.10 auch abgeschlossen und invariant. Somit ist !(B) kompakt und invariant.
Es soll nun nachgewiesen werden, dass als Versch¨ arfung von (2.3) auch !(B)  B gilt.
Angenommen, es gibt ein y 2 !(B) \ @B.D a!(B) invariant ist, gibt es f¨ ur jedes t>
T ein x 2 !(B)m i tt(x)=y. Wegen (2.3) haben wir aber x 2 B und somit nach
Voraussetzung y = t(x) 2 B. Dies ist der gesuchte Widerspruch. Zusammen mit der
Beschr¨ anktheit von
S
t0 t(B) und Satz 2.17 ist also gezeigt, dass !(B) ein Attraktor ist
mit Attraktorumgebung B.
Wegen !(B)  B und der Invarianz von !(B)h a b e nw i r!(B)=t(!(B))  t(B)f ¨ ur
alle t  0. Also folgt die eine Inklusion
!(B) 
\
t0
t(B):KAPITEL 2. DYNAMISCHE SYSTEME 14
Angenommen,
T
t0 t(B)w ¨ a r ee i n ee c h t eO b e r m e n g ev o n!(B). Dies w¨ urde aber der aus
Satz 2.17 folgenden Konvergenz limt!1 H(t(B);!(B)) = 0 widersprechen.
Nach dem lokalen Fall wird jetzt die hinreichende Bedingung von Stuart, Humphries [11,
Theorem 2.8.13] f¨ ur die Existenz von globalen Attraktoren bewiesen. Doch zun¨ achst wird
die daf¨ ur ben¨ otigte absorbierende Menge eingef¨ uhrt.
Denition 2.20 Ein semidynamisches System  auf X heie dissipativ, falls es eine be-
schr¨ ankte positiv invariante Menge B  X gibt, so dass es f¨ ur jede kompakte Menge K  X
ein T>0 gibt mit t(K)  B f¨ ur alle t  T. B heie absorbierende Menge.
Ein dissipatives dynamisches System besitzt einen Attraktor,wie der n¨ achste Satz aufzeigt.
Auch dieser Satz wird im Zusammenhang mit den nichtautonomen dynamischen Systemen
f¨ ur Satz 5.6 verwendet.
Satz 2.21 Sei  ein dissipatives dynamisches System auf X mit absorbierender Menge B.
Dann gibt es einen globalen Attraktor A mit
A = !(B)=
\
t0
t(B):
Beweis: Sei U eine beschr¨ ankte oene Umgebung von B. Dann gibt es ein T>0m i t
t(U)  B  U f¨ ur alle t  T.A l s oi s tA = !(U)=!(B) wegen Satz 2.19 lokaler
Attraktor mit !(B)=
T
t0 t(B) und Attraktor-Umgebung B.S e iK  X kompakt.
Dann gibt es ein >0m i tt(K)  B f¨ ur alle t   und es gilt
lim
t!1
H(t(K);!(B)) = lim
t!1
H(t+(K);!(B))
 lim
t!1
H(t(B);!(B)) = 0:
Die folgenden Aussagen ¨ uber Attraktoren und Repeller orientieren sich an Colonius, Klie-
mann [5, Anhang B.2]. Sie stellen Ergebnisse bereit, die unter anderem im Kapitel ¨ uber
Morsemengen Verwendung nden. Bis zum Ende dieses Abschnittes wird deshalb f¨ ur X,
wie im genannten Kapitel, Kompaktheit gefordert.
Lemma 2.22 Sei X zus¨ atzlich kompakt,  ein Fluss auf X und A  X kompakt und
invariant. Dann ist A genau dann ein Attraktor, wenn es eine kompakte Umgebung U von
A gibt mit γ−(x) 6 U f¨ ur alle x 2 UnA.
Beweis: Sei A Attraktor, U eine kompakte Umgebung von A und x 2 UnA. Angenommen,
es gelte γ−(x)  U. Dann folgt x 2 !(U) und mit Korollar 2.18, wenn U hinreichend
klein gew¨ ahlt ist, der Widerspruch x 2 A.F ¨ ur die andere Richtung sei U eine kompakte
Umgebung von A,s od a s sγ−(x) 6 U f¨ ur alle x 2 UnA gilt. Dann gibt es ein T>0
mit ([−T;0];x) 6 U f¨ ur alle x 2 U \ XnU: W¨ ahle nun eine Umgebung V von A mit
([0;T];V)  U. Dann gilt([0;1);V)  U und somit !(V )=A.A l s oi s tA ein Attraktor.
Bei einem Attraktorf¨ uhrt der Fluss also jeden Punkt in R¨ uckw¨ artszeit aus einer Umgebung
heraus, sofern dieser nicht im Attraktor liegt.KAPITEL 2. DYNAMISCHE SYSTEME 15
Lemma 2.23 Sei X zus¨ atzlich kompakt und  ein dynamisches System auf X.F ¨ ur jede
Attraktorumgebung U eines Attraktors A gibt es eine Zeit T>0 mit ([T;1);U) 

U:
Beweis: Die Aussage folgt sofort mit Satz 2.17.
Wenn ein Attraktor vorliegt, kann man leicht einen Repeller konstruieren.
Lemma 2.24 Sei X zus¨ atzlich kompakt und  ein dynamisches System auf X.S e iA ein
Attraktor. Dann ist
A := fx 2 X : !(x) \ A = ;g (2.4)
ein Repeller. A und A sind disjunkt. (A;A) nennt man Attraktor-Repeller-Paar.
Beweis: Sei U eine kompakte Attraktorumgebung von A.W ¨ ahle T>0s o ,d a s s([T;1);U)
 U gilt und deniere die oene Menge
V := Xn([T;1);U):
Dann gilt X = U [ V und ((−1;−T];V)  XnU.A l s oi s tV eine Umgebung von
!(V )  XnU  V:Gem¨ a der Denition 2.15 ist !(V ) ein Repeller. Auerdem ist !(V )
invariant, weshalb man mit !(V )  V und V \ A = ; auf !(V )  A schlieen kann.
Die andere Inklusion folgt so: Sei x 2 A. Also gilt!(x)\A = ;.A u sx 62 U und !(x)\

U= ;
folgt !(x)  V .W ¨ ahle nun (tn) !1mit (tn(x)) ! y 2 V und setze yn := tn(x),
n 2 N.D aV oen ist, kann man o.B.d.A. (yn)  V annehmen und man erh¨ alt schlie-
lich (−tn(yn)) ! x 2 !(V ). Die Disjunktheit ist klar wegen der Abgeschlossenheit und
Invarianz von A.
Satz 2.25 Sei X zus¨ atzlich kompakt und  ein dynamisches System auf X.S e i(A;A) ein
Attraktor-Repeller-Paar und x 2 X mit x 62 A [ A. Dann gilt !(x)  A und !(x)  A.
Beweis: Wegen (2.4) gilt !(x)\A 6= ;.D a n ng i b te s ,w e n nU eine Attraktorumgebung von
A ist, ein t0 > 0m i tt0(x) 2 U und es folgt !(x)=!(t0(x))  !(U)=A.Z u mN a c h w e i s
von !(x)  A sei angenommen, dass es ein y 2 !(x)nA gibt. Dann gilt !(y) \ A 6= ;.
Wegen der Stetigkeit von  gibt es eine Folge (tn) !1mit limn!1 H(−tn(x);A)=0
und es gilt −tn(x) 2 U f¨ ur hinreichend groen 2 N.M i t( tn(−tn(x))) ! x und !(U)=A
folgt x 2 A, ein Widerspruch zur Wahl von x.
A und A verhalten sich in gewisser Hinsicht wie zwei Pole - die Limesmenge von Punkten
auerhalb A und A in positiver Zeitrichtung liegt in A, die Limesmenge in negativer
Zeitrichtung in A. ¨ Ahnliches werden wir in Kapitel 3 bei Morsemengen wiedernden.
2.7 Der Schiefproduktﬂuss
In Hinblick auf die Kapitel 4 und 5 sollen schon an dieser Stelle die Begrie Kozykel
und Schiefproduktﬂuss eingef¨ uhrt werden. Man wird sie im Kapitel 5 wieder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eigentlich auch deniert worden w¨ aren. Aber da sie schon bei den Kontrollsystemen vor-
kommen, und beim Schiefproduktﬂuss wirklich ein Halbﬂuss im Sinne von Denition 2.1
vorliegt, sollen beide Begrie schon in diesem Kapitel deniert werden. (Obwohl nur ein
Halbﬂuss vorliegt, ist die Bezeichnung Schiefprodukthalbﬂuss nicht ¨ ublich.) Der Kozykel ist
gewissermaen eine Verallgemeinerung des dynamischen Systems. Liegt zum Beispiel eine
nichtautonome Dierentialgleichung vor, so l¨ asst sich die L¨ osungsabbildung nicht mehr wie
gewohnt mit einem dynamischen System beschreiben, jedoch mit einem Kozykel. Trotz-
dem gibt es einen sinnvollen Weg - und nicht den der Setzung _ t = 1 - ein nichtautonomes
dynamisches System in ein dynamisches System umzuformen. Dies f¨ uhrt zum Schiefpro-
duktﬂuss, der also die Verbindung zwischen dynamischen Systemen und Kozykeln herstellt
und der uns im Kapitel 4 und besonders im Kapitel 5 begegnen wird.
Denition 2.26 Sei  ein Fluss auf dem topologischen Raum P.F ¨ ur T 2f Z+;R+g heie
eine stetige Abbildung  : TP X ! X Kozykel auf X bzgl. (P;),f a l l sf ¨ ur alle t, s 2 T,
p 2 P und x 2 X gilt:
(i) (0;p;)=id X:
(ii) (s + t;p;x)=(s;tp;(t;p;x)).
Der Fluss auf P wird Basisﬂuss genannt. F¨ ur T 2f Z;Rg heie  zeitinvertierbarer Kozykel.
Die f¨ ur T = R denierte L¨ osungsabbildung einer nichtautonomen Dierentialgleichung
kann als Beispiel f¨ ur einen zeitinvertierbaren Kozykel dienen. Zu diesem Zweck sei P der
Raum aller stetigenFunktionen f : RRn ! Rn, die in der zweiten Variablen lipschitzstetig
sind und gleichm¨ aig stetig bzgl. der ersten Variablen. Als Topologie kann die durch die
auf P gew¨ ahlte Metrik induzierte Topologie verwendet werden. Betrachte nun f¨ ur f 2 P
das Anfangswertproblem
dx
dt
= f(t;x);x (0) = x0 2 Rn;t2 R: (2.5)
Der Basisﬂuss auf P wird dann als Shift deniert: t(f(;)) := f(+t;);t2 R. Wegen der
globalen Existenz und Eindeutigkeit der L¨ osung ist die L¨ osungsabbildung y : RP Rn !
Rn des Anfangswertproblems (2.5) ein zeitinvertierbarer Kozykel, denn es gilt f¨ ur alle
x0 2 Rn, ;  2 R
y(0;f;x 0)=x0 und
y( + ;f;x0)=y(; f(+ ;);y(;f;x0))
= y(; f;y(;f;x0)):
¨ Uber einen Kozykel auf X und einen Basisﬂuss auf einem topologischen Raum P l¨ asst
sich ein Halbﬂuss denieren - jedoch nicht auf dem Zustandsraum X, sondern auf P  X.
Sp¨ atere Untersuchungen werden sich auf Attraktoren in diesem Raum beziehen.
Lemma 2.27 Sei  ein Fluss auf dem topologischen Raum P.F ¨ ur T = R+ sei  Kozykel
auf X bzgl. (P;). Dann deniert die Abbildung
 : R+  P  X ! P  X
(t;p;x): =( tp;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einen Halbﬂuss auf P  X, den sogenannten Schiefproduktﬂuss.
Beweis: Als Komposition stetiger Abbildungen ist  stetig. Sei nun x 2 X, p 2 P und
s;t 2 R+. Dann folgt Gleichung (2.2) sofort aus Denition 2.26. Die in (2.1) geforderte
Eigenschaft ergibt sich mit
(s+ t;p;x)=( s+tp;(s+ t;p;x))
=( stp;(s;tp;(t;p;x)))
= (s;tp;(t;p;x))
= (s;(t;p;x)):
¨ Ahnlich wie bei Halbﬂ¨ ussen soll jetzt auch f¨ ur Kozykel Invarianz { die -Invarianz { de-
niert werden. Das anschlieende Lemma zeigt die Verbindung der beiden Invarianz-Begrie.
Ebenso, wie die Invarianz f¨ ur Attraktoren gefordert wird, wird die -Invarianz f¨ ur Pullback-
Attraktorengefordert. Das anschlieende Lemma zeigt dann die direkte Verwandtschaft der
Invarianz-Begrie { und damit in diesem Punkt die Verwandtschaft der beiden Attraktor-
Begrie.
Denition 2.28 Sei  ein Fluss auf dem topologischen Raum P und  ein Kozykel bzgl.
(P;). Eine Familie (Bp)p2P mit Bp  X f¨ ur alle p 2 P heie -invariant, falls f¨ ur alle
t 2 T+;p2 P
(t;p;Bp)=Btp
gilt.
Lemma 2.29 Sei  ein Fluss auf dem topologischen Raum P und  ein Kozykel auf X
bzgl. (P;).S e i(Bp)p2P eine Familie von Teilmengen von X. Dann sind ¨ aquivalent:
(i) Die Familie (Bp) ist -invariant.
(ii)
S
p2PfpgBp ist invariant f¨ ur den Schiefproduktﬂuss .
Beweis: Sei t 2 T+.( i) ) (ii):
t(
[
p2P
fpgBp)=
[
p2P
ftpg(t;p;Bp)
=
[
p2P
ftpgBtp
=
[
p2t(P)
fpgBp
=
[
p2P
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(ii) ) (i):
[
p2P
ftpgBtp =
[
p2P
fpgBp
= t(
[
p2P
fpgBp)
=
[
p2P
ftpg(t;p;Bp)
Damit ergibt sich Btp = (t;p;Bp)f ¨ ur alle p 2 P, t 2 T+ und der Beweis ist abgeschlossen.Kapitel 3
Morsetheorie
Die Morsetheorie ist nach dem amerikanischen MathematikerM. Morse, der auf dem Gebiet
der Geometrie gearbeitet hat, benannt. Die Ausf¨ uhrungen in diesem Kapitel, die f¨ ur den
Abschnitt 3.1 Rybakowski [10] und f¨ ur den Abschnitt 3.2 Colonius, Kliemann [5] folgen,
beinhalten die Denition von Morsemengen und den Nachweis von Eigenschaften hinsicht-
lich der Beschreibung eines Flusses auf einem vollst¨ andigen metrischen Heine-Borell'schen
Raum (X;d). Der erste Abschnitt greift auf Ausf¨ uhrungen hinsichtlich Attraktoren und
Repellern im vorangegangenen Kapitel zur¨ uck. Dass eine Verbindung der Morsetheorie zur
Kontrolltheorie besteht, wird im n¨ achsten Kapitel aufgezeigt.
Im zweiten Abschnitt wird eine Charakterisierung von Morsemengen hergeleitet. Verein-
facht ausgedr¨ uckt, kann ein (dann kettenrekurrent genannter) Punkt des Zustandsraumes
die Eigenschaft haben, dass er unter einem Fluss zu sich selbst zur¨ uckkehrt, wenn kleine
Spr¨ unge erlaubt sind. Wenn die Menge dieser Punkte endlich viele Zusammenhangskom-
ponenten besitzt, bilden die Zusammenhangskomponenten die feinste Morsezerlegung des
Zustandsraumes.
Nur in diesem Kapitel soll die Kompaktheit durchweg vorausgesetzt werden.
3.1 Die Morsezerlegung
Etwas allgemeiner als hier dargelegt, kann auf die Kompaktheit des Zustandsraumes ver-
zichtet werden und daf¨ ur eine kompakte invariante Teilmenge betrachtet werden. In diesem
Sinne bietet dieser Abschnitt eine Beschreibung der inneren Struktur von Attraktoren in
einem nicht notwendigerweise kompakten Raum. Die Einf¨ uhrung nicht nur des Attraktors,
sondern auch des Repellers erweist sich jetzt als n¨ utzlich, denn Morsemengen werden als
Schnitte dieser Objekte deniert. Die Schnitte liefern die M¨ oglichkeit, ¨ uber eine Halbord-
nung einen Fluss zu beschreiben. In diesem Abschnitt wird Rybakowski [10] gefolgt.
Denition 3.1 Sei  Fluss auf X. Eine Familie (Mi)i=1;:::;n von Teilmengen von X heie
Morsezerlegung von X, falls es in X echt ineinander enthaltene Attraktoren ; = A0 
A1  ::: An = X mit entsprechenden Repellern X = A
0  A
1  ::: A
n = ; gibt mit
Mj = Aj \ A
j−1; 1  j  n:
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Die Denition l¨ asst schon vermuten, dass es Punkte aus X gibt, die von einer Morsemenge
angezogen werden, und andere Punkte, die abgestoen werden. Dies wird in diesem Ab-
schnitt weiter ausgebaut. Zun¨ achst jedoch sei bemerkt, dass die Attraktorsequenz in obiger
Denition nicht eindeutig sein muss, weshalb dies auch bei einer Morsezerlegung nicht der
Fall sein muss.
Denition 3.2 Eine Morsezerlegung (Mi)i=1;:::;n von X heie feiner als eine Morsezer-
legung (M0
j)j=1;:::;n0 von X, falls es f¨ ur alle j 2f 1;:::;n 0g ein i 2f 1;:::;ng gibt mit
Mi  M0
j.
Im Zusammenhang mit dem ersten Punkt gibt der zweite Punkt des n¨ achsten Satzes eine
wichtige Eigenschaft von Morsemengen an: Entweder bendet sich ein Punkt schon in einer
Morsemenge, oder seine beiden Limesmengen liegen in genau zwei Morsemengen.
Satz 3.3 Sei  Fluss auf X und (Mi)i=1;:::;n eine Morsezerlegung von X mit zugeh¨ origen
Attraktoren A0;:::;A n. Dann gilt
(i) Die Mengen (Mi) sind paarweise disjunkt.
(ii) F¨ ur x 2 X gilt entweder γ(x)  Mi f¨ ur ein i  n oder es gibt Indizes i<jmit
!(x)  Mj und !(x)  Mi.
(iii) F¨ ur alle k 2f 1;:::;ng gilt
Ak = fx 2 X : !(x)  M1 [ :::[ Mkg;
d.h. die Attraktorsequenz, die eine vorgegebene Morsezerlegung erzeugt, ist eindeutig.
(iv) F¨ ur alle i 2f 1;:::;ng ist (Ai−1;M i) ein Attraktor-Repeller-Paar im kompakten me-
trischen Raum (Ai;d jAi).
Beweis:
(i) F¨ ur i;j 2f 1;:::;ng mit i<jfolgt mit Lemma 2.24
Mi \ Mj = Ai \ A
i−1 \ Aj \ A
j−1 = Ai \ A
j−1  Aj−1 \ A
j−1 = ;:
(ii) Sei x 2 X.A u sAn = X und A
0 = X folgt die Existenz eines kleinsten Indizes i>0
mit !(x)  Ai und eines gr¨ oten Indizes j<nmit !(x)  A
j: Aus der Minimalit¨ at
von i folgt !(x) 6 Ai−1, woraus man mit Satz 2.25 und der Abgeschlossenheit von
Ai−1 auf x 2 A
i−1 schlieen kann. Da A
i−1 invariant bzw. abgeschlossen ist, gilt
γ(x)  A
i−1 bzw. !(x)  A
i−1: (3.1)
Andererseits gilt wegen der Maximalit¨ at von j
!(x) 6 A
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weswegen mit der Invarianz von A
j+1 der Fall x 2 A
j+1 und mit Satz 2.25 der Fall
x 62 A
j+1 [ Aj+1 ausscheidet. Also gilt x 2 Aj+1 und wegen der Invarianz von Aj+1
auch γ(x)  Aj+1.
Auerdem gilt j  i − 1, denn die Annahme j +1 i − 1w ¨ urde Aj+1  Ai−1
implizieren, was aber mit (3.1) γ(x)  Ai−1 \A
i−1 = ; zur Folge h¨ atte. F¨ ur j = i−1
erh¨ alt man γ(x)  A
i−1 \ Ai = Mi,f ¨ ur j>i− 1 gilt !(x)  A
i−1 \ Ai = Mi und
!(x)  A
j \ Aj+1 = Mj+1,w o m i t( ii) gezeigt ist.
(iii) Sei x 2 Ak.D aAk abgeschlossen und invariant ist, gilt !(x)  Ak.S e ii  k der
kleinste Index mit !(x)  Ai.A l s oi s ti>0 und !(x) 6 Ai−1 und man erh¨ alt mit
Satz 2.25 !(x)  A
i−1.M i t!(x)  Ai \ A
i−1 = Mi  M1 [ :::[ Mk ist die eine
Inklusion abgeschlossen, f¨ ur die andere sei x 2 X mit !(x)  M1[:::[Mk. Es folgt
!(x)  Mj f¨ ur ein j  k und somit !(x)  Aj  Ak. Mit Satz 2.25 schliet man
auf x 2 Ak.
(iv) Die Behauptung folgt direkt aus Denition 3.1 und Lemma 2.24.
Jetzt wird gezeigt, dass beim Vorliegen einer Familie nichtleerer kompakter invarianter
Teilmengen von X die Eigenschaften (i) und (ii) von Satz 3.3 nicht nur notwendig, sondern
auch hinreichend daf¨ ur sind, dass die Familie (Mi) eine Morsezerlegung bildet.
Satz 3.4 Sei  Fluss auf X. Seien (Mi)i=1;:::;n;M i  X f¨ ur alle i  n, nichtleer, kompakt,
invariant und paarweise disjunkt. F¨ ur jedes x 2 X gelte entweder γ(x)  Mj f¨ ur ein j  n
oder es existieren Indizes i<jmit !(x)  Mj und !(x)  Mi.D a n ni s t(Mi)i=1;:::;n eine
Morsezerlegung.
Beweis: Wir haben die Existenz von echt ineinander enthaltenen Attraktoren ; = A0 
A1  ::: An = X zu zeigen mit
Mk = Ak \ A
k−1; 1  k  n: (3.3)
Deniere A0 := ; und Ak := fx 2 X : !(x)  M1 [:::[Mkg; 1  k  n.D ad i eM e n g e n
(Mi) nichtleer sind, liegt echte Inklusion der Ak; 1  k  n; vor. Nachgewiesen werden soll
jetzt die Invarianz, Kompaktheit und Attraktionseigenschaft von A0;A 1;:::;A n und dass
(3.3) gilt.
Die Mengen (Ak) sind invariant, denn f¨ ur x 2 Ak,1 k  n, und t 2 R erh¨ alt man
!(x)=!(t(x))  M1 [ :::[ Mk und damit t(x) 2 Ak.
Jetzt soll die Abgeschlossenheit der Mengen (Ak)k=1;:::;n gezeigt werden. Oensichtlich ist
An = X abgeschlossen. Induktiv zeigt man die Abgeschlossenheit der ¨ ubrigen Mengen.
Sei hierzu Ak+1 abgeschlossen f¨ ur k<nund sei (xm)  Ak mit (xm) ! x 2 X. Wegen
Ak  Ak+1 und der Abgeschlossenheit von Ak+1 gilt x 2 Ak+1,a l s oa u c h!(x)  M1 [
:::[ Mk+1.U mx 2 Ak zu verizieren, m¨ ussen wir !(x)  M1 [ :::[ Mk zeigen. Da
die Mengen (Mi) disjunkt sind und !(x) zusammenh¨ angend ist, lautet die gegenteilige
Annahme !(x)  Mk+1, die man wie folgt zum Widerspruch f¨ uhrt. Sei V  Mk+1 eine
oene Umgebung von Mk+1 mit
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Dann gibt es eine Folge (t) !1und ein z 2 Mk+1 mit −t(x) 2 V und d(−t(x);z) 
1= f¨ ur alle   1. Also gibt es f¨ ur jedes  ein m   mit −t(xm) 2 V und
d(−t(xm);z)  2=. Wegen !(xm) [ !(xm)  M1 [ :::[ Mk f¨ ur alle m  1g i b t
es Folgen () und (s)m i t <t  <s  und −s(xm); −(xm) 2 @V und
−t(xm) 2 V f¨ ur   t  s: (3.5)
Sei nun y := −s(xm): Da X kompakt ist und @V abgeschlossen, k¨ o n n e nw i r ,n a c he v t l .
¨ Ubergang zu einer Teilfolge, die Folge (y) als konvergent ansehen mit (y) ! y 2 @V.
Aus der Invarianz von Mk+1 folgt (t −) !1 . Zusammen mit (3.5) folgt t(y) 2 V f¨ ur
alle t  0 und somit !(y) 2 V . Nach Voraussetzung liegt !(y)i ne i n e rM e n g eMi;i n.
Wegen (3.4) ist dies Mk+1.D aAk+1 invariant und nach Induktionsannahme abgeschlossen
ist, folgt y 2 Ak+1 und damit auch !(y)  M1 [ :::[ Mk+1. Hieraus schlieen wir mit
!(y)  Mk+1 und den Voraussetzungen an die Mengen (Mi)a u fγ(y)  Mk+1 und letztlich
auf y 2 Mk+1. Dies widerspricht aber y 2 @V,d aV Umgebung von Mk+1 ist. Somit ist
die Abgeschlossenheit von Ak f¨ ur alle k 2f 1;:::;ng gezeigt.
Jetzt soll nachgewiesen werden, dass die Mengen (Ak), 1  k  n, Attraktoren sind.
Angenommen, es existiere ein k  n,s od a s sAk kein Attraktor ist. Dann folgt mit Lemma
2.22, dass es f¨ ur jede Umgebung U von Ak ein x 2 UnAk gibt mit γ−(x)  U.D i eM e n g e n
(Mj) sind invariant, abgeschlossen und disjunkt. Somit ist klar, dass M1 [ :::[ Mk  Ak
und Mj \ Ak = ; f¨ ur j>kgilt. Falls obiges U hinreichend klein gew¨ ahlt wird, l¨ asst sich
damit folgern, dass es ein i  k gibt mit !(x)  Mi. Dies widerspricht aber x 62 Ak bzw.
!(x) 6 M1 [ :::[ Mk. Also ist die Attraktionseigenschaft gezeigt.
Es verbleibt, den Nachweis von (3.3) zu erbringen. F¨ ur ein j  n sei zun¨ achst x 2 Mj.
Dann gilt !(x)  Mj und damit f¨ ur y 2 !(x)  Mj die Inklusion !(y)  Mj. Des weiteren
gilt !(x)  Mj und damit x 2 Aj. Nehmen wir nun x 62 A
j−1 an, folgt !(x)  Aj−1.F ¨ ur
y 2 !(x)  Aj−1 erhalten wir dann !(y)  M1 [ :::[ Mj−1. Dies ist ein Widerspruch
zu !(y)  Mj, denn die Mengen (Mj) sind disjunkt. Sei jetzt x 2 Aj \ A
j−1. Dann folgt
!(x)  M1 [ :::[ Mj und wegen x 2 A
j−1 bzw. !(x)  A
j−1 und der Disjunktheit von
Aj−1 und A
j−1 auch !(x) \ M1 [ :::[ Mj−1 = ; und damit !(x)  Ml f¨ ur ein l  j.M i t
den Voraussetzungen an die Familie (Mi)e r h a l t e nw i rl = j,a l s oa u c hγ(x)  Mj, und
somit x 2 Mj. Der Beweis ist also abgeschlossen.
Die folgende Charakterisierung von Morsemengen wird in Colonius, Kliemann [5, Denition
B.2.7.] als Denition der Morsezerlegung genommen. Dass dadurch keine anderen Objekte
wie in Denition 3.1 entstehen, zeigt der n¨ achste Satz.
Satz 3.5 Sei  Fluss auf X. Seien (Mi)i=1;:::;n;M i  X f¨ ur alle i  n, nichtleer, kompakt,
invariant und paarweise disjunkt. Dann sind ¨ aquivalent:
(i) (Mi) ist Morsezerlegung.
(ii) (a) F¨ ur alle x 2 X gilt !(x);!(x) 
Sn
i=1 Mi.
(b) Existieren f¨ ur Mj0;:::;M jl Punkte x1;:::;x l 2 Xn
Sn
i=1 Mi mit !(xi)  Mji−1
und !(xi)  Mji, 1  i  l,s of o l g tj0 >j l, insbesondere also auch Mj0 6= Mjl.KAPITEL 3. MORSETHEORIE 23
Beweis: (i) ) (ii): Sei x 2 X. Dann folgt mit Satz 3.3 entweder γ(x)  Mj f¨ ur ein j  n
oder die Existenz von Indizes i<jmit !(x)  Mj und !(x)  Mi.S o w o h li me r s t e n
Fall, da Mj abgeschlossen ist, als auch im zweiten Fall erhalten wir !(x);!(x) 
Sn
i=1 Mi.
Damit ist (a) gezeigt. F¨ ur (b) seien nun Mengen Mj0;:::;M jl und x1;:::;x l 2 Xn
Sn
i=1 Mi
gegeben mit!(xi)  Mji−1 und !(xi)  Mji,1 i  l.D a n ne r h ¨ altman j0 >j 1 >:::>j l
aus Satz 3.3 (ii) und somit auch Mj0 6= Mjl.
(ii) ) (i): Sei x 2 X.M i tS a t z3 . 4g e n ¨ ugt es zu zeigen, dass mit γ(x) 6 Mj f¨ ur alle j  n
schon die Existenz von i<jfolgt mit !(x)  Mj und !(x)  Mi.D ad i eM e n g e n( Mi)
invariant sind, kann man wegen γ(x) 6 Mj, j  n,a u fx 2 Xn
Sn
i=1 Mi schlieen. Mit (a)
ndet man i;j  n mit !(x)  Mj und !(x)  Mi.A u s( b) folgt sofort i<j .
Inwiefern eine Morsezerlegung Einblick in die Struktur eines Flusses gibt, ist Inhalt des
n¨ achsten Korollars.
Korollar 3.6 Sei  Fluss auf X. Auf einer Morsezerlegung (Mi)i=1;:::;n von X kann man
eine Halbordnung einf¨ uhren durch
Mi  Mk : () Es gibt Mi = Mj0;:::;M jl = Mk und x1;:::;x l 2 X mit
!(xm)  Mjm und !(xm)  Mjm−1 f¨ ur m =1 ;:::;l:
Beweis: F¨ ur die Reﬂexivit¨ at Mi  Mi;i n; w¨ ahle man x1 2 Mi und erh¨ alt mit der
Abgeschlossenheit und Invarianz der Morsemengen !(x1)  Mi und !(x1)  Mi.D i e
Antisymmetrie folgt aus der Eigenschaft (b) in Satz 3.5. Die Transitivit¨ at ist klar.
Zwischen den Morsemengen stellt der Fluss also eine gerichtete Verbindung her, wobei
nicht alle Morsemengen verbunden sein m¨ ussen - m¨ oglicherweise sogar keine.
Man kann zeigen, dass es nur abz¨ ahlbar viele Attraktoren gibt. Dies stellt sicher, dass nur
abz¨ ahlbar viele Mengen in X als Morsemengen ¨ uberhaupt in Frage kommen.
3.2 (";T)-Ketten und Morsemengen
Das Endresultat dieses Abschnittes wird eine Charakterisierung der (feinsten) Morsezerle-
gung sein.
In diesem Abschnitt, der in Teilen Colonius, Kliemann [5] folgt, wird es darum gehen, (";T)-
Ketten einzuf¨ uhren und mit ihnen die Kettenrekurrenzmenge. Die Zusammenhangskom-
ponenten dieser Menge - falls es endlich viele sind - generieren die feinste Morsezerlegung
von X. Diese Aussage (siehe Satz 3.23) ist das Hauptergebnis des Abschnittes.
Dieser Abschnitt l¨ asst sich grob in drei Teile unterteilen: Zun¨ achst wird es darum ge-
hen, Eigenschaften der Kettenrekurrenzmenge aufzuzeigen. Dann folgt eine Passage ¨ uber
die Kettenlimesmenge, die f¨ ur den letzten Teil, der das Hauptergebnis dieses Abschnittes
enth¨ alt, n¨ utzlich ist.
Denition 3.7 Sei  ein Fluss auf X. Seien x;y 2 X und ";T > 0. Dann ist eine (";T)-
Kette von x nach y gegeben durch ein n 2 N und Punkte
x = x0;x 1;:::;x n = y 2 Xu n dZ e i t e nT 0;:::;T n−1  T;KAPITEL 3. MORSETHEORIE 24
mit
d(Ti(xi);x i+1) <" f¨ ur i =0 ;1;:::;n− 1: (3.6)
Es wird also nicht gefordert, dass es ein t>0 gibt mit t(x)=y. Vielmehr d¨ urfen zwischen-
durch Spr¨ unge kleiner " gemacht werden, zwischen den Spr¨ ungen muss jedoch mindestens
die Zeit T verﬂossen sein. Sind jeweils zwei Punkte einer Menge (in beide Richtungen) in
dieser Weise f¨ ur beliebige ";T > 0 zu verbinden, spricht man von einer kettentransitiven
Menge. Kettenrekurrenz ist eine Abschw¨ achung davon: Hier muss nur jeder Punkt mit sich
selbst zu verbinden sein. Alle diese Punkte bilden die Kettenrekurrenzmenge.
Denition 3.8 Eine Teilmenge Y  X heie kettentransitiv, falls es f¨ ur alle x;y 2 Y und
alle ";T > 0 eine (";T)-Kette von x nach y gibt.
Ein Punkt x 2 X heie kettenrekurrent, wenn es f¨ ur alle ";T > 0 eine (";T)-Kette von x
nach x gibt. Eine Menge, die aus kettenrekurrenten Punkten besteht, heie kettenrekurrent.
Als Kettenrekurrenzmenge R wird die Menge aller kettenrekurrenten Punkte bezeichnet.
Lemma 3.9 Sei  Fluss auf X.D a n ni s tRX abgeschlossen und invariant.
Beweis: Sei x 2 @R. Gezeigt wird x 2R , womit die Abgeschlossenheit folgt. Seien ";T > 0.
Dann gibt es ein " > 0 und ein x 2Rmit B"(x)  B"(x) und B"(T(x))  B"(T(x)).
Wenn jeweils mit Zeiten T>0e i n e( ";T)-Kette von x nach x gegeben ist durch Punkte
x;x 1;:::;x n−1;x  2 X, dann ist jeweils mit Zeiten T>0e i n e( ";T)-Kette von x nach x
gegeben durch Punkte x;x1;:::;x n−1;x2 X. Also gilt x 2R .
Zum Beweis der Invarianz sei t  0. Es ist t(R)=R zu zeigen. Nachgewiesen wird R
 t(R), die andere Inklusion beweist man analog. Sei y 2Rund ";T > 0. Der Beweis
ist abgeschlossen, wenn die Existenz einer (";T)-Kette von −t(y)n a c h−t(y) gezeigt ist,
denn dann gilt −t(R) R .
Da  als Fluss stetig ist, gibt es ein "0 > 0m i t−t(B"0(y))  B"(−t(y)). Es existiert eine
("0;T+t)-Kette y = y0;y 1; :::;y n = y 2 X von y nach y mit Zeiten T0; :::;T n−1  T +t.
Wegen Tn−1(yn−1) 2 B"0(y) gilt Tn−1−t(yn−1) 2 B"(−t(y)). Dann ist
−t(y);y 1;y 2; :::;y n−1; −t(y) 2 X
eine (";T)-Kette von −t(y)n a c h−t(y) mit Zeiten T0 + t; T1;T 2; :::;T n−1 − t  T.
Lemma 3.10 Sei  ein Fluss auf X.S e iy 2R ;x2 X und >0.W e n ne sf ¨ ur jedes
">0 eine (";)-Kette von x nach y gibt, dann gibt es f¨ ur jedes ";T > 0 eine (";T)-Kette
von x nach y.
Beweis: Die Aussage ist bewiesen, wenn man gezeigt hat, dass es f¨ ur jedes ">0e i n e
(";2)-Kette von x nach y gibt. Man ersetze dann in den Voraussetzungen  durch 2 etc.
und erreicht schlielich jedes beliebige 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T<erf¨ ullt. Dann sind wir fertig, denn die Zeiten der (";)-Kette sind dann auch gr¨ oer
als T.
Wegen der Kompaktheit von X ist  gleichm¨ aig stetig auf [0;3]  X. Also gibt es ein
 2 (0; "
2), so dass f¨ ur alle a;b 2 X und t 2 [0;3] gilt:
d(a;b) < ) d(t(a); t(b)) <
"
2
: (3.7)
Nach Voraussetzung ndet man eine (; )-Kette x0 = x; x1;:::;x m = y mit Zeiten
0;:::; m−1  .S e io . B . d . A .i 2 [;2];i2f 0;:::;m− 1g {w a se i n es c h w ¨ achere
Aussage ist { und m  2. Das letztere k¨ onnen wir annehmen, da man diese Kette mit einer
Kette von y nach y verbinden kann, denn y liegt in R. Also existieren q 2 N und r 2f 2;3g
mit m =2 q + r. Somit erhalten wir eine (";2)-Kette von x nach y:
y0 = x; y1 = x2;y 2 = x4; :::;y q = x2q;y q+1 = xm = y
mit Zeiten
T0 =
1 X
i=0
i;T 1 =
3 X
i=2
i;:::;T q =
m X
i=2q
i:
Bei dem letzten Schritt, von x2q nach x2q+r, kann wegen <"
2 die Implikation (3.7)
zweimal angewendet werden.
Der n¨ achste Satz zeigt, dass bei einer maximalen kettentransitiven Teilmenge Y von R
f¨ ur die Punkte, die f¨ ur die (";T)-Ketten zwischen den Punkten gebraucht werden, keine
Punkte auerhalb Y gebraucht werden. Die analoge Aussage bzgl. Kettenrekurrenz gilt
auch f¨ ur R.
Satz 3.11 Sei  ein Fluss auf X.S e iY maximale kettentransitive Teilmenge von R.D a n n
ist Y auch f¨ ur jY kettentransitiv. Auerdem ist R kettenrekurrent f¨ ur die Einschr¨ ankung
von  auf R.
Beweis: Seien y;y0 2 Y .F ¨ ur jedes p 2 N gibt es eine (1
p;1)-Kette x0 = y; x1;:::;x np = y0
in X von y nach y0 mit Zeiten T
p
0;:::;T
p
np−1 2 [1;2]. Setze Kp :=
Snp
i=0f([0;T
p
i ];x i)g.A u s
Satz 2.6 folgt die Existenz einer Teilfolge von (Kp), die in der Hausdormetrik gegen ein
kompaktes nichtleeres K  X konvergiert mit y;y0 2 K. Seien x;z 2 K und q 2 N.W e n n
man zeigt, dass es in K eine (1
q;1)-Kette von x nach z mit Zeiten T0;:::;T nq−1 2 [1;2]
gibt, folgt mit Lemma 3.10 K  Y und obige Behauptung.
Sei nun  2 (0; 1
3q) hinreichend klein, so dass f¨ ur den auf [0;2]  X gleichm¨ aig stetigen
Fluss  f¨ ur alle a;b 2 X; t 2 [0;2] gilt
d(a;b) < ) d(t(a); t(b)) <
1
3q
:
W¨ ahle p 2 N mit 1
p <und
H(Kp;K) < : (3.8)
Dann ndet man eine (1
p;1)-Kette x = x0;:::;x np = z 2 X von x nach z mit Zeiten
T
p
0;:::;T
p
np−1 2 [1;2]: Setze nq := np und Ti := T
p
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f¨ ur alle i =1 ;:::;n q − 1e i n~ xi 2 K mit d(~ xi;x i) < .D a n ni s tx; ~ x1; ~ x2;:::;~ xnq−1;z2 K
eine (1
q;1)-Kette in K von x nach z mit Zeiten T0;:::;T nq−1,w e n nm a n1
p + <1
q f¨ ur ~ x1,
1
3q + 1
p + <1
q f¨ ur ~ xi;i=2 ;:::;n q − 1; und 1
3q + 1
p < 1
q f¨ ur z beachtet.
F¨ ur die zweite Aussage sei (Yi)i2I die Familiealler maximalen kettentransitivenTeilmengen
von R. Dann gilt
S
i2I Yi = R,d e n nf ¨ ur alle x 2Rist fxg kettentransitiv und es gibt ein
i0 2 I mit x 2 Yi0. Da aus Kettentransitivit¨ at Kettenrekurrenz folgt, ergibt sich f¨ ur alle
i 2 I,d a s sYi auch f¨ ur jYi kettenrekurrent ist. Also ist R =
S
i2I Yi kettenrekurrent f¨ ur
jR.
Satz 3.12 Sei  ein Fluss auf X.S e iY  X abgeschlossen, kettenrekurrent und zusam-
menh¨ angend. Dann ist Y kettentransitiv. Ist X kettentransitiv, so ist X zusammenh¨ angend.
Beweis: Seien x;y 2 Y und ";T > 0. Wegen der Kompaktheit von Y gibt es f¨ ur eine
¨ Uberdeckung von Y mit Kugeln vom Radius "
4 endlich viele Punkte y1;:::;y n−1 2 Y ,s o
dass es f¨ ur alle z 2 Y ein i 2f 1;:::;n−1g gibt mit d(z;yi) < "
4. Deniere y0 := x und yn =
y.D aY zusammenh¨ angend ist, gilt d(yi;y j) < 3
4" f¨ ur i;j  n−1m i tB"
4(yi)\B"
4(yj) 6= ;.
Wegen der Kettenrekurrenz gibt es eine ("
4;T)-Kette von yi nach yi f¨ ur alle i =0 ;:::;n−1.
Die gesuchte (";T)-Kette von x nach y ergibt sich aus geeigneter Zusammensetzung dieser
Ketten. Also liegt Kettentransitivit¨ at vor.
Sei nun X kettentransitiv. Angenommen, X sei nicht zusammenh¨ angend. Dann kann X
als Vereinigung zweier oener, disjunkter Mengen V und W geschrieben werden, die auch
kompakt sein m¨ ussen mit
"0 := inffd(v;w):v 2 V;w2 Wg > 0:
Also kann es f¨ ur "<"0
2 keine (";T)-Kette von v 2 V nach w 2 W g e b e n-e i nW i d e r s p r u c h
zur Kettentransitivit¨ at.
Anschaulich gesprochen, springt man beim Beweis der ersten Aussage nach einer ( "
4;T)-
Kette zu einem anderen Punkt, von diesem nach einer weiteren ( "
4;T)-Kette zu einem
weiteren Punkt. Setzt man dies fort, garantiert die Kompaktheit der Menge Y ,d a s ss i c h
so alle Punkte verbinden lassen.
Der n¨ achste Satz liefert eine Charakterisierung der Zusammenhangskomponenten von R.
Diese werden auch Kettenrekurrenzkomponenten genannt.
Satz 3.13 Sei  ein Fluss auf X. Die Zusammenhangskomponenten von R sind gerade die
maximalen kettentransitiven Teilmengen von R. Auerdem ist eine Zusammenhangskom-
ponente kettentransitiv f¨ ur die Einschr¨ ankung von  auf diese Zusammenhangskomponente.
Beweis: Sei Y eine maximale kettentransitive Teilmenge von R. Wegen Satz 3.11 und
der zweiten Aussage von Satz 3.12 liegt Y in einer Zusammenhangskomponente von R.
Andererseits entnimmt man Satz 3.12, dass jede Zusammenhangskomponente von R,d i e
nat¨ urlich kettenrekurrent, zusammenh¨ angend und mit Lemma 3.9 abgeschlossen ist, auch
kettentransitiv ist. Die zweite Aussage ist dann klar.
Die Denition der Kettenlimesmenge, zusammen mit den nachfolgenden Aussagen, bereiten
das Endresultat dieses Abschnittes hinsichtlich der Charakterisierung von Morsemengen als
Kettenrekurrenzkomponenten vor.KAPITEL 3. MORSETHEORIE 27
Denition 3.14 Sei Y  X. Setze f¨ ur ";T > 0
Ω(Y;";T): =fz 2 X : es gibt ein y 2 Y und eine (";T)− Kette von y nach zg
und
Ω(Y ): =
\
";T>0
Ω(Y;";T):
Ω(Y ) wird Kettenlimesmenge von Y genannt.
Schreibt man Ω(x)f ¨ ur Ω(fxg), x 2 X, so gilt R = fx 2 X : x 2 Ω(x)g,d e n nΩ ( x)i s t
die Menge aller Punkte von X,d i ef ¨ ur beliebige ";T > 0m i te i n e r( ";T)-Kette von x aus
erreichbar sind.
Lemma 3.15 Sei  ein Fluss auf X und Y  X. Dann gilt !(Y )  Ω(Y ).
Beweis: Sei x 2 !(Y ) und ";T > 0. Dann gibt es Folgen (yn)  Y und (tn) !1mit
limn!1 tn(yn)=x.W ¨ ahle m 2 N hinreichend gro, so dass tm >Tund tm(ym) 2 B"(x)
gilt. Dann ist ym;xeine (";T)-Kette von ym 2 Y nach x 2 Ω(Y ).
Lemma 3.16 Sei Y  X und ";T > 0.D a n ni s t!(Ω(Y;";T)) ein Attraktor mit Attrak-
torumgebung Ω(Y;";T).
Beweis: !(Ω(Y;";T)) ist kompakt und invariant, und Ω(Y;";T) ist wegen (3.6) oen. Es
bleibt nur noch
!(Ω(Y;";T)) Ω(Y;";T)
zu zeigen. Sei also z 2 !(Ω(Y;";T)). Dann gibt es Folgen (tn) !1und (xn)  Ω(Y;";T)
mit limn!1 tn(xn)=z.W ¨ ahle n0 2 N;>0 und p 2 Ω(Y;";T)m i t
d(p;xn0) < ; t n0 >T; d (tn0(xn0);z) <
"
2
und
d(tn0(zn0); tn0(xn0)) <
"
2
f¨ ur alle zn0 mit d(zn0;x n0) < :
Aufgrund der Wahl von p gibt es eine (";T)-Kette von einem y 2 Y nach p und man erh¨ alt
d(tn0(p);z)  d(tn0(p); tn0(xn0))+ d(tn0(xn0);z) <
"
2
+
"
2
= ":
Also gibt es auch eine (";T)-Kette von y nach z, und es folgt z 2 Ω(Y;";T).
Wir haben in Lemma 3.15 die Inklusion !(Y )  Ω(Y ) aufgezeigt. Jetzt wird bewiesen,
dass der Durchschnitt ¨ uber alle Attraktoren, die !(Y ) enthalten, gerade Ω(Y ) ist.
Satz 3.17 Sei  ein Fluss auf X.S e iY  X und sei (Ai)i2I die Familie der Attraktoren
in X mit !(Y )  Ai, i 2 I. Dann gilt
Ω(Y )=
\
i2I
Ai:KAPITEL 3. MORSETHEORIE 28
Beweis: Zum Nachweis von \
i2I
Ai  Ω(Y ) (3.9)
bezeichne
A";T := !(Ω(Y;";T))  Ω(Y;";T);" ; T > 0;
den Attraktor gem¨ a Lemma 3.16. Mit der Invarianz von Ω(Y )e r h a l t e nw i r
!(Y )  Ω(Y )  A";T  Ω(Y;";T)
und mit
Ω(Y )=
\
";T>0
Ω(Y;";T)
folgt \
";T>0
A";T =Ω ( Y );
was (3.9) impliziert.
Dass andererseits der Schnitt in (3.9) nicht echt in
T
";T>0 A";T enthalten ist, d.h. die
Inklusion Ω(Y ) 
T
i2I Ai nicht verletzt ist, zeigt man so: Sei Ai  X; i 2 I; ein beliebiger
Attraktormit !(Y )  Ai.S e iV  X eine abgeschlossene Umgebung von Ai mit V \A
i = ;
und sei T0 > 0 hinreichend gro mit
T(V ) 

V und T(Y )  T0(V )f ¨ ur alle T  T0:
F¨ ur die zweite Inklusion beachte man, dass es wegen !(Y )  Ai solch ein T0 gibt. W¨ ahle
"0 > 0m i t
"0 < inffd(a;b):a 62 V; b 2 T0(V )g:
Dann enden alle in Y beginnenden ("0;T 0)-Ketten in V . Hiermit folgt mit
Ω(Y )=
\
"<"0
TT0
Ω(Y;";T)
f¨ ur ein x 2 Y die Inklusion Ω(x)  V .D aV beliebig klein gew¨ ahlt werden konnte, gilt
Ω(x)  Ai, und der Beweis ist wegen Ω(Y )=
S
x2Y Ω(x) abgeschlossen.
Der verbleibende Teil des Abschnittes hat wieder die Kettenrekurrenzmenge zum Inhalt.
Zun¨ achst wird bewiesen, dass R der Durchschnitt ¨ uber alle Attraktor-Repeller-Paare (ei-
gentlich Attraktor-Repeller-Paar-Vereinigungen) ist.
Satz 3.18 Sei  ein Fluss auf X und (Ai)i2I die Familie aller Attraktoren in X.D a n n
gilt
R =
\
i2I
Ai [ A
i: (3.10)KAPITEL 3. MORSETHEORIE 29
Beweis: Sei x 2Rund i 2 I. Dann gilt entweder !(x)  Ai oder !(x)  A
i.I mz w e i t e n
Fall sind wir fertig, denn dann gilt x 2 A
i.S e ia l s o!(x)  Ai. Dann folgt x 2 Ai,d e n n
wegen Satz 3.17 und x 2 Ω(x)i s tx in jedem Attraktor enthalten, der !(x)e n t h ¨ alt.
Ist andererseits x 2
T
i2I Ai [ A
i, so liegt x im Durchschnitt ¨ uber alle Attraktoren, die
!(x) enthalten. Also gilt mit Satz 3.17 x 2 Ω(x) und damit x 2R .
Das n¨ achste Lemma besagt unter anderem, dass der Durchschnitt aller Attraktor-Repeller-
Paare, die zu einer Attraktorsequenz wie in Denition 3.1 geh¨ oren, die Vereinigung der
zugeh¨ origen Morsemengen ist { die mit Satz 3.18 eine Obermenge von R ist.
Lemma 3.19 Sei  Fluss auf X und seien A0  :::  An echt ineinander enthaltene
Attraktoren in X. Dann gilt
[
i2f1;:::;ng
Ai \ A
i−1 = A
0 \
\
i2f1;:::;n−1g
Ai [ A
i \ An; (3.11)
insbesondere also auch
[
i2f1;:::;ng
Ai \ A
i−1 =
\
i2f0;:::;ng
Ai [ A
i; (3.12)
falls A0 = ; und An = X gilt.
Beweis: Die Aussage beweist man induktiv. F¨ ur n = 1 ist die Aussage in (3.11) trivial. Von
n auf n + 1 schliet man mit einem Gesetz von de Morgan folgendermaen:
[
i2f1;:::;n+1g
Ai \ A
i−1 =( A
0 \
\
i2f1;:::;n−1g
Ai [ A
i \ An) [ (An+1 \ A
n)
= An+1 \ ((A
0 \
\
i2f1;:::;n−1g
Ai [ A
i \ An) [ A
n)
= An+1 \ (A
0 \
\
i2f1;:::;n−1g
Ai [ A
i \ (An [ A
n))
= A
0 \
\
i2f1;:::;ng
Ai [ A
i \ An+1
Die Aussage in (3.12) folgt mit A0 = A
n = ;.
Jetzt stellt sich die Frage, ob es Attraktorsequenzen gibt, die nicht nur eine Obermenge
von R erzeugen, sondern gerade R. Die Frage ist positiv zu beantworten, wenn es eine
feinste Morsezerlegung gibt.
Denition 3.20 Sei  Fluss auf X. Eine Morsezerlegung (Mi)i=1;:::;n von X heie feinste
Morsezerlegung, falls jede Morsezerlegung, die feiner als (Mi) ist, bis auf Umnummerierung
der Morsemengen die gleiche Morsezerlegung ist.
Lemma 3.21 Sei  Fluss auf X und (Mi)i=1;:::;n eine Morsezerlegung von X. Dann sind
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(i) (Mi) ist feinste Morsezerlegung.
(ii) Auf den R¨ aumen M1;:::;M n mit Fl¨ ussen jM1; :::; jMn gibt es jeweils nur die
triviale Morsezerlegung, n¨ amlich jeweils der ganze Raum.
Beweis: (ii) ) (i): Angenommen, (Mi) ist keine feinste Morsezerlegung. Dann gibt es eine
feinere, die nicht, auch nicht bis auf Umnummerierung der Morsemengen, die gleiche ist.
Dann gibt es ein i0  n und ein x 2 Mi0,s od a s sx nicht in der feineren Morsezerlegung
liegt. Mit Satz 3.3 (ii) und der Invarianz der Morsemengen folgt, dass es nicht nur die
triviale Morsezerlegung von Mi0 mit Fluss jMi0 gibt.
(i) ) (ii): Angenommen, es gibt ein i0  n,s od a s se sa u fMi0 mit Fluss jMi0 nicht nur
die triviale Morsezerlegung gibt. Dann gibt es eine feinere Morsezerlegung, die nicht, auch
nicht bis auf Umnummerierung, die gleiche ist. Hierbei beachte man, dass, wenn man in
der Halbordnung der (Mi) Mi0 durch die Morsezerlegung auf Mi0 ersetzt, wieder eine
Halbordnung entsteht, denn Zykel sind nicht m¨ oglich. (Siehe Satz 3.5(ii)(b).)
Mit anderen Worten: Feinste Morsezerlegungen sind genau die Morsezerlegungen, deren
Morsemengen sich nicht in kleinere Morsemengen unterteilen lassen. Dass sogar, bis auf
Umnummerierung der Morsemengen, von der feinsten Morsezerlegung gesprochen werden
kann, besagt das folgende Korollar.
Korollar 3.22 Eine feinste Morsezerlegung ist bis auf Umnummerierung der Morsemen-
gen eindeutig und ihre Morsemengen sind jeweils zusammenh¨ angend.
Beweis: Angenommen, es gibt zwei feinste Morsezerlegungen, die nicht, auch nicht bis auf
Umnummerierung, die gleichen sind. Dann l¨ asst sich wie im Beweis der Notwendigkeit in
Lemma 3.21 zeigen, dass eine Morsezerlegung nicht eine feinste war.
F¨ ur die zweite Aussage sei angenommen, dass es eine Morsemenge Mi gibt, die nicht zusam-
menh¨ angend ist, sich also in zwei nichtleere disjunkte Vereinigungen von Zusammenhangs-
komponenten zerlegen l¨ asst. Diese zwei Vereinigungen von Zusammenhangskomponenten
sind mit Satz 3.5 eine (nichttriviale) Morsezerlegung von Mi mit dem Fluss jMi.D i e s
widerspricht Lemma 3.21.
¨ Ahnlich wie in diesem Beweis ¨ uberlegt man sich, dass die Vereinigung der Morsemengen
der feinsten Morsezerlegung in der Vereinigung der Morsemengen einer beliebigen Morse-
zerlegung enthalten ist.
Die in der Einleitung zu diesem Kapitel angek¨ undigte Interpretation der Morsemengen ist
Inhalt des folgenden Satzes.
Satz 3.23 Sei  ein Fluss auf X. Dann sind folgende Aussagen ¨ aquivalent:
(i) Es existiert eine feinste Morsezerlegung (Mi)i=1;:::;n.
(ii) Die Kettenrekurrenzmenge besteht aus endlich vielen Zusammenhangskomponenten.
In diesem Fall sind die Morsemengen gerade die Zusammenhangskomponenten von R und
jede Morsemenge ist kettentransitiv und kettenrekurrent f¨ ur die Einschr¨ ankung von  auf
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Beweis: Sei (Ai)i2I die Familie aller Attraktoren in X.
(i) ) (ii): Sei ; = A0  ::: An = X die Attraktorsequenz, die (Mi) erzeugt. Da (Mi)
feinste Morsezerlegung ist, die Morsemengen sich also nicht weiter in kleinere Morsemengen
unterteilen lassen, gilt wegen Lemma 3.19 f¨ ur eine beliebige Sequenz ; = ~ A0  ::: ~ Ak =
X von echt ineinander enthaltenen Attraktoren:
[
i2f1;:::;ng
Mi =
[
i2f1;:::;ng
Ai \ A
i−1 
[
i2f1;:::;kg
~ Ai \ ~ A
i−1 =
\
j2f0;:::;kg
~ Aj [ ~ A
j
Da jeder Attraktor in solch einer Sequenz liegt, gilt mit Satz 3.18 und Lemma 3.19
[
i2f1;:::;ng
Mi =
\
i2I
Ai [ A
i = R; (3.13)
denn I enth¨ alt auch die Indizes f¨ ur die Attraktorsequenz, die (Mi) erzeugt. Da eine fein-
ste Morsezerlegung vorliegt, sind nach Korollar 3.22 die einzelnen Morsemengen zusam-
menh¨ angend. Also besteht R aus endlich vielen Zusammenhangskomponenten.
(ii) ) (i): Sei k 2 N die Anzahl der Zusammenhangskomponenten von R. Angenommen,
es existiere keine feinste Morsezerlegung. Dann gibt es ein l>kund eine Morsezerlegung
(Mi)i=1;:::;l.W e n n; = A0  ::: Al = X die Attraktorsequenz ist, die (Mi) erzeugt, gilt
wegen (3.10) und (3.12)
R
\
i2f0;:::;lg
Ai [ A
i =
[
i2f1;:::;lg
Mi:
Da die Morsemengen disjunkt sind, gibt es ein i0 2f 1;:::;lg mit
Mi0 \R= ;: (3.14)
Sei (jm)m2N eine Abz¨ ahlung von I und deniere f¨ ur m 2 N
Rm :=
\
j2fj1;:::;jmg
Aj [ A
j:
Da Mi0 nichtleer, invariant und abgeschlossen ist, erhalten wir mit Satz 2.25
Mi0 \R 1 = Mi0 \ (Aj1 [ A
j1) 6= ;:
Diese Menge ist auerdem invariant und abgeschlossen. Mit der gleichen ¨ Uberlegung wie
oben (ersetze Mi0 durch Mi0 \R 1 u.s.w.) folgt sukzessive f¨ ur jedes m 2 N,d a s sMi0 \R m
nichtleer, invariant und abgeschlossen ist. Wegen Rm Re m f¨ ur m  e m ergibt sich
;6 =
\
m2N
Mi0 \R m = Mi0 \R ;
ein Widerspruch zu (3.14). Damit ist die ¨ Aquivalenz bewiesen.
Mit (3.13) und Korollar3.22 folgt, dass die Morsemengen die Zusammenhangskomponenten
von R sind. Mit Satz 3.13 ergibt sich die Aussage, dass jede Morsemenge kettentransitiv
(und damit auch kettenrekurrent) f¨ ur die Einschr¨ ankung von  auf diese Morsemenge ist.Kapitel 4
Kontrolltheorie
Wir haben bereits in Kapitel 3 eine Charakterisierung der Morsemengen einer feinsten
Morsezerlegung hergeleitet. Diese Charakterisierung soll in diesem Kapitel dazu genutzt
werden, eine weitere Interpretation dieser Mengen aufzuzeigen. Nach der Denition einer
Metrik und eines Flusses auf einem Raum von Kontrollfunktionen soll, nach einem Ein-
schub ¨ uber die Kontrollmenge und deren Lift, der Frage nachgegangen werden, wie sich
Morsemengen einer feinsten Morsezerlegung ¨ uber Kettenkontrollmengen charakterisieren
lassen. Mit den Kettenkontrollmengen greifen wir das Konzept der (";T)-Kette aus Kapitel
3 auf. Des weiteren sei an den Schiefproduktﬂuss aus Kapitel 2 erinnert, denn die Morse-
mengen aus Abschnitt 4.4 beziehen sich auf eben diesen (hier echten) Fluss. Dabei nimmt
der Raum der Kontrollfunktionen den Platz des topologischen Raumes P aus Kapitel 2
ein. Der Inhalt dieses Kapitels ist Colonius, Kliemann [4] entnommen, worauf auch f¨ ur die
jeweiligen Beweise, die in diesem Kapitel nicht aufgef¨ uhrt sind, verwiesen werden soll.
4.1 Der Rechtsshift als chaotisches dynamisches System
Auf dem Zustandsraum M (siehe Abschnitt 4.2) wird in diesem Kapitel kein Fluss deniert
sein, sondern ein Kozykel. Hierf¨ ur ben¨ otigen wir einen topologischen Raum, der in diesem
Abschnitt deniert wird. Genauer gesagt, handelt es sich sogar um einen metrischen Raum.
Des weiteren ben¨ otigen wir einen Fluss auf diesem Raum. Er wird durch einen Shift auf
dem metrischen Raum (von Funktionen) deniert. Dieser Shift ist ein Beispiel f¨ ur einen im
Sinne von Devaney chaotischen Fluss.
Im Folgenden sei U eine kompakte und konvexe Teilmenge des Rm;m 1, die mindestens
zwei Punkte enth¨ alt. Deniere
U := fu : R ! U : u ist lokal integrierbarg:
Lokal integrierbar bedeutet Lebesgue-integrierbar auf beschr¨ ankten Intervallen. Man kann
U mit einer Metrik versehen und weiter einen, wie sich herausstellen wird, im Sinne von
Devaney chaotischen Fluss auf U denieren.
F¨ ur das n¨ achste Lemma sei bemerkt, dass L1(R;Rm) separabel ist, sich also eine abz¨ ahlbare
dichte Teilmenge ndet.
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Lemma 4.1 Sei (xn)  L1(R;Rm) abz¨ ahlbar und dicht und bezeichne h;i ein inneres
Produkt auf Rm. Dann wird U mit
dU(u;v): =
1 X
n=1
1
2n
j
R
Rhu(t) − v(t);x n(t)idtj
1+j
R
Rhu(t) − v(t);x n(t)idtj
;u ; v 2U;
zu einem kompakten, vollst¨ andigen und separablen metrischen Raum.
Obige Metrik wird schwach-Metrik genannt.
Auf U kann man einen Rechtsshift denieren durch
 : R U ! U
t(u()) := u( + t);t 2 R:
Satz 4.2 Der Rechtsshift deniert einen Fluss auf U mit folgenden Eigenschaften:
(i) Die periodischen Punkte liegen dicht in U.
(ii) Das dynamische System  auf U ist topologisch mischend und topologisch transitiv.
Mit Satz 2.14 besagt Satz 4.2 also, dass das dynamische System  auf U chaotisch im Sinne
von Devaney ist, wobei zu beachten ist, dass U nicht nur aus einem periodischen Orbit
besteht, denn U enth¨ alt mindestens zwei Punkte.
4.2 Kontrollsysteme und Kontrollmengen
In diesem Abschnitt soll etwas zum Zustandsraum M und zum Kozykel, der im weiteren
ben¨ otigt wird, gesagt werden. Auerdem wird der Schiefproduktﬂuss auf UM eingef¨ uhrt,
den wir f¨ ur die Charakterisierung der Morsemengen im Abschnitt 4.4 brauchen, denn die
Morsemengen werden diesmal Teilmengen von UM und nicht von M sein.
Eine bestimmte Klasse nichtlinearer Kontrollsysteme soll im Folgenden zugrunde liegen.
F¨ ur d<1 seien M eine d-dimensionale Riemann'sche Mannigfaltigkeitder Klasse C1 und
f0;:::;f m 2C 1(M;Rd), u =( u1;:::;u m) 2Ubeliebig. Betrachte nun das System
_ x(t)=f0(x(t))+
m X
i=1
ui(t)fi(x(t)): (4.1)
Hierbei soll vorausgesetzt werden, dass f¨ ur alle u 2U;x2 M die Gleichung (4.1) eindeutig
l¨ osbar ist mit (stetiger) L¨ osungsabbildung (t;u;x), t 2 R und (0;u;x)=x. Es liegt ein
nichtautonomes dynamisches System, also ein Kozykel, vor.
Des weiteren soll vorausgesetzt werden, dass die durch die Lie-Algebra L = LAff0 + P
i=1:::m uifi;(u1;:::;u m) 2Ugerzeugte Distribution L integrierbar ist, d.h.
dimL(x)=d f¨ ur alle x 2 M (4.2)
gilt. Diese Bedingung garantiert, dass die in der n¨ achsten Denition eingef¨ uhrte Menge
O+
t (x)f ¨ ur alle x 2 M nichtleeres Inneres hat.KAPITEL 4. KONTROLLTHEORIE 34
Denition 4.3 F¨ ur das Kontrollsystem (4.1) wird der positive bzw. negative Orbit von
x 2 M zur Zeit t  0 deniert durch
O+
t (x): =fy 2 M : es gibt ein u 2Umit y = (t;u;x)g
bzw.
O−
t (x): =fy 2 M : es gibt ein u 2Umit x = (t;u;y)g:
Die positive und negative Erreichbarkeitsmenge von x 2 M wird folgendermaen deniert:
O+(x): =
[
t0
O+
t (x)
bzw.
O−(x): =
[
t0
O−
t (x):
Jetzt folgt die Denition der Kontrollmenge. Diese Menge ist eine maximale Menge mit
der Eigenschaft, dass man von jedem Punkt approximativ zu jedem anderen Punkt der
Kontrollmenge gelangt und dass es eine Kontrollfunktion gibt, so dass man f¨ ur alle Zeiten
in der Kontrollmenge bleibt.
Denition 4.4 F¨ ur das Kontrollsystem (4.1) heie eine Menge D  M Kontrollmenge,
wenn gilt
(i) D  O+(x) f¨ ur alle x 2 D;
(ii) f¨ ur alle x 2 D gibt es ein u 2 U mit (t;u;x) 2 D f¨ ur alle t 2 R;
(iii) D ist maximal (bzgl. Inklusion) mit den Eigenschaften (i) und (ii).
Denition 4.5 Das System (4.1) heie vollst¨ andig kontrollierbar, falls f¨ ur alle x 2 M
O+(x)=M gilt.
Auch bei den Kontrollsystemen l¨ asst sich ein (Kontrollﬂuss genannter) Schiefproduktﬂuss
auf dem Produktraum, hier UM,e i n f ¨ uhren.
 : R UM !UM; (t;u;x): =( tu;(t;u;x)) (4.3)
 ist der in Abschnitt 4.1 denierte Rechtsshift. Nat¨ urlich interessiert jetzt, ob mit  ein
dynamisches System auf UM vorliegt. Die einzige hierf¨ ur noch zu zeigende Eigenschaft
ist die Stetigkeit von :
Lemma 4.6 Die Abbildung  gem¨ a (4.3) ist stetig auf UM.KAPITEL 4. KONTROLLTHEORIE 35
4.3 Der Lift einer Kontrollmenge
In diesem Abschnitt wird der Lift einer Kontrollmenge eingef¨ uhrt und Eigenschaften dieser
Teilmenge von UM bewiesen. Es wird sich herausstellen, dass der Fluss  auf dieser
Teilmenge chaotisch im Sinne von Devaney ist. Auerdem wird eine Charakterisierung des
Liftes aufgezeigt.
Denition 4.7 Sei D  M eine Kontrollmenge des Systems (4.1) mit

D6= ;. Dann heie
D := f(u;x) 2UM : (t;u;x) 2

D f¨ ur alle t 2 Rg (4.4)
der Lift von D, wobei sich der Abschluss auf die Produkttopologie der schwach-Topologie
auf U und der gegebenen Topologie auf M bezieht.
Der n¨ achste Satz besagt, dass eine Kontrollmenge ¨ uber den Lift eine Menge generiert, auf
der der Fluss  chaotisch im Sinne von Devaney ist. Wie man leicht sieht, ist der Lift
invariant unter .
Satz 4.8 Sei D eine Kontrollmenge des Systems (4.1) mit

D6= ; und sei DUM
gem¨ a (4.4) deniert. Dann gilt:
(i) Die periodischen Punkte von  liegen dicht in D.
(ii) jD ist topologisch mischend und topologisch transitiv.
(iii) Auf D liegt sensitive Abh¨ angigkeit von den Startwerten vor.
Der Lift einer Kontrollmenge wird in Satz 4.11 als maximal topologisch mischende Menge
charakterisiertwerden. Auerdem wird in diesem Satz der Begri der Projektionverwendet.
Denition 4.9 Sei S ein topologischer Raum,  ein dynamisches System auf S und W 
S eine abgeschlossene, -invariante Menge, so dass jW topologisch mischend ist. Dann
heie W maximal topologisch mischend, falls f¨ ur jede abgeschlossene, -invariante Menge
W0  W, so dass jW0 topologisch mischend ist, schon W0 = W gilt.
Denition 4.10 F¨ ur eine Menge Y U M bezeichne PMY := fx 2 M : es gibt ein u 2
U mit (u;x) 2 Y g die Projektion von Y auf M.
Satz 4.11 Es liege das System (4.1) vor und (4.2) sei gegeben. F¨ ur DU M mit

\ PMD6= ; sind folgende Aussagen ¨ aquivalent:
(i) D ist maximal topologisch mischend.
(ii) D ist Lift einer Kontrollmenge D  M.KAPITEL 4. KONTROLLTHEORIE 36
Falls einer dieser F¨ alle eintritt, ist D eindeutig und es gilt

D=

\ PMD und D = PMD: (4.5)
Beweis: Zun¨ achst sollen die Aussagen in (4.5) bewiesen werden. Wegen Satz 4.8 ist die wie
in (4.4) denierte Menge D topologisch mischend. Zum Beweis der ersten Aussage beachte
man, dass D =

D gilt und dass es - siehe Colonius, Kliemann [4, Beweis von Proposition
3.5(i)] - f¨ ur jedes x 2

D ein u 2Ugibt, so dass (;u;x) periodisch ist mit Bildern in

D.
Die zweite Aussage folgt aus (4.4).
Nun zum Beweis der ¨ Aquivalenz. Es soll mit (ii) ) (i) begonnen werden.
D ist topologisch mischend, weswegen nur noch die Maximalit¨ at gezeigt werden muss. Falls
D0 Dtopologisch mischend ist, gibt es ein (u;x) 2D 0 mit !(u;x)=D0 (siehe Ma~ n e[ 9 ,
Proposition I.11.4], zitiert nach Colonius, Kliemann [4, Beweis von Theorem 3.9]). Also
existiert ein t0 2 R mit (t;u;x) 2

D f¨ ur alle t  t0.A u sy := (t0;u;x) 2

D folgt die
Existenz eines v 2Umit (t;v;y) 2

D f¨ ur alle t<0. Deniere
u0(t): =

u(t):t  t0
v(t − t0):t<t 0:
Dann gilt (u0;y) 2D ; (t;u0;y) 2

D f¨ ur alle t 2 R und !(u0;y)=!(u;x)=D0.D aD
abgeschlossen ist, gilt D0 = !(u0;y) D . Somit ist D maximal.
(i) ) (ii): Sei D maximal topologisch mischende Menge mit

\ PMD6= ;: Jetzt soll gezeigt
werden, dass f¨ ur x1;x 2 2

\ PMD ein u 2Uund ein t>0 existieren mit (t;u;x1)=x2.
Sei hierzu y1 2

\ O+(x1) \

\ PMD und y2 2

\ O−(x2) \

\ PMD.S e iV1 Umgebung von y1 mit
V1 

\ O+(x1) und V2 Umgebung von y2 mit V2 

\ O−(x2). Da D topologisch transitiv ist,
gibt es ein (u;x) 2UM mit !(u;x)=D. Also sind die Punkte aus V2 durch Punkte
von V1 erreichbar, womit die obige Aussage folgt. Daraus ergibt sich die Existenz einer
Kontrollmenge D mit

\ PMD

D.S e i ~ D der Lift von D. Dieser ist maximal topologisch
mischend. Wegen !(u;x)=D und

\ PMD

D=

\ PM ~ D ndet man wie oben ein (u0;y) 2 ~ D
mit !(u0;y)=D. Aus der Invarianz von ~ D folgt ~ DD : Wenn man jetzt noch die
Maximalit¨ at von ~ D ausnutzt, folgt schlielich D = ~ D, was den Beweis abschliet.
Kontrollmengen D  M mit

D6= ; entsprechen also ¨ uber (4.4) eindeutig maximal topolo-
gisch transitiven Mengen D mit

\ PMD6= ;.
Korollar 4.12 Es liege das System (4.1) vor und (4.2) sei gegeben. Dann sind folgende
Aussagen ¨ aquivalent:
(i) Das Kontrollsystem (4.1) ist vollst¨ andig kontrollierbar.KAPITEL 4. KONTROLLTHEORIE 37
(ii) Das durch (4.3) denierte dynamische System (UM;) ist topologisch mischend.
(iii) Das dynamische System (UM;) ist topologisch transitiv.
4.4 Die Kettenkontrollmenge
Wie lassen sich also Morsemengen einer feinsten Morsezerlegung ¨ uber Kettenkontrollmen-
gen charakterisieren? Eine Antwort wird in diesem Abschnitt gegeben.
Die jetzt einzuf¨ uhrende Kettenkontrollmenge ist gewissermaen eine Kontrollmenge, bei
der die approximierte Erreichbarkeit in Denition 4.4 (Punkt (i)) ersetzt ist durch eine
Kettentransitivit¨ atsbedingung unter Zuhilfenahme von Kontrollfunktionen.
In diesem Abschnitt sei d eine Metrik auf der in Abschnitt 4.2 eingef¨ uhrten Menge M.
Denition 4.13 F¨ ur das System (4.1) heie eine Menge E  M Kettenkontrollmenge,
falls gilt:
(i) F¨ ur alle x;y 2 E und alle ";T > 0 gibt es ein k 2 N und Punkte x = x0;:::;x k =
y 2 M und Zeiten t0;:::;t k−1  T und Kontrollfunktionen u0;:::;u k−1 2Umit
d((tj;u j;x j);x j+1) <" f¨ ur alle j =0 ;:::;k− 1:
(ii) F¨ ur alle x 2 E gibt es ein u 2U, so dass (t;u;x) 2 E f¨ ur alle t 2 R gilt.
(iii) E ist maximal mit den Eigenschaften (i) und (ii).
Lemma 4.14 Kettenkontrollmengen sind abgeschlossen, zusammenh¨ angend und paarwei-
se disjunkt.
Beweis: Abgeschlossenheit und Zusammenhang folgen aus der Denition. Die Disjunkt-
heit zeigt man so: Sei x 2 E1 \ E2, y1 2 E1 und y2 2 E2.F ¨ ur alle ";T > 0g i b te s
dann k1;k 2 2 N;x 0;:::;x k1;z 0;:::;z k2 2 M; u0;:::;u k1−1;v 0;:::;v k2−1 2Uund Zeiten
t0;:::;t k1−1;s 0;:::;s k2−1  T mit x0 = y1;x k = x = z0;z k2 = y2 und
d((tj;u j;x j);x j+1) <" f¨ ur j =0 ;:::;k 1 − 1;
d((sj;v j;z j);z j+1) <" f¨ ur j =0 ;:::;k 2 − 1:
Wegen der Maximalit¨ atseigenschaft von Kettenkontrollmengen folgt E1 = E2.
Im letzten Teil dieses Abschnittes werden wir wieder auf die Morsemengen { die hier
Teilmengen von UM sein werden { zur¨ uckkommen. Dazu brauchen wir den Lift einer
Kettenkontrollmenge.
Denition 4.15 Sei E  M eine Kettenkontrollmenge des Systems (4.1). Analog zur
Denition 4.7 setzt man den Lift von E:
E := f(u;x) 2UM : (t;u;x) 2 E f¨ ur alle t 2 RgKAPITEL 4. KONTROLLTHEORIE 38
Der n¨ achste Satz besagt, dass der Lift einer Kontrollmenge eine maximale invariante Teil-
menge von UM generiert und die Projektion einer solchen Teilmenge von UM eine
Kettenkontrollmenge liefert.
Satz 4.16 (i) Sei E  M eine Kettenkontrollmenge des Systems (4.1). Dann ist E ma-
ximale invariante kettentransitive Teilmenge von UM f¨ ur das dynamische System
 auf UM.
(ii) Sei EU M eine maximale invariante kettentransitive Menge f¨ ur das dynamische
System  auf UM.D a n ni s tPM(E) eine Kettenkontrollmenge.
Wie man sich ¨ uberlegt, gilt beim ersten Punkt von Satz 4.16 zus¨ atzlich E = PM(E). Dies
folgt aus der Tatsache, dass f¨ ur u 2Uwegen (0;u;)=i d M die Inklusion EU E
gilt und dass Kettenkontrollmengen die Maximalit¨ atseigenschaft besitzen. Des weiteren ist
beim zweiten Punkt von Satz 4.16 E der Lift von PM(E): E ist wegen der Invarianz nach
Denition des Liftes im Lift von PM(E) enthalten und wegen dem ersten Punkt und der
Maximalit¨ at sind beide Mengen identisch.
Zum Schluss folgt die Interpretation der Morsemenge einer feinsten Morsezerlegung als Lift
einer Kettenkontrollmenge.
Korollar 4.17 (i) Sei E  M eine Kettenkontrollmenge des Systems (4.1). Falls eine
feinste Morsezerlegung existiert, ist E eine Morsemenge dieser feinsten Morsezerle-
gung f¨ ur das dynamische System  auf UM.
(ii) Sei MUM eine Morsemenge einer feinsten Morsezerlegung f¨ ur das dynamische
System  auf UM.D a n ni s tPM(M) eine Kettenkontrollmenge.
Beweis:
(i) E ist wegen Satz 4.16 maximale invariante kettentransitive Teilmenge von UM
f¨ ur das dynamische System  auf UM. Aus Satz 3.13 folgt, dass E eine Ketten-
rekurrenzkomponente ist. Daraus folgt mit Satz 3.18, denn es existiert eine feinste
Morsezerlegung, dass E eine Morsemenge einer feinsten Morsezerlegung ist.
(ii) Wegen Satz 3.18 ist M eine Kettenrekurrenzkomponente und mit Satz 3.13 maximale
kettentransitive Teilmenge von R und somit auch von UM.D aR invariant ist,
folgt daraus mit Satz 4.16, dass PM(M) eine Kettenkontrollmenge ist.
Falls es also auf UM f¨ ur den Kontrollﬂuss eine feinste Morsezerlegung gibt, gelangt man
¨ uber die Projektion von Morsemengen zu Kettenkontrollmengen und ¨ uber den Lift von
Kettenkontrollmengen zu Morsemengen.Kapitel 5
Pullback-Attraktoren
Es sei an Denition 2.26 erinnert, wo der Kozykel eingef¨ uhrt wurde. Der Pullback-Attraktor
eines Kozykels ist eine Familie von Teilmengen des Heine-Borell'schen vollst¨ andigen metri-
schen Raumes X. Die Familie ist mit den Elementen eines topologischen Raumes P indi-
ziert, kann also auch, wie wir sehen werden, als Teilmenge von P  X aufgefasst werden,
die auf Eigenschaften wie Invarianz und Attraktion von Teilmengen von P X untersucht
werden kann. In diesem Sinn ist, siehe Cheban, Kloeden, Schmalfu [2], ein Hauptergeb-
nis dieses Kapitels, dass bei kompaktem P jeder globale Pullback-Attraktor ein lokaler
Attraktor ist. Dies l¨ asst sich sofort auf die Kontrolltheorie ¨ ubertragen, denn dort ist der
Basisraum U kompakt.
Wegen der Indizierung mit den Elementen von P kann der Raum P  X auch als ein
Faserb¨ undel aufgefasst werden. Die indizierten Mengen des Pullback-Attraktors sind dann
Teilmengen der einzelnen Fasern. Bei der Pullback-Attraktion l¨ asst man nicht einfach bei
fester Startmenge die Zeit gegen 1 streben, sondern startet, was den Basisﬂuss anbelangt,
immer fr¨ uher und betrachtet die Konvergenz in jeweils einer festen Faser. Siehe f¨ ur diese
¨ Uberlegungen Cheban, Kloeden, Schmalfu [2].
Wir haben schon gesehen, dass die Invarianz bei den Halbﬂ¨ ussen mit der -Invarianz ihre
Entsprechung bei den Kozykeln hat. Weitere solcher Analogien sind in diesem Kapitel
enthalten: Der Attraktor, die absorbierende Menge und die !-Limesmenge nden jeweils
ihr Pendant im Pullback-Attraktor, in der absorbierenden Menge f¨ ur Kozykel (siehe jeweils
Kloeden, Schmalfu [7]) und in der Ω-Limesmenge. F¨ ur letztere siehe auch Crauel, Flandoli
[6].
Analog zu obigen ¨ Uberlegungen hinsichtlich des globalen Pullback-Attraktors wird in Ab-
schnitt 5.6 hergeleitet, dass unter zus¨ atzlichen Bedingungen jeder lokale Pullback-Attraktor
ein lokaler Attraktor f¨ ur den Schiefproduktﬂuss ist.
Das Kapitel schliet mit ¨ Uberlegungen hinsichtlich der Denition eines Pullback-Repellers
und einer knappen ¨ Ubersicht hinsichtlich Beziehungen zwischen Attraktoren und Pullback-
Attraktoren.
Falls nichts anderes gesagt ist, bezeichne in diesem Kapitel  einen Fluss auf dem topologi-
schen Raum P.W e n nP metrisierbar ist und im Folgenden von Konvergenz von Mengen in
P X gesprochen wird, so soll d+dP als Metrik auf dem Produktraum verwendet werden,
wobei dP die Metrik auf P ist. Dass d + dP eine Metrik ist, rechnet man leicht nach.
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5.1 Denition des Pullback-Attraktors
An die Stelle des kompakten invarianten globalen Attraktors,der kompakteTeilmengen von
X attrahiert,trittjetzt der -invariante (globale)Pullback-Attraktorkompakter nichtleerer
Teilmengen von X,f ¨ ur den die Pullback-Attraktion gegeben ist:
Denition 5.1 Sei P topologischer Raum und  ein Kozykel auf X bzgl. (P;). Eine
-invariante Familie (Ap)p2P kompakter nichtleerer Teilmengen von X heie Pullback-
Attraktor, falls
S
p2P Ap kompakt ist und die Pullback-Attraktion gegeben ist:
lim
t!1
H ((t;−tp;D);A p)=0 f¨ ur alle D 2 K(X);p 2 P: (5.1)
Nicht von allen Autoren wird die Kompaktheit von
S
p2P Ap gefordert (vgl. z.B. Kloeden,
Schmalfu [7]). Abbildung 5.1 veranschaulicht die Pullback-Attraktion oder -Konvergenz.
(t1; −t1p;D)
(t2; −t2p;D)
(Ap)p2P
D
P −t1p −t2pp
X
Ap
Abbildung 5.1: Die Pullback-Konvergenz von D  X in einer Faser.
Auch f¨ ur einen Kozykel soll eine absorbierende Menge deniert werden. Wir werden sie in
den Voraussetzungen in Satz 5.6 wiedernden.
Denition 5.2 Sei P topologischer Raum und  ein Kozykel auf X bzgl. (P;). Eine
kompakte Teilmenge B  X heie absorbierende Menge f¨ ur , falls es f¨ ur jedes p 2 P und
D  K(X) eine Zeit tp;D 2 T+ gibt mit
(t;−tp;D)  B f¨ ur alle t  tp;D: (5.2)
Eine kompakte Teilmenge B  X heie gleichm¨ aig in P absorbierende Menge f¨ ur ,f a l l s
es f¨ ur jedes D  K(X) eine Zeit tD 2 T+ gibt mit
(t;p;D)  B f¨ ur alle t  tD;p2 P: (5.3)KAPITEL 5. PULLBACK-ATTRAKTOREN 41
5.2 Pullback-Attraktoren als globale Attraktoren des Schief-
produktﬂusses
In diesem Abschnitt wird ein Resultat wiedergegeben, das den Zusammenhang zwischen
Pullback-Attraktoren und Attraktoren des Schiefproduktﬂusses herstellt. Zun¨ achst wird
aber bewiesen, dass sich aus einem Pullback-Attraktor sofort eine maximale kompakte
unter dem Schiefproduktﬂuss invariante Menge konstruieren l¨ asst - eine Aussage, die f¨ ur
globale Attraktoren leicht einzusehen ist. Lemma 5.3 und Korollar 5.5 folgen Cheban,
Kloeden, Schmalfu [2, Lemma 2.7. und Corollary 2.8.].
Lemma 5.3 Sei P kompakter topologischer Raum,  Kozykel auf X bzgl. (P;) und sei
(Ap)p2P Pullback-Attraktor. Dann ist A =
S
p2PfpgAp die maximale kompakte -
invariante Teilmenge von PX f¨ ur den Schiefproduktﬂuss . Insbesondere ist der Pullback-
Attraktor f¨ ur kompaktes P eindeutig.
Beweis: Die Invarianz von A folgt aus Lemma 2.29.
Wir zeigen jetzt die Kompaktheit von A.D a s sB e s c h r ¨ anktheit vorliegt, folgt aus der Kom-
paktheit von P und der Beschr¨ anktheit von
S
p2P Ap,d e n nA ist Teilmenge der kompakten
Menge P 
S
p2P Ap.A l s oi s tB := A kompakt und damit
S
p2P Bp, die Vereinigung der
Fasern von B,b e s c h r ¨ ankt. Auerdem ist B -invariant:
t(B)=t(A)=t(A)=t(A)=A = B f¨ ur alle t 2 T+:
Wegen Lemma 2.29 ist (Bp)p2P -invariant. Nach Konstruktion gilt Bp  Ap f¨ ur alle p 2 P.
Dass sogar Gleichheit vorliegt, folgt zusammen mit der Abgeschlossenheit der Mengen Ap,
p 2 P, und mit der -Invarianz von (Bp) aus der Pullback-Attraktion
lim
t!1
H((t;−tp;D);A p)=0 f ¨ ur alle p 2 P;
wenn man D =
S
p2P Bp 2 K(X)w ¨ ahlt. Folglich ist A kompakt.
Jetzt soll noch die Maximalit¨ atvon A gezeigt werden. Sei A0  PX eine weitere kompakte
-invariante Teilmenge mit A0 =
S
p2PfpgA0
p A . (Ohne Einschr¨ ankung kann A0 A
gesetzt werden - ansonsten ersetze man A0 durch A0 [A .) Wir erhalten dann mit Lemma
2.29
H(A0
p;A p) = lim
t!1
H((t;−tp;A0
−tp);A p)
 lim
t!1
H((t;−tp;D);A p)=0
f¨ ur die kompakte Menge D =
S
p2P A0
p. Also gilt A0
p  Ap f¨ ur alle p 2 P und somit A = A0.
Bei Pullback-Attraktoren ndet man eine oberhalbstetige Struktur, was das Korollar nach
der folgenden De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Denition 5.4 Bezeichne Pot(X) die Potenzmenge von X. Eine Abbildung P 3 p 7! Bp 2
Pot(X) heie oberhalbstetig bzw. unterhalbstetig, falls
lim
p!p0
H(Bp;B p0)=0 bzw.
lim
p!p0
H(Bp0;B p)=0
f¨ ur alle p0 2 P gilt.
Korollar 5.5 Unter den Voraussetzungen von Lemma 5.3 ist die Abbildung P 3 p 7! Ap 2
Pot(X) oberhalbstetig.
Beweis: Die Aussage folgt mit Lemma 5.3 sofort aus der Tatsache, dass, siehe Aubin,
Frankowska [1, Proposition 1.4.9], eine mengenwertige Abbildung oberhalbstetig ist, wenn
ihr Graph abgeschlossen ist und ihre Bilder kompakt sind.
Die enge Verwandtschaft des Pullback-Attraktors mit dem globalen Attraktor zeigt der
n¨ achste Satz. ¨ Ahnlich wie in Satz 2.21 wird die Existenz einer absorbierenden Menge vor-
ausgesetzt. Der Beweis zu (i) ist Kloeden, Schmalfu [7, Kapitel 5.1] entnommen. F¨ ur die
Aussage von (ii) siehe Cheban, Schmalfu, Kloeden [3, Theorem 2].
Die folgenden Aussagen sind in sofern interessant, als dass sie zeigen, dass das Konzept der
Pullback-Attraktorenf¨ ur nichtautonomedynamische Systeme mit den bekannten Attrakto-
ren f¨ ur autonome dynamische Systeme harmoniert. Mit den angegebenen Voraussetzungen
entsprechen Pullback-Attraktoren den Attraktoren f¨ ur den Schiefproduktﬂuss ¨ uber (5.6)
in nat¨ urlicher Weise. Das folgende Resultat bezieht sich auf globale Attraktoren. Sp¨ ater
wird ein ¨ ahnlicher Satz f¨ ur lokale Attraktoren bewiesen.
Satz 5.6 Sei P metrischer Raum und  Kozykel auf X bzgl. (P;).S e iB  X absorbie-
rende Menge f¨ ur  mit
(t;p;B)  B f¨ ur alle t 2 T+;p2 P:
Dann gilt:
(i) Der Kozykel  besitzt den Pullback-Attraktor (Ap)p2P mit
Ap =
\
2T+
[
t>
t2T+
(t;−tp;B): (5.4)
(ii) F¨ ur kompaktes P und in P gleichm¨ aig absorbierender Menge B besitzt der Schief-
produktﬂuss  auf P  X den globalen Attraktor A mit
A =
\
t2T+
(t;P  B) (5.5)
und
A =
[
p2P
fpgAp; (5.6)KAPITEL 5. PULLBACK-ATTRAKTOREN 43
und mit A(P): =
S
p2P Ap folgt f¨ ur alle kompakten Mengen D  X
lim
t!1
sup
p2P
H((t;p;D);A(P))= 0: (5.7)
Beweis:
(i) Deniere
Ap :=
\
2T+
[
t>
t2T+
(t;−tp;B);p2 P:
F¨ ur alle p 2 P ist Ap kompakt und nichtleer, da wegen (5.2) der Abschluss der
jeweiligen Vereinigung in B enthalten ist und somit kompakt ist und da der Schnitt
ineinander enthaltener kompakter nichtleerer Mengen nichtleer und kompakt ist.
(a) Zun¨ achst soll f¨ ur alle p 2 P die Pullback-Konvergenz f¨ ur B  X gezeigt werden,
d.h.
lim
t!1
H ((t;−tp;B);A p)=0 : (5.8)
Angenommen, dies w¨ are nicht der Fall. Dann gibt es Folgen (tj) !1und
(xj)  X mit xj 2 (tj; −tjp;B)  B f¨ ur alle j 2 N und
H (xj;A p) >" f¨ ur alle j>0: (5.9)
Da B kompakt ist, konvergiert eine Teilfolge (xjk)  (xj) gegen ein x0 2 B.F ¨ ur
alle   0 und tjk   gilt xjk 2
S
t (t;−tp;B) und damit liegt x0 f¨ ur alle
>0i n
S
t (t;−tp;B), also auch im Durchschnitt ¨ uber alle >0, was aber
gerade Ap darstellt. Dies ist ein Widerspruch zu (5.9).
(b) Wegen (5.8) gibt es f¨ ur jedes ">0 und p 2 P ein t";p  0m i t
H((t";p; −t";pp;B);A p) <" :
Sei D  X kompakt. Wegen −t";pp 2 P folgt mit (5.2) f¨ ur alle hinreichend
groen t 2 T+ die Inklusion (t;−t−t";pp;D)  B und damit
(t + t";p; −t−t";pp;D)=(t";p; −t";pp;(t;−t−t";pp;D))
 (t";p; −t";pp;B):
Damit ist auch die Pullback-Konvergenz f¨ ur jedes kompakte D  X gezeigt.
(c) Zum Beweis der −I n v a r i a n zd e  n i e r ef ¨ ur  2 T+, p 2 P die Menge F(p)
:=
S
r (r;−rp;B). F¨ ur jedes p 2 P gilt wegen (t;p;B)  B die Inklusion
F(p)  B und wegen (5:4) die Beziehung A−tp =
T
0 F (−tp). Zun¨ achst
soll
(t;−tp;
\
0
F(−tp)) =
\
0
(t;−tp;F(−tp)) (5.10)KAPITEL 5. PULLBACK-ATTRAKTOREN 44
gezeigt werden. Dass das Bild des Schnittes im Schnitt des Bildes enthalten ist,
ist bekannt. Sei nun x 2
T
0 (t;−tp;F(−tp)).
Dann gibt es f¨ ur jedes   0e i nx 2 F(−tp)  B mit x = (t;−tp;x). Da
F(−tp) kompakt ist und F(−tp)  F~ (−tp)f ¨ ur >~  gilt, gibt es ein ^ x 2
fx :   0g mit ^ x 2
T
0 F(−tp). Wegen der Stetigkeit von (t;−tp;) folgt
x = (t;−tp; ^ x), und damit x 2 (t;−tp;
T
0 F(−tp)) = (t;−tp;A−tp).
Mit (5.10), der Kompaktheit von F(−tp) und der Stetigkeit von (t;−tp;)
folgt
(t;−tp;A−tp)=
\
0
(t;−tp;F(−tp))

\
0
(t;−tp;F(−tp))
=
\
0
[
r
(t;−tp;(r;−t−rp;B))
=
\
0
[
r
(t + r;−t−rp;B)
=
\
t
[
r
(r;−rp;B)  Ap;
also
Ap  (t;−tp;A−tp) (5.11)
f¨ ur alle t  0 und p 2 P.
Ersetzt man p durch −p in (5.11) und verwendet die Kozykel-Eigenschaft, so
erh¨ alt man
(;−p;A−p)  (;−p;(t;−−tp;A−−tp))
= (t;−tp;(;−−tp;A−−tp))
 (t;−tp;(;−−tp;B))
 (t;−tp;B):
Da dies f¨ ur alle t  0 gilt, erh¨ alt man wegen (5.8) und der Abgeschlossenheit
von Ap f¨ ur alle   0 und p 2 P
(;−p;A−p)  Ap = Ap: (5.12)
Ersetzt man nun  durch t und p durch tp, so ergibt sich mit (5.11)
(t;p;Ap)=Atp:
Dies ist die gesuchte -Invarianz.
(ii) Der Schiefproduktﬂuss  ist dissipativ, denn PB ist absorbierende Menge: Sei daf¨ ur
KP  X kompakt. Dann gibt es ein kompaktes D  X mit K
S
p2PfpgD.KAPITEL 5. PULLBACK-ATTRAKTOREN 45
Da B gleichm¨ aig in P absorbierende Menge ist, gibt es ein TD > 0m i t
t(K)  t(
[
p2P
fpgD)
=
[
p2P
ftpg(t;p;D)
 P  B
f¨ ur alle t>T D: Also liegt Dissipativit¨ at vor, woraus mit Satz 2.21 die Existenz
des in (5.5) angegebenen globalen Attraktors A folgt. Da A maximale -invariante
Teilmenge von P  X ist, folgt Gleichung (5.6) sofort aus Lemma 5.3. Zum Beweis
von (5.7) sei angenommen, dass es ein kompaktes D  X und ein ">0 gibt mit
Folgen (tn) !1und (pn)  P und
H((tn;p n;D);A(P)) >" f¨ ur alle n 2 N:
Dies widerspricht
0 = lim
t!1
H(t(P  D);A)
 lim
t!1
H(
[
p2P
ftpg(t;p;D);P A(P))
 lim
n!1H(ftnpng(tn;p n;D);P A(P))
 lim
n!1H((tn;p n;D);A(P)):
5.3 Die Ω−Limesmenge
Wie Korollar 2.18 zeigt, kann f¨ ur kompaktes X die !-Limesmenge zur Denition des loka-
len Attraktors herangezogen werden. Mit dem Ziel der Einf¨ uhrung des lokalen Pullback-
Attraktors,wird, siehe Crauel,Flandoli[6], die Ω-Limesmenge von Familienvon Teilmengen
von X deniert und Eigenschaften derselben bewiesen. Dabei sei darauf hingewiesen, dass
die Ω-Limesmenge eine Familievon Teilmengen von X ist, die auf einer Familie(Bp)p2P von
Teilmengen von X deniert ist. F¨ ur die Ω-Limesmenge soll dann die Notation (Ω(Bp))p2P
verwendet werden. Der Zusammenhang mache also klar, dass es sich dann nicht um die
Kettenlimesmenge handelt.
Denition 5.7 Sei P topologischer Raum,  Kozykel auf X bzgl. (P;) und (Bp)p2P eine
Familie von Teilmengen von X.D i eΩ-Limesmenge (Ω(Bp))p2P von (Bp)p2P sei deniert
durch
Ω(Bp): =fx 2 X : es gibt Folgen (tn) !1und (yn)  X mit yn 2 B−tnp
f¨ ur alle n 2 N und lim
n!1(tn; −tnp;yn)=xg;p 2 P:KAPITEL 5. PULLBACK-ATTRAKTOREN 46
Ersetzt man in der Denition p durch tp, t  0, erh¨ alt man die sp¨ ater verwendete Formu-
lierung
Ω(Btp)=fx 2 X : es gibt Folgen (tn) !1und (yn)  X mit yn 2 (5.13)
B−tn+tp f¨ ur alle n 2 N und lim
n!1
(tn; −tn+tp;yn)=xg:
Die Ω-Limesmenge kann man anders darstellen:
Lemma 5.8 Sei P topologischer Raum,  Kozykel auf X bzgl. (P;) und (Bp)p2P eine
Familie von Teilmengen von X. Dann gilt f¨ ur die Ω-Limesmenge (Ω(Bp))p2P von (Bp)p2P
f¨ ur alle p 2 P
Ω(Bp)=
\
2T+
[
t>
t2T+
(t;−tp;B−tp): (5.14)
Beweis: Sei p 2 P.F ¨ ur die eine Inklusion sei x 2 Ω(Bp). Dann gibt es Folgen (tn) !1
und (yn)  X mit yn 2 B−tnp f¨ ur alle n>0 und
lim
n!1(tn; −tnp;yn)=x: (5.15)
Sei  2 T+. Wegen (5.15) gilt x 2
S
t>
t2T+ (t;−tp;B−tp). F¨ ur die andere Inklusion sei
x 2
\
2T+
[
t>
t2T+
(t;−tp;B−tp):
F¨ ur jedes  2 N gibt es dann ein t >und ein y 2 B−t p mit H(fxg;f(t; −tp;y)g) <
1
: Somit folgt lim!1 (t; −tp;y)=x und damit x 2 Ω(Bp).
Die bewiesene Darstellung der Ω-Limesmenge liefert uns eine elegante Darstellung der
!-Limesmenge, die in Cheban, Kloeden, Schmalfu [2] als Denition der !-Limesmenge
verwendet wird. Eigentlich geh¨ ort das folgende Resultat zu den autonomen dynamischen
Systemen, wurde f¨ ur diese Arbeit aber nicht verwendet und wird jetzt als Korollar des
allgemeineren nichtautonomen Falls notiert.
Korollar 5.9 Sei B  X und  ein semidynamisches System auf X. Dann gilt
!(B)=
\
2T+
[
t>
t2T+
(t;B): (5.16)
Beweis: Die Aussage folgt sofort aus Lemma 5.8, wenn man  =i d P und Bp = B f¨ ur
alle p 2 P setzt und bedenkt, dass der Kozykel in Lemma 5.8 dann ein semidynamisches
System auf X ist.
Einige Eigenschaften der Ω-Limesmenge sind in Satz 5.10, der einen Vergleich mit Satz
2.10 lohnt, angef¨ uhrt. Die Aussage bzgl. der positiven Invarianz ist Crauel, Flandoli [6,
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Satz 5.10 Sei X zus¨ atzlich kompakt, P kompakter topologischer Raum und (Bp)p2P eine
Familie nichtleerer Teilmengen von X. Falls mit  ein zeitinvertierbarer Kozykel auf X
bzgl. (P;) vorliegt, ist die Ω-Limesmenge (Ω(Bp)) -invariant und die Fasern Ω(Bp) sind
f¨ ur alle p 2 P kompakt und nichtleer.
Beweis: Lemma 5.8 zeigt, dass die Fasern Schnitte ineinander enthaltener nichtleerer kom-
pakter Mengen sind, die folglich kompakt und nichtleer sind. Sei t  0 und p 2 P.E s
ist (t;p;Ω(Bp)) = Ω(Btp) zu zeigen. Zun¨ achst soll (t;p;Ω(Bp))  Ω(Btp)n a c h g e w i e -
sen werden. Sei dazu y 2 Ω(Bp). Also existieren Folgen (tn) !1und (yn)  X mit
yn 2 B−tnp f¨ ur alle n 2 N,s od a s sy = limn!1 (tn; −tnp;yn) und
(t;p;y) = lim
n!1(t + tn; −tnp;yn)
= lim
n!1(t + tn; −tn−ttp;yn)
= lim
n!1
(~ tn; −~ tntp;yn)
gilt mit (~ tn)=( t + tn) !1und yn 2 B−tnp = B−~ tntp f¨ ur alle n 2 N. Mit (5.13) folgt
(t;p;y) 2 Ω(Btp).
F¨ ur die andere Inklusion sei y 2 Ω(Btp) mit Folgen (sn) !1 ,( yn)  X mit yn 2 B−sn+tp
f¨ ur alle n 2 N und y = limn!1 (sn; −sn+tp;yn). Dann gibt es wegen der Invertierbarkeit
von  ein z 2 X mit
z = lim
n!1(−t;tp;(sn; −sn+tp;yn)) = lim
n!1(sn − t;−sn+tp;yn) 2 Ω(Bp):
Aus y = (t;p;z) 2 (t;p;Ω(Bp)) folgt Ω(Btp)  (t;p;Ω(Bp)):
5.4 Der lokale Pullback-Attraktor
Der globale Attraktor und sein Gegenst¨ uck, der globale Pullback-Attraktor, sind bereits
deniert. Auch der lokale Attraktor ist ¨ uber die Attraktion einer Umgebung in Kapitel
2 schon deniert worden. In Korollar 2.18 wurde f¨ ur kompaktes X die ¨ Aquivalenz der
Attraktionseigenschaft zur Formulierung !(U)=A, U Attraktorumgebung des Attrak-
tors A, gezeigt. Jetzt soll der umgekehrte Weg beschritten werden: Zuerst wird der lokale
Pullback-Attraktor ¨ uber die Ω-Limesmenge einer Pullback-Umgebung deniert und dann
die ¨ Aquivalenz zur faserweisen Pullback-Attraktion einer -Umgebung nachgewiesen.
Denition 5.11 Sei P topologischer Raum und (Ap)p2P und (Up)p2P zwei Familien von
Teilmengen von X. Dann heie (Up) Pullback-Umgebung von (Ap), falls es ein >0 gibt,
s od a s se sf ¨ ur alle p 2 P ein tp 2 T+ gibt mit
B(A−tp)  U−tp f¨ ur alle t  tp:
Denition 5.12 Sei P topologischer Raum und  ein Kozykel auf X bzgl. (P;). Eine
Familie (Ap)p2P von Teilmengen von X heie lokaler Pullback-Attraktor, falls sie eine
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Satz 5.13 Sei X zus¨ atzlich kompakt, P kompakter topologischer Raum und  ein zeitin-
vertierbarer Kozykel auf X bzgl. (P;).S e i(Ap)p2P eine Familie von Teilmengen von X.
Dann sind ¨ aquivalent:
(i) (Ap) ist lokaler Pullback-Attraktor.
(ii) Die Familie (Ap) ist -invariant, faserweise kompakt und nichtleer, und es gibt ein
>0 mit
lim
t!1
H((t;−tp;B(A−tp));A p)=0 f¨ ur alle p 2 P: (5.17)
Beweis: (i) ) (ii): Neben der -Invarianz wurde in Satz 5.10 auch bewiesen, dass die
Fasern Ap, p 2 P, kompakt und nichtleer sind. Sei (Up)p2P Pullback-Umgebung von (Ap)
mit einem >0, so dass es f¨ ur alle p 2 P ein tp 2 T+ gibt mit
B(A−tp)  U−tp f¨ ur alle t  tp: (5.18)
Wegen Lemma 5.8 gilt f¨ ur alle p 2 P
Ap =
\
2T+
[
t>
t2T+
(t;−tp;U−tp):
Wegen der -Invarianz von (Ap) und (5.18) gilt f¨ ur alle p 2 P auch
Ap =
\
2T+
[
t>
t2T+
(t;−tp;B(A−tp));
wenn man beachtet, dass beim obigen Schnitt ¨ uber  2 T+ f¨ ur p 2 P der Zusatz   tp
hinzugef¨ ugt werden darf. Schlielich folgt f¨ ur alle p 2 P
lim
t!1
H((t;−tp;B(A−tp));A p)=0 :
(ii) ) (i): (B(Ap))p2P ist eine Pullback-Umgebung von (Ap). Dass (Ap)i nd e rΩ -
Limesmenge enthalten ist, folgt mit Lemma 5.8 und mit der −Invarianz von (Ap). Die
andere Inklusion erh¨ alt man aus (5.17).
Es folgt jetzt die lokale Version von Satz 5.6: Analog der Entsprechung 0globaler Attraktor
| globaler Pullback-Attraktor0,s i n du n t e rd e na n g e f ¨ uhrten Voraussetzungen der lokale
Attraktor und der lokale Pullback-Attraktor eng miteinander verwandt. In Kapitel 2 sind
zwei S¨ atze angegeben, die hinreichende Bedingungen f¨ ur Attraktoren beinhalten: Satz 2.21
f¨ ur globale Attraktoren, der somit f¨ ur Satz 5.6 verwendet wird und Satz 2.19, der jetzt
verwendet werden wird.
Satz 5.14 Sei X zus¨ atzlich kompakt, P kompakter metrischer Raum und  ein zeitinver-
tierbarer Kozykel auf X bzgl. (P;).S e iB =
S
p2PfpgBp  P X oen mit Bp 6= ; f¨ ur
alle p 2 P. Weiterhin existiere ein T>0, so dass f¨ ur den Schiefproduktﬂuss t(B) Bf¨ ur
alle t  T gilt. Auf dem Produktraum P  X sei als Metrik die Summe der Metriken auf
X und P gew¨ ahlt.
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(i) Das semidynamische System  besitzt auf P  X einen lokalen Attraktor A mit
A = !(B)=
\
t2T+
t(B):
(ii) Der Kozykel  besitzt einen lokalen Pullback-Attraktor (Ap)p2P mit
A =
[
p2P
fpgAp
und f¨ ur alle p 2 P gilt
Ap =
\
2T+
[
t>
t2T+

 
t;−tp;B−tp

: (5.19)
Insbesondere gilt
!(
[
p2P
fpgBp)=
[
p2P
fpgΩ(Bp):
Beweis:
(i) Die Aussage wurde bereits in Satz 2.19 bewiesen.
(ii) Die Behauptung ist, dass die Fasern ( ~ Ap)p2P des lokalen Attraktors A schon den
gesuchten Pullback-Attraktor denieren und von der Gestalt (5.19) sind. Die Kom-
paktheit der einzelnen Fasern ist klar, die -Invarianz wegen Lemma 2.29 auch. Da
BAoen ist, gibt es ein >0, so dass f¨ ur allep 2 P;x 2 X mit fpgfxg2f pg ~ Ap
die Inklusion B(fpgfxg) Bgilt. Es gilt fpgB(x)  B(fpgfxg) und damit
B(x)  Bp,b z w .B( ~ Ap)  Bp. Zusammen mit der -Invarianz der Familie ( ~ Ap)
erh¨ alt man f¨ ur alle p 2 P
\
2T+
[
t>
t2T+

 
t;−tp;B−tp


\
2T+
[
t>
t2T+
(t;−tp;B( ~ A−tp))  ~ Ap: (5.20)
Jetzt soll f¨ ur alle p 2 P
\
2T+
[
t>
t2T+

 
t;−tp;B−tp

 ~ Ap (5.21)
gezeigt werden. Angenommen, es existiere ein p 2 P mit
\
2T+
[
t>
t2T+

 
t;−tp;B−tp

6 ~ Ap:
Dann gibt es ein x 2 X und eine Folge (tn) !1mit xn 2 B−tnp f¨ ur alle n 2 N und
lim
n!1(tn; −tnp;xn)=x 62 ~ Ap: (5.22)KAPITEL 5. PULLBACK-ATTRAKTOREN 50
Damit gilt fpgfxg6 2A .D aa b e rfpgfxg und A kompakt sind, gibt es ein ">0
mit
fpgfxg6 2B"(A) (5.23)
und eine Zeit T>0m i tt(B)  B"(A)f ¨ ur alle t  T. Wegen f−tnpgB−tnp B
f¨ ur alle n>0 gilt
tn(f−tnpgB−tnp)=fpg(tn; −tnp;B−tnp)  B"(A)
f¨ ur alle tn  T. Zusammen mit (5.22) widerspricht dies (5.23). Damit ist (5.21)
gezeigt, so dass in (5.20) sogar Gleichheit vorliegt. Also sind die Fasern ( ~ Ap) nichtleer
und wir erhalten auch die lokale Pullback-Konvergenz
lim
t!1
H((t;−tp;B( ~ A−tp)); ~ A−tp)=0 f ¨ ur alle p 2 P:
Damit ist obige Behauptung bewiesen.
Was in obigem Beweis schon gezeigt wurde, soll jetzt nochmal explizit notiert werden.
Korollar 5.15 Unter den Voraussetzungen von Satz 5.14 sind alle Fasern des lokalen
Attraktors
T
t2T+ t(B) nichtleer.
Wenn man unter den genannten Voraussetzungen den lokalen Attraktor auf P projeziert,
erh¨ alt man also ganz P.
Dass nicht jeder lokale Pullback-Attraktor auch ein lokaler Attraktor f¨ ur den Schiefpro-
duktﬂuss ist, macht das folgende Gegenbeispiel klar.
Beispiel 5.16 Sei X =[ 0 ;2] und P =[ 0 ;2][0;2]. Auf X bzw. P X soll die euklidische
Metrik verwendet werden. Deniere auf P den Basisﬂuss  als L¨ osungsabbildung von
_ p(t)=( 0 ;p 2(t)(2− p2(t)));p (0) = (p1;0;p 2;0) 2 P:
Betrachte weiter f¨ ur x 2 X, p 2 P die (von p unabh¨ angige) Funktion
f(p;x): =m i n f0;x(x− 1)g +m i n f0;(1− x)(2− x)g; (5.24)
die mit der L¨ osungsabbildung von _ x = f(p;x)a u fX den Kozykel  generiert, der in
unserem Beispiel wegen der Unabh¨ angigkeit von p sogar ein Fluss ist.
Dann ist (Ap)p2P, Ap  X f¨ ur alle p 2 P,m i t
Ap :=

[0;1] : p1  1
f0g : p1 > 1
ein lokaler Pullback-Attraktor. Die Familie (Ap) ist nat¨ urlich -invariant, faserweise kom-
pakt und nichtleer. Auerdem gilt mit  = 1
2 f¨ ur alle p 2 P
lim
t!1
H((t;−tp;B(A−tp));A p)=0 ; (5.25)KAPITEL 5. PULLBACK-ATTRAKTOREN 51
denn f¨ ur p 2 P mit p1  1e r h a l t e nw i rB(A−tp)=[ 0 ; 3
2] und mit (5.24) wegen
limt!1 (t;−tp; 3
2) = 1 ist (5.25) erf¨ ullt. Analog zeigt man die lokale Pullback-Attraktion
auch f¨ ur p 2 P mit p1 > 1. Es liegt also mit Satz 5.13 ein lokaler Pullback-Attraktor vor.
Sei nun  2 (0;1] beliebig. F¨ ur p 2 P mit p1 =1+
2 und p2 > 0 gilt dann (p;1+
2 ) 2
B(
S
p2PfpgAp) und f¨ ur den Schiefproduktﬂuss 
lim
t!1
t(p;1+

2
)=( 1+

2
;2;1) 62
[
p2P
fpgAp:
Ein lokaler Attraktor liegt also nicht vor. Abbildung 5.2 deutet den Schiefproduktﬂuss mit
dem lokalen Pullback-Attraktor an.
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Abbildung 5.2: Ein lokaler Pullback-Attraktor, der kein lokaler Attraktor ist.
5.5 Der globale Pullback-Attraktor als lokaler Attraktor
In diesem Abschnitt soll hergeleitet werden, dass sich jeder globale Pullback-Attraktor,
falls P kompakt ist, als ein lokaler Attraktor des Schiefproduktﬂusses interpretieren l¨ asst.
Nach den Vorarbeiten f¨ ur dieses Hauptergebnis in Satz 5.22 wird dieses Resultat auf die
Kontrolltheorie angewendet. Anschlieend wird ein Beispiel daf¨ ur gegeben, dass man, falls
P kompakt ist, nur einen lokalen, aber keinen globalen Attraktor erh¨ alt. Inhaltlich wird
Cheban, Kloeden, Schmalfu [2] gefolgt, wobei hier nur die Implikationen wiedergegeben
werden.
Satz 5.17 Sei  semidynamisches System auf X. Sei die kompakte Menge M  X isoliert
invariant. Wenn es ein >0 gibt, so dass f¨ ur alle Orbits γx eines beliebigen Punktes
x 2 B(M)nM
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gilt, dann ist M stabil.
Beweis: Die Aussage soll erst f¨ ur den zeitdiskreten Fall T = Z+ veriziert werden. Sei >0,
so dass f¨ ur alle Orbits γx eines beliebigen Punktes x 2 B(M)nM! (γx) \ M = ; gilt.
W¨ ahle f¨ ur M ein 0 > 0g e m ¨ a Denition 2.8. O.B.d.A. gelte 0 < . Angenommen, M sei
nicht stabil. Dann gibt es ein "0 > 0 und Folgen (n) ! 0, (xn)  X mit xn 2 Bn(M)f ¨ ur
alle n  1 und (kn) !1mit
k(xn) 2 B"0(M)f ¨ ur 0  k  kn − 1 (5.27)
und kn(xn) 62 B"0(M). W¨ ahle "0 so, dass
H(1(B"0(M));M) <
0
2
(5.28)
gilt. Da X Heine-Borell'sch ist, gibt es eine Folge (nj) !1mit x := limj!1 knj−1(xnj)
und
lim
j!1
knj(xnj)=1(x)= :~ x 2 XnB"0(M):
Also existiert mit (5.27) f¨ ur m 2 Z und
γ(n;m): =

kn+m(xn):0  kn + m
xn :0 >k n + m
und einer geeigneten Folge (nk) !1der Grenzwert ~ γ~ x(m) := limk!1 γ(nk;m): ~ γ~ x ist ein
Orbit des zeitdiskreten semidynamischen Systems mit ~ γ~ x(0) = ~ x und ~ γ~ x(Z−)  B"0(M):
(Diese Konstruktion tr¨ agt der Tatsache Rechnung, dass nur ein semidynamisches System
vorliegt, m(~ x)f ¨ ur m 2 Z− also nicht deniert ist.) Somit ist !(~ γ~ x) nichtleer, kompakt
und invariant. Mit
!(~ γ~ x)=1(!(~ γ~ x))  1(B"0(M))  B0(M)
folgt, da M isoliert invariant ist, !(~ γ~ x)  M. Dies widerspricht aber (5.26), denn mit
(5.28) und 0 <gilt ~ x 2 B(M)nM.
Gilt nun f¨ ur den zeitkontinuierlichen Fall !(γx) \ M = ; f¨ ur ein x 62 M,s ot r i  td i e s
auch f¨ ur die Einschr¨ ankung des semidynamischen Systems auf Z+  X zu, denn jeden
Orbit γx des zeitdiskreten dynamischen Systems kann man erweitern zu einem Orbit des
zeitkontinuierlichen dynamischen Systems mittels
γx(t): =(γx(n));n2 Z;t= n + ; 0  <1:
F¨ ur das zeitdiskrete semidynamische System ist M also stabil. Da M kompakt ist, gibt es
f¨ ur jedes ">0e i n>0m i tH(t(x);M) <"f¨ ur alle 0  t  1, x 2 B(M). Auerdem
gibt es ein >0m i t
H(n(x);M) < minf;"g
f¨ ur alle x 2 B(M);n2 Z+. Zusammen mit der Flusseigenschaft von  ergibt sich die
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Lemma 5.18 Sei M  X kompakt und positiv invariant unter dem semidynamischen
System . Wenn !(M) isoliert invariant und asymptotisch stabil ist, dann ist auch M
asymptotisch stabil.
Beweis: Wegen der Kompaktheit und positiven Invarianz von M gilt mit (5.16) !(M)= T
t0 t(M). Also gibt es ein >0 und  2 T+ mit
(M)  B(!(M))  Ws(!(M)):
Das Urbild −1
 (B(!(M))) ist eine oene Umgebung von M mit (−1
 (B(!(M)))) 
Ws(!(M)). Dann folgt limt!1 H(t(x);!(M)) = 0 f¨ ur jedes x 2 −1
 (B(!(M))) 
Ws(!(M)) und somit auch limt!1 H(t(x);M) = 0 wegen !(M)  M.
Jetzt soll die Stabilit¨ at von M gezeigt werden. Angenommen, M sei nicht stabil. Dann gibt
es ein "0 > 0, Folgen (n) ! 0, (tn) !1und (xn)  X, xn 2 Bn(M)f ¨ ur alle n>0, mit
H(tn(xn);M)  "0: (5.29)
F¨ ur ein hinreichend groes n0 2 N gilt dann
fxn : n  n0g−1
 (B(!(M))):
Mit M ist auch die Menge fxn : n  n0g kompakt, weshalb sie von !(M)  M attrahiert
w¨ urde, was (5.29) widerspr¨ ache.
Lemma 5.19 Sei M  X kompakt und positiv invariant unter dem semidynamischen
System . Wenn !(M) isoliert invariant und stabil ist, dann ist M asymptotisch stabil.
Beweis: Wegen Satz 2.10 ist !(M) invariant. Es gibt f¨ ur jedes ">0e i n>0m i t
t(B(!(M)))  B"(!(M))
f¨ ur alle t  0. !(B(!(M)))ist also nichtleerund kompaktund mit Satz 2.10invariant.Falls
>0 hinreichend klein gew¨ ahlt wurde, gilt, da !(M) isoliert invariant ist, !(B(!(M))) 
!(M), bzw. wegen der Invarianz von !(M)a u c h!(B(!(M))) = !(M). Mit Satz 2.17
folgt
lim
t!1
H(t(B(!(M)));!(B(!(M)))) = 0
und somit die asymptotische Stabilit¨ at von !(M). Die Aussage folgt jetzt mit Lemma 5.18.
Korollar 5.20 Sei M  X kompakt und invariant unter dem semidynamischen System 
auf X. Wenn M isoliert invariant und stabil ist, dann ist M asymptotisch stabil.
Beweis: Dies folgt mit M = !(M) aus Lemma 5.19.
Satz 5.21 Sei  ein semidynamisches System auf X und M  X kompakt und invariant.
Wenn M isoliert invariant ist und es ein >0 gibt mit !(γx) \ M = ; f¨ ur jeden Orbit
γx eines beliebigen Punktes x 2 B(M)nM, dann ist M asymptotisch stabil.KAPITEL 5. PULLBACK-ATTRAKTOREN 54
Beweis: Die Aussage ergibt sich sofort aus Satz 5.17 und Korollar 5.20.
Liegt ein Pullback-Attraktor (Ap)p2P auf X bzgl. (P;) vor, so ist, wie der nachfolgende
Satz besagt, der Graph in P X der Funktion P 3 p 7! Ap 2 Pot(X) asymptotisch stabil
f¨ ur den Schiefproduktﬂuss, wobei d + dP als Metrik auf P  X verwendet werden kann,
wenn dP Metrik auf P ist.
Satz 5.22 Sei P kompakter metrischer Raum. Sei  Kozykel auf X bzgl. (P;) und (Ap)p2P
Pullback-Attraktor. F¨ ur A :=
S
p2PfpgAp gilt dann:
(i) !(γy)=; f¨ ur alle Orbits γy eines beliebigen Punktes y 2 P  XnA.
(ii) A ist asymptotisch stabil f¨ ur den Schiefproduktﬂuss .
Beweis:
(i) Angenommen, es existiere ein y =( p;x) 2 P  XnA mit !(γy) 6= ; f¨ ur einen Orbit
γy durch y. Dann gibt es eine Folge (n) !1 ,s od a s s( γy(−n)) konvergent ist. Sei
K die Projektion von
S
n2N γy(−n)a u fX. Die Kompaktheit von K folgt aus der
Kompaktheit von
S
n2Nγy(−n). Da (Ap) Pullback-Attraktor ist, gilt
lim
n!1H((n; −np;K);A p)=0 :
Wegen x 2 (n; −np;K)f ¨ ur alle n>0e r h a l t e nw i rx 2 Ap,w a s( p;x) 2Amit
sich zieht. Dies widerspricht y 2 P  XnA.
(ii) Wegen Lemma 5.3 ist A maximale kompakte invariante Teilmenge von P  X.D i e
Aussage folgt dann aus Satz 5.21 und (i).
Vereinfacht gesagt, ist jeder globale Pullback-Attraktor ein lokaler Attraktor, falls P kom-
pakt ist. Da diese Bedingung bei den Kontrollsystemen erf¨ ullt ist, kann Satz 5.22 auf
Pullback-Attraktoren f¨ ur die in Abschnitt 4.2 eingef¨ uhrten L¨ osungsabbildungen angewen-
det werden.
Korollar 5.23 Sei  eine f¨ ur T = R denierte stetige eindeutige L¨ osungsabbildung des
Kontrollsystems 4.1, d.h. ein Kozykel bzgl. (U;) auf einer d-dimensionalen Riemann'schen
Mannigfaltigkeit M der Klasse C1 und (Au)u2U Pullback-Attraktor auf M.D a n ni s tA := S
u2UfugAu ein lokaler Attraktor f¨ ur den Schiefproduktﬂuss  auf UM, wobei als
Metrik auf dem Produktraum die Summe der Metriken auf den beiden Faktoren verwendet
werden soll.
Beweis: Die Aussage folgt sofort aus Satz 5.22, wenn man beachtet, dass die asymptotische
Stabilit¨ at nur eine Umformulierung der Tatsache ist, dass A ein lokaler Attraktor ist -
vorausgesetzt, Invarianz und Kompaktheit sind gegeben, was aber wegen Lemma 2.29 und
der Oberhalbstetigkeit der Funktion U3u 7! Au 2 Pot(M) der Fall ist.
Die Versch¨ arfung von Satz 5.22, dass jeder globale Pullback-Attraktor auch ein globaler
Attraktor ist, gilt tats¨ achlich nicht, was nachfolgendes Beispiel deutlich macht.KAPITEL 5. PULLBACK-ATTRAKTOREN 55
Beispiel 5.24 Deniere f¨ ur t 2 R die Funktion
f(t): =−

1+t
1+t2
2
;
sei
P :=
[
h2R
ff( + h)g[f 0g
und  der Rechtsshift auf P.M i t
(p): =
8
<
:
1
1+h2 : p = h(f)
0: p =0
kann man nun folgenden Kozykel auf X = R+ bzgl. (P;) denieren:
(t;p;x): =
8
> > > <
> > > :
1
et(1=x−(p))+(tp) :0 <x  (p)  1
x + 1
(tp) − 1
(p) :1 <x  (p)
e−tx : x(p)=0
:
Die drei aufgef¨ uhrten F¨ alle beschreiben die Funktion  auf ganz R+P R+ und die Ste-
tigkeit von  ist gegeben aufgrund der Stetigkeit der drei angegebenen Terme - zusammen
mit der ¨ Uberlegung, dass  auch in Punkten (t;p;x) 2 R+  P  R+ mit x(p)=1o d e r
x(p) = 0 stetig ist.
Es verbleibt, die algebraischen Kozykeleigenschaften von  nachzuweisen.
Die Identit¨ at (0;p;)=i d X;p2 P; ist sofort klar. Sei nun s;t 2 R+ und x 2 X.Z u n ¨ achst
stellt man fest, dass mit 0 <x  (p)  1( w o r a u s(sp) > 0 und 1=x−(p)  0 folgt) auch
0 < (s;p;x) (sp)  1 gilt:
0 <
1
es(1=x− (p))+ (sp)
(sp)
=
1
es(1=x− (p))=(sp)+1
 1:
Weiterhin stellt man fest, dass mit 1 <x  (p)( w o r a u s(sp) > 0 und x−1=(p) > 0 folgt)
auch 1 < (s;p;x) (sp) gilt:
(x +
1
(sp)
−
1
(p)
)(sp)=( x −
1
(p)
)(sp)+1 > 1:
Schlielich folgt mit x(p)=0a u c h(s;p;x) (sp)=0 .
Wir k¨ onnen nun die zweite algebraische Kozykeleigenschaft nachweisen: F¨ ur 0 <x  (p)  1
gilt
(t;sp;(s;p;x)) =
1
et(es(1=x− (p))+ (sp) − (sp)) + (s+tp)
=
1
es+t(1=x − (p))+ (s+tp)
= (s + t;p;x);KAPITEL 5. PULLBACK-ATTRAKTOREN 56
f¨ ur 1 <x  (p) gilt
(t;sp;(s;p;x)) = x +
1
(sp)
−
1
(p)
+
1
(s+tp)
−
1
(sp)
= (s + t;p;x);
und f¨ ur x(p)=0e r h ¨ alt man
(t;sp;(s;p;x)) = e−se−tx = (s + t;p;x):
Die Behauptung ist, dass (Ap)p2P mit Ap = f0g f¨ ur alle p 2 P ein globaler Pullback-
Attraktor, aber A :=
S
p2PfpgAp kein globaler Attraktor des Schiefproduktﬂusses ist.
Die Familie (Ap)i s t-invariant und die Mengen Ap;p2 P; sind kompakt und nichtleer.
Auerdem ist
S
p2P Ap kompakt. Sei D  X kompakt und m := max(D), o.B.d.A. m>0.
Dann gilt f¨ ur p =0
lim
t!1
H((t;−tp;D);A p) = lim
t!1
H(e−tm;Ap)=0
und, wegen m(−tp)  1f ¨ ur alle hinreichend groen t,a u c hf ¨ ur p 6=0
lim
t!1
H((t;−tp;D);A p) = lim
t!1
H((t;−tp;m);A p)
= lim
t!1
H(
1
et(1=m− (−tp))+ (p)
;A p)=0 :
Wird d+dP als Metrik auf PX verwendet, wenn dP eine beliebige Metrik auf P und d der
kanonische Abstand auf X ist, so ist A kein globaler Attraktor, denn f¨ ur p 2 P; x 2 X mit
x(p) > 1 gilt limt!1 (t;p;x)=1,d . h .d i ek o m p a k t eM e n g efpgf xg wird nicht von
A attrahiert. Abbildung 5.3 vermittelt einen Eindruck vom Schiefproduktﬂuss in P  X,
in Abbildung 5.4 ist der Schiefproduktﬂuss auf dem Torus dargestellt.
P
X
Abbildung 5.3: Der Schiefproduktﬂuss in P  X.KAPITEL 5. PULLBACK-ATTRAKTOREN 57
1
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Abbildung 5.4: Der Schiefproduktﬂuss auf dem Torus.
5.6 Der lokale Pullback-Attraktor als lokaler Attraktor
Im letzten Abschnitt wird bewiesen, dass unter Zusatzbedingungen jeder lokale Pullback-
Attraktor(Ap)p2P in X ein lokaler Attraktorauf PX ist. Dies stellt einen der in Abschnitt
5.7 angedeuteten Ans¨ atze zur Denition des Pullback-Repellers dar. Dann wird anhand
eines Beispiels gezeigt, dass f¨ ur Attraktoren auf dem Produktraum nicht f¨ ur jede Faser die
in Denition 3.1 geforderte echte Inklusion gelten muss.
Satz 5.25 Sei P kompakter metrischer Raum. Sei  ein zeitinvertierbarer Kozykel bzgl.
(P;) auf dem zus¨ atzlich kompakten Raum X und (Ap)p2P ein lokaler Pullback-Attraktor
mit Pullback-Umgebung (Up). Wenn mit
S
p2PfpgUp eine Umgebung von A :=
S
p2Pfpg
Ap vorliegt, ist A ein lokaler Attraktor f¨ ur den Schiefproduktﬂuss .
Beweis: Wegen Lemma 2.29 ist A invariant unter dem Schiefproduktﬂuss, denn (Ap)i s t
mit Satz 5.13 -invariant. Die Abgeschlossenheit von A folgert man wie im Beweis von
Lemma 5.3 (siehe Cheban, Kloeden, Schmalfu [2]): B := A ist kompakt und wegen
t(B)=t(A)=t(A)=t(A)=A = B f¨ ur alle t 2 T+
-invariant.
Wegen Lemma 2.29 ist (Bp)p2P, die Familie der Fasern von B, -invariant. Nach Kon-
struktion gilt Bp  Ap f¨ ur alle p 2 P. Dass sogar Gleichheit vorliegt, folgt mit (5.14), der
-Invarianz von (Bp) und der Abgeschlossenheit von Ap, p 2 P:
0 = lim
t!1
H((t;−tp;U−tp);Ω(Up))
= lim
t!1
H((t;−tp;U−tp);A p)
 lim
t!1
H((t;−tp;B−tp);A p)
= H(Bp;A p)KAPITEL 5. PULLBACK-ATTRAKTOREN 58
Also ist A kompakt.
Dass wirklich ein Attraktor vorliegt, zeigt man jetzt mit Lemma 2.22: Sei dazu B = S
p2PfpgBp 
S
p2PfpgUp eine kompakte Umgebung von A und x 2B n A .A n -
genommen, es gelte γ−(x) B . Dann ergibt sich der Widerspruch
0 = lim
t!1
H((t;−tp;B−tp);A p)  H(x;Ap) > 0:
Trivialerweise gibt Satz 5.25 eine Antwort auf die Frage, wie bzw. unter welchen Bedin-
gungen die Morsetheorie und die Theorie der Pullback-Attraktoren in Verbindung ge-
bracht werden k¨ onnen. Unter den genannten Voraussetzungen ndet man zu einem lokalen
Pullback-Attraktor(Ap) einen Repeller, n¨ amlich den Repeller zum Attraktor
S
p2PfpgAp.
F¨ ur solche Pullback-Attraktoren sind damit f¨ ur den Schiefproduktﬂuss auf P X alle Er-
gebnisse aus Kapitel 3 anwendbar - unter Ber¨ ucksichtigung einer Besonderheit: Der lokale
Pullback-Attraktor soll nichtleere Fasern haben. Beim Repeller ist dies jedoch nicht der
Fall, wenn eine Faser des Pullback-Attraktors der ganze Raum ist.
Jetzt soll ein Beispiel untersucht werden, bei dem lokale Attraktoren auf den Produktraum
vorliegen. Und zwar soll der Frage nachgegangen werden, ob die in Denition 3.1 gefor-
derte echte Inklusion automatisch nach sich zieht, dass die Attraktoren in jeder Faser echt
ineinander enthalten sind. Dass diese Frage negativ zu beantworten ist, macht das folgende
Beispiel klar. Nicht jede Faser einer Morsemenge muss nichtleer sein, selbst wenn dies bei
den vorliegenden Attraktoren der Fall sein sollte.
Beispiel 5.26 Sei X =[ 0 ;6] und U[0;1] die Menge der konstanten Funktionen mit Werten
in U =[ 0 ;1]. Dann gilt jU[0;1] =i d U[0;1] f¨ ur den Shiftﬂuss  auf U[0;1]. Man kann U[0;1] mit
[0;1] identizieren und idU[0;1] mit id[0;1]. Setze weiterhin
f(x): =x(6− x) und g(x): =x(x − 2)(x − 4)(6− x);x 2 X:
Es soll
_ x =( 1− u)f(x)+ug(x) (5.30)
untersucht werden. Die rechte Seite (siehe Abbildung 5.5) ist eine Konvexkombination von
f und g und besitzt ein u0 =1 =2 2 [0;1], so dass es f¨ ur alle u>u 0 genau vier Nullstellen
0=x1 <x 2(u) <x 3(u) <x 4 =6g i b t ,f ¨ ur u = u0 genau drei Nullstellen 0 = x1 <x 2(u)=
x3(u)=3<x 4 = 6 und f¨ ur u<u 0 genau zwei Nullstellen x1 =0<x 4 =6 .
Dann ndet man folgende Attraktoren f¨ ur den Schiefproduktﬂuss auf U  X:
A0 = ;
A1 =
[
u2U
fugf6g =[ 0 ;1]f 6g
A2 =
[
u<u0
fugf 6g[
[
uu0
fug[x2(u);6]
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Abbildung 5.5: Die rechte Seite von (5.30) f¨ ur u =0 ,u =1 =2 und u =1 .
Was die Fasern betrit, nden wir f¨ ur die Attraktoren: Au;1 = Au;2 f¨ ur u<u 0.
Auerdem ndet man folgende Repeller:
A
0 = U  X
A
1 =
[
u<u0
fugf 0g[
[
uu0
fug[0;x 3(u)]
A
2 =
[
u2U
fugf0g =[ 0 ;1]f 0g
A
3 = ;
Auch die Morsemengen lassen sich angeben:
M1 = A1 \A 
0 =[ 0 ;1]f 6g
M2 = A2 \A 
1 =
[
uu0
fug[x2(u);x 3(u)]
M3 = A3 \A 
2 =[ 0 ;1]f 0g
In diesem Fall sind die Morsemengen linear geordnet, n¨ amlich M3  M2  M1. Man
beachte ferner, dass es im Sinne von Korollar 3.6 ein x 2 U X gibt mit !(x)  M3 und
!(x)  M1. Abbildung 5.6 veranschaulicht den Schiefproduktﬂuss und macht auerdem
klar, dass die Fasern von M2 f¨ ur u<1
2 leer sind.
5.7 Ausblick und R¨ uckschau
In dieser Arbeit sind bis jetzt der Attraktor, der Repeller und der Pullback-Attraktor
deniert. Jetzt sollen einige ¨ Uberlegungen dazu angestellt werden, ob in vern¨ unftiger Weise
ein Pullback-Repeller deniert werden kann. Drei Ans¨ atze werden skizziert. Zum Abschluss
wird eine tabellarische ¨ Ubersicht von vier S¨ atzen aus Kapitel 5 gegeben.
Eine triviale Denition des Pullback-Repellers, die schon dargelegt wurde, soll kurz ange-
rissen werden. Wir haben in dieser Arbeit gesehen, dass, selbst wenn P kompakt ist, nichtKAPITEL 5. PULLBACK-ATTRAKTOREN 60
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Abbildung 5.6: Der Schiefproduktﬂuss auf U X mit den Nullstellen der rechten Seite von
(5.30).
jeder lokale Pullback-Attraktor ein lokaler Attraktor sein muss. Falls jedoch ein lokaler
Pullback-Attraktor ein lokaler Attraktor sein sollte, kann der Pullback-Repeller nat¨ urlich
¨ uber die Fasern des Repellers deniert werden. Jedoch ist hierbei zu bedenken, dass keine
faserweise R¨ uckw¨ artskonvergenz vorliegen muss. Dies ergibt sich mit der Tatsache, dass bei
einem Attraktor keine faserweise Vorw¨ artskonvergenz vorliegen muss. Dieser Ansatz, der
sowieso nur in speziellen F¨ allen anzuwenden ist, ist also nur ein Sonderfall des autonomen
Falls { n¨ amlich wenn der Zustandsraum der Produktraum P X ist. Auf die M¨ oglichkeit,
dass der Pullback-Repeller leere Fasern haben kann, sei nochmal hingewiesen. Dies tritt
ein, wenn Fasern des Pullback-Attraktors der ganze Raum sind.
Die Fasern eines lokalen Attraktors A =
S
p2PfpgAp und des zugeh¨ origen Repellers A
=
S
p2PfpgA
p sind disjunkt: Angenommen, es existiere ein ~ p 2 P mit A~ p\A
~ p 6= ;.D a n n
ergibt sich der Widerspruch wie folgt:
; =
[
p2P
fpgAp \
[
p2P
fpgA
p f ~ pgA~ p \f~ pgA
~ p = f~ pg(A~ p \ A
~ p) 6= ;
Ein zweiter Ansatz verzichtet auf die Voraussetzung, dass der Pullback-Attraktor, von
dem ausgehend der Pullback-Repeller deniert wird, ein lokaler Attraktor ist. Zun¨ achst
sei die Frage aufgeworfen, welche Eigenschaften ein Pullback-Repeller haben sollte? Erst
einmal w¨ are an die -Invarianz zu denken und daran, dass die Fasern nichtleer und kom-
pakt sein sollten. Auch die Forderung, dass Pullback-Attraktor und -Repeller faserweise
leeren Schnitt haben, scheint hinsichtlich der Morsetheorie sinnvoll zu sein. Wie sieht es
aber mit der Pullback-Attraktion bzw. -Repulsion aus? Ob Pullback-Konvergenz vorliegt,
entscheidet sich "in −1\ und es erscheint sinnvoll, dass es auch bei dem Pullback-RepellerKAPITEL 5. PULLBACK-ATTRAKTOREN 61
dort entschieden werden soll, ob Pullback-Repulsion vorliegt. Dass dies nicht die einzige
M¨ oglichkeit ist, werden wir sp¨ ater sehen.
Pullback-Repulsion soll jetzt als faserweise Attraktion "nach −1\ deniert werden.
Denition 5.27 Sei P ein metrischer Raum und  ein Kozykel auf X bzgl. (P;). Eine
-invariante Familie (A
p)p2P kompakter nichtleerer Teilmengen von X heie Pullback-
Repeller zum Pullback-Attraktor (Ap)p2P, falls der Schiefproduktﬂuss  auf X zeitinver-
tierbar ist und f¨ ur alle p 2 P und x 62 Ap
lim
t!1
H

(−t;p;x);A 
−tp

= 0 (5.31)
gegeben ist und
Ap \ A
p = ; f¨ ur alle p 2 P (5.32)
gilt.
Neben der hier nicht beantworteten Frage der Existenz ergibt sich hier auch das Problem
der Eindeutigkeit. Diese ist n¨ amlich nicht gegeben, wie nachfolgendes Beispiel deutlich
macht. Auerdem wird auf m¨ ogliche Maximalit¨ ats- bzw. Minimalit¨ atsforderungen (bzgl.
Inklusion) in obiger Denition eingegangen.
Setze X =[ 0 ;2] und _ x(t)=−x(t)(x(t) − 1)(x(t) − 2), x(t) 2 X f¨ ur alle t 2 R. Setze
weiter P =[ 0 ;2] und _ p(t)=p(t)(2 − p(t)), p(t) 2 P f¨ ur alle t 2 R. Die Dierentialglei-
chungen generieren einen Fluss auf X bzw. P. Der resultierende Fluss auf X kann als
Kozykel aufgefasst werden, der von den Argumenten aus P unabh¨ angig ist. Auf P  X
erhalten wir mit (p(t);x(t));t2 R, den Schiefproduktﬂuss, der diesmal aus zwei autonomen
dynamischen Systemen besteht und von Abbildung 5.7 ungef¨ ahr wiedergegeben wird. Ein
lokaler Pullback-Attraktorist [0;2]f0g,f¨ ur die Pullback-Umgebung (Up)k a n nUp =[ 0 ;],
p 2 P,0<<1, gew¨ ahlt werden. Ein Pullback-Repeller ist nach obiger Denition je-
de -invariante, faserweise kompakte und nichtleere Familie (A
p), die (5.32) erf¨ ullt und
die auf dem Produktraum die Menge f0g[1;2] [ ]0;2[f2g[f 2g[1;2] echt enth¨ alt.
Hierbei beachte man, dass jetzt faserweise R¨ uckw¨ artskonvergenz betrachtet wird und nicht
R¨ uckw¨ artskonvergenz im Produktraum. Das Beispiel wurde so gew¨ ahlt, dass weder durch
die Forderung nach Maximalit¨ at noch nach Minimalit¨ at der A
p;p2 P, Eindeutigkeit zu
erreichen ist, denn es gibt keine maximale oder minimale -invariante, faserweise kompak-
te und nichtleere Familie mit den Eigenschaften (5.31) und (5.32). Auerdem sollte, wenn
mit dem Pullback-Attraktor, von dem ausgehend der Pullback-Repeller deniert wird, ein
lokaler Attraktor vorliegt, der Pullback-Repeller mit dem Repeller ¨ ubereinstimmen. Dies
ist im Allgemeinen nicht gegeben, denn bei einem Repeller muss im Allgemeinen keine
faserweise R¨ uckw¨ artskonvergenz vorliegen.
Um zum letzten Ansatz zu kommen, sei die Idee aufgezeigt, einen Pullback-Repeller f¨ ur den
Kozykel  als Pullback-Attraktordes zeitinvertierten Kozykels (t;p;x): =(−t;p;x);t2
T;p2 P;x 2 X, zu denieren. Leicht l¨ asst sich zeigen, dass  ein Kozykel bzgl. (P;),
mit 
t (p): =−t(p);t2 T;p2 P; ist.KAPITEL 5. PULLBACK-ATTRAKTOREN 62
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Abbildung 5.7: Zur Denition des Pullback-Repellers.
Lemma 5.28 F¨ ur einen zeitinvertierbaren Kozykel  bzgl. (P;) ist die Abbildung
 : T  P  X 3 (t;p;x) ! (−t;p;x) 2 X
ein Kozykel bzgl. (P;).
Beweis: Sei p 2 P und x 2 X. Dann gilt (0;p;)=id X und f¨ ur t; 2 T auch
( + t;p;x)=(− − t;p;x)
= (−;−tp;(−t;p;x))
= (;
tp;(t;p;x)):
Sei also (A
p) ein Pullback-Attraktor f¨ ur  bzgl. (P;). Dann gibt es mit Satz 5.13 ein
>0m i t
lim
t!1
H((−t;tp;B(A
tp));A 
p)=0
f¨ ur alle p 2 P.W ¨ ahrend bei einem Pullback-Attraktor gewissermaen faserweise Vorw¨ arts-
konvergenz "von −1\ bis zu einer festen Faser vorliegt, kann man bei einem Pullback-
Repeller im obigen Sinn von faserweiser R¨ uckw¨ artskonvergenz "von +1\ bis zu einerKAPITEL 5. PULLBACK-ATTRAKTOREN 63
festen Faser sprechen. Jetzt ist jedoch zu bemerken, dass sich beides nicht ausschliet, ein
Pullback-Attraktor somit auch ein Pullback-Repeller sein kann, was im Sinne der Morse-
theorie nicht als w¨ unschenswert erscheint, weswegen es sich anbietet, auch hier die Bedin-
gung (5.32) zu fordern. Mit diesen Worten soll die Darstellung der drei Ans¨ atze abgeschlos-
sen sein.
Als Abschluss dieser Arbeit wird eine vereinfachende ¨ Ubersicht von wichtigen S¨ atzen von
Kapitel 5 gegeben. Dabei ist P kompakter metrischer Raum und  ein Kozykel auf X bzgl.
(P;).
Satz Voraussetzungen Aussage
5.6 B gleichm¨ aig in P absorbie- globaler Attraktor A existiert und entspricht
rende Menge mit (t;p;B)  B globalem Pullback-Attraktor (Ap) ¨ uber
f¨ ur alle t 2 T+;p2 P A =
S
fpgAp
5.14 X kompakt,  zeitinvertierbar, lokaler Attraktor existiert und entspricht
t(B) Bf¨ ur alle t  T lokalem Pullback-Attraktor ¨ uber
!(
S
fpgBp)=
S
fpgΩ(Bp)
5.22 (Ap) globaler Pullback- (Ap) entspricht lokalem Attraktor
S
fpgAp
Attraktor (nicht globalem Attraktor, siehe Beispiel 5.24),
f¨ ur die Anwendung auf die Kontrolltheorie
siehe Korollar 5.23
5.25 X kompakt,  zeitinvertierbar,
S
fpgAp ist lokaler Attraktor
(Ap) lokaler Pullback-Attraktor
mit Pullback-Umgebung (Up), S
fpgUp Umgebung von S
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