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3 HOMOTOPICALLY EQUIVALENT SIMPLE LOOPS ON
2-BRIDGE SPHERES IN 2-BRIDGE LINK COMPLEMENTS
(II)
DONGHI LEE AND MAKOTO SAKUMA
Abstract. This is the second of a series of papers which give a necessary
and sufficient condition for two essential simple loops on a 2-bridge sphere
in a 2-bridge link complement to be homotopic in the link complement.
The first paper of the series treated the case of the 2-bridge torus links.
In this paper, we treat the case of 2-bridge links of slope n/(2n + 1) and
(n+ 1)/(3n+ 2), where n ≥ 2 is an arbitrary integer.
1. Introduction
Let K be a 2-bridge link in S3 and let S be a 4-punctured sphere in S3−K
obtained from a 2-bridge sphere of K. In [1], we gave a complete characteriza-
tion of those essential simple loops in S which are null-homotopic in S3 −K.
The purpose of this series of papers starting from [2] and ending with [3],
including the present paper as the second one, is to give a necessary and suffi-
cient condition for two essential simple loops on S to be homotopic in S3−K.
In the first paper [2] of the series, we treated the case when the 2-bridge link
is a (2, p)-torus link. In this paper, we treat the case of 2-bridge links of slope
n/(2n + 1) and (n + 1)/(3n + 2), where n ≥ 2 is an arbitrary integer. These
two families play special roles in our project in the sense that the treatment
of these links form a base step of an inductive proof of a theorem for general
2-bridge links giving an answer to the problem treated in this series of papers.
We note that the figure-eight knot is both a 2-bridge link of slope n/(2n+ 1)
with n = 2 and a 2-bridge link of slope (n+ 1)/(3n+ 2) with n = 1. Surpris-
ingly, the treatment of the figure-eight knot, the simplest hyperbolic 2-bridge
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knot, is the most complicated. In fact, the figure-eight knot group admits var-
ious unexpected reduced annular diagrams (see Section 7). This reminds us of
the phenomenon in the theory of exceptional Dehn filling that the figure-eight
knot attains the maximal number of exceptional Dehn fillings.
This paper is organized as follows. In Section 2, we describe the main
results of this paper (Main Theorems 2.2 and 2.3). In Section 3, we set up
Hypotheses A, B and C, under which we establish technical lemmas used for
the proofs in Sections 4–6. The special case of Main Theorem 2.2 (namely, the
case of a 2-bridge link of slope 2/5) is treated in Section 4, and the remaining
case of Main Theorem 2.2 (namely, the case of a 2-bridge link of slope n/(2n+1)
with n ≥ 3) in Section 5. The proof of Main Theorem 2.3 is contained in
Section 6. In the final section, Section 7, we prove Theorems 2.5 and 2.6.
2. Main results
This paper, as a continuation of [2], uses the same notation and terminology
as in [2] without specifically mentioning. We begin with the following question,
providing whose answer is the purpose of this series of papers.
Question 2.1. Consider a 2-bridge link K(r) with r 6= ∞. For two distinct
rational numbers s, s′ ∈ I1(r) ∪ I2(r), when are the unoriented loops αs and
αs′ homotopic in S
3 −K(r)?
In the first paper [2], we treated the case when r = 1/p for some p ∈ Z,
and obtained a complete answer (see [2, Main Theorem 2.7]). In the present
paper, we solve the above question for the 2-bridge links K(n/(2n + 1)) and
K((n + 1)/(3n+ 2)), where n ≥ 2 is an arbitrary integer.
Main Theorem 2.2. Suppose r = n/(2n + 1) = [2, n], where n ≥ 2 is an
integer. Then, for any two distinct rational numbers s, s′ ∈ I1(r) ∪ I2(r), the
unoriented loops αs and αs′ are never homotopic in S
3 −K(r).
Main Theorem 2.3. Suppose r = (n + 1)/(3n + 2) = [2, 1, n], where n ≥ 2
is an integer. Then, for two distinct rational numbers s, s′ ∈ I1(r) ∪ I2(r),
the unoriented loops αs and αs′ are homotopic in S
3 − K(r) if and only if
both r = 3/8 (i.e., n = 2) and the set {s, s′} equals either {1/6, 3/10} or
{3/4, 5/12}.
Remark 2.4. The exceptional pairs {1/6, 3/10} and {3/4, 5/12} have the
following geometric properties in the Farey tessellation. Let τ be the reflection
of the hyperbolic plane in the geodesic with endpoints 1/2 and 1/4, which
bisects the Farey edge 〈0/1, 1/3〉. Then τ preserves the Farey tessellation and
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interchanges ∞ and r = 3/8. The members of each of the exceptional pairs
are interchanged by the involution τ .
We prove the above main theorems by interpreting the situation in terms of
combinatorial group theory. In other words, we prove that two words repre-
senting the free homotopy classes of αs and αs′ are conjugate in the 2-bridge
link group G(K(r)) if and only if s and s′ satisfy the conditions given in the
statements of the theorems. The key tool used in the proofs is small cancella-
tion theory, applied to two-generator and one-relator presentations of 2-bridge
link groups. The proofs of the main theorems also imply the following theo-
rems.
Theorem 2.5. Suppose r = n/(2n + 1) = [2, n], where n ≥ 2 is an integer.
Then the following hold for a rational number s ∈ I1(r) ∪ I2(r).
(1) The loop αs is peripheral if and only if one of the following holds.
(a) n = 2, i.e., r = 2/5, and s = 1/5 or s = 3/5.
(b) s = (n+ 1)/(2n+ 1).
(2) The free homotopy class αs is primitive with the following exceptions.
(a) r = 2/5, and s = 2/7 or s = 3/4. In this case, αs is the third power
of some primitive element in G(K(r)).
(b) r = 3/7 and s = 2/7. In this case, αs is the second power of some
primitive element in G(K(r)).
Theorem 2.6. Suppose r = (n + 1)/(3n + 2) = [2, 1, n], where n ≥ 2 is
an integer. Then the loop αs is non-peripheral and primitive for any rational
number s ∈ I1(r) ∪ I2(r).
Here, a closed loop αs in S
3−K(r) is said to be peripheral if it is homotopic
to a loop on a peripheral torus. A loop αs is said to be primitive if there is no
element in the 2-bridge link group G(K(r)) whose proper power is conjugate
to αs.
3. Technical lemmas
In this section, we set up Hypotheses A, B and C, under which we establish
technical lemmas used for the proofs in Sections 4–6.
3.1. Hypothesis A.
Hypothesis A. Let r be a rational number such that 0 < r < 1 and r 6= 1/p
for any integer p ≥ 2. For two distinct elements s, s′ ∈ I1(r) ∪ I2(r), suppose
that the unoriented loops αs and αs′ are homotopic in S
3−K(r). Then us and
3
u±1s′ are conjugate in G(K(r)). Let R be the symmetrized subset of F (a, b)
generated by the single relator ur of the upper presentation of G(K(r)), and
let S(r) = (S1, S2, S1, S2) be the decomposition as in [2, Proposition 3.12].
Due to [2, Lemma 4.7], there is a reduced annular R-diagram M such that us
and u±1s′ are, respectively, outer and inner boundary labels of M . Then we see
from [2, Proposition 3.19(1)] that M satisfies the three hypotheses (i), (ii) and
(iii) of [2, Theorem 4.9].
Let J be the outer boundary layer of M (see [2, Figure 7(a)]). Also let
α and δ be, respectively, the outer and inner boundary cycles of J starting
from v0, where v0 is a vertex lying in both the outer and inner boundaries
of J . Here, recall from [2, Convention 4.6] that α is read clockwise and δ is
read counterclockwise. Let α = e1, e2, . . . , e2t and δ
−1 = e′1, e
′
2, . . . , e
′
2t be the
decompositions into oriented edges in ∂J . Then clearly for each i = 1, . . . , t,
there is a face Di of J such that e2i−1, e2i, e
′−1
2i , e
′−1
2i−1 are consecutive edges in
a boundary cycle of Di. We denote the path e2i−1, e2i by ∂D
+
i and the path
e′2i−1, e
′
2i by ∂D
−
i . In particular, if J ( M (see [2, Figure 7(b)]), then, for
each i = 1, . . . , t, there is a face D′i in M − J such that e
′
2i and e
′
2i+1 are two
consecutive edges in ∂D′i ∩ δ
−1. Here the indices for the 2-cells are considered
modulo t, and the indices for the edges are considered modulo 2t.
Lemma 3.1. Under Hypothesis A, both of the following hold for every i.
(1) None of S(φ(e2i−1)), S(φ(e2i)), S(φ(e
′
2i)) and S(φ(e
′
2i−1)) contains S1
as a subsequence.
(2) None of S(φ(e2i−1)), S(φ(e2i)), S(φ(e
′
2i)) and S(φ(e
′
2i−1)) contains a
subsequence of the form (ℓ, S2, ℓ
′), where ℓ, ℓ′ ∈ Z+.
Proof. By [2, Convention 4.3], each of the words φ(e2i−1), φ(e2i), φ(e
′
2i) and
φ(e′2i−1) is a piece of the cyclic word (u
±1
r ). So, the assertion follows from (the
only if part) of [2, Corollary 3.25(1)]. 
Lemma 3.2. Under Hypothesis A, only one of the following holds for each
face Di of J .
(1) Both S(φ(∂D+i )) and S(φ(∂D
−
i )) contain S1 as their subsequence.
(2) Both S(φ(∂D+i )) and S(φ(∂D
−
i )) contain subsequences of the form (ℓ, S2, ℓ
′),
where ℓ, ℓ′ ∈ Z+.
Proof. By [2, Convention 4.3], each of the words φ(∂D+i ) and φ(∂D
−
i ) is not a
piece. So, by (the if part of) [2, Corollary 3.25(1)], each S(φ(∂D±i )) con-
tains S1 or (ℓ, S2, ℓ
′) (ℓ, ℓ′ ∈ Z+) as a subsequence. On the other hand,
since CS(φ(∂D+i )φ(∂D
−
i )
−1) = CS(φ(∂Di)) = CS(u
±1
r ) and since S1 and
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S2 are symmetric ([2, Proposition 3.12(1)]), CS(φ(∂D
+
i )φ(∂D
−
i )
−1) is equal
to CS(ur) = CS(r) = ((S1, S2, S1, S2)). So if S(φ(∂D
+
i )) contains S1 (resp.,
(ℓ, S2, ℓ
′)) then S(φ(∂D−i )) cannot contain (ℓ, S2, ℓ
′) (resp., S1). Hence we
obtain the desired result. 
Lemma 3.3. Under Hypothesis A, only one of the following holds.
(1) For every face Di of J , S(φ(∂D
+
i )) contains S1 as its subsequence.
(2) For every face Di of J , S(φ(∂D
+
i )) contains a subsequence of the form
(ℓ, S2, ℓ
′), where ℓ, ℓ′ ∈ Z+.
Proof. Suppose on the contrary that (1) holds for j and (2) holds for j′ 6= j.
Then CS(φ(α)) = CS(us) = CS(s) contains both S1 and S2 as subsequences.
By [2, Proposition 3.19(1)], s /∈ I1(r) ∪ I2(r), contradicting the hypothesis of
the lemma. 
3.2. Hypothesis B. Assuming the following Hypothesis B, we will estab-
lish several technical lemmas concerning important properties of CS(φ(α)) =
CS(us) = CS(s).
Hypothesis B. Suppose under Hypothesis A that Lemma 3.3(1) holds, namely,
for every face Di of J , suppose that S(φ(∂D
+
i )) contains S1 as its subsequence.
Then we can decompose the word φ(α) (clearly (us) ≡ (φ(α))) into
φ(α) ≡ y1w1z1y2w2z2 · · · ytwtzt,
where φ(∂D+i ) ≡ φ(e2i−1e2i) ≡ yiwizi, yi and zi may be empty, S(wi) = S1,
and where S(yiwizi) = (S(yi), S1, S(zi)) (here S(yi) and S(zi) are possibly
empty), for every i. By Lemma 3.2, we also have the decomposition of the
word φ(δ−1) as follows (clearly (u±1s′ ) ≡ (φ(δ
−1)) if J = M):
φ(δ−1) ≡ y′1w
′
1z
′
1y
′
2w
′
2z
′
2 · · · y
′
tw
′
tz
′
t,
where φ(∂D−i ) ≡ φ(e
′
2i−1e
′
2i) ≡ y
′
iw
′
iz
′
i, y
′
i and z
′
i may be empty, S(w
′
i) = S1,
and where S(y′iw
′
iz
′
i) = (S(y
′
i), S1, S(z
′
i)) (here S(y
′
i) and S(z
′
i) are possibly
empty), for every i. Then S(y′i
−1yi) = S(ziz
′−1
i ) = S2 for every i.
Notation 3.4. Let v be a reduced word in {a, b}. If v is not an empty word,
then, by vb and ve, respectively, we denote a beginning subword and an ending
subword of v such that |vb| is the first term of the sequence S(v) and |ve| is
the last term of S(v). On the other hand, if v is empty, then vb and ve are
also empty words. (Though similar symbols, vib and vie (1 ≤ i ≤ 4), are used
in different meanings in [2, Lemma 3.24], we believe this does not cause any
confusion, because these symbols are not used in the remainder of this paper.)
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Remark 3.5. (1) If r = [2, 2] = 2/5, then, by [2, Example 3.17(2)], CS(r) =
((3, 2, 3, 2)), where S1 = (3) and S2 = (2). So, in Hypothesis B, both S(φ(∂D
+
i ))
and S(φ(∂D−i )) are exactly of the form (ℓ, 3, ℓ
′), where 0 ≤ ℓ, ℓ′ ≤ 2 are inte-
gers.
(2) If r = [2, n] with n ≥ 3, then, again by [2, Example 3.17(2)], CS(r) =
((3, (n − 1)〈2〉, 3, (n − 1)〈2〉)), where S1 = (3) and S2 = ((n − 1)〈2〉). So,
in Hypothesis B, both S(φ(∂D+i )) and S(φ(∂D
−
i )) are exactly of the form
(ℓ1, n1〈2〉, 3, n2〈2〉, ℓ2), where 0 ≤ ℓ1, ℓ2 ≤ 1 and 0 ≤ n1, n2 ≤ n−1 are integers
such that if nj = n − 1 then ℓj is necessarily 0 for j = 1, 2. In particular,
S(yi,b) = (1) or (2) unless yi is an empty word. The same is true for S(zi,e),
S(y′i,b) and S(z
′
i,e).
(3) If r = [2, 1, n] with n ≥ 2, then, by [2, Example 3.17(1)], CS(r) =
((n〈3〉, 2, n〈3〉, 2)), where S1 = (n〈3〉) and S2 = (2). So, in Hypothesis B,
both S(φ(∂D+i )) and S(φ(∂D
−
i )) are exactly of the form (ℓ, n〈3〉, ℓ
′), where
0 ≤ ℓ, ℓ′ ≤ 2 are integers. In particular, S(wi,b) = S(wi,e) = (3) and S(w
′
i,b) =
S(w′i,e) = (3).
Lemma 3.6. Let r = n/(2n + 1) = [2, n], where n ≥ 2 is an integer.
Under Hypothesis B, suppose that v is a subword of the cyclic word repre-
sented by φ(α) ≡ y1w1z1y2w2z2 · · · ytwtzt such that v corresponds to a term of
CS(φ(α)) = CS(s). Then, after a cyclic shift of indices, v is equal to one of
the following subwords:
z0,ew1w2 · · ·wqyq+1,b, z0,ew1w2 · · ·wq, w1w2 · · ·wqyq+1,b, w1w2 · · ·wq,
where q ∈ Z+ ∪ {0} in the first three cases and q ∈ Z+ in the last case. In
each of the above, the “intermediate subwords” are empty; to be precise, when
we say that z0,ew1w2 · · ·wqyq+1,b, for example, is a subword of (us), we assume
that y1, ziyi+1 (1 ≤ i ≤ q − 1) and zq are empty words.
Proof. Recall from Hypothesis B that S(yiwizi) = (S(yi), S1, S(zi)), where
S(yi) and S(zi) are possibly empty and S1 = (3). In other words, if yi (resp.,
zi) is not an empty word, then there is a sign change between yi and wi (resp.,
between wi and zi). The desired result follows from this observation. 
Throughout the remainder of this paper, we will assume the following con-
vention.
Convention 3.7. In Figures 1–23, the change of directions of consecutive
arrowheads represents the change from positive (negative, resp.) words to
negative (positive, resp.) words, and a dot represents a vertex whose posi-
tion is clearly identified. Also an Arabic number represents the length of the
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corresponding positive (or negative) word. In Figures 1–12, the upper com-
plementary region is regarded as the unbounded region of R2 −M . Thus the
outer boundary cycles runs the upper boundary from left to right.
The following Lemmas 3.8 and 3.11 show that there are strong restrictions
for the shape of the word v in Lemma 3.6.
Lemma 3.8. Let r = 2/5 = [2, 2]. Under Hypothesis B, the following hold for
every i.
(1) S(ziyi+1) 6= (3).
(2) S(wiziyi+1) 6= (4) and S(ziyi+1wi+1) 6= (4).
(3) If J ( M , then S(wiziyi+1wi+1) 6= (6).
(4) S(zi−1yiwiziyi+1) 6= (7).
(5) If J = M , then S(zi−1yiwiziyi+1wi+1) 6= (8) and S(wi−1zi−1yiwiziyi+1) 6=
(8).
(6) S(wiziyi+1wi+1) 6= (3, 3).
Proof. (1) Suppose on the contrary that S(ziyi+1) = (3) for some i. Without
loss of generality, we may assume S(z1y2) = (3). Then, since 0 ≤ |z1|, |y2| ≤ 2,
we have either (|z1|, |y2|) = (1, 2) or (|z1|, |y2|) = (2, 1). We now assume
(|z1|, |y2|) = (2, 1). (The other case can be treated similarly.) Then by using
the fact that CS(φ(∂Di)) = CS(2/5) = ((3, 2, 3, 2)), we see that J is locally as
illustrated in Figure 1(a) which follows Convention 3.7. The Arabic numbers
3, 2, 1 and 3 near the upper boundary represent the lengths of the words w1,
z1, y2 and w2, respectively, whereas the Arabic numbers 3, 1 and 3 near the
lower boundary represent the lengths of the words w′1, y
′
2 and w
′
2 respectively
(in particular |z′1| = 0), and the change of directions of consecutive arrow-
heads represents the change from positive (negative, resp.) words to negative
(positive, resp.) words.
Suppose first that J = M . Then we see from Figure 1(a) that CS(φ(δ−1)) =
CS(u±1s′ ) = CS(s
′) involves both a term 1 and a term of the form 3 + c with
c ∈ Z+ ∪ {0}, contradicting [2, Lemma 3.8] which says that either CS(s
′)
is equal to ((m,m)) or CS(s′) consists of m and m + 1 for some m ∈ Z+.
Suppose next that J ( M . Then by Lemma 3.1(1), none of S(φ(e′1)) and
S(φ(e′2)) contains S1 = (3) as a subsequence. This means that the initial
vertex of e′2 lies in the interior of the segment of ∂D
−
1 with weight 3. (See
Figure 1(b), where the initial vertex of e′2 is the left-most vertex.) Similarly,
the terminal vertex of e′3 lies in the interior of the segment of ∂D
−
2 with weight
3; in particular, it does not lie in the segment of ∂D−2 with weight 1. Hence, we
see from Figure 1(b) that S(φ(e′2e
′
3)) is of the form (ℓ1, 1, ℓ2) with ℓ1, ℓ2 ∈ Z+.
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This yields that a term 1 occurs in CS(φ(∂D′1)) = CS(2/5) = ((3, 2, 3, 2)),
which is obviously a contradiction.
1
3 3
3
12
D
D2D1
3
(a)
1
3
3
12
D
D2D1
3
3
D1
(b)
‘
Figure 1. Lemma 3.8(1) where S(z1y2) = (2 + 1)
(2) Suppose on the contrary that S(w1z1y2) = (4). (The other case is treated
similarly.) Then, since w1 and z1 have different signs when z1 is non-empty
and since |w1| = 3 and 0 ≤ |z1|, |y2| ≤ 2, the only possibility is that |z1| = 0
and S(w1y2) = (4). If J = M , then we see from Figure 2(a) that CS(s
′)
involves both a term 1 and a term of the form 3 + c with c ∈ Z+ ∪ {0},
contradicting [2, Lemma 3.8]. On the other hand, if J ( M , then we see,
by using Lemma 3.1(1) as in the proof of Lemma 3.8(1), that S(φ(e′2e
′
3)) is
of the form (ℓ1, 2, 1, ℓ2) with ℓ1, ℓ2 ∈ Z+ (see Figure 2(b)). This implies that
CS(φ(∂D′1)) = CS(2/5) has a term 1, a contradiction.
1
3 3
3
1
2
D
DD
3
(a)
3
3
3
2
3
(b)
1
1 1
 2 D 2D 1
D 1
‘
Figure 2. Lemma 3.8(2) where S(w1z1y2) = (3 + 0 + 1)
(3) Suppose J ( M and suppose on the contrary that S(w0z0y1w1) = (6).
Then |z0| = |y1| = 0 and we see, by using Lemma 3.1(1) as in the proof of
Lemma 3.8(1), that S(φ(e′2e
′
3)) is of the form (ℓ1, 4, ℓ2) with ℓ1, ℓ2 ∈ Z+, as
illustrated in Figure 3. This implies that CS(φ(∂D′1)) = CS(2/5) contains a
term 4, a contradiction.
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33
3
2
D1 D
D2
3
2
D1‘
Figure 3. Lemma 3.8(3) where S(w0z0y1w1) = (3 + 0 + 0 + 3)
(4) Suppose on the contrary that S(z0y1w1z1y2) = (7). Then we have
|z0| = |y2| = 2 and |y1| = |z1| = 0. If J = M , then we see from Fig-
ure 4(a) that CS(s′) includes both a term 3 and a term of the form 5 + c
with c ∈ Z+ ∪ {0}, contradicting [2, Lemma 3.8]. So, we must have J ( M .
Note that S(φ(∂D−1 )) = (2, 3, 2) and that the terminal vertex of e
′
1 lies in the
interior of the segment of ∂D−1 with weight 3, by Lemma 3.1(1). We may as-
sume the vertex divides the segment into segments with weights 1 and 2 as in
Figure 4(b). (The other case where the weights of 1 and 2 are interchanged is
treated similarly.) Then, as illustrated in Figure 4(b), CS(φ(δ−11 )) includes a
subsequence (3, 1, 3), where δ1 is an inner boundary cycle of the outer bound-
ary layer, say J1, ofM−J . If M = J∪J1, then CS(φ(δ
−1
1 )) = CS(s
′) contains
both a term 1 and a term 3, contradicting [2, Lemma 3.8]. On the other hand,
if M ) J ∪ J1, then, by using the same argument as in the case M ) J of
(1) replacing the consideration of 2-cells D1 and D2 in Figure 1(b) with the
consideration of 2-cells D′0 and D
′
1 in Figure 4(b), respectively, we obtain a
contradiction.
(5) Suppose on the contrary that J = M and S(z0y1w1z1y2w2) = (8). (The
other case is treated similarly.) Then |z0| = 2, |y1| = |z1| = |y2| = 0, and we
see from Figure 5 that CS(s′) includes both a term 3 and a term of the form
5 + c with c ∈ Z+ ∪ {0}, contradicting [2, Lemma 3.8].
(6) Suppose on the contrary that S(w1z1y2w2) = (3, 3). Then |z1| = |y2| = 0.
If J = M (see Figure 6(a)), then CS(s′) contains both a term 2 and a term of
the form 3+ c with c ∈ Z+∪{0}. Here, if c = 0, then s
′ /∈ I1(2/5)∪ I2(2/5) by
[2, Proposition 3.19(1)], contradicting the hypothesis of the theorem, while if
c > 0, then we have a contradiction to [2, Lemma 3.8]. On the other hand, if
J (M (see Figure 6(b)), then we see, by using Lemma 3.1(1) as in the proof of
Lemma 3.8(1), that S(φ(e′2e
′
3)) is of the form (ℓ1, 2, 2, ℓ2) with ℓ1, ℓ2 ∈ Z+. This
implies that a subsequence (2, 2) occurs in CS(φ(∂D′1)) = CS(2/5), which is
a contradiction. 
9
2
3
2
2
D
D1
3
3
D0
3
2
D
D2
3
3
2
3
2
D
D1
3
2
D0 D
D22
D D10
3
22
1
1
1
3 3
2
2
1
2
‘‘
(a)
(b)
Figure 4. Lemma 3.8(4) where S(z0y1w1z1y2) = (2 + 0 + 3 + 0 + 2)
2
3
3
2
D
D1
3
3
D0
2
2
3
3
D2
Figure 5. Lemma 3.8(5) where S(z0y1w1z1y2w2) = (2 + 0 +
3 + 0 + 0 + 3)
3
3
3
2
D1 D
D2
3
2
D1
(b)
‘
3
3 3
3
22
D1
D
D2
(a)
Figure 6. Lemma 3.8(6) where S(w1z1y2w2) = (3, 3)
Lemma 3.9. Let r = 2/5 = [2, 2]. Under Hypothesis B, the following hold,
where d ∈ Z+ ∪ {0}.
(1) No two consecutive terms of CS(s) can be (3, 3).
(2) No two consecutive terms of CS(s) can be (4, 4).
(3a) No two consecutive terms of CS(s) can be of the form (6+ 3d, 6+ 3d).
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(3b) If J (M , then no term of CS(s) can be of the form 6 + d.
(4) No term of CS(s) can be of the form 7 + 3d.
(5) No term of CS(s) can be of the form 8 + 3d.
Proof. (1) Suppose on the contrary that CS(φ(α)) = CS(s) contains (3, 3) as a
subsequence. Let v = v′v′′ be a subword of the cyclic word (us) corresponding
to a subsequence (3, 3), where S(v′) = S(v′′) = (3). By using Lemma 3.6 and
the facts that 0 ≤ |zi|, |yi| ≤ 2 and |wi| = 3, we see that one of the following
holds after a shift of indices.
(i) (v′, v′′) = (z1y2, w2), where S(z1y2) = (3).
(ii) (v′, v′′) = (w1, z1y2), where S(z1y2) = (3).
(iii) (v′, v′′) = (w1, w2).
However, (i) and (ii) are impossible by Lemma 3.8(1), and (iii) is impossible
by Lemma 3.8(6).
(2) Suppose on the contrary that CS(s) contains (4, 4) as a subsequence. Let
v = v′v′′ be a subword of the cyclic word (us) corresponding to a subsequence
(4, 4), where S(v′) = S(v′′) = (4). If v′ contains wi for some i, then we see,
by using Lemma 3.6 and the identity |wi| = 3, that either v
′ = wiziyi+1 with
(|zi|, |yi+1|) = (0, 1) or v
′ = zi−1yiwi with (|zi−1|, |yi|) = (1, 0). However both
cases are impossible by Lemma 3.8(2). Thus v′ cannot contain wi. Since
S(v′) = (4) is a term of CS(s), this implies that v′ is disjoint from wi for every
i. The same conclusion also holds for v′′, and hence for v = v′v′′. Thus v is a
subword of ziyi+1 for some i. This is a contradiction, because |v| = 8 whereas
|ziyi+1| ≤ 4.
(3a) Suppose on the contrary that CS(s) contains (6 + 3d, 6 + 3d) as a
subsequence. Let v = v′v′′ be a subword of the cyclic word (us) corresponding
to a subsequence (6 + 3d, 6 + 3d), where S(v′) = S(v′′) = (6 + 3d). By using
Lemma 3.6 and the facts that 0 ≤ |yi|, |zi| ≤ 2 and |wi| = 3, we see that one
of the following holds after a cyclic shift of indices.
(i) v′ = w1w2 · · ·wq with q = d+ 2.
(ii) v′ = z0w1w2 · · ·wqyq+1 with q = d + 1, where (|z0|, |yq+1|) = (1, 2) or
(2, 1).
If (ii) holds, then either S(z0y1w1) = (4) or S(wqzqyq+1) = (4), a contradiction
to Lemma 3.8(2). So (i) holds. By applying the same argument to v′′ and by
using the fact that v′v′′ is a subword of (us), we see that v
′′ = wq+1wq+2 · · ·w2q,
where zqyq+1 is empty. Hence we see S(wqzqyq+1wq+1) = S(wqwq+1) = (3, 3).
This contradicts Lemma 3.8(6).
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(3b) Suppose J ( M and suppose on the contrary that CS(s) contains a
term 6 + d. First suppose that CS(s) contains a term 6. Let v be a subword
of the cyclic word (us) corresponding to a term 6. By arguing as in the proof
of Lemma 3.9(3a), we see that one of the following holds.
(i) v = w1w2.
(ii) v = z0w1y2, where (|z0|, |yq+1|) = (1, 2) or (2, 1).
However, (i) is impossible by Lemma 3.8(3), and (ii) is impossible by Lemma 3.8(2),
as in the proof of Lemma 3.9(3a).
Next suppose that CS(s) involves a term 7. Let v be a subword of the cyclic
word (us) corresponding to a term 7. Arguing as in the proof of Lemma 3.9(3a),
we may assume that one of the following holds.
(i) v = z0w1w2 with |z0| = 1.
(ii) v = w1w2y3 with |y3| = 1.
(iii) v = z0w1y2, where |z0| = |y2| = 2.
However, (i) and (ii) are impossible by Lemma 3.8(2), and (iii) is impossible
by Lemma 3.8(4).
Finally suppose that CS(s) contains a term of the form 8 + d. Let v be
a subword of the cyclic word (us) corresponding to a term 8 + d. By using
Lemma 3.6 and the facts that 0 ≤ |yi|, |zi| ≤ 2 and |wi| = 3, we see that v
must contain a subword wiwi+1 for some i. This contradicts Lemma 3.8(3).
(4) By Lemma 3.9(3b), it remains to prove the assertion for J = M . Suppose
J = M and suppose on the contrary that CS(s) contains a term of the form
7 + 3d. Let v be a subword of the cyclic word (us) corresponding to a term
7 + 3d. Arguing as in the proof of Lemma 3.9(3a), we may assume that one
of the following holds.
(i) v = z0w1w2 · · ·wq where |z0| = 1 and q = 2 + d.
(ii) v = w1w2 · · ·wqyq+1 where |yq+1| = 1 and q = 2 + d.
(iii) v = z0w1w2 · · ·wqyq+1, where |z0| = |yq+1| = 2 and q = 1 + d.
However, (i) and (ii) are impossible by Lemma 3.8(2), and (iii) is impossible
by Lemma 3.8(4) and (5).
(5) By Lemma 3.9(3b), it remains to prove the assertion for J = M . Suppose
J = M and suppose on the contrary that CS(s) contains a term of the form
8 + 3d. Let v be a subword of the cyclic word (us) corresponding to a term
8 + 3d. Arguing as in the proof of Lemma 3.9(3a), we may assume that one
of the following holds.
(i) v = z0w1w2 · · ·wq where |z0| = 2 and q = 2 + d.
(ii) v = w1w2 · · ·wqyq+1 where |yq+1| = 2 and q = 2 + d.
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(iii) v = z0w1w2 · · ·wqyq+1, where |z0| = |yq+1| = 1 and q = 2 + d.
However, (i) and (ii) are impossible by Lemma 3.8(5), and (iii) is impossible
by Lemma 3.8(2). 
Corollary 3.10. Let r = 2/5 = [2, 2]. Under Hypothesis B, CS(s) satisfies
one of the following conditions.
(1) CS(s) = ((5, 5)).
(2) CS(s) has the form consisting of m and m+1, where m is one of 2, 3, 4
and 5.
Proof. By [2, Lemma 3.8], either CS(s) = ((m,m)) or CS(s) consists of m
and m + 1 with m ∈ Z+. By Hypothesis B together with Remark 3.5(1),
φ(α) involves a subword wi whose S-sequence is (3), so CS(φ(α)) = CS(us) =
CS(s) must contain a term of the form 3+ c, where c ∈ Z+ ∪ {0}. If CS(s) =
((m,m)), then m ≥ 3 by this observation. Moreover, by Lemma 3.9, m is not
equal to 3, 4, 6+ 3d, 7+ 3d nor 8+ 3d for any d ∈ Z+ ∪{0}. Hence m = 5. On
the other hand, if m consists of m and m+ 1, then by Lemma 3.9, none of m
and m+ 1 is equal to 7 + 3d nor 8 + 3d for any d ∈ Z+ ∪ {0}. Thus m is less
than 5. Since CS(s) involves a term 3 + c, we have m+ 1 ≥ 3. Hence we see
2 ≤ m ≤ 5. 
Next, we study the case where r = n/(2n + 1) = [2, n] with n ≥ 3. Recall
from Remark 3.5(2) that CS(r) = ((3, (n−1)〈2〉, 3, (n−1)〈2〉)), where S1 = (3)
and S2 = ((n − 1)〈2〉). Recall also that S(yi,b) = (1) or (2) unless yi is an
empty word, and that S(zi,e) = (1) or (2) unless zi is an empty word, for every
i. The following lemma is a counterpart of Lemma 3.8.
Lemma 3.11. Let r = n/(2n+ 1) = [2, n], where n ≥ 3 is an integer. Under
Hypothesis B, the following hold for every i.
(1) S(zi,eyi+1,b) 6= (3).
(2) S(wiziyi+1,b) 6= (4) and S(zi,eyi+1wi+1) 6= (4).
(3) S(wiziyi+1,b) 6= (5) and S(zi,eyi+1wi+1) 6= (5).
(4) S(wiziyi+1wi+1) 6= (6).
(5) S(wiziyi+1wi+1) 6= (3, 3).
Proof. The proofs of (1), (2) and (5), respectively, are parallel to those of (1),
(2) and (6) in Lemma 3.8. We only have to replace the subsequence (2) with
the sequence ((n− 1)〈2〉).
(3) Suppose on the contrary that S(z1,ey2w2) = (5). Then |z1,e| = 2 and
|y2| = 0, and J is as depicted in Figure 7(a). If J = M , then we see from
Figure 7(a) that CS(φ(δ−1)) = CS(s′) includes both a term 2 and a term 4,
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contradicting [2, Lemma 3.8]. If J ( M , then by using Lemma 3.1(1) as in
the proof of Lemma 3.8(1), we can see that S(φ(e′2e
′
3)) contains (ℓ1, 4, ℓ2) as a
subsequence, where ℓ1, ℓ2 ∈ Z+. This implies that a term 4 occurs in CS(r),
a contradiction.
(4) Suppose on the contrary that S(w1z1y2w2) = (6). Then |z1| = |y2| = 0
and J is as depicted in Figure 7(b). We obtain a contradiction as in the proof
of Lemma 3.11(3). 
2
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3
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22
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(a) (b)
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1  2 1 2
Figure 7. (a) Lemma 3.11(3) where S(z1y2w2) = (2 + 0+ 3),
and (b) Lemma 3.11(4) where S(w1z1y2w2) = (3 + 0 + 0 + 3)
Lemma 3.12. Let r = n/(2n+ 1) = [2, n], where n ≥ 3 is an integer. Under
Hypothesis B, the following hold.
(1) No two consecutive terms of CS(s) can be (3, 3).
(2) No two consecutive terms of CS(s) can be (4, 4).
(3) No term of CS(s) can be of the form 5 + d, where d ∈ Z+ ∪ {0}.
Proof. The proofs of (1) and (2) are parallel to those of (1) and (2) in Lemma 3.9,
where we have only to use Lemma 3.11(1), (2) and (5) instead of Lemma 3.8(1),
(2) and (6).
(3) Suppose on the contrary that CS(s) has a term of the form 5+ d. Let v
be a subword of the cyclic word (us) corresponding to a term 5 + d. By using
Lemma 3.6 and Remark 3.5(2), we see that one of the following holds after a
cyclic shift of indices.
(i) v contains z0,ew1 with S(z0,ew1) = (4) or (5).
(ii) v contains w1y2,b with S(w1y2,b) = (4) or (5).
(iii) v contains w1w2 with S(w1w2) = (6).
However, (i) and (ii) are impossible by Lemma 3.11(2) and (3), and (iii) is
impossible by Lemma 3.11(4). 
Finally, we study the case where r = (n+1)/(3n+2) = [2, 1, n] with n ≥ 2.
Recall from Remark 3.5(3) that CS(r) = ((n〈3〉, 2, n〈3〉, 2)), where S1 = (n〈3〉)
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and S2 = (2). Recall also S(wi,b) = S(wi,e) = (3) for every i. The following
lemma is a counterpart of Lemmas 3.8 and 3.11.
Lemma 3.13. Let r = (n+ 1)/(3n+ 2) = [2, 1, n], where n ≥ 2 is an integer.
Under Hypothesis B, the following hold for every i.
(1) S(ziyi+1) 6= (3).
(2) S(wi,eziyi+1) 6= (4) and S(ziyi+1wi+1,b) 6= (4).
(3) S(wi,eziyi+1) 6= (5) and S(ziyi+1wi+1,b) 6= (5).
(4) S(wi,eziyi+1wi+1,b) 6= (3, 3).
Proof. The proofs of (1), (2) and (4) are parallel to those of Lemma 3.8(1), (2)
and (6), respectively. We only have to replace the term 3 with the sequence
(n〈3〉).
(3) Suppose on the contrary S(w1,ez1y2) = (5). (The other case is treated
similarly.) Then |z1| = 0 and |y2| = 2. Thus S(y2w2) = (2, n〈3〉), and so
CS(s) has a term 3. (Here we use the assumption n ≥ 2.) This contradicts
[2, Lemma 3.8] because CS(s) contains a term 5 + d with d ≥ 0 by the
assumption. 
Lemma 3.14. Let r = (n+ 1)/(3n+ 2) = [2, 1, n], where n ≥ 2 is an integer.
Under Hypothesis B, the following hold.
(1) No two consecutive terms of CS(s) can be (4, 4).
(2) No term of CS(s) can be 5.
(3) No term of CS(s) can be of the form 7 + d, where d ∈ Z+ ∪ {0}.
Proof. (1) The proof is parallel to that of Lemma 3.9(2), where we have only
to use Lemma 3.13(2) instead of Lemma 3.8(2).
(2) Suppose on the contrary that 5 occurs in CS(s). Let v be a subword of
the cyclic word (us) corresponding to a term 5. Then, by using Lemma 3.6 and
Remark 3.5(3), we see that one of the following holds after a shift of indices.
(i) v = z0w1,b with |z0| = 2.
(ii) v = w1,ey2 with |y2| = 2.
However, this contradicts Lemma 3.13(3).
(3) Note that every term of CS(s) is at most 6, and that this happens only
when S(wiwi+1) = ((n− 1)〈3〉, 6, (n− 1)〈3〉), where |zi| = |yi+1| = 0, for some
i. Hence we obtain the desired result. 
3.3. Hypothesis C. Assuming the following Hypothesis C, we will establish
three technical lemmas (Lemmas 3.16–3.18) concerning the sequence S(ziyi+1)
accordingly as r = [2, 2], r = [2, n] with n ≥ 3, and r = [2, 1, n] with n ≥ 2.
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Hypothesis C. Suppose under Hypothesis A that Lemma 3.3(2) holds, namely,
for every face Di of J , suppose that S(φ(∂D
+
i )) contains a subsequence of the
form (ℓ, S2, ℓ
′), where ℓ, ℓ′ ∈ Z+. Then we can decompose the word φ(α)
(clearly (us) ≡ (φ(α))) into
φ(α) ≡ y1w1z1y2w2z2 · · · ytwtzt,
where φ(∂D+i ) ≡ φ(e2i−1e2i) ≡ yiwizi, yi and zi are nonempty words, S(wi) =
S2, and where S(yiwizi) = (S(yi), S2, S(zi)), for every i. By Lemma 3.2, we
also have the decomposition of the word φ(δ−1) as follows (clearly (u±1s′ ) ≡
(φ(δ−1)) if J = M):
φ(δ−1) ≡ y′1w
′
1z
′
1y
′
2w
′
2z
′
2 · · · y
′
tw
′
tz
′
t,
where φ(∂D−i ) ≡ φ(e
′
2i−1e
′
2i) ≡ y
′
iw
′
iz
′
i, y
′
i and z
′
i are nonempty words, S(w
′
i) =
S2, and where S(y
′
iw
′
iz
′
i) = (S(y
′
i), S2, S(z
′
i)), for every i. Then S(y
′−1
i yi) =
S(ziz
′−1
i ) = S1 for every i.
Remark 3.15. (1) If r = [2, 2] = 2/5, then CS(r) = ((3, 2, 3, 2)), where
S1 = (3) and S2 = (2). So, in Hypothesis C, both S(φ(∂D
+
i )) and S(φ(∂D
−
i ))
are exactly of the form (ℓ, 2, ℓ′), where 1 ≤ ℓ, ℓ′ ≤ 2 are integers.
(2) If r = [2, n] with n ≥ 3, then CS(r) = ((3, (n − 1)〈2〉, 3, (n − 1)〈2〉)),
where S1 = (3) and S2 = ((n− 1)〈2〉). So, in Hypothesis C, both S(φ(∂D
+
i ))
and S(φ(∂D−i )) are exactly of the form (ℓ, (n− 1)〈2〉, ℓ
′), where 1 ≤ ℓ, ℓ′ ≤ 2
are integers.
(3) If r = [2, 1, n] with n ≥ 2, then CS(r) = ((n〈3〉, 2, n〈3〉, 2)), where S1 =
(n〈3〉) and S2 = (2). So, in Hypothesis C, both S(φ(∂D
+
i )) and S(φ(∂D
−
i ))
(ℓ1, n1〈3〉, 2, n2〈3〉, ℓ2), where 0 ≤ ℓ1, ℓ2 ≤ 2 and 0 ≤ n1, n2 ≤ n−1 are integers
such that a pair (ℓj, nj) cannot be (0, 0) for j = 1, 2.
Lemma 3.16. Let r = 2/5 = [2, 2]. Under Hypothesis C, the following hold
for every i.
(1) S(ziyi+1) = (2, 2) is not possible.
(2) S(ziyi+1) = (2) with |zi| = |yi+1| = 1 is not possible.
Proof. (1) Suppose on the contrary that S(z1y2) = (2, 2). Since 1 ≤ |z1|, |y2| ≤
2, we have |z1| = |y2| = 2. Suppose first that J = M . Then it follows from
Figure 8(a) that CS(φ(δ−1)) = CS(s′) involves two consecutive 1’s. It then
follows that |z2| = 2, for otherwise, |z2| = 1 and hence we see S(y
′
2w
′
2z
′
2) =
(1, 2, 2), which in turn implies that CS(s′) contains (2, 2+c) with c ∈ Z+∪{0}
as a subsequence, contradicting [2, Lemma 3.8], because CS(s′) also contains
(1, 1) as a subsequence. We next observe that z2 and y3 have different signs, as
16
depicted in Figure 8(b). If otherwise, we have S(y′1w
′
1z
′
2y
′
3) = (1, 2, 1+(3−d)) =
(1, 2, 4 − d) where d = |y3| ∈ {1, 2}, and hence CS(s
′) contains (2, 2 + c)
with c ∈ Z+ ∪ {0} as a subsequence, again contradicting [2, Lemma 3.8].
Hence S(z2y3) = (2, d) with d = |y3| ∈ {1, 2} (see Figure 8(c)). If d =
1, then we have S(z′2y
′
3w
′
3) = (1, 3 − d, 2) = (1, 2, 2), which again yields a
contradiction to [2, Lemma 3.8]. Hence we see S(z2y3) = (2, 2). By repeating
this argument, we see S(ziyi+1) = (2, 2) with |zi| = |yi+1| = 2 for every i. But
then CS(φ(α)) = CS(s) becomes ((ℓ〈2〉)) with ℓ ≥ 3, yielding a contradiction
to [2, Lemma 3.8]. Suppose next that J ( M (see Figure 9). Note that the
assumption S(z1y2) = (2, 2) implies that S(w
′
1z
′
1y
′
2w
′
2) = (2, 1, 1, 2). By using
this fact, we can see that |φ(e′2)| = |φ(e
′
3)| = 1, for otherwise a subsequence of
the form (ℓ1, 1, ℓ2) with ℓ1, ℓ2 ∈ Z+ would occur in S(φ(e
′
2e
′
3)), which in turn
implies that CS(φ(∂D′1)) = CS(2/5) would contain a term 1, a contradiction
to CS(2/5) = ((3, 2, 3, 2)). Assuming that e′2, e
′
3, e
′′
3
−1, e′′2
−1 is a boundary cycle
of D′1, we have S(φ(e
′′
2e
′′
3)) = (1, 3, 2, 2) as depicted in Figure 9. But this is
impossible, because [2, Corollary 3.25(2)] shows that any subword w of the
cyclic word (φ(∂D′1)
−1) = (u±1
2/5) with S(w) = (1, 3, 2, 2) = (1, S1, S2, 2) cannot
be a product of two pieces.
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Figure 8. Lemma 3.16(1) where S(z1y2) = (2, 2) and J = M
(2) Suppose on the contrary that S(z1y2) = (2) with |z1| = |y2| = 1. Here, if
J = M (see Figure 10(a)), then CS(φ(δ−1)) = CS(s′) contains both a term 2
and a term 4, contradicting [2, Lemma 3.8]. On the other hand, if J (M , then,
by Lemma 3.1(2), none of S(φ(e′j)) contains S2 in its interior. This implies that
the initial vertex of e′2 lies in the (central) segment of ∂D
−
1 corresponding to
S2 = (2) and that the terminal vertex of e
′
3 lies in the (central) segment of ∂D
−
2
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Figure 9. Lemma 3.16(1) where S(z1y2) = (2, 2) and J ( M
corresponding to S2 = (2). Then we see that CS(φ(∂D
′
1)) = CS(2/5) contains
a term of the form 4 + c with c ∈ Z+ ∪ {0}, as illustrated in Figure 10(b), a
contradiction. 
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Figure 10. Lemma 3.16(2) where S(z1y2) = (1 + 1)
Lemma 3.17. Let r = n/(2n+ 1) = [2, n], where n ≥ 3 is an integer. Under
Hypothesis C, the following hold for every i.
(1) S(ziyi+1) = (2, 2) is not possible.
(2) S(ziyi+1) = (2) with |zi| = |yi+1| = 1 is not possible.
Proof. The proofs of (1) and (2) are analogous to those of (1) and (2) in
Lemma 3.16. 
Lemma 3.18. Let r = (n+ 1)/(3n+ 2) = [2, 1, n], where n ≥ 2 is an integer.
Under Hypothesis C, the following hold for every i.
(1) S(ziyi+1) = (1, 2) is not possible, nor is S(ziyi+1) = (2, 1) possible.
(2) S(ziyi+1) = (n1〈3〉, 2, n2〈3〉) with n1, n2 ∈ Z+ ∪ {0} is impossible.
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Proof. (1) Suppose on the contrary that S(z1y2) = (1, 2). (The other case
is proved similarly.) Then |z1| = 1 and |y2| = 2. Here, if J = M , then
CS(φ(δ−1)) = CS(s′) contains both a term 1 and a term 3 by Figure 11(a),
contradicting [2, Lemma 3.8]. On the other hand, if J (M , then by Lemma 3.1(2)
the initial vertex of e′2 lies in the segment of ∂D
−
1 corresponding to S2 = (2) and
the terminal vertex of e′3 lies in the segment of ∂D
−
2 corresponding to S2 = (2).
This implies that a subsequence of the form (ℓ1, 2, 1, ℓ2) with ℓ1, ℓ2 ∈ Z+ occurs
in S(φ(e′2e
′
3)) (see Figure 11(b)), so in CS(φ(∂D
′
1)) = CS(r), a contradiction.
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Figure 11. Lemma 3.18(1) where S(z1y2) = (1, 2)
(2) Suppose on the contrary that S(z1y2) = (n1〈3〉, 2, n2〈3〉). Then one of
the following holds.
(i) Either both S(z1) = (n1〈3〉) and S(y2) = (2, n2〈3〉), or both S(z1) =
(n1〈3〉, 2) and S(y2) = (n2〈3〉) (see Figure 12(a)).
(ii) S(z1) = (n1〈3〉, 1) and S(y2) = (1, n2〈3〉) (see Figure 12(b)).
Suppose J = M . Then CS(φ(δ−1)) = CS(s′) contains a term 4 by Figure 12.
On the other hand, by the assumption that Hypothesis C holds, CS(s′) also
contains a term 2. This contradicts [2, Lemma 3.8]. Suppose J ( M . Then,
by using Lemma 3.1(2) as in the proof of Lemma 3.18(1), we see that a term 4
occurs in S(φ(e′2e
′
3)). This implies that CS(φ(∂D
′
1)) = CS(r) contains a term
of the form 4 + c with c ∈ Z+ ∪ {0}, a contradiction. 
4. Proof of Main Theorem 2.2 for K(2/5)
Suppose r = 2/5 = [2, 2]. Recall from [2, Example 3.17(2)] that CS(2/5) =
((3, 2, 3, 2)), where S1 = (3) and S2 = (2). For two distinct elements s, s
′ ∈
I1(2/5) ∪ I2(2/5), suppose on the contrary that the unoriented loops αs and
αs′ are homotopic in S
3 −K(2/5), namely we suppose Hypothesis A. We will
derive a contradiction in each case to consider. By Lemma 3.3, there are two
big cases to consider.
19
313
D DD
(a)
2 1
22
D DD
(b)
1
1 12 2
Figure 12. Lemma 3.18(2) where (a) (i) occurs, and (b) (ii) occurs
Case 1. Hypothesis B holds.
By Corollary 3.10, Case 1 is reduced to the following five cases.
Case 1.a. CS(s) = ((5, 5)).
Let v′ and v′′ be subwords of the cyclic word (φ(α)) = (us) such that (v
′v′′) =
(us) and S(v
′) = S(v′′) = (5). Then by using Lemma 3.6 and the facts that
0 ≤ |zi|, |yi| ≤ 2 and |wi| = 3, we may assume, after a cyclic shift of indices,
that v′ = w1z1y2 where |z1| = 0 and |y2| = 2. This implies v
′′ = w2z2y1 where
|z2| = 0 and |y1| = 2. Thus J is as illustrated in Figure 13(a). If J = M , then
CS(φ(δ−1)) = CS(s′) also becomes ((5, 5)), which gives s′ = s, contradicting
the hypothesis of the theorem. Suppose J ( M . By using Lemma 3.1(1) as
in the last step of the proof of Lemma 3.8(1), we see that the interior of each
of the two segments of ∂D−i with weight 3 contains a (unique) vertex of M .
Moreover by using the fact that CS(2/5) consists of 3 and 2, we see that the
position of two vertices is as illustrated in Figure 13(b). This implies that
J ∪ J1 is as illustrated in Figure 13(b), where J1 is the outer boundary layer
of M − J . Thus the inner boundary label of J1 is again ((5, 5)). By repeating
this argument, we see that the cyclic S-sequence of an inner boundary label
of M , namely CS(s′), also becomes ((5, 5)) regardless of the number of layers
of M , and so s′ = s, contradicting the hypothesis of the theorem.
Case 1.b. CS(s) consists of 2 and 3.
By [2, Proposition 3.19(1)], s /∈ I1(2/5)∪ I2(2/5), contradicting the hypoth-
esis of the theorem.
Case 1.c. CS(s) consists of 3 and 4.
By Lemmas 3.6, 3.9(1) and (2), CS(s) must be ((4, 3, 4, 3)). Then by Lemma 3.8(2),
there is only one possibility: J consists of two 2-cells and
CS(φ(α)) = CS(φ(∂D+1 ∂D
+
2 )) = ((S(z2y1), S(w1), S(z1y2), S(w2)))
= ((4, 3, 4, 3)),
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Figure 13. Case 1.a
where |yj| = |zj | = 2 for j = 1, 2. Here, if J = M (see Figure 14(a)), then
CS(φ(δ−1)) = CS(s′) becomes ((6)), contradicting [2, Lemma 3.8]. On the
other hand, if J ( M , then, by an argument similar to that in Case 1.a, we
see that J ∪J1 is as illustrated in Figure 13(b), where J1 is the outer boundary
layer of M − J . Thus if the number of layers of M is two, then CS(s′) also
becomes ((4, 3, 4, 3)), which gives s′ = s, contradicting the hypothesis of the
theorem. If the number of layers of M is bigger than 2, then, by an argument
using Lemma 3.1 as in the last step of the proof of Lemma 3.8(1), a subsequence
of the form (ℓ1, 4, ℓ2) with ℓ1, ℓ2 ∈ Z+ occurs in the inner boundary of J1, so
in CS(2/5) = ((3, 2, 3, 2)), a contradiction.
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Figure 14. Case 1.c
Case 1.d. CS(s) consists of 4 and 5.
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By Lemmas 3.6 and 3.8(2), every subword of the cyclic word (us) = (φ(α))
corresponding to a term 4 in CS(s) must be zjyj+1 with |zj| = |yj+1| = 2 for
some j. Without loss of generality, we may assume that S(z1y2) = (4), where
|z1| = |y2| = 2. Since CS(s) consists of 4 and 5, we have either S(w2z2y3) = (4)
or S(w2z2y3) = (5). But by Lemma 3.8(2), S(w2z2y3) = (5), where |z2| = 0
and |y3| = 2. By the repetition of this argument, we have S(wiziyi+1) = (5),
where |zi| = 0 and |yi+1| = 2 for every i. This is obviously a contradiction,
since we assumed that |z1| = 2.
Case 1.e. CS(s) consists of 5 and 6.
In this case, J = M by Lemma 3.9(3b). By Lemmas 3.6 and 3.8(2), ev-
ery subword of the cyclic word (us) = (φ(α)) corresponding to a term 6 in
CS(s) must be wjwj+1, where |zj | = |yj+1| = 0, for some j (cf. proof of
Lemma 3.9(3a)). Without loss of generality, we may assume that S(w1w2) =
(6), where |z1| = |y2| = 0. Since CS(s) consists of 5 and 6, we have the
following three possibilities by Lemmas 3.6 and 3.8(2):
(i) S(z2w3) = (5), where |z2| = 2 and |y3| = 0;
(ii) S(w3y4) = (5), where |z2| = |y3| = |z3| = 0 and |y4| = 2;
(iii) S(w3w4) = (6), where |z2| = |y3| = |z3| = |y4| = 0.
If (ii) or (iii) occurs, then S(w2z2y3w3) = (3, 3), contradicting Lemma 3.8(6).
Hence only (i) can occur. By the repetition of this argument, we have S(ziwi+1) =
(5), where |zi| = 2 and |yi+1| = 0, for every i. This is obviously a contradiction,
since we assumed |z1| = 0.
Case 2. Hypothesis C holds.
By Remark 3.15(1), the cyclic S-sequence CS(φ(α)) = CS(s) contains a
term 2. Hence, by [2, Lemma 3.8], Case 2 is reduced to the following three
subcases: if CS(s) has the form ((m,m)), then m is 2, while if CS(s) has the
form consisting of m and m+ 1, then m is either 1 or 2.
Case 2.a. CS(s) = ((2, 2)).
In this case, there is only one possibility: J consists of one 2-cell, namely
CS(φ(α)) = CS(φ(∂D+1 )) = ((S(z0y1), S(w1))) = ((2, 2)) with |y1| = |z0| = 1.
But this contradicts Lemma 3.16(2).
Case 2.b. CS(s) consists of 1 and 2.
Recall from Remark 3.15(1) that S(φ(∂D+i )) = (S(yi), S(wi), S(zi)) = (ℓi,1, 2, ℓi,2),
where 1 ≤ ℓi,j ≤ 2 are integers. By using Lemma 3.16(2) and the assumption
that CS(s) consists of 1 and 2, we see S(ziyi+1) = (ℓi,2, ℓi+1,1) and therefore
22
CS(s) = ((ℓ1,1, 2, ℓ1,2, . . . , ℓt,1, 2, ℓt,2)). By Lemma 3.16(1), (ℓi,2, ℓi+1,1) is one of
(1, 1), (1, 2) and (2, 1) for every i. Thus if the number t of the 2-cells of J is
one, then CS(φ(α)) = CS(s) is either ((1, 2, 2)) or ((1, 2, 1)), both yielding a
contradiction to [2, Proposition 3.19(1)]. Hence t ≥ 2.
First, assume that S(z1y2) = (ℓ1,2, ℓ2,1) = (1, 1). Then (ℓi,2, ℓi+1,1) is (1, 1) for
every i, for otherwise CS(s) would contain consecutive 1’s and consecutive 2’s,
contradicting [2, Lemma 3.8]. Then we have CT (s) = ((t〈2〉)) and therefore we
have t = 2 by [2, Lemma 3.8] and [2, Corollary 3.14]. Thus J is as illustrated in
Figure 15(a) and we have CS(φ(α)) = CS(φ(∂D+1 ∂D
+
2 )) = ((1, 2, 1, 1, 2, 1)) =
((2, 1, 1, 2, 1, 1)). If J = M , then CS(φ(δ−1)) = CS(s′) = ((2, 2, 2, 2, 2, 2)),
contradicting [2, Lemma 3.8]. On the other hand, if J ( M , then, by using
Lemma 3.1(2) as in the last step of the proof of Lemma 3.8(1), we see that
the unique vertex of M in the interior of ∂D−i must lie in the central segment
among the three segments of ∂D−i with weight 2 for each i = 1, 2. By using
this fact and the identity CS(2/5) = ((3, 2, 3, 2)), we see that J ∪ J1, where J1
is the outer layer of M − J , is as illustrated in Figure 15(b). If the number
of layers of M is two, then CS(s′) also becomes ((1, 2, 1, 1, 2, 1)), which gives
s′ = s, contradicting the hypothesis of the theorem. If the number of layers
of M is bigger than 2, then by an argument using Lemma 3.1(2) as in the
last step of the proof of Lemma 3.16(2), CS(2/5) would contain a term 1, a
contradiction.
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Figure 15. Case 2.b where S(z1y2) = (1, 1)
Next, assume that S(z1y2) = (ℓ1,2, ℓ2,1) = (1, 2). (The case for S(z1y2) =
(2, 1) is similar.) Then (ℓi,2, ℓi+1,1) is (1, 2) for every i, for otherwise there
would exist some j and j′ such that (ℓj−1,2, ℓj,1, 2, ℓj,2, ℓj+1,1) = (1, 2, 2, 2, 1)
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and such that (ℓj′−1,2, ℓj′,1, 2, ℓj′,2, ℓj′+1,1) = (2, 1, 2, 1, 2), so CT (s) would con-
tain both a term 1 and a term 3, which together with [2, Corollary 3.14] would
yield a contradiction to [2, Lemma 3.8]. Thus CS(s) = ((2, 2, 1, . . . , 2, 2, 1))
and therefore CT (s) = ((t〈2〉)). Hence, by [2, Lemma 3.8] and [2, Corol-
lary 3.14], we have t = 2. Thus J is as illustrated in Figure 16(a), and
CS(φ(α)) = CS(φ(∂D+1 ∂D
+
2 )) = ((2, 2, 1, 2, 2, 1)). Here, if J = M , then
CS(δ−1) = CS(s′) = ((1, 2, 2, 1, 2, 2)), which gives s′ = s, contradicting the
hypothesis of the theorem. On the other hand, if J ( M , then, by using
Lemma 3.1(2) (cf. the last step of the proof of Lemma 3.16(2)) and the iden-
tity CS(2/5) = ((3, 2, 3, 2)), we see that J ∪ J1, where J1 is the outer layer of
M − J , is as illustrated in Figure 16(b). By repeating this argument, we see
that the cyclic S-sequence of an inner boundary label of M , namely CS(s′),
is ((1, 2, 2, 1, 2, 2)) regardless of the number of layers of M , which also gives
s′ = s, contradicting the hypothesis of the theorem.
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Figure 16. Case 2.b where S(z1y2) = (1, 2)
Case 2.c. CS(s) consists of 2 and 3.
In this case, by [2, Proposition 3.19(1)], s /∈ I1(2/5)∪ I2(2/5), contradicting
the hypothesis of the theorem. 
5. Proof of Main Theorem 2.2 for K(n/(2n+ 1)) with n ≥ 3
Suppose r = n/(2n+ 1) = [2, n], where n ≥ 3 is an integer. Recall from [2,
Example 3.17(2)]that CS(r) = ((3, (n − 1)〈2〉, 3, (n− 1)〈2〉)), where S1 = (3)
and S2 = ((n−1)〈2〉). For two distinct elements s, s
′ ∈ I1(r)∪I2(r), suppose on
the contrary that the unoriented loops αs and αs′ are homotopic in S
3−K(r),
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namely we suppose Hypothesis A. We will derive a contradiction in each case
to consider. By Lemma 3.3, there are two big cases to consider.
Case 1. Hypothesis B holds.
By Hypothesis B together with Remark 3.5(2), φ(α) involves a subword wi
whose S-sequence is (3), so the cyclic S-sequence CS(φ(α)) = CS(us) = CS(s)
must contain a term of the form 3 + c, where c ∈ Z+ ∪ {0}. This together
with [2, Lemma 3.8] and Lemma 3.12 implies that CS(s) cannot have the
form ((m,m)) and that Case 1 is reduced to the following two subcases: either
CS(s) consists of 2 and 3 or CS(s) consists of 3 and 4.
Case 1.a. CS(s) consists of 2 and 3.
Without loss of generality, we may assume that 2 occurs in S(z1y2). There
are three possibilities:
(i) S(z1y2) consists of only 2, where S(z1) = (n1〈2〉), S(y2) = (n2〈2〉), and
S(z1y2) = ((n1 + n2)〈2〉) with n1, n2 ∈ Z+ ∪ {0};
(ii) S(z1y2) consists of only 2, where S(z1) = (n1〈2〉, 1), S(y2) = (1, n2〈2〉),
and S(z1y2) = ((n1 + n2 + 1)〈2〉) with n1, n2 ∈ Z+ ∪ {0};
(iii) S(z1y2) consists of 2 and 3.
First assume that (i) occurs. Then S(z′1y
′
2) = ((n
′
1 + n
′
2)〈2〉) where n
′
1 =
(n − 1) − n1 and n
′
2 = (n − 1) − n2. So n
′
1 + n
′
2 = 2(n − 1) − (n1 + n2) and
hence either S(z1y2) or S(z
′
1y
′
2) contains n − 1 consecutive 2’s. If J = M ,
then this implies that either s /∈ I1(r) ∪ I2(r) or s
′ /∈ I1(r) ∪ I2(r) by [2,
Proposition 3.19(1)], contradicting the hypothesis of the theorem. On the
other hand, if J ( M , then the above observation implies that either S(z1y2)
contains n − 1 consecutive 2’s and so s /∈ I1(r) ∪ I2(r), or otherwise S(z
′
1y
′
2)
contains n consecutive 2’s. The former case is impossible by the assumption. In
the latter case, we see, by an argument using Lemma 3.1(1) as in the last step
of the proof of Lemma 3.8(1), that a subsequence of the form (ℓ1, n〈2〉, ℓ2) with
ℓ1, ℓ2 ∈ Z+ occurs in S(φ(e
′
2e
′
3)), so in CS(φ(∂D
′
1)) = CS(r), a contradiction.
Next assume that (ii) occurs. Then S(z′1y
′
2) = ((n
′
1 + n
′
2 + 1)〈2〉), where
n′1 = (n− 2)− n1 and n
′
2 = (n− 2)− n2. By using the identity n
′
1 + n
′
2 + 1 =
2(n− 1)− (n1 + n2 + 1), this case is treated as in the case when (i) occurs.
Finally assume that (iii) occurs. If J = M (see Figure 17(a)), then CS(φ(δ−1)) =
CS(s′) includes both a term 1 and a term of the form 3+ c with c ∈ Z+∪{0},
contradicting [2, Lemma 3.8]. On the other hand, if J (M (see Figure 17(b)),
then, by an argument using Lemma 3.1(1) as in the last step of the proof of
Lemma 3.8(1), a subsequence of the form (ℓ1, 1, ℓ2) with ℓ1, ℓ2 ∈ Z+ occurs in
S(φ(e′2e
′
3)), so in CS(φ(∂D
′
1)) = CS(r), a contradiction.
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Figure 17. Case 1.a where (iii) occurs
Case 1.b. CS(s) consists of 3 and 4.
By Lemma 3.12(1) and (2), CS(s) must be ((4, 3, 4, 3)). Then by Lem-
mas 3.6 and 3.11(2), there is only one possibility: J consists of two 2-cells,
namely CS(φ(α)) = CS(φ(∂D+1 ∂D
+
2 )) = ((S(z2y1), S(w1), S(z1y2), S(w2))) =
((4, 3, 4, 3)) with |yj| = |zj| = 2 for each j = 1, 2.
First suppose n = 3. If J = M (see Figure 18(a)), then CS(φ(δ−1)) =
CS(s′) also becomes ((4, 3, 4, 3)) implying that s′ = s, a contradiction to the
hypothesis of the theorem. On the other hand, if J ( M , then, by an argu-
ment using Lemma 3.1(1) as in the last step of the proof of Lemma 3.8(1), a
subsequence of the form (ℓ1, 4, ℓ2) with ℓ1, ℓ2 ∈ Z+ occurs in S(φ(e
′
2e
′
3)), so in
CS(φ(∂D′1)) = CS(r), a contradiction.
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Figure 18. Case 1.b where (a) r = [2, 3] and (b) r = [2, n]
with n = 4
Next suppose n ≥ 4. If J = M (see Figure 18(b)), then CS(φ(δ−1)) =
CS(s′) includes both a term 2 and a term 4, contradicting [2, Lemma 3.8]. On
the other hand, if J (M , then we obtain a contradiction by the same reason
as for n = 3.
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Case 2. Hypothesis C holds.
By Remark 3.15(2), the cyclic S-sequence CS(φ(α)) = CS(s) properly con-
tains a subsequence (2, 2). Hence, by [2, Lemma 3.8], Case 2 is reduced to the
following two subcases: either CS(s) consists of 1 and 2 or CS(s) consists of
2 and 3.
Case 2.a. CS(s) consists of 1 and 2.
Repeat the argument of Case 2.b of Section 4 replacing the reference to
Lemma 3.16 with the reference to Lemma 3.17 to obtain that J consists of
at least two 2-cells and that S(ziyi+1) is one of (1, 1), (1, 2) and (2, 1) for
every i, so that CS(s) = ((ℓ1,1, (n− 1)〈2〉, ℓ1,2, . . . , ℓt,1, (n− 1)〈2〉, ℓt,2)), where
(ℓi,2, ℓi+1,1) is one of (1, 1), (1, 2) and (2, 1) for every i.
First, assume that S(z1y2) = (ℓ1,2, ℓ2,1) = (1, 1). Then CS(s) contains
consecutive 1’s and consecutive 2’s, contradicting [2, Lemma 3.8].
Next, assume that S(z1y2) = (ℓ1,2, ℓ2,1) = (1, 2). (The case for S(z1y2) =
(2, 1) is similar.) The same argument of Case 2.b of Section 4 implies that
both CS(φ(α)) = CS(s) and CS(φ(δ−1)) = CS(s′) become ((n〈2〉, 1, n〈2〉, 1))
(see Figure 19(a) and (b)), so that s′ = s, contradicting the hypothesis of the
theorem.
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Figure 19. Case 2.a where S(z1y2) = (1, 2) and r = [2, n]
with n = 3
Case 2.b. CS(s) consists of 2 and 3.
In this case, CS(s) contains S1 = (3) as a subsequence. Moreover, CS(s)
also contains S2 = ((n − 1)〈2〉) by Hypothesis C. Hence, s /∈ I1(r) ∪ I2(r) by
[2, Proposition 3.19(1)], contradicting the hypothesis of the theorem. 
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6. Proof of Main Theorem 2.3
Let r = (n + 1)/(3n+ 2) = [2, 1, n], where n ≥ 2 is an integer. Recall from
[2, Example 3.17(1)] that CS(r) = ((n〈3〉, 2, n〈3〉, 2)), where S1 = (n〈3〉) and
S2 = (2). For two distinct elements s, s
′ ∈ I1(r) ∪ I2(r), suppose that the
unoriented loops αs and αs′ are homotopic in S
3 −K(r), namely we suppose
Hypothesis A. We will prove the assertion by showing that αs and αs′ are
homotopic in S3 − K(r) for both r = 3/8 and the set {s, s′} equals either
{1/6, 3/10} or {3/4, 5/12} and that we obtain a contradiction in the other
cases. By Lemma 3.3, there are two big cases to consider.
Case 1. Hypothesis B holds.
By Hypothesis B along with Remark 3.5(3), φ(α) involves a subword wi
whose S-sequence is (n〈3〉), so the cyclic S-sequence CS(φ(α)) = CS(s) must
contain a term of the form 3 + c, where c ∈ Z+ ∪ {0}. This together with [2,
Lemma 3.8] and Lemma 3.14 implies that Case 1 is reduced to the following
three subcases: if CS(s) has the form ((m,m)), then m is either 3 or 6, while
if CS(s) consists of m and m+ 1, then m is either 2 or 3.
Case 1.a. CS(s) = ((3, 3)).
There is only one possibility: n = 2 and J consists of one 2-cell, namely
CS(φ(α)) = CS(φ(∂D+1 )) = CS(w1) = ((3, 3)), where |y1| = |z1| = 0. Here,
if J = M (see Figure 20(a)), then CS(φ(δ−1)) = CS(s′) becomes ((2, 3, 3, 2)),
contradicting [2, Lemma 3.8]. On the other hand, if J (M (see Figure 20(b)),
then, by an argument using Lemma 3.1(1) as in the last step of the proof of
Lemma 3.8(1), a subsequence of the form (ℓ1, 2, 2, ℓ2) with ℓ1, ℓ2 ∈ Z+ occurs
in S(φ(e′2e
′
1)), so in CS(φ(∂D
′
1)) = CS(r), a contradiction.
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Figure 20. Case 1.a where r = [2, 1, 2]
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Case 1.b. CS(s) = ((6, 6)).
There is only one possibility: n = 2 and J consists of two 2-cells, namely
CS(φ(α)) = CS(φ(∂D+1 ∂D
+
2 )) = CS(w1w2) = ((6, 6)), where |yj| = |zj | = 0
for j = 1, 2. So r = [2, 1, 2] = 3/8 and s = 1/6. Here, if J = M (see
Figure 21(a)), then CS(φ(δ−1)) = CS(s′) becomes ((4, 3, 3, 4, 3, 3)), and so
s′ = 3/10 by [2, Remark 3.15]. This shows that the loops α1/6 and α3/10 are
homotopic in S3 −K(3/8). On the other hand, if J ( M (see Figure 21(b)),
then, by an argument using Lemma 3.1(1) as in the last step of the proof of
Lemma 3.8(1), a subsequence of the form (ℓ1, 4, ℓ2) with ℓ1, ℓ2 ∈ Z+ occurs in
S(φ(e′2e
′
3)), so in CS(φ(∂D
′
1)) = CS(r), a contradiction.
(a) (b)
3
2
3
3
2 2
2
3
3
33
3
3
2
3
3 2 2
2
3
3
33
3
Figure 21. Case 1.b where r = [2, 1, 2]
Case 1.c. CS(s) consists of 2 and 3.
In this case, CS(s) contains S2 = (2) as a subsequence. Moreover, CS(s)
also contains S1 = (n〈3〉) by Hypothesis B. Hence, s /∈ I1(r) ∪ I2(r) by [2,
Proposition 3.19(1)], contradicting the hypothesis of the theorem. 
Case 1.d. CS(s) consists of 3 and 4.
We first observe that either |zi| 6= 0 or |yi+1| 6= 0 for every i. Suppose on
the contrary that |zi| = |yi+1| = 0 for some i. Then, since CS(s) consists of
3 and 4 by assumption, we have S(wi,eziyi+1wi+1,b) = S(wi,ewi+1,b) = (3, 3),
contradicting Lemma 3.13(4).
Next, we observe |zi| 6= 0 and |yi+1| 6= 0 for every i. Suppose on the contrary
that |zi| = 0 for some i. (The case |yi+1| = 0 is treated similarly.) Then, by
the preceding observation and Remark 3.5(3), we see |yi+1| = 1 or 2. Since
S(wi,eziyi+1) is not equal to (4) nor (5) by Lemma 3.13(2) and (3), this im-
plies that S(wi,eziyi+1) is equal to (3, 1) or (3, 2) and hence S(wi,eziyi+1wi+1,b)
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is equal to (3, 1, 3) or (3, 2, 3). This contradicts the assumption that CS(s)
consists of 3 and 4.
Thus we have shown that |zi| 6= 0 and |yi+1| 6= 0 for every i. So the
assumption that CS(s) consists of 3 and 4 implies that S(ziyi+1) = (3) or (4).
However, the former is impossible by Lemma 3.13(1). Therefore S(ziyi+1) =
(4) with |zi| = |yi+1| = 2 for every i. Thus CS(s) = ((4, n〈3〉, . . . , 4, n〈3〉)),
where the subsequence (4, n〈3〉) appears t-times in CS(s) with t the number
of 2-cells of J . Then CT (s) = ((t〈n〉)), and hence t = 2 by [2, Lemma 3.8] and
[2, Corollary 3.14]. So, CS(s) = ((4, n〈3〉, 4, n〈3〉)).
Suppose first that n = 2. Then r = [2, 1, 2] = 3/8 and J is obtained from
the map in Figure 21(a) by reversing the outer and inner boundaries. Thus
CS(s) = ((4, 3, 3, 4, 3, 3)) and so s = 3/10, and the inner boundary label of J
is ((6, 6)). If J = M , then CS(s′) = CS(φ(δ−1) = ((6, 6)), and hence s′ = 1/6.
This again shows that the loops α3/10 and α1/6 are homotopic in S
3−K(3/8).
If J (M , then, by an argument using Lemma 3.1(1) as in the last step of the
proof of Lemma 3.8(1), CS(r) must contain a term 4 + c with c ∈ Z+ ∪ {0},
a contradiction.
Suppose next that n ≥ 3. If J = M (see Figure 22(a)), then CS(φ(δ−1)) =
CS(s′) contains both a term 3 and a term 6, contradicting [2, Lemma 3.8].
On the other hand, if J ( M (see Figure 22(b)), then, by an argument using
Lemma 3.1(1) as in the last step of the proof of Lemma 3.8(1), a subsequence
of the form (ℓ1, 4 + c, ℓ2), where ℓ1, ℓ2 ∈ Z+ and c ∈ Z+ ∪ {0}, occurs in
S(φ(e′2e
′
3)), so in CS(φ(∂D
′
1)) = CS(r), a contradiction.
(a)
3
3
3
3
3
3 3
3
22
22
3
3
3
3
(b)
3
3
3
3
3
3 3
3
22
22
3
3
3
3
Figure 22. Case 1.d where r = [2, 1, n] with n = 3
Case 2. Hypothesis C holds.
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By Remark 3.15(3), the cyclic S-sequence CS(φ(α)) = CS(s) includes a
term 2. Hence, by [2, Lemma 3.8], Case 2 is reduced to the following three
subcases: if CS(s) has the form ((m,m)), then m is 2, while if CS(s) consists
of m and m+ 1, then m is either 1 or 2.
Case 2.a. CS(s) = ((2, 2)).
There is only one possibility: J consists of one 2-cell, namely CS(φ(α)) =
CS(φ(∂D+1 )) = ((S(z1y1), S(w1))) = ((2, 2)). Then S(z1y1) = (2), contradicting
Lemma 3.18(2).
Case 2.b. CS(s) consists of 1 and 2.
By Remark 3.15(3) and the assumption that CS(s) consists of 1 and 2,
we see S(φ(∂D+i )) = (S(yi), S(wi), S(zi)) = (ℓi,1, 2, ℓi,2), where 1 ≤ ℓi,j ≤
2 are integers. By using Lemma 3.18(2) and the assumption that CS(s)
consists of 1 and 2, we see S(ziyi+1) = (ℓi,2, ℓi+1,1) and therefore CS(s) =
((ℓ1,1, 2, ℓ1,2, . . . , ℓt,1, 2, ℓt,2)). By Lemma 3.18(1), (ℓi,2, ℓi+1,1) is either (1, 1)
or (2, 2) for every i. Thus if the number t of the 2-cells of J is one, then
CS(φ(α)) = CS(s) is either ((1, 2, 1)) or ((2, 2, 2)), both yielding a contradic-
tion to [2, Proposition 3.19(1)]. Hence t ≥ 2. By [2, Lemma 3.8], we see
either S(ziyi+1) = (1, 1) for all i or S(ziyi+1) = (2, 2) for all i. However, if
the latter holds, then CS(s) = ((3t〈2〉)), a contradiction to [2, Lemma 3.8].
So, S(ziyi+1) = (1, 1) for all i, and therefore CS(s) = ((1, 2, 1, . . . , 1, 2, 1))
and CT (s) = ((t〈2〉)). Hence we have t = 2 by [2, Lemma 3.8] and [2, Corol-
lary 3.14]. Thus CS(φ(α)) = CS(φ(∂D+1 ∂D
+
2 )) = ((1, 2, 1, 1, 2, 1)). So s = 3/4.
First suppose n = 2, namely r = 3/8. If J = M (see Figure 23(a)), then
CS(δ−1) = CS(s′) becomes ((3, 2, 3, 2, 2, 3, 2, 3, 2, 2)), and so s′ = 5/12 by
[2, Remark 3.15]. This shows that the loops α3/4 and α5/12 are homotopic
in S3 − K(3/8). If J ( M , then by Lemma 3.1(2), the initial vertex of
e′2 (resp., the terminal vertex of e
′
3) must lie in the central segment of ∂D
−
1
(resp., ∂D−2 ) with weight 2 (see Figure 23(b)). Thus a subsequence of the form
(ℓ1, 2, 2, ℓ2) with ℓ1, ℓ2 ∈ Z+ occurs in S(φ(e
′
2e
′
3)), so in CS(φ(∂D
′
1)) = CS(r),
a contradiction.
Now let n ≥ 3. If J = M , then CS(s′) contains consecutive 2’s and consec-
utive 3’s, contradicting [2, Lemma 3.8]. On the other hand, if J ( M , then
we see, by using Lemma 3.1(2) as in the case n = 2 (cf. Figure 23(b)), that a
subsequence of the form (ℓ1, 2, 2, ℓ2) with ℓ1, ℓ2 ∈ Z+ occurs in S(φ(e
′
2e
′
3)), so
in CS(φ(∂D′1)) = CS(r), a contradiction.
Case 2.c. CS(s) consists of 2 and 3.
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Figure 23. Case 2.b where r = [2, 1, 2]
Without loss of generality, we may assume that 3 occurs in S(z1y2). There
are three possibilities:
(i) S(z1y2) consists of only 3, where S(z1) = (n1〈3〉), S(y2) = (n2〈3〉), and
S(z1y2) = ((n1 + n2)〈3〉) with n1, n2 ∈ Z+ ∪ {0};
(ii) S(z1y2) consists of only 3, where S(z1) = (n1〈3〉, ℓ1), S(y2) = (ℓ2, n2〈3〉),
and S(z1y2) = ((n1 + n2 + 1)〈3〉) with ℓ1, ℓ2 ∈ {1, 2}, ℓ1 + ℓ2 = 3 and
n1, n2 ∈ Z+ ∪ {0};
(iii) S(z1y2) consists of 2 and 3.
By an argument as in Case 1.a(i) and (ii) in Section 5, we can see that neither
(i) nor (ii) can happen. (In the above, we need to appeal to Lemma 3.1(2)
instead of Lemma 3.1(1).)
So, we may assume (iii) holds. By Lemma 3.18(2) and Remark 3.15(3), we
see that S(z1y2) = (n1〈3〉, 2, 2, n2〈3〉), where 0 ≤ ni ≤ n − 1 is an integer for
i = 1, 2. We show that n1 = n2 = n − 1. Suppose that this does not hold.
If J = M , then CS(φ(δ−1)) = CS(s′) includes both a term 1 and a term 3,
contradicting [2, Lemma 3.8]. On the other hand, if J (M , then we see, by an
argument using Lemma 3.1(2) as in Case 2.b, that a subsequence of the form
(ℓ1, 1, ℓ2) with ℓ1, ℓ2 ∈ Z+ occurs in S(φ(e
′
2e
′
3)), so in CS(φ(∂D
′
1)) = CS(r), a
contradiction. Thus we have S(z1y2) = ((n−1)〈3〉, 2, 2, (n−1)〈3〉). To avoid a
contradiction to [2, Lemma 3.8], we must have n = 2, namely r = 3/8. Again
by [2, Lemma 3.8] and the above argument, we see S(ziyi+1) = (3, 2, 2, 3) for
every i. Hence CS(s) = ((2, 3, 2, 2, 3, . . . , 2, 3, 2, 2, 3)), and therefore CT (s) =
((1, 2, . . . , 1, 2)). Thus by using [2, Lemma 3.8] and [2, Corollary 3.14], we see
CT (s) = ((1, 2, 1, 2)) and so CS(s) = ((2, 3, 2, 2, 3, 2, 3, 2, 2, 3)). Then s = 5/12,
and hence J is obtained from the map in Figure 23(a) by reversing the outer
32
and inner boundaries. Thus the inner boundary label of J is ((2, 1, 1, 2, 1, 1)).
If J = M , then CS(s′) = CS(φ(δ−1)) = ((2, 1, 1, 2, 1, 1)), and so s′ = 3/4. This
again shows that the loops α5/12 and α3/4 are homotopic in S
3 − K(3/8). If
J (M , then, we see by using Lemma 3.1(2) as in Case 2.b or as in the proof of
Lemma 3.18(1), that a term 1 appears in CS(r) = CS(3/8) = ((3, 3, 2, 3, 3, 2)),
a contradiction. 
7. Proof of Theorems 2.5 and 2.6
In order to prove Theorems 2.5 and 2.6, we need the following refinement
of [2, Lemma 4.7] (cf. [4, Lemma V.5.2]).
Lemma 7.1. Suppose G = 〈X |R 〉 with R being symmetrized. Let u, v be two
cyclically reduced words in X which are not trivial in G, and let w be a non-
trivial reduced word in X such that u = wvw−1 in G but u 6= wvw−1 in F (X).
Then the relation u = wvw−1 in G is realized by a nontrivial reduced annular
R-diagram. To be precise, there is a reduced annular R-diagram (M,φ) and
an edge path, γ, in M , joining a vertex O+ of the outer boundary and a vertex
O− of the inner boundary which satisfy the following conditions.
(i) There is an outer boundary cycle α with base point O+ such that φ(α)
is visibly equal to the word u.
(ii) There is an inner boundary cycle δ with base point O− such that φ(δ)
is visibly equal to the word v−1.
(iii) The word φ(γ) is equal to w in G.
Proof. We prove the lemma by imitating [4, Proof of Lemma V.5.2]. By the as-
sumption that u = wvw−1 in G, u is equal to some product pp1 · · · pn in F (X),
where p = wvw−1 and pi = ciric
−1
i with ri ∈ R. We may assume the number
n is minimal among all such products. Let M ′0 be a simply connected diagram
over F (X) consisting of n + 1 disks D,D1, · · · , Dn with stems γ, γ1, · · · , γn
joined to a distinguished vertex O+, satisfying the following conditions (see [4,
Figure V.1.1]).
(i) Let O− be the endpoint of γ in ∂D. Then the label of the boundary
cycle of D with base point O− is visibly equal to v.
(ii) The label of the boundary cycle ofDi, whose base point is the endpoint
of γi in ∂Di, is visibly equal to ri for each i ∈ {1, · · · , n}.
(iii) Let α be the boundary cycle of M ′0 with base point O+ and with initial
segment γ. Then the label of α is visibly equal to the product pp1 · · ·pn.
By applying the operations in [4, Proof of Theorem V.1.1] to M ′0, obtain a
simply connected diagram M ′ whose boundary label is visibly equal to the
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reduced word u. Since u 6= 1 in G, the 2-cell D with label v was not deleted in
the construction of M ′. Form an annular diagram M from M ′ by deleting the
(interior of) the 2-cell D. Since n is minimal, M is reduced by the argument
in [4, Proof of Lemma V.2.1]. Continue to denote by O± the vertices of M
determined by the vertices O± ofM
′
0. (It should be noted that both vertices are
not removed during the construction.) Continue to denote by γ the edge path
in M ‘obtained’ from the edge γ of M ′0. (During the construction subsegments
of γ may be replaced with homotopic segments.) Then γ joins O+ and O−,
and we have φ(γ) = w in G. Continue to denote by α the outer boundary
cycle of M obtained from the outer boundary cycle α of M ′0 with base point
O+, and let δ be the inner boundary cycle of M obtained from the inverse of
the boundary cycle of D in M ′0 with base point O−. Then we see φ(α) ≡ u,
φ(δ) ≡ v−1. Finally M is nontrivial because the product wvw−1 is not equal
to u in F (X). This completes the proof of Lemma 7.1. 
We also need the following fact.
Lemma 7.2. Suppose r = q/p, where p and q are relatively prime integers
such that q 6≡ ±1 (mod p). Then, for a nontrivial element u ∈ G(K(r)), the
centralizer Z(u) = {w ∈ G(K(r)) |wuw−1 = u} of u in G(K(r)) is described
as follows.
(1) If u is non-peripheral, then Z(u) is an infinite cyclic group generated by
some primitive element u0 such that u = u
k
0 for some integer k ≥ 1.
(2) If u is peripheral, then Z(u) is conjugate to the peripheral subgroup,
〈m, l〉 ∼= Z ⊕ Z, generated by a meridian and longitude pair {m, l}. In
particular, u is peripheral if and only if it commutes with a (conjugate
of a) meridian.
Proof. By the assumption, K(r) is hyperbolic and hence G(K(r)) is identified
with a discrete subgroup of PSL(2,C). Thus the desired fact follows from [5,
Lemma 4.5] 
Proof. of Theorems 2.5 and 2.6 Consider a 2-bridge link K(r) with r =
n/(2n + 1) and (n + 1)/(3n + 2), where n ≥ 2, and assume that the loop αs
with s ∈ I1(r)∪I2(r) is either imprimitive or peripheral. Then, by Lemma 7.2,
there is a nontrivial element w ∈ G(K(r)) such that w 6∈ 〈us〉 and wusw
−1 =
us. This identity cannot hold in F (a, b), since us is not a nontrivial cyclic
permutation of itself. So by Lemma 7.1, the identity wusw
−1 = us in G(K(r))
is realized by a nontrivial reduced annular R-diagram, M , with outer and
inner labels us and u
−1
s , respectively. Then M satisfies the assumption of [2,
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Theorem 4.9] and hence its conclusion. Thus the arguments in Sections 4, 5
and 6 reveal all possible shapes of the annular diagram M .
Case 1. r = 2/5.
In this case, the arguments in Section 4 imply that one of the following
holds.
(i) CS(s) = ((5, 5)) and hence s = 1/5 (see [2, Remark 3.15]). In this case,
M is equivalent to one of the reduced annular diagrams in Figure 13
and their natural generalizations.
(ii) CS(s) = ((4, 3, 4, 3)) and hence s = 2/7. In this case, M is equivalent
to one of the reduced annular diagram in Figure 14(b).
(iii) CS(s) = ((2, 1, 1, 2, 1, 1)) and hence s = 3/4. In this case, M is equiv-
alent to one of the reduced annular diagram in Figure 15(b).
(iv) CS(s) = ((2, 2, 1, 2, 2, 1)) and hence s = 3/5. In this case, M is equiv-
alent to one of the reduced annular diagrams in Figure 16 and their
natural generalizations.
Suppose that condition (i) holds and that M is as in Figure 13(a). Starting
from the uppermost vertex, read the outer boundary label in the clockwise
direction with the initial label a. Then we obtain the word
aba−1b−1a−1b−1a−1bab = wu−1
1/5w
−1,
where w = b−1a−1b−1 and u1/5 = ababab
−1a−1b−1a−1b−1. Then the inner
boundary label with the same base vertex and with the clockwise direction is
equal to
baba−1b−1a−1b−1a−1ba = bwu−1
1/5w
−1b−1
Since these two words determine the same element of G(K(2/5)), we see that
b and wu−1
1/5w
−1 commute with each other. So, u1/5 commutes with w
−1bw,
which is conjugate to a meridian b. Hence u1/5 is peripheral by Lemma 7.2.
The annular diagram in Figure 13(b) shows only that u1/5 commutes with
w−1b2w, and similarly any natural generalization of the annular diagram in
Figure 13 imply only that u1/5 commutes with a power of w
−1bw. Hence the
centralizer Z(u1/5) is the rank 2 free abelian group generated by u1/5 and
w−1bw. Hence u1/5 is primitive.
Suppose that condition (ii) holds. By reading the annular diagram in
Figure 14(a) as above, we see that (ab)−1u2/7(ab) is equal to (ba)
3. Hence
u2/7 = ((ab)(ba)(ab)
−1)3 is imprimitive. On the other hand, the annular dia-
gram in Figure 14(b) shows
(ab)−1u2/7(ab) = (b
2ab−1a−1b−1)u2/7(b
2ab−1a−1b−1)−1.
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Letting w := b2ab−1a−1b−1, we see that
w = b(bab−1a−1b−1) = b(abab−1a−1) = (ba)2(ab)−1
(note that the second equality of the above identity comes from 1 = u2/5 =
abab−1a−1(baba−1b−1)), so that
(ab)−1u2/7(ab) = (ba)
2(ab)−1u2/7(ab)(ba)
−2,
namely, (ba)2 commutes with (ab)−1u2/7(ab). Since this diagram is the unique
annular reduced diagram realizing self conjugacies for u2/7, we see that the
centralizer Z(u2/7) is the infinite cyclic group generated by (ab)(ba)(ab)
−1. So,
we can conclude that u2/7 is not peripheral by Lemma 7.2.
Suppose that condition (iii) holds. By reading the annular diagram in
Figure 15(a) as above, we see that w−1u−1
3/4w with w = aba
−1 is equal to
(b−1a−1ba)3. Hence u3/4 = (w(a
−1b−1ab)w−1)3 is imprimitive. On the other
hand, the annular diagram in Figure 15(b) shows that a−1b−1ab commutes
with w−1u−1
3/4w. Moreover, by an argument as in (ii), we see that Z(u3/4)
is the infinite cyclic group generated by w(a−1b−1ab)w−1. Hence u3/4 is not
peripheral by Lemma 7.2.
Suppose that condition (iv) holds. By reading the annular diagram in Fig-
ure 16(a) as above, we see that u3/5 is equal to bu3/5b
−1. Hence, u3/5 is periph-
eral by Lemma 7.2. We can also see that u3/5 is primitive by an argument as
in (i).
Since we have checked all possible cases for the 2-bridge knot K(2/5), the
proof of Theorem 2.5 for K(2/5) is complete.
Case 2. r = n/(n+ 1) with n ≥ 3.
In this case, the arguments in Section 5 imply that one of the following
holds.
(i) n = 3 and CS(s) = ((4, 3, 4, 3)), i.e., r = 3/7 and s = 2/7. In this case,
M is equivalent to the diagram in Figure 18(a).
(ii) CS(s) = ((n〈2〉, 1, n〈2〉, 1)), i.e., s = (n + 1)/(2n + 1). In this case,
M is equivalent to one of the diagrams in Figure 19 and their natural
generalizations.
Suppose that condition (i) holds. By reading the annular diagram in Fig-
ure 18(a) as in Case 1(i), we see that
(ab)−1u2/7(ab) = (bab
−1a−1b−1)u2/7(bab
−1a−1b−1)−1.
So w := ab2ab−1a−1b−1 belongs to the centralizer Z(u2/7). Since this diagram
is the unique annular reduced diagram realizing self conjugacies for u2/7, we
36
see that Z(u2/7) is the infinite cyclic group generated by w. This implies that
u2/7 is not peripheral. On the other hand, we see
w2 = ab(bab−1a−1b−1ab)bab−1a−1b−1 = ab(aba−1b−1a−1ba)bab−1a−1b−1 = u2/7.
In the above identity, the second equality follows from the relation
1 = u3/7 = abab
−1a−1(bab−1a−1b−1ab)a−1b−1.
Hence u2/7 = w
2 is imprimitive.
Suppose that condition (ii) holds. By reading the annular diagram in 19(a)
as in Case 1(i), we see us = b
−1usb, where s = (n + 1)/(2n + 1). Hence us is
peripheral. We can also see as in Case 1(i) that us is primitive.
This completes the proof of Theorem 2.5 for K(n/(n+ 1)) with n ≥ 3.
Case 3. r = (n+ 1)/(3n+ 2) with n ≥ 2.
In this case, we see from the arguments in Section 6 that there is no such
annular diagram. Hence every αs with s ∈ I1(r)∪ I2(r) is primitive and is not
peripheral. This completes the proof of Theorem 2.6. 
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