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The main result consists of a combinatorial characterization of weakly cyclic matrices of odd 
index. The case of even index is also considered. 
9u matrices considered in this paper have elements on an integral domain, R. 
An n-square matrix A 
integer r, such that 
is r&.xibZe if there exist a permutation matrix R and an 
rAPT = &l [A 21 
where Al l is r-square and 1 s r < ra. We say that A is irreducible if -4 is mot 
reducible. Given an iuteger p > 1, the Elatrix A is called we&y cyclic o)-’ index p, 
whenever an n-permutation matrix Q exists, such that QAQT can be partitioned 
in the, form 
0 I A22 ’ 
,- 0 A,= 0 
-2. 
0 0  0 AZ3 0. l 1 
. . . . . 
. . . . . 
;, 0 0 . l ’ l 0 %:,, 
,f%l 0 0 l **o 0 
where the diagonal blocks are zero square matrices. Any square matrix is 
considereci as we&y cyclic of index I, Of course, a matrix can be simuItaneously 
weakly cyclic of several different indices (cf. [7, p., 391). These concepts <are of 
great importance in the theory of real nonnegative matrices (see e.g. [7]), where a 
close connection is established between imprimitive and weakly cyclic matrices, of 
index p. More recent results can be found in [l-ii, 71. 
The res’ults of this paper are of a combinatorial nature. The first theorem 
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contains an equivalent condition for an irreducible matrix to be weakly cyclic of a 
given odd index. The second theorem deals with t.;le even index case. 
SorIle notzktion has to be introduced before we state our main results. We 
represent by ISI the cardinal of a set S. Let ~1 be a subset of (it.. . , n}. Given an 
n-square matrix A = (qj), the symk.31 A[p] stands for the following principal 
submatr ix of A : (a, : i E p, j E g). Let US denote by YP the group of permutations 
of CL, and by 9 the (disjoint) union 
where f~ runs over the family of subsets of (1,. . . , n}. Assume that a functio:J 
x : 9 + R is given once for all, such that X(U) f 0 if a is 3 full cycle of 9@, for 
any p and CR We shall represent by (rl(A[~~ the following element of R: 
0f course, the symbol J(A) will stand for d(A[(l, . . . , n}]). Pn,portant examples 
of cl(A) are the determinant and the permanent of A. 
Theorem 2.1. Let p be a positive odd number. Let A be an St-squa?e irreducible 
matrix over R. 7’hen, the following conhtions are equivalent: 
(a) The matrix A is weakly cyclic of index p. 
(b) For any set ce contained in { 1, . . . , n}, we have d (ALP]) = 0 unhs 1~ 1 is a 
multiple of p. 
Remark 2.2. If p is even, (b) 3 (a) is f&e. Counterexamples exist for ax-q x and 
any p = 2k :a 0. We give a class of SI cch counterexamples. Let nl, . . . , n, be 
positive integers such that: (1) c is odd; (12) no n, is a multiple of p; (3) q + n++1 is
a multiple of p, for i = 1, . . . , c (we se1 nC+l = 0,). This implies that the integer 
rt=n,+- l + n, is not a multiple of p. Let M be the n x n matrix having: the 
following block decomposition 
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where x and y are elements of R and-the blocks Q, ,l$ F$ far i f: 1, . , , , c, are the 
O-l matrices defined by: Di is n, X nj, it has l’s in the upper diagonal, (i.e. in 
positions (1,2), (2,3), . . . , (4 - 1, q)), and O’s elsewhek; & and I$ are the blocks 
of sixes 4 +1 X q and ‘fi X &+¶ respective; having- k-in the -“last rsw-fkst cohunn” 
position and -0’s &ewhere.~ TM nons$&fkd Fbhkks’ of &F&e kro. ’ 
It is not dkfbult td see that d(M) =zk(a) + yx(~); where b .a& CT :sre full cycles 
of the symmetric group 9,. Let x = X(T) and y = -x(o). Using graphs (cf. Remark 
3.3 below) it can be easily proven that d(w’f) = 0, unless IpI = q + n,+l for some 
i, 16 SC. However, M is not weakly cyclic of index p- 
In spite of this, M is weakly cyclic of index &I. This is a consequence of the 
following theorem. 
T&OIWIBI 2.3. tet p be Q posrt~c. l ‘W even integer and A an n-square irreducibtt! nmtix 
over R. Then, the following implications hoM: (a) 3 (b) 3 (61, S!XYZ (3) and (b) 
are us in TFteorem 2.1, and (c) is the following statement: 
(c) A is: weakly cyclic of index $p. 
The next section is devoted to btiiiic Ijttiyii .___ JI -- mh *hafi*etical lemmas, that will be 
applied, in Section 4, to the proof of the theorems just stated. 
Let G = (V, E) be ii finite dirtxted graph, with V as its set of vertices and E as 
its set of edges (E c ‘V x V). 
Recall that graphs and matrices are related by means of the following well- 
known concepts: 
- the adjacency matrix of Q graph G = (V, E), that is the O-1 matrix 
(qi: ic V,J’E If) defined by qj=l iI? (i,j)EE; 
- the iheidence graph of a matrix A = (Qj: f, j = 1, . . . , n), that we denote by 
G(A) =I( V(A), E(A)), is defined by: V(A) = (‘I, . . . , n} and (i, i) E E(A) ifi qj # 0. 
.A puth of the graph G is a sequence of vertices, c = {u,, . . . , u,), such th.at 
(vip vi+.*) EE, for 1 s i <r; the S& {111, . . . , ur} will be denoted by V,, and will lbe 
called the support of v. We say that the path n is a cycle if I’ 22, vI = I.+ and 
231, . . . , ‘Up1 are pairwise distinct. A cycle m is said to be full if its support is V. If 
Y = (Cl, l * l 9 c,, cl) is a cycle, we identify the s cycles (Ci, . . . , c,, ~1, . . L , Ci), &- 
taineJ for i=l,...,s. 
By a weight function on 1G we mearl an integer kaliued function defined on V, 
w:V+Z.rf~=(c~,..., e, c I} is a cyc le of G, the weight of y 
defined by 
is the integer I#( y) 
w(y) = w(c,) + l l l + w(q). 
The total weight of G is the integer ‘F given by T’= CuaV w(v). Vlcie sh&l apply our 
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results to the case when w is tile length fwnctic~n on G, defined by w(u) = 1, ;2t any 
vertex v E V. 
Let rqyi,. . 9 ys) be a finite family of cycles (respectively, a firlite family of 
edges) of G. By the multigraph, M,, obtained by superposition of yl, . . . , ‘E’S;, we 
mean the directed multigraph on V, such that: an edge e has multiplicity k in Mr 
iff e is an edge of exactly k of the given cycles (respectively, ifi e appears exactly k 
times in the sequence Iv), (cf. [6, III.A.2.a]). 
The proof of the following lemma is due to the Referee. 
Lenrma 3.1. I zt p be 12 positive integer. Let G = (V, E) be a directed graph, iwhose 
adjacency mairix has permanent 22. Assume a weight function, w, is defined on G, 
such that the weight of any non-full cycle is a multiple of p. Then 2T is a multiple 
of p, where T is the total’ weight of G. 
Proof, The hypothesis on the permanent issues that there exist permutations a# r 
of the set V such that, for all u E V, (v, a(v)) and (u, r(t))) are in E. Let G’ be the 
multigraph obtained by superposition of the 2 IV1 edges (v, a(u)), (u, T(V)), for 
v E V. In G’, there are two edges entering and two edges leaving each vertex; so 
each connected compon:nt of G’ is an eulerian multigraph (cf. [6, VII.C.2.a]). 
Moreover, G’ has at least one cycle % which is not full. Hence, there exist cycles 
of G, ?T~,..., q, such that G’ is the superposition of 
fi.7q ,..., 7rr. (3.0 
Notice that each vertex of G appears exactly twice in the cycles (3.1); so 
2T= w(iij+w(~,j+- l -1 w(q). If one of the cycles (3.1) is full, then none of the 
others is (because ii is not full); therefore, T is a multiple of p. q 
This Lemma is enough to prove Theorem: 2.1. However, for Theorem 2.S, we 
need further results. 
L-a 3.2. Let G be a directed graph and w a weight function on G, satisfyin.g the 
conditions of the preceding lemma. Moreover, assume that T is not a multiple of p. If 
a is a full cycle o.f G and y is a nor!-ful! cycle of G, then all edges of y, except one, 
are edges of cy. 
roof. Let e,, . . . . e,m be the e jges of 1’ that are not edges of cw ; assume, by 
absurd, that m 3 L!. 
Given e E E, denote by a(e) the cycle of G having e as an edge, the remaining 
edges of a(e) being edges of cy. As m > 2, it is not difficult to prove that any 
vertex of G belongs to at leasi one of the non-full cycles cw(e,), . . . , a@,,,). As y is 
not full, there exists a vertex. z which is not a vertex of y; let k ?x itn index so that 
z is a vertex of cy (q ). 
The multigraph f-i, oiltained by superposXon of IIX and y, is an eulerian 
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multigraph; hence, there exist cycles S1, . . . , S, of G, such1 that W is obtained by 
superposition of 
&A 4, . . . 9 &. (3.2) 
The vertex z appears just once in the list (3.2); therefore, the Si’S are non-full 
cycles. As we have 
w(a)+ w(y) = w(a(ek))+ w&)+= l + w(S,) 
and T = W(O& then 7’ is a multiple of p. This contradicts the assumption on T. 
Remark 3.3, Let G be a graph and w a weight function on G, satisfying all the 
conditions of Lemma 3.2. For completeness, we give below, without proof, some 
properties, (a]-(e), of this type of graph. Before we do so, it is worth noting that 
these graphs ase closely related to the counterexamples of Remark 2.2: namely, 
the figure drawn below represents the incidence graph of the matrix M. 
We start by pointing out that the permutations v and 7 in the proof of Lemma 
3.1 comrespo- 4 (in the present case) to distinct full cycles. Moreover, it could be 
proven that 
;a) G has exactly t’wo distinct f&l2 cycles; let us denote them by cy and p. 
WJ: say that a path n is a double-path of G, whenever any edge of v is 
simultaneously an \edge of cy and an edge of $3; a double-component of G is 
defined as a double path of G, of maximal support. tit G’ be the multigraph 
obtained by superposition of cy and 6. The double paths of G appear in G* as 
paths whosle dges ‘nave multiplicity 2. 
(b) G ~CAS c dov.ble components, wfzere c is an odd nua:zber. 
(c) G ’ can be repeLlented a+~ sito~n in Fig. 1, 
where the double-come,\onents are represented by double arrows &, . . . , SC, each 
stippled. arrow represents one edge and the double-ocsmponent aI is represented 
twice. Note that &, . . . , SC correspond to incidence graphs of the blocks 
&,=-*, DC in Remark 2.2. 
(d) Fig. 1 c~ln be drawrd on a M6bius snip, withuui crossing lines. lWbreover, G* 
is planar if and only if anti: of the double-componernts reduces to Q single vertex. 
(e) If (u, vJ is an edge of G that is not an edge of G”, then there exists a 
double-path from v to u. C1 
Fig. 1. 
Let 18 be a cycle of G. We denote by GO = (V,, E&i the graph whose set of 
verti:es is the support of 8 and whose edges are the edges of G linking vertices of 
V, (i.e. E@ = E f7 Ve x V,). 
Lemu~~ 3.5. Lfzt p Be a positive integer an w a weight fun&on defined on the 
directed graph G = (Y E). Assume that any cycle 8 of G sutisfies either: 
(1) The weiltht of 3 is a multipb of p, or 
(2) ‘I%e adiflcency matrix of the graph Ge has permanent 22. 
Then, th? weight of any cycle of G is an integral multiple of $p. 
Proof. By reductio ad absurdurn. Assume that the set of cycles 
% = { 8: 8 is a cycle of G and w (0) is not an integral multiple of 4~) 
is nonempty. Let a! be an element of Ce with minimal support (i.e. satisfying: 6 E % 
and Ve c V, + V’ = V’). The permanent of the adjacenc,y matrix of Gp is a2 
and, by the minimality of V,,, the weight of any non-full cycle of G, is a multiple 
of $p. By Lemma 3.1, G, has a non-full cycle 7/, whose weight is not a multiple of 
p; therefore, 0 is even. (Again by Lemma 3.1, 2w(ar) is a multiple of 4~; so $p is 
even.) 
Now, let y be a non-full cycle of G, with minimal support, s,uch that w(y) is 
not F% multiple of p. The permanent of the adjacency matrix of G? is 32 and, by 
the niinimality of ‘y, the weight of any non-Ml cycle of Gy is a multiple of p. 
As we have seen in Remark 3.3, there exists a cycle y which is a fdl cycle of G.. 
differ-cnt from y. Then, 9 has at least three edges that are not edges c a 1, so, either 
y or 7 has two edges that are not edges of (Y. This contradicts Lemr I,d q .2 (applied 
to the graph G, and to the integer $p). Therefore, % is empty. _ 
4. Proof of the theorems 
Let G(A) be the incidence graph of A. It is well known that, if A is irreducible, 
then A is weakly cyclic of index p, if and only if each cycle of G(A) has length 
multiple of p‘ (see e.g. [7, p. 491). Taking this into account, the proof (3f (a) 3 (b) 
is very easy and will be omitted. 
Conversely, assume that (b) holds. We shall apply Lemma 3.4 to the graph 
G(A) and to ?L;‘= length fiznction on G(A). For, lelt 8 be a cycle of G(A), and 
denote by p the support of 0. Assume that 1~1 (the length of 0) is not il multiple 
of p. Then, we have d(A[pB = 0, that is 
As 9 is a full cycle of G@, the permutation a~ Yk, (defined by 
cr(i) = j CB (i, j) is an edge of 8, 
is a full cycle of YP. Therefore 
The relations (4.1) and 114.2) imply that the permanent of GB is %2. So, by Lemma 
3.4, the length of any cycle of G(A) is a multiple of 4~” Now, Theorems 2,l and 
2.2 follow easily. tl 
Fiwl R~sUC. We are indebted to Professor Hans Schneider for the following 
comments. 0ur Lemma 3.1 may be easily derived from [8, Lemma (2.1)]. To see &is, 
let G = (V, E) be a directed graph with n vertices, V = {v,, . . . , u,), an@ let w be a 
weightf~tiononG,~jmlemuna3.l.~en,appl~~~~a(2.l)of[8]tothe~ x n real 
matrix 14 = (@I), defined by: ej = 0 if (Q, vj) # E; % = &w(q)) if (Di, vi) E EL 
Thanks Lllte due to the Referee for some improvements in the presentation of 
the manuscript, specially the beautiful argument o prove Lemma 3.1, that 
strongly shortened the original proof. 
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