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5.1 A special form of Poincaré’s polyhedron theorem . . . . . . . . . . . . . . . . 42
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1 Introduction
Rank one symmetric spaces of non-compact type are real, complex and quaternionic
hyperbolic spaces and the Cayley hyperbolic plane. Real hyperbolic geometry has been
developed well. Many results from real hyperbolic geometry can be carried over to the
complex hyperbolic case and quaternionic hyperbolic space, see [3, 15, 21, 24].
The unit ball in C2 has a natural metric of constant negative holomorphic sectional
curvature (which we normalized to be -1), called the Bergman metric. As such it forms
a model of H2C analogous to the unit disk model of real hyperbolic plane H
2
R. The main
difference is that the real sectional curvature of H2C is no longer constant, but is varied
between −1 and −1/4. Therefor results in the real hyperbolic could not necessarily be
generalized in a totally similar way. Another natural model for H2C is a parabolid in C2
called the Siegel domain. This is analogous to the half plane model of H2R.
The complex hyperbolic space H2C is a two complex dimensional negatively curved sym-
metric space which contains H2R as a totally real totally geodesic subspace, and is often
considered to be its complexification. The theory of deforming Isom(H2R)-representation
into Isom(H2C)-representation is quite rich, though much less developed, see [11, 34]. The
deformation problem in geometry and representation theory is a basic problem. One be-
gins with a finitely generated group G, a Lie group G1, and another Lie group G2 ⊇ G1.
Given a discrete embedding Ψ : G → G1, one may consider whether Ψ fits inside a family
Ψt : G → G2. The real hyperbolic triangle groups are rigid in Isom(H2R), in the sense that
any two discrete embedding of the same group are conjugate. Many authors investigate the
case of replacing H2R by H
2
C, the complex two-dimensional hyperbolic space and get nontrivial
deformations, see [23, 36].
Complex hyperbolic triangle groups were originally studied by Mostow in [23], where he
constructed the first non-arithmetic lattices in PU(2, 1). The deformation theory of complex
hyperbolic triangle groups was initiated by Goldman and Parker in [12]. They investigated
complex hyperbolic triangle group Γ of type (∞,∞,∞) (complex hyperbolic ideal triangle
group) and gave conjectural necessary and sufficient conditions for the ideal triangle group
Γ to be discrete. Especially a necessary condition for Γ of type (∞,∞,∞) to be discrete in
PU(2, 1) is that the product of the three generators I1I2I3 is not elliptic. They conjectured
that this necessary condition is also sufficient. Since then there have been many findings.
Schwartz proved the conjecture of Goldman and Parker in [35]. He verified that an ideal
triangle group is non-discrete if I1I2I3 is elliptic. Wyss-Gallifent [39, Lemma 3.4.0.19] and
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Pratoussevitch [32] proved this result for (n, n,∞)-triangle groups by a similar argument.
Kamiya, Parker and Thompson [20] used their result to determine the non-discrete classes of
(n, n,∞)-triangle groups. It would be important to know whether the same statement holds
for other types of complex hyperbolic triangle groups.
Poincaré’s polyhedron theorem gives geometric condition on a domain constructed with
spherical sides so that the group generated by some elements which permute those sides is
discrete. By Poincaré’s theorem, one can construct a discrete group and at the same time
identify one fundamental domain. Poincaré first proved it for Fuchsian groups, that is for
SL(2, R), and later he proved it for Kleinian groups, that is for SL(2, C). Many refinements
and discussions of that theorem are now available, see [6, 22]. All versions assume that the
group acts on a space of constant sectional curvature. Falbel and Zocca state a Poincaré’s
polyhedron theorem for complex hyperbolic geometry (see [7]). The fundamental domain
has faces that are C-spheres foliated by C-circle along an R-circle. Schwartz constructed
the fundamental domain, whose sides are R-spheres foliated by arcs of R-circle around a
C-circle, see [34]. Both R-spheres and C-spheres are generalizations of bisectors. Deraux,
Parker and Paupert in [5] provide efficient geometric and computational tools for constructing
fundamental domains for discrete groups acting on the complex hyperbolic plane. In [29], the
authors showed that the group of type (3, 3, n) is discrete if and only if I1I3I2I3 is non-elliptic
which was conjectured in [36]. The method they used to obtain the conclusion is constructing
fundamental polyhedra for coset decompositions (see [5]).
Dirichlet and Ford domain are two special types of fundamental domain for discrete
groups. We try to use them to consider the discreteness of two generator subgroup. Phillips
proved that the Dirichlet polyhedra for a cyclic group generated by a unipotent parabolic or
hyperbolic element γ acting on complex hyperbolic space for any choice of base point z is
bounded by two equidistant hypersuface from the pairs z, γ(z) and z, γ−1(z) respectively, see
[30]. Afterwards, Parker [25] considered cyclic subgroup G generated by an ellipto-parabolic
element and proved that the Dirichlet fundamental polyhedron for G centered at the base
point z0 has two sides if z0 is on the axis of the generator, otherwise it has infinitely many
sides.
Among the present thesis, we will concentrate on the discrete subgroups of complex hyper-
bolic isometries. Often necessary conditions for discreteness in a Lie group imply important
information about the underlying geometry of the quotient manifold, see[1, 12, 16, 24, 26].
Firstly, two-generator subgroup will be considered. We will start with characterizing
Dirichlet and Ford fundamental domains of cyclic group generated by a regular elliptic or a
loxodromic element of PU(2, 1). We will prove that the generalized Ford domain for regular
elliptic cyclic group will be bounded by two generalized isometric spheres, if one of the trace
of lifts of the generator to SU(2, 1) is real (Theorem 3.6). Then we show that the Dirichlet
fundamental domain of regular elliptic cyclic group centered at z0 will be bounded by two
sides, if z0 is a point of or sufficient close to the complex line which is fixed by the generator
(Theorem 3.10). Also the Dirichlet fundamental domain of loxodromic cyclic group centered
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at z0 will be bounded by two sides, if z0 is lying in or sufficient close to the complex line
which is fixed by the generator (Theorem 3.12).
After that, we will investigate the discreteness of complex hyperbolic triangle groups.
They are quite different from real hyperbolic triangle groups, which are always discrete. It
is not easy to show a group to be discrete, therefore we restrict the range to search for
discrete groups by finding the non-discrete case about complex hyperbolic triangle group of
type (m,n,∞), which will be parametrized by angular invariant θ. We give three necessary
conditions for (m,n,∞)-triangle groups to be discrete, and two of them come from the
complex hyperbolic versions of Jørgensen’s inequality and Shimizu’s lemma. We will get
more explicit conclusions about the triangle groups of type (n,∞,∞).
Finally Poincaré’s polyhedron theorem as vital important tool to verify the discreteness
of a subgroup will be considered. The polyhedron we construct is bounded by bisectors. We
will see a particular form originally proposed by Mostow, and will prove it in the same fashion
with real hyperbolic case. Then we will apply it to investigation of the discrete and faithful
representations of complex hyperbolic triangle groups.
2 Preliminaries
In the first chapter, we present background about complex hyperbolic space, complex
hyperbolic isometries and fundamental polyhedron. We begin with the introduction about
two models of complex hyperbolic space and the properties of complex geodesic.
2.1 Complex hyperbolic space
We use [11, 27] as the general references about the complex hyperbolic space. Let C2,1
denote the vector space C3 equipped with the Hermitian form
〈z, w〉 = z1w1 + z2w2 − z3w3
of signature (2, 1). We denote by CP2 the complex projectivisation of C2,1 and by P :
C2,1 \ {0} → CP2 the natural projectivisation map. We call a vector z ∈ C2,1 negative, null,
or positive, if 〈z, z〉 is negative, zero, or positive respectively. On the chart of C2,1 with z3 6= 0








The complex hyperbolic 2-space H2C is defined as the complex projectivisation of the set of
negative vectors in C2,1. It is called the standard projective model of the complex hyperbolic
space. Its boundary ∂H2C is defined as the complex projectivisation of the set of null vectors in
C2,1. By taking z3 = 1, one can also consider the unit ball model {(z1, z2) ∈ H2C : |z1|
2+|z2|2 <
1}, whose boundary is the unit sphere S3. We define the standard lift of z = (z1, z2) ∈ C2 to
be point z̃ = [z1, z2, 1] ∈ C2,1. This definition could be extended to include the point ∞. We







The Hermitian cross-product : C2,1 × C2,1 → C2,1 is defined by























Let x, y ∈ H2C be points corresponding to vectors x̃, ỹ ∈ C2,1 \ {0}. Then the Bergman









It will be convenient for us to choose a particular model of the complex hyperbolic space
which is adapted for our requirements; namely, one with the distinguished point q∞ on the
boundary and a set of coordinates with respect to this point. This set-up is generalised by
the Siegel domain model S of H2C with horospherical coordinates, see §4.1 in [11]. Choose
a point q∞ ∈ ∂H2C which corresponds to a null line spanned by the vector q̃∞. There is a
unique complex projective hyperplane Hq ⊂ CP2 which is orthogonal to ∂H2C at q∞. Let q̃∞















Thus complex hyperbolic space can be identified with the set:
{(w1, w2) ∈ C2 : |w1|2 − 2 Re (w2) < 0}.
In the horospherical coordinates z ∈ S is given by z = (ξ, v, u) ∈ C× R× R+. Similarly,
points in ∂H2C = C× R ∪ {q∞} are either z = (ξ, v, 0) ∈ C× R× {0} or the point at infinity
q∞. The boundary of the half-space model of real hyperbolic geometry is identified with the
one-point compactification of Euclidean space. In the same way, the boundary of the Siegel
domain may be identified with the one-point compactification of the Heisenberg group. In
order to see how S relates to the standard projective model of H2C we define the map ψ :
S −→ CP2 by
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2 − u+ iv)
1
2(1 + |ξ|
2 + u− iv)
 for (ξ, v, u) ∈ S− {q∞},
and ψ(q∞) = [0,−1, 1]t.
The 3-dimensional Heisenberg group N is the set C× R with the group law
(ξ1, v1)♦(ξ2, v2) = (ξ1 + ξ2, v1 + v2 + 2 Im (ξ1ξ2)),
where the inverse of (ξ1, v1) is given as
(ξ1, v1)
−1 = (−ξ1,−v1).
The Heisenberg norm is given by
|(ξ, v)| =
∣∣|ξ|2 − iv∣∣ 12 .
The Cygan metric ρ0 on the Heisenberg group N is defined by
ρ0((ξ1, v1), (ξ2, v2)) =
∣∣(ξ1, v1)−1♦(ξ2, v2)∣∣ = ∣∣|ξ1 − ξ2|2 − iv1 + iv2 − 2i Im (ξ1ξ2)∣∣ 12 ,
which extends to H2C − {q∞} as follows ([27, p. 21]):
ρ0((ξ1, v1, u1), (ξ2, v2, u2)) =
∣∣|ξ1 − ξ2|2 + |u1 − u2| − iv1 + iv2 − 2i Im (ξ1ξ2)∣∣ 12 .
It has been known that the unit ball model and the Siegel domain model of H2C correspond












For these two Hermitian forms H1 and H2 of signature (2, 1), we can pass between them using












Consider a pair distinct null vectors P,Q ∈ V0. After replacing P by 〈P,Q〉−1P , we could
normalize P,Q such that 〈P,Q〉 = −1. These vectors correspond to a pair of boundary points
p, q ∈ ∂H2C.
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Theorem 2.1 ([27]). Let P,Q ∈ V0 be null vectors with 〈P,Q〉 = −1. For all real t let γ(t) be
the points in H2C corresponding to the vectors e
t/2P+e−t/2Q in C2,1. Then γ = {γ(t) : t ∈ R}
is the geodesic in H2C with endpoints P and Q parameterized by arc length t.
As stated in [33], we define the positive geodesic with endpoints P and Q as the set of
positive vectors βt = et/2P − e−t/2Q. The positive geodesic is a curve in P(V+). The union of
γ(t) with β(t) together with the common endpoints forms a loop in projective space which
we call the projective geodesic with vertices P and Q. Actually, the projective space is the
image in the projective space CP2 of the real span of P and Q, i.e. RP + RQ.
A complex line in CP2 is a complex projectivisation of a two dimensional complex subspace
of C2,1. Given two points x and y in H2C ∪ ∂H2C, with lifts x̃ and ỹ to C2,1 respectively, the
complex span of x̃ and ỹ projects to the complex line passing through x and y. We call the
intersection of a complex line with H2C to be a complex geodesic C, which can be uniquely
determined by a positive vector p ∈ C2,1, i.e. C = P({z ∈ C2,1|〈z, p〉 = 0}). We call p a polar
vector to C.
Recall that a chain is the intersection of a complex geodesic with ∂H2C. For z ∈ C, the
z-chain is the chain having polar vector [1,−z, z]t. The z-chain is the vertical chain in N
through the point (z, 0). For s ∈ R, r ∈ R − {0} the (s, r)-chain is the chain having polar
vector [0, 1 + r2 + is, 1 − r2 − is]t. The (s, r)-chain is the circle with radius r centered at
the origin in C × {s} ⊂ N. It is easy to show that the only chains through ∞ are vertical.
Other chains are various ellipses (possibly circles) which project to circles via the projection
C × R → C. Specifically, the unit circle in C × {0} and vertical lines (with the point at
infinity) are all chains. For more details about chains, the reader may refer to [11, §4.3].
A basic property of H2C is that there exists a unique complex geodesic joining two distinct
points in H2C, i.e. a complex linear totally geodesic subspace of complex dimension 1.
If C1, C2 are two distinct complex geodesics with polar vectors p1, p2 ∈ C2,1 respectively,
we consider the Hermitian cross-product p = p1  p2 as defined previously. Then there are
three possibilitites:
1. p is negative. In this case C1 and C2 intersect in the point P(p) corresponding to the
negative vector p;
2. p is null. In this case C1 and C2 are asymptotic (or parallel) at the point P(p) ∈ ∂H2C;
3. p is positive. In this case C1 and C2 are ultraparallel, that is they are disjoint have a
(necessarily unique) common orthogonal complex geodesic, which is polar to p.
Normalizing 〈pi, pi〉 = 1 for i = 1, 2. Above three cases respectively correspond to:
1. |〈p1, p2〉| <1, in which case |〈p1, p2〉| = cosφ where φ is the angle of intersection between
C1 and C2;
2. 〈p1, p2〉| =1;
3. 〈p1, p2〉| >1, in which case |〈p1, p2〉| = cosh(ρ/2), where ρ is the distance between C1 and
C2.
The involution (complex reflection of order 2) in C is represented by an element IC(z)
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that is given by
IC(z) = −z + 2
〈z, p〉
〈p, p〉
p, z ∈ C2,1,
where p is a polar vector of C. There is a one-to-one correspondence between complex
geodesics and chains. Therefore we also say that IC(z) is an involution on ∂C. We normalize
the polar vector p = [w1, w2, w3]
t of a complex geodesic C such that |〈p, p〉| = 2, then the
involution IC has a matrix representation in PU(2, 1) as follows
−1 + |w1|2 w1w2 −w1w3
w1w2 −1 + |w2|2 −w2w3
w1w3 w2w3 −1− |w3|2
 .
2.2 Complex hyperbolic isometries
Since the Bergman metric is given in terms of the Hermitian form 〈·, ·〉, it is easy to obtain
that if A is unitary with respect to 〈·, ·〉, then A acts isometrically on complex hyperbolic
space. The automorphism group PU(2, 1) of H2C is the projectivisation of the group U(2, 1)
of complex linear transformations on C2,1, which preserve the Hermitian form. Therefore
PU(2, 1) is a subgroup of the complex hyperbolic isometry group. One can write PU(2, 1) =
U(2, 1)/U(1), where U(1) is canonically identified with {eiθId : 0 6 θ < 2π}. Sometimes
we will also refer to the lift of one element of PU(2, 1) to SU(2, 1), the group of matrices
with determinant 1 which are unitary with respect to 〈·, ·〉. The group of SU(2, 1) is a 3-fold
covering of PU(2, 1):
PU(2, 1) = SU(2, 1)/{Id, ωId, ω2Id},
where ω = e2πi/3. It is analogous to the fact that SL(2,C) is a double cover of PSL(2,C).



















i. e. complex conjugation is also an isometry of H2C.
Theorem 2.2 ([27, Theorem 3.5]). Every isometry of H2C is either holomorphic or anti-
holomorphic. Moreover, each holomorphic isometry of H2C is given by a matrix in PU(2, 1)
and each anti-holomorphic isometry is given by complex conjugation followed by a matrix in
PU(2, 1).
By applying Hermitian linear algebra, we also could show that PU(2, 1) acts transitively
on H2C and doubly transitively on ∂H
2
C.
An automorphism g of H2C lifts to a unitary transformation g̃ of C2,1 and the fixed points
of g on CP2 correspond to the eigenvectors of g̃. By the Brouwer fixed-point theorem, every
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automorphism of H2C has a fixed point in H
2
C ∪ ∂H2C. An automorphism g is called elliptic
if it fixes at least one point in H2C, parabolic if it has a unique fixed point on ∂H
2
C, and
loxodromic if it fixes a unique pair of points on ∂H2C.
An elliptic element g is called regular elliptic if the eigenvalues of g̃ are pairwise distinct.
Otherwise we call it boundary elliptic, in which case the element has a multiple eigenvalue
with a two dimensional eigenspace. A parabolic element g is unipotent if all eigenvalues of g̃
are 1. Otherwise g is ellipto-parabolic if it is not unipotent, in which case a unique invariant
complex geodesic C exists upon g acts as a parabolic automorphism (of H1C) and g acts by
a nontrivial unitary automorphism on the normal bundle of C. A loxodromic is said to be
hyperbolic if a lift exists all of whose eigenvalues are real.
Let E3 ⊂ C denote the set of cube roots of unity. There is a short exact sequence
1→ E3 → SU(2, 1)→ PU(2, 1)→ 1.
Let τ : SU(2, 1) → C be the function which assigns to an element of SU(2, 1) its trace.
Since an element of PU(2, 1) has three lifts to SU(2, 1) which differ by a cube root of
unity, a holomorphic isometry of H2C has a complex number as trace, well-defined only up to
multiplication by a cube root of unity.
Define the discriminant polynomial to be
f(z) = |z|4 − 8 Re (z3) + 18|z|2 − 27, z ∈ C. (2.1)
Theorem 2.3 ([11, Theorem 6.2.4]). The map τ : SU(2, 1) → C defined by trace is surjec-
tive. If A1, A2 ∈ SU(2, 1) satisfy τ(A1) = τ(A2) ∈ C − f−1(0), then they are conjugate.
Suppose A ∈ SU(2, 1).
1. A is regular elliptic if and only if f(τ(A)) < 0;
2. A is loxodromic if and only if f(τ(A)) > 0;
3. A is ellipto-parabolic if and only if A is not elliptic and τ(A) ∈ f−1(0)− 3E3;
4. A is a complex reflection (about either a point or a complex geodesic) if and only if A is
elliptic and τ(A) ∈ f−1(0)− 3E3;
5. τ(A) ∈ 3E3 if and only if A represents a unipotent automorphism of H2C.
Note that at the present paper, we call the complex reflection to be boundary elliptic cor-
responding to the fourth case. We give the normalized form of regular elliptic and loxodromic
elements.







Proof. Since PU(2, 1) acts transitively on H2C, we can find A ∈ SU(2, 1) such that A−1fA
has eigenvector the origin O = [0, 0, 1]t corresponding to e−i(θ1+θ2). Assume that v, w are the
eigenvectors corresponding to eiθ1 , eiθ2 respectively. It is obvious that 〈v, w〉 = 0. By Lemma
6.7 in [27], we know that
〈v, v〉 > 0, 〈w,w〉 > 0.
We can choose eigenvectors v, w satisfying 〈v, v〉 = 〈w,w〉 = 1. Then the matrix B = [v, w,O]







Actually B ∈ S(U(2)×U(1)), since B fixes the origin.
Now we use the unit ball model of H2C to consider totally geodesic submanifolds in H
2
C.
A totally real totally geodesic subspace R may be characterized by 〈z, w〉 ∈ R for all z, w ∈ R.
Any totally real totally geodesic subspace R is the image under the action of an element of
PU(2, 1) to the subspace consisting of the points of H2C with real coordinates.
From §3.1 in [11], we restate that any totally geodesic submanifold is one of the the
following types
(i) Complex geodesic, which is an isometrically embedded copy of H1C, which is the Poincaré
model of real hyperbolic plane with constant curvature −1;
(ii) totally real totally geodesic subspace, which is an isometrically embedded copy of H2R,
which is the Beltrami-Klein projective model with constant curvature −1/4.
We call a subgroup G ⊂ PU(2, 1) to be C-subgroup if G keeps a complex geodesic in-
variant. We call G to be an R-subgroup, if G keeps a totally real totally geodesic subspace
invariant. Moreover if G is discrete, then G will be called C-Fuchsian or R-Fuchsian subgroup
of PU(2, 1).
Previously we stated Cygan metric ρ0 in Sec. 2.1, but elements of PU(2, 1) do not neces-
sarily act isometrically on H2C with respect to Cygan metric. Now we introduce Heisenberg
similarities which is conjugate to PU(2, 1), see [11, §4.2].
The Heisenberg group acts on itself by left Heisenberg translation. For each (ξ0, v0) ∈ N,
it is given by
tξ0,v0 : (ξ, v) 7→ (ξ + ξ0, v + v0 + 2 Im (ξξ0)) = (ξ0, v0)♦(ξ, v).
Heisenberg translations by (0, v0) are called vertical translation. Complex scalars λ ∈ C∗ act
on N by Heisenberg dialtions, each of which could be conjugated to
dλ : (ξ, v) 7→ (λξ, |λ|2v)
for a complex number λ ∈ C∗ by a Heisenberg translation. In particular, we call dλ is
Heisenberg rotation if λ ∈ U(1). The group generated by N and U(1) acts isometrically with
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respect to Cygan metric. We refer to this group as the group of Heisenberg isometries and
denote it by Isom(N).
The Heisenberg complex inversion of N is defined by









As in the Möbius setting, the full group PU(2, 1) is conjugate to Heisenberg similarity group
which is generated by Heisenberg translation, Heisenberg dilation and Heisenberg complex
inversion. Elements of Heisenberg isometry group Isom(N) can be written as the elements




























2.3 Fundamental polyhedra in complex hyperbolic space
In H2C there does not exist totally geodesic real hypersurface, unlike in real hyperbolic
space. This increases the difficulty of constructing fundamental polyhedra for discrete sub-
groups of complex hyperbolic isometries. In this section, we will describe two classes of real
hypersurfaces that can be used to build polyhedra, which are bisector and isometric sphere.
Definition 2.5. Given a discrete subgroup G of PU(2, 1). A fundamental domain for the
action of G on H2C is an open set F ⊂ H2C satisfying the following two conditions:
(i) F denotes the (topological) closure of F in H2C, then for arbitrary distinct elements g1, g2
in G one has that
g1(F ) ∩ g2(F ) = ∅.
(ii)
⋃
g∈G g(F ) = H
2
C.
Let z1, z2 ∈ H2C be two distinct points. We define the equidistant half-space H(z1, z2) to
be
H(z1, z2) = {z ∈ H2C : ρ(z, z1) < ρ(z, z2))}
= {z ∈ H2C : |〈z̃, z̃1〉| < |〈z̃, z̃2〉|}.
The boundary of H(z1, z2) is the equidistant hypersurface or bisector V (z1, z2):
V (z1, z2) = {z ∈ H2C : ρ(z, z1) = ρ(z, z2)}.
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Let Σ be the complex geodesic spanned by z1 and z2. We call Σ the complex spine of V (z1, z2).
The spine σ of V (z1, z2) is defined to be the intersection of Σ with V (z1, z2), which is the
orthogonal bisector of the geodesic segment joining z1 and z2 in Σ. The endpoints of the spine
σ in ∂H2C are called the vertices of V (z1, z2).
Theorem 2.6 (Giraud, Mostow). Let V, Σ, σ be as above. Let Π : H2C → Σ be the orthogonal
projection onto Σ. Then




The complex hyperplanes Π−1Σ (s), for s ∈ σ, are called the slices of V (with respect to
{z1, z2}).
As indicated by Mostow in [23], there is an relation between projective geodesics (we
stated the defination in Sec 2.1) and bisectors in H2C. We denote the vertices of V (z1, z2) by
P and Q. The spine of V (z1, z2) is the geodesic σ = {σ(t)} with vertices P and Q. The slices
of V (z1, z2) are parameterized by the points on the positive geodesic λ = {λ(t)}. Particularly,
given t, the set of points in H2C which is orthogonal to λ(t) is a slice of V (z1, z2). The slices
are complex hyperplanes in H2C which foliate V (z1, z2).
Suppose that Γ is a discrete group of isometries of H2C and choose a base point x ∈ H2C.
Then the Dirichlet domain for Γ centered at x is defined as
Dx(Γ) = {y ∈ H2C : ρ(y, x) < ρ(y, γx),∀γ ∈ Γ− {Id}}.
Let g be an element of {PU(2, 1) satisfy g(∞) 6=∞. The Ford isometric sphere I(g) of g
is defined by
I(g) = {z ∈ H2C : |〈z̃,∞〉| = |〈z̃, g−1(∞)〉|}.
The interior of Ford isometric sphere of h is defined to be
ExtI(g) = {z ∈ H2C : |〈z̃,∞〉| < |〈z̃, g−1(∞)〉|}.
Then we define the Ford domain of a discrete subgroup of G as
P (G) = {z ∈ H2C : z ∈ ExtI(g),∀g ∈ G− {Id}}.
From §9.3 in [11], we see that if we move the base point x above along a geodesic to an ideal
point not fixed by γ, the Dirichlet domain will converge to the Ford domain.
3 Two-generator subgroups of PU(2, 1)
Let M denote the group of all Möbius transformations of the extended plane C = C∪{∞}.
Gehring, Maclachlan and Martin investigated the sufficient condition for 〈f, g〉 to be discrete,
where f and g are elliptic Möbius transformations.
Theorem 3.1 ([9, Theorem 1.1]). Suppose that f and g are elliptics of order p and q respec-
tively with
δ(f, g) > arccosh
(




where δ(f, g) is the hyperbolic distance between p and q respectively. Then 〈f, g〉 is discrete
and isomorphic to the free product group 〈f〉 ∗ 〈g〉.





and set tr (f) = tr (A). Note that tr (f) is defined up to sign. From [9], we know that a
two-generator Möbius group 〈f, g〉 is determined up to conjugacy by three complex numbers,
which can be chosen to be (β(f), β(g), γ(f, g)) for the generators of f , g and the commutator
[f, g] = fgf−1g−1:
β(f) = tr 2(f)− 4, β(g) = tr 2(g)− 4, γ(f, g) = tr ([f, g])− 2.
There has been plenty of related work on the inequalities for discrete subgroups, such as
[8, 9, 10]. We try to generalize it to the case of subgroups of PU(2, 1). However, the trace
parameters for two generator subgroups of SU(2, 1) will need much more complex numbers.
Parker and Will give the relative results as follows.
Theorem 3.2 ([28, 38]). Suppose that A,B ∈ SU(2, 1) and that 〈A,B〉 is Zariski dense.
Then 〈A,B〉 is determined up to conjugation within SU(2, 1) by
tr (A), tr (B), tr (AB), tr (A−1B), tr [A,B].
13
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Note that a subgroup of SU(2, 1) is Zariski dense if and only if its action on CP2 does not
have a global fixed point. Equivalently, it does not fix a point on H2C or preserve a complex
line in H2C.
In [40], the authors considered the groups generated by two regular elliptic elements γ1,
γ2 ∈ PU(2, 1) and gave the similar result with Theorem 3.1. However it must be noted
that the boundary of the Ford domain of regular elliptic cyclic group and the convexity of
the Ford domain. The statement [40, Theorem 2] has minor gap since γ1, γ2 can not be
necessarily conjugated to the normalized form simultaneously. Actually from Theorem 3.2,
we see that the subgroup generated by two elements is determined up to conjugation by at
least five complex numbers which is different from the real hyperbolic case. This is also the
difficulty part when we consider the discreteness of two-generator subgroups of PU(2, 1).
At this chapter, we begin with the investigation of fundamental domains of cyclic groups in
Sec. 3.1 and 3.2. Then using Klein-Maskit combination theorem, we try to give sufficient
conditions for some special two-generator subgroups in Sec. 3.3.
3.1 Ford fundamental domains for cyclic groups
In this section, we will consider the Ford fundamental domain of cyclic group generated
by a regular elliptic element and show that the boundary of Ford domain in H2C is bounded
by two generalized isometric sphere. After the main result, we will give an explicit example
about the application to determine the discreteness of a subgroup generated by two regular
elliptic elements.
Proposition 3.3 ([24, Proposition 4.4]). Let h be a map in SU(2, 1) not projectively fixing





Then the Ford isometric sphere is the sphere for Cygan metric ρ0 with center qh = h
−1(∞)
and radius rh =
√
1








From the brief proof, we shall see that Ext I(h) = {z ∈ H2C : ρ0(z, h−1(∞)) > rh} and
correspondingly Int I(h) = {z ∈ H2C : ρ0(z, h−1(∞)) < rh}.
In [17] Kamiya referred to another type of isometric sphere which is valuable for consid-
ering the fundamental domain. Let y be a point of ∂H2C. For an element h ∈ PU(2, 1) with
h(y) 6= y, we define the generalized isometric sphere Iy(h) and the exterior Ext Iy(h) of h at
y as
Iy(h) = {z ∈ H2C : |〈z̃, ỹ〉| = |〈z̃, h−1(ỹ)〉|},
Ext Iy(h) = {z ∈ H2C : |〈z̃, ỹ〉| < |〈z̃, h−1(ỹ)〉|}.
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Lemma 3.4 ([17, Theorem 3.1]). Let G be a discrete subgroup of PU(2, 1). Let ∞ be a
point of Ω(G) and the stabilizer of ∞ only consist of identity. If y ∈ Ω(G) ∩ ∂H2C such that





is a fundamental domain for G.
In what follows, we define ord (f) = inf{m > 0, fm = Id}.
Proposition 3.5. Let regular elliptic element f ∈ SU(2, 1) be of order n. Assume that

































Note that one can easily deduce this conclusion by applying [27, Lemma 6.15] and Propo-
sition 2.4.
Theorem 3.6. Generalized Ford domain for cyclic group generated by regular elliptic element
f0 of PU(2, 1) is bounded by two generalized isometric spheres I(f0) and I(f
−1
0 ), if tr
3(f0) ∈
R and ord (f0) is finite.





to define the Siegel domain model for H2C. Without loss of generality, one could find A ∈
SU(2, 1) by Proposition 3.5 such that























By Proposition 3.3, we get that the Ford isometric sphere I(fk) has center
(0, cot kπ/n)
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It suffices for us to show that z ∈ Int I(f) or z ∈ Int I(f−1) for any z ∈ Int I(fk), 2 ≤ k ≤
n− 2. Suppose that z = (ξ, v, u) ∈ Int I(fk), i.e.
(|ξ|2 + |u|)2 + (v − cot(kπ/n))2 ≤ 1
sin2(kπ/n)
.
We can easily get
(|ξ|2 + |u|)2 + (v + cot(π/n))2
≤ 1
sin2(kπ/n)




− cot2(kπ/n) + 2v(cot(π/n) + cot(kπ/n)) + cot2(π/n)
≤ 1 + cot2(π/n)
= sin2(π/n)
for v ≤ 0, and
(|ξ|2 + |u|)2 + (v − cot(kπ/n))2
≤ 1
sin2(kπ/n)




− cot2(kπ/n)− 2v(cot(π/n)− cot(kπ/n)) + cot2(π/n)
≤ 1 + cot2(π/n)
= sin2(π/n)
for v > 0. It follows that z ∈ Int I(f) for v > 0 and z ∈ Int I(f−1) for v ≤ 0, therefore
Ext I(fk) ⊇ Ext I(f) ∩ Ext I(f−1),
i.e. Ford domain for 〈f〉 is bounded by I(f), I(f−1).
It is easy to show that
z ∈ Ext I(fk)⇔ |〈z,∞〉| < |〈z, f−k(∞)〉|
⇔ |〈z,∞〉| < |〈z,A−1f−k0 A(∞)〉
⇔ |〈Az,A∞〉| < |〈Az, f−k0 A(∞)〉|
⇔ Az ∈ Ext IA∞(fk0 ).
Then we know A−1(Ext IA∞(f
k





Ext I(fk0 ) = Ext IA∞(f0) ∩ Ext IA∞(f−10 ).
Now we have completed the proof.
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Example 3.7. By using Lemma 3.15 and Theorem 3.6, we will see the group generated by
the following two regular elliptic elements is discrete subgroup of PU(2, 1).
γ1 =








































3.2 Dirichlet fundamental domains for cyclic groups
The combinatorics of Dirichlet domains depend significantly on their center x0, and there
is of course no canonical way to choose their center. Dirichlet domains for cyclic groups
generated by a parabolic or hyperbolic element were considered by Phillips and Parker which
we listed in what follows.
Theorem 3.8 ([30, Theorem 6.1]). Let w ∈ H2C be any point. If G is a cyclic subgroup of
PU(2, 1) generated by a unipotent or hyperbolic element γ, then the Dirichlet domain for G
centered at w has exactly 2 faces, and these faces do not intersect.
Theorem 3.9 ([25]). Let g be an ellipto-parabolic isometry of complex hyperbolic space and
DG(z0) be the Dirichlet fundamental domain for the group G = 〈g〉 based at z0.
(i) If z0 lies on the axis of g then DG(z0) has precisely two faces.
(ii) If z0 does not lie on the axis of g then DG(z0) has infinitely many faces.
If z0 ∈ H2C is any point that is not fixed by any element of subgroup G ⊆ PU(2, 1) other
than identity, for each g ∈ G (g 6= Id) we write the equidistant half-space H(z0, g(z0)) as
H(g), and denote the boundary of H(g) in H2C by V (g).
Let G = 〈g〉 be a discrete cyclic subgroup of PU(2, 1). The Dirichlet fundamental domain





DG(z0) is a locally finite fundamental domain for G. Actually DG(z0) is in general not
convex but star like about z0 (see [17, 30]). In particular, the boundary of DG(z0) is the
union of faces each contained in a particular bisector and paired by elements of G.
Theorem 3.10. The Dirichlet fundamental domain centered at z0 for cyclic group generated
by regular elliptic element f is bounded by two sides V (f), V (f−1), if ord (f) is finite and
z0 is a point of or sufficient close to the complex line which is fixed by f .
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Proof. For convenience, we assume that ord (f) = n and tr 3(f) ∈ R. Other cases can be
obtained by the same analysis in the following way. From Proposition 3.5, without loss of











There are two complex lines L1 = H
1
C × {0}, L2 = {0} × H1C fixed by f . We take z0 =









and the equidistant half-space
H(fk) = {z ∈ H2C : ρ(zo, z) < ρ(fk(z0), z)}
= {z ∈ H2C : |1− λz̄1| < |1− e
2kπi
n λz̄1|}
= {z ∈ H2C : −π +
kπ
n




where z = [z1, z2, 1]
t. Therefore H(fk) ⊆ H(f)∪H(f−1) for any 2 ≤ k ≤ n− 2. Now we have
shown that D〈f〉(z0) is bounded by V (f) and V (f
−1) which intersect at the fixed point the
origin. Actually, f ∈ S(U(1, 1)×U(1)) and f(L1) = L1. If we give the orthogonal projection
Π : H2C → L1, then D〈f〉(z0) = Π−1(D|L1), where D|L1 is the fundamental domain of 〈f〉
acting on L1.
If we take the base point w0 = [α1, α2, 1] ∈ H2C, where α1, α2 ∈ C. Denoting the polar










1− |α1|2 − |α2|2
.
by Lemma 1 in [33]. Therefore |α2| is extremely close to 0 as wo is close enough to L1.
Denoting w′0 = [α1, 0, 1] ∈ H2C, we suppose that
Hk = {w ∈ B2 : ρ(w,wo) < ρ(w, fk(w0))},
H′k = {w ∈ B2 : ρ(w,w′o) < ρ(w, fk(w′0))}.
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If we assume that w = (w1, w2) = (x1 + iy1, x2 + iy2) ∈ Hk, then (x1, y1, x2, y2) ∈ R4 must
satisfy
|(x1 + iy1)α1 + (x2 + iy2)α2 − 1| < |e−
2kπi
n (x1 + iy1)α1 + e
2kπi
n (x2 + iy2)α2 − 1|.
For definite real values of a, b ∈ I = (−1, 1), we give one subsets of R2
Hk = {(x1, y1) ∈ R2 : x21 + y21 < 1− a2 − b2,
|(x1 + iy1)α1 + (a+ ib)α2 − 1| < |e−
2kπi
n (x1 + iy1)α1 + e
2kπi
n (a+ ib)α2 − 1|}.















H ′k = {(x1, y1) ∈ R2 : x21 + y21 < 1− a2 − b2, |(x1 + iy1)α1 − 1| < |e−
2kπi
n (x1 + iy1)α1 − 1|}.
The facts that |α2| is sufficiently small and a, b ∈ I yield to dH(Hk, H ′k) = 0 (dH means
Hausdorff distance), i.e. Hk = H′k. Equidistance half-space is open subset of H2C with
respect to nature topology induced by Euclidean distance, thus one will obtain Hk = H′k as
|α2| is extremely near to 0. By the previous statement, we know D〈f〉(w0) is also bounded
by V (f) and V (f−1) when w0 is close enough to L1. We also could get the same situation
for w0 sufficient close to L2.
Remark 3.11. The Dirichlet domain for cyclic subgroup generated by regular elliptic element





0 − i 0
0 0 1
 .
We choose the base point x0 = [1 + i, 2, 1− 3i]t ∈ H2C. By using Mathematica 10.2, one could
check that
x1 = [−0.1, 0.6 + 0.2i, 1]t ∈ H(f2) ∩H(f3) but x1 6∈ H(f),
x2 = [0.1 + 0.44i, 0.1− 0.3i, 1]t ∈ H(f) ∩H(f3) but x1 6∈ H(f2),
x3 = [0.3 + 0.2i,−0.6 + 0.2i, 1]t ∈ H(f) ∩H(f2) but x1 6∈ H(f3).
Previously under the special location of base point, we considered the Dirichlet funda-
mental domain of cyclic group generated by regular elliptic element . In the following we
investigate the case with generator loxodromic element and give a conjecture without restric-
tion on the location of base point.
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Theorem 3.12. The Dirichlet fundamental domain centered at z0 for cyclic group generated
by loxodromic element g is bounded by two sides V (g), V (g−1), if z0 is lying in or sufficient
close to the complex line determined by p and q which are fixed points of g.




0 λ cosh t λ sinh t
0 λ sinh t λ cosh t
 ,
where θ ∈ [0, 2π), t ∈ R− {0} and |λ| = 1. Obviously g fixes p = [0, 1, 1]t and q = [0,−1, 1]t.
We then choose one point z0 = [0, ζ, 1]
t ∈ H2C (set ζ = x0 + iy0) from the complex line L




λk(ζ cosh(kt) + sinh(kt))
λk(cosh(kt) + ζ sinh(kt))
 .
Suppose that z = [z1, z2, 1]
t ∈ H(gk), where z2 = x+iy. It follows from |〈z, z0〉| < |〈z, gk(z0)〉|
that
|ζ · z2 − 1|2 < |(ζ cosh(kt) + sinh(kt)) · z2 − (cosh(kt) + ζ sinh(kt)|2.
Simplifying this inequality, we get
ax2 + bx+ ay2 + a > 0, (3.1)
where
a = 2 sinh2(kt)y20 + 2 sinh(kt)(2x0 cosh(kt) + sinh(kt) + x
2
0 sinh(kt)),
b = −4 sinh(kt)((1 + x20 + y20) cosh(kt) + 2x0 sinh(kt)).
It is easy to check that a > 0 and b
2
4a2









Therefore z2 ∈ H(gk) means that z2 lies outside of a disk which centered at (−b/(2a), 0)
with radius b2/(4a2) − 1. By numerical computation, one could easily obtain the Dirichlet
fundamental domain for 〈g〉 centered at z0 is bounded by V (g) and V (g−1) which are disjoint.
Actually, g ∈ S(U(1)×U(1, 1)) and g(L) = L. If we give the orthogonal projection Π : H2C →
L, then D〈g〉(z0) = Π
−1(D|L), where D|L is the fundamental domain of 〈g〉 acting on L.
About the case for zo close enough to the fixed complex line L, we can obtain the conclu-
sion by similar analysis with Theorem 3.10.
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Remark 3.13. By numerical analysis using Mathematica 10.2, we conjectured that the
Dirichlet domain for the cyclic group generated by normalised loxodromic g is bounded by
four sides V−1, V−2, V1, V2, if the base point lies in the complex line which intersects orthog-
onally the fixed complex line of g.
3.3 Discreteness of two-generator subgroups
Previously, we partly characterized the Ford and Dirichlet domains for regular elliptic or
loxodromic cyclic groups, which we will use to determine the discreteness of two-generator
subgroups. There have been many authors considered the property of two generator sub-
groups of PU(2, 1) (see [27, 38]). Here we show several sufficient conditions of discrete
subgroups generated by two regular elliptic or two loxodromic elements.
Let us start with the complex hyperbolic version of Klein-Maskit’s combination theorem
which is a tool to determine the discreteness of two-generator subgroups.
Lemma 3.14. A subgroup G of PU(2, 1) is discrete if and only if it acts discontinuously in
H2C.
Proof. Suppose first that G is discrete. We see that G is countable, say
G = {g1, g2, . . .}.
As G is discrete, ‖gn‖ → +∞. It follows that sinh2 ρ(0, gn(0))→ +∞, i.e.
ρ(0, gn(0))→ +∞. (3.3)
since ‖g‖2 = ‖Id‖2 + 4 sinh2 ρ(0, g(0)) for any g ∈ U(2, 1) by [16, Proposition 1.1]. We take
any point x0 in H
2
C, then a neighborhood U of x0 lies in a Bergman ball B = {z ∈ H2C :
ρ(0, z) < k}. If there exists h ∈ PU(2, 1) such that h(U) intersects with U , then h(B)∩B 6= ∅
and so
ρ(0, h(0)) < 2k.
From (3.3) we can find small enough neighborhood U s.t. h(U)∩U = ∅ for all h ∈ G−{Id}.
On the other hand, if G acts discontinuously in H2C, we assume that G is not discrete.
Then there exists an infinite sequence {gn} such that gn → Id, i.e. G will not act discontin-
uously in each sufficiently small neighborhood of x in H2C, which is a contradiction.
Now we use this lemma to prove the complex hyperbolic version of Klein-Maskit’s com-
bination theorem.
Theorem 3.15. Let G1, G2 be discrete subgroups of PU(2, 1) with connected fundamental
domains D1 and D2. Let E1, E2 be the interior of the complement of D1 and D2 in H
2
C
respectively. Suppose that E1 ∩ E2 = ∅, D1 ∩D2 6= ∅. Then G = 〈G1, G2〉 is discrete.
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Proof. If g ∈ G− {Id}, then g can be written, not uniquely, as
g = gn ◦ · · · g2 ◦ g1
where g2i+1 ∈ G1−{Id}, g2i ∈ G2−{Id}. Let x be a point of D = D1∩D2, then g1(x) /∈ D1,
or else g1(D1) ∩D1 6= ∅ which is a contradiction. Since D1 ∪D2 = H2C − (E1 ∩ E2) = H2C,
g1(x) ∈ D2 −D1.
Similarly one can easily obtain that g2(x1) ∈ D2 − D1 for any x1 = g1(x) ∈ D2 − D1.
Inductively g(x) lies in D1−D2 or D2−D1. In either case g(x) /∈ D; i.e. for every g ∈ G−{Id},
g(D)∩D = ∅. Thus G acts discontinuously in D ⊂ H2C. We see that G is necessarily discrete
by Lemma 3.14.
In this section, the way of investigating discreteness of subgroups of PU(2, 1) is mainly
the same with the method of Theorem 3.1. Firstly let us consider the subgroup generated by
two regular elliptic elements.
Theorem 3.16. Let f1, f2 be two regular elliptic elements and ord (f1) = n, ord (f2) = m.
Assume that 〈f1, f2〉 is C-subgroup of PU(2, 1) and ρ( fix (f1), fix (f2)) = δ. Let tr 3(f1),
tr 3(f2) ∈ R. Then 〈f1, f2〉 will be discrete, if∣∣∣∣ − sin(π/m) + a2 sin(π/m)2a− cos(π/m)− a2 cos(π/m)
∣∣∣∣ ≤ | tan(π/n)|, (3.4)
where a = tanh(δ/2).
Proof. Firstly we normalized the complex geodesic fixed by 〈f1, f2〉 is H1C×{0}, since 〈f1, f2〉
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We could find an element of h ∈ SU(2, 1) such that h−1f1h fixes L1 = H1C × {0}, L2 =
{0} ×H1C. Suppose that h−1Taf2Tah fixes two complex lines L3 and L4. From the condition
〈f1, f2〉 is a C-subgroup, we obtain that L3 = TaL1 = L1, L4 = TaL2 = L2. If there is no




















Taking x1 = [
a
2 , 0, 1] ∈ H
2
C and from Theorem 3.10, we know
D〈f1〉(x1) =
{










(z1, z2) ∈ B2 : −
π
m





Let x2 = Ta(x1) = [
a
2−a2 , 0, 1] ∈ H
2
C, then
H(f j2 ) = {z ∈ H
2
C : ρ(z, x2) < ρ(z, f
j
2 (x2))}
= {z ∈ H2C : ρ(z, x2) < ρ(z, Taf
j
0Ta(x2))}
= {Taz ∈ H2C : ρ(Ta(z), Ta(x2)) < ρ(La(z), f
j
0Ta(x2))}
= TaH(f j0 ),
where H(f j0 ) = {z ∈ H
2
C : ρ(z, x0) < ρ(z, f
j
0 (x0))}. It yields that
D〈f2〉(x2) =







∈ B2 : − π
m





If ∣∣∣∣∣arg ( −eπi/m + a−aeπi/m + 1)
∣∣∣∣∣ 6 πn, (3.5)
then D〈f1〉(x1)
⋂
D〈f2〉(x2) = ∅. Simplifying (3.5), we get the condition (3.4) such that 〈f1, f2〉
is discrete subgroup applying Klein’s Combination Theorem for H2C. (see Theorem 3.15).
To illustrate the result of Theorem 3.16, we look at the following example.


































By Theorem 3.16, we could easily know that 〈f1, f2〉 is discrete subgroup of PU(2, 1).
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Now we consider the discreteness of the subgroup generated by two loxodromic elements
and give the explicit formula.
Theorem 3.18. Let g1, g2 be two loxodromic elements with complex multipliers λ1e
t1 , λ2e
t2
(|λ1| = |λ2| = 1, t1, t2 ∈ R) respectively. Suppose that the two complex lines l1, l2 fixed by
g1, g2 correspondingly intersect orthogonally. If
min{cosh(|t1|), cosh(|t2|)} > 3
then the subgroup 〈g1, g2〉 is discrete.
Proof. Since l1, l2 intersect orthogonally, we could find an element A of PU(2, 1) such that
the polar vectors of l1, l2 are p1 = [1, 0, 0]
t, p2 = [0, µ, ν]
t respectively. Then by an element





0 λ1 cosh t1 λ1 sinh t1
0 λ1 sinh t1 λ1 cosh t1
 , g2 =

λ2 cosh t2 0 λ2 sinh t2
0 eiθ2 0
λ2 sinh t2 0 λ2 cosh t2
 .
Let z0 = [0, 0, 1]
t ∈ H2C. By applying Theorem 3.12, we know
D〈g1〉(z0) = (C×D1) ∩ B
2,
D〈g2〉(z0) = (D2 × C) ∩ B
2,
where Dj = {x+ iy ∈ C : (x± coth(tj))2 + y2 > 1/ sinh2(tj)}(j = 1, 2).
By applying Klein’s combination theorem for H2C, we claim that 〈g1, g2〉 will be discrete,
if C − Dj(j = 1, 2) all lies outside of the disk which centers at the origin and is of radius
1√
2
. Therefore the complements of D〈g1〉(z0), D〈g2〉(z0) in H
2
C are disjoint and D〈g1〉(z0) ∩
D〈g2〉(z0) 6= ∅ (see Sec. 4.3 in [12]).








which is equivalent to cosh(|t2|) > 3.




0 2 sinh 3 + i cosh 3 (2 + i) sinh 3
0 (−2 + i) sinh 3 −2 sinh 3 + i cosh 3
 ,
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h2 =

cosh 2 −i sinh 2 (1− i) sinh 2
−i sinh 2 − cosh 2 + 2i −1− cosh 2 + i(1− cosh 2)
(1 + i) sinh 2 −1 + cosh 2− i(1 + cosh 2) 2 cosh 2− i
 .
It follows from Theorem 3.18 that 〈h1, h2〉 will be discrete by considering the Dirichlet
domains of 〈h1〉, 〈h2〉 respectively.
4 Complex hyperbolic triangle groups
A complex hyperbolic triangle is a triple (C1, C2, C3) of complex geodesics in H
2
C. If
each pair of complex geodesics intersects in H2C ∪ ∂H2C and the angles between Ck−1 and






r , where p, q, r ∈ N ∪ {∞}, we
call the triangle (C1, C2, C3) a (p, q, r)-triangle. The intersection points of pairs of complex
geodesics are called the vertices of the complex hyperbolic triangle. We denote by u1, u2, u3
the three vertices. A subgroup Γ of PU(2, 1) = Aut(H2C) is called a (p, q, r)-triangle group,
if Γ is generated by three complex reflections I1, I2, I3 in the sides C1, C2, C3 of a (p, q, r)-
triangle. Throughout this chapter we will use Cj , Ij ,Γ to denote the complex geodesic,
complex reflection, and the complex hyperbolic triangle group respectively, unless otherwise
stated.
Our motivation of this chapter comes from the complex hyperbolic ideal triangle groups
investigated by Goldman and Parker in [12]. In this case, the triple u = (u1, u2, u3) of vertices





which is independent of the chosen lifts. Let G = Z/2 ∗ Z/2 ∗ Z/2 be freely generated by
involutions ε1, ε2, ε3. Goldman and Parker consider the space Hom(G,PU(2, 1)) of homo-
morphisms G → PU(2, 1)(given the compact-open topology). Of particular significance are
the discrete embedding φ : G → PU(2, 1), that is injective homomorphism whose image
φ(G) is a discrete subgroup of PU(2, 1). Define the representation φu above by φu : εj → Ij .
They asked for which triple u the representation φu is a discrete embedding and proved the
following theorem:
Theorem 4.1 ([12]). Let u be a triple of points in ∂H2C and φu be as above.





' 1.4171 ' 81.1938◦.
(2) Conversely φu is a discrete embedding when:
|A(u)| ≤ tan−1
√
35 ' 1.40335 ' 80.4059◦.
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Remark 4.2. There is a conjecture that the condition stated in (1) is sufficient as well as
necessary for φ to be a discrete embedding. Taking t to be tan(A(u)), R. Schwartz in [35]
confirmed that an ideal triangle group representation φ(u) is a discrete embedding if and only
if t2 ≤ 1253 (actually if and only if I123 is not elliptic), also φ(u) is indiscrete if I123 is elliptic.
He also used the so called last ideal triangle group, i.e. the group with I123 parabolic, i.e. with
t2 = 1253 , to construct the first example of a complete hyperbolic 3-manifold with a spherical
CR-structure.
In that paper, Schwartz also stated a special form of ideal triangle group as follows. Given
s ∈ [0,∞), we define β = s+i√
2+2s2
. Then every ideal triangle in S3 is conjugate to a triangle
with vertices
u1 = (β, β), u2 = (β, β), u3 = (β, β).
In brief, the idea is that we can apply an element of PU(2, 1) so that all three vertices of ideal
triangle lie on the clifford torus
{(z, w)
∣∣|z| = |w|} ⊂ S3
and then we can rotate the clifford torus until the points are as above.
In the following we restrict ourselves to complex triangle groups of type (m,n,∞) and
(n,∞,∞). we give three necessary conditions for (m,n,∞)-triangle groups to be discrete,
and two of them come from the complex hyperbolic versions of Jørgensen’s inequality and
Shimizu’s lemma. Taking (8, n,∞)-triangle groups as examples, we compare these three
conditions as n varies by showing the non-discrete cases in Table 4.2 and Table 4.3. Finally,
we consider non-discrete (n,∞,∞)-triangle groups and give explicit non-discrete conditions
in Table 4.4.
4.1 Non-discrete complex triangle groups of type (m,n,∞)
Let us start with the statement of a lemma due to Wyss-Gallifent in order that we can
normalize the (m,n,∞)-triangle.
Lemma 4.3 ([39, Lemma 3.1.0.7]). Any (m,n,∞)-triangle group in PU(2, 1) can be conju-
gated to one generated by inversions in the (0, 1)-chain and in two vertical chains.
We assume that the angles between C1 and C3, C2 are π/m, π/n respectively, and C2,
C3 are tangent at a point of ∂H
2
C. By conjugation in PU(2, 1), we can take three involutions
Ij in Cj such that ∂C1, ∂C2, ∂C3 are (0,1)-chain, z1-chain, z2-chain respectively, where
z1 = cos(π/n), z2 = e
iθ cos(π/m) (θ ∈ [0, 2π]) according to Lemma 4.3 . Then the three
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 , I2 =

1 −2s1 −2s1
−2s1 2s21 − 1 2s21





−2s2e−iθ 2s22 − 1 2s22
2s2e
−iθ −2s22 −2s22 − 1
 ,
where s1 = cos(π/n), s2 = cos(π/m). The angular invariant of an (m,n,∞)-triangle was







= arg(z1z2) = θ.
A complex triangle in H2C is determined uniquely up to isometry by the three angles and the
angular invariant θ.
Remark 4.4. For a complex hyperbolic triangle group Γ of type (n, n,∞), we can take the

















where z = cos(πn)e
iθ. These three normalised polar vectors were also used in [18], [20].
Remark 4.5. One can compare our parameter θ of the space of complex hyperbolic triangles





Before giving the necessary condition of discrete complex hyperbolic triangle groups, we
characterize the angular invariant which we will use throughout this part.
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Proposition 4.6 ([31]). A (p, q, r)-triangle in H2C is determined uniquely up to holomorphic







= arg(z1z2) = φ,
where c1, c2, c3 are the three polar vectors of the complex geodesics of (p, q, r)-triangle. For









where r1 = cos(π/p), r2 = cos(π/q), r3 = cos(π/r).
Now we investigate Schwartz’s statement [35, Section 3.3] for the (m,n,∞)-triangle groups
by showing the following conclusion.
Theorem 4.7 ([37]). The complex triangle group Γ of type (m,n,∞) is not discrete if I1I2I3
is regular elliptic.
Assume that the element I1I2I3 is regular elliptic of finite order. Without loss of generality,
we can write







where ωl = e
2πi/l, and integers k1, k2, k3 with k1 + k2 + k3 ≡ 0(mod l). Here we take the
positive integer l as small as possible and 1 6 kj 6 l for j = 1, 2, 3. We mainly follow the
method given by Schwartz in [36]. The proof is based on the following three lemmas, in which
we suppose that I1I2I3 is regular elliptic of finite order.
Lemma 4.8. Let N be the least common multiple of l, 2m and 2n, σk be the Galois automor-






 < −ϕ(N), (4.4)
where ϕ is the Euler phi function.
Proof. From the explicit form of the three involutions I1, I2, I3, we can rewrite the trace of
I1I2I3 as τ = 8s1s2e
iθ − (4(s21 + s22) + 1) and therefore
|τ + (4(s21 + s22) + 1)| = 8s1s2. (4.5)




l , we know
τ ∈ Q[ωl] ⊆ Q[ωN ],
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Similarly, 2s2 ∈ Q[ωN ]. Obviously σk(t) = t, for t ∈ N. Let s′j = σk(sj) for j = 1, 2 (s′j could















By checking σk(ωN ) = σk(1/ωN ) = 1/σk(ωN ) = σk(ωn), we know σk commutes with
complex conjugation. Therefore s′j ∈ R and
|σk(τ) + 4(s′21 + s′22 ) + 1| = |8s′1s′2|.
It follows that σk(τ) lies on the circle with center at −(4(s′21 + s′22 ) + 1) and radius |8s′1s′2|. If
m 6= n, then it is easy to compute
−(4(s′21 + s′22 ) + 1) + |8s′1s′2| = −4(s′21 − 2|s′1s′2|+ s′22 )− 1
= −4(s′1 ± s′2)2 − 1
< −1.
The last strict inequality is due to s′1 6= s′2, because s1 6= s2 for m 6= n. Hence Re (σk(τ)) <
−1, for k ∈ S(N). Note that note that ϕ(N) = #S(N). Therefore (4.4) holds for m 6= n.
If m = n, then −(4(s′21 + s′22 ) + 1) + |8s′1s′2| 6 −1. However, we know that cos θ < 1 for
(n, n,∞)-triangle group by (4.2). It follows from (4.5) that Re (τ) = 8s21 cos θ − 8s21 − 1 =
−1− 8s21(1− cos θ) < −1. Therefore (4.4) also holds for m = n.
Lemma 4.9. Let di =
l
(ki,l)
, for i ∈ {1, 2, 3}, where (ki, l) is the greatest common divisor of
ki and l. Then the homomorphism
(Z/NZ)× → (Z/diZ)×
between multiplicity groups induced by the natural projection Z/NZ → Z/diZ is surjective
with index ϕ(N)/ϕ(di).
Proof. Let η : (Z/NZ)× → (Z/diZ)× map k to k0, which is the value of k mod di. If
(k,N) = 1, then obviously (k0, di) = 1. Therefore η is well defined.
Assuming that (X,N) = 1 and (Y,N) = 1, we know that (XY,N) = 1. Suppose that
X = x1di+x2, Y = y1di+y2, then XY = x1y1d
2
i + (x2y1 +x1y2)di+x2y2. It is easy to check
that η(XY ) = η(X)η(Y ). Therefore η is homomorphism.
We write N as a finite product of primes, suppose that N = qr11 · · · q
rt
t , and di = q
α1
i1
· · · qαsis .
We take any element l ∈ Z/diZ. In what follows we show that there exist a positive integer c,
such that (l+ cdi, N) = 1. We suppose that there does not exist such c and that lc = l+ cdi,
(lc, N) = Ac, where 0 ≤ c ≤ d′i − 1.
From (l0, N) = A0, we declare that qia does not divide A0, where 1 6 a 6 s. Otherwise
qia divides (l, di). We set A0 = q
β1
j1
· · · qβuju , where (qis0 , qju0 ) = 1.
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Now we consider (l1, N). From (l1, N) = A1, we know that any qis0 (or qju0 ) does not
divide A1. Otherwise qis0 (or qju0 ) divides (l, di). Repeating this process for d
′
i times, we find
that any prime factor of Ai is coprime with the one of Aj for i 6= j. That means the numbers
of coprime factors of N is bigger that t, which contradicts to the form of N.











Proof. Writing N = l · l′, we obtain di = l(ki,l) =
N
(kil′,N)





which is a primitive dith root of unity. Note that σk(ζi) = ζ
k
i , then σk(ζi) = σk′(ζi) if












where µ(di) is the Möbius function of di. The last equality of (4.7) can be obtained by





∣∣∣∣∣∣ ≤ ϕ(N)ϕ(di) . (4.8)



































Proof of Theorem 4.7. If the element I1I2I3 is regular elliptic of infinite order, then the cyclic
group generated by this element is certainly not discrete. Hence it suffices to prove that
I1I2I3 cannot be regular elliptic of finite order. We suppose that I1I2I3 is regular elliptic of
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finite order. Then from (4.6), we know that the possible value of (ϕ(d1), ϕ(d2), ϕ(d3)) up to
permutation is one of the following triples
(1, x1, x2), (2, 2, y), (2, 3, 3), (2, 3, 4), (2, 3, 5),
where x1, x2, y ∈ Z+. Because ϕ(d) = 1 for d ∈ {1, 2}, ϕ(d) = 2 for d ∈ {3, 4, 6} and ϕ(d) > 4
for other positive integers d, we know the possible values of d1, d2, d3 can be decomposed
into two situations: either d1 ∈ {1, 2} or d1, d2 ∈ {3, 4, 6}.
If d1 ∈ {1, 2}, then it follows from d1 = l(k1,l) that k1 = l or k1 =
l
2 . If k1 = l, then
k2 + k3 ≡ 0(mod l) which yields




l = 1 + 2 cos(2πk2/l).
In this case, we see that Re (τ) > −1, which contradicts Re (τ) < −1 from (4.4). If k1 = l2 ,
then k2 + k3 ≡ l2(mod l). Therefore we obtain that






l = −1 + 2i sin(2πk2/l),
from which we know that Re (τ) = −1, again in contradiction to Re (τ) < −1.
If d1, d2 ∈ {3, 4, 6}, we know that (k1, l), (k2, l) ∈ {3/l, 4/l, 6/l} which implies that














Therefore ζ1, ζ2 ∈ {λ±2, λ±3, λ±4}, where λ = e2πi/12. It follows from Re (τ) = Re (ζ1) +
Re (ζ2) + Re (ζ3) < −1 that
Re (ζ1) + Re (ζ2) = Re (τ)− Re (ζ3) < −1 + 1 = 0.
Since Re (λ±2) = 12 , Re (λ
±3) = 0 and Re (λ±4) = 12 , we know that
ζ1, ζ2 ∈ {λ±3, λ±4}.










2 } since Re (τ) < −1. In what follows, we will consider the
possibility about these values of τ . A simple calculation yields that
τ = −1− 4s21 − 4s22 + 8s1s2eiθ
by using (4.5), where s1 = cos(π/n), s1 = cos(π/m). Setting X = Re (τ), Y = Im (τ), we
get
cos θ =








Therefore positive integers m, n should satisfy
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ζ1 ζ2 ζ3 τ
































λ4 λ−4 1 0
Table 4.1: Values of ζ1, ζ2, ζ3 and τ .
by cos2 θ + sin2 θ = 1.






















We consider h1(x, y) as a quadratic function of y as follows
16y2 + (4− 4
√





According to the quadratic formula, a necessary condition of the existence of a root of h1




3) > 0, which is equivalent to x > 0.9558 · · · .
That means g1(m,n) 6= 0 if m 6 14, since cos2(π/14) = 0.9504 · · · , cos2(π/15) = 0.9567 · · · .
Since g1(m,n) = g1(n,m), we will only consider whether there exist positive integer roots of
g1(m,n) for 15 6 m 6 n.
The partial derivative of the function h1(x, y) (0 < x, y 6 1) with respect to y is
∂yh1(x0, y) = −4(−1 +
√
3 + 8x0 − 8y).
Note that ∂yh1(x0, y) < −4(−1+
√
3+8 cos2(π/11)−8) = −0.3882 · · · < 0 for any cos2(π/11) 6
x0 6 1, i.e. g1(m,n) is monotonically decreasing with respect to n if m > 11.
By the monotonicity of g1(m,n), we see that g1(15, n) > h1(cos2(π/15), 1) > 0.03 and
g1(16, n) > h1(cos2(π/16), 1) > 0.01. Therefore the positive integer roots of g1(m,n) do not
exist for m=15, 16. If m > 17, we get the following inequalities
g1(17, 50) > 0, g1(17, 51) < 0; g1(18, 31) > 0, g1(18, 32) < 0;
g1(19, 26) > 0, g1(19, 27) < 0; g1(20, 23) > 0, g1(20, 24) < 0;
g1(21, 22) > 0, g1(21, 23) < 0; g1(22, 22) < 0.
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By the monotonicity of g1(m,n), we obtain that
g1(m,n) 6 g1(m, 22) = g1(22,m) 6 g1(22, 22) < 0,
for any n > m > 22. Therefore we see that there are no positive integers m,n satisfying
g1(m,n) = 0.
Similarly, we consider the case of τ = −3±3i
√
3













As with h1, we get that the necessary condition of the existence of a root of h2 with respect
to y is x > 0.8437 · · · . From cos2(π/7) = 0.8117 · · · , cos2(π/8) = 0.8535 · · · , we see that
g2(m,n) 6= 0 if m 6 7. Therefore we will consider whether there exist positive integers roots
of g2(m,n) for 8 6 m 6 n by g2(m,n) = g2(n,m).
Finding the root of y corresponding to h2(cos
2(π/8), y) = 0, we get that y = 0.9085 · · · .
Therefore there is no positive integer n such that g2(8, n) = 0, since cos
2(π/10) = 0.9045 · · ·
and cos2(π/11) = 0.9206 · · · . For any cos2(π/9) 6 x0 6 1 and 0 < y 6 1, we obtain that
∂yh2(x0, y) = −4(1 + 8x0 − 8y) < −4(1 + 8 cos2(π/9)− 8) = −0.2567 · · · < 0.
Therefore g2(m,n) is monotonically decreasing with respect to n if m > 9, which yields that
g2(m,n) 6 g2(m, 9) = g2(9,m) 6 g2(9, 9) = −0.0641 · · · < 0,
for any 9 6 m 6 n. Hence positive integers m,n satisfying g2(m,n) = 0 do not exist.
Therefore there are no appropriate values for l, k1, k2 and k3 such that (4.6) holds, i.e.
I1I2I3 cannot be regular elliptic of finite order. So Γ of type (m,n,∞) is not discrete when
I1I2I3 is regular elliptic.
Remark 4.11. The proof of the similar result about (n, n,∞) case in [32] has minor gaps
when showing the possible values of τ for the case di, dj ∈ {3, 4, 6}. From Table 4.1, we see
that di + dj could be λ
3 + λ4 or λ−3 + λ−4, other than λ±4 + λ±4. Following the analysis
above, one also can prove the impossibility of di, dj ∈ {3, 4, 6} for (n, n,∞).
Using Theorem 4.7, we can work out some conditions on cos θ for Γ of type (m,n,∞) to
be non-discrete. Recall that
τ = −5− 2 cos(2π/m)− 2 cos(2π/n) + 8eiθ cos(π/m) cos(π/n).
Consequently we can obtain the interval of a = cos θ (−1 ≤ a ≤ 1) corresponding to the
non-discrete Γ by letting f(τ) < 0, where f(z) is the discriminant function given in (2.1).
In Table 4.2, we give an example for m = 8 showing that Γ of type (8, n,∞) is non-discrete
if a ∈ (an, bn). Note that there are no solutions for a when n ≤ 10.
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In the following we will use other different ways to find sufficient conditions on a for Γ to
be non-discrete. Let g ∈ PU(2, 1) be a parabolic element. Define the translation length tg(z)
of g at z ∈ N by tg(z) = ρ0(g(z), z). In the following discussion, it is necessary to give the
explicit form of Ford isometric spheres.
Lemma 4.12 ([24]). Let h = (aij)1≤i,j≤3 be an element of PU(2, 1) not fixing ∞ (let the
null vector ∞ represent the point q∞ at ∂H2C). Then The isometric sphere of h is the sphere

















Table 4.2: Approximate values of an, bn.
Now we recall the complex hyperbolic versions of Jørgensen’s inequality and Shimizu’s
lemma.
Lemma 4.13 ([19, Lemma 2.2]). Let A ∈ SU(2, 1) be a regular elliptic element of order
n ≥ 7 that preserves a Lagrangian plane (i.e. tr(A) is real). Suppose that A fixes a point z













then 〈A,B〉 is not discrete and consequently any group containing A and B is not discrete.
The simplest parabolic complex hyperbolic isometries fixing∞ are Heisenberg translations
(see Sec. 2.2). In horospherical coordinates, the Heisenberg translation g by (δ, t) ∈ N is
given by
g : (ξ, v, u) 7→ (ξ + δ, v + t+ 2 Im (δξ), u)
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Lemma 4.14 ([26, Theorem 2.1]). Let G be a discrete subgroup of PU(2, 1) that contains the
Heisenberg translation g by (ζ, ν). Let h be any element of G not fixing ∞ and with isometric
sphere of radius rh. Then
r2h ≤ tg(h−1(∞))tg(h(∞)) + 4|ζ|2.
In the following we give two necessary conditions for (m,n,∞)-triangle groups to be
discrete by using the previous two lemmas.
Theorem 4.15 ([37]). The complex hyperbolic triangle group Γ of type (m,n,∞) with angu-
lar invariant θ is not discrete if m,n, θ satisfy one of the following two conditions.
























|u− 2iv|+ 4u < 1
4
(4.12)































−iθ − 2 sin2(πn)− 1
 .
It is easy to see sin(π/n) 6= cos(π/n)e−iθ which means that I3 does not fix z0. Indeed,
otherwise C1 and C2 would coincide.
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then Γ is not discrete. Simplifying the inequality above, we will obtain (4.11).
(2) Let g = I2I3. By simple calculation, we see that
g =

1 2(s1 − eiθs2) 2(s1 − eiθs2)
−2(s1 − e−iθs2) 1− 2(s21 − 2eiθs1s2) −2(s21 − 2eiθs1s2)
2(s1 − e−iθs2) 2(s21 − 2eiθs1s2) 1 + 2(s21 − 2eiθs1s2)
 ,
where s1 = cos(π/n), s2 = cos(π/m). By Sec. 2.2, g is the Heisenberg translation by(
2
(








fixing ∞. It is clear that I1 does not fix ∞




































Then the inequality (4.12) can be obtained by applying Lemma 4.14.
Following the preceding example listed in Table 4.2, we show different intervals of a such
that Γ is non-discrete when m = 8 in Table 4.3. We will see the corresponding solutions
a ∈ (cn, 1) by condition (1) and a ∈ (dn, 1) by condition (2) in Theorem 4.15. However there
are no solutions for a when n ≤ 6 or n ≥ 130 by condition (1) and also no solutions for a
when n ≤ 3 by condition (2).
Remark 4.16. Non-discrete complex hyperbolic triangle groups of type (n, n,∞) have been
investigated by several authors, such as [18], [19], [20]. Table 4.2 and Table 4.3 are extensions
of their results for different types of complex hyperbolic triangle groups.













Table 4.3: Approximate values of cn, dn.
4.2 Non-discrete complex triangle groups of type (n,∞,∞)
In this section, the aim is to consider non-discrete classes of Γ of type (n,∞,∞). For

















where s = cos(π/n). Then the matrix representations of the corresponding complex reflec-
tions can easily be obtained. In what follows we will assume that a = cos θ. A simple
computation yields that τ = tr(I1I2I3) = −7 + 8eiθ cos(π/n) − 2 cos(2π/n) and that the
discriminant function (2.1) is given by
f(τ) = 2048−10240as+ 1792s2 + 21760a2s2 − 16384as3 − 16384a3s3 + 7680s4
+ 22528a2s4 − 18944as5 + 3840s6 + 4096a2s6 − 2048as7 + 256s8.
For different n, the interval of a and the values of the parameter θ such that Γ is non-
discrete can be obtained by Theorem 4.7. We observe that for n ≥ 8, there are solutions
(αn, βn) for a, which lie between 0 and 1. But there are no solutions for n 6 7. Later we
tabulate this interval of cos θ with other two intervals which are defined after Corollary 4.17.
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Corollary 4.17 ([37]). The complex hyperbolic triangle group Γ of type (n,∞,∞) with an-
gular invariant θ is not discrete if n, θ satisfy one of the following two conditions.
(1) 7 ≤ n <∞ and
∣∣∣ cos2(πn)− 4 cos(πn) cos θ + 3∣∣∣ < 12 sin(πn).
(2) |u− 2iv|+ 4u < 14 , where u = cos
2(πn)− 2 cos(
π
n) cos θ + 1, v = cos(
π
n) sin θ.
The proof of this corollary is obvious by letting m be ∞ in Theorem 4.15. Thence from
the assumption a = cos θ and s = cos(π/n), we know that if
35− 96as+ 25s2 + 64a2s2 − 32as3 + 4s4 < 0, or√




then there are intervals (γn, 1), (ηn, 1) of a for Γ to be non-discrete. Table 4.4 shows the
intervals of cos θ.
n αn βn γn ηn
4 — — — 0.99959
5 — — — 0.99857
6 — — — 0.99624
7 — — 0.99748 0.99524
8 0.93724 0.93784 0.99099 0.99482
9 0.94201 0.94794 0.98756 0.99463
10 0.94476 0.95631 0.98575 0.99454
15 0.94993 0.97914 0.98472 0.99451
20 0.95142 0.98799 0.98647 0.99455
40 0.95272 0.99694 0.99171 0.99461
100 0.95306 0.99951 0.99632 0.99463
200 0.95311 0.99988 0.99809 0.99464
Table 4.4: Approximate values of αn, βn, γn, ηn.
Let p, q, r, n ∈ N
⋃
{∞}, then define the triangle group (p, q, r;n) to be the unique triangle
group with the following partial presentation,
〈I1, I2, I3 : I2i , (I2I3)p, (I3I1)q, (I1I2)r, (I1I3I2I3)n〉,
where p, q, r or n = ∞, the corresponding group element is parabolic. There are many
research works about this kind of representation of complex hyperbolic triangle groups, see
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[19, 20]. In our case, we define the complex hyperbolic triangle group of type (n,∞,∞; k) to
be the unique triangle group with the following partial presentation
〈I1, I2, I3|I2i , (I1I3)n, (I3I1I3I2)k〉,
and I1I2, I2I3 are parabolic elements. By a simple computation, we have
tr(I3I1I3I2) = 3 + 16s
2 − 16sa.
Denote tr(I3I1I3I2) by t. Then f(t) = 16384(a − s)3s3(−1 + 4(a − s)s). Therefore I3I1I3I2






. Especially, when a = s, I3I1I3I2 is unipotent
parabolic, while if a = 1+4s
2
4s then I3I1I3I2 is boundary elliptic. In the following we will give
two related examples.
Example 4.18. Let Γn be the complex hyperbolic triangle group of type (n,∞,∞) with an-
gular invariant θ = πn (i.e. a = s). We consider the discreteness of Γn.
















I1I2I3 will be a regular elliptic element when n ≥ 10, which forces Γn to be non-discrete.









i.e. n ≥ 19. Meanwhile the condition (2) yields√
16 + 32a2 − 48a4 < −15 + 16a2,
i.e. n ≥ 61. Therefore Γn will be non-discrete when n ≥ 10.














1 −1− i −1− i
−1 + i 0 1
1− i −1 −2
 .
Obviously all of the matrix entries are in Z[i] which is a discrete subring of C. Therefore Γ4
is discrete. Here I1I2I3 is a loxodromic element.
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Example 4.19. (7,∞,∞; 5) is non-discrete.
From the assumption about the trace of I3I1I3I2, we can deduce 3 + 16s
2 − 16sa =
1 + 2 cos(2π/k), i.e.
cos θ =
8s2 − cos(2π/k) + 1
8s
,
where s = cos(π/7). It follows from Table 3 that Γ is non-discrete when 0.28621 ≤ cos(2π/k) ≤
0.32052. Therefore it is easy to see that Γ of type (7,∞,∞; 5) is non-discrete.
5 Poincaré’s polyhedron theorem for complex hy-
perbolic space
Poincaré’s polyhedron theorem gives geometrical conditions on a domain constructed with
spherical sides so that the group generated by some elements which permute those sides is
discrete. By Poincaré’s theorem, one can construct a discrete group and at the same time
identify one fundamental domain.
There does not exist totally geodesic real hypersurfaces in H2C. It increases the difficulty to
construct fundamental polyhedron. The polyhedron we considered is bounded by bisectors
which are substitute for codimension-1 faces. We introduced a particular form originally
proposed by Mostow, and proved it in the same fashion with real hyperbolic case. Then we
applied it to investigation of the discrete and faithful representations of complex hyperbolic
ultra-ideal triangle groups.
5.1 A special form of Poincaré’s polyhedron theorem
Consider Poincaré’s polyhedron theorem for H2C and the holomorphic isometry group
PU(2, 1) of H2C. A subset D ⊂ H2C is defined to be a polyhedron if D is the intersection
of finitely many equidistant half-spaces H in H2C. The boundary of equidistant half-space in
H2C is bisector denoted by B. The set a = B ∩ ∂D is called side of D. It is codimsional one
face.
In what follows Gusevskii and Parker give conditions on D such that the group G, gen-
erated by the identifications of the sides of D is discrete and D is a fundamental polyhedron
for G. We prove it in the same fashion with Theorem 9.8.4 in [2] and IV. F of [22].
Theorem 5.1 ([13, Theorem 6.2]). Assume that the finite sided polyhedron D ⊂ H2C satisfies
the following conditions
(1) For each side a, there exist another side a′ and ga ∈ PU such that ga(a) = a′, ga′ = g−1a
(the isometries ga are called the side pairing transformations),
(2) ga(D) ∩D = ∅ for any side pairing transformation,
(3) For any two sides a and b of D, either they are tangent at some point lying on the bound-
ary of H2C, or their closures are disjoint,
(4) The induced metric on D modulo the finite set consisting of the side pairing transforma-
tions is complete.
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Then the group G generated by the side pairing transformations is discrete, D is a funda-
mental polyhedron for G.
Proof. We endow G, D with the discrete and natural topology respectively, and define the
relation ∼ on G×D by
(g, x) ∼ (h, y)
if and only if either:
(i) g = h, x = y; or
(ii) x ∈ a, y = ga(x), g = hga. We endow G×D with the product topology. And the relation
∼ extends to an equivalence relation ∗ on G×D by defining
(g, x) ∗ (h, y)
if and only if there exist some (gj , xj) such that
(g, x) = (g1, x1) ∼ (g2, x2) ∼ · · · ∼ (gn, xn) = (h, y).
The equivalence class containing (g, x) is denoted by 〈g, x〉 and let X∗ be G × D, factored
by the equivalence relation ∗. We endow X∗ with the usual identification topology such that
the natural projection from G×D to X∗ is continuous.
Each f in G induces a map f∗ : X∗ → X∗ by the rule
f∗ : 〈g, x〉 7→ 〈fg, x〉
and this is obviously well defined. It is easy to check that the group G∗ of all such f∗ is a
group of bijection of X∗ onto itself and f 7→ f∗ is a homomorphism of G onto G∗.
Introduce the natural maps α : X∗ → H2C, β : G×D → X∗, and γ : G×D → H2C,given
by
α〈g, x〉 = g(x),
β(g, x) = 〈g, x〉,
γ(g, x) = g(x).




{g} × (g−1(U) ∩D)




{(Id, x)}, x ∈ D,
{(Id, x), (g−1a , ga(x))}, x ∈ a ⊂ ∂D.
(5.1)
i.e each point z ∈ D has a finite equivalent class
〈Id, z〉 = {(g1, z1), (g2, z2)}. (5.2)
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One also needs to note that every equivalent class 〈f, x〉 is finite since 〈f, x〉 = f∗〈Id, x〉. In








(gi, Ni), V = β(W ). (5.3)
Obviously V is open in X∗ because W is a union of equivalent classes. Each f ∈ G induces
a map f̃ : G×D → G×D by the rule
f̃ : (g, x) 7→ (fg, x).
Note that the f̃ is homeomorphism of G ×D onto itself, the group of such f̃ is isomorphic
to G and
βf̃ = f∗β, γf̃ = fγ.
Therefore αf∗(V ) = αf∗β(W ) = fγ(W ) = B(f(x), ε), i.e. α maps each f∗(V ) to an open
set.
We claim that f∗(V ) are a base for the topology of X∗. Taking any open set A of X∗, we
suppose that 〈f, z〉 ∈ A. Then we know that
〈f, z〉 = {(fg1, z1), (fg2, z2)}.









(fgj , Nj) ⊆ β−1(A)
and so
f∗(V ) = f∗β(W ) = βf̃(W ) ⊆ A.
As (Id, z) ∈ W, so 〈f, z〉 ∈ f∗β(W ) = f∗(V ). We see that α : X∗ → H2C is open, because
previously we have shown that α maps each f∗(V ) to an open set.
Without loss of generality, we assume that u, v ∈ f∗(V ) and α(u) = α(v), then choose
u′, v′ ∈ f̃(W ) with β(u′) = u, β(v′) = v. Hence
γ(u′) = αβ(u′) = α(u) = α(v) = γ(v′)
and then u′, v′ are in the same equivalent class by (5.1). Therefore α is injective from f∗(V )
to f(γ(W )).
So far α is local homeomorphism. In the following we will prove that α is a homeomor-
phism.
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We show that X∗ is a Hausdorff space. Take two distinct points 〈f, x〉, 〈g, y〉 from X∗.
We assume that
〈f, x〉 = {(f1, x1), (f2, x2)}
〈g, y〉 = {(g1, y1), (g2, y2)}
by (5.2). Then like (5.3) we take the neighborhoods like Ui of xi, and neighborhoods of Vi of
yi for i = 1, 2. Then we consider whether that Wx = (f1, U1) ∪ (f2, U2) and Wy = (g1, V1) ∪
(g2, V2) intersect. If there exist fi, fjsuchthat fi = gj , then Ui 6= Vj since 〈f, x〉 6= 〈g, y〉. i.e.
Wx ∩Wy = ∅. It is obvious that Wx ∩Wy = ∅ if any fi is not same as fj . It follows that
β(Wx) ∩ β(Wy) = ∅. Hence X∗ is a Hausdorff space.
We denote the quotient space D modulo the finite set consisting of the side pairing
transformations by D∗, and give the canonical projection π : D → D∗ which is surjection.
Given two points x∗, y∗ ∈ D∗, usually we define a pseudo metric ρ∗0 on D∗ by ρ∗0 = inf ρ(x, y),
which is taken over all x, y satisfying x ∈ π−1(x∗), y ∈ π−1(y∗). However ρ∗0 does not satisfy
triangle inequality. Therefore we define metric ρ∗ on D∗ in the following form
ρ∗(x∗, y∗) = inf
∑
ρ(xi, xi+1), (5.4)
where the infimum is taken over all finite sequences {x1, · · · , xk} with π(x1) = x∗, π(xk) = y∗.
Now we define a map σ : X∗ → D∗ by the composition of projection on the second factor
of G × D with the projection π : D → D∗. It is easy to check that σ is well defined. We
choose an arbitrary point y from α(X∗), let ω(t) be the (real) geodesic satrting from point y
with arc length parameter t. Since α is local homeomorphism, there exists 0 < t0 such that
for 0 6 t < t0, w(t) could be lifted to ω̃(t) of X∗. However ω may not be continuously lifted
to X∗ for 0 6 t 6 t0. Take a sequence {tm} of numbers, which satisfy tm → t0 as m → ∞
and ω̃(t) lies in an open set of the form f∗(V ) for tm 6 t 6 tm+1.
By considering (5.1) and (5.3), one could easily show that for any two points z∗1 , z
∗
2 ∈






2)). It yields to
ρ∗(σ(ω̃(tm)), σ(ω̃(tm+1))) 6 ρ(ω(tm), ω(tm+1)).
Since D∗ is complete, we know that σ(ω̃(tm))→ z∗ ∈ D∗ as m→∞, actually σ(ω̃(t))→ z∗
as t→ t0. Assume that z∗ = π(z), obviously z ∈ D.
If z ∈ D, then there exists a neighborhood Uz of z in D. Setting U∗ = π(Uz), we see
σ−1(U∗) =
⋃
〈f, Uz〉, by taking over all f ∈ G. Obviously 〈f, U〉 ∩ 〈h, U〉 = ∅, if f 6= h.
If z lies in the interior of one side a of D, then we suppose that z′ = ga(z). There exist
neighborhoods U1, U2 of z, ga(z) respectively, such that U1, U2 ⊆ D and U1 ∩U2 = ∅. Assume
that U∗ = π(U1)∪ π(U2). Each connected component ΩJ of σ−1(U∗) consists of the union of
two half balls. Actually each ΩJ is a neighborhood of a point of the form 〈f, z〉 in X∗, i.e. ΩJ
is of the form f∗(V ), where V is as (5.3). Also we could easily show that f∗(V ) ∩ h∗(V ) = ∅
for f 6= h.
Therefore there is a neighborhood U∗ of z∗ which satisfies σ(ω̃(t)) ⊆ U∗ for t sufficient
close to t0, such that ω̃(t) will lie in a relative compact set of the form f
∗(V ). Then we
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could continuously define the lift ω̃(t0). By repeating this process, one can lift the whole
geodesic ω(t), which is also unique. Then α is homeomorphism. It is not difficult to show
that g(D) ∩ h(D) = ∅ for distinct elements g, h ∈ D, and the tessellation of D under the
action G is the whole space H2C.
The assertion now can be obtained.
5.2 Application of Poincaré’s polyhedron theorem
Firstly let us give the definition of ultra-ideal triangle group.
Definition 5.2. Given three complex geodesics C1, C2, C3, consider the representation Γ :
Z2 × Z2 × Z2 → PU(2, 1). We use Ii to denote the inversion in the complex geodesic Ci
(i = 1, 2, 3). Then Γ is a triangle group generated by I1, I2, I3. Define a complex triangle
group to be an ultra-ideal triangle group, if each pair of the three complex geodesics does not
intersect in H2C. Ultra-ideal triangle group is of type [l1, l2, l3] (l1, l2, l3 > 0), if the distances
of each pair complex geodesics are l1, l2, l3 respectively.
In the following we will consider one kind of isosceles ultra-ideal triangle. Assume that
the three chains corresponding to C1, C2, C3 are re
iθ-chain, (x, y)-chain and (x, y)-chain






 , p2 =

0
1 + y2 + ix
1− y2 − ix
 , p3 =

0
1 + y2 − ix
1− y2 + ix
 .
respectively. The involutions in the complex chains ∂C1, ∂C2, ∂C3 are respectively as follows
I1 =

1 − 2reiθ − 2reiθ
−2re−iθ 2r2 − 1 2r2
2re−iθ − 2r2 − 2r2 − 1























































therefore it is necessary to assume that r > |y|.
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Consider the polyhedron D to be intersection of equidistant half-spaces Hi (i = 1, 2, 3)
based at the origin z0 = [0, 0]
t ∈ B2, where
Hi = {w ∈ H2C : ρ(w, z0 < ρ(w, Ii(z0))}.
We denote the bisector by Bi which is the boundary of Hi. The codimensional-1 face ai =
Bi ∩ ∂D is one side of D.
Take r = 1, θ = π3 , x = 1, y =
1
2 for example. By using Mathematica 10.0, we could
check that Bi ∩Bj = ∅, whenever i 6= j. For each side Si, the inversion Ii maps it onto itself,
but not as the identification. It is also easy to see that Ii(D)∩D = ∅. Also, for each point v
in the interior of ai, there exists neighborhood Uv such that Uv ⊆ D ∪ Ii(D). By seeing the
proof of Theorem 5.1, one could obtain that Γ = 〈I1, I2, I3〉 is discrete.
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