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1.1 Introduction
Why do offenders often become victims of crime themselves? And are victims 
of crime also more likely to become criminal offenders? While criminological 
research often treats victims and offenders as distinct groups, Von Hentig 
already in 1948 noted that these groups may overlap. In his textbook, The 
Criminal and His Victim, Von Hentig criticized the traditional offender-
oriented nature of criminology and drew attention to the fact that victims 
and offenders both play important roles in criminal events and people may 
alternate between the role of victim and offender. Subsequently, numerous 
studies have examined the relationship between victimization and offending 
and virtually all documented a strong connection between the two: those 
who engage in criminal offending are often also the ones who suffer from it 
(Fagan, Piper, & Cheng, 1987; Jennings, Piquero, & Reingle, 2011; Jensen 
& Brownfield, 1986; Lauritsen & Laub, 2007; Lauritsen, Sampson, & Laub, 
1991; Ousey, Wilcox, & Fisher, 2011; Sampson & Lauritsen, 1990; Singer, 
1981; Smith & Ecob, 2007). Despite the strong empirical evidence for the 
victimization-offending relationship, the etiology of this relationship is still 
not well understood. The aim of this study is therefore to provide more insight 
in the underlying processes that explain this victim-offender overlap. 
  As a first step, this study will examine the strength of the relationship 
between victimization and offending among a nationally representative 
sample of Dutch adults, using official register data on offending. Although 
many studies have shown that victimization and offending are closely linked, 
most longitudinal studies on the overlap are based on samples of adolescents 
and young adults in the United States and the United Kingdom, and have 
mostly measured offending through individual self-reports ( Jennings, 
Higgins, Tewksbury, Gover, & Piquero, 2010; Lauritsen, et al., 1991; Smith 
& Ecob, 2007; Zhang, Welte, & Wieczorek, 2001). As such, it remains unclear 
whether there is also a reciprocal relationship between victimization and 
offending among adults, in countries other than the United States and the 
United Kingdom, such as the Netherlands, and when using official register 
data on offending.
  Secondly, the study will examine the underlying processes that explain the 
relationship between victimization and offending. Two general explanations 
for this relationship are usually given in criminological literature. The first 
explanation asserts that victimization and offending share many of the 
same risk factors, and that this is why a link between the two is observed 
(population heterogeneity perspective), i.e., the relationship is spurious (Broidy, 
Daday, Crandall, Sklar, & Jost, 2006; Hindelang, Gottfredson, & Garofalo, 
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1978; Sampson & Lauritsen, 1990). The second explanation contends that 
victimization and offending are causally related to each other (dynamic 
causal perspective); offending would influence the risk of victimization, and 
victimization would influence the risk of criminal offending (Lauritsen, et al., 
1991; Ousey, et al., 2011). The current study expands on these theoretical 
notions in two ways. The study will examine the relative importance of both 
explanations employing a longitudinal research design. This is important 
because it allows me to specify whether empirical evidence is more consistent 
with theories that propose a spurious association or with theories that suggest 
a causal relationship. Furthermore, the study provides a deeper understanding of 
the relationship by examining both explanations (spuriousness and causality 
hypotheses) more elaborately. 
  In order to provide more insight in the causality of the relationship 
between victimization and offending, this study will examine the role of 
friendship networks. Many scholars have argued that understanding the 
victim-offender overlap requires an understanding of peer contexts (Fagan, et 
al., 1987; Lauritsen, et al., 1991; Schreck, Fisher, & Miller, 2004). However, 
the few studies that have empirically investigated the role of friends solely 
focused on whether delinquent friends influence the risk of victimization and 
offending. The relationship between victimization and offending would then 
be the spurious result of these peer influence processes. Another explanation, 
which has not yet been tested, is that offenders might select other offenders 
as friends, because of their shared experience with criminal offending. Having 
selected these friends might subsequently increase the risk to be victimized 
by these offender friends or by other people from those offender networks. 
A similar process could be expected for victims of crime; if victims are more 
likely to befriend offenders (selection), and friends of offenders have a higher 
likelihood of becoming offenders themselves (influence), then studying 
these processes may help to explain why victims run a greater risk of criminal 
offending than non-victims. By investigating friendship selection and 
influence processes the current study aims to provide more insight in whether 
these can explain the causal reciprocal relationship between victimization and 
offending. 
  One of the most common explanations for a spurious association between 
victimization and offending is that certain individual and contextual 
characteristics (e.g., risky lifestyles, disadvantaged neighborhoods) increase 
individuals’ exposure to criminogenic situations (i.e., situations that provide 
opportunities for crime) and therefore enlarge their risk of both victimization 
and offending. Past studies only indirectly controlled for the criminogenic 
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settings people encounter by including socio-demographics and lifestyle 
indicators. The current study improves upon this literature by directly 
controlling for the opportunities people have to commit crime when assessing 
the influence of victimization on subsequent offending. I do so by using a 
factorial survey experiment in which individuals are presented short written 
descriptions of hypothetical offending situations. Respondents are asked to 
imagine being in the described situations and to state the likelihood they would 
commit the particular crime given the circumstances. If the relationship is 
still observed when controlling for the criminal opportunities people have to 
commit crime on top of controlling for individual characteristics, this would 
provide further evidence for the causal impact of victimization on subsequent 
offending. Subsequently, this study will examine whether victims respond 
differentially to the costs and benefits of offending compared to non-victims 
when faced with a decision to engage in criminal behavior, using notions 
from rational choice theory. Several scholars have posited that victimization 
can have several emotional and practical consequences, such as anger or the 
inability to use stolen items, and therefore might be an important cause of 
subsequent offending (Hay & Evans, 2006; Ousey, et al., 2011). The current 
study proposes that these consequences of victimization may alter people’s 
assessment of the associated costs and benefits of offending, which in turn 
might explain the causal impact of victimization on subsequent offending.  
  In summary, the aim of the current study is to provide more insight into 
the relationship between victimization and offending by simultaneously 
examining explanations from the population heterogeneity (spuriousness 
hypothesis) and dynamic causal perspective (causality hypothesis) and by 
examining both explanations more elaborately. The central research question 
of this study reads: 
To what extent can the association between victimization and offending be 
explained by (1) population heterogeneity and (2) dynamic causal factors?
In the following sections, I first present an overview of the existing research 
and outline the ways in which this study contributes to the victim-offender 
overlap literature. After that, I discuss theoretical explanations for this 
relationship and describe how this study aims to make progress on the 
theoretical understanding of the overlap. In the final part of this introduction, 
I describe the data sources this study uses and provide an outline of each 
empirical chapter. Figure 1.1 represents the schematic overview that guides 
the present dissertation. The numbers indicate the part of the chapters in 
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which each part of the model is tested. The specific chapters will be further 
addressed below. 
1.2 Empirical research on the victim-offender overlap
Early research on the victim-offender overlap largely relied on cross-sectional 
data (Esbensen & Huizinga, 1991; Jensen & Brownfield, 1986; Sampson & 
Lauritsen, 1990; Wolfgang, 1958). Collectively, these studies documented a 
strong positive association between victimization and offending; those who 
perpetrate crime are often also the ones who suffer from it. This association 
has been found to exist among adolescents and adults and for many different 
types of crime, ranging from minor offenses (e.g., petty theft, drug use) to 
more serious types of offenses (e.g., assault, homicide). Furthermore, the 
evidence for the overlap in cross-sectional studies extends beyond samples 
from the United States; similar findings have been reported in other countries, 
including Colombia (Klevens, Duque, & Ramírez, 2002), the United Kingdom 
(Gottfredson, 1984; Mayhew & Elliott, 1990; Sampson & Lauritsen, 1990), 
Iceland (Bjarnason, Sigurdardottir, & Thorlindsson, 1999), Sweden (Külhorn, 
1990), and the Netherlands (Nieuwbeerta & Wittebrood, 1999). 
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Figure 1.1: Schematic overview of the interdependence between the empirical chapters. 
The numbers indicate the chapters in wich each part of the model is tested.
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 With the growing recognition that victims and offenders are often the same 
persons, scholars became increasingly interested in explaining why such a 
close connection between victimization and offending exists. Early research 
primarily focused on common causes of victimization and offending. It was 
believed that factors that increase the risk of offending also increase the risk of 
victimization, and that this is why a link between the two is observed (Fagan, 
et al., 1987; Gottfredson, 1984; Jensen & Brownfield, 1986; Mayhew & Elliott, 
1990; Singer, 1981). The pioneering study of Hindelang, Gottfredson and 
Garofalo (1978) attracted much attention by demonstrating that victims and 
offenders indeed shared a similar socio-demographic profile: both victims 
and offenders tended to be male, young, urban residents, black, unmarried, 
unemployed, and of lower social status. Subsequent studies focused on risky 
lifestyles (Bjarnason, et al., 1999; Jensen & Brownfield, 1986; Lauritsen, et al., 
1991; Sampson & Lauritsen, 1990) and self-control (Piquero, MacDonald, 
Dobrin, Daigle, & Cullen, 2005; Schreck, 1999; Turanovic & Pratt, 2013), as 
well as on characteristics of the social environment in which individuals are 
embedded, such as associations with delinquent friends (Fagan, et al., 1987; 
Lauritsen, et al., 1991; Osgood, Wilson, O’Malley, Bachman, & Johnston, 1996; 
Schreck, et al., 2004; Shaffer, 2003) and neighborhood characteristics (Berg 
& Loeber, 2011; Berg, Stewart, Schreck, & Simons, 2012). Together, these 
studies demonstrated that a large part of the observed link can be explained 
by shared individual and contextual characteristics. That is, individuals who 
possess certain socio-demographic characteristics (e.g., males, young people, 
unemployed), who often engage in risky activities, who possess low levels of 
self-control, who frequently associate with delinquent friends, and who live 
in disadvantaged neighborhoods have a higher risk of becoming both victims 
and offenders than those who do not. 
   Despite growing evidence that victims and offenders share many of the 
same characteristics and often find themselves in similar environments/
contexts, the relationship between victimization and offending cannot 
entirely be explained by common risk factors. For example, Sampson and 
Lauritsen (1990) already demonstrated that self-reported violent offending 
was associated with individuals’ risk of being victimized, irrespective of 
demographic and lifestyle characteristics, such as extensive drinking or 
nights spent out of the home. Likewise, other studies on the victim-offender 
overlap have showed that despite controlling for a wide array of common 
risk factors, the positive relationship between victimization and offending 
remained (Bjarnason, et al., 1999; Esbensen & Huizinga, 1991; Nieuwbeerta 
& Wittebrood, 1999; Sampson & Lauritsen, 1990). Several authors ( Jensen & 
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Brownfield, 1986; Sampson & Lauritsen, 1990) have therefore suggested that 
there may exist a causal reciprocal relationship between victimization and 
offending as well; engagement in criminal activities would increase the risk of 
victimization and falling victim to crime would make someone more likely to 
commit a crime.
   Using five waves of the National Youth Survey (NYS), Lauritsen, Sampson 
and Laub (1991) were the first to examine this reciprocal relationship from a 
longitudinal perspective. They demonstrated that offending indeed increased 
the risk of victimization, but also that being victimized increased people’s 
risk of engaging in criminal offending, even after controlling for common risk 
factors. Most subsequent longitudinal studies confirmed that victimization 
and offending are positively related (Berg, et al., 2012; Dobrin, 2001; Shaffer 
& Ruback, 2002; Smith & Ecob, 2007; Zhang, et al., 2001). Nonetheless, 
a recent study offers contradictory findings regarding the direction of 
the relationship (Ousey, et al., 2011). Using a strong longitudinal design 
among a sample of middle- and high-school students in Kentucky, Ousey 
and colleagues (2011) demonstrated that once all time-stable individual 
differences are accounted for, engagement in criminal offending lowers the 
risk of subsequent victimization, and victimization lowers the risk to engage 
in criminal activities. As such, these findings indicate that earlier studies 
may not have sufficiently controlled for many of the potentially important 
common risk factors of offending and victimization.
  Besides contradictory findings regarding the nature of the relationship, 
the available longitudinal studies have several important shortcomings. For 
instance, unlike most cross-sectional studies, most longitudinal studies were 
primarily based on samples of adolescents and young adults (Menard, 2012). 
Research that has focused on victimization and offending separately has shown 
that adults, in general, face lower risks of victimization and offending (Daigle, 
Beaver, & Hartman, 2008; Menard, 2012) and as such it remains unclear whether 
there is also a causal relationship between victimization and offending in later 
stages in life. Furthermore, studies that have examined the causal reciprocal 
relationship between victimization and offending are limited to samples in the 
United States (Barnes & Beaver, 2012; Berg, et al., 2012; Jennings, et al., 2010; 
Lauritsen, et al., 1991; Menard, 2012; Ousey, et al., 2011; Shaffer, 2003; Shaffer 
& Ruback, 2002; Sullivan, Ousey, & Wilcox, 2015; Zhang, et al., 2001) and 
the United Kingdom (Smith & Ecob, 2007). There is only one Dutch study 
that has examined the causal relation from offending to victimization from a 
longitudinal perspective. Based upon a nationwide representative sample of 
Dutch adults, Reep and Oudhof (2009) demonstrated that, after controlling 
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for several socio-demographic characteristics of individuals (i.e., gender, age, 
educational level, income), offending increases the risk of victimization. The 
authors did not control for individuals’ past experiences with crime. Moreover, 
they lacked the necessary data to examine the reverse causal effect, and therefore 
it remains unclear whether the often-reported positive influence of victimization 
on subsequent offending also holds true in the Netherlands. The present study 
contributes to this literature by investigating the strength of the association 
between victimization and offending among a nationwide representative sample 
of Dutch adults from a longitudinal perspective (Chapter 2). 
1.3 Explanations for the victim-offender overlap
The general explanations for the victim-offender overlap as shortly described 
above are known in the literature as: (1) the population heterogeneity 
perspective, and (2) the dynamic causal perspective (Ousey, et al., 2011). 
Recent studies suggest that the combination of the two perspectives is 
the preferred explanation for the relationship between victimization and 
offending, as neither one can fully explain why victimization and offending 
are so closely linked (Ousey, et al., 2011; Sullivan, et al., 2015). Both 
mechanisms are explained in more detail below and I describe how this study 
aims to make progress regarding the theoretical understanding of the victim-
offender overlap.
Population heterogeneity
The first and most studied explanation for the victim-offender overlap 
contends that certain common characteristics and behaviors of individuals 
increase the risk of both victimization and offending, and that this is why a 
link between the two is observed. In criminological literature, this perspective 
is often referred to as the population or risk heterogeneity perspective.
  One of the traditional population heterogeneity explanations stems from 
lifestyle and routine activity theories (Cohen & Felson, 1979; Hindelang, et 
al., 1978). The essential proposition in these theories is that crime occurs 
when motivated offenders come into contact with suitable targets, in the 
absence of capable guardianship. Guardianship refers to the presence of 
persons or objects in the immediate surroundings that can prevent crime from 
occurring. The underlying idea is that certain lifestyles and routine activities 
expose individuals to situations that are conducive to crime. Being out late at 
night, for example, or visiting bars increases the risk of victimization because 
it increases the risk of coming into contact with potential offenders, while 
at the same time there is less guardianship present in public spaces than in 
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private spaces, such as at home (Averdijk, 2011; Averdijk & Bernasco, 2015; 
Lauritsen, et al., 1991). 
 The relationship between victimization and offending would be explained 
by the fact that victims and offenders often share similar characteristics and 
engage in many of the same behaviors (Sampson & Lauritsen, 1990). Persons 
who share similar characteristics (e.g., age, gender, neighborhood) are more 
likely to encounter each other; they are part of the same social network or 
meet each other during (the same) daily activities (McPherson, Smith-Lovin, 
& Cook, 2001). Consequently, persons who share similar characteristics with 
offenders will more often encounter offenders than people who do not share 
characteristics with offenders. Hence, people who have fallen victim to crime 
in the past (and did not change their lifestyle and routine activities) as well as 
prior offenders are more likely to encounter other offenders than persons who 
have no past experiences with crime. As the general proposition from lifestyle/
routine activity theories is that people who more often encounter potential 
offenders have an increased risk of victimization, it can be expected that past 
victims and offenders are also the ones who are most likely victimized in the 
future. 
 While lifestyle theory was originally developed to explain victimization 
risk, Osgood and colleagues (1996) argued that lifestyle and routine activity 
theories could also be used for explaining criminal offending. According to the 
authors, opportunities to engage in delinquent behaviors would be especially 
prevalent in unstructured activities that take place away from watchful 
guardians. Consequently, people whose lifestyles or routine activities often 
bring them in such situations would be more likely to engage in delinquent 
activities than people whose lifestyles do not bring them in such situations. 
In addition, because victims often find themselves in these situations, it is to 
be expected that victims run greater risks of criminal offending than people 
whose lifestyles do not bring them in such situations, i.e., persons with no 
past victimization experiences (Schreck, Stewart, & Osgood, 2008). To date, 
several studies on the victim-offender overlap provided support for this logic 
by demonstrating that risky lifestyles (e.g., nights spent out of the home, drug 
and alcohol use), as well as socio-demographic characteristics related to these 
lifestyles (e.g., age, gender, educational level), are associated with an increased 
risk of both victimization and offending (Lauritsen, et al., 1991; Sampson & 
Lauritsen, 1990; Smith & Ecob, 2007). 
  Besides socio-demographic characteristics, much attention has been devoted 
to the role of self-control as common risk factor of victimization and offending 
(Flexon, Meldrum, & Piquero, 2015; Piquero, et al., 2005; Schreck, 1999). 
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People with low levels of self-control are impulsive and tend to make decisions 
that lead to quick and pleasurable outcomes. Because they are orientated to 
the “here and now”, future consequences only minimally guide their behaviors. 
Consequently, people with low self-control would more often engage in criminal 
offending than those with high self-control. At the same time, people with low 
self-control would more often find themselves in situations that are conducive 
to crime compared to those with high self-control. As these situations increase 
the risk of both victimization and offending, the relationship between the two 
would be spurious. While several studies identified self-control as an important 
determinant for both victimization and offending (Pratt & Cullen, 2000; Pratt, 
Turanovic, Fox, & Wright, 2014; Schreck, 1999; Schreck, Stewart, & Fisher, 
2006), recent studies have shown that self-control can only partially account 
for the victim-offender overlap (Flexon, et al., 2015; Piquero, et al., 2005).  
 Based upon lifestyle/routine activity theories, the current study first 
examines the extent to which socio-demographic characteristics related 
to lifestyles (i.e., gender, ethnic origin, and age) can explain the reciprocal 
relationship between victimization and offending among adults (Chapter 
2). Lifestyles and socio-demographic characteristics related to lifestyles are 
commonly used as indirect measures of exposure to criminogenic situations 
(i.e., situations with suitable targets and less guardianship). 
  In Chapter 5 of this book, the aim is to go one step further by directly 
controlling for the criminogenic situations people encounter when assessing 
the influence of victimization on subsequent offending. So far, studies only 
indirectly controlled for being in these situations by including individual 
characteristics, such as socio-demographics, lifestyles and self-control. None 
of the previous studies applied a direct control for the criminogenic situations 
people encounter. As such, it is possible that much of the often-reported causal 
relationship between victimization and subsequent offending is still a function 
of differences in the likelihood that people encounter situations that provide 
opportunities to commit crime. Based on the population heterogeneity 
perspective, no such difference in the likelihood of offending between victims 
and non-victims is to be expected when both are in similar situations and after 
controlling for individual risk factors, such as self-control. By adopting factorial 
survey experiments, in which respondents are presented with short (written) 
descriptions of hypothetical offending opportunities, this study makes sure 
that the likelihood of offending cannot be attributed to differences in the 
likelihood that people encounter such situations. This way, the study provides 
a more stringent test of the population heterogeneity perspective than most 
previous studies. 
18
Dynamic causal perspective 
A second explanation for the link between offending and victimization is that 
delinquent behavior exerts a causal impact on the risk of victimization and 
that criminal victimization exerts a causal influence on the risk of subsequent 
offending. In the literature this perspective is often referred to as state 
dependence or dynamic causal perspective (Ousey, et al., 2011).
The influence of offending on subsequent victimization
Most research on the victim-offender overlap focused on theorizing why 
people who commit offenses run a greater risk of victimization than people 
who do not. One of the most common explanations in many studies is that 
engagement in criminal behavior can be viewed as a behavior that directly 
increases individuals’ risk of being victimized ( Jensen & Brownfield, 
1986; Sampson & Lauritsen, 1990). More specifically, it has been argued 
that offenders often commit their crimes with other offenders ( Jensen & 
Brownfield, 1986; Schreck, et al., 2004). Such co-offending would obviously 
increase offenders’ exposure to other offenders, irrespective of similarities 
in socio-demographic characteristics and lifestyles that bring offenders into 
contact with each other. Since contact with offenders increases the risk of 
victimization, past offenders would run a greater risk of victimization than 
non-offenders. 
  It has further been argued that offenders are attractive targets for crime. 
Offenders would be less likely than those uninvolved with offending to 
report being victimized to the police, because they do not want to draw 
attention to their own illegal behaviors (Lauritsen, et al., 1991; Sparks, 1982). 
Furthermore, offenders may be attractive targets for crime because they often 
possess valuable and easily disposable commodities. Hence, once people 
committed a crime, they would run greater risks of becoming victimized. 
  In contrast to the above arguments, there are also theoretical arguments 
that suggest that offending may decrease the risk of victimization. Such 
a negative relationship is usually derived from Anderson’s (1999) “code of 
the street” thesis. According to Anderson, in some disadvantaged contexts, 
individuals may intentionally display aggressive behavior in order to avoid 
victimization. Displaying tough and aggressive behavior would communicate 
to others that one is dangerous, and as such, it would discourage others from 
targeting those who effectively adopted this street code (less suitable target) 
(Stewart, Schreck, & Simons, 2006). Individuals in disadvantaged contexts 
who fail to adopt the code of the street, on the other hand, would be more 
vulnerable; they are less respected and would therefore run a higher risk of 
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victimization. While there is some support for the notion that offending is 
negatively related to subsequent victimization (Baron, Kennedy, & Forde, 
2001; Ousey, et al., 2011), empirical evidence for the code of the street 
hypothesis is limited. Stewart and colleagues (2006) explicitly investigated 
the influence of the code of street on victimization risk and found no evidence 
that those who display aggressive behavior run a lower risk of victimization. 
In fact, they found that those who effectively adopt the code of street have a 
higher risk of victimization, which supports previous arguments that suggest 
a positive link between offending and victimization. 
  While research findings are fairly consistent with the notion that offending 
increases the risk of victimization (Broidy, et al., 2006; Dobrin, 2001; Lauritsen, 
et al., 1991; Nieuwbeerta & Wittebrood, 1999; Shaffer, 2003; Smith & Ecob, 
2007), the underlying mechanisms remain largely untested. One of the most 
common explanations in many studies is that offenders more often associate 
with other criminals, because of the group nature of offending, which in turn 
places them at risk for victimization. Not surprisingly, many scholars have 
argued that understanding the victimization-offending relationship requires 
an understanding of peer contexts (Fagan, et al., 1987; Lauritsen, et al., 1991; 
Shaffer & Ruback, 2002). Yet, the few studies that have examined the role of 
friends for explaining the relationship between offending and victimization 
solely focused on whether delinquent friends influence people’s risk of 
victimization and offending (influence). Largely neglected in past studies is 
an explicit focus on who selects whom as friend (selection). This lacuna is 
rather surprising as selection of friends is an important process on its own 
and fundamental for a better understanding of how the social network of 
individuals can account for the victim-offender overlap. If offenders indeed 
are more likely to befriend and associate with other offenders (selection) and 
friends of offenders have a higher risk of victimization (influence), then a better 
understanding of the combined friendship selection and influence processes 
may help to explain why offending is causally related to victimization. The 
current study builds on previous research by examining whether and how 
friendship selection (Chapter 3) and influence (Chapter 4) processes related 
to crime can explain this causal relationship. This study thereby not only 
investigates the role of friends in explaining the influence of offending on 
subsequent victimization, but also whether having friends involved in crime 
can explain why victims are more likely to become offenders themselves. To 
test these assertions, I extend frequently used explanations with additional 
theoretical notions from several different disciplines. 
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  First, to examine whether and why victims and offenders engage in 
friendships based on similar experiences with crime (selection), the study uses 
three general notions from the sociological literature on partner selection 
(Kalmijn, 1998): (1) people’s preferences to associate with others similar to 
themselves; (2) the tendency of people to select from the pool of individuals 
available to them, known as the opportunity explanation, and (3) interference 
of persons who are not directly involved in the relationship, known as the 
third parties explanation. Studying these explanations provides more insight 
into why individuals would seek out friends with similar crime experiences 
(Chapter 3). 
 Second, this study investigates the extent to which crime involved-friends 
influence criminal involvement of those around them (influence). So far, 
most of the evidence of delinquent peer influence on the risk of offending 
and victimization is based on samples of adolescents. Because friends 
generally have more influence during adolescence than at any other point 
in life (Steinberg & Monahan, 2007), it remains to be seen whether friends’ 
involvement in crime also influences such behaviors of adults. Moreover, while 
the influence of delinquent peers has been widely studied, little attention has 
been devoted on whether the risk of victimization is also transmitted among 
friends. Nevertheless, recent studies on bullying show that the friends of those 
who are bullied are more likely to be bullied themselves (Sijtsema, Rambaran, 
& Ojanen, 2012). Furthermore, the literature on (near) repeat victimization 
indicates that in the wake of an initial crime, the same and nearby targets 
run a greater risk of victimization ( Johnson et al., 2007; Lammers, Menting, 
Ruiter, & Bernasco, 2015). These studies provide explanations as to why 
friends of victims may face a higher risk of victimization themselves. Chapter 
4 therefore not only examines the influence of delinquent friends on people’s 
own involvement in crime as victims and/or offenders, but also whether 
associations with victimized friends influence people’s risk of victimization. 
By combining friendship selection (Chapter 3) and influence (Chapter 4) 
processes this study provides more insight into how associations with crime-
involved friends can explain the often reported positive causal reciprocal 
relationship between victimization and offending. 
The influence of victimization on subsequent offending
Next to offending influencing the risk of victimization, scholars have argued 
that being victimized also increases the risk of engaging in criminal activities. 
Past studies consistently documented long-term positive effects of childhood 
victimization on the likelihood of future offending (Bandura, 1973; Teague, 
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Mazerolle, Legosz, & Sanderson, 2008). The current study sets out to explain 
the short-term effects of experiences with victimization, during late adolescence 
and adulthood, on the likelihood of criminal offending. Victimization is often 
perceived as an unjust or even traumatic event. Consequently, a victimization 
experience may lead to several emotional reactions, such as anger, anxiety or 
psychological stress, and some cope with these feelings by seeking revenge 
against the people who they believe have harmed them. Besides emotional 
consequences, the experience with victimization may also have practical 
consequences, such as the inability to use the stolen items and the monetary 
expenses of replacing them (Averdijk, 2011). These practical consequences 
may make victims want to compensate their losses by stealing the belongings 
of others or by seeking revenge against those possibly responsible for the 
loss. While one may also expect that the experience with victimization may 
lead individuals to undertake precautionary measures in order to prevent 
themselves from future victimization, Averdijk (2011) did not find evidence 
for this; people do not change their daily routines into safer ones after 
experiencing victimization. 
 While the emotional and practical consequences of victimization may 
directly increase the risk of offending, psychological research on affect and 
criminal decision-making has suggested that emotional states, such as anger, 
may also influence the risk of criminal conduct by altering the perceptions 
of the associated costs and benefits (Van Gelder, Reynald, & Elffers, 2014). 
According to these scholars, angry people seek immediate gratification and 
tend to disregard the future consequences of their behaviors (Carmichael & 
Piquero, 2004; Exum, 2002). According to rational choice theory, criminal 
decision-making involves weighing the costs and benefits of crime. If 
victimization indeed makes people angry and angry people weigh the costs 
and benefits of crime differently, victimized people would be more likely to 
engage in crime than people who were not a victim of crime. Failing to properly 
weigh the costs and benefits of crime when faced with a decision either or not 
to engage in criminal behavior may then explain why victims run a greater 
risk of offending than non-victims. This study contributes to the literature by 
examining whether victimization indeed changes victims’ assessment of the 
costs and benefits of committing crime, so that they are more likely to engage 
in criminal activities than non-victims (Chapter 5). This way, the study 
provides an additional explanation as to why victims would have an elevated 
risk of becoming offenders. 
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1.4 Data
To answer the central research question of this study, data from different 
sources were used. The first source consisted of large-scale victimization 
surveys combined with annual police register data on offending. These data 
were used to provide a detailed description of the reciprocal victimization-
offending relationship in the Netherlands (Chapter 2). Specifically for this 
thesis, a unique data collection was also started (CrimeNL; Tolsma, Rokven, 
Van Groenestijn, Gouweleeuw, and Goudriaan, 2014). CrimeNL is a study 
of individuals’ experiences with crime in the Netherlands. This study used these 
data to provide more insight and test the proposed underlying explanations for 
the relationship between victimization and offending (Chapter 3, 4, and 5). 
Victimization surveys and criminal register data
The first data source of this dissertation consisted of large-scale annual 
victimization surveys combined with longitudinal registration data on 
suspects. To study victimization, data from the National Safety Monitor 
(VMR) and the Integrated Safety Monitor (IVM) were used (2006-2010). 
The observations from both surveys were nationally representative for the 
Dutch population aged 15 years and older. By means of personal identification 
records, provided by Statistics Netherlands, I was able to match these survey 
data to the longitudinal registration data on suspects. Data on suspects were 
based on the Suspect Identification System (HKS), a database in which the 
Dutch Police register suspects (2001-2010). HKS contains all official reports 
by the police since 1996 on suspects aged 12 year and older (see Chapter 2 for 
more detailed information). 
 By combining the victimization surveys with official police registration 
data, I obtained a very large sample (108,078 respondents) that allowed 
me to study the victimization-offending relationship from a longitudinal 
perspective. This longitudinal design enabled me to specify the temporal 
order of victimization and offending which was important for testing the 
relative importance of the population heterogeneity and dynamic causal 
perspective. The use of official registration had the advantage that it 
contained information about persons who were suspected of serious types 
of crimes, which is difficult to obtain from self-reports. Moreover, official 
records are not affected by respondents’ errors in recall in the timing of crime 
experiences or by social desirability to disclose criminal behaviors, as may be 
the case in self-reports (Van Kerckvoorde, 1995). By means of the personal 
identification numbers, I was also able to combine the data on victimization 
and offending with data from the Municipal Administration (i.e., gender, 
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ethnicity and age), which allowed me to examine the extent to which shared 
socio-demographic characteristics of victims and offenders can account for 
the reciprocal victimization-offending relationship. As such, this large-scale 
dataset was suitable for providing a detailed description of the longitudinal 
reciprocal victimization-offending link among a nationally representative 
sample of Dutch individuals (Chapter 2). 
CrimeNL
For the purpose of this study on the explanations for the victim-offender 
overlap, a new data collection was started (CrimeNL). CrimeNL (Tolsma, 
et al., 2014) is a collaborative effort of the Department of Sociology of the 
Radboud University Nijmegen (RU) and Statistics Netherlands (CBS), 
and involved a longitudinal study of individuals’ experiences with crime in 
the Netherlands. The sample population of CrimeNL was Dutch speaking 
individuals aged between 16 and 45, who were registered on January 1st 
of each year in the Municipal Administration (GBA) of the ten largest 
municipalities of the Netherlands (Amsterdam, Rotterdam, ‘s-Gravenhage, 
Utrecht, Eindhoven, Tilburg, Almere, Groningen, Breda, and Nijmegen); a 
group with an increased risk of both victimization and offending as compared 
to the general Dutch population (see Chapter 3, 4, and 5 for more detailed 
information). The survey used a mixed-mode design with interviews 
completed by both computer assisted web interviews (CAWI) and computer 
assisted telephone interviews (CATI).
  One of the main advantages of CrimeNL is that it contained very rich 
information about people’s experiences with crime as victims and offenders 
(of various types of offences, i.e., violent crimes, property crimes, vandalism), 
as well as detailed information on known risk factors of victimization and 
offending, such as friendship networks and lifestyles indicators. These data 
allowed me to simultaneously test explanations related to the population 
heterogeneity and dynamic causal perspective. For the same reason, I also 
included factorial survey experiments in CrimeNL. In these experiments, 
respondents were presented with short (written) descriptions of hypothetical 
offending opportunities and subsequently asked to rate the likelihood they 
would commit the crime given the circumstances (see Chapter 5 for more 
details). By holding the opportunity structures constant, this study provides 
a stronger test of the spuriousness hypothesis than most previous studies. 
Moreover, as the sample of CrimeNL was drawn from municipal population 
registers, the data could be combined with other datasets, including the 
aforementioned police register data on offending. This allowed me to assess 
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how meeting opportunities with offenders may have influenced the friendship 
selection choices of respondents. As such, the strengths of the two data sets 
matched the aims of this study very well. 
1.5 Outline of the book
The next four chapters present empirical studies on the victimization-
offending relationship. The chapters were written as separate journal 
articles, which results in some repetition. Table 1.1 presents an overview of 
the research questions, dependent variables, data sources, and the methods 
that were used in each empirical chapter (see also Figure 1.1 for a schematic 
overview of the empirical chapters). In the final chapter of this book I will 
summarize the main findings of this study. I will reflect on the implications 
of my empirical studies, discuss the limitations of this study, and will give my 
opinion on which direction future research should take.
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1Title Research questions Dependent variables Data Sources Methods
Chapter 2 The 
victimization-
offending 
relationship 
among 
adults in the 
Netherlands
To what extent do offenders 
have an increased risk of 
victimization? To what extent 
do victims of crime have an 
increased risk of offending? 
To what extent can the 
reciprocal relationship 
between victimization and 
offending be explained by 
shared socio-demographic 
characteristics of victims and 
offenders (i.e., gender, age, 
and ethnicity)?
Victimization (violent, 
property, vandalism)
Offending (violent, 
property, vandalism)
Victimization; 
IVM & VMR  
(2006-2010)
Self-reports 
Offending;  
HKS  
(2001-2010) 
Official register 
data 
Stepwise logistic 
regression
Chapter 3 Friendship 
selection 
processes 
related to 
victimization 
and offending
To what extent do victims 
select victims and/or 
offenders as friends? To what 
extent do offenders select 
victims and/or offenders are 
friends?
Friends’ victimization 
(unspecified; all types 
of crime)
Friends’ offending
(unspecified: all types 
of crime)
CrimeNL;  
(2012-2014)
Self-reports
Multilevel logistic 
regression
Chapter 4 Friendship 
influence 
processes 
related to 
victimization 
and offending
To what extent do offending 
friends affect the likelihood of 
victimization and offending? 
To what extent do victimized 
friends affect the likelihood of 
victimization and offending?  
Victimization (violent, 
property, vandalism)
Offending (violent, 
property, vandalism)
CrimeNL; 
(2012-2015) 
Self-reports
Fixed-effect 
logistic regression
Chapter 5 Are victims 
of crime 
more likely 
to commit 
offenses than 
non-victims 
when in similar 
situations?
To what extent do victims 
and people with no past 
experiences with crime differ 
in their likelihood to commit 
(minor) hypothetical offenses 
when in a similar situation? 
To what extent do victims 
respond differently to the 
costs and benefits of crime 
in their decision to commit 
(minor) hypothetical offenses 
compared to people with no 
recent experiences with crime 
and offenders?
Intentions to offend 
(property crimes)
CrimeNL; 
(2012, 2014, 
2015) 
Self-reports
Cross-classified 
multilevel logistic 
regression
Table 1.1: Overview of the empirical chapters
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* An adapted Dutch version of this chapter has been published as: 
Rokven, J., Ruiter, S. & Tolsma, J. (2013). Dader, slachtoffer of beiden? 
De samenhang tussen daderschap en slachtofferschap onderzocht. 
Tijdschrift voor Criminologie, 55(3), 278-298.
Chapter 2
The victimization-offending 
relationship among adults in 
the Netherlands* 
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2.1 Introduction
Past studies have shown that offenders often have been victimized themselves 
and they have a higher chance of subsequent victimization than non-offenders 
(Lauritsen, et al., 1991; Nieuwbeerta & Wittebrood, 1999; Reep & Oudhof, 
2009; Sampson & Lauritsen, 1990; Smith & Ecob, 2007). Although research 
consistently documented a strong connection between victimization and 
offending, there are still important questions regarding the nature of this 
relationship. To some extent this is due to the that fact much of the evidence 
for the positive relationship between victimization and offending is based on 
samples of adolescents and young adults in the United States and the United 
Kingdom. Very little is known about the relationship among adults and in 
countries other than the United States and the United Kingdom, such as the 
Netherlands. In this chapter, we build upon these studies and examine whether 
there is a reciprocal relationship between victimization and offending among 
a nationally representative sample of Dutch adults. 
  The strong empirical evidence for the victim-offender overlap has led to 
the development of several ideas as to why the same individuals often become 
both victims and offenders. Two types of explanations for the relationship 
between victimization and offending are usually given in criminological 
literature. The first explanation contends that offenders and victims are 
in many ways similar to each other (Hindelang, et al., 1978). As the same 
risk factors would increase the risk of both victimization and offending, the 
relationship between the two would be spurious (Ousey, et al., 2011; Sampson 
& Lauritsen, 1990). The second explanation for the link between offending 
and victimization is that offending exerts a direct influence on the likelihood 
of becoming victimized and victimization exerts a direct influence on the risk 
of offending (Agnew, 2001; Lauritsen, et al., 1991; Ousey, et al., 2011). By 
employing a longitudinal research design, this study is able to assess whether 
empirical evidence is more consistent with theories that propose a spurious 
association or with theories that propose a causal reciprocal relationship 
between victimization and offending. In doing so, this chapter examines the 
extent to which the relationship can be explained by the fact that certain 
socio-demographic characteristics of individuals (i.e., gender, ethnic origin, 
and age) increase the risk of both victimization and offending. The research 
questions of this chapter read:
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To what extent do offenders have an increased risk of victimization? To what 
extent do victims of crime have an increased risk of becoming offenders? And to 
what extent can the reciprocal relationship between victimization and offending 
be explained by shared socio-demographic characteristics of victims and offenders 
(i.e., gender, age, and ethnicity)?
 To study these research questions, we combine data from large-scale 
victimization surveys, obtained from Statistics Netherlands, with annual 
police register data on offending, obtained from the Dutch National Police 
Services (KLPD). 
2.2 Theoretical background
Population heterogeneity perspective 
A first explanation for the close association between victimization and 
offending contends that victimization and offending are explained by the 
same risk factors, and this is why a link between the two is observed, i.e., 
the relationship is spurious. In criminology this is often referred to as the 
population or risk heterogeneity perspective (Pauwels & Svensson, 2011; 
Sampson & Lauritsen, 1990). One of the most common explanations within 
this perspective is that victims and offenders have comparable lifestyles. 
Risky lifestyles would enlarge the risk of both victimization and offending 
(Hindelang, et al., 1978). Furthermore, because of the similarities in lifestyles, 
victims and offenders would encounter each other relatively often; they 
are part of the same social network and meet each other during (the same) 
daily activities. This phenomenon – the tendency of people to associate 
with those who are similar to themselves – is also known as “the principle 
of homophily” (McPherson, et al., 2001). As the general proposition from 
lifestyle/routine activity theories is that people who more often encounter 
potential offenders have an increased risk of victimization, it can be expected 
that those who share a comparable lifestyle with potential offenders have 
an increased risk of becoming victimized. Moreover, it has been argued that 
offenders often commit their crimes with other offenders. This co-offending 
increases offenders’ exposure to other offenders, and therefore their own risk 
of victimization would be relatively large too. Because lifestyles are related 
to both victimization and offending, the relationship between offending and 
victimization would be spurious.
  Important individual characteristics associated with risky lifestyles are 
gender and ethnicity. Men and immigrants run higher risks of victimization 
than women and natives (Hindelang, et al., 1978; Pauwels & Svensson, 2011; 
Sampson & Lauritsen, 1990). At the same time, men and ethnic minorities 
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are overrepresented in offender statistics (Blom, Oudhof, Bijl, & Bakker, 
2005). In this chapter, we therefore investigate the extent to which gender 
and ethnicity can account for the proposed relationship between offending 
and victimization.  
  Besides stable characteristics, time-varying characteristics of individuals 
can also play a role in explaining the relationship between offending 
and victimization. Aggregated victim- and crime rates consistently show 
that the risk of victimization and offending are strongly related to age 
(Averdijk, 2011; Blokland & Nieuwbeerta, 2005; Sampson & Laub, 2003). 
The likelihood of both victimization and offending rises from the teens to 
the end of adolescence, after which the chances gradually decline during 
adulthood. Scholars have argued that this age crime curve is the result of 
individuals experiencing life transitions (labor market entry, relationships, 
employment) that are strongly associated with a person’s age. The decrease 
in offending would then be caused by the fact that, with the increase of age, 
more people experience crime-inhibiting changes in their lives (Blokland 
& Nieuwbeerta, 2005; Sampson & Laub, 2003). The same life course 
transitions are also found to affect the likelihood of victimization (Daigle, et 
al., 2008). For instance, marriage not only reduces the chance of offending 
but also reduces the risk for victimization. To study the extent to which age 
– and implicitly the associated life transitions – play a role in the observed 
relationship between offending and victimization, we investigate the extent to 
which the relationship can be explained by the fact that young persons have 
higher risks of both victimization and offending than older persons. 
 
Dynamic causal perspective
The second explanation for the relationship between offending and 
victimization contends that there is a true cause-and-effect relationship 
between victimization and offending; offending itself would increase the 
risk of victimization, and victimization would increase the risk of offending 
(Agnew, 2001, 2002; Lauritsen, et al., 1991; Ousey, et al., 2011). 
  Victimization is often seen as an unjust and sometimes even traumatic 
event. As such, a victimization experience may lead to several emotional 
reactions, such as anger and anxiety, and some cope with these emotions by 
seeking revenge against those who they believe have harmed them. Increased 
feelings of injustice potentially also play a role in this decision. When people 
feel mistreated, they might be motivated to engage in criminal activities 
themselves. This mechanism not only applies to victims of violent crimes, 
but also victims of property crimes might have an increased risk of becoming 
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offenders themselves. Specifically, the loss of property and the monetary 
expenses of replacing them may make victims of property crimes want to 
compensate their losses by stealing the belonging of others or by seeking 
revenge against those possibly responsible for the loss.
  The foregoing examples show that the experience with victimization may 
increase the risk of criminal offending. Yet, the opposite is also possible. 
Offenders may experience retaliation at the hands of their victims or by family 
members of their victims. Involvement in criminal activities thereby increases 
the risk of victimization (Ousey, et al., 2011; Sampson & Lauritsen, 1990). 
It has been further been argued that offenders are attractive targets for crime 
because they are unlikely to report victimization to the police and may have 
valuable and easily disposable commodities (Lauritsen, et al., 1991; Sparks, 
1982). 
  Although previous research has convincingly shown that victimization and 
offending frequently occur among the same individuals (Hindelang, et al., 
1978; Pauwels & Svensson, 2011; Sampson & Lauritsen, 1990), little attention 
has been paid to the temporal ordering of victimization and offending. In order 
to study the temporal order, longitudinal data on the same persons at different 
time points are required. The few studies that have examined victimization 
and offending from a longitudinal perspective are limited to adolescents and 
have measured offending through individual self-reports (Lauritsen, et al., 
1991; Ousey, et al., 2011; Smith & Ecob, 2007). Most of these studies show 
that, among adolescents and young adults, victimization experiences increase 
the risk of offending, and offending in turn increases the risk of victimization 
(but see Ousey, et al., 2011). Research that has focused on victimization 
and offending separately shows that adults in general face lower risks of 
victimization and offending (Daigle, et al., 2008; Menard, 2012), and as such, 
it remains unclear whether these results can be generalized to a representative 
sample in the Netherlands. 
  Furthermore, much of the evidence for the reciprocal relationship between 
victimization and offending is based on samples in the United States and 
the United Kingdom. In the Netherlands, there is only one study that has 
examined the relationship from a longitudinal perspective. Using data from 
a general population sample, Reep and Oudhof (2009) examined the extent 
to which offending contributed to the risk of victimization among adults. 
The results of their study indicated that offenders are more likely to become 
victims of crime than non-offenders. The authors lacked the necessary data 
to study the causal impact of victimization on offending. The current chapter 
contributes to prior research by studying the causal reciprocal relationship 
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between victimization and offending among (a nationally representative 
sample of ) the Dutch population. 
It is important to emphasize that the explanations for the relationship between 
victimization and offending are not mutually exclusive. It is possible that the 
relationship is only partly attributable to common characteristics of victims 
and offenders, whereas the other part results from causal reciprocal effects. 
Controlling for shared characteristics of victims and offenders might shed 
light on the true causal relationship between victimization and offending. 
Figure 2.1 shows the theoretical model. Arrow A and B signify the true causal 
effects, with offending influencing victimization risk (A) and victimization 
influencing the risk of criminal offending (B). The other arrows (C) signify 
the spurious relationship between victimization and offending, in which the 
exogenous background characteristics – gender, age and ethnicity – explain 
both victimization and offending. 
2.3 Data and methods
Victimization surveys
To study victimization, data from the Safety Monitor (VMR) and the Integral 
Safety Monitor (IVM) are used. The data of VMR were collected in the first 
quarters of the years 2006 to 2008. IVM is the continuation of VMR and was 
conducted since 2008 in every last quarter of each year.1 The observations from 
both VMR and IVM are nationally representative for the Dutch population 
aged 15 years and older. Persons living in institutions, establishments and 
shelters are excluded.2 Because we aim to provide a detailed description of 
the relationship between victimization and offending in the Netherlands and 
Gender
Ethnicity
Age
Offending Victimization
A
B
CC
Figure 2.1: Theoretical model
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because we want to ensure the representativeness as much as possible, we 
excluded the regional oversampling of IVM.  
  In each year, respondents were asked to report their victimization 
experiences regarding the following crime-types: attempted burglary, burglary, 
bicycle theft, theft from car, car theft, vandalism to the car, pick-pocketing, 
other thefts, other vandalism, violent theft, sexual offenses, threat, assault, 
traffic offenses, and a category of “other” offenses. Individuals who indicated 
that they had been victimized were also asked to recall the year in which the 
most recent incident had taken place. In this study we coded respondents as 
victims if they indicated that they had been victimized in the calendar-year 
prior to the interview year.  
   Since empirical research shows a positive relationship between previous and 
subsequent victimization (Averdijk, 2011), we also control for individuals’ 
previous victimization experiences (see Figure 2.2). 
Official registration data of offending
Data on suspects are based on official police reports (HKS), obtained from 
the Dutch National Police Services (KLPD). The police have used this 
information system nationwide since 1996 to register suspects. All suspects 
aged 12 and older for whom a record of arrest is made are recorded in this 
system. Although this does not necessarily mean that this person will be 
convicted, approximately 90 percent of all suspects are found guilty at a later 
stage or receive a transaction offered by the Public Prosecutor. Moreover, 
registration should be undone when following acquittal (Blom, et al., 2005). 
So, although persons registered in police systems are legally only supects of 
crime as they have not been convicted, the study will refer to them as offenders.
  Respondents from the victimization surveys are classified as being 
offenders if they had been registered in HKS at least once in the respective 
year. For the analysis predicting future victimization this involves the year 
prior to the year in which respondents may or may not have been victims of 
crime. In the analysis predicting offending it involves the year after the year 
in which respondents may or may not have been victims of crime. In the 
latter analysis, we also take into account the criminal history of respondents 
(see Figure 2.2). 
  The use of official register data has the advantage that it contains 
information about persons who are suspected of serious types of crimes. In 
self-reports, individuals can be reluctant to reveal their engagement in criminal 
activities, which may lead to an under-representation of more serious forms of 
offending (Reep & Oudhof, 2009). Moreover, official records are not affected 
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by respondents’ errors in recall in the timing of crime experiences, as may be 
the case in self-reports (Van Kerckvoorde, 1995). Despite the advantages, the 
use of official police records also has some limitations. First, the suspects in 
official records form a select group of offenders. Official records only include 
offenders who are detected by police, but the majority of crimes are not 
detected: according to Eggen and Kessels (2011) the annual crime clearance 
rate is about twenty-five percent of all recorded crime, while about (only) a 
quarter of crimes are reported to the police. The degree of selectivity will also 
depend on the type of offense. Relatively minor offenses often go unreported 
by victims or witnesses (Huys, 2011; Tolsma, Blaauw, & Grotenhuis, 2012).
Combining the victimization surveys with the official register data of 
offending
Statistics Netherlands (CBS) provided the victim surveys and the official 
police records (HKS) with personal identification numbers, which makes 
it possible to identify whether respondents from the victimization surveys 
have committed any form of crime. By means of introduction letters in which 
Statistics Netherlands informed individuals about the fact that they match the 
data, respondents gave permission for matching the different data sources. The 
HKS data we use in this study include the years 2001 to 2010. Information on 
victims is based on the years 2006 to 2010. Because individuals are recorded 
into the HKS system from 12 years and older, and because we want to take into 
account previous police records when examining the effect of victimization 
on offending, we select from the victimization surveys respondents 17 years 
and older (see Figure 2.2). 
 The constructed dataset consists of 108,078 respondents. Of these 
respondents, 906 (0.84 percent) have been registered as offenders in 
HKS during the year of interview. This percentage is lower than Blom and 
colleagues (2005) have found (1.2 percent), but this may be due to the fact 
that offenders and immigrants (see also Table 2.1) are less likely to participate 
in surveys. The number of victims in a given year in the stacked VMR- and 
IVM surveys is 27,503, which is 25.5 percent of the total sample. 
Socio-demographic characteristics 
Data on gender, age, and country of origin are obtained from the Municipal 
Administration (GBA) and are matched to our data by using the same unique 
identification numbers of respondents. The variable age ranges from 17 to 98. 
Because the relationship between age and both victimization and offending 
is nonlinear, we included age squared into the models.3 In order to determine 
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the ethnicity of respondents we follow the standard definition of Statistics 
Netherlands: immigrants are individuals with at least one parent born abroad. 
We make a distinction between non-Western immigrants and Western-
immigrants, whereby the country of origin of the mother is leading. Persons 
from one of the countries in Europe (excluding Turkey), North America and 
Oceania, or Indonesia or Japan are indicated as Western-immigrants. People 
from countries in Africa, Latin America and Asia (excluding Indonesia and 
Japan) or Turkey are indicated non-Western immigrants. 
 Table 2.1 shows the numbers of respondents by variables and characteristics 
of the respondents.
Offending (X) before victimization (Y)
Victimization (X) before offending (Y)
Victimization in the year prior to interview of VMR and IVM (period: 1 year)
HKS-registration (period: 1 year)
Previously victimized (VMR / IVM, period: 4 years)
Previous HKS-registration (period: 4 years)
X Y
X Y
Figure 2.2: Data structure
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Table 2.1: Descriptive statistics
N %/mean
Victimization
Not victimized in the year prior to the year of interview 80,575 74.6%
Victimized in the year prior to the year of interview 27,503 25.5%
Offender after victimization 
Non-offender one year after victimization survey 107,232 99.2%
Offender one year after victimization survey 846 0.8%
Offender prior to victimization
Non-offender one year prior to the victimization survey 107,082 99.1%
Offender one year prior to the victimization survey 996 0.9%
Previously victimized
Not previously victimized 56,406 52.2%
Previously victimized 51,672 47.8%
Previously offended 
Not previously offended 104,913 97.1%
Previously offended 3,165 2.9%
Males 51,930 48.1%
Females 56,148 52.0%
Native Dutch 93,054 86.1%
Non-western immigrant 5,981 5.5%
Western immigrant 9,043 8.4%
Age - 47.7
Total number of respondents (IVM & VMR) 108,078 100%
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2.4 Results
Victimization 
Figure 2.3 shows that offenders are more likely to become victims of crime 
than people who have no criminal history in offending. Approximately a 
quarter (25.3 percent) of the persons who have not committed crime became 
victimized, compared to 40.4 percent of those who had been engaged in 
criminal activities in the previous year themselves. The risk of victimization 
is thus 60 percent higher (100 * (40.4 – 25.3) / 25.3) for offenders than for 
non-offenders.
  Figure 2.3 furthermore shows that not only offending is related to the risk 
of victimization, but also prior victimization experiences increase people’s 
risk of being victimized. Persons who have been both victims and offenders 
run the highest risk of future victimization (45.1 percent). Nonetheless, 
even after taking into account prior victimization experiences, we still find a 
positive association between offending and victimization. 
 Reep and Oudhof (2009) had already shown that offenders have a greater 
risk of victimization than non-offenders. With richer data we demonstrate that 
this relationship holds after controlling for prior victimization experiences.
Offending
Figure 2.4 shows the likelihood of criminal offending among persons who have 
and have not been previously victimized. The figure clearly shows that victims 
more often engage in criminal behaviors than non-victims. The likelihood of 
committing offenses is almost two and a half times larger for victims (1.36 
percent) than for non-victims (0.59 percent). This is not caused by the fact 
that some people already had been engaged in criminal activities, which can be 
seen when we compare individuals who have previously offended with those 
who have not previously offended. For persons with – according to the HKS 
– no previous crime record, the likelihood of offending is more than twice as 
large after victimization (0.41 percent vs. 0.89 percent). For past offenders, 
the likelihood of offending after victimization increases by 45 percent (7.64 
percent vs. 11.11 percent).
 Together, these results demonstrate, for the first time in the Netherlands, 
that next to offending increasing the victimization risk, victimization is also 
positively related to future offending. 
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Figure 2.3: Victimization risk among non-offenders and offenders (total number of victims is 
27,503).
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Figure 2.4: Offending risk among non-victims and victims. The total number of registered 
offenders (after the victimization survey) is 846.
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The influence of offending on subsequent victimization 
To determine whether the reciprocal relationship between victimization and 
offending as shown in Figures 2.3 and 2.4 holds after controlling for gender, 
age, ethnicity and previous victimization experiences or previous HKS 
registrations, we perform a stepwise logistic regression analysis. The results 
of this analysis are summarized in Table 2.2.
  In line with previous research, Model 1 of Table 2.2 demonstrates that 
the relationship between offending and victimization is indeed positive and 
statistically significant: offenders are significantly more likely to be victimized 
than non-offenders (b = 0.692; OR = 1.997). The Nagelkerke R2 (0.001), 
however, shows that only a small part of the variance in victimization can be 
explained by people’s engagement in criminal behaviors. 
  Model 2 shows that young people and men are more likely to be victims 
of crime than elderly and women. Compared to native Dutch, Western 
immigrants are also at greater risk of victimization. Non-western immigrants, 
on the other hand, do not differ significantly from the native Dutch. 
Furthermore, although the parameter estimate for offending has decreased 
by 43 percent (100 * (0.391-0.692) / 0.692), even after controlling for the 
influence of gender, age and ethnicity, we still find a positive significant 
relationship between offending and subsequent victimization. 
  The results of Model 3 show that (previous) victimization is a better 
predictor of the logit of victimization (odds ratio = 2.3) than (previous) 
offending (odds ratio = 1.8). In Model 4, we included both the background 
characteristics and (previous) victimization experiences. Note that the 
influence of past victimization on future victimization can partly be explained 
by differences in background characteristics between individuals. That 
being said, even after controlling for socio-demographic characteristics 
of individuals and past experiences with crime, we still find a positive and 
significant relationship between offending and subsequent victimization. 
Nonetheless, the parameter estimate has decreased substantially (a decrease 
of 52 percent). A substantial part of the relationship between (previous) 
offending and (subsequent) victimization thus proves to be explained 
by prior victimization experiences and differences in socio-demographic 
characteristics of individuals. The Nagelkerke R2 (0.091) furthermore shows 
that part of the variation in victimization can be explained by offending, 
previous victimization experiences and socio-demographic background 
characteristics of individuals.
  The results of Model 5 indicate that the relationship between offending 
and subsequent victimization is not statistically different for men and women. 
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However, we do find evidence that the effect of offending on the likelihood of 
victimization is weaker for immigrants than for natives. Also, for people who 
have been previously victimized, we find a negative interaction parameter. 
This means that the influence of offending on victimization is smaller for 
those who were previously victimized. 
  It is important to emphasize that non-significant interaction terms with 
respect to the logit not necessarily mean that there are no interaction effects 
on the chances (Ai & Norton, 2003). The interaction effects with regard 
to the chances also depend on other covariates (and random effects). On 
the basis of the results in model 5, we therefore calculated the likelihood 
of victimization for each of the different subgroups. The results indicated 
that for all groups, the risk of victimization is higher among offenders than 
among non-offenders, at least for people who had no prior victimization 
experiences. For those who were victimized in the past, the results are more 
nuanced. In particular for immigrants, the impact of offending on subsequent 
victimization is sometimes negative; Western immigrant men who had been 
involved in criminal activities, and who had been previously victimized, have 
a lower likelihood of future victimization (see Figure 2.5). This also holds for 
non-Western immigrant men aged 30 and older and for Western immigrant 
women aged 25 and older (see Figure 2.5).
The influence of victimization on subsequent offending
The first Model of Table 2.3 shows the effect of victimization on the likelihood 
of criminal offending. Model 1 shows that victims have a significant higher 
likelihood of becoming offenders than non-victims (b = 0.845; OR = 2.328). 
The Nagelkerke R2 (0.015) shows that a small proportion of the variance in 
offending is explained by victimization.
  Model 2 shows that especially young men of non-Western origin are at 
risk of becoming offenders. Nevertheless, even after controlling for the 
aforementioned risk factors, the relationship between the (prior) victimization 
on (future) offending remains positive and significant. 
  Model 3 shows that the most powerful predictor of future offending is past 
offending (OR = 16.783). Model 4 shows that part of the relationship between 
past and subsequent offending is related to socio-demographic background 
characteristics of individuals. Approximately half of the association 
between victimization and future offending can be explained by previous 
HKS registrations and socio-demographic background characteristics of 
individuals (100 * (0.440-0.845) / 0.845). So again, a considerable part of 
the relationship turns out to be spurious. 16.5 percent of the variance in 
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Figure 2.5: Victimization risk among offenders and non-offenders who have previously been 
victimized – by ethnicity, gender and age.
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offending can be attributed to individuals’ victimization experiences, previous 
HKS registrations and socio-demographic background characteristics of 
individuals.
  In Model 5 the interaction terms are added to the model. The results show 
that there are no statistically significant differences between groups when 
it comes to the influence of victimization on the likelihood of offending. 
Based on the findings in model 5, we subsequently calculated the chances 
of victimization for various subgroups. For all groups, the probability of 
offending is larger for victims than for non-victims. This holds for people with 
no history in offending as well as for those who were previous offenders. 
Robustness check
In order to provide more insight into how victimization and offending are 
linked, we additionally examine whether the relationship is dependent on the 
type of crime. We therefore categorize both victimization and offending into 
two types of crime: violent crimes and property crimes. 
  First, we examine whether the influence of offending on subsequent 
victimization is dependent on the type of crime. The results of this analysis 
(see Appendix 2.1) show a positive relationship between offending and 
victimization for both violent and property crimes. Although the relationship 
is strongest for violent crimes, even after controlling for differences in socio-
demographic characteristics and past victimization experiences, we also find 
a positive relationship between offending and subsequent victimization for 
property crimes. 
  For the influence of victimization on subsequent offending, the results 
indicate that especially victims of property crimes are likely to engage in 
criminal offending themselves (Appendix 2.2). The results also demonstrate 
a positive relationship for the other types of crimes. There is only one 
exception; the likelihood of property offending is not statistically different 
for victims and non-victims of violent crimes. 
2.5 Conclusion and discussion
In this chapter we examined the extent to which offenders are at risk of 
becoming victimized and the extent to which victims are at risk of becoming 
offenders. To study these relationships, data of large-scale victimization 
surveys were combined with annual police register data on offending. The 
results show that offenders of crime have a higher likelihood of victimization 
than non-offenders, even after taking into account prior victimization 
experiences, gender, etnicity and age. Approximately half of the observed 
45
2
 
M
od
el
 1
M
od
el
 2
M
od
el
 3
M
od
el
 4
M
od
el
 5
 
b
se
Ex
p(
b)
b
se
Ex
p(
b)
b
se
Ex
p(
b)
b
se
Ex
p(
b)
b
se
Ex
p(
b)
Vic
tim
iza
tio
n
0.8
45
**
*
0.0
70
2.3
28
0.5
24
**
*
0.0
71
1.6
89
0.6
57
**
*
0.0
71
1.9
29
0.4
40
**
*
0.0
73
1.5
53
0.4
02
**
0.1
69
1.4
94
Fe
m
ale
 (m
ale
 =
 re
f)
-1
.46
5
**
*
0.0
87
0.2
31
-1
.17
4
**
*
0.0
89
0.3
09
-1
.29
1
**
*
0.1
21
0.2
75
No
n-
we
ste
rn
 im
m
ig
ra
nt
 (N
at
ive
 D
ut
ch
=
 re
f)
0.9
77
**
*
0.0
94
2.6
56
0.6
61
**
*
0.0
98
1.9
37
0.7
44
**
*
0.1
29
2.1
04
W
es
te
rn
 im
m
ig
ra
nt
 (N
at
ive
 D
ut
ch
 =
 re
f )
0.3
50
**
*
0.1
21
1.4
20
0.3
27
**
*
0.1
22
1.3
87
0.3
26
**
0.1
63
1.3
86
Ag
e (
Ag
e 1
7 =
 0)
-0
.06
1
**
*
0.0
07
0.9
41
-0
.05
0
**
*
0.0
07
0.9
51
-0
.05
1
**
*
0.0
09
0.9
50
Ag
e^
2 (
Ag
e 1
7 =
 0)
0.0
00
**
*
0.0
00
1.0
00
0.0
00
**
*
0.0
00
1.0
00
0.0
00
*
0.0
00
1.0
00
Pr
ev
iou
sly
 off
en
de
d (
no
 =
 re
f)
2.8
20
**
*
0.0
76
16
.78
3
2.1
61
**
*
0.0
81
8.6
80
2.2
22
**
*
0.1
10
9.2
28
Ge
nd
er
*V
ict
im
iza
tio
n
0.2
71
0.1
80
1.3
12
No
n-
we
ste
rn
 im
m
ig
ra
nt
*V
ict
im
iza
tio
n
-0
.20
1
0.1
99
0.8
18
W
es
te
rn
 im
m
ig
ra
nt
*V
ict
im
iza
tio
n
-0
.00
7
0.2
47
0.9
93
Ag
e*
Vic
tim
iza
tio
n
-0
.00
2
0.0
14
0.9
98
Ag
e^
2*
Vic
tim
iza
tio
n
0.0
00
0.0
00
1.0
00
Pr
ev
iou
sly
 vi
cti
m
ize
d*
Vic
tim
iza
tio
n
-0
.12
6
0.1
62
0.8
82
In
te
rce
pt
-5
.13
2
**
*
0.0
46
 
 
-3
.49
6
**
*
0.0
85
 
-5
.43
4
**
*
0.0
51
 
-3
.99
3
**
*
0.0
92
 
-3
.96
2
**
*
0.1
17
 
Na
ge
lke
rk
e R
2
0.0
15
0.1
06
0.1
13
0.1
65
0.1
66
**
* p
<
0.0
1; 
**
 p<
0.0
5; 
* p
<
0.1
Ta
bl
e 
2.
3:
 L
og
is
ti
c 
re
gr
es
si
on
 f
or
 o
ff
en
di
n
g
46
relationship between offending and subsequent victimization can be explained 
by the fact that some people possess characteristics that increase the risk of 
both offending and victimization. These results support the idea that the 
relationship between offending and victimization is partly spurious. This 
said, even after controlling for previous victimization experiences and some 
socio-demographic characteristics of individuals, we still found a significant 
relationship between offending and victimization. As such, these findings 
indicate that there may exist a causal relationship between victimization and 
offending as well, in which offenders, as a consequence of their engagement 
in criminal activities, become victims of crime themselves (Sampson and 
Lauritsen, 1990; Smith & Ecob, 2007; Reep & Oudhof, 2009). We cannot 
rule out, however, that the relationship would have further reduced when 
other (unmeasured) characteristics had been accounted for. Nonetheless, our 
results are in line with the findings of Reep and Oudhof (2009), who already 
showed that offenders have a greater risk of victimization than non-offenders. 
This study shows that this relationship holds when previous victimization 
experiences are accounted for.
  Although people who are engaged in crime run a higher risk of being 
victimized than people who do not, it is important to notice that only a small 
proportion of victims in the Netherlands have been involved in criminal 
offending. Furthermore, it is important to emphasize, once again, that the 
conclusions of this chapter are based on suspect registrations. Although most 
studies on the relationship between victimization and offending are based on 
individual self-reports of offending, in which people may not always be honest, 
official registrations also have limitations (Reep & Oudhof, 2009). That is, 
not all offenders are registered in official police data. The conclusion of this 
chapter is, however, consistent with most previous studies that also reported 
a positive relationship between offending and victimization (Lauritsen, et al., 
1991; Pauwels & Svensson, 2011; Smith & Ecob, 2007).
  Furthermore, this chapter shows, for the first time for the Netherlands, 
that victimization increases the likelihood of becoming a criminal offender. 
This relationship is, at least partially, explained by victims and offenders 
sharing similar characteristics. Nonetheless, even after controlling for past 
offending and socio-demographic characteristics, we still found a significant 
relationship between victimization and subsequent offending. This confirms 
previous studies on the relationship between victimization and offending in 
the United States (Barnes & Beaver, 2012; Lauritsen, et al., 1991; Shaffer, 
2003; Shaffer & Ruback, 2002) and Scotland (Smith & Ecob, 2007). Smith & 
Ecob (2007) have shown that part of the relationship between victimization 
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and offending among adolescents in Edinburgh can be explained by common 
characteristics of victims and offenders. However, the conclusions of their 
study are, like most previous research, based on individual self-reports of 
offending that primarily contain minor offenses. 
  The finding that the relationship between victimization and offending 
can, at least partially, be explained by shared background characteristics is 
in line with lifestyle theory, which states that risky lifestyles contribute to 
the individual’s risk of both victimization and offending (Hindelang, et al., 
1978). Although we improved upon previous studies by also accounting for 
past experiences with crime, similar to most previous studies, we additionally 
only controlled for socio-demographic characteristics of individuals (Reep 
& Oudhof, 2009; Sampson & Lauritsen, 1990). With this in mind, we 
recommend future research to include more direct risk factors that relate to 
victimization and offending, such as drug and alcohol use, criminal networks 
and self-control (Schreck, et al., 2008). If the effects remain after controlling 
for risk factors not considered here, this would be consistent with the idea that 
victims change their attitudes and behaviors, which makes them more prone 
to engage in criminal activities. This may also contribute to the finding that 
victims have an increased risk of repeat victimization. According to previous 
research, this higher risk of future victimization is due to the fact that victims 
generally not change their lifestyles after their experience with victimization 
(Averdijk, 2011). An alternative explanation could be that victims do so by 
taking revenge and are therefore more likely to become victims of crime again. 
The results of this chapter support the possibility of the latter statement.
  Although the remaining relationship between offending and victimization 
may indicate that there exists a true cause-and-effect relationship, it is 
important to notice that the information on victimization and offending 
is based on annual surveys and police registrations. If there is a true causal 
relationship, it can be expected that victimization most likely occurs either 
immediately or shortly after the incident. If someone’s bike has been stolen 
it is more likely that this person will immediately replace the bike, even if 
this means that the person has to steal another person’s bike. Although some 
criminals probably have to look over their shoulder continuously, it seems 
more reasonable that retaliation takes place shortly after some initial incident. 
Because we assume that the true causal relationship evolves over shorter time 
spans, it can be expected that the reported relationship in this study is still 
partially spurious. Future research should therefore collect data that covers 
shorter time spans.  
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 This chapter shows that the reciprocal relationship between offending and 
victimization is stronger, for subgroups that run relatively low risks of offending 
and victimization. A possible explanation for this finding is that within these 
subgroups multiple problems come together. Literature on female offenders, 
for instance, shows that women become criminal offenders only after 
multiple risk factors come together, such as family members who have been 
in contact with the police, drug and alcohol use, problems with friends and 
acquaintances, and problems within the family (Holtfreter & Morasch, 2003; 
McCabe, Lansing, & Hough, 2002). For older persons we observe a similar 
pattern: in comparison to young offenders, older offenders oftentimes have 
problems with regard to relationships, alcohol use, and emotional wellbeing 
(Van der Knaap, Weijters, & Bogaerts, 2007). The vulnerable position of 
these persons may explain why their risk of victimization is particularly high. 
  This study shows that the risk of victimization is not always larger for 
suspects in comparison to non-suspects. In particular for (older) immigrants 
who have been previously victimized, it appears that being a suspect of crime 
decreases the likelihood of victimization. The exact reason for this finding 
needs to be further investigated. A possible explanation may be that potential 
offenders are more afraid of possible revenge attacks when they choose an 
immigrant victim, who has been both victim and offender, than when choosing 
a Dutch victim.
  Time-varying risk factors were not available to us, such as partying, alcohol 
use and the time individuals spend in unsupervised areas (Posick, 2013; 
Schreck, et al., 2008). Also, changes within the labor market, in relationships 
or in places of residence potentially affect the risk of both offending and 
victimization. Thus far, the consequences of these life course transitions 
have hardly been examined, despite the increased attention in studies that 
have focused on either victimization or offending (Blokland & Nieuwbeerta, 
2005). Our results seem to support the notion that there exists a direct 
reciprocal causal relationship between offending and victimization as well. 
It would be of future interest to examine the exact mechanisms behind this 
relationship, including time-varying risk factors and life course transitions.
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2.6 Notes
1  We did not use VMR 2005 since this survey is a pilot study and was only conducted on a 
limited scale. 
2  Since prisoners are not interviewed, the proportion offenders – and if there exists an association 
between victimization and offending, the proportion of victims – are underestimated.
3  Although the third, fourth and fifth polynomial also showed significant effects, adding these 
polynomials to the models did not substantial alter the results.
APPENDIX 2.1: Likelihood of victimization - controlled for prior victimization, gender,  
ethnicity, age, and age^2
  Likelihood of victimization
  Total Violent crime Property crime
Offending – total 1.398*** 2.075*** 1.454***
Offending – violent crime 1.614*** 2.624*** 1.350***
Offending – property crime 1.270*** 1.516*** 1.345***
*** p<0.01; ** p<0.05; * p<0.1
1 Controlled for the same type of offense as included in the dependent variable
APPENDIX 2.2: Likelihood of offending - controlled for prior offending, gender, ethnicity, 
age, and age^2
  Likelihood of offending
  Total Violent crime Property crime
Victimization – total 1.553*** 2.149*** 2.000***
Victimization – violent crime 1.799*** 1.933*** 1.357
Victimization – property crime 1.494*** 1.724*** 2.025***
*** p<0.01; ** p<0.05; * p<0.1
1 Controlled for the same type of offense as included in the dependent variable
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Chapter 3
Friendship selection 
processes related to 
victimization and offending*
* This chapter has been published as: Rokven, J.J., Tolsma, J., Ruiter, S. 
& Kraaykamp, G. (2016). Like two peas in a pod? Explaining friendship 
selection processes related to victimization and offending.  
European Journal of Criminology, 13(2): 231-256. 
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3.1 Introduction
Individuals tend to associate with those similar to them. This phenomenon, 
usually referred to as “homophily” has been found across a wide range of 
social relationships (e.g., marriage, cohabitating, friendships) and along 
many different dimensions of similarity (e.g., religion, ethnicity, education) 
(McPherson, et al., 2001). Similarities between friends are also a classic 
subject in criminology (Miller, 2010). Delinquent peers have been shown 
to be a very important factor for explaining criminal behavior. Given that 
both criminal behavior and victimization yield negative consequences for 
the individuals involved as well as for society as a whole (Hanson, Sawyer, 
Begle, & Hubel, 2010), it is important to further explore the extent of and 
explanations for friendship similarity with respect to experiences with crime. 
  The association between delinquent peer affiliations and criminal behavior 
is one of the most replicated findings in criminology. There has been quite 
some debate, however, on the causal mechanisms between peer delinquency 
and individuals’ own involvement in crime (Matsueda & Anderson, 1998; 
Warr, 2002). One explanation for such homophily in delinquent peer 
networks is that delinquent individuals intentionally seek each other’s 
company (Glueck & Glueck, 1950; Hirschi, 1969). This process may be 
caused by the formation of friendships with similar others (selection) but 
also by breaking ties with dissimilar others (deselection) (Kandel, 1978). An 
alternative explanation is that friends influence people’s delinquent behavior 
(Akers, 1973; Sutherland, 1947). Research examining selection and influence 
suggests that both processes take place (Warr, 2002). Although victimization 
research has paid little attention to friendship networks, recent research on 
bullying in schools provides evidence that victims of bullying are more likely 
to engage in friendships with others who were also victimized (selection) 
and, once formed, they are less likely to break friendships with similar others 
(deselection) (Sente, Dijkstra, Salmivalli, & Cillessen, 2013; Sijtsema, et al., 
2012). We will assess to what extent homophily can also be observed for 
offending and victimization among a sample of mainly adults. 
  Although several decades of research have shown a strong association 
between offending and victimization (Lauritsen et al., 1991; Smith and Ecob, 
2007; Rokven et al., 2013), prior research on friendship selection processes 
among victims and offenders has entirely ignored the overlap between victims 
and offenders. Treating victims and offenders as essentially unrelated groups 
may lead to a loss of vital information on the selection processes of victim-
offenders. If victim-offenders are distinct from victims-only and offenders-
only, as research suggests (Zaykowski, 2015), they may also select their 
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friends differently. Furthermore, understanding the friendship (de)selection 
processes of victims and offenders may also help to explain the victim-
offender overlap; if victims are more likely to befriend offenders (selection), 
and friends of offenders are more likely to become offenders themselves 
(influence), then understanding the friendship selection processes of victims 
may help to understand why they would also have an elevated risk of becoming 
offenders. 
  By studying both breaking friendship relations (i.e. deselection) and 
engaging in new friendships (selection), we are able to establish the extent 
to which the stability of friendship networks differs for victims, offenders, 
victim-offenders and those uninvolved with crime. Network instability may 
explain differences in network homophily; the more often people break 
friendship relations and the more often they engage in new friendships, the 
stronger the mechanisms that lead to homophily may affect the composition 
of the friendship networks. Although prior research showed that offenders 
generally have less stable friendships in comparison to non-offenders 
(Hirschi, 1969; Reiss, 1988; Warr, 1996), the stability of friendship networks 
has rarely been investigated for victims. So, to enhance our understanding 
of friendship homophily with respect to crime, we investigate the following 
questions in relation to crime involvement: ‘Who is (de)selecting friends?’ and, 
subsequently, ‘Who is (de)selecting whom and why?’. 
 We contribute to the literature by examining the extent to which crime 
involvement (as victims, offenders and victim-offenders) relates to friendship 
(de)selection among a sample outside the school context. We also add to the 
literature on the victim-offender overlap by assessing whether victim-offenders 
(de)select friends differently as compared to victims-only, offenders-only 
and those uninvolved with crime. Understanding the friendship selection 
processes of victims and offenders may help to explain the victim-offender 
overlap. Finally, this chapter aims to explain why people engage in friendships 
based on similar experiences with crime. From the sociological literature 
on partner selection (Kalmijn, 1998), we derive three general explanations: 
(1) people’s preferences to associate with others similar to themselves; (2) 
the tendency of people to select from the pool of individuals available to 
them, known as the opportunity explanation, and (3) interference of persons 
who are not directly involved in the relationship, known as the third parties 
explanation. 
  To answer our research questions we use CrimeNL panel data (Tolsma et al., 
2014), a longitudinal study of victimization and offending in the Netherlands. 
Most previous criminological network studies are restricted to adolescents 
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in school contexts. CrimeNL consists of individuals living in the ten largest 
municipalities of the Netherlands in the ages between 16 and 45.
3.2 Theoretical background
Network stability
Previous research shows that friendships are critical for the well-being 
of individuals. Friends provide individuals with self-esteem, support and 
affection (Hartup & Stevens, 1999). As a result, people who have friends 
generally feel better about themselves than people without friends. Despite 
the positive developmental outcomes of friendships, people differ in their 
ability to maintain stable friendships. Whereas most individuals maintain 
friendships over a long period of time, others form and break friendship ties 
often (Gottfredson & Hirschi, 1990).
  Previous research on delinquency and bullying among adolescents has 
shown that offending and victimization are strong predictors of friendship 
stability (Reiss, 1988; Sijtsema, et al., 2012; Warr, 1996). That is, offenders 
and victims are more likely to break friendships than individuals who have 
no experiences with crime. According to Reiss (1986), the instability in 
friendship networks of offenders can be explained by high rates of residential 
mobility, the incarceration of offenders, and the fact that some offenders 
desist from criminal activities over time. Instability in networks of victims is 
explained by the fact that victimized friends are less attractive as friends than 
non-victimized friends (Fox & Boulton, 2006). Given prior research we thus 
expect that both the networks of victims and offenders are less stable than of 
those who are not involved in crime. 
 Friendship dissolution may not only depend on characteristics of the 
individual (ego) or of those with whom one is befriended (alter) but also on 
the specific combination of the two (the dyad). The principle of homophily 
– which we will explain in more detail below – suggests that individuals are 
more likely to form and maintain friendships with those who are similar to 
themselves. Similarities in behavior provide support and confirmation of each 
other’s behavior, whereas dissimilarities may lead to friends growing apart 
and eventually stop being friends (Noel & Nyhan, 2011). So, even though 
offenders and victims are expected to be more likely to break friendships, 
this process may be attenuated by similarities in crime experiences between 
the individual and his or her friend. In this contribution we will investigate 
whether similarity in offending and victimization outweighs the presumed 
impact of one’s own offending and victimization experiences on breaking 
friendship relations. 
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For forming new friendships – the other side of the network stability coin – 
we investigate the impact of one’s own experiences with crime: do offenders, 
victims and victim-offenders more often form new friendships than those 
who are uninvolved with crime? Investigating whether alter and dyad 
characteristics (e.g., similarity) affect friendship formation would require the 
use of a full network study design in which the characteristics of all potential 
friendship candidates are known. This is not feasible among a representative 
sample of respondents as used here.
 The next question we turn to is ‘Who is selected and why? Addressing this 
question best describes how friendship network homophily arises. It is to the 
description of the three explanatory mechanisms (preferences, opportunities, 
and third parties) to which we turn next. 
Preferences for homophily
A first factor that may affect friendship selection are people’s own preferences 
to interact with similar individuals (McPherson, et al., 2001). In general 
people feel more comfortable with others who share similar characteristics 
and behaviors (e.g., age, lifestyles, religion). Similarities in characteristics 
and behaviors provide trust, mutual understanding, and confirmation of each 
other’s behaviors (Byrne, 1971). Therefore, it is likely that individuals prefer 
friends who are similar to themselves. 
 Offending and victimization could be criteria on which people purposefully 
select friends. Offenders could prefer friendship with others who are also 
involved in crime over friendships with law-abiding people, because offenders 
face fewer risks of exposure and a lower likelihood of arrest when they 
carefully select friends who will not turn them in to the police. Friends who 
are themselves involved in criminal activities are less likely to do so, because 
they face similar risks (Flashman & Gambetta, 2013). Another reason 
why offenders may seek each other’s company is that offending networks 
potentially provide opportunities for exchange of both material (e.g., 
goods) and non-material (e.g., information) resources between its members 
(Wasserman & Galaskiewicz, 1994). For instance, offenders may buy stolen 
property from each other, commit crimes together, or provide each other 
with tips concerning attractive targets (e.g., unguarded houses with valuable 
goods).
  Bullying research shows that pupils engage in friendships partially because 
of similarity in victimization (Sijtsema, et al., 2012). A potential reason could 
be that people who are faced with a stressful situation may prefer the company 
of those who share similar experiences. Together they can co-ruminate on 
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their shared experiences and emotions. In general, people want to become 
friends with those who are helpful and supportive. Positive support from 
similar others can help victims to find the strength to deal with the situation 
and to feel less deviant and more cared for (Rose, Carlson, & Waller, 2007). 
Consequently, homophily could occur because victims would seek out 
victimized others.
  We hypothesize that the association between people’s own experiences with 
crime (as victim, offender, or victim-offender) and their friends’ experiences 
with crime is in part explained by individuals’ preferences to interact with 
similar others (Hypothesis 1). 
Opportunities 
Homophily in friendship networks may also result from the opportunity 
structure of meeting others similar to oneself. Opportunity theory assumes 
that friendship choice is constrained by the opportunities people have to 
meet and interact with others (Blau, 1977). When people meet on a regular 
basis, they simply have a higher chance to become friends. Opportunities 
for contact are in turn a by-product of the social contexts in which people 
spend time, such as schools, voluntary associations, workplaces, and 
neighborhoods (Kalmijn, 1998; Verbrugge, 1977). The individuals within 
these contexts are often homogeneous with respect to age, socioeconomic 
background, and marital status (Kalmijn & Flap, 2001). Therefore, these 
social contexts favor the opportunity to form friendships with similar others. 
For instance, workplaces lead to homogeneity with respect to education; 
school environments encourage homophily by grouping children of the same 
age together in classrooms. So, instead of individuals making more or less 
conscious decisions to associate with similar others, peer selection processes 
can also result from placement in a homogeneous pool of potential contacts 
(Fischer et al., 1977; McPherson, et al., 2001). 
  A factor that influences the opportunity of meeting offenders and victims 
are individuals’ personal lifestyles. Lifestyles are defined by routine behaviors 
of individuals and include both vocational and leisure activities. Research on 
delinquency shows that the lifestyles of individuals are related to their risk of 
offending (Bernburg & Thorlindsson, 2001; Müller, Eisner, & Ribeaud, 2013). 
Offenders are more likely to engage in risky activities and, as a consequence 
individuals who also engage in these activities are more likely to meet and 
interact with offenders. Lifestyle differences also provide an explanation for 
disparities in the likelihood of meeting and interacting with victims. People 
who engage in risky behavior (e.g., substance use or being out late at night) are 
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more likely to find themselves in risky situations or places where the likelihood 
of victimization is particularly high (Averdijk, 2011). Thus engaging in 
risky lifestyles also creates opportunities for contact with victims of crime. 
Dissimilarities in risky lifestyles, on the other hand, decreases the opportunity 
to form friendships with similar others. For instance, people who spend most 
of their time working, probably have less time to be involved in potentially 
risky activities, thereby decreasing the opportunities to form friendships with 
victims and offenders. Conversely, those who are unemployed have more time 
to be involved in risky activities and are more likely to engage in friendships 
with victims and offenders.
  Another condition that influences whether people meet and interact 
with offenders and victims is the neighborhood context in which people 
reside. An individual’s residential area plays a particularly important role in 
friendship selection as people spend large amounts of time in or nearby this 
area (Völker & Flap, 2007). As offenders tend to live concentrated in certain 
neighborhoods (Averdijk, Elffers, & Ruiter, 2012), the opportunity for 
meeting and interacting with offenders is relatively high for people who live 
in such neighborhoods. It has also been established that offenders commit 
most of their crimes in relatively close proximity to their home (Rengert, 
Piquero, & Jones, 1999), so many victims have (their) offenders residing 
close by. Thus for residents who live in areas where many offenders reside the 
chance to befriend a victim of crime is relatively high as well. We hypothesize 
that the association between people’s own experiences with crime (as victim, 
offender, or victim-offender) and their friends’ experiences with crime is in 
part explained by the opportunity to meet crime-involved people (i.e. risky 
lifestyles, being unemployed, and living in areas where many offenders reside) 
(Hypothesis 2).
Third parties 
Another factor that may affect friendship selection is the influence of third 
parties such as family and friends. Parents play an important role in managing 
the external world of their children by influencing the social contexts in which 
their children engage outside the household (Furstenberg, Cook, Eccles, 
Elder, & Sameroff, 1999; Kalmijn, 1998). Parents may influence friendship 
choices of their children through monitoring and supervision, by providing 
their children with rules and guidelines for peer interaction or by discipline 
strategies if a particular friend does not meet their approval (Hoeve, Dubas, 
Gerris, Van der Laan, & Smeenk, 2011). In doing so, they directly reduce 
the opportunities for their children to associate with deviant peers and 
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possibly even stimulate friendships with approved peers. Parents are best able 
to directly restrict the meeting opportunities of their children when their 
children still live inside the parental home. After they move out, monitoring, 
supervision and sanctioning possibilities decrease (Farber & Iversen, 1998). 
However, through socialization processes parents are able to influence the 
friendship choices of their children more long-term: through influencing the 
child’s own engagement in specific behaviors and by influencing the child’s 
norms and values about who to become friends with. In general, parents want 
to avoid that their children fall into bad company.
  Based on these arguments, we expect that the association between an 
individual’s own experiences with crime and their friends’ experiences with 
crime can (partially) be explained by parental influence. We hypothesize 
that parental norm-abiding behavior is negatively related to the likelihood of 
selecting delinquent others (Hypothesis 3). We do not expect such parental 
impact on friendship selection related to victimization. 
  Existing friends may also play a role in the choice of new friends. People 
generally meet others indirectly through their existing personal network. The 
structure of these networks facilitates additional friendships by providing 
individuals with opportunities to meet new people (Schaefer, Simpkins, 
Vest, & Price, 2011). In the literature on friendship formation this is also 
known as triadic closure (Simmel, 1950). Triadic closure itself contributes 
to homogeneity among friends, possibly also with respect to experiences 
with crime (Young, Rebellon, Barnes, & Weerman, 2014). As such, existing 
friendship networks already shape the opportunities for new friendships. 
However, just as with parents, existing friendship networks may influence 
individuals’ own engagement in criminal behaviors as well as their norms about 
who to become friends with. Delinquent peers may stimulate individuals to 
form friendships with criminal others, whereas conventional peers are likely to 
discourage individuals to form friendships with criminal others. For selecting 
victims as friends, normative influence is less plausible. Nevertheless, to the 
extent that existing friendship network shape the opportunities to meet others 
it could even influence friendship selection related to victimization. Together, 
these arguments lead to our hypothesis that the association between people’s 
own experiences with crime (as victim, offender, or victim-offender) and their 
friends’ experiences with crime is in part explained by existing friendships 
with delinquent or victimized others (Hypothesis 4). 
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3.3 Data and methods
To answer our research questions and test our hypotheses, we use data from the 
CrimeNL panel survey. CrimeNL is a collaborative effort of the Department of 
Sociology of Radboud University Nijmegen and Statistics Netherlands and it 
involves an ongoing longitudinal study of individuals’ experiences with crime 
(Tolsma et al., 2014). The sampling population consists of individuals within 
households living in the ten largest municipalities in the Netherlands with a 
minimum age of 16 and a maximum age of 45. Statistics Netherlands used 
the municipal population registers to draw a random sample. Respondents 
were interviewed in 2012, 2013 and 2014. The survey used a mixed-mode 
design with interviews completed by both computer assisted web interviews 
(CAWI) and computer assisted telephone interviews (CATI). In total, 1,830 
unique respondents participated at least once in the three waves. Of those 
who participated in the first wave (N=982), 43.1 percent participated in the 
second and/or third wave, a satisfactory retention rate given the interview 
modes and the fact that no incentives were used. The sample is to a large 
extent representative for the target population with respect to the sampled 
communities, gender and age. Not surprisingly, suspects of crime – registered 
as such in the official police reports – are somewhat underrepresented 
(Tolsma et al., 2014). Our analyses are however based on self-reported 
offending (including minor offences; see below). If homophily in friendship 
networks is larger among offenders who committed more serious offences and 
were arrested, we will underestimate network similarity in our data leading to 
conservative hypotheses testing. 
  In the present chapter, we examine friendship (de)selection and thus 
excluded all respondents for whom information at only one time point was 
available (N=1,287). For 362 respondents we have information at two time 
points and for 181 respondents at all three time points. In our analyses, we 
treat the latter as independent cases for time T1 and T2 and for time T2 and 
T3, yielding a total sample of 724 cases.1 
  Our respondents were asked to nominate 5 significant network members 
with whom they discussed important things, using the name generator/
interpreter method (McCallister and Fischer, 1978). Respondents did not 
have to mention the full names or even real names, they could also give a 
nickname or initials only. As a result, it was sometimes unclear whether alters 
mentioned at Time T-1 were also part of the network at Time T and vice versa. 
This concerns 71 alters (4.9 percent of 1,455) nominated at Time T-1 and 72 
alters (5.0 percent of 1,432) nominated at Time T. These alters were excluded 
from our analyses. Although the number of nominations was restricted to 
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five, only 5 percent of the respondents nominated the maximum of 5 network 
members and on average only 2 alters were mentioned. Of each network 
member, information was provided on the nature of the relationship, the 
educational level, the geographical distance between the places of residence, 
the frequency of contact, and whether, according to the respondent, the 
network member was involved in crime, either as victim or as offender. The 
network members elicited could be partners, friends, parents, other relatives, 
colleagues, classmates or members of the same association or club. Because we 
aim to assess friendship (de)selection and its relation to crime involvement, 
we excluded nominated parents. From here on, we use the terms “significant 
network member” and “friend” interchangeably.
Dependent variables 
For our de-selection analyses (on breaking friendship ties), we start with a 
working sample of 600 respondents who have been interviewed at least twice 
and who named at least one significant network member other than their 
parents at Time T-1. In total these 600 respondents named 1,074 alters. We 
constructed a dependent variable that indicates whether the friendship ties at 
Time T-1 were broken at Time T (1) or not (0). It turned out that 447 (41.6 
percent) friendships were broken and that 627 (58.4 percent) alters were also 
nominated at Time T. 
  For our selection analyses (on engaging in new friendships), our sample 
consists of 568 respondents who were interviewed at least twice and who 
nominated at least one significant network member other than their parent 
at Time T. In total these 568 respondents nominated 1,062 alters. Here the 
dependent variable refers to whether an alter at Time T is a new friend (1) 
or not (0); 442 (41.6 percent) alters were not previously nominated and thus 
new friends; 620 (58.4 percent) friends were also mentioned at Time T-1. 
  For our analyses on the characteristics of the respondents and their selected 
new friends (who selects whom), we start with the 295 respondents who 
nominated the 442 new friends at Time T. We excluded 6 alter observations for 
which information on victimization and offending was missing. This resulted 
in a sample of 436 observations/alters nested in 292 respondents/egos. We 
constructed two dependent variables: one indicating whether the new friend 
was an offender (1=yes) and one indicating whether the new friend was a 
victim of crime (1=yes). 
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Independent variables
To test our hypotheses, we created variables measured at Time T-1 indicating 
whether respondents had been involved in crime as offenders and/or as 
victims. For measuring offending, each survey wave contained ten items 
that concern self-reported offending concerning the following crime types: 
theft, burglary, fencing, tax fraud, insurance fraud, vandalism, threat, weapon 
use, violence and the use of hard drugs. We coded individuals as offenders if 
they had been engaged in at least one form of crime in the 12 months prior 
to the interview. Victimization was measured by eight items and includes 
whether or not the respondent experienced any of the following incidents in 
the 12 months prior to the interview: attempted burglary, burglary, bicycle 
theft, other thefts, vandalism, threats, violence, and a category of “other” 
crimes. Based on the answers to these questions, respondents were classified 
as offenders and/or as victims (see Table 3.1 and 3.2 for the percentages of 
offenders and victims in each sample). To test whether victim-offenders score 
differently than victims and offenders, an interaction term was included in 
the models. 
 Individual preferences were measured by the preferred social distance 
to offenders. This measure was obtained by asking respondents at T-1 
whether they would have a problem with (1) a neighbor or (2) a colleague 
who has been in prison for half a year. These questions were based on the 
social distance scale as developed by Bogardus (1928) and they measure 
how closely people are willing to interact with people who possess certain 
characteristics (e.g., ethnicity, religion). The answer categories range from 
(1) a major problem to (4) not a problem at all. We recoded the variables in 
such a way that a higher score indicates a stronger aversion to offenders. Once 
offenders are not accepted as neighbors or colleagues, other more intimate 
types of relationships, such as friendships, are also less likely. We used the 
mean score of both items (Cronbach’s α=0.80) to measure preferred social 
distance to offenders.
 Risky lifestyles were measured by two separate items that capture if and 
how many times a year the respondent had visited (1) a bar, disco or club or, 
(2) a coffee shop or smart shop where soft drugs are being sold.2 We recoded 
the variables in such a way that they take the value 1 for no visits at all and 
0 for visits. People who had never visited these facilities could not have had 
the opportunity to meet those who have a risky lifestyle that includes visiting 
these facilities. Employment indicates whether respondents reported to 
have a paid job. Having a job provides structured routine activities, which is 
inherently linked to less opportunities to meet and interact with victims and 
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offenders. In total, 67 percent of the respondents reported to have a paid job.
We use the proportion of offenders within a 500 meter radius around the 
respondent’s 6-digit postal code area (egohood) – the geographic scale at 
which most daily activities take place and within which most neighborly ties 
are formed (Hipp & Boessen, 2013; Hipp & Perrin, 2009) – as a measure of 
the opportunity to meet and interact with offenders in the living environment. 
The number of offenders in each postal code area were derived from Dutch 
national police registration (HKS). HKS contains information about the 
residential location of all suspects of crime aged 12 years and older. We 
average the number of suspects in each 6-digit postal code area for the years 
2009 and 2010. The number of residents within a 500-meter radius around 
the 6-digit postal area of the respondent was based on information obtained 
from Statistics Netherlands. 
   Parental discourage was measured by averaging the scores on the following 
two Likert scale items that refer to the time when the respondent was between 
5 and 12 years of age (1) “my parents thought it was important that I had 
respect for people with authority, such as teachers and officers” and (2) “my 
parents thought that I should always behave myself ” (Cronbach’s α=0.60). 
Answers range from (1) “entirely untrue” to (5) “entirely true”. Higher scores 
thus represent parental norms that discourage deviant behavior. 
  Existing friendship networks were derived from information respondents 
provided about the crime experiences of their friends (as victims and/
or offenders). Two variables were created, counting the number of (1) 
victimized and (2) offending friends at T-1. On average, individuals reported 
0.29 victimized and 0.24 offending friends (see Table 3.2). 
Control variables
Gender was measured by scoring all female respondents 1 and all males 
0. Age was measured in years. We also control for educational similarity 
between our respondents and his/her friends in order to be more confident 
that similarity in crime involvement is not picking up something else; if 
crime experiences are associated with people’s level of education, then the 
homophily in crime involvement between individuals and their friends may 
result from similarities in educational levels rather than from similarities in 
crime involvement. The variable educational similarity has the following 
categories: (1) both the respondent and the alter are low-educated, (2) the 
respondent is low-educated and the alter is high-educated, (3) the respondent 
is high-educated and the alter is low-educated, (4) both are high-educated, 
and (5) the educational level of the alter is unknown. Information on the 
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Table 3.1: Descriptive statistics of variables used in breaking friendship ties and selection 
analyses
N Mean SD Range % missings
Dependent variables (Level-1, alter)
Breaking ties (1=yes) 1,074 0.42 0.49 0/1 0
Selection of friend (1=yes) 1,062 0.42 0.49 0/1 0
Variables included in breaking friendship ties analyses
Independent variables (Level-1 (alter/tie), T-1)
Homophily in offending
Ego non-offender and alter non-offender (ref.) 1,074 0.77 0.42 0/1 0.80
Ego non-offender and alter offender 1,074 0.07 0.26 0/1 0.80
Ego offender and alter non-offender 1,074 0.10 0.30 0/1 0.80
Ego offender and alter offender 1,074 0.06 0.23 0/1 0.80
Homophily in victimization
Ego non-victim and alter non-victim (ref.) 1,074 0.53 0.50 0/1 0.80
Ego non-victim and alter victim 1,074 0.06 0.23 0/1 0.80
Ego victim and alter non-victim 1,074 0.30 0.46 0/1 0.80
Ego victim and alter victim 1,074 0.11 0.32 0/1 0.80
Homophily in education
Ego low and alter low (ref.) 1,074 0.13 0.34 0/1 0
Ego low and alter high 1,074 0.07 0.26 0/1 0
Ego high and alter low 1,074 0.10 0.30 0/1 0
Ego high and alter high 1,074 0.65 0.48 0/1 0
Education alter unknown 1,074 0.05 0.21 0/1 0
Independent variables (Level-2 (ego), T-1)
Offender 600 0.15 0.36 0/1 0
Victim 600 0.42 0.49 0/1 0
Gender (1=female) 600 0.53 0.50 0/1 0
Age 600 33.02 8.10 16-46 0
Variables included in selection analyses
Independent variables (Level-2 (ego), T-1)
Offender 568 0.15 0.36 0/1 0
Victim 568 0.44 0.50 0/1 0
Gender (1=female) 568 0.53 0.50 0/1 0
Age 568 33.12 7.98 16-46 0
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N Mean SD Range % missings
Dependent variables (Level-1 (alter), T)
Selected friend: offender 436 0.13 0.34 0/1 0
Selected friend: victim 436 0.17 0.37 0/1 0
Independent variables (Level-1 (alter/tie), T)
Educational homophily
Ego low and alter low (ref.) 436 0.13 0.34 0/1 0
Ego low and alter high 436 0.12 0.32 0/1 0
Ego high and alter low 436 0.08 0.27 0/1 0
Ego high and alter high 436 0.63 0.48 0/1 0
Education alter unknown 436 0.04 0.20 0/1 0
Independent variables (Level-2 (ego), T-1)
Offender 292 0.20 0.40 0/1 0
Victim 292 0.43 0.50 0/1 0
Gender (1=female) 292 0.55 0.50 0/1 0
Age 292 32.41 8.35 16-46 0
Individual preferences
Preferred social distance to offenders 292 2.35 0.69 1-4 1.40 (N=6)
Opportunities
Visits bar, disco or club (never=1) 292 0.13 0.34 0/1 0
Visits coffee shop or smart shop (never=1) 292 0.87 0.33 0/1 0
Employment (yes=1) 292 0.67 0.47 0/1 0
Proportion offenders in egohood 292 2.13 0.95 0-6.17 0
Third parties
Parental discourage 292 4.30 0.76 1.5-5 0.20 (N=1)
Existing network: number of offenders 292 0.24 0.63 0-4 0
Existing network: number of victims 292 0.29 0.62 0-5 0
Table 3.2: Descriptive statistics of variables used in analyses for who is selecting whom
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educational level of alter was provided by the respondent. Respondents and 
alters are considered low-educated if they completed intermediate vocational 
secondary education (MBO) at the highest. Those who attained a higher 
general secondary diploma (HAVO/VWO) or a tertiary-level diploma 
(HBO/WO) were categorized as high educated.3 For the breaking friendship 
ties analyses, information on the educational levels of the respondents and 
the alters were both measured at Time T-1. For the analyses of who selects 
whom, we used the educational level of respondents at Time T-1 and for alters 
at Time T. We were not able to control for similarity between friends in other 
(sociodemographic or socioeconomic) characteristics.  
  Table 3.1 presents descriptive statistics for all variables included in the 
analyses of breaking friendship ties and engaging in new friendships. Table 
3.2 presents descriptive statistics for the analyses of who selects whom. We 
replaced the few missing values on interval variables with their respective 
means. 
Analytic strategy
Given our dichotomous dependent variables, we estimate logistic models. 
The data used in this study have a hierarchical structure in which the outcome 
variables pertain to friendship characteristics of multiple friends of a single 
respondent. Scores on the dependent variables can therefore not be treated as 
independent observations. That is why we account for the autocorrelation 
among answers concerning friends of the same respondent by estimating 
multilevel logistic models in which observations on friends (level 1) are 
nested within respondents (level 2). We used Stata xtlogit to estimate all 
models. In order to assess how much of the variation in the dichotomous 
dependent variables is explained by the variables included in the models, we 
calculated the proportion of explained variance in the multilevel logistic 
models with the following formula of Snijders & Bosker (1999, pp.225-226), 
in which 
R =2 2
F
dicho σ
2
Fσ
+ 20τ + 2pi /3
is the variance of the linear predictor of Y, and 
R =2 2
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Fσ
+ 20τ + 2pi /3is the intercept 
variance.
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3.4 Results
Before we test our hypotheses regarding the three different explanations for 
homogeneity in friendships related to crime, we first show how friendship 
(de)selection differs among victims, offenders, victim-offenders and those 
uninvolved with crime.
Breaking friendship ties
In order to assess to what extent friendship deselection clusters within 
respondents, we started our analyses by estimating a random intercept model 
without covariates. The intra-class correlation of this model was 0.087 (0.312/
(0.312+(π2/3)). This indicates that 8.7 percent of the variation in whether 
people deselect friends can be attributed to differences between individuals. 
  Table 3.3 presents the results of the multilevel logistic regression 
analyses for breaking friendship ties. The estimates of Model 1 show that in 
comparison to non-offenders, offenders have a higher likelihood of breaking 
friendship ties. The odds of breaking a friendship tie are 1.466 (e0.383) higher 
for offenders than for non-offenders, controlling for victimization. The odds 
of breakings a friendship tie are 19.4 percent (1-e-0.215) lower for victims than 
for non-victims. However, differences in crime involvement explain only to a 
very limited extent the friendship deselection differences (R2 = 0.007).
  In Model 2 we include the interaction term between victimization 
and offending. The main effects for offender and victim now reflect how 
offenders who were not victims of crime (offenders-only) and victims 
who were not offenders (victims-only) differ from those uninvolved with 
crime respectively. Based upon the estimates, we calculated the probability 
for each group to break friendship ties (based on fixed effects only). The 
findings indicate that victims-only have a lower probability (i.e. e(-0.332-0.262)/ 
(1+e(-0.332-0.262)) =.36) to break friendships as compared to the uninvolved 
(.42), offenders-only (.47) and victims-offenders (.48). The interaction 
effect is not statistically significant and additional analyses indicate that 
victim-offenders and offenders-only do not differ statistically with regard to 
the likelihood of breaking friendship ties. Hence, we exclude victim-offenders 
as a separate group in the subsequent models. 
 In Model 3 we investigate the impact of homophily in offending and 
victimization. Friendships are most often broken when both friends are 
offenders (b = 0.504). Thus, the usual finding that homogeneous ties are 
stronger does not hold for friendship ties related to criminal behavior. The 
likelihood of friendship termination is lowest when both friends have been 
victimized (b = -0.381). Also, victims who have non-victimized friends are less 
68
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3
likely to break this friendship tie than non-victims (b = -0.224). Additional 
analyses indicate that the two effects do not differ statistically. These results 
indicate that individuals’ own experiences with crime (ego) and/or friends’ 
experiences with crime (alter) more strongly determine friendship stability 
than similarity in crime involvement between friends (dyad). 
 In Model 4, educational similarity and individuals’ gender and age are 
included. Clearly, these variables explain more of the differences in friendship 
deselection than the crime-related variables (R2 = 0.068). The model shows 
that friendships with high-educated people involved are less likely to be 
broken (b = -0.472 for ‘ego high and alter low’ and b = -0.609 for ‘ego high and 
alter high’) than friendships among low-educated. Furthermore, individuals 
are most likely to break friendship ties when they have no idea what the 
educational level of the involved friend is. Females (b = -0.364) and older 
persons (b = -0.017) are less likely to break friendship ties. The estimated 
homophily effects of crime involvement are substantially reduced after 
controlling for educational similarity, gender and age. The odds for similarly 
involved delinquent friends are reduced by 20 percent (100*(e0.282-e0.504)/ 
e0.504) and the effect is no longer statistically significant. The odds for 
victimized friends are reduced by 9 percent (100*(e-0.381-e-0.291)/ e-0.291). We 
therefore conclude that offending and victimization are related to breaking 
friendships but that this is largely explained by the educational level of those 
involved as well as by gender and age. Similarities in crime experiences do 
not counterbalance the impact of own experiences with crime as offenders or 
victims on breaking friendship ties. 
Friendship selection
Table 3.4 presents the results of our analyses for engaging in new friendships. 
The intraclass correlation of the null model was 0.069 (0.245/(0.245+(π2/3)), 
which indicates that 6.9 percent of the variation in whether people engage in 
new friendships can be attributed to differences between individuals. 
  In Model 1 of Table 3.4 we add individual experiences with crime. The 
model only explains about 1 percent of the total variance. Offenders appear to 
be more likely to select new friends: the odds of engaging in new friendships 
are 1.715 (e0.539) higher for offenders than for non-offenders. The results 
reveal no evidence that victimization is significantly related to friendship 
formation (b = -0.018). 
 The estimates in Model 2 show that the odds of selecting new friends is 
2.1 times higher for offenders-only (e0.726) and 1.5 times higher for victim-
offenders (e0.483) than for people with no recent experiences with crime. 
70
Victims-only, on the other hand, do not statistically differ from the uninvolved 
in their likelihood of engaging in new friendships (b = 0.038). The victim-
offender interaction effect is not statistically significant and additional 
analyses show no statistically significant difference between offenders-only 
and victim-offenders with regard to friendship selection. Hence, we leave 
victim-offenders out of the subsequent model. 
  In Model 3 we find that people are less likely to engage in new friendships 
the older they get (b = -0.014). We find no statistically significant gender 
differences. Although reduced by 15 percent (b = 0.459), the positive effect 
of offending on friendship formation remains statistically significant after 
controlling for individuals’ gender and age. Yet, note that after including 
the control variables, the model only explains 1.5 percent of the variance. 
Combined with the results of breaking friendships these results show that 
friendship networks of offenders are most volatile and those of victims are 
most stable. 
Who selects whom and why?
Next, we examine the extent to which people select friends on the basis of 
similarities in crime experiences and test our four hypotheses. Table 3.5 
and 3.6 present the results of the multilevel logistic regression analyses for 
delinquent and victimized friends respectively. The intraclass correlations 
of the null models for selecting an offender or a victim as friend were 0.781 
and 0.055 respectively. This indicates that almost 80 percent of the variation 
in selecting an offender as friend can be attributed to differences between 
  Model 1 Model 2 Model 3
b se exp(B) b se exp(B) b se exp(B)
Intercept -0.461 *** 0.099 0.630 -0.483 *** 0.102 0.617 0.093 0.330 1.097
Offender 0.539 *** 0.184 1.715 0.726 *** 0.278 2.067 0.459 ** 0.188 1.583
Victim -0.018 0.138 0.982 0.038 0.151 1.039 -0.038 0.138 0.963
Victim*Offender -0.332 0.367 0.718
Gender (1=female) -0.147 0.138 0.863
Age -0.014 * 0.009 0.987
Variance individual 0.218 0.206 0.214
R2 0.010       0.011       0.015      
Source: CrimeNL
*** p<0.01; ** p<0.05; * p<0.1 (one-tailed)
Table 3.4: Multilevel logistic regression for friendship selection (Nlevel1=1,062, Nlevel2=568)
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individuals, whereas selecting a victim as friend is more randomly distributed.
In accordance with the principle of homophily, Model 1 of Table 3.5 shows 
that people select friends based on similarities in offending. The estimate is 
quite substantial: the odds of choosing an offender as friend are almost 21 
times larger for offenders in comparison to non-offenders (e3.029 = 20.672), 
controlling for victimization. Victims are also more likely to choose offenders 
as friends than non-victims (b = 1.505). The model explains about 18 percent 
of the variance. Model 1 of Table 3.6 shows that victimization is associated 
with a 1.712 increase in the odds of choosing victims as friends (e0.538). 
Offenders are equally likely to select victims as friends as non-offenders. The 
model only explains about 3 percent of the variance. 
 Model 2 of Table 3.5 shows that the odds of choosing an offender as friend 
is 12.4 times larger for offenders-only (e2.518) and 3.4 times larger for victims-
only (e1.230) in comparison to people with no recent experiences with crime. 
The probability of choosing offenders as friends is largest for those who 
are both victim and offender (i.e. e(-5.197+2.518+1.230+0.856)/(1+e(-5.197+2.518+1.230+0.856)) 
=.36) and smallest for those uninvolved with crime (.01). Again, we find 
no statistically significant victim-offender interaction effect and additional 
analyses indicate that victim-offenders do not differ statistically from 
offenders-only with regard to choosing offenders as friends. Likewise, Table 
3.6 shows that victimization is associated with a 1.6 increase in the odds of 
choosing victims as friends (b = 0.473). The positive effect for offenders-
only (b = 0.216) is not statistically significant. Additional analyses indicate 
that victim-offenders do not differ from victims-only with regard to choosing 
victims as friends. So, it seems that offenders-only, victims-only and victim-
offenders all select friends on the basis of similar experiences with crime.
 In Model 3 of Table 3.5 and 3.6, we control for gender, age and educational 
similarity. Controlling for people’s own involvement with crime, men and 
women have similar chances to select an offender as a new friend. Older 
people are less likely to befriend offenders than younger people (b = -0.131). 
When both ego and alter are high-educated, the likelihood to engage in a 
friendship with an offender is much lower (b = -1.713) than that for low-
educated people. We find no impact of gender or age on selecting a victim as 
a new friend (Table 3.6). The odds that a new friend is a victim decrease with 
62 percent (1-e-0.980) when ego is high-educated and the new friend is low-
educated compared to when both are low-educated. Similarly, the chance of 
selecting a victim as friend is lower when the respondent reported to have no 
idea what the educational level of the new friend is (b = -1.483).
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 Including the control variables in our explanatory model reduces the 
estimates of the effects of individuals’ own involvement in crime as offender 
on the selection of delinquent friends. The odds for offenders to engage in a 
friendship with another offender are reduced by 43 percent (100*(e2.467.-e3.029)/
e3.029). The odds for victims to engage in a friendship with another victim have 
hardly changed (b = 0.538, Model 1 versus b = 0.534 Model 3, Table 3.6).
   In Model 4, 5 and 6, we include individual preferences, opportunities and 
third parties to the model. Contrary to our expectation (Hypothesis 1), the 
preferred social distance to offenders is unrelated to whether people select an 
offender or victim as a new friend (Model 4, Table 3.5 and 3.6). 
  Model 5 of Table 3.5 shows that risky lifestyles indeed affect the likelihood 
of selecting offenders as friends. People are less likely to select offenders if they 
never visit coffee shops or smart shops (b = -1.461). The effect for visiting bars, 
discotheques or clubs is of similar size and in the similar direction but does not 
reach statistical significance. People who are employed also have a lower risk 
of selecting offenders (b = -1.218). None of the risky lifestyle indicators are 
statistically significantly related to the likelihood of selecting victims as friends 
(Model 5, Table 3.6). The proportion offenders in the egohood also turns out 
to be unrelated to selecting offenders or victims as friends.
  Parental discourage is not related to the chance to select an offender as a 
new friend (Model 6, Table 3.5), which rejects hypothesis 3. However, the 
results in Table 3.6 show that parental discourage is statistically significantly 
related to the likelihood of selecting victimized others (b = 0.336). Individuals 
whose parents discouraged deviant behavior are more likely to select victims 
as friends. Having victims as friends increases the likelihood that people 
choose offenders as friends (b = 0.606, Model 6, Table 3.5). Although the 
other effects are in the expected direction, we cannot confirm our hypothesis 
that existing friendships with offenders or victims are related to the likelihood 
of selecting offenders or victims as new friends (Hypothesis 4). 
  For the final model (Model 7) a stepwise backward elimination procedure 
was followed, in which we started with a full model including all statistically 
non-significant effects. The covariates with least statistically significant effects 
were removed from the model sequentially until only statistically significant 
effects remained. Note that Model 7 of Table 3.5 explains about 34.5 percent 
of the variance. As such, this model provides a strong explanation for selecting 
offenders as friends given that the R2 values in the method used here are 
generally much lower than the ordinary least square R2 (Snijders & Bosker, 
1999). In contrast, Model 7 of Table 3.6 explains about 5.6 of the variance in 
selecting victims as friends. 
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  The results are in line with previous models. However, we now find 
that both the number of offenders and victims in the existing network are 
positively related to the selection of victims as friends. In this final model, the 
odds of offenders engaging in friendships with offenders are reduced by 57 
percent (100*(e1.615-e2.467/e2.467) and the odds of victims selecting a victim as 
friend are reduced by 7 percent (100*(e0.457-e0.534)/e0.534). Nonetheless, both 
effects remain statistically significant. This implies that we cannot rule out 
that experiences with crime are friendship selection criteria. 
3.5 Conclusion and discussion
Peer selection and influence have received considerable attention in 
criminological research. Friendship networks often appear to be rather 
homogenous, also with respect to crime involvement. In the current chapter, 
we examined friendship selection in relation to offending and victimization. 
We derived three explanations for homophily from the sociological literature 
on partner selection and applied these to explain homophily in crime 
involvement among friends. We used Dutch panel data among a sample of 16 
to 45 year olds to test the explanations. 
 The findings of this chapter indicate that offenders more often break 
friendships than non-offenders and at the same time have a higher likelihood 
of selecting new friends. These processes make their networks relatively 
unstable (Reiss, 1986; Warr, 1996). On the contrary, victims are less likely 
to break friendship ties than non-victims and since they do not differ from 
non-victims with regard to the selection of new friends, their networks are 
relatively stable. The impact of offending and victimization on friendship 
termination could in part be interpreted by educational attainment, gender, 
and age. Homophily in crime experiences does not reduce the risk of breaking 
a friendship. On the contrary, offenders are quite likely to break ties with 
delinquent friends.
 Supporting the principle of homophily, we found that offenders and victims 
select new friends with similar experiences with crime. Given that friendship 
networks of offenders are also less stable, it is likely that their networks become 
homogeneous over time at a faster rate than those of non-offenders. We find 
no evidence that victim-offenders (de)select friends differently as compared 
to victims-only or offenders-only. However, we did find evidence that victims 
more often choose offenders as friends as compared to non-victims. As such, it 
is possible that victims more often encounter opportunities to commit crime 
compared to non-victims (see Chapter 5). Given that delinquent peers would 
influence people’s criminal behaviors (influence perspective), the friendship 
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selection processes of victims could partially explain why they have a higher 
risk of becoming offenders themselves.
 Homophily in friendships is often taken as evidence of a general preference 
of individuals to associate with those who are similar to them. However, the 
fact that people tend to associate with similar others is a statement about 
the structure of the network and as such it does not show which underlying 
mechanism is responsible (Van Mastrigt & Carrington, 2014). In the current 
chapter we therefore aimed to explain why people would have friends with 
similar experiences with crime using sociological explanations related to 
preferences, opportunities and third parties (Kalmijn, 1998). 
  The results suggest that selecting offenders as friends is more strongly related 
to meeting opportunities than to individual preferences or the influence of 
third parties. People who engage in risky lifestyles are considerably more 
likely to engage in friendships with offenders than those who do not. On the 
other hand, we found no impact for a very direct measure of offender meeting 
opportunities, i.e. the proportion of offenders in the local living environment. 
Perhaps the proportion of offenders is too low in order to favor offender 
meeting opportunities. Even in egohoods with most offenders, people still have 
a substantially higher chance to meet others uninvolved with crime than those 
who are. The egohood with most offenders contains only 6% suspects of crime. 
  With regard to selecting victims as friends, we found that friendship selection 
is more strongly related to third party influences (both parents and existing 
friends). The higher the number of victims and offenders in one’s network, the 
higher the likelihood to select victims as new friends. This finding is in line 
with the idea that friends of friends become friends. Friends often facilitate 
meeting opportunities with their other friends who often share many of 
their characteristics. This way, the existing friendship network contributes to 
homophily (Young, et al., 2014). We found little evidence for the influence of 
opportunities and individual preferences on friendship selection in relation to 
victimization.  
 No study is without caveats. Just as the neighborhood context, schools and 
workplaces may also affect opportunities to meet and interact with victims and 
offenders. Unfortunately, we had no information on the social composition of 
other social contexts than the living environment. Similarly, for determining a 
third party effect of parents we would have preferred to have direct measures 
about whether parents attempted to influence the friendship choices of their 
(adult) children (Mounts, 2000). Parents could do so by limiting the meeting 
opportunities of their children, by supervising, intervening, or monitoring peer 
relationships. Exploring such direct influences of parents besides their indirect 
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normative influences may help our understanding of friendship choices 
of (adult) individuals. Furthermore, we knew little about the friends of our 
respondents besides their experiences with crime and their educational level. 
We assumed that victimized and offending friends had more risky lifestyles, 
but we would have liked to use direct measures of their lifestyles instead. 
 It is likely that friendship similarity with respect to crime is more pronounced 
for serious types of crime and also for same type of crime; victims of serious 
crimes may for instance feel a stronger need to co-ruminate over their shared 
negative emotions than victims of minor crimes and a victim of a violent 
offence may bond more strongly to someone who was also a victim of violence 
than to a victim of a property crime. Unfortunately, the relatively small sample 
size of our study and the low prevalence of serious crimes do not allow us to 
distinguish between different types of crime.
 Scholars in social network research have raised concerns about measuring 
peers’ behavior indirectly by asking respondents to report about the behaviors 
of their peers (Weerman & Smeenk, 2005; Young, et al., 2014). According 
to these scholars, indirect measures of peers’ behavior may overestimate 
similarities between peers and respondents because individuals tend to project 
their own behavior on that of their peers. Although we acknowledge that this is 
a potential disadvantage of using ego-centered network data, we would like to 
stress that offending and victimization levels were considerably higher among 
respondents than among their friends (see Table 3.1 and 3.2). Hence, we would 
argue that projection effects should have been limited.  
   Although further research is needed, this chapter has four important 
conclusions. First, it demonstrates that friendship networks of offenders are 
most volatile and those of victims are most stable. Second, while the friendship 
selection processes of individuals can partially explain the association between 
victimization and offending by demonstrating that victims more often choose 
offenders as friends than non-victims, who in turn may increase their likelihood 
of offending, we find no evidence victim-offenders (de)select friends differently 
than victims-only and offenders-only. Third, the selection of offenders as 
friends depends for a large part on the individual, whereas selecting victims as 
friends is much more random. Fourth, even after controlling for demographic 
characteristics, individuals’ preferences, lifestyle characteristics, parental 
discouragement and the existing friendship network, effects of individuals’ 
involvement in crime (as offenders and victims) on the chance of selecting 
friends with similar involvement in crime remain. We therefore cannot rule out 
that experiences with crime serve as criteria for friendship selection. 
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3.6 Notes
1  Additional multilevel analyses in which an extra nesting level was introduced showed that 
responses do not cluster at the highest level (across the waves) once Y at T-1 is controlled for. 
This justifies treating these cases as independent as our final conclusions stem from analyses 
in which we control for Y at T-1.
2  The Netherlands is known for its tolerant soft drugs policy that allows the sale of small 
amounts of cannabis products in so-called “coffee shops” and the sale of psychoactive 
substances in “smart shops”.
3  Given the age-range of our study, we considered network members who completed general 
secondary education (HAVO or VWO) as high-educated as they are expected to complete 
higher professional education later in life.  
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Chapter 4
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processes related to 
victimization and offending*
* This chapter was submitted as: Rokven, J.J., Boer, G., Tolsma, J. 
& Ruiter, S. (revise and resubmit). How friends’ involvement in crime 
affects the risk of offending and victimization.
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4.1 Introduction
Friends exert a considerable influence on people’s behavior. They may stimulate 
positive behaviors, but also negative ones. In criminology, influence processes 
related to crime have received considerable attention; over several decades 
of research, association with delinquent peers has consistently been found 
to influence the criminal behaviors of individuals (Agnew, 1991; Matsueda 
& Anderson, 1998; Warr, 2002; Weerman, 2011). Given the major impact 
exerted by friends’ behaviors and the established finding that offending and 
victimization are to a large extent explained by the same correlates ( Jensen 
& Brownfield, 1986; Schreck, Stewart & Osgood, 2008), recent research has 
begun to assess whether peer delinquency also increases an individual’s risk 
of victimization (Ousey, Wilcox & Brummel, 2008; Schreck, Fisher & Miller, 
2004; Schreck, Wright & Miller, 2002; Shaffer, 2003). Empirical findings on 
the relationship between delinquent friends and personal victimization are 
not, however, unequivocal. Although most studies confirm that individuals 
with delinquent friends are at higher risk of victimization (Lauritsen, Sampson 
& Laub, 1991; Ousey et al., 2008; Schreck et al., 2004; Schreck et al., 2002), 
there is also evidence that this is not the case in relation to violence (Shaffer, 
2003). 
  Although many criminological studies assess whether peers influence 
involvement in crime, Agnew (1991) called for further research on the 
conditions under which such peer influences vary. He demonstrated that the 
impact of delinquent peers on an individual’s own likelihood of committing 
crime is stronger among those who are more deeply attached, and who 
spend relatively more time with their peers. Several scholars responded to 
Agnew’s call and showed differentials in the effects of having delinquent 
friends (Haynie, 2002; Haynie & Osgood, 2005; Miller, 2010; Wright, Caspi 
& Moffit, 2001). For instance, the influence of delinquent peers is lower for 
people with high levels of self-control (Wright et al., 2001) and for those who 
belong to friendship networks that are comprised of both delinquent and 
non-delinquent peers (Haynie, 2002). The current chapter extends this line 
of research by examining the extent to which influence on both offending and 
victimization varies according to the strength of ties (i.e., contact frequency, 
friendship intimacy, and geographical proximity).
  While the influence of delinquent peers has been widely studied, little 
attention has been paid to whether the risk of victimization is also transmitted 
among friends. This is understandable, as it is generally the perpetrators of 
crime, not their victims, who decide on the targets. Nevertheless, literature on 
bullying shows that the friends of those who are bullied are also more likely to 
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be bullied themselves (Sijtsema, Rambaran & Ojanen, 2012). Furthermore, 
the literature on the (near) repeat phenomenon shows that in the wake of an 
initial crime, the same and nearby targets are at higher risk of victimization, a 
risk that gradually declines over time to its original level ( Johnson et al., 2007; 
Lammers, Menting, Ruiter & Bernasco, 2015). These bullying and (near) 
repeat studies provide us with explanations as to why friends of victims may 
also be faced with a higher risk of victimization. In the current chapter we will 
therefore investigate not only whether delinquent friends influence people’s 
involvement in crime (as offender or victim), but also whether individuals 
with victimized friends run a risk of falling victim to crime themselves.
 Although some studies on the effects of peer influence have used strong 
longitudinal social network models (Knecht, 2008; Weerman, 2011), others 
have relied on cross-sectional data (e.g., Agnew, 1991; Haynie, 2002). 
However, the associations found in cross-sectional models can be easily 
misinterpreted as causal, as it is impossible to disentangle cause and effect or 
to control for unmeasured heterogeneity. In this chapter we used four waves 
of CrimeNL (Tolsma et al., 2014), a longitudinal study of victimization, 
offending, and friendship networks among adults in the Netherlands. Our 
study was designed to control effectively for the possibility that the observed 
relations between friends’ and respondents’ involvement in crime were the 
result of friendship selection processes (reverse causal order), or unmeasured 
heterogeneity. 
 Most studies about peer influence on criminal behavior have used samples 
of adolescents only; because friends generally have more influence during 
adolescence than at any other point in life (Steinberg & Monahan, 2007), 
it remains to be seen whether friends’ involvement in crime also influences 
adults. CrimeNL data allowed us to investigate this. 
 In sum, the current chapter contributes to previous research in four ways. 
First, it studies the influence of friendship in relation to both offending and 
victimization. Second, it assesses whether the influence of friendship varies 
according to the strength of ties (i.e., contact frequency, friendship intimacy, 
and geographical proximity). Third, we employ a longitudinal research design 
that enables us to rule out friendship selection processes and all time-stable 
unmeasured heterogeneity as potential confounders. Finally, we investigate 
the influence of friendship among a sample consisting mainly of adults. Our 
research questions read: (1) To what extent does friends’ involvement in crime 
affect an individual’s own involvement in crime, and (2) to what extent is this 
influence contingent on the strength of the friendship? 
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4.2 Theoretical background 
A consistent finding in research on friendships is that the behaviors of 
individuals are remarkably similar to those of their friends (McPherson, 
Smith-Lovin & Cook, 2001); this is also the case in relation to delinquency 
(Matsueda & Anderson, 1998; Warr, 2002; Weerman, 2011). Although less 
extensively studied, recent research into bullying provides evidence that 
victims of bullying in schools tend to form friendships with each other (Sente, 
Dijkstra, Salmivalli & Cillessen, 2013; Sijtsema et al., 2012).  
 Homophily theories suggest that the similarities between individuals 
and their friends are due to selection and influence processes (Brechwald 
& Prinstein, 2011). Individuals (intentionally) select friends on the basis of 
similarities (Glueck & Glueck, 1950; Hirschi, 1969) and friends influence 
each other (Akers, 1973; Sutherland, 1947). Research examining the relative 
importance of selection and influence processes with respect to involvement 
in crime suggests that it does indeed work both ways (Reed & Rose, 1998; 
Warr, 2002). In the present chapter we zoom in on similarities between friends 
involved in crime due to influence processes—and the conditions under 
which these similarities are amplified or attenuated. We use the longitudinal 
design of our data to exclude the possibility that the observed homogeneity is 
due to selection processes (as were studied in Chapter 3).
Delinquent Friends
The influence of delinquent friends on people’s own engagement in 
criminal activities is generally explained by differential association theory 
(Sutherland, 1947; Sutherland & Cressey, 1978). According to this theory, 
friends influence the offending behaviors of individuals primarily through 
the transmission of values that are favorable to breaking laws. Akers (1973) 
elaborated on Sutherland’s theory by stating that individuals learn behavior 
by observing and imitating that of others and people become offenders via 
social interaction with others already involved in crime. Previous research 
among adolescents supports this by showing that delinquent peers do indeed 
increase individuals’ personal risk of offending (Matsueda & Anderson, 1998; 
Warr, 2002; Weerman, 2011). Yet this research has generally approached the 
influence processes as if all individuals are equally likely to be influenced. 
Sutherland and Cressey (1978) have specified that the influence of delinquent 
friends is stronger the earlier the association is made, the longer the duration 
of the association, the more frequently the association occurs, and the closer 
the association. As such, the more frequently people engage in activities with 
delinquent friends and the more intimate these associations are, the more 
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these friends will transmit delinquent values and act as role models, and the 
higher the likelihood that individuals adapt their behaviors to those of their 
friends. Although Agnew (1991) has already showed that the association 
between delinquent friends and individuals’ own delinquency is stronger 
the more time they spend together and the more intimate these associations 
are, he could not rule out selection processes in his cross-sectional study. 
In our longitudinal study we test the following hypothesis more rigorously: 
Associating with friends who commit crime increases the risk of also committing 
crime (Hypothesis 1a) and this association is stronger for individuals who interact 
with these friends daily than for those who interact less frequently (Hypothesis 1b) 
and for individuals who are more closely attached to these friends compared to 
those who are less closely attached (Hypothesis 1c).
  The few studies that have examined whether peer delinquency is related 
to victimization show that adolescents who associate with delinquent friends 
are at higher risk of victimization (Schreck et al., 2004). As offenders have 
a general tendency to associate with other offenders (Weerman, 2011), 
people who associate with offenders need not necessarily fear victimization 
by their own delinquent friends (although that also occurs), but they are at 
increased risk of being victimized by friends of friends. Spending time with 
delinquent friends also carries the risk of experiencing retaliation at the 
hands of delinquent foes of their friends (Singer, 1981), because they may 
be present when retaliation takes place, and may be considered a substitute 
retaliation target (Shaffer, 2003). The risk from delinquent friends of friends 
and delinquent foes of friends is especially high if an individual’s own friend is 
the perpetrator of a crime, because delinquent friends may not act as capable 
guardians willing to intervene—the reasoning being that many offenders 
pursue their own self-interest and are less likely to sacrifice or accept risks 
on behalf of others (Schreck et al., 2004). Not only are friends who interact 
on a daily basis or who are closely attached to each other more likely to serve 
as an example, transmit values, and reinforce each other’s behavior, they 
are also more likely to meet the friends and foes of their friends. Thus we 
hypothesize that associating with friends who commit crime increases people’s 
risk of victimization (Hypothesis 2a), and this influence is stronger for individuals 
who interact with these friends daily than for those who interact less frequently 
(Hypothesis 2b) and for individuals who are more closely attached to these friends 
compared to those who are less closely attached (Hypothesis 2c).
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Victimized Friends
Recent studies of bullying provide evidence for contagion effects in 
victimization: when adolescents befriend peers who are bullied, their own 
odds of becoming victims of bullying rises (Sijtsema et al., 2012). Friends 
of victims are probably more likely to be rejected and viewed negatively by 
the peer group. They may also signal to potential offenders that they are an 
attractive target for victimization (Shaffer, 2003). Although these contagion 
effects were shown using strong research designs, it is unclear to what extent 
they can be generalized outside the school context and whether similar 
processes occur for other types of victimization.  
 From the (near) repeat victimization literature (Bowers & Johnson, 2005; 
Townsley, Homel & Chaseling, 2003) and two recent studies on crime 
location choice (Bernasco, Johnson & Ruiter, 2015; Lammers et al., 2015), 
we can derive an alternative explanation as to why friends of victims have an 
elevated risk of becoming targets themselves. The research shows that after an 
initial burglary, not only the same property but also properties nearby are at a 
temporarily elevated risk of burglary, an effect that decays over time ( Johnson 
et al., 2007; Townsley et al., 2003). Similar processes have been found in 
studies on shootings (Ratcliffe & Rengert, 2008) and vehicle crime ( Johnson, 
Summers & Pease, 2006). This spatiotemporal clustering of victimization is 
the result of the way offenders search for potential targets. Offenders often 
return to their initial target or to targets nearby (Bernasco, 2008; Bernasco et 
al., 2015; Johnson, Summers & Pease, 2009; Lammers et al., 2015), because 
they have the advantage of knowing the potential risks and rewards specific 
to that area. This especially applies shortly after the initial crime, as the 
offender’s knowledge is most accurate at that point. In the current study we 
argue that the (near) repeat phenomenon also provides an explanation as to 
why friends of victims have an elevated risk of becoming targets themselves. 
Because the likelihood of people’s engagement in friendship also decays 
rapidly in space (Arentze, Van den Berg & Timmermans, 2012), most friends 
live close to each other; and if one is targeted by an offender, the other might 
also be at increased risk. Bernasco (2008: 412) also argued that “patterns 
of risk communication might also operate in social networks, so that family 
members, friends, classmates or colleagues of victims are ‘infected’ with a 
temporarily elevated risk of victimization.” We will therefore test the following 
hypothesis: Associating with friends who are victimized increases an individual’s 
risk of being victimized (Hypothesis 3a) and this relationship is stronger for those 
who live in close proximity to their friends than for those who live further away 
(Hypothesis 3b).  
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4.3 Data and methods
To answer our research questions and test our hypotheses, we used data from 
the CrimeNL panel study. CrimeNL is a collaborative effort of the Department 
of Sociology of Radboud University Nijmegen and Statistics Netherlands, 
involving an ongoing longitudinal study of individuals’ experiences of crime 
and their social networks (Tolsma et al., 2014). The sample population 
consists of people living in the ten largest municipalities of the Netherlands 
with a minimum age of 16 and a maximum age of 45, a group with an increased 
risk of involvement in crime (both as victim and offender) as compared to 
the general Dutch population. Statistics Netherlands used the municipal 
population registers to draw a random sample. Respondents are interviewed 
once a year and each year a fresh sample is included to compensate for panel 
attrition. So far, respondents have been interviewed in 2012 (N=982), 2013 
(N=741), 2014 (N=831) and 2015 (N=883). A mixed-mode design was 
used; both computer-assisted web interviews (CAWI) and computer-assisted 
telephone interviews (CATI) were conducted. We did not offer our potential 
respondents any incentives to participate in our study. The fresh samples are 
to a large extent representative of the target population. Of the respondents 
who participated in Wave 1, 44 % also participated in one or more of the 
subsequent waves, and the reapproach rate increased with each subsequent 
wave. 
 As we are interested in how changes in friends’ involvement in crime affect 
that of our respondents, we only selected respondents who participated at 
least twice (N=717). In each wave, respondents could name a maximum of 
five important network members. Because we wanted to eliminate possible 
biases caused by friendship selection, we only investigated the impact of 
stable network members – friends who were nominated in at least two waves. 
In total 470 respondents provided information about 711 different friends on 
at least two occasions (469 were nominated twice, 165 were nominated three 
times, and 77 were nominated four times).1 Respondents may be influenced 
by any of their friends, so we treated each respondent-friend combination as 
a unique (and independent) case (N=711; level 2). There were 1,741 unique 
respondent-friend-time observations over all panel waves (N=469*2 + 165*3 
+ 77*4 =1,741; level 1). We removed 172 observations from the sample due 
to missing values (for more details, see below). This resulted in a working 
sample of 646 cases (i.e. unique respondent-friend combinations; level 2) and 
1,569 observations (unique respondent-friend-time observations; level 1).
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Dependent variables
For each wave we created variables that indicated whether respondents 
had been involved in crime as offenders and as victims. A self-reported 
delinquency measure of ten items was used to determine whether a respondent 
had committed any of the following crime types in the 12 months prior to 
the interview: theft, burglary, fencing, tax fraud, insurance fraud, vandalism, 
threat, weapon use, violence, and the use of hard drugs. Respondents who had 
engaged in at least one type of crime in the 12 months prior to the interview 
were coded as offenders. In line with previous research, women were less 
likely to report offending than men (χ2=27.2, p=0.000) as were the employed 
versus the unemployed (χ2=6.3, p=0.012) and respondents over 30 years of 
age versus younger respondents (χ2=54.5, p=0.000). Of all respondents who 
participated in the CrimeNL surveys (for the first time), 13.4% reported some 
form of offending. We found no evidence for a trend in offending over the 
four waves (χ2=1.5, p=0.67). The use of hard drugs was most often reported 
(6.2%), followed by violent crimes (4.2%). Respondents were least likely to 
report involvement in a burglary (0.2%). 
  Victimization was measured by eight items that asked whether the 
respondents had experienced any of the following incidents in the 12 months 
prior to the interview: attempted burglary, burglary, bicycle theft, other theft, 
vandalism, threats, violence, and a category of “other” crimes. Respondents 
were coded as victims if they indicated any victimization experience in the 
12 months prior to the interview. In line with previous research, people 
over 30 years of age were less likely to report victimization than younger 
people (χ2=22.0, p=0.000). We found no differences in relation to gender 
(χ2=0.02, p=0.881) or employment (χ2=1.52, p=0.217). In total, 36.4% of the 
respondents reported some form of victimization. Victimization was stable 
across the four waves (χ2=1.8, p=0.614). The theft of property crimes were 
the most prevalent (22.3%), followed by vandalism (12.8%). Violent crimes 
(8.5%) and other forms of victimization (2.5%) were reported much less 
frequently. 
Independent variables
Respondents were asked to nominate up to five significant network 
members with whom they discussed important matters, using the name 
generator/interpreter method (McCallister and Fischer, 1978). For each 
network member, respondents provided information about the nature of 
the relationship, the member’s educational level, the geographical distance 
between their places of residence, the frequency of contact, and whether, 
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according to the respondent, the network member was involved in crime, 
either as victim or as offender. The network members could be partners, 
friends, parents, other relatives, colleagues, classmates, or members of the 
same association or club. We excluded parents from our analysis and referred 
to the remaining network members as friends.
 Respondents were asked to indicate whether any of their friends had been 
engaged in criminal activities and/or had been victimized in the 12 months 
prior to the interview. Based on the answers to these questions, we classified 
each friend as offender (0/1) and/or as victim (0/1). For 103 (5.9%) friends, 
respondents provided no information on offending and for 36 (2.1%) none 
for victimization. Observations with missing data on either offending or 
victimization were removed (Nlevel1=125). As a consequence, for some cases 
we were left with only one observation and, given our analytical strategy, 
these also had to be removed from our sample (Nlevel2/Nlevel1=47). All in all this 
resulted in a loss of 172 observations (level 1) and 65 cases (level 2).2
  Contact frequency was measured by asking respondents how often they 
were in contact with each friend. The answering categories ranged from (1) 
(almost) every day to (7) never. The distribution of this variable is skewed; 
in 64% of cases, the respondent indicated having almost daily contact with 
the nominated friend. Given the low number of observations in the higher 
categories which precluded the possibility of using multiple dummy variables, 
we decided to dichotomize this variable: daily contact was coded (1) if 
respondents indicated having had (almost) daily contact with their friend and 
(0) otherwise.
  Intimacy or attachment was based on the friends’ position within the 
network. We distinguished between the ‘closest friend’ and the remaining 
friends. In line with previous research, we coded closest friend as (1) if the 
friend was the person listed first and (0) if the friend was nominated for any 
of the remaining positions (Mounts & Steinberg, 1995; Fuijmoto & Valente, 
2012). 
 Residential proximity was measured by asking respondents to report 
on the distance between their own home and those of their friends. The 
original answering categories were: (1) in the same house, (2) in the same 
neighborhood or street, (3) in the same city or town but not in the same 
neighborhood, (4) elsewhere in the Netherlands less than 20km away, (5) 
elsewhere in the Netherlands more than 20km away, and (6) abroad. The near 
repeat phenomenon shows strong distance decay with most repeating events 
occurring within the same neighborhood (Bernasco, 2008); we therefore coded 
same neighborhood as (1) if the friend scored at most (2), and (0) otherwise.
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Analytical strategy
In the present chapter we are interested in how changes in the characteristics of 
network members affect our respondents’ involvement in crime. To minimize 
the potential confounding effects of time-stable unobserved variables and 
given our dichotomous dependent variables, we estimate fixed-effects logit 
models. In these models only individuals who experienced a change in the 
dependent variable are included in the analyses. This aspect of the procedure 
results in reduced sample sizes (Nlevel2=105 for offending and Nlevel2=289 for 
victimization; see also Appendix 4.1).3  
4.4 Results
Offending
The main objective of this article is to examine whether changes in friends’ 
involvement in crime affect the involvement of those around them. In Table 4.2 
we present the results of our fixed-effects models for offending. We expected 
that associating with friends who commit crime would increase individuals’ 
risk of doing likewise (Hypothesis 1a). In line with this expectation, the 
estimate of Model 1 shows that peer delinquency is positively related to 
individuals’ own engagement in criminal behaviors (b = 1.305). When peers 
become delinquent, the odds of individuals engaging in criminal activities 
themselves multiplies by 3.7 (e1.305).  
  Model 2 shows that the positive influence of friends engaging in crime on 
people’s own likelihood of doing so is stronger for those who interact with 
those friends on a daily basis (b = 0.146 + 1.841). Interestingly, by adding 
the interaction term, the main effect of peer delinquency on individuals’ 
own risk of committing crime becomes statistically insignificant (b = 0.146). 
This indicates that delinquent friends influence people’s risk of offending 
when they interact with these friends frequently. Overall, these findings thus 
corroborate our expectation (Hypothesis 1b).
  The results of Model 3 indicate that the influence of friends’ engagement 
in criminal activities on people’s own risk of offending is also stronger when 
the association is more intimate (0.556 + 1.124). Again, after adding the 
interaction term, the main effect of peer delinquency becomes insignificant 
(b = 0.556). This indicates that only close friends increase the risk of 
offending, which supports our expectation. 
  In Model 4, we included both the interaction terms of contact frequency 
and friendship intimacy (i.e., closest friend). After adding both terms, the 
relation between delinquent peers and friendship intimacy was no longer 
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statistically significant (b = 0.242). This suggests that frequency of contact 
(b = 1.715), rather than the level of closeness, explains why friends of offenders 
have an elevated risk of engaging in criminal activities themselves. Based upon 
these findings we thus have to reject Hypothesis 1c.
 Because offending and victimization are often predicted by the same 
correlates, we additionally examined the influence of victimized friends 
on people’s risk of committing crime (Model 5). Although the estimated 
interaction effect of contact frequency is positive and statistically significant 
(b = 1.837), additional analysis suggests that daily interaction with 
victimized friends is not statistically significantly related to committing crime 
(b = -0.960 + 1.837). The interaction term of close friends is also not 
statistically significant (b = -0.725).
Victimization
In Table 4.3 we present the results of our fixed-effects panel models for 
victimization. In Model 1, we test whether changes in peers’ involvement in 
crime increase people’s likelihood of victimization. The estimates of Model 
1 show that associating with victimized friends does indeed increase an 
individual’s risk of likewise becoming a victim (b = 1.259). When friends are 
victimized, the odds of individuals also becoming victims multiplies by 3.5 
(e1.259). This clearly provides support for Hypothesis 3a. We find no evidence 
that a change in friends’ delinquency affects people’s risk of victimization 
(b = -0.254). Accordingly, we have to reject Hypothesis 2a.
  In line with the near repeat hypothesis, the results of Model 2 indicate that 
individuals’ risk of becoming victims is higher for those who live in close 
proximity to victimized friends (b = 0.347 + 1.432). When victimized friends 
live in the same neighborhood, the odds of individuals themselves becoming 
victims multiplies by 5.6 (e0.347+e1.432). Since the main effect is no longer 
statistically significant (b = 0.347), we conclude that victimized friends only 
affect people’s risk of being targeted when they live nearby. Overall, these 
results are in line with the near repeat phenomenon.
   Next, we examine whether contact frequency conditions the influence of 
delinquent peers on victimization risk (Model 3). We hypothesized that the 
positive relationship between peer delinquency and an individual’s risk of 
being targeted would be stronger for individuals who interact with delinquent 
friends daily (Hypothesis 2b). Surprisingly, the results indicate that those who 
interact with delinquent friends on a daily basis are in fact less likely to become 
victims of crime (b = 0.692 - 1.176).4 It seems that delinquent friends with 
whom an individual has daily contact can provide some form of protection. 
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  In Model 4, we test whether friendship intimacy conditions the relationship 
between having delinquent peers and risk of victimization (Hypothesis 2c). 
We expected the positive influence of delinquent friends on an individual’s 
own risk of engaging in criminal activities to be stronger for more intimate 
relationships. Yet the interaction term is negative (b = -0.605), and turns out 
to be statistically insignificant. These findings thus reject Hypothesis 2c. 
 In order to understand the possible influence processes more fully, we 
additionally examined the interactions between friends’ victimization 
and contact frequency, and between friends’ victimization and friendship 
intimacy (Model 5). The results indicate that the effect of having friends who 
are victims is stronger for individuals who interact with these friends on a 
daily basis (b = -0.449 + 1.688). Interestingly, when taking contact frequency 
into account, the relationship between peers’ victimization and geographical 
distance (b = 0.272) is no longer statistically significant. We also found no 
evidence that the relationship between victimized friends and an individual’s 
own risk of offending is conditional upon friendship intimacy (b = 0.571). 
This suggests that frequency of contact, rather than geographical distance 
(and friendship intimacy), explains why friends of victims are at greater risk 
of being targeted themselves. These findings thus reject Hypothesis 3b.
  Finally, in Model 6 we examine whether the influence of delinquent 
peers is amplified by geographical distance and the level of intimacy. The 
estimated effect shows no evidence that residing in the same neighborhood 
affects the influence of delinquent peers on people’s risk of victimization 
(b = 1.129). Furthermore, interaction with close friends does not reach 
statistical significance (b = 0.122). Hypothesis 2c is thus not supported. The 
negative interaction effect between delinquent peers and contact frequency 
remains negative and statistically significant (b = -2.202). 
  To summarize, our results show that peer involvement in crime does 
indeed influence such involvement in the people around them. In addition, 
this influence is not identical for all individuals, but is stronger the more 
frequently people interact with their delinquent friends. 
Robustness checks
We conducted several sensitivity analyses to determine the robustness of our 
findings. First, in order to make sure that the observed relationships were 
not related to a specific type of crime, we re-estimated Model 1 (from Table 
4.2 and 4.3) multiple times, each time removing one category of crime from 
the dependent variable. The results of the additional analyses for offending 
(see Appendix 4.2) show that the odds ratios of friends’ criminal behaviors 
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affecting people’s own risk of offending [1.116-1.442] were largely similar 
to the overall effect of 1.305, as presented in Table 4.2. Similarly, leaving 
each crime-type out of the analysis did not substantively alter the estimated 
impact of friends’ involvement in victimization [2.525-4.099] or offending 
[0.652-1.072] on people’s risk of being victimized (see Appendix 4.3). Note 
that even though the latter effect becomes larger than 1 when bicycle theft is 
left out, the effect of friends’ offending on individuals’ risk of victimization 
was always statistically insignificant. Overall, the sensitivity analyses thus 
reveal largely similar results, as presented in Table 4.2 and 4.3, which indicates 
that they do not hinge on a single type of crime.
 Second, although we hypothesized that people with delinquent/victimized 
friends are more likely to commit crimes or be victimized themselves, the 
influencing processes may also operate the other way around: when friends 
stop being involved in crime either as offenders or victims, according to the 
model this reduces individuals’ risk of being involved in crime. To test whether 
the effects are indeed symmetric, we performed additional analyses in which 
we divided our sample into persons who were not involved in crime at T1 but 
were at T2 (changed from 0 to 1 in the dependent variable) and persons who 
were already involved in crime at T1 but were no longer involved at T2 (changed 
from 1 to 0 in the dependent variable). We then re-estimated Model 1 of 
Table 4.2 and 4.3 for each subsample. The results of these additional analyses 
show that the influencing processes do indeed work both ways: friends 
influence both the initiation and termination of individuals’ involvement in 
crime. In fact, the analyses demonstrate that there is a stronger relationship 
when it comes to termination of such involvement than there is for initiation. 
For example, when friends become delinquent, the odds of engaging in criminal 
activities multiply by 2.3 (initiation); when friends stop being involved in 
crime (termination), the odds of ceasing criminal behavior multiply by 10.5. 
Similar results were obtained for victimization (see Appendix 4.4). 
4.5 Conclusion and discussion
In this chapter, we examined whether friends’ involvement in crime has 
an influence on people’s own involvement and the extent to which these 
friendship influence processes are dependent on the strength of the ties 
(i.e., contact frequency, friendship intimacy, and geographical proximity). 
  We tested our hypotheses using four waves of CrimeNL, a longitudinal 
study of offending, victimization, and friendship networks in the Netherlands. 
The results of our study indicate that delinquent friend associations increase 
people’s own risk of offending, but only when individuals interact frequently 
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with these friends. It is the regularity of contact that also explains why 
individuals with strong attachments to delinquent peers are more likely to 
become offenders themselves. This finding clearly supports the normative 
influence perspective, in which people learn behavior by observing and 
imitating the behaviors of others; the more time spent with delinquent 
friends, the more these friends will be able to transmit delinquent values and 
to act as role models. With more rigorous tests, our findings thus confirm the 
findings of Agnew (1991), who already demonstrated, using a cross-sectional 
model, that the association between delinquent friends and adolescents’ own 
delinquency is stronger the more time they spend together.
  Peer relations have long been central to the study of crime and delinquency. 
Expanding on this idea, Schreck and colleagues (2002) were the first to study 
the role of peers in explaining adolescents’ risk of victimization (see also 
Schreck et al., 2004). They showed that association with delinquent friends 
increases adolescents’ own risk of being victimized. In the current chapter 
we found that individuals are less likely to become victims of crime when 
they often spend time with delinquent friends, which suggests that delinquent 
friends provide some form of protection. This finding thus differs from the 
work of Schreck and colleagues, but is in line with the study of Shaffer (2003). 
Shaffer demonstrated that individuals who have not been engaged in crime 
themselves, but who have delinquent peers, are less likely to be targeted. She 
posited that other studies did not find a negative association between peer 
delinquency and individuals’ risk of victimization because they focused on 
deviant behaviors, such as smoking and truancy, which presumably would not 
lower their friends’ chances of becoming victims. This rationale is in line with 
gang-related research that suggests that individuals supposedly join gangs to 
gain protection from victimization (Sheldon, Tracy & Brown, 2001). However, 
our respondents reported on whether or not their friends “did something 
in the past that was not allowed,” and we also found a negative relationship 
between delinquents and their friends’ risk of victimization. We do not 
think the severity of offence can explain these inconsistent findings. Unlike 
Shaffer (2003), we examined the influencing processes among a sample that 
consisted mainly of adults. Perhaps the interpersonal bonds between friends 
are stronger in adulthood than in adolescence, so that potential offenders 
are more deterred from targeting individuals who have criminal friends in 
adulthood. Future research is warranted to test this interpretation. 
 Finally, we examined whether friends’ experiences of victimization are 
related to individuals’ own risk of becoming victims. We found that this 
influence is particularly strong when interaction with victimized friends is 
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frequent. After controlling for frequency of contact, we found no evidence 
that level of intimacy or residential proximity are related to individuals’ risk. 
At first sight, this finding seems to contradict the near repeat phenomenon, 
which shows that crime clusters in both time and space, so that individuals 
in close proximity to an initial target are at greater risk of also being targeted 
( Johnson et al., 2007; Johnson et al., 2009; Lammers et al., 2015). However, 
the near repeat phenomenon not only applies to the area in which people live, 
but also to other areas in which offenders have previously committed crime 
( Johnson et al., 2006). For instance, offenders may return to the same bar, 
street or (unguarded) parking lot to repeat the same type of crime. Given that 
friends who often spend time together may frequently find themselves in the 
same places (e.g., bars, stores, theaters), the near repeat phenomenon may 
thus still be responsible for the observed victimization risk, so that friends 
of victims are at greater risk of becoming targets themselves. At the same 
time, other processes in the peer group (e.g., social processes) might also 
be responsible for the increased risk of victimization (Sijtsema et al., 2012). 
More research is warranted to investigate which mechanism is at play. 
  With this in mind, we recommend future research to further disentangle the 
underlying mechanisms that can explain how friends’ involvement in crime 
affects the risk of offending and victimization. For instance, it may be that 
friends influence people’s lifestyles, which is related to the risk of offending 
and victimization. Specifically, people who engage in risky lifestyles have a 
higher chance of becoming both offenders and victims of crime (Averdijk, 
2011; Hindelang, Gottfredson & Garofalo, 1978; Osgood, Wilson, O’Malley, 
Bachman & Johnston, 1996; Sampson & Lauritsen, 1990). Because of the 
close link between lifestyle and crime involvement, people who often spend 
time with friends involved in crime may unintentionally place themselves in 
situations where the risk of victimization and offending is particularly high. 
Unfortunately, we knew little about the friends of our respondents except for 
their experiences of crime, how often they met them and how far away they 
lived. Investigating whether lifestyle affects social influence processes would 
require direct measures of both individuals’ and friends’ lifestyles.
  Our study has several limitations. First, we measured peers’ involvement in 
crime indirectly by asking respondents to report on their behaviors. Scholars in 
social network research have raised concerns about this method of measuring 
behavior, as people have a strong tendency to project their own behaviors 
onto others. The consequence of this would be that the actual influence 
effects are weaker than those reported in this chapter (Weerman, 2011). 
Although we acknowledge the potential problems of using ego-centered 
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network data in which respondents report on the behavior of their friends, 
in the current study the levels of victimization, and to a lesser extent the 
levels of offending, were considerably higher among respondents than among 
their friends (see Table 4.1), which would not be expected were projection 
to pose a major problem. Previous research indicates that misinterpretations 
of friends’ behaviors are in part attributable to individual characteristics, 
and that time-stable characteristics are among the most powerful predictors 
of these misinterpretations (Young, Barnes, Meldrum & Weerman, 2011). 
We employed fixed-effects regression models and were thus able to rule out 
all time-stable unmeasured heterogeneity, along with any characteristics of 
respondents that was related to the tendency to project behavior onto friends. 
Hence, we would argue that projection effects are limited in our study.  
  Finally, the data and method employed in this chapter did not allow us to 
investigate whether influence processes depend on the type of offense. It is 
however likely that the influence processes are more pronounced for the same 
type of crime. For instance, when a friend engages in property crime, it is 
more likely that his friend will also engage in property crime, as people learn 
behaviors by observing and imitating those of others. In order to more fully 
understand the influence processes, we recommend future research to take 
into account the different types of crime. This requires larger samples.
  Although future research is needed, the results presented here provide 
some important gains in understanding peer influence processes. First, we 
found that friends’ involvement in crime not only influences people during 
adolescence, but also at later stages in life, even after controlling for all time-
stable population heterogeneity as potential confounders. Second, the results 
of this chapter show that the peer context is also important for understanding 
victimization; associating with delinquent peers decreases an individual’s risk 
of becoming a victim, whereas associating with victimized peers increases 
the risk. As such, we provided an important first step in understanding 
the contagion effect of victimization outside the school context. Third, we 
showed that the influence processes are conditional upon the quantity of 
contact between friends, and not on the quality of the friendship or on friends’ 
residential proximity. In this regard, our work extends previous research, in 
that the findings underline the importance of considering the conditions 
under which peer delinquency does and does not affect the criminal behavior 
of those around them. We hope that future work will use these insights to 
expand the knowledge on influence processes in relation to crime.
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4.6 Notes
1  Nominated parents were excluded from selection analyses (see Chapter 3) because parents are 
given and not chosen. As we want to combine the results of both chapters we also excluded 
parents in this chapter.
2  As a robustness check we performed three additional analyses in which we applied alternative 
strategies to deal with missing values. First we coded all missings on alter-offending and alter-
victimization as ‘0’. Second we coded all missings as ‘1’. And finally we introduced an additional 
category ‘missing’. These alternative strategies did not substantially alter our results.
3  In predicting offending, females, older persons and higher educated people were more likely 
to drop out of the sample (chi-square and t-test). For victimization, this is not the case.
4  Additional analyses revealed that the combined effect is statistically different from zero.
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Transitions Offending Victimization
  N % N %
0->1 39 6.04 71 10.99
1->0 21 3.25 80 12.38
0->1->0 7 1.08 19 2.94
0->1->1 3 0.46 11 1.70
0->0->1 10 1.55 20 3.10
1->0->0 5 0.77 25 3.87
1->0->1 1 0.15 5 0.77
1->1>0 3 0.46 19 2.94
0->1->0->0 2 0.31 4 0.62
0->1->0->1 0 0.00 1 0.15
0->1->1->0 2 0.31 4 0.62
0->1->1->1 0 0.00 2 0.31
0->0->1->0 3 0.46 4 0.62
0->0->1->1 0 0.00 1 0.15
0->0->0->1 2 0.31 4 0.62
1->0->0->0 3 0.46 6 0.93
1->0->0->1 1 0.15 1 0.15
1->1->0->0 0 0.00 7 1.08
1->1->0->1 0 0.00 1 0.15
1->0->1->0 1 0.15 2 0.31
1->0->1->1 1 0.15 1 0.15
1->1->1->0 1 0.15 1 0.15
0->0 / 0->0->0 / 0->0->0->0 484 74.92 221 34.21
1->1 / 1->1->1 / 1->1->1->1 57 8.82 136 21.05
Total transitions 105 16.21 289 44.70
Total no transitions 541 83.74 357 55.26
Total 646 100 646 100
0 = not offender/not victim
1 = offender/ victim
APPENDIX 4.1: Total number of transitions experienced by the individual
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APPENDIX 4.2: Fixed-effects model for the risk of offending in which each time one crime-
type (dependent variable) is left out of the analyses (replication of Model 1, Table 4.2)
Overall effect,  Alter: offender 1.305 ***
Effect when the following crime-type is left out:
Theft 1.266 ***
Burglary 1.305 ***
Fencing 1.278 ***
Tax fraud 1.125 **
Insurance fraud 1.442 ***
Vandalism 1.116 ***
Threat 1.327 ***
Weapon use 1.206 ***
Violence 1.305 ***
Harddrug use 1.269 ***
Source: CrimeNL
*** p<0.01; ** p<0.05; * p<0.1 (one-tailed)
 
APPENDIX 4.3: Fixed-effects model for the risk of victimization in which each time one crime-
type (dependent variable) is left out of the analyses (replication of Model 1, Table 4.3)
Overall effect, Alter: victim 3.523 ***
Effect when the following crime-type is left out:
Attempted burglary 3.266 ***
Burglary 3.362 ***
Bicycle theft 2.525 ***
Other thefts 3.828 ***
Vandalism 2.624 ***
Threats 4.099 ***
Violence 3.235 ***
Other crimes 3.136 ***
Overall effect, Alter: offender 0.776 ns
Effect when the following crime-type is left out:
Attempted burglary 0.840 ns
Burglary 0.778 ns
Bicycle theft 1.072 ns
Other thefts 0.652 ns
Vandalism 0.662 ns
Threats 0.906 ns
Violence 0.728 ns
Other crimes 0.818 ns
Source: CrimeNL
*** p<0.01; ** p<0.05; * p<0.1 (one-tailed)
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APPENDIX 4.4: Fixed-effects model for the initiation and termination of crime involvement 
of individuals
  Offendinga Victimizationb
  b se exp(B) b se exp(B)
Initiation of crime involvement (Y: 0->1)                
Alter: Offender 0.827 * 0.507 2.287 -0.298   0.454 0.742
Alter: Victim         0.828 ** 0.377 2.288
                 
Termination of crime involvement (Y: 1->0)                
Alter: Offender 2.307 ** 1.046 10.512 -0.393   0.425 0.675
Alter: Victim         1.528 *** 0.395 4.61
Source: CrimeNL. 
*** p<0.01; ** p<0.05; * p<0.1 (one-tailed). 
a  Initiation: Nlevel1=72; Nlevel2=162; termination: Nlevel1=51; Nlevel2=107
b  Initiation: Nlevel1=151; Nlevel2=336; termination: Nlevel1=180; Nlevel2=391
0 = not offender/not victim
1 = offender/ victim
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Chapter 5
Are victims of crime more 
likely to commit offenses 
than non-victims when in 
similar situations?*
* This chapter was submitted as: Rokven, J.J., Tolsma, J. & Ruiter, S. 
Testing rational choice explanations for the victim-offender overlap:  
A factorial survey experiment. 
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5.1 Introduction
Victims of crime more often commit criminal offenses than non-victims and 
offenders are at the same time more likely to fall victim to crime than non-
offenders ( Jennings, et al., 2011; Rokven, Ruiter, & Tolsma, 2013). This 
victim-offender overlap is not that surprising given that males, adolescents, the 
lower educated, and those who engage in risky lifestyles are more likely to put 
themselves in criminogenic situations, which increases their risk to fall victim 
to crime as well as to commit crime; victimization and offending share many 
of the same risk factors (Lauritsen, et al., 1991; Ousey, et al., 2011; Rokven, 
et al., 2013; Sampson & Lauritsen, 1990; Smith & Ecob, 2007). Yet available 
evidence suggests that the relationship between victimization and offending 
cannot fully be explained by common risk factors ( Jennings, et al., 2011; 
Lauritsen, et al., 1991). Several authors (Agnew, 2002; Hay & Evans, 2006; 
Ousey, et al., 2011; Rokven, et al., 2013) have therefore suggested a causal 
relationship between offending and victimization: actual past offending, as 
measured by self-reports, would increase the risk of victimization and falling 
a victim of crime would make someone more likely to commit crime. So 
far, most studies that address this causal relationship have focused on the 
impact of offending on subsequent victimization. Relatively few studies have 
investigated the reverse effect ( Jennings, et al., 2011). This chapter attempts 
to fill this gap by investigating victimization as a potential cause of criminal 
offending.
 The first goal of this chapter is to assess whether victims of crime are 
indeed more likely to commit criminal offenses than people with no past 
experiences with crime. We do so using a factorial survey experiment in which 
the opportunities to commit crime are held constant. Empirical studies on 
the victim-offender overlap are usually based on population surveys that do 
not control for the criminogenic situations that people encounter ( Jennings, 
et al., 2011). This is understandable as these data are readily available for 
researchers and they contain detailed information about people’s experiences 
with crime as victims and as offenders. However, drawing conclusions about 
causality based on such survey results is problematic as it is hard to control 
for all the common risk factors that could render the relationship between 
victimization and offending spurious. We therefore adopt a factorial survey 
experiment in which respondents are presented short (written) descriptions 
of hypothetical offending situations. Respondents are asked to imagine being 
in the described situation, and subsequently to state the likelihood they 
would engage in the described criminal behavior given the circumstances. 
The extent to which people’s responses to these scenarios are related to their 
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victimization experiences cannot be a function of differences in the likelihood 
that they encounter such situations. This way, we are able to provide a more 
stringent test of the causal relationship between victimization and intentions 
to offend than most previous studies. In total, we constructed 388 hypothetical 
offending scenarios, which we randomly presented to a representative sample 
of over 2000 individuals in the ages between 16 and 45, living in the ten largest 
municipalities of the Netherlands. Our first research question reads: To what 
extent do victims and people with no past experiences with crime differ in their 
likelihood to commit (minor) offenses when in a similar situation? 
  The second objective of this chapter is to compare how victims respond 
to the costs and benefits of crime with the responses of people without 
past experiences with crime and offenders. Several scholars have posited 
that victimization experiences can have several emotional and practical 
consequences, such as anger or the inability to use the items that got stolen, and 
therefore might be an important cause of subsequent offending (Hay & Evans, 
2006; Ousey, et al., 2011; Rokven, et al., 2013). We further develop that line 
of argumentation by claiming that these consequences of victimization may 
alter the assessment of the costs and benefits of offending. This might also 
provide an explanation for the causal impact of victimization on offending. 
Furthermore, if victims and offenders are much alike as previous research 
suggests ( Jennings, et al., 2011; Ousey, et al., 2011), victims might also 
respond similar to the costs and benefits of crime as offenders do. The use of 
hypothetical scenarios allows us to randomly vary the costs (the probability 
of detection and the severity of punishments) and benefits (financial gains) of 
crime, which provides a strong empirical design to assess people’s responses 
to these costs and benefits. Our second research question therefore reads: 
To what extent do victims respond differently to the costs and benefits of crime 
in their decision to commit (minor) offenses compared to people with no recent 
experiences with crime and offenders?
  A better understanding of how the costs and benefits of crime influence 
people’s intentions to offend and to what extent this depends on people’s 
own experiences with crime also contributes to the rational choice and 
deterrence literature. Rational choice theory argues that criminal decision-
making involves the weighing of the costs and benefits of the behavioral 
alternatives (Becker, 1968; Cornish & Clarke, 1986; Paternoster, 2010). 
People would be likely to commit crime if the expected benefits outweigh 
the perceived costs. Of course, people may decide to commit crime for many 
different reasons, including financial rewards, anger, jealousy, revenge, or 
the prestige and excitement it brings (Piquero & Tibbetts, 2002). At the 
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same time, offenders run the risk of getting caught and punished for their 
behaviors. Deterrence theorists argue that people would refrain from crime 
because they dislike the consequences associated with sanctions (Maxwell 
& Gray, 2000). Our study contributes to this literature in two ways. First, 
the deterrence literature exclusively focuses on the costs of crime to explain 
criminal decision-making and very little, if any, research has examined 
the influence of the perceived benefits of crime. As such, the deterrence 
literature provides only a partial test of rational choice theory (Paternoster, 
2010). The current chapter improves upon this by simultaneously examining 
the influence of both costs and benefits of crime. Second, while traditional 
deterrence perspectives hold that the threat of punishment equally affects 
all people, recent research suggests that certain people are less susceptible 
to future sanction threats (Paternoster, 2010; Pogarsky, 2007; Pratt, Cullen, 
Blevings, Daigle, & Madensen, 2006; Wright, Caspi, Moffit, & Paternoster, 
2004). According to these studies, it is the lack of morality and the inability 
to make rational decisions that make some people less or even non-
responsive to sanction threats. We incorporate these new insights and will 
examine whether individuals with different experiences with crime respond 
differently to the costs and benefits of crime. 
5.2 Theoretical background
The influence of past victimization
Victims often perceive their victimization as an unjust or even traumatic event 
(Hay & Evans, 2006). They may experience (severe) emotional reactions, 
such as anger, anxiety or psychological stress, and some cope with these 
feelings by seeking revenge against the people who they believe have harmed 
them, and perhaps even others (Gale & Coupe, 2005; Orth, 2004; Shapland 
& Hall, 2007). Besides such emotional consequences, victimization often also 
has practical ramifications, such as the inability to use the stolen items and 
the monetary expenses of replacing them (Averdijk, 2011). These practical 
consequences may make victims of property crimes want to compensate their 
losses by stealing the belongings of others or to seek revenge against those 
responsible for the loss (Rokven, et al., 2013). More generally, when people 
feel mistreated, they might feel motivated and justified to engage in criminal 
behavior themselves. Although Averdijk (2011) showed that victims in 
general do not alter their behavior after experiencing victimization, virtually 
all studies on the victim-offender overlap showed that victimization increases 
the risk of offending (Cullen, Unnever, Hartman, Turner, & Agnew, 2008; 
Hay & Evans, 2006; Rokven, et al., 2013; Smith & Ecob, 2007). This literature 
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provides reasons to expect that victims are more likely to offend as compared 
to people with no past experiences with crime when in similar situations.
    Past studies have shown that the emotional responses to victimization are 
most intense shortly after the crime. As time passes, the salience of the crime 
will gradually fade and the strongest emotional reactions will wear off (Gale 
& Coupe, 2005; Shapland & Hall, 2007). If an individual who was attacked 
by another person wants to retaliate, we expect it is most likely to occur either 
immediately, or shortly after the incident. Similarly, if victims of property 
crime consider replacing the stolen objects through illegal means, they will 
probably only do so in the wake of the event. It is unreasonable to expect 
that victimization will have long lasting effects on intentions to offend: if a 
causal relationship between victimization and offending exists, we expect 
that victims should be especially more likely to offend shortly after being 
victimized. Thus far, almost all research on the direct impact of victimization 
on offending used cross-sectional data ( Jensen & Brownfield, 1986; Sampson 
& Lauritsen, 1990; Singer, 1981), which precludes making a clear distinction 
between cause and effect. Only a few studies have examined the victim-
offender overlap using a longitudinal perspective (Lauritsen, et al., 1991; 
Ousey, et al., 2011; Rokven, et al., 2013; Smith & Ecob, 2007), but none of 
these have investigated whether the impact of victimization on offending is 
stronger the more recent the victimization experience (see Chapter 2). We 
extend this line of research by testing the following hypotheses: Victims are 
more likely to commit (minor) offenses than people with no past experiences with 
crime when in similar situations (Hypothesis 1) and this effect is stronger for 
victims with recent crime experiences as compared to victims with more distant 
experiences with crime (Hypothesis 2). 
The decision-making criteria
We propose a rational choice perspective as alternative explanation for the 
suggested link between victimization and offending. The rational choice 
paradigm is used in many disciplines including criminology. It assumes that 
people weigh the potential costs and benefits of their behaviors (Becker, 1968; 
Cornish & Clarke, 1986; Paternoster, 2010). People would be likely to commit 
crime when the expected benefits outweigh the perceived costs. The reasons 
for committing crime vary widely. People might commit crime for financial 
reasons, but also out of anger, jealousy, revenge, or the prestige and excitement 
it brings (Piquero & Tibbetts, 2002). The threat of legal punishments, on the 
other hand, potentially deters individuals from committing crime. Punishing 
offenders is aimed at discouraging them to continue committing crime (specific 
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deterrence) and to convince others not to break the law (general deterrence) 
(Nagin, 1978). Deterrence theorists argue that in order to deter an individual 
from committing crime, the individual has to perceive that the punishment 
is likely to happen (certain), that it will be sufficiently harsh (severe), and 
that it will come shortly after engaging in a criminal act (swiftly). Of all 
three, certainty is widely perceived as the most important deterrent factor 
(Paternoster, 2010). Nonetheless, the empirical evidence on the influence 
of sanctioning threats is mixed. Some studies find strong deterrent effects, 
others only find weak effects, and some even find no evidence that sanctions 
deter people from committing crime (Paternoster, 2010; Pogarsky, 2007; 
Pratt, et al., 2006). This inconsistency has led researchers to consider whether 
sanction threats might have differential effects on different people (Nagin & 
Pogarsky, 2001; Piquero & Tibbetts, 1996; Pogarsky, 2007; Wright, et al., 
2004). These studies demonstrated that people indeed differentially weigh 
the costs and benefits of crime. Specifically, the lack morality and the inability 
to make rational decisions make some people less or even non-responsive 
to sanction threats. We extend this line of research by examining whether 
victims weigh the costs and benefits differentially compared to those without 
any experiences with crime (non-victims), and whether their assessment of 
the costs and benefits of crime actually resembles that of offenders. 
  Many people get angry after being victimized (Gale & Coupe, 2005; Orth, 
2004) and anger as such can reduce a person’s time horizon. Angry people are 
more tied to the here-and-now, and as such the benefits are seen as immediately 
gratifying regardless the extent of the benefit, whereas the non-immediate 
consequences only have a minimal influence on their decision to commit crime 
(Van Gelder, et al., 2014). Angry people would underestimate the negative 
consequences of their actions and overvalue the positive consequences 
(Carmichael & Piquero, 2004; Exum, 2002). Because many victims are angry 
over their victimization, victims may thus fail to appropriately weigh the costs 
and benefits of crime when faced with a decision either or not to engage in 
criminal behavior. That is, motivated by anger, victims might commit the 
crime anyway (regardless the expected consequences and benefits) and this 
may explain why they have an elevated risk of offending. Hence, we expect the 
decision-making process of victims to be less rational as compared to people 
who have no experiences with crime. So, they should be less likely to take the 
costs and benefits of crime into account in their decision to commit crime, 
whereas non-victims should do more so. As such, we expect victims of crime 
to resemble offenders with regard to their assessment of the costs and benefits 
of crime. This leads to the following hypothesis: Victims and offenders are less 
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responsive to the costs and benefits of crime than people with no recent experience 
with crime (Hypothesis 3).
  There is also research that suggests a reverse effect. Regardless the costs 
and benefits of crime, people without crime experiences may never engage 
in criminal behavior simply because offending is not a morally acceptable 
behavioral option. Because they have less intentions to commit crime in 
the first place, people with no past experiences with crime should also be 
less affected by the perceived costs and benefits of crime (Svensson, 2013; 
Wikström, 2006). Compared to those who are uninvolved with crime, victims 
and offenders would be more affected by the costs and benefits of crime as 
crime would be a behavioral alternative to them. This leads to the following 
hypothesis; Victims and offenders are more responsive to the costs and benefits of 
crime than people with no past experience with crime (Hypothesis 4).
5.3 Data and methods
To answer our research questions and test our hypotheses, we use three waves 
of CrimeNL (2012, 2014 and 2015). CrimeNL is a collaborative effort of the 
Department of Sociology of Radboud University Nijmegen and Statistics 
Netherlands and involves an ongoing longitudinal study of individuals’ 
experiences with crime (Tolsma et al., 2014). The sampling populations 
consist of people living in the ten largest municipalities of the Netherlands 
with a minimum age of 16 and a maximum age of 45. Statistics Netherlands 
used the municipal population registers to draw a random sample. The data 
was collected with the help of both computer-assisted web interviews (CAWI) 
and computer-assisted telephone interviews (CATI). 
Factorial survey designs
To study the extent to which victims are more likely to offend than people 
with no past experiences with crime, and the extent to which victims respond 
differently to the perceived costs and benefits of crime than people with 
no past experiences with crime and offenders, we use three factorial survey 
experiments. In these experiments, we presented respondents with short 
descriptions of hypothetical offending situations in which certain dimensions 
that are considered theoretically relevant to the decision were varied (Rossi 
& Anderson, 1982). In each of the three waves of CrimeNL, we randomly 
presented 4 offending scenarios to each respondent. Respondents were asked 
to imagine being in the described situation and to estimate the likelihood 
that they would commit the particular crime (e.g., ‘How likely is it that you 
would buy the bicycle?’). Responses were scored using a 6-point scale ranging 
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from (1) ‘definitely would not’ to (6) ‘definitely would’. A higher score thus 
indicates a higher intention to commit crime. To increase the statistical power 
of our analyses and because all factorial survey experiments used in CrimeNL 
measure the dependent variable in a similar way (people’s intentions to commit 
crime), we combined the data of the three factorial survey experiments. 
The average score on the dependent variable is 2.17 (see Table 5.2), which 
indicates that on average respondents are not inclined to commit offenses 
(2 = very unlikely).
Elements of the theoretical dimensions
The factorial survey experiments used in this study randomly varied the 
offending scenarios across four dimensions, which we labeled: (1) type of 
offense, (2) probability of detection [no information, likely, unlikely] (3) 
severity of punishments [no information, severe, lenient], and (4) financial 
benefit [no information, high, low]. See Table 5.1 for the specific elements of 
each dimension. Note that we have condensed the specific elements of each 
dimension into three broader categories (except for the dimension “type of 
offense”).1 Two scenario examples are presented below:
 
Example 1:   [Dimension 1, Type of offense: Illegal downloading], 
[Dimension 2: probability of detection: It is likely that you 
will get caught], [Dimension 3: Severity of punishment: 
If you get caught you will get a fine of 240 euro].
    Imagine: You need a computer program. In the store, the 
program costs about 20 euro. You consider downloading the 
program illegally. It is likely that you will get caught. If you get 
caught you will get a fine of 240 euro. How likely is it that you 
would download the program?
Example 2:   [Dimension 1, Type of offense: Buying a stolen bicycle], 
[Dimension 2, probability of detection: It is unlikely that 
you will get caught], [Dimension 3, severity of punishment: 
If you get caught you are probably prosecuted].
    Imagine: A bicycle is offered to you on the street for 20 euro. 
Given the price it is probably a stolen bicycle. You consider 
buying the stolen bike. It is unlikely that you will get caught. If 
you get caught you are probably prosecuted. How likely is it that 
you would buy the bicycle?
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Table 5.1: Facets and corresponding elements of intentions to commit crime scenarios 
(short names in brackets) (Study 1)
Type of offence Probability of detection Severity of punishment Financial benefit
A1. “Imagine: You need a computer program. 
In the store, the program costs about 20 
euro. You consider downloading the program 
illegally.”
(Illegal downloading)
B1. “”
(no information)
C1. “”
(no information)
D1. “”
(no information)
A2. “Imagine: You are in line at an ATM. The 
person in front of you forgets to take 20 
euro from the ATM. You consider taking the 
20 euro.”  
(Taking money left in ATM)
B2. “It is unlikely that you 
will be caught.”
(unlikely)
C2. “If you get caught, it 
is unlikely that you get 
prosecuted. 
(lenient)”
A3. “Imagine: A bicycle is offered to you on 
the street for 20 euro’s. Given the price it 
is probably a stolen bicycle. You consider 
buying the stolen bike.” 
(Buying a stolen bicycle)
B3. “It is very likely that you 
will be caught”
(likely)
C3. “If you get caught, you 
are probably prosecuted. 
(severe)”
A4. “Imagine: At the train station you realize 
that you do not have enough money to 
buy the train ticket of 20 euro. You consider 
getting on the train.” 
(Fare evasion)
B4. “A friend has done 
something similar and has 
not been caught”
(unlikely)
C4. “If you get caught, you 
will get a fine of 20 euro.” 
(lenient)
B5. “A friend has done 
something similar and has 
been caught”
(likely)
C5. “If you get caught, you 
will get a fine of 40 euro.”
(lenient)
C6. “If you get caught, you 
will get a fine of 240 euro.”
(severe)
C7. “If you get caught, 
you will get 8 hours of 
community service.”
(severe)
C8. “If you get caught, 
you will get 16 hours of 
community service.”
(severe)
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Type of offence Probability of detection  Severity of punishment Financial benefit
A1. “Imagine: You are in line at an ATM. The 
person in front of you forgets to take 20 euro 
from the ATM. You consider taking the 20 euro.”
(Taking money left in ATM)
B1.  
(no information)
C1. “”   
(no information)     
D1. “” 
(no information)
A2. “Imagine: A bicycle is offered to you on 
the street for 20 euro’s. Given the price it is 
probably a stolen bicycle. You consider buying 
the stolen bike.”
(Buying a stolen bicycle)
B2. “It is very likely that 
you will be filmed by a 
surveillance camera.” 
(likely)
A3. “Imagine: you are in the supermarket. After 
you have settled al your grocery shopping, you 
realize that you forgot to put one product on 
the assembly line. The product is still in your 
shopping cart.” (Shoplifting)
B3. “It is unlikely that 
you will be filmed by a 
surveillance camera.”
(unlikely)
A4. “Imagine: In the mall you accidentally 
collide with your shopping cart against a 
parked car. There is a scratch on the car.” 
(Collision with shopping cart)
B4. “You are filmed by a 
surveillance camera.” 
(likely)
B5. “There are no 
surveillance cameras.”
(unlikely)
B6. “There are many 
bystanders nearby” 
(likely)
B7. “There are few 
bystanders nearby”
(unlikely)
Table 5.1: Continued… (Study 2)
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In total, we constructed 388 unique fictional offending scenarios 
[(4*5*8=Ns=160) + (4*7=Ns=28) + (5*5*8=Ns=200)], which we presented 
to 2,069 unique respondents. Some respondents participated in multiple 
survey waves: for 1,584 respondents we have information on only one time 
point, for 343 respondents we have information on two time points and for 
142 respondents we have information on all three time points. In each survey 
respondents had to imagine being in four hypothetical offending scenarios, and 
Table 5.1: Continued… (Study 3)
Type of offence Probability of detection Severity of punishment Financial benefit
A1. “Imagine: You are in line at an ATM. The 
person in front of you forgets to take [Facet 
D]  euro from the ATM. You consider taking the 
[Facet B] euro.”
(Taking money left in ATM)
B1. “” 
(no information)
C1. “” 
(no information)
D1. “20” 
(low)
A2. “Imagine: A bicycle is offered to you on the 
street for [Facet D] euro’s. Given the price it is 
probably a stolen bicycle. You consider buying 
the stolen bike.”
(Buying a stolen bicycle)
C2. “If you get caught, it 
is unlikely that you get 
prosecuted. 
(lenient)”
D2. “50” 
(low)
A3. “Imagine: A friend asks you to temporarily 
store a number of mobile phones. Your friend 
gives you [Facet D] in return. It probably 
concerns stolen phones.”
C3. “If you get caught, you 
are probably prosecuted. 
(severe)”
D3. “75” 
(low)
(Store phones for friend)
A4. “Imagine: You find a wallet containing 
[Facet D] in the streets. You consider keeping 
the wallet.” 
(Keep lost wallet)
C4. “If you get caught, you 
will get a fine of 20 euro.” 
(lenient)
D4. “100”
(high)
A5. “Imagine: you see on your bank account 
that an amount of [Facet D] has been deposited. 
The money was meant for somebody else. You 
consider not refunding the money.”
(Incorrectly deposited money)
 
C5. “If you get caught, you 
will get a fine of 40 euro.”
(lenient) 
C6. “If you get caught, you 
will get a fine of 240 euro.”
(severe)
D5. “200”
    (high) 
C7. “If you get caught, 
you will get 8 hours of 
community service.”
(severe)
C8. “If you get caught, 
you will get 16 hours of 
community service.”
(severe)
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the full factorial survey experiment therefore consists of 10,784 observations 
[(1584*4) + (343*4*2) + (142*4*3)]. After excluding observations with 
missing values on our dependent variable (1,009 observations, among 102 
respondents), we ended up with 9,775 observations, cross-nested in 1,833 
unique respondents and 388 scenarios. 
Individual-level variables 
To measure respondents’ prior experiences with crime, we created two variables 
indicating whether respondents had been involved in crime as victims and 
offenders. Victimization was measured by eight items and includes whether 
or not the respondent experienced any of the following incidents in the 12 
months prior to the interview: attempted burglary, burglary, bicycle theft, 
other thefts, vandalism, threats, violence, and a category of “other” crimes. 
For measuring offending, each survey wave contained twelve items that 
concern self-reported offending concerning the following crime types: illegal 
downloading, fare evasion, theft, burglary, fencing, tax fraud, insurance fraud, 
vandalism, threat, weapons, violence and the use of hard drugs. Respondents 
were also asked to recall the year and month in which incidents had taken 
place. To distinguish recent crime experiences from more distant crime 
experiences, we first subtracted the date of the last incident (as victim 
and as offender) from the interview date. Based upon this information we 
constructed two categorical-variables. The measure of victimization consists 
of the following categories; (1) non-victim (2) non-recent victim (>2 months 
& <=12 months), and (3) recent-victim (< 2 months). A similar variable was 
constructed to measure past offending; (1) non-offender (2) non-recent 
offender (>2 months & <=12 months), and (3) recent offender (< 2 months). 
Control variables
Several decades of research have shown that victimization and offending share 
many of the same risk factors, including socio-demographic characteristics, 
risky lifestyles and self-control (Lauritsen, et al., 1991; Ousey, et al., 2011; 
Piquero, et al., 2005; Rokven, et al., 2013; Sampson & Lauritsen, 1990; Smith 
& Ecob, 2007). To account for the influence of these characteristics, we control 
for gender, age, level of education and self-control. Gender was measured by 
scoring all female respondents 1 and all males 0. Age was measured in years. 
Level of education reflects the highest level obtained by converting the 
tracked Dutch educational system into years of education, ranging from 4 
years for incomplete primary education to 16 years for university education. 
The measure of self-control used for this study consists of 2 items (“I wish I 
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had more self-discipline” and “I do certain things that are bad for me, if they 
are fun”), originally derived from Tangney, Baumeister and Boone (2004). 
Respondents were asked to rate how much the statements reflect how they are. 
The original answering categories ranged from 1 ‘totally disagree’ to 5 ‘totally 
agree’. The items were recoded such that a higher score reflects a higher level 
of self-control (min=0, max=4). We combined the two measures by averaging 
them. We replaced a few missing values (0.22%) by their mean values. Table 
5.2 presents descriptive statistics for all variables included in this study.
Analytic strategy
To analyze the data, we have to take into account the nested structure of our 
data in which the observations are nested within both the respondents and 
the scenarios. Because respondents responded to more than one scenario 
question and respondents’ answers are also nested by scenario, we apply 
cross-classified multilevel methods to address the complex nesting structure 
(Doran, Bates, Bliese, & Dowling, 2007). 
Variables Minimum Maximum Mean/percentages Standard deviation Percentage missings
Obervation level (No=9,775)
Intention to commit crime 1 6 2.17 1.23
Respondent level (Ni=1,833)
Non-victim 0 1 61.4%
Victim 0 1 38.6%
      Non-recent victim 0 1 27.3%
      Recent victim 0 1 11.2%
Non-offender 0 1 55.6%
Offender 0 1 44.4%
      Non-recent offender 0 1 16.3%
      Recent offender 0 1 28.1%
Gender (female=1) 0 1 52.3%
Age 16 47 31.79
Education in years 4 16 12.89 3.01
Self-control 0 4 2.08 0.94 0.22
Source: CrimeNL, wave 1, wave 3 and wave 4
Table 5.2: Descriptive statistics
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5.4 Results
In Table 5.3, we present the parameter estimates of the cross-classified 
multilevel regression models. The first model includes people’s past 
experiences with crime, controlled for the characteristics of the hypothetical 
offending opportunities. In the second model, we add the individual-level 
control variables gender, age, years of education, and self-control. In the third 
model we analyze the influence of time passed since the last experience with 
crime. The interaction-effects between past experiences with crime and the 
elements of the facets are presented in Table 5.4.
  We started our analysis by estimating a random intercept model without 
covariates. The results indicate that 34.1 percent (0.511 / (0.511 + 0.140 
+ 0.849)) of the total variance in intentions to offend is due to differences 
between individuals, whereas 9.3 percent (0.140 /  (0.511 + 0.140 + 0.849)) 
is due to differences between scenarios. Subsequently, we introduced the 
elements of the offending scenario to the model. These explain 90 percent 
((0.140 – 0.014)/ 0.140) of the scenario-level variance in intentions to offend. 
In contrast, the elements of the offending scenario do not explain individual-
level (0.511 versus 0.508) variance, which is to be expected because scenarios 
were randomly assigned to respondents. 
Elements of the offending situation 
Before we turn to the tests of our hypotheses, we briefly discuss the main 
effects of the different elements of the facets included in the scenarios. Model 
1 of Table 5.3 shows that the intention to commit crime is highest for ‘Illegal 
downloading’, the reference category. People’s intentions to commit the other 
crimes are statistically significantly lower. People also show lower intentions 
to offend when the probability of detection is likely (b = -0.173, se = 0.046) 
and when the punishment is severe (b = -0.217, se = 0.049). Interestingly, 
individuals have a higher intention to commit crime in scenarios in which 
they expect a lenient punishment compared to scenarios in which they have 
no information on potential punishments (the parameter estimate for lenient 
punishment (b = 0.188, se = 0.049) deviates statistically significantly from the 
reference category no information). The results further indicate that people 
are less likely to commit crime when the expected financial benefits are 
high (the parameter estimate for high financial gain (b = -0.212, se = 0.060) 
deviates statistically significantly from the reference category no information). 
An additional analysis showed that the effect of high financial gain was actually 
also statistically significantly lower than that for low financial gain.
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  Model 1 Model 2 Model 3
  b se b se b se
Intercept 2.836 *** 0.070 3.722 *** 0.122 3.699 *** 0.122
Individual characteristics
   Non-victim (ref ) - - - - - -
   Victim 0.099 *** 0.030 0.079 *** 0.029
      Non recent victim 0.071 * 0.032
      Recent victim 0.102 * 0.047
   Non-offender (ref ) - - - - - -
   Offender 0.373 *** 0.031 0.296 *** 0.031
      Non-recent offender 0.245 *** 0.038
      Recent offender 0.343 *** 0.037
   Gender (female=1) -0.070 * 0.036 -0.063 * 0.037
   Age -0.015 *** 0.002 -0.015 *** 0.002
   Education in years -0.005 0.006 -0.005 0.006
   Self-control -0.128 *** 0.015 -0.124 *** 0.015
Scenario characteristics
  Type of offense
   Illegal downloading (ref ) - - - - - -
   Taking money left in ATM -0.959 *** 0.050 -0.954 *** 0.050 -0.955 *** 0.050
   Buying a stolen bicycle -0.969 *** 0.051 -0.964 *** 0.050 -0.965 *** 0.050
   Fare evasion -0.411 *** 0.055 -0.407 *** 0.055 -0.407 *** 0.055
   Shoplifting -0.210 ** 0.083 -0.205 ** 0.082 -0.206 ** 0.082
   Collision with shopping cart -0.251 *** 0.083 -0.246 *** 0.082 -0.246 *** 0.082
   Store phones for friend -1.106 *** 0.069 -1.100 *** 0.069 -1.099 *** 0.069
   Keep lost wallet -0.718 *** 0.069 -0.713 *** 0.069 -0.713 *** 0.069
   Incorrectly deposited money -0.672 *** 0.070 -0.670 *** 0.070 -0.670 *** 0.070
  Probability of detection
  [No information] (ref ) - - - - - -
  Likely probability of detection -0.173 *** 0.046 -0.172 *** 0.045 -0.172 *** 0.045
  Unlikely probability of detection 0.027 0.046 0.028 0.046 0.029 0.046
Table 5.3: Cross-classified multilevel regression estimates on people’s intentions to  
commit crime
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  Model 1 Model 2 Model 3
b se b se b se
  Severity of punishment
   [No information] (ref ) - - - - - -
   Severe punishment -0.217 *** 0.049 -0.218 *** 0.048 -0.219 *** 0.048
   Lenient punishment 0.188 *** 0.049 0.183 *** 0.049 0.182 *** 0.049
  Benefits of crime
   [No information] (ref ) - - - - - -
   High financial gain -0.212 *** 0.060 -0.206 *** 0.059 -0.205 *** 0.059
   Low financial gain -0.029 0.051 -0.024 0.051 -0.025 0.051
   Wave 1 (ref ) - - - - - -
   Wave 3 -0.144 * 0.065 -0.117 * 0.065 -0.121 * 0.065
   Wave 4 -0.158 *** 0.064 -0.154 ** 0.064 -0.156 ** 0.064
Variance components Var Var Var
   Individual (Ni=1,833) 0.446 0.403 0.401
   Vignette (Ns=338) 0.013 0.013 0.013
   Residual (N0=9,775) 0.853     0.854     0.854    
*** p <.01; ** p<.05; * p<.10
Table 5.3: Continued
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The influence of past experiences with crime
We now turn to the tests of our hypotheses. In line with Hypothesis 1, Model 1 
shows that victims (b = 0.099, se = 0.030) have statistically significantly higher 
intentions to commit crime than non-victims. Although this effect is relatively 
small, this finding supports the idea of a causal impact of victimization on 
subsequent offending. Past offenders are also more likely to commit crime 
than non-offenders (b = 0.373, se = 0.031), which is to be expected but 
underscores the validity of our design. In an additional analysis (not shown), 
we tested whether the effect for offenders is statistically significantly different 
from that for victims, which was the case. This indicates that offenders are 
more likely to commit crime in comparison to victims. 
  In Model 2 we control for gender, age, individuals’ educational level and 
self-control. The results show that women (b = -0.070, se = 0.036) and 
older persons (b = -0.015, se = 0.002) are less likely to engage in criminal 
acts than men and younger persons. Also, people with higher levels of self-
control have lower intentions to commit crime than people with less self-
control (b = -0.128, se = 0.015). These results are clearly in line with previous 
research on offending (Pratt & Cullen, 2000), once again demonstrating the 
validity of our design. We find no effect for education. Furthermore, while 
including the control variables reduces the estimates for both victimization 
[100*((0.079-0.099)/0.099)] and offending [100*((0.296-0.373)/0.373)] 
with approximately 20 percent, the effects remain statistically significant. 
This suggests that the higher tendency to offend among victims and offenders 
cannot entirely be attributed to (the included) individual characteristics 
nor the likelihood to encounter criminogenic situations, and may therefore 
be directly related to people’s past experiences with crime. Moreover, 
additional analysis in which we performed fixed effects panel models, among 
respondents who have participated in multiple waves of CrimeNL, showed 
that even after controlling for all time-stable unmeasured heterogeneity, the 
effect of victimization remains statistically significant (b = 0.064, p<0.1). 
This suggests that a change in the independent variables leads to a change in 
dependent variable, and as such, this provides further support for the notion 
that victimization may be causally related to people´s tendencies to offend. 
 Although Model 3 suggests that victims who were recently victimized 
(b = 0.102, se = 0.047) have higher intentions to offend than victims with 
more distant crime experiences (b = 0.071, se = 0.032)2, additional analyses 
in which we changed the reference category showed that the estimated effects 
were not significantly different from each other. We therefore conclude that 
the effect of victimization on subsequent offending is not time-dependent, 
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which rejects Hypothesis 2. The estimated effect for recent offender 
(b = 0.343, se = 0.037) is however statistically significantly larger than that for 
non-recent offender (b = 0.245, se = 0.038)3, which indicates that offenders 
are most likely to commit crime again when they have recently been engaged 
in criminal activities. 
The decision-making criteria
We now turn to the impact of the costs (i.e., probability of detection and 
severity of punishments) and benefits of crime (financial gain of offending) 
conditional on people’s past experiences with crime. The main and interaction 
effects are shown in Table 5.4 and described in the text. 
 In Table 5.4, we find no evidence that victims or offenders respond 
differently to the probability of detection than respondents who have not been 
uninvolved with crime in the 12 months prior to the survey (the interaction 
effects between the categories ‘likely, ‘unlikely’ and ‘no information’ on 
the one hand and ‘victim’ and ‘offender’ on the other hand, are statistically 
non-significant). However, the difference between ‘unlikely’ and ‘likely’ 
is statistically significantly larger for offenders [((-0.117) + (-0.043)) – 
((0.013) + (0.079))= -0.252, p<.05]4 as compared to the difference for victims 
[((-0.117) + (-0.071) – ((0.013) + (-0.057))= -0.144] and the uninvolved 
[(-0.117) + (0.013)= -0.104]. We therefore conclude that offenders are 
more responsive to the probability of detection than both victims and the 
uninvolved.
  Table 5.4 also shows whether severity of punishment differently affects 
the decision to commit crime for the uninvolved, victims, and offenders. 
The estimates in the table show that the uninvolved and past victims are 
less likely to commit offenses when punishments will be severe (b = -0.181, 
se = 0.060) and because we find no statistically significant interaction effects 
for severe punishment, all groups have lower intentions to commit crime 
when punishments are severe as compared to scenarios when no information 
on punishment was given or with a severe punishment. However, especially 
offenders are more likely to engage in crime when the sanction is lenient 
(b = 0.259, p<.01). Punishment thus especially influences offenders’ decision 
to engage in crime, and in this regard they differ from both victims and people 
with no experiences with crime. 
 Finally, Table 5.4 indicates whether the impact of financial benefits on the 
intentions to commit crime is conditional upon people’s past experiences 
with crime. The estimates of Table 5.4 show that financial benefits do not 
influence intentions to offend for those without past experiences with crime 
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(b = -0.080, se = 0.082 for high benefit and b = 0.026, se = 0.069 for low 
benefit, both statistically non-significant) and for past victims, as indicated 
by the non-significant interaction effects (b = -0.062, se = 0.098; b = 0.057, 
se = 0.082). In contrast, offenders are less likely to commit crime in scenarios 
in which they expect either a high (b = -0.218, se = 0.095 p<.05) or a low 
financial gain (b = -0.155, se = 0.079 p<.10)5 as compared to scenarios in 
which no information on financial gains was presented. This may indicate that 
in their real-life criminal situations offenders expect to gain higher financial 
benefits than those we presented in the scenarios.
5.5 Conclusion and discussion
One of the robust findings in criminological research is that victims and 
offenders share many of the same risk factors ( Jennings, et al., 2011; Lauritsen, 
et al., 1991; Sampson & Lauritsen, 1990; Smith & Ecob, 2007). More 
recently, scholars have argued that there may also exist a causal relationship 
between victimization and offending. Offending would increase the risk of 
victimization and falling a victim of crime would make someone more likely 
to commit crime. However, these claims have hardly been substantiated 
by empirical research (Ousey, et al., 2011). The first goal of this chapter 
was therefore to assess whether victims of crime have higher intentions to 
commit (minor) offenses than people with no experiences with crime when 
in similar situations. We further developed this line of research by claiming 
that victimization may alter victims’ assessment of the costs and benefits 
of committing crime. The second goal of this chapter was to examine the 
extent to which victims respond differently to the costs and benefits of crime 
compared to people with no past experiences with crime and offenders. 
 To answer our research questions and test our hypotheses, we used three 
factorial survey experiments from the Dutch CrimeNL study (Tolsma, et al., 
2014). The results of our study indicate that victims have higher intentions 
to commit crime than non-victims. These findings are in line with most 
previous studies that report a positive relationship between victimization and 
subsequent offending ( Jennings, et al., 2011; Lauritsen, et al., 1991; Ousey, 
et al., 2010; Rokven, et al., 2013; Sampson & Lauritsen, 1990; Smith & Ecob, 
2007). By using a factorial survey design in which we presented respondents 
with fictitious offending scenarios, we held the criminal opportunities 
constant. This way we made sure that our findings were not a function of 
differences in the likelihood that people encounter criminogenic situations. 
This allowed us to more stringently test the causal impact of victimization on 
subsequent offending than most previous studies. As such, the findings of this 
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Table 5.4: Cross-classified multilevel regression estimates on people’s intentions to commit 
crime: Interaction-effects
  b se
Intercept 3.430 *** 0.124
Individual characteristics
Non-victims (ref ) - -
Victims 0.147 ** 0.065
Non-offender (ref ) - -
Offenders 0.299 *** 0.065
Scenario characteristics
Probability of detection
No information (ref ) - -
Likely -0.117 * 0.060
Unikely 0.013 0.060
Severity of punishment
No information (ref ) - -
Severe -0.181 *** 0.060
Lenient 0.074 0.064
Financial benefits
No information (ref ) - -
High -0.080 0.082
Low 0.026 0.069
Interaction-effects
Experiences with crime* Probability of detection
    Victims*Likely -0.071 0.063
    Victims*Unlikely -0.057 0.064
    Offenders* Likely -0.043 0.062
    Offenders * Unlikely 0.079 0.062
Experiences with crime* Severity of punishment
    Victims*Severe -0.033 0.060
    Victims*Lenient -0.041 0.068
    Offenders*Severe -0.047 0.057
    Offender*Lenient 0.259 *** 0.066
Experiences with crime* Financial benefits
    Victims*High -0.062 0.098
    Victims*Low 0.057 0.082
    Offenders*High -0.218 ** 0.095
    Offenders*Low -0.155 * 0.079
Variance components Var
Individual (Ni=1,833) 0.429
Vignette (Ns=338) 0.014
Residual (N0=9,775) 0.850
*** p <.01; ** p<.05; * p<.10
Controlled for all the elements of the facets and individual characteristics (see Table 5.3)
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chapter indicate that victims not only have higher risk of offending because 
they more often encounter criminogenic situations, but also because they 
act differently when in a similar situation. Although we found no statistical 
evidence for victims to be especially more likely to offend shortly after being 
victimized, the estimate of the effects were in the expected direction. Given 
the limited number of cases, this still points in the direction that victimization 
may be causally related to subsequent on intentions to offend. 
 Subsequently, we assessed whether victims respond differently to the costs 
and benefits of crime compared to those without any recent experiences with 
crime and offenders. Contrary to our expectations, we found no evidence 
that victims respond any differently to the costs and benefits of crime than 
those with no past experiences with crime. They are both deterred by a higher 
probability of detection and severe punishments. These findings are in line 
with deterrence theory, which suggests that people would refrain from crime 
because they dislike the associated negative consequences. The expected 
financial benefits did not affect criminal decision-making for both victims and 
the uninvolved. We therefore conclude that past victimization experiences 
do not change people’s evaluation of the costs and benefits of crime, and 
therefore rational choice perspective does not provide an explanation for why 
victims are more likely to commit crime compared to non-victims.
  Lastly, we examined whether victims weigh the costs and benefits of 
crime differently than offenders. Past studies have suggested that victims and 
offenders share many of the same characteristics ( Jennings, et al., 2011) and 
if they similarly assess the costs and benefits of crime, this could contribute 
to a better understanding of the victim-offender overlap. However, the results 
indicated that offenders were more likely to offend than victims when in 
similar situations, which indicated that victims and offenders really differ 
in their criminal inclinations. Furthermore, we found offenders to be more 
responsive to the probability of detection, the expected punishments and the 
financial benefits of crime than victims and the uninvolved. Specifically, the 
differences in effects between an unlikely and likely probability of detection 
is largest for offenders, which indicates that they are more responsive to 
the probability of detection than victims and the uninvolved. Furthermore, 
offenders who expect the punishment to be lenient are more likely to commit 
crime, whereas people with no recent experiences with crime and victims 
do not have higher intentions to commit crime in such situations. Finally, 
offenders are also more responsive to the benefits of crime. In the cases in 
which we presented offenders with specific expected benefits of crime (either 
low or high), offenders were less likely to engage in crime compared to victims 
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and the uninvolved. Although this seems to run counter to the expectation, 
we believe it indicates that in real-life situations offenders actually expect 
higher financial gains than those we presented in the scenarios. Nonetheless, 
the results suggest that victims’ responses to the costs and benefits of crime 
are more similar to those of the uninvolved than to those of offenders. 
This finding is in line with the recent findings of Zaykowski (2015), who 
demonstrated that offenders and victim-offenders are more similar to each 
other than victims-only.
 Our study has some limitations as well. For instance, we had no information 
on people’s emotions but some of our hypotheses were based on the assumption 
that victimization leads to an emotional response, which subsequently affects 
criminal decision-making. Because emotions have been shown to affect 
people’s criminal decision-making, more empirical research is needed to 
assess under what conditions victimization leads to such emotional responses 
that it makes people more likely to offend, and for how long. Not all victims 
will experience such negative emotions and only some of them will cope with 
these feelings in an unconventional or illegal manner. Similarly, while victims 
have higher intentions to commit crime than non-victims when faced with 
a similar criminal opportunity, the effect turned out not to be stronger (and 
really small) for those with more recent victimization experiences compared 
to those with more distant victimization experiences. These results call into 
question whether there is any causal impact of victimization on offending. 
Although we were able to effectively control for the opportunities people have 
to commit crime, it is possible that the remaining relationship is still (partially) 
caused by unmeasured factors that increase both the risk of offending as well 
as the risk of victimization, such as associations with delinquent friends. 
With this in mind, we recommend future research to further disentangle 
the mechanisms that supposedly lead to a direct effect of victimization on 
offending.
  Furthermore, we used factorial survey experiments to study criminal 
decision-making. It has however been argued that people’s self-reported 
intentions to commit crime are not perfect measures of what individuals 
would do in real life situations (Green, 1989). Therefore, the findings in this 
chapter may differ from what people would actually do in reality. However, 
there is a large body of research that reports considerable correlations between 
what people report doing and what they actually do in reality (Green, 1989; 
Paternoster & Simpson, 1996). For that reason, vignette studies are often used 
in criminology in general (Rossi, Simpson, & Miller, 1985) and on criminal 
decision-making in particular (Exum & Bouffard, 2010; Pogarsky, 2006). 
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Furthermore, we used scenarios that are relevant and familiar to most people 
to ensure that the reported behavioral intentions are similar to decisions in the 
real world. Note however that the offending opportunities presented to the 
respondents were all relatively minor offences, and as such, it is questionable 
whether these findings can be generalized to more serious offences.
   While further research is needed, the results presented here provide new 
insights into the victim-offender overlap. First, we found that being victimized 
increases people’s risk of offending, even when holding the situations that 
people encounter constant. Although this effect was similar for people with 
recent and non-recent victimization experiences, the findings of our study 
still indicate that victimization may indeed be causally related to offending. 
Second, we find no evidence that victims would weigh the costs and benefits 
of crime differently compared to those without any recent experiences with 
crime. Victims criminal decision-making is thus very similar to that of those 
without any crime experiences. Third, victims and offenders are not as similar 
as expected from the victim-offender literature. Offenders not only have 
higher intentions to commit crime in the future, they also respond differently 
to expected costs and benefits of crime.
5.6 Notes
1  The factorial survey designs were not always varied across the same theoretical dimensions. In 
order to be able to combine experiments, we did score these experiments on this dimension 
as ‘no information’. 
2  Analyses in which we used different cut off-points (e.g., 3 months, 4 months, etc) did not lead 
to different results.
3  Statistical significance was determined by changing reference category (p<.05).
4 Statistical significance was determined by changing reference category.
5  Additional analysis shows that the effects of high and low financial benefits are not statistically 
significantly different.
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6.1 Introduction
Several decades of research have established that victimization and offending 
are closely linked; offenders run a higher risk of victimization than non-
offenders, and victims are at the same time more likely to engage in criminal 
offending than non-victims (Berg & Loeber, 2011; Fagan, et al., 1987; Jennings, 
et al., 2011; Jensen & Brownfield, 1986; Lauritsen, et al., 1991; Sampson & 
Lauritsen, 1990; Shaffer, 2003; Singer, 1981; Smith & Ecob, 2007). Although 
empirical research has consistently indicated that victimization and offending 
are closely related, scholars have not settled on the most relevant explanations 
for the association between victimization and offending. Two explanations 
for the relationship between victimization and offending are usually given 
in criminological literature. The first explanation asserts that victimization 
and offending share many of the same risk factors that would render 
the relationship spurious (population heterogeneity perspective). The second 
explanation contends that victimization and offending are causally related; 
offending would increase the risk of victimization and falling victim to crime 
would make someone more likely to commit a crime (dynamic causal perspective). 
This study contributed to the understanding of the victim-offender overlap by 
simultaneously focusing on arguments of both perspectives and by examining 
both explanations more elaborately. The central research question of this book 
was: To what extent can the association between victimization and offending be 
explained by (1) population heterogeneity and (2) dynamic causal factors?
  To answer this research question and test the hypotheses, I used different 
data sources. First, to provide a detailed description of the reciprocal 
victimization-offending relationship (Chapter 2), nationwide representative 
victimization surveys (Safety Monitor “VMR” and the Integral Safety Monitor 
“IVM”) obtained from Statistics Netherlands were combined with longitudinal 
police registration data on suspects (Suspect Identification System “HKS”) 
obtained from the Dutch Police. Second, to study the underlying explanations 
for the victimization-offending relationship (Chapter 3, 4, and 5), I designed a 
unique new data collection. This resulted in CrimeNL, a longitudinal study of 
individuals’ experiences with crime in the Netherlands (Tolsma et al., 2014).
  In the remainder of this chapter, I will draw conclusions based upon the 
findings of the empirical chapters. First, I summarize the specific findings and 
conclusions of each empirical chapter (Section 6.2). In Section 6.3, I answer 
the central research question of this study and in Section 6.4, I discuss the 
strengths and limitations of this study and reflect on several directions for 
future research. 
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6.2 Conclusions of the empirical chapters
The victimization-offending relationship among adults in the 
Netherlands
In Chapter 2 I examined the extent to which offenders run a greater risk of 
victimization than non-offenders, and also the extent to which victims of 
crime are at greater risk of becoming criminal offenders themselves. Large-
scale victimization surveys combined with longitudinal registration data 
on offending indeed showed a positive reciprocal relationship between 
victimization and offending. These findings showed that the victim-offender 
overlap among adolescents and young adults found in most studies from the 
United States and the United Kingdom ( Jennings, et al., 2010; Lauritsen, et 
al., 1991; Smith & Ecob, 2007; Zhang, et al., 2001) can be replicated among 
adults in the Netherlands. 
  I subsequently examined the extent to which the victimization-offending 
relationship is spurious, caused by common socio-demographic characteristics 
(i.e., gender, ethnicity, and age) and individuals’ past experiences with crime 
as victims or offenders. Approximately half of the observed relationship 
proved to be explained by shared background characteristics and past crime 
experiences. Males, immigrants, and young persons were more likely to 
become both victims and offenders than females, natives, and older persons. 
These findings are consistent with notions of the population heterogeneity 
perspective, which suggest that similar risk factors increase the risk of both 
victimization and offending. That being said, even after controlling for prior 
experiences with crime (as victims or offenders), gender, ethnicity and age, 
I still found a significant reciprocal relationship between offending and 
victimization. Although this finding points into the direction of a cause-
and-effect relationship between victimization and offending, it should be 
mentioned that the analysis in Chapter 2 only controlled for a limited number 
of risk factors, and it can therefore not be ruled out that this relationship 
could be further reduced when other (unmeasured) characteristics had been 
accounted for. 
  Additionally, I considered conditional influences of the aforementioned 
socio-demographic characteristics of individuals on the likelihood of offending 
and victimization. The results indicated that the reciprocal relationship 
between victimization and offending is strongest for subgroups who run 
relatively low risks of victimization and offending (i.e., females, natives, and 
older persons), whereas the relationship is less strong, and sometimes even 
negative, for those who run higher risks of victimization and offending (i.e., 
males, immigrants, and younger persons). 
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  I conclude that the relationship between victimization and offending is 
comprised of both population heterogeneity and dynamic causal factors. 
Future research should further disentangle the exact mechanisms of both 
perspectives. 
Friendship selection processes related to victimization and offending
To assess whether associations with crime-involved friends, victims and/
or offenders, mediate the causal relationship between victimization and 
offending, the third chapter of this book first addressed the extent to which 
offenders and victims select friends with similar crime experiences. I started 
with examining the stability of the friendship networks of victims, offenders, 
victim-offenders and people with no past experiences with crime. The results 
showed that offenders more often terminate friendships than non-offenders, 
and they have a higher likelihood of selecting new friends. As such, friendship 
networks of offenders are relatively unstable. In contrast, victims were less 
likely to break friendship ties than non-victims, and because they did not 
differ from non-victims with regard to the selection of new friends, their 
networks are relatively stable. 
  Similarities in crime experiences did not attenuate the processes of breaking 
friendships. In fact, breaking friendships was more strongly determined by 
individuals’ own experiences with crime (ego) and/or friends’ experiences 
with crime (alter), than by similarities in crime involvement between friends 
(dyad). Nonetheless, the results indicated that both victims and offenders 
were more likely to select offenders as friends. Given that the friendship 
networks of offenders were also less stable, it is likely that their networks 
become homogeneous over time at a faster rate than those of non-offenders. I 
found no evidence for victim-offenders to (de-)select friends differently than 
victims-only and offenders-only. However, the results indicated that victims 
are more likely to engage in friendships with other victims.
 Risky lifestyles explain to a large degree why people select offenders as 
friends, whereas third parties (i.e., parents and the pre-existing network of 
individuals) influence people’s decision to engage in friendships with victims of 
crime. Nevertheless, after taking individual preferences, meeting opportunities, 
and third parties into account, offenders and victims were still more likely to 
select friends with similar crime experiences. I conclude therefore that crime 
experiences likely serve as criteria for friendship selection. 
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Friendship influence processes related to victimization and offending
After having established friendship selection processes, I examined in Chapter 
4 how friends’ involvement in crime (as offenders or victims) influences 
crime in people around them, and the extent to which these effects vary with 
contact frequency, friendship intimacy, and geographical proximity. The 
results showed that having delinquent friends indeed increases people’s own 
risk of offending, but only when individuals interact frequently with these 
friends. At the same time, spending time with delinquent friends decreases 
people’s risk of victimization. This finding runs counter to the results in 
most previous studies that demonstrated that friendships with delinquent 
individuals increase victimization risk among adolescents (Schreck, et al., 
2004; Schreck, Wright, & Miller, 2002). A potential reason for this finding 
is that the interpersonal bonds between friends are stronger in adulthood 
than in adolescence, so that potential offenders are more deterred from 
targeting adults with delinquent friends than from targeting adolescents with 
delinquent friends. Future research is warranted to test this explanation. 
 Next to assessing the influence of delinquent friends, I investigated the extent 
to which friends’ experiences with victimization are related to individuals’ 
own risk of becoming victimized. In line with the expectations, the results 
demonstrated that victimization is indeed contagious: daily interactions with 
friends who are victimized increases people’s own risk of victimization. The 
level of intimacy and residential proximity were not found to be related to 
individuals’ risk. Moreover, associations with friends who were victimized did 
not affect people’s risk of becoming offenders. 
  I conclude that friends’ involvement in crime as victims and offenders not 
only influences people during adolescence, but also at later stages in life, even 
after controlling for all time-stable population heterogeneity as potential 
confounders. Moreover, the influence processes are conditional upon the 
frequency of contact between friends, and not on the quality of the friendship 
or on friends’ residential proximity. 
Combining friendship selection and peer influence processes 
In order to provide a conclusion on how friendship networks explain the 
reciprocal relationship between victimization and offending, the results of 
Chapter 3 and 4 need to be assessed in combination. 
  In contrast to my expectation, delinquent friends do not provide an 
explanation for why offenders run a greater risk of victimization than non-
offenders. Although offenders were more likely to befriend other offenders 
(selection), having selected these friends did not increase individuals’ risk of 
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victimization (influence). In contrast, delinquent friends even seem to provide 
some form of protection against victimization; they lower individuals’ 
victimization risk. Likewise, having associations with victimized friends did 
not provide an explanation for the enhanced risk of victimization among 
offenders. Although having friends who were victimized increased people’s 
own risk of victimization (influence), I found no evidence that offenders 
engaged in friendships with victims (selection). I therefore conclude that 
associations with crime-involved friends (as victims and/or offenders) do not 
explain why offenders have an elevated risk of becoming victims of crime. 
  Can friendship with crime-involved others explain why victims have an 
elevated risk of becoming offenders? The results of this study indicate that 
friends indeed play a role in the enhanced risk of offending among those who 
have previously been victimized. Specifically, I found victims to be more 
likely to associate with offenders (selection), who in turn positively influence 
their risk of criminal offending (influence). The enhanced risk of offending 
among victims can thus be explained by their increased associations with 
criminal friends, and as such, these findings underscore the importance of 
understanding the peer context for explaining the victim-offender overlap.
Are victims of crime more likely to commit offenses than non-victims 
when in similar situations?
In the final empirical chapter of this book, I focused on whether and why 
victimization influences the risk of subsequent offending. The first objective 
of this chapter was to examine whether victims of crime have stronger 
intentions to commit crime as compared to people with no past experiences 
with crime, when controlling for both the criminal opportunities people have 
to commit crime and individual characteristics (i.e., gender, age, education, 
and self-control). The results showed that victims of crime indeed have higher 
intentions to commit crime than non-victims in similar situations. This 
finding indicates that victimization indeed may be causally related to people’s 
intentions to offend. The relationship was found not to be stronger for those 
with recent victimization experiences compared to those with more distant 
victimization experiences. Nonetheless, the estimates were in the expected 
direction and given the limited number of cases, I conclude that this finding 
points in the direction of a causal relationship between victimization and 
individuals’ intentions to offend.  
  The second objective of this chapter was to provide more insight into the 
theoretical explanations for the presumed causal impact of victimization on 
offending. The results showed that victims do not respond any differently to 
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the costs and benefits of crime compared to those with no past experiences 
with crime; both victims and the uninvolved were deterred from committing 
crime in case they expected a high probability of detection and a more severe 
punishment, but they were unaffected by the expected financial benefits of 
crime. Because victims’ criminal decision-making was very similar to that of 
the uninvolved, I conclude that either the victimization measured in this study 
does not have the assumed emotional or practical consequences, or these 
consequences of victimization do not affect people’s assessments of the costs 
and benefits of crime. As such, these potential consequences of victimization 
combined with notions of rational choice theory do not provide an additional 
explanation for why victims are more inclined to commit crime compared to 
non-victims. 
  Although victims did not respond any differentially to the costs and benefits 
of crime compared to non-victims, the design of the study proved to be useful; 
past offenders not only had higher intentions to commit crime in the future, 
they also responded differently to the expected costs and benefits of crime 
compared to victims and the uninvolved. Offenders were more responsive to 
the probability of detection than victims and the uninvolved. Furthermore, 
offenders reported higher intentions to commit crime when I presented them 
with lenient punishments, whereas they reported lower intentions to commit 
crime in scenarios in which I presented them with specific financial benefits 
(either high or low). The criminal intentions of victims did not change in such 
situations. I conclude therefore that victims and offenders are not as similar to 
each other as was to be expected from the victim-offender literature.
6.3 General conclusion
This study was the first to empirically investigate the reciprocal relationship 
between victimization and offending among the adult population of the 
Netherlands. Similar to previous studies among adolescents and young adults 
in the United States and the United Kingdom, the results showed a strong 
positive relationship between victimization and offending; those who engage 
in criminal offending run a greater risk of victimization than those who do 
not, and victims are more likely to commit criminal offenses than non-victims. 
Despite previous strong empirical evidence for the relationship between 
victimization and offending, the etiology of this relationship remained less 
well understood. The general aim of this dissertation was therefore to better 
understand the underlying processes that explain the victim-offender overlap. 
  One of the explanations for the victim-offender overlap is that the same 
risk factors increase the risk of both victimization and offending and therefore 
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render the relationship spurious (population heterogeneity). One of the most 
common explanations within this perspective is that victims and offenders 
share similar characteristics and lifestyles that bring them together in the 
same situations or in situations that are conducive to both victimization 
and offending. In line with this notion, I found that approximately half of 
the reciprocal relationship between victimization and offending could be 
explained by shared socio-demographic characteristics (i.e., gender, ethnic 
origin, age) and by people’s past experiences with crime. Nonetheless, even 
after controlling for these risk factors, I still observed a positive reciprocal 
relationship between victimization and offending. The reciprocal relationship 
between victimization and offending can thus not entirely be explained by 
common risk factors. In fact, even when controlling for both the criminogenic 
settings people encounter and individual characteristics, victims reported 
substantially higher intentions to offend than non-victims. As such, the results 
of this study are consistent with the notion that there exists a causal reciprocal 
relationship between the two as well (dynamic causal perspective). 
  This study underscores the fundamental importance of the peer context 
for explaining this causal relationship. Specifically, victims were more likely to 
associate with offenders than non-victims. Befriending criminal others in turn 
increased people’s own risk of criminal offending. Victims thus run a greater 
risk of criminal offending through their associations with delinquent friends. 
This finding provides further support for the notion that a causal relationship 
exists between victimization and offending. Nonetheless, I found no evidence 
that victims respond differentially to the costs and benefits of crime than non-
victims when faced with a decision to commit a crime. Likewise, the peer 
context did not allow for an understanding of the causal impact of offending 
on subsequent victimization. Hence, future research is needed to provide 
more insight into the underlying processes that explain the causal impact of 
offending on subsequent victimization. 
6.4 Contributions, limitations and directions for future  
research 
This study answered important questions about whether and why victimization 
and offending are so closely linked. Despite its contributions, it also has some 
limitations. In this section, I discuss the strengths and limitations of my 
empirical work and offer several suggestions for future research. 
  The use of factorial survey experiments provided valuable insights into the 
veracity of the population heterogeneity perspective. However, a drawback 
of this approach is that it does not show which kinds of activities bring 
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people in situations that are conducive to crime. Moreover, by using factorial 
survey experiments, the study measured behavioral intentions rather than 
actual behaviors. Future research could further increase our understanding 
of the influence of population heterogeneity by using real life information 
on people’s exposure to criminogenic settings combined with information 
on victimization and offending in those particular situations (see Averdijk & 
Bernasco, 2015). This way, research could provide more insight in the kinds of 
activities that bring individuals in criminogenic situations as well as whether 
individuals become both victims and offenders in the same situations. 
 Next to population heterogeneity, the results of this study clearly 
demonstrated that there exists a causal relationship between victimization and 
offending as well. The causal impact of victimization on subsequent offending 
could in part be explained through victims’ associations with delinquent 
friends. To study the role of friends, the study relied on ego-centered measures 
of core discussion networks, in which respondents were asked to report over 
the behaviors of their core networks members. Using this method provided 
valuable information on how the social network of individuals can account 
for the victim-offender overlap. The study did not examine persons who are 
located in a more peripheral position in the social network, and therefore the 
actual network effects may in fact even be stronger than the effects reported 
in this study. 
 The peer context did not provide an explanation for why offenders have an 
increased risk of victimization than non-offenders. Although offenders were 
more likely to engage in friendships with other offenders, these associations 
decreased rather than increased their risk of victimization. A potential reason 
may be that people do not become victimized by their core discussion 
network, which primarily consists of strong ties, but rather by weaker ties. I 
therefore recommend future research to also consider weaker ties in the social 
network. Relatedly, the relatively small sample size of this study did not allow 
for distinguishing between different types of relationships (i.e., partners, 
friends, parents, other relatives, colleagues, classmates or members of the same 
association or club). Consequently, I had to treat network members as if they 
were all friends. It is likely however that the interpersonal bonds are different 
for different types of relationships. A partner, for instance, may have more 
influence over the behaviors of individuals than a co-worker. In order to get a 
more coherent view of how the social network influences the victim-offender 
overlap, it is essential that future research distinguishes between different 
types of relationships.
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 Next to information on extended network members, it would also be 
valuable to include more information on each of the nominated network 
members. The current study only included rather general measures of 
friends’ behaviors, such as their crime experiences and the strength of the 
friendships. Although answering multiple name-generator questions can be 
time consuming, adding more questions could shed more light on how the 
social network of individuals can account for the victim-offender overlap. 
I therefore recommend future studies to take more measures of friends’ 
behaviors into account, such as their lifestyles. 
  Finally, the data and methods employed this study did not allow me 
to investigate whether friendship selection and peer influence processes 
depend on type of crime. Based upon the proposed theories, it can however 
be expected that friendship selection and influence processes are more 
pronounced for similar than for different types of crime. For instance, violent 
offenders may bond more strongly to individuals who are similarly involved in 
violence (selection), whereas befriending a violent offender would most likely 
contribute to people’s risk of engaging in violent conduct, because people 
generally learn behaviors by observing and imitating the behaviors of others 
(influence). Similarly, when victims indeed want to co-ruminate over their 
experiences it is likely that they seek out friends with similar victimization 
experiences (selection), whereas it is to be expected that friends of victims 
are more likely to experience a similar type of crime (influence). As such, 
actual selection and influence processes may be stronger than those reported 
in this study. The additional analysis of Chapter 2 already showed that the 
relationship between victimization and offending is strongest for similar 
crime types, even after controlling for past experiences with crime and shared 
socio-demographics. To provide more insight in the causal relationship 
between victimization and offending, I therefore recommend future research 
to test crime-specific explanations.
  Concluding, this study underscores the importance of distinguishing 
between population heterogeneity and dynamic causal factors. Nearly half of 
the relationship between victimization and offending proved to be explained 
by shared background characteristics. Moreover, delinquent friends, at least 
partially, explain the causal impact of victimization on subsequent offending. 
As such, I was able to explain a substantial part of the causal relationship 
between victimization and subsequent offending. I expect that future 
research further disentangles the underlying processes that explain the causal 
impact of offending on victimization and focuses on crime-specific analysis 
and explanations.
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Inleiding
Daders van criminaliteit zijn relatief vaak zelf slachtoffer geweest en hebben 
bovendien een grotere kans in de toekomst slachtoffer te worden dan niet-
daders. In de literatuur worden twee typen verklaringen gegeven voor dit 
verband. De eerste verklaring gaat ervan uit dat daders en slachtoffers vaak 
dezelfde kenmerken hebben. Hierbij wordt verondersteld dat dezelfde 
kenmerken zowel de kans vergroten op het plegen van delicten als de kans op 
slachtofferschap. De relatie tussen daderschap en slachtofferschap is daarmee 
niet direct, maar berust op een schijnverband (populatie-heterogeniteit-
perspectief). De tweede verklaring voor de relatie tussen daderschap en 
slachtofferschap gaat uit van een wederkerig causaal verband tussen 
daderschap en slachtofferschap. Het plegen van delicten zou dan een directe 
invloed hebben op de kans slachtoffer te worden en slachtofferschap zou 
een directe invloed hebben op de kans delicten te plegen (dynamisch causaal 
perspectief). Ondanks dat eerder onderzoek overtuigend heeft aangetoond dat 
slachtofferschap en daderschap relatief vaak bij dezelfde personen voorkomen, 
blijft er nog veel onduidelijkheid over wat nu de drijvende krachten zijn 
achter dit verband. Het doel van dit onderzoek is daarom om meer inzicht te 
geven in de onderliggende mechanismen in de relatie tussen daderschap en 
slachtofferschap.
  Als eerste stap in deze studie is de sterkte van de relatie tussen daderschap 
en slachtofferschap onderzocht binnen een representatieve steekproef van 
de gehele Nederlandse bevolking. De meeste longitudinale studies over 
de overlap tussen daders en slachtoffers hebben zich tot nu voornamelijk 
beperkt tot adolescenten en jongvolwassenen in de Verenigde Staten en het 
Verenigd Koninkrijk en hebben crimineel gedrag gemeten door middel van 
zelfrapportages. Het is hierdoor onduidelijk of er ook een wederkerige causale 
relatie bestaat tussen daderschap en slachtofferschap onder volwassenen, 
in landen buiten de Verenigde Staten en het Verenigd Koninkrijk zoals 
Nederland, en wanneer daderschap wordt gemeten aan de hand van officiële 
registraties. 
  Ten tweede is er naar verklaringen gezocht voor de relatie tussen daderschap 
en slachtofferschap. In deze studie wordt op twee manieren voortgebouwd op 
de eerder genoemde theoretische perspectieven (populatie-heterogeniteit-
perspectief en dynamisch causaal perspectief ). Om te beginnen wordt in 
dit onderzoek het relatieve belang van beide perspectieven onderzocht door 
gebruik te maken van longitudinale gegevens. Het gebruik van longitudinale 
gegevens stelt mij in staat om na te gaan of het empirische bewijs voor de overlap 
tussen daders en slachtoffers meer in overeenstemming is met theorieën die 
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een schijnverband veronderstellen, of meer met theorieën die uit gaan van 
een causale relatie tussen daderschap en slachtofferschap. Daarnaast wordt in 
dit onderzoek meer inzicht gegeven in de onderliggende verklaringen voor de 
relatie tussen daderschap en slachtofferschap door dieper in te gaan op beide 
perspectieven.
  Om meer inzicht te krijgen in de causale relatie tussen daderschap en 
slachtofferschap wordt de rol van vrienden onderzocht. Onderzoekers 
hebben betoogd dat het voor het begrijpen van de relatie tussen daderschap 
en slachtofferschap van belang is om vriendschapsnetwerken van personen te 
bestuderen. De weinige studies naar de rol van vrienden hebben zich echter 
uitsluitend gericht op de invloed van delinquente vrienden op de kans dat 
iemand zelf slachtoffer en/of dader wordt. De relatie tussen daderschap en 
slachtofferschap zou daarmee het achterliggende gevolg van zijn van deze 
invloedprocessen. Een andere verklaring, die nog niet is getest, is dat daders 
mogelijk geneigd zijn om eerder vriendschapsrelaties aan te gaan met andere 
daders vanwege hun gedeelde ervaringen met criminaliteit. Het hebben van 
zulke vrienden zou dan weer de kans kunnen vergroten dat zij zelf slachtoffer 
worden van deze delinquente vrienden of van anderen uit het netwerk van 
deze delinquente vrienden. Een vergelijkbaar proces is te verwachten voor 
slachtoffers van criminaliteit: als slachtoffers eerder geneigd zijn vrienden te 
selecteren die crimineel gedrag vertonen dan niet-slachtoffers (selectie) en 
deze vrienden op hun beurt weer de kans vergroten dat iemand zelf delicten 
gaat plegen (invloed), dan kan dit mogelijk verklaren waarom slachtoffers 
een grotere kans hebben om delicten te plegen dan niet-slachtoffers. Het 
onderzoeken van dergelijke selectie- en invloedprocessen biedt daarmee 
inzicht in de causale wederkerige relatie tussen daderschap en slachtofferschap. 
  Een van de meest voorkomende verklaringen voor een schijnverband tussen 
daderschap en slachtofferschap is dat bepaalde individuele en contextuele 
kenmerken (zoals risicovolle leefstijlen en het wonen in achterstandswijken) 
personen vaker blootstellen aan criminogene situaties (d.w.z. situaties die 
mogelijkheden bieden voor het plegen van delicten) en daarmee zowel de 
kans vergroten op daderschap als ook de kans op slachtofferschap. Eerder 
onderzoek heeft slechts indirect gecontroleerd voor de criminogene situaties 
waarin mensen terecht kunnen komen door rekening te houden met sociaal-
demografische kenmerken en leefstijlindicatoren. Deze studie bouwt voort op 
eerder onderzoek door direct te controleren voor blootstelling aan criminogene 
situaties wanneer de relatie tussen eerder slachtofferschap en toekomstig 
daderschap wordt onderzocht. Ik doe dit met behulp van zogeheten factorial 
survey designs waarin respondenten hypothetische scenario’s van delicten 
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krijgen voorgelegd. Respondenten wordt gevraagd zich voor te stellen dat 
zij zich in een gegeven situatie bevinden en aan te geven hoe waarschijnlijk 
het is dat zij een delict zouden plegen gegeven deze omstandigheden. Als de 
relatie wordt waargenomen ook na controle op criminele opportuniteiten 
dan zou dit nadere aanwijzingen bieden voor een causale invloed van 
slachtofferschap op toekomstig daderschap. Daarnaast wordt onderzocht 
of slachtoffers verschillend reageren op de kosten en baten van het plegen 
van delicten dan niet-slachtoffers, waarbij gebruik wordt gemaakt van 
rationele keuze argumenten. Volgens eerder onderzoek zou slachtofferschap 
verschillende emotionele en praktische gevolgen kunnen hebben, zoals woede 
of het onvermogen om gestolen goederen te gebruiken, en daarmee de kans 
vergroten dat iemand zelf delicten gaat plegen. Voortbouwend op deze ideeën, 
stelt dit onderzoek dat de gevolgen van slachtofferschap de kosten-baten 
afweging van het plegen van criminaliteit zou kunnen veranderen waardoor 
slachtoffers eerder geneigd zijn om delicten te plegen dan niet-slachtoffers. 
Dit zou een additionele verklaring kunnen bieden voor het causale effect van 
slachtofferschap op toekomstig daderschap. 
  Samenvattend, het doel van dit onderzoek is om meer inzicht te geven in 
de relatie tussen daderschap en slachtofferschap door gelijktijdig verklaringen 
van het populatie-heterogeniteit-perspectief (schijnverband) en dynamisch 
causaal perspectief (causale relatie) te onderzoeken en door dieper in te gaan 
op beide perspectieven. De centrale onderzoeksvraag van dit boek luidde: In 
hoeverre kan het verband tussen daderschap en slachtofferschap worden verklaard 
door het (1) populatie-heterogeniteit-perspectief en (2) het dynamisch causaal 
perspectief? 
  Om deze onderzoeksvraag te beantwoorden is gebruik gemaakt van 
verschillende databronnen. Op basis van een koppeling tussen grootschalige 
slachtoffergegevens aan verdachtenregistraties van de Nederlandse politie is 
allereerst een gedetailleerde beschrijving gegeven van de wederkerige relatie 
tussen daderschap en slachtofferschap. Om meer inzicht te krijgen in de 
onderliggende verklaringen voor de overlap tussen daders en slachtoffers is 
er een nieuwe dataverzameling gestart. Dit heeft geresulteerd in CrimeNL, 
een longitudinale studie naar de ervaringen met criminaliteit onder de 
Nederlandse bevolking.
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De relatie tussen daderschap en slachtofferschap onder  
volwassen in Nederland
In hoofdstuk 2 van dit boek heb ik onderzocht in welke mate daders van 
criminaliteit een grotere kans hebben om in de toekomst slachtoffer te 
worden dan niet-daders, en de mate waarin slachtoffers van criminaliteit 
een grotere kans hebben om delicten te plegen dan niet-slachtoffers. 
Gegevens uit grootschalige slachtofferenquêtes gekoppeld aan longitudinale 
verdachtenregistraties van de politie laten een positieve wederkerige 
samenhang tussen daderschap en slachtofferschap zien. Deze bevinding toont 
daarmee aan dat de overlap tussen daders en slachtoffers onder adolescenten 
en jongvolwassen in de Verenigde Staten en de Verenigd Koninkrijk kan 
worden gerepliceerd onder volwassen in Nederland.
  Vervolgens ben ik nagegaan in hoeverre de relatie tussen daderschap en 
slachtofferschap kan worden toegeschreven aan gedeelde sociaaleconomische 
kenmerken (geslacht, etniciteit en leeftijd) en eerdere ervaringen met 
criminaliteit als dader of slachtoffer. Ongeveer de helft van de waargenomen 
samenhang kan inderdaad hiermee worden verklaard. Mannen, immigranten 
en jongvolwassenen hebben meer kans om zowel slachtoffer als dader van 
criminaliteit te worden dan vrouwen, autochtonen en oudere volwassenen. 
Deze bevinding ondersteunt daarmee het populatie-heterogeniteit-
perspectief. Dat na controle op eerdere ervaringen met criminaliteit en 
enkele sociaal-demografische kenmerken nog altijd een samenhang tussen 
daderschap en slachtofferschap wordt gevonden, wijst in de richting van 
een (wederkerige) causale relatie, waarbij daders van criminaliteit als direct 
gevolg daarvan zelf een verhoogd risico hebben om slachtoffer te worden 
en slachtoffers een verhoogd risico hebben om zelf delicten te gaan plegen. 
Het is echter belangrijk om op te merken dat de analyses in Hoofdstuk 2 
slechts controleerden voor enkele risicofactoren waardoor niet kan worden 
uitgesloten dat bij een meer uitputtende controle op andere kenmerken de 
samenhang nog verder afneemt. 
  Anders dan in eerder onderzoek toont deze studie ook aan dat juist binnen 
subgroepen waar daderschap en slachtofferschap relatief weinig voorkomen 
(vrouwen, autochtonen en oudere volwassenen), de relatie tussen daderschap 
en slachtofferschap relatief sterk is, terwijl in subgroepen waar daderschap 
en slachtofferschap relatief vaak voorkomen (mannen, immigranten en 
jongvolwassenen), de relatie juist minder sterk is.
  Samenvattend concludeer ik dat de relatie tussen daderschap en 
slachtofferschap het gevolg lijkt te zijn van de invloed van zowel populatie-
heterogeniteit (schijnverband) als dynamisch causale factoren (causaal 
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verband). Voor toekomstig onderzoek is het daarom van belang om de 
onderliggende mechanismen van beide perspectieven tegelijkertijd in 
ogenschouw te nemen.
Vriendschap selectieprocessen met betrekking tot 
slachtofferschap en daderschap
Om na te gaan in hoeverre vriendschappen met slachtoffers en/of daders de 
causale wederkerige relatie tussen daderschap en slachtofferschap verklaren, 
heb ik in Hoofdstuk 3 allereerst onderzocht in hoeverre daders en slachtoffers 
vrienden selecteren met overeenkomstige ervaringen met criminaliteit. 
Hiervoor heb ik de stabiliteit van deze vriendschappen onderzocht. De 
resultaten laten zien dat daders vaker vriendschappen beëindigen dan 
niet-daders, en dat zij bovendien vaker nieuwe vriendschappen aangaan. 
De bevindingen tonen daarmee vooral aan dat vriendschapsnetwerken 
van daders relatief instabiel zijn. Slachtoffers daarentegen zijn minder 
geneigd om vriendschappen te beëindigen dan personen die geen slachtoffer 
zijn geweest, en omdat zij niet verschillen van niet-slachtoffers wat betreft 
het aangaan van nieuwe vriendschappen, zijn hun netwerken relatief 
stabiel.
  Overeenkomsten in ervaringen met criminaliteit zorgen er echter niet 
voor dat vriendschappen minder snel worden beëindigd. Het beëindigen 
van vriendschappen wordt sterker bepaald door de eigen ervaringen met 
criminaliteit (ego) en/of de ervaringen van vrienden (alters) dan door 
overeenkomsten in ervaringen met criminaliteit. Niettemin laten de resultaten 
zien dat zowel daders als slachtoffers van criminaliteit significant vaker 
daders als vrienden kiezen dan personen zonder ervaringen met criminaliteit. 
Aangezien vriendschapsnetwerken van daders ook al minder stabiel zijn, 
is het dus waarschijnlijk dat hun netwerken over de tijd sneller homogeen 
worden dan die van niet-daders. Ik heb geen bewijs gevonden dat personen 
die zowel slachtoffer als dader zijn geweest andere vrienden (de)-selecteren 
dan zij die enkel dader of slachtoffer zijn geweest. Wel blijkt uit de resultaten 
dat slachtoffers een verhoogde kans hebben vriendschappen aan te gaan met 
andere slachtoffers.
  Risicovolle leefstijlen verklaren voor een belangrijk deel waarom personen 
daders selecteren als vrienden, terwijl derden (ouders en het reeds bestaande 
netwerk) van invloed zijn op de beslissing vriendschappen aan te gaan met 
slachtoffers van criminaliteit. Niettemin, ook na controle op persoonlijke 
voorkeuren, ontmoetingsmogelijkheden en de invloed van derden zijn daders 
en slachtoffers nog steeds meer geneigd om vriendschappen aan te gaan met 
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personen met overeenkomstige ervaringen met criminaliteit. Ik concludeer 
dan ook dat dader- en slachtofferschap inderdaad dienen als criteria voor 
vriendschapsselectie. 
 
Vriendschap beïnvloedingsprocessen met betrekking tot 
slachtofferschap en daderschap
Na de vriendschapsselectie processen te hebben vastgesteld, ben ik in 
Hoofdstuk 4 nagegaan in hoeverre ervaringen met criminaliteit van vrienden 
(als daders of slachtoffers) van invloed zijn op iemands eigen ervaringen 
met criminaliteit (als dader of slachtoffer), en de mate waarin deze effecten 
variëren met de mate van contact, de kwaliteit van de vriendschap, en de 
geografische nabijheid van vrienden. De resultaten tonen aan dat het hebben 
van delinquente vrienden inderdaad de kans verhoogt dat iemand zelf delicten 
gaat plegen. Tegelijkertijd blijkt dat het hebben van delinquente vrienden juist 
de kans verkleint op slachtofferschap. Deze bevinding druist in tegen eerdere 
studies die aantoonden dat het hebben van delinquente vrienden de kans 
op slachtofferschap verhoogt onder adolescenten. Een mogelijke verklaring 
hiervoor is dat de band tussen vrienden sterker is in de volwassenheid dan 
in de adolescentie waardoor potentiele daders mogelijk meer angst zullen 
hebben voor eventuele represailles wanneer zij kiezen voor volwassenen 
met delinquente vrienden dan wanneer zij kiezen voor adolescenten met 
delinquente vrienden. Toekomstig onderzoek is nodig om deze verklaring 
nader te onderzoeken. 
   Naast de invloed van delinquente vrienden, heb ik onderzocht in welke 
mate slachtofferervaringen van vrienden gerelateerd zijn aan de eigen 
slachtofferervaringen. In lijn met de verwachtingen laat dit onderzoek zien dat 
dagelijkse interactie met slachtoffers inderdaad de kans verhoogt dat iemand 
zelf slachtoffer van criminaliteit wordt. De kwaliteit van de vriendschap en de 
geografische nabijheid van slachtoffers blijken niet gerelateerd aan de kans dat 
iemand zelf slachtoffer wordt. Bovendien leidt het omgaan met slachtoffers 
van criminaliteit er niet toe dat personen eerder zelf delicten gaan plegen. 
  Samenvattend concludeer ik dat het hebben van vrienden die slachtoffer 
en/of dader zijn geweest niet alleen van invloed is op het gedrag van personen 
tijdens de adolescentie, maar ook later in het leven, ook als er rekening 
gehouden wordt met de invloed van alle tijdsstabiele factoren (populatie-
heterogeniteit). De mate van invloed hangt daarbij af van de contact frequentie 
tussen vrienden en niet van de kwaliteit van de vriendschap of de geografische 
nabijheid van vrienden.
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De combinatie van vriendschap selectie- en invloedprocessen
Om na te gaan in hoeverre vriendschapsnetwerken van personen de causale 
relatie tussen daderschap en slachtofferschap kunnen verklaren, dienen de 
resultaten van Hoofdstuk 3 en 4 te worden gecombineerd. In tegenstelling 
tot mijn verwachting bieden delinquente vrienden geen verklaring voor de 
verhoogde kans op slachtofferschap onder daders. Hoewel daders vaker 
omgaan met andere daders (selectie), leidt het hebben van delinquente 
vrienden niet tot een hogere kans op slachtofferschap (invloed). Sterker 
nog, het hebben van delinquente vrienden lijkt juist te beschermen tegen 
slachtofferschap. Ook vriendschap met slachtoffers biedt geen verklaring voor 
de verhoogde kans op slachtofferschap onder daders. Hoewel het hebben 
van vrienden die slachtoffer zijn geweest de kans verhoogt dat iemand zelf 
slachtoffer wordt (invloed), vond ik geen aanwijzingen dat daders slachtoffers 
als vrienden selecteren (selectie). Ik concludeer dan ook dat de relatie tussen 
eerder daderschap en toekomstig slachtofferschap niet wordt verklaard door 
de kenmerken van vriendschapsnetwerken. 
  Kunnen vriendschappen met daders en slachtoffers dan verklaren waarom 
personen die in het verleden slachtoffer zijn geweest een grotere kans hebben 
om in de toekomst delicten te plegen, dan zij die geen slachtoffer zijn geweest? 
De resultaten laten zien dat slachtoffers een verhoogde kans hebben om te 
gaan met daders van criminaliteit (selectie), hetgeen de kans verhoogt dat 
iemand zelf dader wordt (invloed). Het verhoogde risico op daderschap 
onder slachtoffers kan dus worden verklaard door toegenomen associaties 
met criminele vrienden. Deze bevinding onderstreept het belang van 
vriendschapsnetwerken voor het verklaren van de relatie tussen daderschap 
en slachtofferschap. 
Zijn slachtoffers meer geneigd delicten te plegen dan 
niet-slachtoffers wanneer zij zich in dezelfde situaties  
bevinden?
In het laatste empirische hoofdstuk van dit boek heb ik onderzocht in 
hoeverre slachtofferschap de kans verhoogt op toekomstig daderschap. Het 
eerste doel was om na te gaan in hoeverre personen die in het verleden zelf 
slachtoffer zijn geweest meer geneigd zijn in de toekomst delicten te plegen 
dan personen die in het verleden geen slachtoffer zijn geweest, als er rekening 
gehouden wordt met blootstelling aan criminogene situaties (d.w.z. situaties 
die mogelijkheden bieden voor het plegen van delicten) en met individuele 
kenmerken (geslacht, leeftijd, opleiding en zelfcontrole). De resultaten laten 
zien dat slachtoffers van criminaliteit inderdaad meer geneigd zijn om delicten 
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te plegen dan niet-slachtoffers in vergelijkbare situaties. Deze bevinding toont 
aan dat slachtofferschap een causale invloed lijkt te hebben op toekomstig 
daderschap. Het tweede doel van dit hoofdstuk was om meer inzicht te krijgen 
in de onderliggende verklaringen voor een veronderstelde causale invloed 
van slachtofferschap op toekomstig daderschap. De resultaten laten zien dat 
slachtoffers niet anders reageren op de veronderstelde kosten en baten van 
het plegen van delicten dan personen die geen eerdere ervaringen hebben met 
criminaliteit; slachtoffers en niet-slachtoffers zijn minder geneigd delicten 
te plegen wanneer er een hoge pakkans is en zij een zware straf verwachten 
maar worden niet beïnvloed door verwachte financiële opbrengsten van het 
plegen van delicten. Aangezien het besluitvormingsproces niet anders is voor 
slachtoffers dan voor niet-slachtoffers, concludeer ik dat ofwel slachtofferschap 
zoals gemeten in deze studie niet de veronderstelde praktische en emotionele 
gevolgen heeft, of dat gevolgen van slachtofferschap geen invloed hebben op 
de beoordeling van de kosten en baten van criminaliteit. Hoewel slachtoffers 
niet verschillend reageerden op de veronderstelde kosten en baten van het 
plegen van delicten dan niet-slachtoffers in vergelijkbare situaties, blijkt de 
opzet van mijn onderzoek wel vruchtbaar: daders van criminaliteit zijn niet 
alleen meer geneigd om opnieuw delicten te plegen, zij reageren ook anders op 
de verwachtte kosten en baten van het plegen van delicten dan slachtoffers en 
personen die geen ervaringen hebben met criminaliteit. De resultaten van deze 
studie tonen aan dat daders meer worden beïnvloed door de verwachte pakkans 
dan slachtoffers en personen die geen ervaringen hebben met criminaliteit. 
Bovendien rapporteren daders een hogere geneigdheid om delicten te plegen 
wanneer zij worden geconfronteerd met een milde straf, terwijl zij een lagere 
geneigdheid rapporteren wanneer ze worden geconfronteerd met financiële 
opbrengsten (zowel hoog als laag) dan wanneer ze worden geconfronteerd 
met geen financiële opbrengsten. De criminele geneigdheid van slachtoffers 
verandert niet in dergelijke situaties. Ik concludeer daarom dat slachtoffers en 
daders minder op elkaar lijken dan verwacht mocht worden op basis van de 
literatuur naar de overlap tussen daders en slachtoffers.
Algemene conclusie 
Deze studie is een eerste empirische onderzoek naar de wederkerige relatie 
tussen daderschap en slachtofferschap onder de volwassen bevolking van 
Nederland. De resultaten van mijn onderzoek laten een sterke positieve relatie 
tussen daderschap en slachtofferschap zien: daders hebben een grotere kans 
slachtoffer te worden dan niet-daders, en slachtoffers hebben een grotere kans 
om zelf delicten te gaan plegen dan niet-slachtoffers. Een van de verklaringen 
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voor de overlap tussen daders en slachtoffers is dat dezelfde risicofactoren 
zowel de kans vergroten om delicten te plegen als de kans op slachtofferschap. 
De waargenomen samenhang tussen daderschap en slachtofferschap berust 
daarmee op een schijnverband (populatie heterogeniteit perspectief). Een van 
de meest voorkomende verklaringen binnen dit perspectief is dat slachtoffers 
en daders dezelfde kenmerken en leefstijlen hebben die hen in situaties 
brengen waarin zowel de kans op slachtofferschap als de kans op daderschap 
relatief groot is. In lijn met dit idee laten de resultaten van mijn studie zien 
dat ongeveer de helft van de waargenomen wederkerige samenhang tussen 
daderschap en slachtofferschap te verklaren is door gedeelde sociaal-
demografische kenmerken (geslacht, etnische afkomst en leeftijd) en door 
eerdere ervaringen met criminaliteit als dader of slachtoffer. Niettemin, 
zelfs na controle voor deze risicofactoren blijkt er nog steeds een positieve 
wederkerige relatie tussen daderschap en slachtofferschap te zijn. De relatie 
tussen daderschap en slachtofferschap is dus niet geheel te verklaren door 
gemeenschappelijke risicofactoren. Sterker nog, na controle op zowel 
blootstelling aan criminogene situaties en individuele kenmerken, blijken 
slachtoffers meer geneigd om delicten te plegen dan niet-slachtoffers. Deze 
bevindingen ondersteunen daarmee het idee dat er een causale relatie tussen 
daderschap en slachtofferschap bestaat (dynamisch causaal perspectief).
  De resultaten van mijn onderzoek onderstrepen ook het belang van 
vriendschapsnetwerken bij het bestuderen van de causale relatie. De resultaten 
laten zien dat slachtoffers meer geneigd zijn daders als vrienden te selecteren 
dan niet-slachtoffers. Het hebben van delinquente vrienden verhoogt op 
zijn beurt weer de kans dat iemand zelf dader wordt. De verhoogde kans op 
daderschap onder slachtoffers kan dus worden verklaard door hun toegenomen 
associaties met delinquenten vrienden. Deze bevinding ondersteunt daarmee 
het idee dat er ook een causale relatie tussen eerder slachtofferschap en 
toekomstig daderschap bestaat. Ik heb echter geen bewijs gevonden voor het 
gegeven dat slachtoffers een andere kosten-baten afweging maken van het 
plegen van delicten dan niet-slachtoffers. Ook bieden vriendschapsnetwerken 
geen verklaring voor een verhoogde kans op slachtofferschap onder daders. 
Toekomstig onderzoek is nodig om meer inzicht te krijgen in de onderliggende 
verklaringen voor de causale relatie tussen eerder daderschap en toekomstig 
slachtofferschap. 
  Samenvattend, dit proefschrift onderstreept het belang van zowel populatie-
heterogeniteit en dynamisch causale factoren voor het bestuderen van de 
relatie tussen daderschap en slachtofferschap. Ongeveer de helft van de weder-
kerige relatie kan worden verklaard door gedeelde achtergrondkenmerken. 
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Bovendien biedt het hebben van delinquente vrienden een verklaring voor de 
causale invloed van eerder slachtofferschap op toekomstig daderschap. Voor 
toekomstig onderzoek is het zaak de causale invloed van eerder daderschap 
op toekomstig slachtofferschap nog verder te doorgronden.
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