A composite model of the subthalamic nucleus is developed from physiological and anatomical considerations. First, study of a geometric model of the anatomical arrangements of projection neurons within the nucleus indicates that they form a massively connected network. Second, given the excitatory nature of these neurons, their threshold and peak ¢ring rates, a simple model of neuron responses reveals that large regions of this highly interconnected nucleus can respond to excitatory input in the form of a widespread uniform pulse. Such widespread pulses of activity may act as a braking signal that resets the major basal ganglia output nuclei.
INTRODUCTION
The subthalamic nucleus (STh) plays a crucial role in basal ganglia function (Alexander et al. 1990; Alexander & Crutcher 1991; Hikosaka 1991) and dysfunction (Albin et al. 1989; Wichmann et al. 1994; Bergman et al. 1994) . There has been a recent surge of interest in the STh in the light of its involvement in the alleviation of Parkinsonism type symptoms (Bergman et al 1990; Benazzouz et al. 1993 Benazzouz et al. , 1995 Limousin et al. 1995) . We present a twopronged theoretical analysis of current data, which has enabled us to synthesize a new view of STh function and processing from a broad array of experimental results.
The major type of neuron in the STh is a large projection neuron. There is little evidence for interneurons in the rat, although a small number of interneurons have been observed in some species (Carpenter 1981) . The projection neurons have been subdivided according to whether they have radiating or polar dendrites (Afsharpour 1985b; Hammond & Yelnik 1983) or whether intranuclear axon collaterals are present or absent (Kita et al. 1983) . It is generally agreed that in the rat these neurons have large dendrites extending to over half the length of the nucleus.
Major a¡erents to the STh arise from the cortex (Afsharpour 1985b; Parent & Hazrati 1993; Carpenter 1981; Ku« nzle 1975) , thalamus (Hammond & Yelnik 1983; Bevan et al. 1995) and pallidum (external segment) (Carpenter 1981; Parent 1990 ). Both cortical and thalamic a¡erents are glutaminergic, project topographically and form asymmetrical synapses on STh neurons (Bevan et al. 1995; Afsharpour 1985b; Parent & Hazrati 1993) . Cortical innervation arises from the cerebral peduncle and internal capsule (Afsharpour 1985b) , and may originate from corticospinal neurons (Afsharpour 1985a; Kitai & Deniau 1981) . Intralaminar thalamic a¡erents may be collaterals from thalamostriate neurons (Sugimoto et al. 1985) . Pallidal a¡erents also innervate the STh in a topographical manner and are GABAergic (Bevan et al. 1995; Parent & Hazrati 1993) .
The direct targets of the STh are the pallidum (Smith et al. 1994; Bevan et al. 1994 ) and the substantia nigra (Hammond & Yelnik 1983; Parent 1990) . Fibres coursing from the STh to the internal pallidal segment are likely to continue into the external segment, leaving extensive collaterals in both segments (Smith et al. 1994; Carpenter 1981) . STh terminals have been found in both pars compacta and pars reticulata of the substantia nigra (Kita & Kitai 1987; Carpenter 1981) . In the rat, single STh neurons have bifurcating axons projecting to both the pallidal and nigral targets (Deniau et al. 1978; Parent 1986 ). In the monkey, these a¡erents arise from separate STh neuron populations (Parent 1990; Parent & Hazrati 1995) . A summary of basal ganglia circuitry is given in ¢gure 1.
Given the central position of the STh, in£uencing both primary basal ganglia output nuclei in an excitatory fashion (Smith & Parent 1988; Nakanishi et al. 1987b; Kita & Kitai 1987; Fe¨ger et al. 1991) , several theories as to its function have been proposed. It may provide driving input to pallidal and nigral neurons, sustaining their tonic activity (Fe¨ger et al. 1991; Nakanishi et al. 1991) ; it has been attributed a role of motor suppression, through its ability to facilitate inhibition of, for example, thalamus, and superior colliculus (Alexander et al. 1990; Bergman et al 1990) ; an integrative role across parallel pathways has also been suggested, as a consequence of its central gating position and direct cortical input (Hikosaka 1991) .
The aim of this paper is to provide a synthesis of current experimental ¢ndings into a model of STh function. From an anatomical analysis we compute the extent of the interconnectivity within the nucleus. We then use a physiological model to demonstrate that such a level of connectivity can lead to large regions of the STh responding to stimulation in a uniform manner. We suggest that the STh responds to excitatory input by generating a widespread, massive pulse of activity which has an overpowering e¡ect on STh target structures. This has consequences for the role of the STh in basal ganglia function and dysfunction. Current awareness of the role that the STh may play in the basal ganglia makes it an appropriate time to carry out this analysis.
METHODS
All data used in the derivation of the models is drawn from the rat, unless otherwise speci¢ed.
(a) Simpli¢cation of anatomical arrangements
To estimate the extent of the interactions occurring between STh neurons, we consider rat single neuron morphology. The dendritic ¢elds of most neurons are £at and oval, their long axis lying parallel to the long axis of the nucleus (Afsharpour 1985b) , as observed from all three planes of view by Kita et al. (1983) . Dendrites can extend over 500 mm, and on average three to four primary dendrites extend from the soma. Therefore, it is possible for a dendritic ¢eld to extend across 1000 mm (Kita et al. 1983 ). If we simplify the dendritic ¢eld to a homogeneous volume we may begin to constrain the extent of interactions that such a ¢eld may accommodate. Given the discoidal shape of the dendritic ¢elds we choose an appropriate solid representation of an oblate spheroid. Taking the two longer axes to have length 500 mm and the shorter axis 125 mm provides a conservative estimate of dendritic ¢eld volume of 1X6 Â 10 7 mm 3 (0.016 mm 3 ). Axon collaterals that terminate within the nucleus have been observed in the cat (Iwahori 1978 ) and the rat (Kita et al. 1983) . Half of the observed neurons in the rat were identi¢ed as having intranuclear axon collaterals. Their terminal arborizations consisted of intermittent varicosities along collateral branches and short ¢laments with beaded endings' (Kita et al. 1983, p. 247) . Small, occasional branches and ¢laments extend locally over the length of the collateral. There are generally two to three collaterals extending from the main axon. However, the sample size is small, leaving the extent and form of the collaterals throughout the nucleus ill-de¢ned. As there are few interneurons, the primary synaptic targets of the intranuclear collaterals are likely to be other STh projection neurons. This is supported from ultrastructural studies in squirrel monkeys (Shink et al. 1996) .
We choose a cylinder as a simple geometric representation of a collateral ¢eld. Assuming that the collaterals extend an average distance of 200 mm and synapse uniformly within a radius of 20 mm yields a single collateral ¢eld volume of 2X51 Â 10 4 mm 3 . Having a prototypical dendritic ¢eld (an oblate spheroid), a simpli¢ed single collateral ¢eld (a cylinder), and an estimate of neuron density (given below), enables us to calculate how many dendritic ¢elds may be in£uenced by a single collateral.
(b) Simpli¢cation of single neuron responses
The functional characteristics of an STh neuron to be captured in the model are (i) its bounded ¢ring rate, (ii) its ¢ring threshold, and (iii) the integration of a¡erent information. In in vitro current injection experiments (Nakanishi et al. 1987a) , STh projection neurons show a bounded ¢ring rate, approaching progressively and smoothly a maximum of about 500 Hz. The steepest gradient of the current/¢ring rate relation occurs at lower current injections (see ¢g. 2b of Nakanishi et al. (1987a) ), suggesting a threshold-like transition from resting ¢ring rates.
We derive a unit's average ¢ring rate, ' i , from its potential, y i t, using a sigmoid function to capture the e¡ects of threshold and saturation (Shamma 1989) .
The characteristics of the thresholding are speci¢ed by the values of the parameters and y 0 , saturation occurring at the ¢ring rate ' max . Following Shamma (1989) , the rate of change in potential, y i (t), of unit i at time t is given by
where ' j (t) is given by equation (1), e i (t) is the external input to unit i, ( is a time constant and N the number of units in the network. The value of the weight w ij between units i and j Figure 1 . The major pathways of the basal ganglia. Abbreviations are: CTX, cortex; STR, striatum; GPe, globus pallidus external segment (pallidum in the rat); GPi, globus pallidus internal segment (entopeduncular nucleus in the rat); STh, subthalamic nucleus; SNr, substantia nigra pars reticulata; SNc, substantia nigra pars compacta; THAL, thalamus. The heavy lines indicate the e¡erent and a¡erent connections of the subthalamic nucleus. speci¢es the relation between the potential of unit i and the ¢ring rate of unit j. Equation (2) is derived from an ensemble average of spike trains convolved with an alpha type transfer function (see Shamma 1989 ). This equation is the only representation of spike trains in the model, and consequently, all information di¡eren-tiating individual spike trains is lost. This simplifying assumption is necessary to permit the formal analysis of networks of realistic dimensionality. The same assumption has enabled the successful analysis of other brain regions ranging from the striatum (Wickens et al. 1991) to the cortex (Ermentrout & Cowan 1979) .
RESULTS

(a) Connectivity
The density of cells in the rat STh has been estimated at 138 000 cells mm À3 (Oorschot 1996) . We now calculate the number of dendritic ¢elds that a single collateral ¢eld will intercept given the mathematical representations described above. This will depend on the relative orientations of the dendritic and collateral ¢elds in 3D space. A majority of dendritic ¢elds in the rat have their longest axis parallel to the longest axis of the nucleus (in the rostrocaudal direction) (Afsharpour 1985b) . We assume that all dendritic ¢elds lie roughly in this orientation. If a collateral were also directed along the rostrocaudal axis (¢gure 2a), then an average of 4939 units would have at least 1% overlap with the collateral ¢eld (¢gure 3a). Figure 3a also shows that an average of 1557 units intercept 5 50% of the volume of the given collateral ¢eld (1007 overlap is where a collateral is completely immersed in a dendritic ¢eld). Figure 3b illustrates the e¡ect that collateral orientation has on the number of intersecting units as the collateral is rotated from lying parallel to the rostrocaudal axis (¢gure 2a) to a perpendicular position (¢gure 2b). For perpendicular orientations no units have 100% overlap of the collateral. In this case, the length of the collateral lies between that of the shorter and longer axis of the dendritic ¢eld and so relative orientation is critical. Repeating these calculations with a collateral of the same volume but half the length (100 mm), less than that of the shorter axis of the dendritic ¢eld, the number of intersected units is roughly constant over all orientations (¢gure 3c).
By assuming that greater than 50% overlap between a collateral and dendritic ¢eld indicates the existence of a functional connection, we calculate that a collateral in the dorsomedial^ventrolateral direction functionally connects with approximately 1000 dendritic ¢elds. Given that this ¢gure is a lower bound when assessed over all orientations and as each axon has up to three independently placed collaterals (Kita et al. 1983) , each unit which emits collaterals has the ability to a¡ect 3000 out of the 13 560 cells (about 22%). A simple probabilistic calculation shows that every unit is at most two synapses from every other unit. If we only consider one collateral, where a unit therefore contacts 7% of the entire nucleus, the two-synapse connectivity is still maintained. Extensive recurrent circuits are therefore predicted to exist within the STh.
(b) Analytical constraints
Here we give analytical results about the types of asymptotic behaviour exhibited by the system speci¢ed by equation (2). In order to make the analysis straightforward we assume a fully symmetrically connected network, with uniform weight values, such that w ij w ji w (i T j); all units have identical parameters (, ' max , , and y 0 and there are zero delays between interconnected units. Such delays are signi¢cantly less than the time constant ((), and consequently do not in£uence the asymptotic behaviour of the system. Furthermore, the assumption of full connectivity is only required for the analytical analysis below, and is relaxed in the numerical simulations. With these assumptions equation (2) then becomes
Reference to time has been omitted for convenience of notation. At equilibrium ( y i 0), the values of y i and ' j are:
In the vicinity of the equilibrium points the system is su¤ciently similar to a linear system speci¢ed by the vector equation
where L is the Jacobian matrix of (3) about the equilibrium points
and
If each unit has identical starting conditions and external input (e i ),
The eigenvalues, !, of L are
All eigenvalues except one are real and negative. The remaining eigenvalue, Ã, may be either positive or negative, yielding unstable or stable equilibria, respectively:
A bifurcation diagram for the two-unit system is shown in ¢gure 4. Over a large range of the weight parameter, w, two stable solutions are exhibited by the system. For very large or very small w a single`high' or`low' state is exhibited, respectively. To investigate whether the STh exhibits bistable behaviour, we examine the sign of Ã in equation (11) for realistic parameter values. For positive Ã an unstable solution exists and, as shown in ¢gure 4, bistable behaviour is exhibited. Rat STh projection neurons have a high maximal ¢ring rate (' max 500 Hz) and the transition to high ¢ring frequencies is reasonably steep ( 0X2 mV À1 , see next section). We calculate a lower bound on w by supposing that if the connection between two cells is to be functional, a change in presynaptic frequency by 1 Hz must change the postsynaptic potential by at least 10 mV; i.e. w 5 10mV Hz À1 . The sign of Ã is then determined by the sign of
Even for small N, this is positive for a large range of values of ' Ã (0 4 ' Ã 4 0X5). Given the possibility of large N (as implied by the anatomical arrangements analysed above), it is likely that this eigenvalue is positive and the system exhibits bistable behaviour.
(c) Numerical simulations
We now describe numerical simulations of the system where several of the simpli¢cations introduced in the analysis above have been relaxed. Figure 4 . A bifurcation diagram illustrating the asymptotic behaviours of a two-unit system as the weight parameter, w, is varied. The weights are appropriately large in the two-unit case in order for the system to display bistable behaviour. Solid lines indicate stable solutions; dotted lines indicate unstable solutions. Other parameters are ' max 500 Hz, 0X2 mV À1 , y 0 22 mV.
In the absence of exact knowledge of the arrangement of possible recurrent circuits within the STh, we assume that the strength of the connection between any two units is given by a Gaussian function, with a peak value w max and standard deviation 8 w .
The parameters specifying the voltage^¢ring-rate relation ( and y 0 ) are also not known precisely. Assuming a sigmoidal relation (as given by equation (1)) constrains these parameters to the ranges 0X1 mV À1 4 4 0X3 mV
À1
and 15 mV 4 y 0 4 22 mV. These limits were derived by examining the current^injection/¢ring-rate relations shown in Nakanishi et al. (1987a) . As illustrated in ¢gure 5 there are three di¡erent asymptotic behaviours: two with a single equilibrium solution, and one where the network exhibits bistable behaviour. The system in ¢gure 5a has the parameter w max set extremely small which yields a single equilibrium point. At the termination of the external stimulus the system returns to the low single stable equilibrium point.
Figure 5b illustrates a system with two stable equilibrium points at high (ca. 500 Hz) and low (ca. 35 Hz) ¢ring rates. External input can drive this system between the two states. This system has a higher value of w max but the same excitatory input used in ¢gure 5a. Once the high state is reached, the system resides there unless further (inhibitory) input pushes it back to the low state. Figure 5c shows a system with a single, high stable equilibrium state into which the system moves directly without the need for excitatory input. As shown in the bifurcation diagram of the two-unit system (¢gure 4), large weights yield a single high equilibrium state.
The simulations and analytical results demonstrate that the system can enter the state of network saturation. This is where each unit in the network receives su¤cient input from its neighbouring units so that all units are e¡ectively fully active. Even in the absence of external input the complete network can be in a massively selfsustained excited state. Sustained network saturation in the STh is undesirable. If all units are at their maximal ¢ring rate they cannot respond to excitatory input, such as from the cortex or thalamus. The consequences of network saturation are discussed in the following section.
The connectivity distribution (i.e. the Gaussian weight distribution in the simulations) in£uences the synchrony of the network response to excitatory input. Figure 6a ,b shows that a system with a narrower range of connectivity but larger weights (decreased 8 w and increased w max in the simulations) continues to exhibit bistable behaviour, yet with decreased synchrony of responses across the network. Other parameters that in£uence the system include the unit threshold, y 0 , contained in the expression ' Ã (1 À ' Ã ); see equation 1. Figure 6c ,d illustrates systems exhibiting bistable behaviour under di¡erent threshold conditions. Systems with a low unit threshold (low y 0 ) are more susceptible to excitatory input driving them into the high, saturated state. For larger thresholds, the excitatory input generates a transient response only and the system returns to rest in the low state. In this case, stronger excitatory input is required to push the system into saturation (¢gure 6 d). Larger unit thresholds yield smaller attractors for the high state and correspondingly larger attractors for the low state. Thus, greater excitatory input is required to drive the system from low to high states.
DISCUSSION
The dynamic model of the subthalamic nucleus that has been presented can exhibit two distinctly di¡erent behaviours, involving a single stable equilibrium state and bistable behaviour. The values of the primary parameters of the model determine which behaviour is exhibited by the system. From our mathematical analysis of the Ndimensional system and the constraints on parameter values that we introduced, we suggest that the STh exhibits bistable behaviour. This arises from the facts that STh neurons have characteristically high ¢ring rates, the transition to high ¢ring frequencies is reasonably steep and the neurons of STh are calculated to be extensively interconnected.
(a) Pulses in the STh
In the presence of localized input, the entire simulated network can be pushed into the state of saturation, with all units ¢ring at their maximal rate. A similar situation is likely to occur in the STh, yet controlled by a combination of intrinsic properties and GABAergic feedback from the GPe. We therefore suggest that the subthalamic nucleus responds to su¤cient excitatory input in the form of a massive uniform pulse, which is likely to have an overpowering e¡ect on STh target structures.
Under parameter conditions generating bistable behaviour, the model predicts widespread responses across the entire network. This is in agreement with experimental observations in the rat STh after cortical stimulation (Fujimoto & Kita 1993) , although it is unclear whether the spread of activity observed is generated in the cortex or the STh itself. The model presented indicates that the STh internal dynamics are su¤cient to reproduce this phenomenon. This does not rule out spread of activity in the cortex, or divergence of cortical input onto the STh. Our results emphasize that divergence would be encouraged by the large dendritic ¢elds of STh neurons in a densely packed nucleus. Moreover, such divergence would increase the likelihood of pushing the system to saturation since the wider the spread of input, the greater and more synchronous the contribution of w ij ' j would be to each neuron involved. However, such a divergence would make it di¤cult to draw a distinction experimentally between an intrinsic STh pulse and activity driven by external input. In either case, divergence of a single input source increases the synchrony of the responses. With only lateral connections and localized input, a more asynchronous pulse generation results.
How widespread could the pulse be throughout the nucleus ? In our simulations, using Gaussian distributions of weights, activity spread quickly over the entire network. Similar results were obtained in simulations where connectivity was de¢ned by the amount of overlap between geometric collateral and dendritic ¢eld representations. If the collaterals were arranged non-uniformly, network saturation could be restricted to isolated regions. Furthermore, GPe input may also play a crucial role in restricting STh activity to speci¢c areas. Such areas could correspond to distinct somatotopic zones representing leg' or`arm' (these somatotopic divisions are more distinct in primates). For example, during normal movements in the monkey, activity in large proportions of neurons becomes segregated into a speci¢c representation ). Whether or not such zones exist, the essential features of a uniform pulse of activity with a fast rise time and termination remain.
(b) Initiation of pulses
Initiation of pulses will depend on the thresholding properties of the units and the strengths of cortical, thalamic, and pallidal inputs. The GPe will play an important role. Like the GPi, in the resting state it is spontaneously active (Ryan & Sanders 1993; Chevalier & Deniau 1990 ). This provides a tonic inhibition over the STh, which will make the transition from the low state to saturation much more di¤cult. The striatal control over the GPe arises from the following pathway (shown schematically below):
(for abbreviations, see ¢gure 1). Activation of neurons in the striatum may therefore inhibit the tonically active GPe and consequently disinhibit the STh. Therefore, the generation of pulses may only occur through a coordination of striatal inhibition of the GPe together with cortical/thalamic excitation of the regions of the STh thereby disinhibited.
(c) Termination of pulses
Increasingly the external segment of the globus pallidus is recognized to play an important role in the basal ganglia circuitry (Parent & Hazrati 1995) . Its intimate reciprocal connection with the STh may powerfully control STh activity. The GPe could terminate states of network saturation causing them to take on a very short pulse-like nature. Widespread activation of the STh should lead to increased activity over large areas of the GPe. Through the reciprocal connections this in turn provides an e¡ective mechanism for termination of network saturation in the STh. In addition to the pallidal input, intrinsic mechanisms within STh cells, such as the activation of the calcium T-type current, are likely to modulate saturated activity (Gillies 1996) . The inactivation of the T-type calcium current reduces the ¢ring rate in all active neurons enabling the whole network to leave the saturated state. Intrinsic mechanisms together with the GPe provide e¡ective means for controlling and terminating STh network saturation.
(d) The role of the STh in the basal ganglia
The STh sits in a prime position to excite the basal ganglia output structures, the entopeduncular nucleus (GPi) and substantia nigra (SNr). The high resting frequency of STh neurons may help to sustain the tonic activity in SNr and GPi (Robledo & Fe¨ger 1990) . Consider now a pulse of activity in the STh that is initiated through cortical input. This pulse will become spread over a region of the STh and very likely it will uniformly and massively excite areas of the GPi and SNr. The conduction velocity along the SThÀ3GPi pathway is less than along the shorter SThÀ3SNr route (Kita & Kitai 1987) . Therefore the waves of widespread activity along the pathways
would arrive at the two basal ganglia structures at approximately the same time. Although the distribution of STh terminals on neurons of the basal ganglia output structures is unclear (Hazrati & Parent 1992; Bolam et al. 1993) , it is likely that during a pulse the STh can override other inputs. If the resting ¢ring rate of STh neurons is su¤cient to provide drive for the normal, tonic activity in the target structures, the tenfold increase achieved at the peak of the pulse is likely to have an overriding e¡ect. Following from our suggestion that the STh generates a massive, and reasonably widespread pulse that can override other inputs to the basal ganglia output structures, we introduce the braking hypothesis.
The braking hypothesis. Upon ¢nal invocation of a particular movement, or movement sequence, the STh intercepts certain corticospinal signals, producing an overriding pulse of activity. The pulse can then terminate current processing in large areas of the GPi and SNr (via an overriding excitatory in£uence) and lead to a uniform wave of inhibition in appropriate thalamic areas.
The inhibitory pulse could act as a reset mechanism in order to prepare for the next movement sequence (motor execution). Alternatively, it may be a signal that directs planning of possible future sequences, after the initiation of the current ones (motor planning). In all cases, the pulse acts as a form of brakeöit generates widespread powerful inhibition through the GPi and SNr. Although the function of the basal ganglia remains unclear, it has been implicated in motor preparation and planning roles. Under such functional considerations it would be desirable to use a mechanism that can identify when planned actions are ¢nally being initiated. The STh can supply such a mechanism. It is not only in a position to intercept direct corticospinal signals but, moreover, we have shown that the STh can react to speci¢c cortical inputs in a powerful manner. A widespread excitatory STh response may act to reset large parts of the GPi/SNr, and consequently reestablish broad inhibition of thalamic targets. Other proposals of basal ganglia function include that of context dependent pattern sequence generation (Berns & Sejnowski 1998 ). In such a system it should be desirable to coordinate the generation of motor related sequences of activity patterns with current motor actions. As described above, we have shown that the STh is a mechanism that could ful¢l this role.
This new view of STh function also has implications for basal ganglia disorders. A contemporary interpretation of the consequences of the loss of dopamine to the striatum as observed in animal models of Parkinson's disease is that striatal e¡erents associated with the D 2 dopamine receptor have increased activity (Albin et al. 1989; Bergman et al. 1994) . The resulting increased inhibition of the GPe would have serious consequences on the control of STh activity. We have shown that a control mechanism is essential for preventing network saturation; disruption of such a mechanism could lead to a combination of over-activity and mistimed pulses in the STh.
CONCLUSION
In this paper a new role for the subthalamic nucleus in the basal ganglia has been suggested. An important next step in our analysis is to represent in the model the structures which may provide the inhibitory feedback for pulse termination. One aspect that will be addressed is that STh neuron responses are more complex than the simple high frequency response exhibited by the model units. Currently we are developing models of the GPe with a view to investigate its possible modes of interaction with the STh.
