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NEARLY HOLOMORPHIC SECTIONS
ON COMPACT HERMITIAN SYMMETRIC SPACES
BENJAMIN SCHWARZ
Abstract. Let X be a Kähler manifold, and E be a Hermitian
vector bundle on X . We investigate the space N(X,E) of nearly
holomorphic sections in E , which generalizes the notion of nearly
holomorphic functions introduced by Shimura. If X = U/K is a
compact Hermitian symmetric space, and E is U -homogeneous, it
turns out that N(X,E) coincides with the space of U -finite vectors
in C∞(X,E), and we obtain new results on the U -type decompo-
sition of the Hilbert space of square integrable sections. As an
application, we determine this decomposition for the holomorphic
tangent space of X .
Introduction
Let (X,h) be an n-dimensional Kähler manifold, and E be a holo-
morphic vector bundle on X. Let C(X,E), C∞(X,E) and O(X,E)
denote the space of continuous, smooth and holmomorphic sections in
E . The notion of nearly holomorphic functions on X was introduced by
Shimura [30] in order to give a uniform description of certain automor-
phic forms on bounded symmetric domains. In its straightforward gen-
eralization to vector bundles, a smooth section f ∈ C∞(X,E) is nearly
holomorphic, if it is locally given as a polynomial in qℓ(z) ∶= ∂Ψ/∂zℓ
(ℓ = 1, . . . , n) with holomorphic coefficients, where Ψ is a Kähler poten-
tial for h on U ⊆ X, and z1, . . . , zn are local (complex) coordinates on
U , i.e., for all z ∈ U ,
f(z) = ∑
i∈Nn
fi(z) q(z)i with fi ∈ O(U ,EU)(0.1)
and fi = 0 for almost all i. Here, we use the usual multi-index notation
q(z)i = ∏ℓ qℓ(z)iℓ . Equivalently, f is annihilated by a certain differential
operator of order m,
D¯m ∶ C∞(X,E) → C∞(X,E ⊗ SmT (1,0)),
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which is called the m’th (iterated) invariant Cauchy–Riemann operator
(following [6, 24, 34]), see Section 1.1 for details. By definition,
N(X,E) ∶= ⋃
m≥0
Nm(X,E) with Nm(X,E) ∶= ker D¯m+1 .
We note that N 0(X,E) = O(X,E), the space of holomorphic sections,
so
O(X,E) ⊆ N(X,E) ⊆ C∞(X,E).
We propose the space of nearly holomorphic sections as the appropriate
space for the discussion of questions concerning geometric analysis on
Kähler manifolds. Whereas holomorphy is too restrictive and smooth-
ness is too wide (loosing all information about the geometry), it seems
that the definition of nearly holomorphic sections keeps the balance
between rigidity and flexibility. Indeed, on the one hand, we show
that the identity theorem holds for nearly holomorphic sections (The-
orem 1.8), and on the other hand, restricting to compact Hermitian
symmetric spaces, we prove
Theorem A (see Theorem 2.1).
Let X = U/K be a Hermitian symmetric space of compact type, and let
E = U×KE be an irreducible U-homogeneous holomorphic vector bundle
on X. If N(X,E) is non-trivial, then N(X,E) is dense in C(X,E) with
respect to uniform convergence.
In fact, in our subsequent paper [28] we show that in this setting,
N(X,E) is non-trivial for all U -homogeneous holomorphic vector bun-
dles, hence N(X,E) is always dense in C(X,E).
Even though we are able to prove that the decomposition (0.1) of
a nearly holomorphic section f ∈ N(X,E) is uniquely determined by
the chosen Kähler potential (see Proposition 1.5), it is not clear how to
determine the corresponding coefficient sections fi. For compact Her-
mitian symmetric spaces, we solve this problem by using a particular
Kähler potential, and the solution is given by a generalized Taylor ex-
pansion formula, see Section 4 for details.
For a first application of nearly holomorphic sections to harmonic
analysis on X = U/K, we fix a U -invariant Hermitian structure on E =
U×KE. Let u be the Lie algebra of U , and fix a Borel subalgebra b ⊆ uC
of the complexified Lie algebra with corresponding Cartan subalgebra
h ⊆ b. Let Λ ⊆ h∗ parametrize the isomorphism classes of irreducible
representations of U by their highest weights (with respect to b), and
let Vλ denote a representative for λ ∈ Λ. Then, the space of L2-sections
in E decomposes under the action of U into a Hilbert sum
L2(X,E) = ⊕̂
λ∈Λ
W Eλ
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of U -isotypic components W Eλ ≅ mEλ ⋅ Vλ, where mEλ ≥ 0 denotes the
multiplicity of Vλ in L2(X,E). One of the fundamental problems in
harmonic analysis is to determine the multiplicities mEλ in an explicit
manner. Frobenius reciprocity yields that
HomU(Vλ,L2(X,E)) ≅ HomK(Vλ,E) ,(0.2)
where on the right hand side Vλ and E are considered as K-modules.
In particular, this shows that mEλ = dimHomU(Vλ,L2(X,E)) is finite,
and L2(X,E) contains precisely those U -types, which itself contain E
as a K-type. Classically, this correspondence is used to determine
the multiplicities mEλ in special cases. For the trivial line bundle, the
Cartan–Helgason theorem gives an explicit characterization of the high-
est weights with positive multiplicity (spherical representations), and
multiplicity freeness (i.e., mEλ ≤ 1 for all λ) is obtained by an investi-
gation of spherical vectors [10]. For general line bundles, Schlichtkrull
[26] obtains a generalization of the Cartan–Helgason theorem, which
also proves multiplicity freeness. See also [29]. In the case of higher
rank vector bundles, little seems to be known. Even though a Cartan–
Helgason like theorem for arbitrary K-types is proved by Kostant [16],
it remains a non-trivial problem to derive the U -type decomposition of
L2(X,E) from this result. In [4, 5], Camporesi applies this approach to
compact Riemannian symmetric spaces of rank one (certainly includ-
ing Hermitian symmetric spaces of rank one), and obtains a general
description of the set of highest weights occurring in L2(X,E), but
without determining the precise multiplicities.
Instead of using Frobenius reciprocity, we prove a new correspon-
dence between U -types in L2(X,E) andK-types in a certain K-module
by an investigation of nearly holomorphic sections. In order to formu-
late our result, recall that uC admits the grading uC = n+ ⊕ kC ⊕ n−,
where n± are K-invariant abelian subalgebras, and k is the Lie algebra
of K ⊆ U . We may assume that the Borel subalgebra b ⊆ uC is chosen
such that n+ ⊆ b, and b′ ∶= b ∩ kC is a Borel subalgebra of kC. Hence,
h ⊆ kC and h is also a Cartan subalgebra of kC. Recall that for all λ ∈ Λ,
the action of K on the subspace V n
+
λ ⊆ Vλ of n+-invariants,
V n
+
λ ∶= {v ∈ Vλ ∣Y.v = 0 for all Y ∈ n+} ,
is irreducible with highest weight λ. Let Sn+ denote the symmetric
algebra of n+, equipped with the adjoint action of K.
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Theorem B (see Theorem 3.5).
Let X = U/K be an irreducible Hermitian symmetric space of compact
type, and let E = U ×K E be an irreducible U-homogeneous Hermitian
vector bundle. If O(X,E) ≠ {0}, then
HomU(Vλ,L2(X,E)) ≅ HomK(V n
+
λ ,E ⊗ Sn
+)(0.3)
for all λ ∈ Λ. Moreover, any K-type in E ⊗ Sn+ is isomorphic to V n+λ
for some λ ∈ Λ, hence there is a bijection between U-types in L2(X,E)
and K-types in E ⊗ Sn+.
We note that due to the Borel-Weil Theorem, O(X,E) is non-trivial,
if and only if the K-type E is isomorphic to V n
+
λ for some λ ∈ Λ.
This shows that the non-triviality of O(X,E) is essential for the result
of Theorem B. However, for more general vector bundles, it is still
true that HomU(Vλ,L2(X,E)) embeds into HomK(V n
+
λ ,E ⊗ Sn
+) for
all λ ∈ Λ, see Theorem 3.5.
The basic idea underlying Theorem B is to consider the isomorphism
HomU(Vλ,L2(X,E))
≅Ð→ HomK(V n+λ ,L2(X,E)n+), T ↦ T ∣V n+
λ
,
and to replace L2(X,E)n+ on the right hand side by a more accessible
representation of K. Theorem B states, that if E admits non-trivial
holomorphic sections, then E ⊗ Sn+ is the right replacement. This is
motivated by two crucial observations. Firstly, as a consequence of
Theorem A, the space of nearly holomorphic sections coincides with
the space of U -finite vectors in L2(X,E) (see Proposition 3.3), i.e.,
N(X,E) = ⊕
λ∈Λ
W Eλ .
Therefore, all sections in L2(X,E) that are of interest for the discus-
sion of the U -type decomposition are nearly holomorphic. Secondly,
considering the expansion of nearly holomorphic sections as in (0.1) on
n+ ⊆ X (holomorphically embedded via the exponential map), it turns
out that n+-invariant sections correspond to expansions with constant
coefficient sections fi (if the Kähler potential is chosen properly). This
yields a K-equivariant embedding of n+-invariant nearly holomorphic
sections into E ⊗Sn+. A detailed analysis of nearly holomorphic func-
tions then shows that this is in fact an isomorphism of K-modules, see
Corollary 2.8 which is essential for this part of the proof of Theorem B.
We list some applications of Theorem B.
(i) For the trivial line bundle, Theorem B states that the Cartan–
Helgason theorem (applied to Hermitian symmetric spaces of com-
pact type) is equivalent to the decomposition of the symmetric al-
gebra Sn+ under the action of K, which is well-known due to the
work of Hua (classical, [12]), Kostant (unpublished), and Schmid
[27]. In fact, this equivalence has been the original motivation for
NEARLY HOLOMORPHIC SECTIONS 5
our investigation. Since the isomorphism (0.3) is explicitly given,
we are able to translate known formulas for highest weight vec-
tors in Sn+ (due to Upmeier [32]) to explicit formulas for highest
weight vectors in L2(X), see Remark 3.10.
(ii) For general line bundles which admit holomorphic sections, Theo-
rem B recovers Schlichtkrull’s result [26] generalizing the Cartan–
Helgason theorem, see Remark 3.12.
(iii) To demonstrate the use of our result for vector bundles of higher
rank, we obtain the precise decomposition of the holomorphic tan-
gent bundle. We note that this decomposition is not multiplicity
free (except for rank 1), see Theorem 3.17.
(iv) For general vector bundles, an immediate consequence of Theo-
rem B is that the multiplicities mE
λ
are uniformly bounded by the
dimension of the fiber E, see Corollary 3.11. In the setting of
bounded symmetric domains, similar results have been proved by
T. Kobayashi [14].
Further remarks. Even though nearly holomorphic sections are de-
fined on any Kähler manifold, they have been studied in detail only
in the Hermitian symmetric case (to the best of our knowledge), and
even in this setting, almost all results are concerned with line bundles
on bounded symmetric domains (having a global Kähler potential), see
[30, 31, 34]. Our result applied to line bundles can be considered as
dual to the results obtained by Zhang in [34], where nearly holomor-
phic functions are used to describe relative discrete series of weighted
L2-spaces on bounded symmetric domains. However, we note that
since compact Hermitian symmetric spaces do not admit global Kähler
potentials, it is non-trivial to transfer local to global properties.
In [23], Peetre–Zhang cover the case of line bundles on the Riemann
sphere, and in [31] Shimura obtains for the classical compact Hermit-
ian symmetric spaces (by a case-by-case analysis) explicit formulas for
generators of the algebra of nearly holomorphic functions. Using Jor-
dan theory, we obtain a uniform description of these generators which
also applies to the exceptional Hermitian symmetric spaces, see Corol-
lary 2.8. The iterated invariant Cauchy–Riemann operators are dis-
cussed in more generality by Engliš and Peetre in [6], however we note
that their results are not used in our proofs.
Outlook. Both of our main results so far rely on the existence of non-
trivial (nearly) holomorphic sections. In our subsequent paper [28]
we show that in case of Theorem A, this assumption can be dropped,
since the space of nearly holomorphic sections turns out to be non-
trivial for all U -homogeneous vector bundles. Therefore, N(X,E) is
always dense in C(X,E) with respect to uniform convergence. We also
improve Theorem B by characterizing a K-invariant subspace S(E) ⊆
E ⊗ Sn+ such that Theorem B holds for all U -homogeneous vector
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bundles if E ⊗ Sn+ is replaced by S(E). Both results are obtained by
solving the extension problem for nearly holomorphic sections, i.e., by
characterizing those local nearly holomorphic sections f ∈ N(n+,En+)
(with n+ considered as an open and dense subset of X) which extend
to global nearly holomorphic sections.
An open problem is the generalization of our results to non-symmetric
Kähler manifolds. As a first step, one might consider generalized flag
varieties X = G/Q where G is the same complex Lie group as above
and Q is any parabolic subgroup of G. In this case, the grading of uC
corresponding to Q becomes more complicated, and Jordan theoretic
arguments used in our investigation must be replaced by corresponding
Lie theoretic arguments. We note that beyond the Hermitian symmet-
ric case there are different U -invariant Kähler metrics defined on X,
and the Killing metric is not Kähler in general. However, there is a
unique Kähler–Einstein metric, see e.g. [1].
Organisation. This paper is organized as follows. In Section 1 recall
basic properties of the invariant Cauchy–Riemann operator for holo-
morphic vector bundles on general Kähler manifolds and introduce the
notion of nearly holomorphic sections. We further investigate the local
characterization of these sections and prove the identity theorem as well
as the finite dimensionality of Nm(X,E) on compact Kähler manifolds.
Starting with Section 2, we confine to U -homogeneous Hermitian vec-
tor bundles on Hermitian symmetric spaces of compact type, X = U/K.
Here, we prove Theorem A and explicitly describe generators for the
algebra of nearly holomorphic functions. We also recall the notions
from Jordan theory used in the proofs. Section 3 is devoted to the dis-
cussion of the U -type decomposition of L2(X,E). We first link nearly
holomorphic sections to this problem by showing that N(X,E) coin-
cides with the space of U -finite vectors in L2(X,E) (assuming N(X,E)
is non-trivial). Then, Theorem B and various consequences are proved.
In particular, the decomposition problem is solved for the case of the
holomorphic tangent bundle. In Section 4, we prove a generalized Tay-
lor expansion formula for nearly holomorphic sections. For convenience
to the reader, the appendix provides some data of the classification of
Hermitian symmetric spaces.
Acknowledgment: I would like to thank Joachim Hilgert, Jan Möllers,
and Henrik Seppänen for helpful discussions on the topic of this paper.
I am also grateful to Bent Ørsted for bringing Zhang’s paper [34] to
my attention, and hence initiating this work on nearly holomorphic
sections.
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1. Invariant Cauchy–Riemann operators and nearly
holomorphic sections
Throughout this section, let (X,h) be a (possibly non-compact) Käh-
ler manifold of complex dimension n. For x ∈X, the complexification of
the real tangent space Tx is denoted by TCx , and its decomposition into
the holomorphic and the anti-holomorphic part is TCx = T
(1,0)
x ⊕ T
(0,1)
x .
The Kähler metric, h, induces a smooth bundle isomorphism of the an-
tiholomorphic cotangent bundle and the holomorphic tangent bundle,
denoted by
η ∶ (T (0,1))∗ ≅Ð→ T (1,0).
Let E be a holomorphic vector bundle onX, and let C(X,E), C∞(X,E),
and O(X,E), denote the space of continuous, smooth, and holomorphic
sections in E , respectively. If, in addition, H is an Hermitian structure
on E , let L2(X,E) denote the Hilbert space of square integrable sec-
tions. Let
∂¯ ∶ C∞(X,E) → C∞(X,E ⊗ (T (1,0))∗)
denote the usual Dolbeault operator of E defined by trivializations.
1.1. Invariant Cauchy–Riemann operator. The invariant Cauchy–
Riemann operator is defined by (cf. [6])
D¯E ∶= η∗ ○ ∂¯ ∶ C∞(X,E) → C∞(X,E ⊗ T (1,0)) ,
where η∗ ∶ C∞(X,E ⊗ (T (0,1))∗) → C∞(X,E ⊗ T (1,0)) denotes the iso-
morphism induced by η. If (z1, . . . , zn) are coordinates on an open
subset U ⊆X, and (eα)α=1,...,N is a system of local trivializing holomor-
phic sections of EU (= π−1(U) where π ∶ E → X denotes the canonical
projection), then D¯E is locally given by
D¯E(∑
α
fαeα) = ∑
i,j,α
hj¯i
∂fα
∂z¯j
eα ⊗ ∂i ,(1.1)
where ∂i ∶= ∂∂zi is the standard basis of the holomorphic tangent space,
and hj¯i is the matrix inverse of the Kähler metric coefficients hij¯ ∶=
h(∂i, ∂¯j).
Since E ⊗ T (1,0) is again a holomorphic vector bundle on X, the
invariant Cauchy–Riemann operator can be iterated, i.e., we set D¯1E ∶=
D¯E and define inductively
D¯mE ∶= D¯E⊗(T (1,0))⊗(m−1) ○ D¯m−1E
for m > 1. By abuse of notation, we omit the respective index referring
to the vector bundle and simply write
D¯m = D¯ ○ ⋯ ○ D¯ ∶ C∞(X,E) → C∞(X,E ⊗ (T (1,0))⊗m) .
We recall some basic properties.
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Proposition 1.1 ([6, 24]).
(a) Invariance.
If g is a metric preserving biholomorphic map on X that lifts to
a holomorphic bundle isomorphism g˜ on E, then
D¯(g˜∗f) = (g˜∗ ⊗ dg∗)D¯f ,
where g˜∗ and dg∗ denote the induced actions on sections of E
and T (1,0), respectively.
(b) Symmetry.
The iterate D¯m of D¯ maps C∞(X,E) into C∞(X,E ⊗SmT (1,0)),
where SmT (1,0) ⊆ (T (1,0))⊗m denotes the subbundle of symmetric
tensors.
We note that the symmetry property also follows from Lemma 2.0
in Shimuras paper [30], in which the concept of nearly holomorphic
functions is introduced for the first time.
Remark 1.2. The invariant Cauchy–Riemann operator can be defined
in the same way for the more general class of Hermitian manifolds.
However, the proof of the symmetry property [24, 30] relies on the
Kähler property of the metric.
Remark 1.3. We like to point out that the sequence of operators
C∞(X,E) D¯→ C∞(X,E ⊗ T (1,0)) D¯→⋯ D¯→ C∞(X,E ⊗ SmT (1,0)) D¯→⋯
is not a complex. In fact, the non-triviality of the iterated Cauchy–
Riemann operators D¯m is the core of the theory of nearly holomorphic
sections, which we discuss in the next section. Nevertheless there are
elliptic operators, Lm, attached to each of the operators D¯m, which
have been introduced by Peetre, Peng and Zhang [22, 23] on the unit
disc, and which are discussed in full generality in [6]. For the defini-
tion of Lm, choose some Hermitian structure H on E , extend this in
combination with the Kähler metric h to Hermitian structures on the
vector bundles E⊗SmT (1,0), m ≥ 0, and let (D¯m)∗ be the adjoint of D¯m
with respect to the corresponding Hermitian inner products. Then, the
generalized Laplacians Lm (m ≥ 1) are defined by
Lm ∶= (D¯m)∗ ○ D¯m ∶ C∞(X,E) → C∞(X,E) .
Indeed, for the trivial line bundle E = X ×C with standard Hermitian
structure, L1 coincides with the familiar Laplace–Beltrami operator
on X, see [6, p.23]. In general, we claim that each Lm is an elliptic
operator (which has not been noted in [6, 22, 23]). For the notation and
details of elliptic operator theory we refer to [33]. We first note that
the definitions immediately imply that D¯m is a differential operator of
order m, hence (D¯m)∗ and Lm are also differential operators of order m
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and 2m, respectively. Moreover, it follows from (1.1) that the symbol
of D¯ is given by
σ(D¯)(x, ξ) ∶ Ex → Ex ⊗ T (1,0)x , e ↦ e⊗ i ξ̂(0,1) ,
where ξ(0,1) denotes the projection of ξ ∈ T ∗x onto the dual antiholo-
morphic tangent space (T (0,1)x )∗, and ξ̂(0,1) is the holomorphic tangent
vector dual to ξ(0,1) with respect to the Kähler metric h. Now, the
symbol of the iterated operator D¯m is
σ(D¯m)(x, ξ) ∶ Ex → Ex ⊗ SmT (1,0)x , e ↦ e⊗ (i ξ̂(0,1))m ,
where ζm denotes the m’th symmetric tensor product of ζ ∈ T (1,0)x .
Since the symbol of the adjoint operator is the adjoint of the symbol,
it follows that
σ((D¯m)∗)(x, ξ) ∶ Ex ⊗ SmT
(1,0)
x → Ex, e⊗∏
j
vj ↦ e ⋅∏
j
(−i ξ(1,0)(vj))
(linearly extended to all of Ex ⊗ SmT
(1,0)
x ). Finally, this yields that the
symbol of Lm is given by
σ(Lm)(x, ξ) ∶ Ex → Ex, e ↦ e ⋅ h∗x(ξ, ξ)m ,
where h∗ denotes the Hermitian inner product on the cotangent bundle
T ∗. This is an isomorphism for all ξ ≠ 0, and hence Lm is an elliptic
operator.
1.2. Nearly holomorphic sections. A section f ∈ C∞(X,E) is called
nearly holomorphic, if it is annihilated by D¯m for some m ∈ N. For the
smallest such m, we call deg f ∶=m − 1 the degree of f , and denote by
Nm(X,E) ∶= ker D¯m+1
the space of all nearly holomorphic sections of degree at most m. For
convenience we also set N −1(X,E) ∶= {0}. The space of all nearly
holomorphic sections is denoted by
N(X,E) ∶=
∞
⋃
m=0
Nm(X,E) .
For the trivial line bundle E =X ×C, we set Nm(X) ∶= Nm(X,X ×C),
N(X) ∶= N(X,X × C). These are the nearly holomorphic functions
introduced by Shimura [30].
Remark 1.4. Since D¯m is a differential operator, we may also consider
its action on local sections f ∈ C∞(U ,EU) for U ⊆ X open. Then,
N(U ,EU) is defined in the same way as for global sections. It readily
follows that the assignment U ↦ N(U ,EU) in combination with the
natural restriction maps form an abelian sheaf.
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The term ’nearly holomorphic’ is motivated by the following local
characterization. Let U ⊆ X be an open subset with local coordinates
z = (z1, . . . , zn) and a Kähler potential Ψ ∈ C∞(U). Then define
q ∶= ∂Ψ ∈ C∞(U , (T (1,0)U )
∗) , qℓ ∶=
∂Ψ
∂zℓ
∈ C∞(U) .(1.2)
We call q the q-map of Ψ, and note that the qℓ are the coefficient
functions of q with respect to the chosen coordinates. For i ∈ Nn we use
the usual multi-index notation, so ∣i∣ = i1+⋯+in and q(z)i = ∏nℓ=1 qℓ(z)iℓ .
Proposition 1.5. A local section f ∈ C∞(U ,EU) is nearly holomor-
phic of degree m if and only if it is a polynomial in q1, . . . , qn of degree
m with holomorphic coefficients, i.e., if there exist local holomorphic
sections fi ∈ O(U ,EU) such that
f(z) = ∑
∣i∣≤m
fi(z) ⋅ q(z)i(1.3)
for all z ∈ U , and fi ≠ 0 for some i ∈ Nn with ∣i∣ = m. Moreover, the
coefficient sections fi are uniquely determined by the choice of Ψ.
Proof. The main part of this proposition follows essentially from the
corresponding result in the special case of the trivial line bundle, which
is proved in [30]. First choose local trivializing holomorphic sections
(eα)α=1,...,N on some open subset V ⊆ U and decompose f = ∑α fαeα.
Since D¯ acts trivially on the holomorphic sections eα, f is a nearly
holomorphic section if and only if each fα is a nearly holomorphic
function. In this case, [30, Lemma 2.1] implies that
fα(z) = ∑
∣i∣≤m
fαi (z) ⋅ qi(z)(1.4)
for some holomorphic maps fα
i
∈ O(V). We show that this decompo-
sition is unique. Set D¯ℓ ∶= ∑k hk¯ℓ ∂∂z¯k . Due to [30, Lemma 2.0], these
operators commute, cf. also Proposition 1.1 (b). Let D¯i ∶= ∏ℓ(D¯ℓ)iℓ . It
easily follows that D¯ℓqk(z) = δℓk for all ℓ, k, and hence
(D¯iqj)(z) =
⎧⎪⎪⎨⎪⎪⎩
j!
(j−i)! q
j−i(z) if i ≤ j,
0 otherwise.
Here we use the abbreviations j! ∶= ∏ jℓ!, (i − j)ℓ ∶= iℓ − jℓ, and i ≤ j if
and only if iℓ ≤ jℓ for all ℓ. In particular,
(D¯iqj)(z) = i! ⋅ δi1,j1⋯δin,jn if ∣i∣ ≥ ∣j∣ ,
This is the local version of [34, Lemma 2.2]. The uniqueness statement
now follows by induction on m. For m = 0, there is nothing to prove.
For m > 0, applying D¯i with ∣i∣ =m to (1.4) yields D¯if(z) = fα
i
(z), thus
the holomorphic coefficient functions cα
i
with ∣i∣ = m are unique. Sub-
tracting these terms from fα yields a local nearly holomorphic function
of degree < m, so by induction hypothesis, the coefficient functions of
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the lower degrees are also uniquely determined by f .
Now suppose that (e˜α)α=1,...,N is a different system of local trivializing
holomorphic sections on V, and let f˜α and f˜α
i
be the corresponding
coefficient functions. Then fα(z) = ∑β T αβ (z)f˜β(z) for some holomor-
phic maps T αβ ∈ O(V). The uniqueness of the coefficients in (1.4) now
implies fα
i
= ∑β T αβ f˜
β
i
for all i. Therefore,
fi ∶=∑
α
fαi eα =∑
α
f˜αi e˜α
is independent of the choice of the trivializing sections. Choosing an
open covering of U with local trivializing holomorphic sections, this
shows that fi is defined on all of U ⊆X, and it is uniquely determined
by the Kähler potential Ψ. 
Remark 1.6. We like to stress that the procedure for determining the
coefficient sections fi of (1.3) starts with the coefficients of highest de-
gree, ∣i∣ = deg f . This is somehow unsatisfactory, since this assumes the
a priori knowledge of the degree of f . Moreover, in view of expanding
more general sections into a series of nearly holomorphic sections (as a
sort of Taylor expansion), it would be desirable to have non-recursive
formulas for the coefficient sections. In fact, it suffices to have a for-
mula for the lowest degree term f0, since applying such a formula to
D¯if (with D¯i defined as above) also yields the coefficients of the higher
degree terms. For compact Hermitian symmetric spaces, this problem
is solved in Section 4 by using a particular Kähler potential.
Remark 1.7. We briefly indicate what happens if we choose a different
Kähler potential Ψ˜ on U . Since the difference Ψ − Ψ˜ is the real part
of a holomorphic function g ∈ O(U), it follows that the maps qℓ = ∂ℓΨ
and q˜′ℓ = ∂ℓΨ˜ satisfy qℓ = q˜ℓ + ∂ℓg for all ℓ. Now it is a combinatorial
exercise to determine from (1.3) the relation between the corresponding
coefficient sections fi and f˜j. We note that the coefficient sections of
highest order, ∣i∣ = m, are independent of the choice of the Kähler
potential. In fact, up to constants these are the coefficient functions of
the holomorphic section D¯mf ∈ O(U ,EU ⊗ SmT (1,0)).
Theorem 1.8 (Identity theorem). Let X be connected and U ⊆ X be
open. Then, the restriction map
N(X,E) →N(U ,EU), f ↦ f ∣U
is an injection.
Proof. For f ∈ Nm(X,E) withm smallest possible, assume that f ∣U = 0.
If m ≥ 0, then D¯mf is a section in E ⊗ SmT (1,0), and in the kernel of
D¯. Since D¯ = η∗ ○ ∂¯ where η∗ is an isomorphism, the kernel of D¯
coincides with the kernel of ∂¯. Hence D¯mf is a holomorphic section
in E ⊗ SmT (1,0). The assumption f ∣U = 0 also implies D¯mf ∣U = 0.
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According to the identity theorem for holomorphic sections, this yields
D¯mf = 0, and hence f ∈ Nm−1(X,E), which contradicts the minimality
of m. Therefore, m = −1 and f ∈ N −1(X,E) = {0}. 
In connection with the identity theorem, Proposition 1.5 implies that
a global nearly holomorphic section f ∈ N(X,E) is uniquely determined
by the corresponding set of local holomorphic sections fi ⊆ O(U ,EU)
for U ⊆ X open. In particular, we note that f has degree m if and only
if f ∣U has degree m, independent of the choice of U . This observation
also yields the following result.
Corollary 1.9. N(X) is a filtered algebra,
Nm(X) ⋅Nm′(X) ⊆ Nm+m′(X) ,
Moreover, N(X,E) is a filtered N(X)-module with
deg(fg) = deg f + deg g
for f ∈ N(X), g ∈ N(X,E).
We close the discussion of nearly holomorphic sections on general
Kähler manifolds with the following statement.
Proposition 1.10. If X is compact with finitely many connected
components, then Nm(X,E) is finite dimensional for all m.
Proof. Due to Remark 1.3, Nm(X,E) is a subspace of kerLm+1 for
the elliptic operator Lm+1 = (D¯m+1)∗ ○ D¯m+1. Now compactness of X
implies that kerLm+1 is finite dimensional, see [33, Theorem 4.8 in
Chapter IV]. 
Remark 1.11. We note that Proposition 1.10 also follows from the
more familiar fact (also proved by elliptic operator theory) that the
space of holomorphic sections in a vector bundle of a compact manifold
is finite dimensional. This implies that the kernel of each operator in
the sequence
C∞(X,E) D¯→ C∞(X,E ⊗ T (1,0)) D¯→⋯ D¯→ C∞(X,E ⊗ SmT (1,0)) D¯→⋯
is finite dimensional (since ker D¯ = ker ∂¯). Now basic arguments form
linear algebra show that the kernel of the iterated operator D¯m+1 is
finite dimensional too.
2. Nearly holomorphic sections on compact
Hermitian symmetric spaces
Let X be an irreducible Hermitian symmetric space of compact type.
Let U be the simply connected covering group of the identity compo-
nent of the automorphism group ofX, which is a compact group. Then,
X = U/K where K ⊆ U denotes the stabilizer subgroup of some base
point in X. If G denotes the complexification of U , which is also simply
connected, we may view X as complex flag manifold, X = G/P , with
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maximal parabolic subgroup P ⊆ G such that K ⊆ P . The elements of
G act on X by biholomorphic transformations. For details, we refer to
[11].
In the following, a G-homogeneous holomorphic vector bundle E =
G×P E on X is called irreducible, if the associated holomorphic repre-
sentation ρ ∶ P → GL(E) is irreducible.
From the invariance of the Cauchy–Riemann operator it follows that
the space N(X,E) of nearly holomorphic sections is U -invariant. In
fact, each subspace Nm(X,E) is U -invariant. The main goal of this
section is the following result, representation theoretic applications are
discussed in Section 3.
Theorem 2.1. Let E be an irreducible G-homogeneous holomorphic
vector bundle on X. If N(X,E) is non-trivial, then N(X,E) is dense
in C(X,E) with respect to uniform convergence.
Remark 2.2. We note that in particular, Theorem 2.1 applies to G-
homogeneous holomorphic vector bundles that admit non-trivial holo-
morphic sections. In the successive paper [28], we improve this state-
ment by showing that in fact every G-homogeneous holomorphic vector
bundle admits non-trivial nearly holomorphic sections, hence N(X,E)
is dense in C(X,E) in any case.
For the proof of Theorem 2.1, we first show that it suffices to prove
that the space N(X) of nearly holomorphic functions is dense in C(X).
The basic idea of the next lemma is taken from [21, Theorem 5].
Lemma 2.3. Assume that A ⊆ C(X) is a dense subalgebra, and Σ ⊆
C(X,E) is a subset such that for each x ∈X, the fiber Ex is spanned by
{σ(x) ∣σ ∈ Σ}. Then, the A-module generated by Σ is dense in C(X,E)
with respect to uniform convergence.
The proof of this lemma is straightforward, using the existence of a
partition of unity corresponding to an open covering of X that trivial-
izes E . We omit the details.
In the setting of Theorem 2.1, the action of U on any non-trivial
section f ∈ C(X,E) generates a subset Σ ∶= U.f ⊆ C(X,E), that satis-
fies the assumption of Lemma 2.3. Indeed, since U acts transitively on
X, there is a section f ′ ∈ Σ with f ′(o) ≠ 0 for the base point o = eK.
Since E is irreducible, the K-action on f ′ generates a spanning set
{(k.f ′)(o) = ρ(k)−1f ′(o) ∣ k ∈K} for the fiber Eo. Using again transitiv-
ity of the U -action on X, this also shows that for each x ∈X, the fiber
Ex is spanned by {f ′(x) ∣f ′ ∈ Σ}.
Applying this argument to a non-trivial nearly holomorphic section
f ∈ N (X,E), and recalling that N (X,E) is U -invariant, it follows that
Σ ∶= N (X,E) satisfies the assumption of Lemma 2.3. Moreover, since
N (X,E) is an N (X)-module (Corollary 1.9), it therefore remains to
show that A ∶= N (X) is a dense subalgebra of C(X). In other words,
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it suffices to prove Theorem 2.1 for the case of the trivial line bundle
E = X × C, noting that N (X) is non-trivial since constant functions
are nearly holomorphic.
We now give explicit generators for the subalgebra of nearly holo-
morphic functions. Let g = LieG be the Lie algebra of G, and let
ϑ ∶ g → g denote the Cartan involution corresponding to the compact
real form u = LieU . Recall that g decomposes into g = n+ ⊕ l ⊕ n−,
where n± are AdK-invariant abelian subalgebras and l is the complex-
ification of the Lie algebra k of K. Moreover, this decomposition is
induced by a unique grading element Z0 ∈ z(l) of the center of l, so
n± = {Y ∈ g ∣ [Z0, Y ] = ±Y }. Let κ ∶ g × g → C be the Killing form of
g. The Levi-decomposition of the parabolic subgroup P is given by
P = L⋉ exp(n−), where L is reductive with Lie algebra l. Consider the
map
ω ∶ g→ C∞(X), Y ↦ ω(Y )(u) ∶= κ(Y,AduZ0) .(2.1)
Since Adk Z0 = Z0 for all k ∈ K, it follows that ω(Y ) indeed defines
a smooth function on X. Let Ω ⊆ C∞(X) be the unital subalgebra
generated by ω(g),
Ω ∶= C[ω(g)] ⊆ C∞(X) .(2.2)
Using the classical Stone–Weierstrass theorem, we show that Ω is
dense in C(X) (Proposition 2.4), and by means of the Jordan theoretic
description of Hermitian symmetric spaces we prove that Ω consists of
nearly holomorphic functions (Proposition 2.7). This completes the
proof of Theorem 2.1.
Proposition 2.4. The subalgebra Ω is dense in C(X) with respect
to uniform convergence.
Proof. Due to the Stone–Weierstrass theorem, it suffices to show that Ω
is conjugation invariant and separates points. Conjugation invariance
follows from
ω(Y )(u) = κ(Y,AduZ0)
= κ(ϑ(Y ), ϑ(AduZ0))
= κ(ϑ(Y ),Adu(−Z0))
= ω(−ϑ(Y ))(u) .
Concerning the separation of points, we first note that the AdG-invari-
ance of the Killing form immediately implies that ω is U -equivariant.
Therefore, it suffices to show separation of the base point eK ∈ X
from any other point uK ≠ eK, i.e., we have to show that for all
u ∈ U ∖K, there exists an element Y ∈ g such that ω(Y )(u) ≠ ω(Y )(e),
or equivalently κ(Y,Z0 −AduZ0) ≠ 0. Since AduZ0 = Z0 if and only if
u ∈K, this is a consequence of the non-degeneracy of the Killing form
κ on g. 
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Recall that the exponential map induces a holomorphic map,
n+ ↪X = G/P, z ↦ exp(z)P,
onto an open and dense subset of X. When identifying n+ with its
image, we simply write n+ ⊆X in the sequel. Moreover, we identify the
holomorphic tangent space T
(1,0)
z at z ∈ n+ with n+. Since the Killing
form restricts to a non-degenerate pairing κ∣ ∶ n+×n− → C, we may also
identify the holomorphic cotangent space (T (1,0)z )∗ ≅ (n+)∗ with n− via
the isomorphism
n− → (n+)∗, w ↦ (v ↦ −κ(v,w)).(2.3)
Here, the sign is introduced to avoid corresponding signs in the formulas
for the Kähler potential and its q-map in Lemma 2.6.
In order to determine the restriction of ω(Y ) to n+ (and hence to
show that ω(Y ) is nearly holomorphic), we briefly recall some notions
from Jordan theory. For a detailed introduction, we refer to [18, 19],
see also [2]. In particular, we use the list of Jordan identities from the
appendix of [19] and refer to single identities by JPxy.
The Lie bracket on g defines a Jordan pair structure on (n+,n−) given
by
n± × n∓ × n± → n±, (x, y, z) ↦ {x, y, z}± ∶= −[[x, y], z] .
As usual, we omit the indices ± on the triple product {−, −, −}, and
define additional operators by
Qxy ∶= 12 {x, y, x} and Dx,yz ∶= Qx,zy ∶= {x, y, z} .
The context determines the domains of these operators, e.g. for x ∈ n+
the operatorQx is a linear map from n− to n+. In the following, let Tr± T
and Det± T denote the trace and the determinant of endomorphisms on
n±. In particular, if h is an element of the Levi factor L ⊆ P , then the
restrictions of the adjoint action of h to n+ and n− define isomorphisms,
h± ∶ n± → n±, x ↦ h±x ∶= Adh x .
Likewise, if T is an element of the Lie algebra l of L, then
T ± ∶ n± → n±, x↦ T ±x ∶= [T,x]
are endomorphisms of n+ and n−. In fact, the pair (h+, h−) (resp.(T +, T −)) is an automorphism (resp. derivation) of the Jordan pair(n+,n−). As an example, we note that for x ∈ n+ and y ∈ n− we have
T ∶= [x, y] ∈ l with T + = Dx,y and T − = −Dy,x. By abuse of notation,
we omit the indices ± and simply write hx = Adh x and Tx = [T,x]
for x ∈ n±. Using the Killing form it is straightforward to show that
Det− h = (Det+ h)−1 and Tr− T = −Tr+ T .
Via the open and dense embedding n+ ⊆ X, we may identify the
elements of the Lie algebra with certain holomorphic vector fields on
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n+, i.e., holomorphic maps ζ ∈ O(n+,n+). More precisely,
n+ ≅ {ζ(z) = u ∣u ∈ n+} (constant vector fields),
n− ≅ {ζ(z) = Qzv ∣ v ∈ n−} (quadratic vector fields),
and l corresponds to linear vector fields, ζ(z) = Tz for T ∈ l. According
to the decomposition g = n+⊕l⊕n−, we write (u,T, v) with u ∈ n+, T ∈ l,
v ∈ n− for elements in g. The distinguished element Z0 ∈ l is identified
with the vector field corresponding to the identity, so Z0 = (0, Idn+ ,0).
The commutator of two elements X1 = (v1, T1,w1) and X2 = (v2, T2,w2)
is given by
[X1,X2] = (T1v2 − T2v1, Dv2,w1 + [T1, T2] −Dv1,w2, T2w1 − T1w2),
and the Killing form κ on g translates to
κ(X1,X2) = κl(T1, T2) + 2 Tr+(T1T2 −Dv1,w2 −Dv2,w1) ,(2.4)
where κl denotes the Killing form on l, see e.g. [25, I.7.8].
A particularly important operator is the Bergman operator defined
by
Bx, y ∶ n
+ → n+, Bx, y ∶= Idn+ −Dx,y +QxQy(2.5)
for x ∈ n+, y ∈ n−. Its determinant is the power of an irreducible
polynomial, ∆, on n+ × n−,
Det+Bx, y =∆(x, y)p.(2.6)
The polynomial ∆ is called the Jordan pair determinant (or the generic
norm, cf. [18]), and the exponent p is one of the structure constants of
the irreducible Hermitian symmetric space. The pair (x, y) ∈ n+ × n− is
called quasi-invertible if∆(x, y) ≠ 0, or equivalently if Bx, y is invertible.
In this case,
xy ∶= B−1x, y(x −Qxy) ∈ n+(2.7)
is the quasi-inverse of (x, y). In fact, the quasi-inverse is precisely
the element obtained by the action of exp(y) ∈ G on x ∈ n+ ⊆ X, see
[19, § 8.4]. Exchanging x and y in (2.5) and (2.7), defines the (dual)
Bergman operator By, x ∈ End(n−) and the corresponding quasi-inverse
yx ∈ n−, if it exists. It is well-known that Bx, y is invertible if and only if
By, x is invertible, and in this case there is an element of the Levi factor
h ∈ L such that (h+, h−) = (Bx, y,B−1y, x). By abuse of notation, we may
write Bx, y ∈ L.
The restriction of the Cartan involution ϑ of g to n+ and n− yields
isomorphisms ϑ∣ ∶ n± → n∓, which are mutual inverses. For convenience,
both isomorphisms are denoted by x ↦ x¯ for x ∈ n±. It is well-known
that for all z ∈ n+ the Bergman operator Bz,−z¯ is a positive definite
operator with respect to the Hermitian inner product
(v∣w) ∶= −κ(v, w¯) with v,w ∈ n+,(2.8)
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see e.g. [19, § 3.15]. In the realization of g as vector fields on n+, the
Cartan involution on g reads
ϑ(u,T, v) = (v,−T ∗, u) ,
where T ∗ ∈ End(n+) denotes the adjoint of T ∈ End(n+) with respect
to the inner product (2.8).
Lemma 2.5. The map
n+ → U, z ↦ uz ∶= exp(z) ⋅B1/2z,−z¯ ⋅ exp(z¯)
defines a smooth lift of the embedding n+ ↪ X, i.e., the following dia-
gram is commutative
U
n+ G =X/P
with
uz
z exp(z)P = uzP .
Proof. It follows from [19, § 9.7f] that uz can be written as uz = exp(w+
w¯) for some w ∈ n+, and that B1/2z,−z¯ is an element of the Levi factor L ⊆
P . Therefore, uz is indeed an element of U , and since P = L⋉ exp(n−),
we readily obtain the commutativity of the diagram. 
The following lemma provides explicit formulas for the Kähler metric
of X (more precisely, for the corresponding sesquilinear form on the
holomorphic tangent space) and for a Kähler potential on the open and
dense subset n+ ⊆ X. Up to a normalizing constant, the U -invariant
Kähler metric is unique.
Lemma 2.6. For all z ∈ n+ ⊆ X, the Kähler metric is given by
hz ∶ n
+
× n+ → C, hz(v,w) = (B−1z,−z¯v∣w).
Moreover, Ψ ∶ n+ → R defined by
Ψ(z) ∶= 2p log∆(z,−z¯)
is a Kähler potential with corresponding q-map, q ∶ n+ → n−, given by
q(z) = ∂Ψ(z) = z¯−z ,
where we have identified (n+)∗ with n− via (2.3).
Proof. At the base point o = eP ∈ X, the Kähler metric is K-invariant,
and since the inner product (−∣−) defined in (2.8) is the only K-
invariant inner product on n+ (up to a constant), it follows that h0(v,w) =(v∣w). For z ∈ n+, Lemma 2.5 yields that
hz(v,w) = h0(∂uz(0)−1v, ∂uz(0)−1w) = (B−1/2z,−z¯v,B−1/2z,−z¯w) = (B−1z,−z¯v,w) ,
where we have used that uz(x) = z + B1/2z,−z¯xz¯, and the holomorphic
derivative of (x ↦ xz¯) is given by ∂v(xz¯) = B−1x, z¯v, see [19, § 7.8]. Next,
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we determine ∂vΨ. Since
d
dt
(Det+At) = Det+At ⋅Tr+(A−1t ddtAt) for any
smooth curve t↦ At into End(n+), we obtain
∂vΨ = 2∂v logDet+Bz,−z¯ = 2 Tr+ (B−1z,−z¯(−Dv,z¯ +Qv,zQz¯)) .
Due to JP31, this simplifies to ∂vΨ = 2Tr+Dv,z¯−z , and due to (2.4), we
conclude that ∂vΨ = −κ(v, z¯−z) and hence q(z) = z¯−z. Finally,
∂¯w¯∂vΨ(z) = −∂¯w¯κ(v, z¯−z) = −κ(v,B−1z¯,−zw¯) = −κ(B−1z,−z¯v, w¯) = (B−1z,−z¯v,w) .
This completes the proof. 
Now, we are prepared to determine the local description of the
smooth functions on X defined by ω in (2.1).
Proposition 2.7. For any Y ∈ g, the function ω(Y ) ∈ C∞(X) is
nearly holomorphic. More precisely, for Y = (v,T,w) ∈ g, the restric-
tion of ω(Y ) to n+ ⊆X is given by
ω(Y )∣
n+
(z) = 2 Tr+ T − κ(z,w) + κ(v − Tz +Qzw, q(z)).
Therefore, Ω ⊆ N (X).
Proof. By definition, ω(Y ) is a smooth function on X. Since n+ ⊆ X is
open and dense, it follows that ω(Y ) is nearly holomorphic on X if and
only if the restriction ω(Y )∣n+ is nearly holomorphic on n+. It therefore
suffices to proof the local formula for ω(Y ). Due to Lemma 2.5, the
restriction of ω(Y ) to n+ is given by
ω(Y )∣
n+
(z) = κ(Y,Aduz Z0)
with uz ∶= exp(z)⋅B1/2z,−z¯ ⋅exp(z¯). Realizing elements of g as holomorphic
vector fields on n+, the adjoint action reads
(Adu−1 ζ)(x) = ∂u(x)−1 ⋅ ζ(u(x))
for u ∈ U , ζ ∈ g and x ∈ n+. Since u−1z (x) = u−z(x) = B1/2z,−zx−z − z, this
yields
(Aduz Z0)(x) = (B1/2z,−zB−1x,−z)−1 ⋅ (u−1z (z))
= Bx,−z¯x−z¯ −Bx,−z¯B
−1/2
z,−z¯z
= x +Qxz¯ −Bx,−z¯(z−z¯)
= −z−z¯ + x + {z−z¯ , z¯, x} +Qx(z¯ −Qz¯z−z¯)
= −z−z¯ + (Idn+ +Dz−z¯ ,z¯)(x) +Qxz¯−z .
Here, the identity B
−1/2
z,−z¯z = z−z¯ follows from exp(−z¯)uz = B−1/2z,−z¯ exp(z)
which is a consequence of uz = u−1−z. We thus obtain that
Aduz Z0 = Z0 + (−z−z¯ , Dz−z¯ ,z¯, z¯−z) ∈ iu.
For the evaluation of the Killing form, we use the identity
(−z−z¯ ,Dz−z¯ ,z¯, z¯−z) = [(z−z¯ ,0,0), (0, Idn+,−12 z¯)] + [(0,0, z¯−z), (12z, Idn+ ,0)]
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and the associativity of the Killing form. We conclude that
κ(Y,Aduz Z0) = 2TrT − κ(z−z¯ ,w) + κ(v, z¯−z)
−
1
2
κ(Tz−z¯, z¯) − 1
2
κ(Tz, z¯−z).
Due to the identity z−z¯ = z −Qz z¯−z (see the symmetry formula in [19,
Appendix]), the term κ(z−z¯ ,w) can be rewritten as
κ(z−z¯ ,w) = κ(z,w) − κ(Qz z¯−z ,w) = κ(z,w) − κ(Qzw, z¯−z) .
To show that the last two terms of κ(Y,Aduz Z0) coincide, it suffices
to assume T = Dx,y since l = [n+,n−]. Using the relation Dz¯,z−z¯ =
Dz¯−z ,z which follows from z−z¯ = z −Qz z¯−z and JP32, and also using the
associativity of the Killing form (recall that Dx,yz = −[[x, y], z]), we
obtain
κ(Dx,yz−z¯ , z¯) = κ(x,Dz¯,z−z¯y) = κ(x,Dz¯−z ,zy) = κ(Dx,yz, z¯−z) .
Putting all terms together this yields the stated formula. We thus
have proved that ω(Y )∣
n+
is indeed nearly holomorphic (of degree 1)
on n+. 
In the next section, we use a simple representation theoretic argu-
ment to show that Ω actually coincides with the algebra of nearly
holomorphic functions. Then, Proposition 2.7 yields the following de-
scription of nearly holomorphic functions, which was first obtained by
Shimura for the classical Hermitian symmetric spaces of compact type
by a case by case analysis, see Theorem 2.3 in [31].
Corollary 2.8. Let (c1, . . . , cn) be a basis of n+, and (c˜1, . . . , c˜n) be
the corresponding dual basis of n− with respect to the Killing form κ.
Set
qℓ(z) ∶= κ(cℓ, q(z)), dℓk(z) ∶= κ(Dz, q(z)cℓ, c˜k) .
Then, the space of nearly holomorphic functions satisfies
N (X) = C[ {qℓ, qk, dℓk ∣ ℓ, k = 1, . . . , n} ] .
In other words, the local picture of each nearly holomorphic function is
a polynomial in the terms qℓ, qk, dℓk, and conversely, each polynomial
in these terms represents a nearly holomorphic function.
Proof. We first note that constant functions are nearly holomorphic.
Then, Remark 3.4, Proposition 2.7 and its proof show that the space of
nearly holomorphic functions is algebraically generated by the following
elements
ω((v,0,0))∣
n+
(z) = κ(v, q(z)),
ω((0,0,w))∣
n+
(z) = −κ(q(z),w),
ω((0, T,0))∣
n+
(z) = 2 Tr+ T − κ(Tz, q(z)) ,
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with v ∈ n+, w ∈ n−, T ∈ l. Since κ(x, y¯) = κ(y, x¯), the first two sets of
generators correspond to the coefficient functions qℓ(z) and qk(z). For
the last type of generator, it suffices to consider T = Dv,w for v ∈ n+,
w ∈ n−, since l is (linearly) generated by such elements. The constant
term 2 Tr+ T can be ignored, since (by definition) constants take part
of the generators of a unital C-algebra. Finally, the associativity of the
Killing form implies
κ(Dv,wz, q(z)) = κ(Dv,q(z)z,w) = κ(Dz,q(z)v,w),
so the generators corresponding to elements in l can be replaced by the
set of all dℓk(z), k, ℓ = 1, . . . , n. 
3. Application to harmonic analysis
In this section, we apply the results of the last sections to repre-
sentation theoretic questions on the Hilbert space L2(X,E) of square
integrable sections in a G-homogeneous irreducible Hermitian vector
bundle E = G ×P E.
3.1. Preliminaries. As before, let X = G/P = U/K be an irreducible
Hermitian symmetric space. Let h ⊆ g be a Cartan subalgebra of g and
Φ+(g,h) ⊆ Φ(g,h) be a system of positivity in the corresponding root
system , such that P is the standard parabolic subgroup corresponding
to the simple root α1 ∈ Φ+(g,h). More precisely, if ∆ = {α1, . . . , αℓ} is
the set of simple roots, then any β ∈ Φ(g,h) has a unique decomposition
β = ∑mi(β)αi, and
p = ⊕
β∈Φ(g,h)∶ m1(β)≤0
gβ ,
where gβ denotes the root space of β. In this context, the assump-
tion that X is Hermitian symmetric is equivalent to the condition that∣m1(β)∣ ≤ 1 for all β, which implies that the components of the decom-
position g = n+ ⊕ l⊕ n− (as above) are given by
l = h⊕ ⊕
β∈Φ(g,h)∶ m1(β)=0
gβ , n
± = ⊕
β∈Φ(g,h)∶ m1(β)=±1
gβ .
We note that h is also a Cartan subalgebra of l with root system
Φ(l,h) ⊆ Φ(g,h), consisting of the compact roots. We set
Φ ∶= Φ(g,h), Φc ∶= Φ(l,h), Φnc ∶= Φ ∖Φc,
and write Φ+, Φ+c , Φ
+
nc for the corresponding subsets of positive roots.
The roots in Φnc are called non-compact. The positive (resp. negative)
non-compact roots are those with root spaces lying in n+ (resp. n−).
For each root α ∈ Φ+, we fix a corresponding sl2-triple (Xα,Hα, Yα),
[Hα,Xα] = 2Xα, [Hα, Yα] = −2Yα, [Xα, Yα] =Hα .
For simple roots, we set (Xi,Hi, Yi) ∶= (Xαi ,Hαi , Yαi). The Cartan
subalgebra h ⊆ g splits into h = z(l) ⊕ h′, where z(l) is the center of l,
and h′ ∶= CH2⊕⋯⊕CHℓ is a Cartan subalgebra of the semisimple part
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lss of l, i.e., l = z(l)⊕ lss. The center z(l) is spanned by the distinguished
element Z0 ∈ l and satisfies z(l) = {H ∈ h ∣αi(H) = 0 ∀i > 1}.
The set of dominant integral weights with respect to Φ+ is denoted
by
Λ ∶= {λ ∈ h∗ ∣λ(Hi) ∈ N for all i = 1, . . . , ℓ} .
Since G is simply-connected, Λ parametrizes the set of all isomorphism
classes of irreducible finite dimensional representations of G. A repre-
sentative of the isomorphism class corresponding to λ ∈ Λ is denoted
by Vλ. Let Λc ⊆ h∗ denote the set of highest weights corresponding to
finite dimensional irreducible representations of L. This is a subset of
the set of dominant analytically integral weights with respect to Φ+c .
The isomorphism class corresponding to λ ∈ Λc is denoted by Eλ. We
note that Λ ⊆ Λc, and for λ ∈ Λ we have
V n
+
λ ∶= {v ∈ Vλ ∣Y.v = 0 for all Y ∈ n+} ≅ Eλ
as L-modules, see [13, V.§7].
Recall that continuous (resp. smooth or holomorphic) sections in E =
G×P E can be described as continuous (resp. smooth or holomorphic)
functions f ∶ G→ E satisfying the equivariance condition
f(gp) = ρ(p)−1f(x) for all g ∈ G, p ∈ P.(3.1)
Recall that Hermitian structures on E correspond to K-invariant Her-
mitian inner products on E. Let ∣ ⋅ ∣ denote the corresponding K-
invariant norm on E. In this description, the L2-norm is given by
∥f∥2 = ∫
U
∣f(u)∣2du ,
where du is the suitably normalized invariant measure on U . Then,
L2(X,E) is the completion of C(X,E) with respect to this norm. The
standard action of G on continuous sections reads (g.f)(g′) = f(g−1g′).
This actions extends to a continuous representation of G on L2(X,E),
denoted by π, which restricts to a unitary representation of U ⊆ G.
If f ∶ G→ E represents a continuous section in E , then its restriction
to the open and dense subset n+ ⊆ X is given by
fn+(z) = f(exp(z)) for z ∈ n+,(3.2)
which is a continuous map fn+ ∶ n+ → E. The L2-norm translates to an
integral on n+, whose explicit form is not needed in the sequel. However,
let L2(n+,E) denote the corresponding L2-space, which is isomorphic
to L2(X,E) (with appropriate G-action), and which is called the local
picture of L2(X,E).
Lemma 3.1. In the local picture, the G-action on f ∈ L2(n+,E) reads
π(exp(v))f(z) = f(z − v) ,
π(h)f(z) = ρ(h)f(h−1z) ,
π(exp(w))f(z) = ρ(Bz,−w)f(z−w)
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with v ∈ n+, h ∈ L, w ∈ n−.
Proof. This easily follows from the relation (3.2), the equivariance prop-
erty (3.1), and the identities
h−1 exp(z) = exp(h−1z)h−1,
exp(−w) exp(z) = exp(z−w)B−1z,−w exp((−w)z)
for h ∈ L, z ∈ n+ and w ∈ n−, see [19, § 8.11]. 
The representation of the Lie algebra g induced by the G-action on
smooth sections is readily obtained by differentiation,
dπ(u,0,0)f(z) = −duf(z) ,
dπ(0, T,0)f(z) = −dTzf(z) + dρ(T )f(z) ,
dπ(0,0, v)f(z) = −dQzvf(z) + dρ(Dz,v)f(z) .
It is important to note that du denotes the real directional derivative
along u. In order to investigate complex structures, it is convenient to
consider the embedding n+ ↪ n+ × n− given by z ↦ (z, z¯). Then, the
complexified tangent space at (z, z¯) is identified with n+ × n− where n+
is the holomorphic and n− is the anti-holomorphic component. In this
way, du (or more appropriately d(u,u¯)) becomes ∂u + ∂¯u¯. In particular,
the element Y = (v,T, v¯) ∈ u with v ∈ n+, T ∈ k, acts by
dπ(Y )f = −∂v+Tz+Qz v¯f − ∂¯v¯+T z¯+Qz¯vf + dρ(T +Dz,v¯)f(z) .
For the discussion of weights corresponding to this u-action, we are
interested in its complexification. Since uC = g, it is likely to get con-
fused about the complexified action of uC and the action of g discussed
above. We denote the complexified action by dπC. The full complexi-
fied g-action is not needed in the sequel.
Lemma 3.2. In the local picture, the complexified action of uC = g is
given by
dπC(v,0,0)f(z) = ( − ∂v − ∂¯Qz¯v)f(z) ,
dπC(0, T,0)f(z) = ( − ∂Tz − ∂¯T z¯ + dρ(T ))f(z) ,
dπC(0,0,w)f(z) = ( − ∂Qzw − ∂¯w + dρ(Dz,w))f(z)
with v ∈ n+, T ∈ l, w ∈ n−.
Using the identification of n+ with the diagonal in n+ × n−, the proof
of this proposition is straightforward, we therefore omit the details.
3.2. Main result. Standard representation theory for compact Lie
groups yields that L2(X,E) decomposes into the Hilbert sum
L2(X,E) = ⊕̂
λ∈Λ
W Eλ(3.3)
of U -isotypic components W Eλ ≅ mEλ ⋅ Vλ, where mEλ ≥ 0 denotes the
multiplicity of Vλ in L2(X,E). According to Frobenius reciprocity, mEλ
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is finite, so W Eλ are finite dimensional. Let W
E denote the algebraic
sum of the isotypic components,
W E ∶=⊕
λ∈Λ
W Eλ ,
which forms a U -invariant dense subspace of L2(X,E), and can also be
characterized as the set of U -finite vectors in L2(X,E).
Proposition 3.3. If N (X,E) ≠ {0}, then N (X,E) coincides with
the space W E of U-finite vectors in L2(X,E).
Proof. Since Nm(X,E) is U -invariant and finite dimensional (Propo-
sitions 1.1 and 1.10), it follows that N (X,E) ⊆ W E . More precisely,
if N (X,E) = ⊕λ∈ΛN Eλ denotes the decomposition of N (X,E) into U -
isotypic components, then N Eλ ⊆ W Eλ for all λ. Since N (X,E) is as-
sumed to be non-trivial, Theorem 2.1 implies that N (X,E) is dense
in L2(X,E). Since W Eλ is finite dimensional, this yields that for each
λ ∈ Λ, the orthogonal projection of N (X,E) to W Eλ is onto. Thus,N Eλ =W Eλ , which completes the proof. 
Remark 3.4. For the trivial line bundle, E =X×C, the same argument
as used for this proposition also shows that the subspace Ω ⊆ L2(X)
defined in (2.2) coincides with the space of U -finite vectors in L2(X).
Therefore, N (X) = Ω =W E .
Due to Proposition 1.5, a nearly holomorphic section f ∈ Nm(X,E)
restricts on n+ ⊆X to a map of the form
f(z) = ∑
∣i∣≤m
fi(z) ⋅ q(z)i ,(3.4)
with unique holomorphic coefficients fi ∈ O(n+,E), and q ∶ n+ → n−
given by q(z) = z¯−z , see Lemma 2.6. Moreover, according to the identity
theorem this provides an embedding of N (X,E) into O(n+,E)[n−], the
space of polynomials on n− with coefficients in O(n+,E),
ιN ∶ N (X,E) ↪O(n+,E)[n−], f ↦ pf(y) ∶= ∑
∣i∣≤deg f
fi y
i .(3.5)
By means of O(n+,E)[n−] ⊆ O(n+ × n−,E), we may also write
pf(x, y) ∶= ∑
∣i∣≤deg f
fi(x)yi .
Let P(n−,E) denote the space of E-valued complex polynomials on
n−, which we may regard as a subspace of O(n+,E)[n−]. Consider the
action of the Levi factor L on p ∈ O(n+ × n−,E) given by
(h.p)(x, y) ∶= ρ(h)p(h−1x,h−1y) for h ∈ L, x ∈ n+, y ∈ n− ,
where h−1x = Adh−1x and h−1y = Adh−1y as in Section 2. Then, P(n−,E)
and O(n+,E)[n−] are L-invariant subspaces. We note that due to [19,
§ 7.3],
q(kz) = kz−kz = k z¯−z = kq(z)
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for all k ∈K ⊆ L. Therefore the embedding ιN is K-equivariant.
Theorem 3.5. Assume that N (X,E) ≠ {0}. For all λ ∈ Λ, the map
ϕλ ∶ HomU(Vλ,L2(X,E)) → HomK(V n+λ ,P(n−,E)), T ↦ ιN ○ T ∣V n+
λ
is well-defined and a vector space monomorphism. If, in addition,
O(X,E) ≠ {0}, then ϕλ is an isomorphism for all λ ∈ Λ, and all high-
est weights with respect to Φ+c occurring in P(n−,E) are also dominant
integral for Φ+.
Proof. The prove of this theorem relies on the crucial fact that
(∂v + ∂¯Qz¯v)q(z) = 0 for all v ∈ n+.(3.6)
Indeed, due to [19, § 7.8], the holomorphic and anti-holomorphic deriva-
tives of q(z) = z¯−z are given by
∂vq(z) = −B−1z¯,−zQz¯v, ∂¯wq(z) = B−1z¯,−zw,
which implies (3.6). Now, for T ∈ HomU(Vλ,L2(X,E)) and f ∈ ImT it
follows from Proposition 3.3 that f is nearly holomorphic. Then, (3.6)
and Lemma 3.2 yields
dπC(v,0,0)f(z) = ∑
∣i∣≤m
∂vfi(z) ⋅ q(z)i .
Since the coefficient sections of nearly holomorphic sections are unique
(Proposition 1.5), we conclude that dπC(v,0,0)f = 0 for all v ∈ n+ if
and only if fi are constant for all i, which is equivalent to the condition
that pf = ιN (f) is an element of P(n−,E). This shows that ιN ○T maps
f ∈ V n+λ into P(n−,E), and since ιN is K-equivariant, we conclude that
ϕλ is well-defined. Obviously, ϕλ is linear. In order to prove injectivity,
assume that ϕλ(T ) = 0. Since ιN is injective, it follows that T ∣V n+
λ
= 0,
and since V n
+
λ is a non-trivial subspace of Vλ, irreducibility of Vλ implies
that kerT = Vλ, so T = 0.
Now assume that O(X,E) ≠ {0}. To prove surjectivity of ϕλ and
the additional result on highest weights occurring in P(n−,E), we first
prove that P(n−,E) is contained in the image of ιN . Let f ∈ O(X,E) be
the highest weight vector. Then, pf = ιN (f) is an element of P(n−,E),
and since f(z) = pf(q(z)) must be holomorphic, it follows that pf is
constant. Since E is assumed to be irreducible, the K-equivariance of
ιN therefore implies that Im ιN contains all constant polynomials of
P(n−,E). An arbitrary polynomial p ∈ P(n−,E) can be written as p =∑piei for ei ∈ E and pi ∈ P(n−). Due to Corollary 2.8, there exist nearly
holomorphic functions gi ∈ N (X) such that gi(z) = pi(q(z)). Now, set
f ∶=∑gifi, where fi denotes the holomorphic section corresponding to
the constant ei. Then, f is nearly holomorphic (Corollary 1.9), and
p = ιN (f). Therefore, P(n−,E) is indeed contained in the image of
ιN . Firstly, this implies that ιN induces a bijection between U -highest
weight vectors fλ of weight λ in N (X,E) and K-highest weight vectors
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pλ in P(n−,E) of the same weight. In particular, all highest weights
occurring in P(n−,E) must be dominant integral for Φ+. Secondly,
recall that any S ∈ HomK(V n+λ ,P(n−,E)) is uniquely determined by
the image pλ = Svλ of the highest weight vector vλ of V n
+
λ . Since vλ
is also the highest weight vector of Vλ, there exists a homomorphism
T ∈ HomU(Vλ,L2(X,E)) such that Tvλ = fλ, where fλ is the U -highest
weight vector determined by pλ = ιλfλ. We therefore conclude that
S = ϕλ(T ), which shows that ϕλ is surjective. 
Remark 3.6. A more explicit formula for the isomorphism ϕλ is given
in Section 4. In the following, irreducible subrepresentations of a
representation of U (resp. K) are called U -types (resp. K-types).
Then, Theorem 3.5 states that there is a bijection between U -types in
L2(X,E) and K-types in P(n−,E). As its proof shows, this bijection
is given by an explicit correspondence between highest weight vectors.
Corollary 3.7. Assume that O(X,E) ≠ {0}, and fix λ ∈ Λ. Then,
f ∈ L2(X,E) is a U-highest weight vector of weight λ if and only if
f(z) = p(q(z)) for all z ∈ n+ and p ∈ P(n−,E) is a K-highest weight
vector of weight λ.
Remark 3.8. In the case of the trivial line bundle, E = X × C, The-
orem 3.5 implies that U -types in L2(X) correspond bijectively to K-
types in P(n−). In particular, L2(X) decomposes multiplicity free if
and only if P(n−) does so. On the one hand, the decomposition of
L2(X) into U -types is known from the Cartan–Helgason theorem, see
[10, V§4]. On the other hand, the L-type decomposition of P(n−) is
known due to the work of Hua (classical, [12]), Kostant (unpublished),
and Schmid [27]. We thus obtain that the Cartan–Helgason theorem
(applied to irreducible Hermitian symmetric spaces of compact type)
is equivalent to the Hua–Kostant–Schmid decomposition of the poly-
nomial algebra P(n−).
For general vector bundles, the Hua–Kostant–Schmid decomposition
can be used to obtain more explicit results of the weights and multiplic-
ities occurring in the U -type decomposition of L2(X,E). We therefore
briefly recall the details of the Hua–Kostant–Schmid decomposition.
We choose the lexicographic order of roots corresponding to the sim-
ple roots (α1, . . . , αℓ), i.e., α > 0 if α = ∑miαi with mi > 0 for the first
non-zero coefficient. In particular, we have α > β for all α ∈ Φ+nc, β ∈ Φc.
Let (γ1, . . . , γr), be the maximal system of strongly orthogonal roots,
such that γi is the highest element of Φ+nc strongly orthogonal to γj for
j < i, i.e., γi ± γj are no roots.1
1We note that our system of strongly orthogonal roots differs from the system
(γ˜1, . . . , γ˜r) originally defined by Harish-Chandra [9] (which is used in [27]) by
γi = w0γ˜i, where w0 is the longest element of the Weyl group of Φc.
26 BENJAMIN SCHWARZ
Theorem 3.9 (Hua–Kostant–Schmid [7, 12, 27]). The polynomial
algebra P(n−) decomposes under the action of L multiplicity free into
P(n−) = ⊕
m∈Nr≥
Pm(n−) ,
where Nr≥ ∶= {m = (m1, . . . ,mr) ∈ Nr ∣m1 ≥ ⋯ ≥ mr ≥ 0}, and Pm(n−) is
an irreducible L-module of highest weight
γm ∶=m1γ1 +⋯ +mrγr
with respect to Φ+c .
Remark 3.10. There are well-known Jordan theoretic formulas for the
highest weight vectors in P(n−) due to Upmeier [32], essentially in-
volving the Jordan pair determinant ∆. According to Corollary 3.7,
this yields explicit formulas for the highest weight vectors in L2(X).
Explicitly, let (Xγi ,Hγi , Yγi) denote the components of the sl2-triple
corresponding to γi, then
pm(w) ∶=∆1(w)m1−m2⋯∆r−1(w)mr−1−mr ⋅∆r(w)mr
is the highest weight vector of weight γm, where ∆i(w) ∶=∆(e+i , e−i −w)
with e+i ∶=Xγ1 +⋯ +Xγi , e−i ∶= −Yγ1 −⋯ − Yγi . Consequently,
fm(z) ∶= pm(q(z))
with z ∈ n+ ⊆ X is the local picture of the highest weight vector of
L2(X) with weight γm.
Now, for general vector bundles E = G ×P E the space P(n−,E)
of E-valued complex polynomials on n− is canonically isomorphic to
the tensor product P(n−)⊗E, and this isomorphism is L-equivariant.
Recall, that the highest weights occurring in a tensor product Eλ⊗Eµ
(with λ,µ ∈ Λc) all have the form λ+ ν, where ν is a weight of Eµ, and
the multiplicity of λ+ν in Eλ⊗Eµ is bounded by the dimension of the
weight space (Eµ)ν ⊆ Eµ, see e.g. [17, § 3]. Therefore, Theorem 3.5 and
the Hua–Kostant–Schmid decomposition yield the following result.
Corollary 3.11. Assume that O(X,E) ≠ {0}. Then, there is a
bijection between U-types in L2(X,E) and K-types in
⊕
m∈Nr≥
Pm(n−)⊗E .
In particular, all highest weights occurring in L2(X,E) are of the form
λ = γm+µ, where µ is a weight in E, and its multiplicity, mEλ, is bounded
by the dimension of E.
Remark 3.12. If E = L is a line bundle, i.e., E is 1-dimensional, and E
admits non-tivial holomorphic sections, then Corollary 3.11 yields that
L2(X,L) decomposes multiplicity free into
L2(X,L) = ⊕̂m∈Nr≥Vγm+ν ,
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where ν is the highest weight of ρ ∶ P → E, which is determined by the
action of the center of L on E. This is a special case of Schlichtkrull’s
generalization of the Cartan–Helgason theorem, see [26]. In our subse-
quent paper [28], we obtain the full version of Schlichtkrull’s result by
a more detailed analysis of nearly holomorphic sections.
3.3. Application. In this section, we apply our main result from the
last section to the holomorphic tangent bundle T (1,0). This is the G-
homogeneous vector bundle corresponding to the adjoint action of L
on n+, so E = n+ and ρ(h) = Adh for h ∈ L. As above, we set hv ∶= Adh v
for h ∈ L and v ∈ n+. It is well-known that T (1,0) admits non-trivial
holomorphic sections, e.g. this follows from the Borel-Weil Theorem
and the observation that the highest weight of n+ is the highest root
of g, which is dominant integral for Φ+, see [3, VI.1.8]. Therefore, in
order to determine the multiplicities mλ of the decomposition
L2(X,T (1,0)) = ⊕̂
λ∈Λ
mλVλ,
Corollary 3.11 yields that is suffices to determine the K-type decom-
position of Pm(n−)⊗ n+.
We first recall the following result on tensor products due to Kostant
[15, Lemma 4.1], see also [17]. For an irreducible representation Eλ of
K of highest weight λ ∈ Λc, let Φ(Eλ) be the set of all weights ν ∈ h∗
with non-trivial corresponding weight space (Eλ)ν ⊆ Eλ. Recall, that
∆c = {α2, . . . , αℓ} is the set of simple roots in Φc, and the sl2-triple
corresponding to αi ∈∆c is denoted by (Xi,Hi, Yi).
Proposition 3.13. For any λ,µ, ν ∈ Λc, the multiplicity of Eν in
Eλ ⊗Eµ is given by
dim{v ∈ (Eµ)ν−λ ∣Xλ(Hi)+1i v = 0 for all i = 2, . . . , ℓ} .
Remark 3.14. In [15], it is assumed that K is semi-simple. Here,
K = Z(K)Kss is reductive with 1-dimensional center Z(K) and semi-
simple part Kss. Due to Schur’s Lemma, the center acts on Eλ and
Eµ by scalars cλ and cµ, and hence the action of Z(K) on Eλ ⊗Eµ is
given by the scalar cλ ⋅ cµ. Therefore, Proposition 3.13 is an immediate
consequence of the semi-simple case.
This result on the multiplicities in tensor products can be applied to
the decomposition of Pm(n−)⊗n+. Recall that γm =m1γ1+⋯+mrγr is
the highest weight of Pm(n−) with m1 ≥ ⋯ ≥ mr. For convenience, set
m0 ∶= +∞, mr+1 ∶= 0, and let ej denote the j’th standard basis vector
of Nr.
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Proposition 3.15. For all m ∈ Nr≥, the K-type decomposition of the
tensor product Pm(n−)⊗ n+ is given by
Pm(n−)⊗ n+ = ⊕
λ∈Λm(n+)
Eλ
where
Λm(n+) ∶= {γm + β ∈ Λc ∣ β ∈ Φ(n
+) such that β + αi ∉ Φ(n+)
for all i = 2, . . . , ℓ with γm(Hi) = 0} .(3.7)
In particular, γm+ej ∈ Λm(n+) if and only if mj <mj−1.
Proof. As already mentioned above, all highest weights occurring in
the decomposition of Pm(n−)⊗ n+ must be of the form γm + β ∈ Λc for
some β ∈ Φ(n+). Here we have to show that such a weight occurs as a
highest weight of the tensor product, if and only if β+αi ∉ Φ(n+) for all
i = 2, . . . , ℓ with γm(Hi) = 0, and that its multiplicity is one. We apply
Proposition 3.13 to this setting, so λ = γm, Eµ = n+, and ν = γm + β.
Recall that the weight spaces of n+ are precisely the root spaces of g
corresponding to non-compact positive roots. Therefore, dim(n+)β = 1
for all β ∈ Φ(n+) and hence γm + β occurs with multiplicity at most
one. Now, Proposition 3.13 states that γm+β ∈ Φc occurs in the tensor
product if and only if X
γm(Hi)+1
i v = 0 for all v ∈ (n+)β and all i = 2, . . . , ℓ.
Since the action of k on n+ is the restriction of the adjoint action of k
on g, the vanishing of X
γm(Hi)+1
i v is equivalent to the condition that
β + (γm(Hi)+ 1)αi is not a root of g. For fixed i, consider the αi-chain
through β in the root system of g, i.e., β + kαi for k = −ai, . . . , bi with
ai, bi ∈ N maximal. Since bi = 0 if and only if β +αi ∉ Φ(n+), it remains
to show that
bi < γm(Hi) + 1 ⇐⇒ bi = 0 or γm(Hi) ≠ 0 .
The implication from left to right easily follows from the fact that γm is
dominant integral for Φc, so γm(Hi) ∈ N. This also shows the converse
implication for the case bi = 0. Now assume that bi > 0 and γm(Hi) ≠ 0,
i.e., γm(Hi) > 0. For bi = 1, there is nothing to show. Since β is a
non-compact root and αi is a compact root, [8, Lemma 15] implies
that ai + bi ≤ 2. Therefore, it remains to consider the case bi = 2 and
ai = 0. Due to standard properties of root systems, we obtain bi =
bi − ai = −β(Hi). Since γm +β ∈ Λc, it follows that γm(Hi)+β(Hi) ∈ N,
so bi ≤ γm(Hi), which yields bi < γm(Hi) + 1. This completes the proof
of (3.7).
Finally, for β = γj, we note that γm + β ∈ Φc if and only if m + ej ∈ Nr≥,
i.e., if and only if mj < mj−1. Moreover, since γj ± αi cannot both be
roots (see [9, Lemma 12]), we either have bi = 0 or ai = 0. In both cases,
the arguments above show that bi < γm(Hi)+1, hence γm+γj ∈ Λm(n+).
This yields the last statement. 
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Remark 3.16. We note that if the root system Φ is simply laced, then
the second condition in (3.7) is always satisfied and it just remains
the condition that the highest weight is of the form γm + β for some
β ∈ Φ(n+), which was mentioned above as a necessary condition for
highest weights of the tensor product, i.e.,
Λm(n+) = {γm + β ∈ Λc ∣β ∈ Φ(n+)} .
Indeed, since at least two of the vectors β, β±αi have different lengths,
β ± αi cannot both be roots of g. Therefore, if β + αi ∈ Φ(n+) then
β −αi ∉ Φ(n+) and hence ai = 0 (using the notation of the proof above).
Since bi = bi − ai = −β(Hi) it now follows that bi < γm(Hi) + 1, hence
γm(Hi) > 0. The classification table in the appendix shows which of the
simple Hermitian symmetric spaces have simply laced root systems.
Theorem 3.17. The U-type decomposition of L2(X,T (1,0)) is given
by
L2(X,T (1,0)) = ⊕̂λ∈Λ(n+) mλ ⋅ Vλ
with Λ(n+) ∶= ⋃m∈Nr≥ Λm(n+), and for λ ∈ Λ(n+),
mλ = {#{i ∈ {1, . . . , r} ∣mi >mi+1} , λ = γm with m ∈ Nr≥,
1 , else.
Proof. It follows from Corollary 3.11 and Proposition 3.15 that Λ(n+)
is the set of highest weights having positive multiplicity in the decom-
position of L2(X,T (1,0)). It therefore remains to prove the explicit
formula for mλ, λ ∈ Λ(n+). Since each Pm(n−) ⊗ n+ decomposes mul-
tiplicity free, higher multiplicities can only occur in combination with
differing indices m,m′ ∈ Nr≥. Assume γm+β = γm′ +β′ for some weights
β,β′ ∈ Φ(n+). Consider the subspace h′ ∶= ∑ri=1CHγi of the Cartan
subalgebra h. It is well-known that the restriction of a non-compact
positive root to h′ is of the form γi,
1
2
(γi + γj), or 12γi with 1 ≤ i < j ≤ r
(each restricted to h′), and the only non-compact positive root with
restriction γi is γi itself (see [20]). Applying this result to the identity
γm + β = γm′ + β′ with the assumption m ≠ m′ yields that β = γi and
β′ = γj for some i, j such that m + ei = m′ + ej . Therefore, the last
statement of Proposition 3.15 implies that the multiplicity of λ = γm̃
is the number of indices i ∈ {1, . . . , r} such that m̃− ei is an element of
Nr≥. 
4. Generalized Taylor expansion formula
In this section, we solve the problem posed in Remark 1.6 for the
case of Hermitian symmetric spaces. More precisely, we consider local
nearly holomorphic sections on n+ ⊆ X and determine their holomor-
phic coefficients in a non-recursive way.
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On n+, let Ψ be the Kähler potential defined in Lemma 2.6 with
corresponding q-map
q ∶ n+ → n−, z ↦ z¯−z .
Since the vector bundle E is G-homogeneous, we may identify smooth
local sections f ∈ C∞(n+,En+) via (3.2) with smooth maps f ∶ n+ →
E. Due to Proposition 1.5 a local nearly holomorphic section f ∈
N (n+,En+) of degree m ∶= deg f has a unique expansion into
f(z) = ∑
∣i∣≤m
fi(z) ⋅ q(z)i(4.1)
with holomorphic coefficients fi ∈ O(n+,E). The goal is to determine a
non-recursive formula for the coefficients fi. For this, the crucial obser-
vation is the compatibility of the chosen q-map with certain differential
operators. For the following, we fix some basis (c1, . . . , cn) of n+, let(c˜1, . . . , c˜n) denote the corresponding dual basis of (n+)+, and identify(n+)∗ with n− via the isomorphism (2.3).
On the one hand, consider the invariant Cauchy–Riemann operator
D¯, which maps local smooth functions f ∈ C∞(n+,E) to functions
D¯f ∈ C∞(n+,E ⊗ n+). Let D¯ℓ ∶ C∞(n+,E) → C∞(n+,E) (1 ≤ ℓ ≤ n) be
defined by
D¯ℓf = (IdE ⊗c˜ℓ) D¯f ,
which are the operators already used in the proof of Proposition 1.5.
On the other hand, we define δℓ ∶ C∞(n+,E)→ C∞(n+,E) (1 ≤ ℓ ≤ n)
by
δℓ ∶= ∂cℓ + ∂¯Qz¯cℓ .
On compactly supported local sections, this operator coincides (up to
sign) with the action of (cℓ,0,0) ∈ uC = g in the (complexified) repre-
sentation dπC, see Lemma 3.2.
For the multi-index i = (i1, . . . , in) ∈ Nn, we also define the operators
D¯i ∶=
n∏
ℓ=1
D¯iℓℓ , δ
i
∶=
n∏
ℓ=1
δiℓℓ .(4.2)
Before giving the formula for the coefficients of nearly holomorphic sec-
tions by means of these operators, we note that they mutually commute
(in particular, we may arrange the single operators in (4.2) in arbitrary
order).
Lemma 4.1. For i, j ∈ Nr,
[D¯i, D¯j] = 0, [δi, δj] = 0, [D¯i, δj] = 0.
Proof. It suffices to prove these relations for single indices, so we prove
[D¯k, D¯ℓ] = [δk, δℓ] = [D¯k, δℓ] = 0
for all 1 ≤ k, ℓ,≤ n. The first commutator vanishes according to [30,
Lemma 2.0], cf. also Proposition 1.1. To evaluate the commutators
involving δℓ, we note that it suffices to consider compactly supported
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functions f ∈ C∞c (n+,E). Therefore, δℓ = −dπC(cℓ,0,0) as already noted
above, and since n+ ⊆ uC is abelian, it follows that [δk, δℓ] = 0. The
vanishing of the last commutator is a consequence of the U -invariance
of the Cauchy–Riemann operator D¯,
D¯(π(u)f) = (π(u)⊗ du∗)D¯f(4.3)
for all u ∈ U , where du∗ denotes the induced action on vector fields
on X, see Proposition 1.1. Setting u ∶= exp(tY ) for Y ∈ u, t ∈ R,
and taking the derivative at t = 0, the left hand side of (4.3) becomes
D¯(dπ(Y )f). To evaluate the right hand side, we note that locally
D¯f(z) =∑nj=1 D¯jf(z)⊗ cj , which yields
D¯(dπ(Y )f) = n∑
j=1
(dπ(Y )D¯jf)⊗ cj + D¯jf ⊗ [Y˜ , cj] ,(4.4)
where Y˜ is the holomorphic vector field corresponding to Y ∈ u and[Y˜ , cj] denotes the commutator of Y˜ with the constant vector field cj .
Since (4.4) remains valid for the complexified representation dπC, we
may set Y = (cℓ,0,0) and obtain
D¯(δℓf) = n∑
j=1
(δℓD¯jf)⊗ cj ,
since [cℓ, cj] = 0. Finally applying (IdE ⊗c˜k), this yields D¯k(δℓf) =
δℓ(D¯kf), i.e., [D¯k, δℓ] = 0. 
Proposition 4.2 (Generalized Taylor expansion formula). For any
f ∈ N (n+,En+), the coefficient fi ∈ O(n+,E) of the expansion
f(z) = ∑
∣i∣≤deg f
fi(z) qi(z)
is given by
fi(z) = ∑
j∈Nn
cij z
j with cij ∶= 1i!j! δ
jD¯if(0) .
Proof. Since the coefficient fi is a holomorphic map on n+, it is clear
that it admits a Taylor expansion of the form fi(z) =∑j∈Nn cij zj, where
the coefficient cij ∈ C is given by cij = 1j∂jfi(0). Therefore, it suffices to
note the following three facts, (i) the q-map vanishes at 0, (ii) due to
(3.6) the operators δi satisfy
δj(fi ⋅ qi) = (∂jfi) ⋅ qi ,
and (iii) the definition of D¯ and the q-map implies that
D¯j(fi ⋅ qi) = fi ⋅ D¯jqi = fi ⋅
⎧⎪⎪⎨⎪⎪⎩
i!
(i−j)! q
i−j if j ≤ i,
0 otherwise,
see also the proof of Proposition 1.5. 
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As an application of Proposition 4.2, we finally obtain a more explicit
description of the isomorphism ϕλ defined in Theorem 3.5.
Corollary 4.3. Assume O(X,E) ≠ {0}, and fix λ ∈ Λ. The isomor-
phism
ϕλ ∶ HomU(Vλ,L2(X,E)) → HomK(V n+λ ,P(n−,E)), T ↦ ιN ○ T ∣V n+
λ
is given by
ϕλ(T ) ∶ v ↦ f v(w) ∶= ∑
i∈Nn
1
i!
D¯i(Tv)∣
n+
(0)wi .
Remark 4.4. Recall that if the space N (X,E) of (global) nearly holo-
morphic sections is non-trivial, then Theorem 2.1 states that N (X,E)
is dense in C(X,E) with respect to uniform convergence. It would be
interesting to study sequences and series of nearly holomorphic sections
by means of the generalized Taylor expansion formula.
Appendix
The classification of irreducible Hermitian symmetric spaces of non-
compact type is well-known, see [11] (Lie theoretic) or [19] (Jordan
theoretic). The following table collects some of the data of this classi-
fication. Here, X = U/K is the irreducible Hermitian symmetric space,
g = uC = n+ ⊕ kC ⊕ n− , n = dimX = dimn+ , r = rkX ,
and p is the structure constant defined by (2.6).
Type U K
Dynkin diagram of g
with marked parabolic
n+ n r p
Ir,s, r ≤ s
(A III)
SUr+s S(Ur ×Us) C
r×s rs r r + s
IIk
(D III)
SOR2k Uk C
k×k
asym
k(k−1)
2
[1
2
k] 2k − 2
IIIk
(C I)
SpRk Uk C
k×k
sym
k(k+1)
2
k k + 1
IVk
(BD I)
SORk+2 SO
R
k ×SO
R
2
k even:
k odd:
C
k k 2 k
V
(E III)
u = e6(−78) k = so
R
10 +R O
1,2
C
16 2 12
V I
(E VII)
u = e7(−133) k = e6 +R O
3×3
C,herm 27 3 18
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