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Abstract
BINGQING ZHOU: Contributions to Competing Risks Regression.
(Under the direction of Dr. Jason Fine.)
In assessing time to event endpoints, data are said to exhibit competing risks if
subjects can fail from multiple mutually-exclusive causes. For competing risks data, the
Fine–Gray proportional hazards model for subdistributions has gained popularity for
its convenience in directly assessing the effect of covariates on the cumulative incidence
function. However, in many important applications, the requisite proportional hazards
assumption may not be satisfied, including multi-center clinical trials, where the baseline
subdistribution hazards may not be common due to varying patient populations.
We consider a stratified competing risks regression which allows the baseline subdis-
tribution hazard to vary across levels of the stratification covariate. According to the
relative sizes of the number of strata and strata sizes, two stratification regimes are consid-
ered. Using partial likelihood and weighting techniques, we obtain consistent estimators
of regression parameters. The corresponding asymptotic distributions are provided for
the two regimes separately, along with various estimation techniques. Data from a breast
cancer clinical trial and from a European bone marrow transplantation (EBMT) registry
illustrate the potential utility of the stratified Fine–Gray model.
We also extend the Fine–Gray model to clustered competing risks situations where the
failure times are grouped in a manner that can lead to within-group correlation. Adapting
the marginal model approach for classical survival analysis and the Fine–Gray model
for unclustered data, we obtain consistent parameter estimators under an independence
working assumption. The variance-covariance matrix and a consistent estimator are
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then acquired in a manner that accounts for the within-cluster correlation in the data.
Comparisons of sizes and powers are conducted to show the utility of the proposed
approach. The method is also illustrated by the EBMT registry data.
The remaining topic of our research concerns using modified weighted Schoenfeld
residuals to test the proportionality of subdistribution hazards for the Fine–Gray model,
similarly to the tests proposed by Grambsch and Therneau (1994) for independent cen-
sored data. We develop a score test for the time-varying coefficients based on the mod-
ified Schoenfeld residuals derived assuming a certain form of non-proportionality. We
also propose graphical diagnostics for identifying the functional form of the time-varying
coefficients.
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This thesis is dedicated to my parents who have supported me all the way since the
beginning of my studies.
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Chapter 1
Introduction
1.1 Competing Risks Situation, Endpoints, and Sum-
marizing Functions
In classical survival data, patients can experience the event of interest, or be censored.
However, sometimes, patients can have more than one cause of failure; the occurrence
of failure from one cause hinders the occurrence of failure from other causes. Three
mutually exclusive outcomes are possible in this situation: failure from cause of interest,
failure from a competing risk, and censoring without experiencing failure from any cause
to last contact. In the sequel, censoring means independent censoring unless dependent
censoring or censoring from competing risks is specified.
As with survival analysis, endpoints of interest in the presence of competing risks
usually include overall survival (OS) from death from any cause, either with or without
the cause of interest, which is the ultimate concern for patients and clinicians; disease
free survival (DFS), which is the minimum of time to death and time to event (e.g.
malignancy); progression free survival (PFS), which is similar to DFS, but in the setting
where patients already have disease; time to event (TTE), which concerns only the time
to the cause of interest. OS, DFS and PFS endpoints mix all causes and hence are subject
to independent censoring, such as from loss to follow-up only; therefore, standard analyses
would apply. The primary TTE endpoint, however, can be censored by competing causes
of failure in addition to the independent censoring, which can make interpretation and
analysis difficult.
For example, in studies of treatment for elderly patients with breast cancer, the pri-
mary endpoint might be prolonging time to breast cancer recurrence or time to mortality
from breast cancer. But some patients may develop other diseases and die without ex-
periencing failure of the primary endpoint for the study, thus creating complications for
the statistical analysis.
Another example comes from studies of bone marrow transplant, which is a common
treatment in leukemia. Graft-versus-host-disease (GvHD) is a problem in this treatment
since it can kill patients faster than leukemia itself. The primary endpoint might be time
from graft to first occurrence of acute GvHD or chronic GvHD. But death from other
causes, such as from leukemia would be competing causes of failure. Patients who are
alive without leukemia or GvHD at the end of study are considered to be censored.
In both examples, analysis should explicitly acknowledge the censoring from compet-
ing risks since its occurrence and the occurrence of the cause of interest are dependent on
each other, unlike the regular independent censoring. Applying classical survival analy-
sis to these primary TTE endpoints, i.e. erroneously treating the competing events as
censored at the time they occurred, is inappropriate because after a competing event has
occurred, failure from the cause of interest is no longer possible. By treating them as
censored, we suggest it is still possible; we just no longer observe it.
In the analysis of TTE endpoints in presence of competing risks, summarizing func-
tions that have been used include the latent failure times, the cause-specific hazard func-
tion (CSH), the cumulative incidence function (CIF), and the conditional probability
function (CPF).
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Let T denote the failure time; ε denote the cause of failure, and ε ∈ {1, 2, . . . , l}; C be
the censoring time. On each patient i = 1, . . . , n, we observe the time Xi =min(Ti, Ci),
and the failure status ξi which equals to εi if the subject experienced failure and is 0
when censored.
(1) Latent Failure Times . We assume there exist l mutually exclusive failure types.
{T˜j}, j = 1, . . . , l, are latent failure times corresponding to each failure type. Then we
observe T = minj(T˜j) and ε = {j : T = T˜j} in the absence of censoring. The joint
survival function for T˜ ′j s
Q(t1, . . . , tl) = Pr(T˜1 > t1, . . . , T˜l > tl)
is nonparametrically nonidentifiable from (T, ε), so estimation requires modeling assump-
tions. Interpretation of distribution of T˜j posits removal of all other causes of failure,
which may not be practically relevant (Prentice et al., 1978). The nonparametric non-
identifiability of Q was rigorously established by Tsiatis (1975).
(2) Cause Specific Hazard Function (CSH). The cause-specific hazard for type j failure
(or event) is defined as
γj(t) = lim
∆t→0
Pr{t ≤ T < t+∆t, ε = j|T ≥ t}/∆t, j = 1, . . . , l.
It simply gives the instantaneous failure rate from cause j at time t treating failures
from other causes as censored. An individual’s likelihood contribution (Prentice et al.,
1978) is
{∏
j γj(t)
I(ε=j)
}
exp
{
−∑j ∫ t0 γj(s)ds} , which factors. So naively disregarding
censoring from competing risks leads to valid analysis of the cause-specific hazard function
for type j. Standard survival analysis such as Nelson-Aalen estimator, logrank test,
and proportional hazards model can be useful. However, the CSH does not capture
cumulative failure probabilities of the cause of interest in current reality where other
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events may prevent subsequent occurrence of a cause j event. The usual survival function
definition for cause j: Sj(t) = exp{−
∫ t
0
γj(u)du} is no longer the complement to a failure
probability and has no direct clinical interpretation (Pepe and Mori, 1993).
(3) Cumulative Incidence Function (CIF). The cumulative incidence function is an
alternative to the CSH. It is also known variously as the cause-specific absolute risk,
crude incidence, and cause-specific failure probability. The CIF for cause j at time t is
defined as
Fj(t) = Pr(T ≤ t, ε = j),
which is the probability of observing an event by time t, and the cause of failure is the
event of interest, j. It is not the same as Pr(T˜j < t), since if T˜k < T˜j, and k 6= j, you will
not observe T˜j. Fj(∞) is the lifetime risk of cause j event, e.g. recurrence, which may
be less than 1 since the competing risks may intercede before infinity.
The CIF can be expressed as a function of the CSH: Fj(t) =
∫ t
0
S(u−)γj(u)du, where
S(t) = exp{− ∫ t
0
∑l
j=1 γj(u)du} is the overall survival function. Fj may increase either
due to an increase in γj or a decrease in γk, for k 6= j. As an example, the cumulative risk
of breast cancer recurrence may increase either because of increased rate of recurrence
or a decreased rate of death prior to recurrence, in CSH.
Alternatively, we can use a hazard-type function, the subdistribution hazard (SH)
function directly from the cumulative incidence function for cause j (Gray, 1988):
λj(t) = dFj(t)/{1− Fj(t)}
= lim
∆t→0
1
∆t
P{t ≤ T ≤ t+∆t, ε = j|T ≥ t ∪ (T ≤ t ∩ ε 6= j)}
The fundamental difference between λj and γj lies in the risk set. The CSH only
includes individuals who have not failed from any cause up to time t; but the SH includes
those who have failed from other causes. The CIF may be of interest in cost-effectiveness
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analyses for patients most likely to benefit (suffer) from treatment in absolute terms.
(4) Conditional Probability Function(CPF). The CPFj(t) is the probability of expe-
riencing cause j failure by time t conditionally on no competing risks having occurred
(Pepe and Mori, 1993). Formally, with two event types (ε = 1, 2):
CPF1(t) = Pr(T ≤ t, ε = 1|T > t ∪ ε = 1) = F1(t)/{1− F2(t)}.
For many practitioners, the interpretation of CPFj is straightforward. There are no
implicit assumptions imposed. An issue is that a jump occurs in CPF whenever a failure
occurs, not just from the cause of interest. Still, the CPF provides useful complementary
information to the CSH/CIF analyses.
The focus of current research is on the direct modeling of the CIF since it is of
greatest interest in the applications considered in this thesis. In particular, in both the
breast cancer and leukemia studies, the absolute risk of causes of failure is critical when
summarizing the effects of treatments.
1.2 Motivating Examples and Objectives
In Section 1.1, we briefly illustrated competing risks problems using a breast cancer
trial and a bone marrow transplant study. This current research is motivated by issues
encountered in the real data application of these examples. For the reasons discussed
earlier, our focus is on the cumulative incidence function.
Clinical trial E1178 conducted by the Eastern Cooperative Oncology Group (ECOG)
compared 2 years of tamoxifen therapy to placebo in elderly (≥ age 65) breast cancer
patients with positive axillary nodes. In this study, there were 167 eligible patients. Of
the 82 patients on placebo, 59 had breast cancer recurrence, 19 died without recurrence,
and 4 were censored; of the 85 patients on tamoxifen, 42 had breast cancer recurrence,
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23 died without recurrence, and 20 were censored. In addition to the treatment group
to be considered, there were 3 prognostic factors: number of positive nodes, tumor size,
and age at treatment. The primary interest is in the absolute risk of the breast cancer
recurrence; while death from unrelated causes can be competing risks. The treatment
effect on the subdistribution hazard has previously been observed to be non-proportional
using regression modeling of the CIF proposed by Fine and Gray (1999) (details are in
Section 1.3). We are interested in testing this non-proportionality. We also want to
consider a model which adjusts for such discrete factors. For example, with a stratified
regression model of the CIF stratifying on treatment, we can test effects of other risk
factors. Since there are a large number of patients within each treatment arm, the data
are considered regularly stratified.
Another example comes from a bone marrow transplant registry provided by the
European Blood and Marrow Transplant Group (EBMT). The primary endpoint is time
from graft to first occurrence of either acute GvHD grade 2 or chronic GvHD. Death
and relapse without GvHD are the competing causes of failure. This is a multicenter
design. We have a total of 2996 patients from 244 centers, with 1385 GvHD and 629
competing causes of failure observed. The median follow–up was 1250 days, comprising
patients still alive without relapse and disease. The median patients per center was 6
with about 1/3 of centers having only 2 or 3 patients. We are interested in assessing the
effect of four prognostic covariates on the primary endpoint, as specified in Katsahian
et al. (2006), where Zik = (Z1ik, Z2ik, Z3ik, Z4ik) for the ith subject in the kth center,
Here Z1ik = I(female donor to male recipient match), Z2ik = I(source of stem cells is
peripheral blood), Z3ik=I(FAB classification of AML is M5, M6, or M7), and Z4ik =
I(type of transplant is matched unrelated donor).
In practice, patients in worse condition tend to go to better medical centers. Other
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unobserved center effects may also exist. All of these factors can result in some hetero-
geneity across centers and certain within-center correlation. To address this issue, we
can either introduce a method that assumes independence among patients conditional
on them being in the same center; or we can consider a method that accounts for the
potential within-center correlation unconditionally on centers. For the former, Katsahian
et al. (2006) proposed a frailty model for the subdistribution hazard to assess the hetero-
geneity across centers and to incorporate such an effect when testing other risk factors.
Alternatively, we can consider a stratified regression by stratifying on centers but with-
out estimating the center effect. Since the number of centers is much larger than center
sizes, we have highly stratified data. Which method to choose ultimately depends on
the design of the study or/and scientific interest. If the data were stratified by design, a
stratified approach makes sense. If the scientific interest is more on the study population,
then a model for clustered competing risks may be more appropriate. Both approaches
are studied in this thesis.
1.3 Existing Methods for the Analysis of Competing
Risks Data
1.3.1 Univariate Models for Cumulative Incidence Functions
There have been various nonparametric and semiparametric methods proposed for mod-
eling the cumulative incidence function Fj(t). In the sequel, we assume cause 1 is the
cause of interest. In order to compare the cumulative incidence of a particular type of
failure amongstK different groups, Gray (1988) developed a class of K-sample tests based
on weighted averages of the subdistribution hazards for cause 1: λ1(t). Pepe proposed a
nonparametric two-sample generalized test for comparing g(F1(t), . . . , Fl(t)), where g is
a smooth function (Pepe, 1991). Both methods only consider discrete factors.
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When analyzing cause-specific failure patterns, investigators may be interested in the
effects of covariates on the event-specific failure probabilities. Such analyses may involve
testing the effects of treatment adjusted for important prognostic factors, in addition to
testing the effects of the prognostic factors (Jeong and Fine, 2007).
Suppose we observe covariates Z, which is a r × 1 vector on each patient. The
cumulative incidence function for failure from cause 1, conditional on the covariates, is
F1(t;Z) ≡ Pr(T ≤ t, ε = 1|Z). Similarly, other functions defined in Section 1.1, such as
the cause-specific hazard γ1(t), the subdistribution hazard λ1(t), the overall survival S(t),
and S1(t), become γ1(t;Z), λ1(t;Z), S(t;Z), and S1(t;Z) respectively, conditional on Z.
Simply fitting a Cox proportional hazards model for cause 1 does not give the covariate
effects on F1(t;Z); it only gives the effects on γ1(t;Z), and hence on S1(t;Z) (Prentice et
al., 1978; Cox, 1972).
To conduct regression analysis of the cumulative incidence function, the cause-specific
hazards approach is still applicable by fitting a Cox regression model to each of the
l cause-specific hazards and treating failure from other causes as censored: γj(t;Z) =
γj0(t) exp(α
′
j0Z) with baseline hazard γj0(t) and regression coefficient αj0, j = 1, . . . , l.
We then obtain the cumulative incidence of cause 1 by F1(t;Z) =
∫ t
0
S(u;Z)γ1(u;Z)du.
This approach can be restrictive in some sense since we need to assume proportional
hazards of covariate effects for all other cause-specific hazards in addition to cause 1.
The covariate effects on F1 not only depend on their effect on γ1, but also on their effect
on all γj, j 6= 1. Therefore, the resulting cumulative incidence functions are somewhat
complicated non-linear functions of the covariates and, in particular, the effects of the
covariates on the cumulative incidence functions are not described by simple parameters
(Andersen et al., 2002). Furthermore, as demonstrated by Gray (1988), the effect of a
covariate on the cause-specific hazard for a particular type of failure can be quite different
from its effect on the cumulative incidence of that type of failure. F1 may increase either
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due to an increase in γ1 or a decrease in γj, for j 6= 1. For example, if an increase in Z
increases γ1, but also increases γ2 by much more, then F1 may decrease since subjects
are likely to fail from cause 2 first.
Fine and Gray (1999) proposed a semiparametric proportional subdistribution haz-
ards model to directly assess the effect of covariates or prognostic factors on the cu-
mulative incidence function. By working with the subdistribution hazard λ1(t;Z), their
approach avoids modeling other causes of failure. The model relates the covariates to
λ1(·) by assuming
λ1(t;Z) = λ10(t) exp(β
′
0Z),
where λ10(·) is an unspecified, nonnegative function denoting the baseline subdistribution
hazard when covariate Z = 0; β0 is a r × 1 vector of unknown regression parameters; Z
is allowed to include time-varying covariates which are known, deterministic functions of
time and time-independent covariates, hence fully observed. In the sequel, we suppress
the dependence on time, when there is no loss of clarity. This corresponds to a propor-
tional hazards model for T ∗ = I(ε = 1)×T + I(ε 6= 1)×∞. Thus, the Fine–Gray model
is a Cox model analogue for competing risks failure time data.
More recently, Fine (2001) extended the Fine–Gray model to a more general semi-
parametric transformation model for the cumulative incidence function of a competing
risk, conditional on covariates, which is not based upon the subdistribution hazard. The
model is in the form of g{F1(t;Z)} = h(t) − Z′β. g(x) = log{− log(1 − x)} gives the
proportional subdistribution hazards model; and g(x) = logit(x) gives a proportional
odds model (logistic regression). The estimation of regression coefficients is achieved
with a rank-based least squares criterion, which is different from the Fine–Gray model.
It is less efficient under the proportional subdistribution hazards model; but is more
flexible.
Alternative models and methods of estimation for cumulative incidence regression
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have been studied in, for example, Klein and Andersen (2005), Scheike and Zhang (2008),
and Scheike, Zhang, and Gerds (2008), including nonproportional hazards models and
goodness-of-fit methods for assessing the proportional subdistribution hazards assump-
tion. In particular, Scheike, Zhang, and Gerds (2008) proposed a direct binomial re-
gression for F1(t;Z), which is an extension of Fine’s (2001) transformation model. The
models are flexible, but not as efficient when there is heavy censoring. Jeong and Fine
(2006) proposed a direct parameterization of the cumulative incidence function without
covariates. Jeong and Fine (2007) extended it to the parametric regression setting, which
adopts the likelihood-based parametric analyses for the cumulative incidence function as
a practically useful alternative to semiparametric methods.
Although these new developments in competing risks regression are very flexible, the
Fine–Gray model continues to be the most popular direct regression modeling method
for the cumulative incidence function due to it being a natural adaptation to the cause-
specific hazards model and a Cox model analogue for competing risks data.
1.3.2 Extended Models for Cumulative Incidence Functions and
Multivariate Survival Models
The univariate competing risks regression for the cumulative incidence function some-
times can be inadequate for certain problems. For instance, in proportional subdis-
tribution hazards model, there are frequently important factors, the different levels of
which produce subdistribution hazards that differ markedly from proportionality. In
some other applications, patients may be grouped in a manner that leads to dependen-
cies within groups. Examples include family-based studies such as those for hereditary
breast/ovarian cancer, where patients from the same family could be correlated, and
multi-center clinical trials, in which patient population and referral pattern in each center
share some unobserved factors and lead to correlation within centers. In these scenarios,
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naive application of the Fine–Gray model, either omitting such covariates or including
them assuming they satisfy the proportional hazards assumption, could lead to biased
estimation and tests, and potential loss of power.
Existing work on the cumulative incidence function that account for such issues has
taken several forms:
(1) Modified nonparametric Gray-type tests (Chen et al., 2008). The tests focus on
formally testing group effects, which limits the introduction of continuous covariates and
quantification of covariate effects.
(2) Mixed proportional subdistribution hazards models (Katsahian et al., 2006). This
is a frailty regression model (Vaupel et al., 1979; Hougaard, 1984) tailored to competing
risks failure time data. Although the approach seems promising, the performance of
the proposed frailty model and estimators were assessed through simulations and the
statistical properties are unclear (Katsahian et al., 2006). Moreover, in situations where
the main goal is to investigate covariate effects, introducing a dependence parameter in
modeling the joint distribution within each cluster does not seem to have much advantage
compared to any model whose dependence structure is unspecified (Lee, Wei and Amato,
1992).
(3) Introducing interactions using time-dependent covariates to the Fine–Gray model
(Fine and Gray, 1999). Introducing time-dependent covariates to the Fine–Gray model
to capture cluster effects complicates the model and the explanation of the non-cluster
covariate effects.
(4) Multiple imputation (Ruan and Gray, 2008). Recently, Ruan and Gray proposed
a generic Kaplan-Meier multiple imputation method that recovers the missing potential
censoring information for the analysis of cumulative incidence functions using standard
analysis, which can potentially be applied in the setting of stratified analysis. Although
the methods perform well empirically, the statistical properties of the approach are not
11
established. Such imputation-based procedures have not been used very often in survival
settings, in part because of the ad hoc nature of the resulting inferences and a lack of
understanding regarding when such inferences are valid.
Various other analytic strategies used widely in classical survival analysis, however,
have not been adopted to competing risks setting. Notably, stratification is a standard
approach to account for varying patient populations such as in multicenter clinical trials,
where baseline hazards vary across centers (Therneau and Grambsch, 2000). Stratifi-
cation on the non-proportional factors may yield a simpler and more flexible analysis
than modeling interactions parametrically with functions of time through defined time-
dependent covariates (Kalbfleisch and Prentice, 2002). No paper on stratified Cox model
was found/needed in the literature since the stratification can be achieved by adding a
sum over strata in all expressions from the Cox model for each stratum. The analysis
can be realized through survival analysis software in SAS, Splus, or R convenient with an
option for the strata. This stratified method is specified conditionally on strata, where
subjects are assumed to be independent within each stratum.
There is another approach which specifies proportional subdistribution hazards model
unconditionally on strata, and thus induces dependence amongst subjects within each
stratum. These are called marginal models, which formulate the marginal distributions
of multivariate (correlated) failure time data. Wei, Lin and Weissfeld (1989) proposed
a marginal model with distinguishable baseline hazard functions among distinct failure
types: γik(t) = γ0k(t) exp{β′kZik(t)}, where i denotes the patients and k denotes the
type of event. Lee, Wei and Amato (1992), Liang et al. (1993), and Cai and Prentice
(1997) proposed various marginal models with a common baseline hazard function, where
γik(t) = γ0(t) exp{β′Zik(t)}. Spiekerman and Lin (1998) proposed a marginal mixed
baseline hazards model which allows different baseline hazard functions among distinct
failure types and imposes a common baseline hazard on the failure times of the same
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type.
Although both stratified analysis and marginal model may apply to data with large
numbers of small groups (highly stratified data), they can differ in many ways in terms
of model formulation, power of tests, interpretation, and, most importantly, the scientific
questions of interest. The choice between the two analytical models can depend on
what scientific questions are of interest. Sometimes the analysis approach is dictated
by the study design: if we stratify the design, then a design based analysis would be
stratified as well. The covariate effects in the conditional model can be attenuated by
the frailty. In addition, the regression coefficients in a marginal model describe the effects
of covariates on the population mean response. Its interpretation does not depend on
assumptions made on the within-cluster association. The regression coefficients of the
stratified model have stratum-specific interpretation instead of the population mean.
Neither the stratified nor marginal approach has been proposed or used in the analysis
of competing risks failure times for cumulative incidence functions. In current research,
we develop rigorous methodology for stratified and marginal Fine–Gray models for com-
peting risks data, similar to the methodology typically employed with stratified and
marginal Cox models for independently censored data.
1.3.3 Goodness-of-fit Tests for Cumulative Incidence Models
In classical survival analysis, the hazards are assumed to be proportional in the Cox
model. Violation of the assumption may have adverse effect on the statistical inference,
e.g., lead to distortion of the size and reduction of the power of the partial likelihood
score test (Lagakos and Schoenfeld, 1984; Lagakos, 1988; Lin and Wei, 1989; Lin and
Wei, 1991). Similarly, the same issues may exist in the Fine–Gray model when the
proportional subdistribution hazards (PSH) assumption is violated.
Graphical and analytical methods can be used in checking the PSH, so that approaches
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can be taken to change the model in the direction of the non-proportionality, e.g., strat-
ification, time-dependent covariates, etc. However, this has received little attention in
the literature. Scheike and Zhang (2008) proposed to test PSH in their direct binomial
model of the CIF. Dauxois and Kirmani (2004) proposed testing the proportionality of
the two CIF instead of the subdistribution hazards. Formal numerical tests have yet to
be developed for the Fine–Gray model.
In contrast, various goodness-of-fit tests have been proposed to test the proportional
hazards assumption in the Cox model. Cox (1972) proposed to check the model by intro-
ducing a dummy time-dependent covariate. Schoenfeld (1980), Moreau, O’Quigley and
Mesbah (1985), and Moreau, O’Quigley, and Lellouch (1986) proposed tests by partition-
ing the subjects into mutually exclusive regions based on the values of the covariates and
time axis. There are tests based on weighted sums of the martingale residuals, e.g. in
Barlow and Prentice (1988), Lin et al. (1993), Gronnesby and Borgan (1996) and Marzec
and Marzec (1997). There are also tests based on Schoenfeld residuals and score process,
among which, the tests based on weighted residuals proposed by Grambsch and Therneau
(1994) are most widely cited and are very straightforward and easy to use in practice.
By extending the Cox model to include time varying coefficients, a time-weighted score
test on those covariates can be conducted. It is this method that will be extended in the
current work.
1.4 Proposed Methods and Outline
The main idea of the proposed stratified Fine–Gray model is to allow the baseline subdis-
tribution hazard function to vary across levels of stratification variables. The stratified
model adjusts for such discrete factors, without estimating their effects on the subdis-
tribution hazard. Two different stratification regimes are considered: regularly stratified
data where there are a small number of large groups (strata) and highly stratified data
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where the number of groups (strata) is large compared to the strata sizes. The ECOG
data and the EBMT data are examples of each regime respectively.
For the clustered competing risks failure time data, a marginal proportional subdis-
tribution hazards model is proposed, which is similar to Lee, Wei and Amato (1992)’s
marginal model, except that we focus on subdistribution hazards instead of the cause-
specific hazards. Under the independence working assumption, the cumulative incidence
function and the effects of the prognostic factors can be estimated by following the Fine–
Gray methodology, while accommodating the correlation within clusters.
The difference in the stratified and marginal models are essentially similar to that in
classical survival analysis which has been discussed in Section 1.3.2.
In Section 2.1 we introduce the stratified Fine–Gray model. In Section 2.2 we dis-
cuss partial likelihood inferences for the stratified model in the absence of independent
censoring, along with inverse weighting estimation equations which permit independent
censoring. Asymptotic properties of these procedures are presented in Section 2.3, with
results for the two stratification regimes in separate subsections. The prediction of cumu-
lative incidence is discussed in Section 2.4. Section 2.5 discusses some simulation studies,
with the analysis of the two motivating data sets following in Section 2.6.
Section 3.1 introduces the marginal Fine–Gray model for clustered data. In Section
3.2 we discuss pseudo partial likelihood inferences for the marginal model. As for the
stratified case, inverse weighting estimation equations are used in the presence of inde-
pendent censoring. Asymptotic properties of these procedures are then presented. The
prediction of cumulative incidence is described in Section 3.3. Section 3.4 gives a scheme
of generating clustered competing risks data and assesses the performance of our pro-
posed model through some simulation studies. The application of the proposed method
to the motivating data (EBMT) follows in Section 3.5.
In Chapter 4, we propose a proportional subdistribution hazards (PSH) test for the
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Fine–Gray model. Section 4.1 reviews the Fine–Gray model and discusses model exten-
sions for assessing lack of fit. In Section 4.2, we discuss the goodness-of-fit test using
the extended model. A score test statistic for PSH is proposed based on Grambsch and
Therneau (1994) and studied theoretically. The proposed methods are examined through
simulation studies in Section 4.3. Its application to the ECOG data is shown in Section
4.4. We conclude the chapter with a brief discussion in Section 4.5.
We conclude this research with a few remarks in Chapter 5. Possible future work is
briefly discussed. The key technical details are in the Appendices.
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Chapter 2
Competing Risks Regression for
Stratified Data
2.1 Data and Model
For stratified competing risks data, we assume the subjects are independent given their
membership, that is, conditional on stratum. We observe {Xik = (Tik ∧ Cik), ∆ik =
I(Tik ≤ Cik), ξik = ∆ikεik, Zik} for i = 1, . . . , s; k = 1, . . . ,mi, where i denotes the
stratum, k denotes the subject within the stratum, and
∑s
i=1mi = n. Here, the random
variables Tik, Cik, εik,Zik are defined analogously to those in Chapter 1. For regularly
stratified data, we assume i.i.d. observations within strata, while for highly stratified
data, we assume that information observed within each stratum is i.i.d. across strata;
see Assumption 2.1 in Section 2.2.
For the event of interest (cause 1), we define the cumulative incidence function
for stratum i as F1i(t;Zik) ≡ Pr(Tik ≤ t, εik = 1|Zik). Correspondingly, the propor-
tional hazards specification for the subdistribution hazard for ith stratum λ1i(t;Zik) =
dF1i(t;Zik)/{1− F1i(t;Zik)} is
λ1i(t;Zik) = λ1i0(t) exp(β
′
0Zik), (2.1)
where λ1i0 is the baseline subdistribution hazard in stratum i = (1, . . . , s) and β0 is the
regression coefficient, which is assumed common to all strata. An important point is that
no assumptions are made about the relationships between the baseline hazard functions.
When appropriate, all the observations can be denoted using single index without the
index for stratum: {Xl, ∆l, ∆lεl, Zl, Sl}, where l = 1, . . . , n is an index for all subjects
in the entire data set, and Sl denotes the stratum for lth observation.
2.2 Estimation
The estimation procedure is adapted from Fine and Gray (1999). Inheriting their notation
and terminology, we call the data complete when failure time Tik and failure cause εik are
observed for all individuals; we call the data censoring complete when the failure time
is right censored but potential censoring time Cik is always observed. Starting from a
modification of the partial likelihood for the subdistribution for complete or censoring
complete data, we then extend the estimation equation to classical right censored data,
where either Tik or Cik is observed, but not both.
We assume there exists a τ and δ such that Pr(Tik > τ) > δ > 0,Pr(Cik = τ) =
Pr(Cik ≥ τ) > δ > 0 for all i, k. This assures, essentially, at least a proportion of
subjects survive to time τ and all the subjects surviving past τ are censored at τ .
Let Nik(t) = I(Tik ≤ t, εik = 1) and Yik(t) = 1 − Nik(t−) denote the counting
process and risk process respectively for the complete data. When the data are censoring
complete, the risk process is modified to Y ∗ik(t) = I(Cik ≥ t)Yik(t). I(Cik ≥ t) is an
implicit weight for the risk set so that censored subjects and the subjects who failed from
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other causes are excluded from the risk set at their (potential) censoring times. Thus
Y ∗ik(t) equals to 0 if the subject failed from the event of interest or is censored by time
t, and 1 otherwise. When the data are right censored, the implicit weight is changed to
weight wik, which is explained in detail in Section 2.2.2.
For convenience, the following notation is introduced:
S
(p)
i (β, t) = m
−1
i
mi∑
k=1
Y ∗ik(t)Zik(t)
⊗peβ
′Zik(t), p = 0, 1, 2,
Zi(β, t) = S
(1)
i (β, t)/S
(0)
i (β, t), i = 1, . . . , s,
s
(p)
i (β, t) = lim
mi→∞
m−1i
mi∑
k=1
Y ∗ik(t)Zik(t)
⊗peβ
′Zik ,
ei(β, t) = s
(1)
i (β, t)/s
(0)
i (β, t),
vi(β, t) = s
(2)
i (β, t)/s
(0)
i (β, t)− e⊗2i (β, t),
Ŝ
(p)
i (β, t) = m
−1
i
mi∑
k=1
ŵik(t)Yik(t)Zik(t)
⊗peβ
′Zik(t),
Ẑi(β, t) = Ŝ
(1)
i (β, t)/Ŝ
(0)
i (β, t),
S˜
(p)
i (β, t) = m
−1
i
mi∑
k=1
wik(t)Yik(t)Zik(t)
⊗peβ
′Zik(t),
Z˜i(β, t) = S˜
(1)
i (β, t)/S˜
(0)
i (β, t).
with a⊗0 = 1,a⊗1 = a, and a⊗2 = aa′.
Assumption 2.1 The following list of conditions are assumed throughout the chapter:
C1.
∫ τ
0
λ1i0(t)dt <∞.
C2. Zaik(·)(i = 1, . . . , s; k = 1, . . . ,mi) have bounded total variations, i.e. for ath compo-
nent of Zik, a = 1, . . . , d, |Zaik(0)|+
∫ τ
0
|dZaik(t)| ≤M , where M is a constant.
C3. {Nik(·), Yik(·),Zik(·),mi, k = 1, . . . ,mi} for i = 1, . . . , s are independently distributed
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for regularly stratified data; and i.i.d for highly stratified data. Under both types of strat-
ification, {Nik(·), Yik(·),Zik(·)}k=1,...,mi are i.i.d within each stratum i.
C4. Regularity conditions for different regimes:
• For regularly stratified data, there exists a neighborhood B of β0 and scalar, vector
and matrix functions s
(0)
i , s
(1)
i and s
(2)
i defined on B× [0, τ ] such that for p = 0, 1, 2,
supt∈[0,τ ],β∈B‖S(p)i (β, t)−s(p)i (β, t)‖ p−→ 0. Then Ωri =
∫ τ
0
vi(β0, t)s
(0)
i (β0, t)λ1i0(t)dt
is positive definite for each i.
• For highly stratified data, both
Ωh ≡ lim
n→∞
n−1
s∑
i=1
E
[
mi∑
k=1
∫ τ
0
{Zik(u)−Zi(β0, u)}⊗2Y ∗ik(u)eβ
′
0Zik(u)
dN i(u)
S
(0)
i (β0, u)
]
for censoring complete case and
Ω˜h ≡ lim
n→∞
n−1
s∑
i=1
E
[
mi∑
k=1
∫ τ
0
{Zik(u)− Z˜i(β0, u)}⊗2wik(u)Yik(u)eβ′0Zik(u) dN i(u)
S˜
(0)
i (β0, u)
]
for right censored case are positive definite.
2.2.1 Complete and Censoring Complete Data
With complete data, the risk set associated with λ1i at time of failure for the kth subject
in the ith stratum is defined as: Rik = {k′ : (Tik′ ≥ Tik) ∪ (Tik′ ≤ Tik ∩ εik′ 6= 1)}.
When the data are censoring complete, the associated risk set is modified to Rik = {k′ :
(Tik′ ∧ Cik′ ≥ Tik) ∪ (Tik′ ≤ Tik ∩ εik′ 6= 1 ∩ Cik′ ≥ Tik)}. We will detail the derivation
of the partial likelihood approach for the censoring complete data, since the complete
data are special cases of the censoring complete data by letting the censoring times to
be larger than the maximum failure time.
Applying the partial likelihood approach to λ1i(t|Z), we obtain the corresponding
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partial likelihood
L∗(β) =
s∏
i=1
mi∏
k=1
{
eβ
′Zik(Xik)∑mi
k′=1 Y
∗
ik′(Xik)e
β′Zik′ (Xik)
}∆ikI(εik=1)
=
s∏
i=1
mi∏
k=1
{
eβ
′Zik(Xik)
miS
(0)
i (β,Xik)
}∆ikI(εik=1)
. (2.2)
Differentiating the log partial likelihood with respect to β produces the estimating equa-
tion that can be expressed in a counting process formulation as
U ∗1(β, t) =
s∑
i=1
mi∑
k=1
∫ t
0
{
Zik(u)−Zi(β, u)
}
I(Cik ≥ u)dNik(u). (2.3)
The estimator β̂, which maximizes L∗(β) may be obtained as a solution to U ∗1(β, τ) = 0.
2.2.2 Weighted Estimating Equation for Right Censored Data
When classical right censoring is present, we can adapt inverse probability of censoring
weighting (IPCW) techniques (Robins and Rotnitzky, 1992) to construct an unbiased
estimating function, as proposed by Fine and Gray (1999). Let G(·) be the survival
function of the censoring variable with highly stratified data and Gi(·) in the ith stratum
with the regular stratification. For regularly stratified data, the implicit weight I(Cik ≥ t)
with the censoring complete data is replaced by wik(t) = I(Cik ≥ Tik∧t)Gi(t)/Gi(Xik∧t),
and Gi(t) = Pr(Cik ≥ t), k = 1, . . . ,mi, for each i, assuming the distribution of censoring
time is stratum-dependent. For highly stratified data, the replacement would be wik(t) =
I(Cik ≥ Tik ∧ t)G(t)/G(Xik ∧ t), and G(t) = Pr(Cik ≥ t), i = 1, . . . , s; k = 1, . . . ,mi,
assuming random vectors (mi, Ci1, ..., Cimi) are i.i.d. across i, but allow dependence in
the censoring times among patients in a given stratum. That is, arbitrary dependence
among Ci1, ..., Cimi would be allowed.
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The difference in the assumptions for the two data regimes has to do with the consis-
tency of the potential estimator of the censoring time distribution. For regularly stratified
data, the size of each stratum goes to infinity. We can afford to allow for the dependence
between the censoring times and the strata. Therefore, Gi(·) is used. If strata sizes are
finite, we cannot consistently estimate the censoring distribution in each stratum. Infor-
mation must be pooled across strata via the assumption of a single G, as is employed
with highly stratified data.
Since the distribution of the censoring random variable is unknown in either stratifi-
cation regimes, the Gi(·) (G(·)) need to be estimated: Ĝi(·), the Kaplan-Meier estimator
of the survival function of the censoring random variable in the ith stratum is used with
regular stratification and Ĝ(·), the Kaplan-Meier estimator of the survival function of the
censoring random variable, is used with high stratification. Only patients from the ith
stratum are used in the calculation of Ĝi for regularly stratified data since the stratum
sizes go to infinity. In contrast, for highly stratified data, patients from all strata are
used in Ĝ.
The estimated weights are ŵik(t) = I(Cik ≥ Tik ∧ t)Ĝi(t)/Ĝi(Xik ∧ t) or ŵik(t) =
I(Cik ≥ Tik∧t)Ĝ(t)/Ĝ(Xik∧t) such that ŵik(t)→ wik(t) as n→∞ for both stratification
regimes. That is,
ŵik(t) =

0 if Xik < t, ξik = 0
Ĝi(t|Xik) or Ĝ(t|Xik) if Xik < t, ξik > 0
1 if Xik ≥ t ,
ŵik(t)Yik(t) =

0 if Xik < t, ξik ≤ 1
Ĝi(t|Xik) or Ĝ(t|Xik) if Xik < t, ξik > 1
1 if Xik ≥ t .
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The resulting weighted score function is:
U 1(β, t) =
s∑
i=1
mi∑
k=1
∫ t
0
{
Zik(u)−
∑mi
k′=1 ŵik′(u)Yik′(u)Zik′(u)e
β′Zik′ (u)∑mi
k′=1 ŵik′(u)Yik′(u)e
β′Zik′ (u)
}
ŵik(u)dNik(u)
=
s∑
i=1
mi∑
k=1
∫ t
0
{
Zik(u)− Ẑi(β, u)
}
ŵik(u)dNik(u), (2.4)
The estimator of β is obtained by zeroing the estimating equation (2.4).
2.3 Inference
In this section, we consider the asymptotic properties of the estimators for different data
regimes. In each case, the consistency of β̂ comes first. Then the asymptotic normality of
n−
1
2U ∗1(β0, τ) (or n
− 1
2U 1(β0, τ) for right censored data) is shown. Asymptotic normality
of n
1
2 (β̂ − β0) is obtained by Taylor series approximation using the first two results.
Variance estimation follows.
2.3.1 Regularly Stratified Data
In this scenario, the number of strata s is finite. When n → ∞, mi → ∞, for each
i = 1, . . . , s. We use the subscript r to denote the regularly stratified case.
We start from the censoring complete data. Under the conditions stated in Section
2.2, we can show that β̂ is consistent by adapting the consistency result of β̂ in Andersen
and Gill (1982). Then by Taylor series expansion and the consistency of β̂, n
1
2 (β̂ −
β0) ≈ Ω−1r {n−
1
2U ∗1(β0, τ)}, where Ωr is the limit of the negative of the partial derivative
matrix of the score function U ∗1(β, τ) evaluated at β0. Clearly, U
∗
1(β, t) =
∑s
i=1U
∗
1i(β, t),
where each component U ∗1i(β, t) =
∑mi
k=1
∫ t
0
{
Zik(u)−Zi(β, u)
}
I(Cik ≥ u)dNik(u) can
be viewed as a separate estimation equation for censoring complete data in the Fine–
Gray model. Adding the stratum specification - subscript i to their results, we can see
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as mi →∞,m−
1
2
i U
∗
1i(β0, τ)
D−→ N(0,Ωri) with
Ωri =
∫ τ
0
{s(2)i (β0, t)/s(0)i (β0, t)− ei(β0, t)⊗2}s(0)i (β0, t)λ1i0(t)dt,
Since Ωri is the limit of the negative of the partial derivative matrix of the score function
U ∗1i(β, τ) evaluated at β0, at the limit,
∑s
i=1 piiΩri = Ωr, where pi = mi/n → pii.
Asymptotic normality results for censoring complete data are thus obtained: as n →
∞, n− 12U ∗1(β0, τ) =
∑s
i=1 p
1
2
i m
− 1
2
i U
∗
1i(β0, τ)
D−→ N(0,Ωr). Hence, n− 12 (β̂ − β0) D−→
N(0,Ω−1r ).
A consistent estimate of the covariance matrix for the regression coefficients can be
obtained by replacing the unknown quantities with their observed values. We have
Ω̂r =
1
n
s∑
i=1
mi∑
k=1
∆ikI(εik = 1)
S(2)i (β̂, Xik)
S
(0)
i (β̂, Xik)
−
{
S
(1)
i (β̂, Xik)
S
(0)
i (β̂, Xik)
}⊗2 . (2.5)
When the data are right censored, by applying results for weighted score function
of incomplete data (Fine and Gray, 1999) to each component of U 1(β, t): U 1i(β, t) =
mi∑
k=1
∫ t
0
{Zik(u) −Ẑi(β, u)
}
ŵik(u)dNik(u) and modifying the results for censoring com-
plete data, the asymptotic properties for right censored stratified data are obtained as
follows.
Lemma 2.1 (Consistency of β̂). β̂
p−→ β0 for right censored regularly stratified data.
Proof: First, for each i, m−1i {U 1i(β, τ)−U ∗1i(β, τ} converges in probability to 0 uniformly
for β in a compact neighborhood of β0 (Fine and Gray, 1999). It follows that as n →
∞, n−1{U 1(β, τ)−U ∗1(β, τ)} =
s∑
i=1
pim
−1
i {U 1i(β, τ)−U ∗1i(β, τ)} converges in probability
to 0 uniformly for β in a compact neighborhood of β0. Therefore, β̂, the solution to
U 1(β, τ) = 0 is consistent for β0.
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Theorem 2.1 (Asymptotic normality of U 1(β0, τ)). n
− 1
2U 1(β0, τ)
D−→ N(0,Σr) for right
censored regularly stratified data, the details of the Σr is in the proof below.
Proof: For each i, m
− 1
2
i U 1i(β0, τ)
D−→ N(0,Σri), where
Σri = E
{
(ηik +ψik)
⊗2} .
The details of ηik and ψik for each i are omitted here since they are the same as ηk
and ψk in Fine–Gray model except for adding the subscript i. From this point, it is
straightforward that n−
1
2U 1(β0, τ) =
∑s
i=1 p
1
2
i m
− 1
2
i U 1i(β0, τ) is asymptotically normally
distributed as N(0,Σr), where Σr =
∑s
i=1 piiΣri.
Theorem 2.2 (Asymptotic normality of β̂). n
1
2 (β̂ − β0) D−→ N(0,Ω−1r ΣrΩ−1r ) for right
censored regularly stratified data.
Proof: Similar to the censoring complete situation, n
1
2 (β̂ − β0) ≈ Ω−1r {n−
1
2U 1(β0, τ)},
where Ω−1r has the same form as the variance of the stratified censoring complete regres-
sion coefficients. Hence, the distribution of n
1
2 (β̂ − β0) is asymptotically normal with
covariance matrix Ω−1r ΣrΩ
−1
r .
In order to estimate the covariance matrix for the regression coefficients, we need to
find a consistent estimator ofΩr andΣr. The estimator ofΩr is Ω̂r in Equation (2.5) with
Ŝ
(p)
i replacing S
(p)
i for each i, p = 0, 1, 2. Each component of Σr, Σri, can be estimated
with the empirical covariance matrix Σ̂ri = m
−1
i
∑mi
k=1(η̂ik + ψ̂ik)
⊗2. For brevity, we do
not show the details of η̂ik and ψ̂ik, which can be obtained by adding subscript k to η̂i and
ψ̂i in Fine and Gray (1999). Therefore, the distribution of n
1
2 (β̂−β0) can be approximated
by a normal distribution with variance n{∑si=1miΩ̂ri}−1{∑si=1miΣ̂ri}{∑si=1miΩ̂ri}−1.
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2.3.2 Highly Stratified Data
In this scenario, the strata size mi is finite, i = 1, . . . , s. s → ∞ as n → ∞. We use
subscript h for some quantities to denote the highly stratified case.
As in the regularly stratified data, we consider the censoring complete situation first.
Lemma 2.2 (Consistency of β̂). β̂
p−→ β0 for censoring complete highly stratified data.
Proof : The technical details are in Appendix A.1.
Theorem 2.3 (Asymptotic normality of U ∗1(β0, τ)). n
− 1
2U ∗1(β0, τ)
D−→ N(0,Ωh) for
censoring complete highly stratified data.
Proof : SinceM∗ik(β, t) =
∫ t
0
I(Cik ≥ u)dNik(u)−
∫ t
0
Y ∗ik(u)λ1i0(u)e
β′Zik(u)du is a martingale
for censoring complete data filtration F∗(t) = σ{I(Cik ≥ u), I(Cik ≥ u)Nik(u), Y ∗ik(u),
Zik(u), u ≤ t, i = 1, . . . , s; k = 1, . . . ,mi} (Fine and Gray, 1999), we can reexpress
U ∗1(β, t) as a martingale type estimation equation:
U ∗1(β, t) =
s∑
i=1
mi∑
k=1
∫ t
0
{
Zik(u)−Zi(β0, u)
}
dM∗ik(β, u).
Applying the martingale central limit theorem (Rebolledo, 1980), n−
1
2U ∗1(β0, ·) converges
in distribution to a continuous Gaussian process. At time t = τ, n−
1
2U ∗1(β0, τ)
p−→
N(0,Ωh), where Ωh is defined in Assumption 2.1. That is because the covariance matrix
equals to
lim
n→∞
n−1
s∑
i=1
E
[
mi∑
k=1
∫ τ
0
{Zik(u)−Zi(β0, u)}⊗2Y ∗ik(u)eβ
′
0Zik(u)λ1i0(u)du
]
,
which is equivalent to Ωh, the limit of the negative of the partial derivative matrix of the
score function U ∗1(β, τ) evaluated at β0.
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Theorem 2.4 (Asymptotic normality of β̂). n−
1
2 (β̂ − β0) D−→ N(0,Ω−1h ) for censoring
complete highly stratified data.
Proof: This is a direct result of Lemma 2.2, Theorem 2.3, and the fact that n
1
2 (β̂−β0) ≈
Ω−1h {n−
1
2U ∗1(β0, τ)}.
By replacing the unknown quantities in Ωh with their observed values. We have
Ω̂h =
1
n
s∑
i=1
mi∑
k=1
∆ikI(εik = 1)
S(2)i (β̂, Xik)
S
(0)
i (β̂, Xik)
−
{
S
(1)
i (β̂, Xik)
S
(0)
i (β̂, Xik)
}⊗2 ,
exactly the same formulation as Ω̂r in equation (2.5).
The properties of the estimator for right censored highly stratified data follow:
Lemma 2.3 (Consistency of β̂). β̂
p−→ β0 for right censored highly stratified data.
Proof: For technical details, please refer to Appendix A.2.
Theorem 2.5 (Asymptotic normality of U 1(β0, τ)). s
− 1
2U (β0, τ)
D−→ N(0,Σh) for right
censored highly stratified data.
Proof: The details are shown in Appendix A.3.
The covariance matrix Σh = E {(ηi +ψi)⊗2}, where
ψi =
mi∑
k=1
∫ ∞
0
q(y)/{mpi(y)}dM cik(y),
ηi =
mi∑
k=1
∫ t
0
{
Zik(u)− Z˜i(β0, u)
}
wik(u)dNik(u),
pi(y) = lim
n→∞
1
n
n∑
l=1
I(Xl ≥ y),
q(y) = E
[
mi∑
j=1
mi∑
k=1
∫ t
0
Aij(β0, u)I(Xij < y ≤ u)wij(u)wik(u)dNik(u)
]
, and
Aij(β0, u) =
Yij(u)e
β′0Zij(t)
nS˜
(0)
i (β0, u)
×
{
Zij(u)− Z˜i(β0, u)
}
.
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Here, j is an index for patients within each stratum (like k) and Z˜i(β0, ·) is Ẑi(β0, ·) with
ŵik(·) being replaced by wik(·), M cik(·) is the martingale associated with the censoring
process, and Λ1i0(·) is the baseline cumulative hazard for ith stratum.
Theorem 2.6 (Asymptotic normality of β̂). n
1
2 (β̂ − β0) D−→ Ω˜−1h (m−1Σh)Ω˜
−1
h for right
censored highly stratified data.
Proof: Similar to Theorem 2.2, n
1
2 (β̂ − β0) ≈ Ω˜−1h {n−
1
2U 1(β0, τ)}, where Ω˜h is the limit
of the negative of the partial derivative matrix of the score function U 1(β, τ) evaluated
at β0. Hence, by Lemma 2.3 and Theorem 2.5, n
1
2 (β̂−β0) is asymptotically normal with
covariance matrix Ω˜
−1
h (m
−1Σh)Ω˜
−1
h .
The estimator of Ω˜h is Ω̂h with Ŝ
(p)
i replacing S
(p)
i for all i and p as in the regularly
stratified case. The inner matrix in the variance, Σh, can be estimated empirically by
1/s
∑s
i=1(η̂i + ψ̂i)
⊗2, where
η̂i =
mi∑
k=1
∫ ∞
0
{
Zik(u)− Ẑi(β̂, u)
}
ŵik(u)dNik(β̂, u),
ψ̂i =
mi∑
k=1
∫ ∞
0
Q̂(β̂, y)
{
n∑
l=1
I(Xl ≥ y)/s
}−1
dM̂ cik(y),
M̂ c(y) = I(X ≤ y,∆ = 0)−
∫ y
0
I(X ≥ t)dΛ̂c(t),
Λ̂c(t) =
∫ t
0
{
n∑
l=1
I(X ≥ y)
}−1 n∑
l=1
dI(X ≤ u,∆ = 0),
Q̂(β̂, y) = s−1
s∑
i=1
mi∑
j=1
mi∑
k=1
∫ ∞
0
Âij(β̂, u)I(Xij < y ≤ u)ŵij(u)ŵik(u)dNik(u),
and Âij is defined analogous to Aij with Z˜ replaced by Ẑ and S˜ replace by Ŝ.
This variance estimator, which we refer to as the model-based plug-in estimator, can
be unstable in small sample sizes, owing to variability in Ĝ in the tails and the small
within-stratum sample sizes.
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As an alternative, bootstrap variance estimation is introduced for highly stratified
right censored data. Adapting the simple bootstrap sampling for censored data (Efron,
1981), we have the following scheme:
1. Draw a bootstrap sample by independently sampling s times with replacement from
the s strata. This corresponds to drawing repeatedly from the empirical distribution
of the strata, which puts equal mass, 1/s, on each stratum;
2. Let data* represent this artificial data set, calculate β̂∗;
3. Independently repeat the above steps B times, obtaining B regression coefficient
estimates, denoted β̂∗b , b = 1, . . . , B;
4. Calculate the sample standard deviation of the β̂∗b , i = 1, . . . , B, and use this as an
estimate of the standard error of β̂.
This resampling approach is valid under the assumption that data within each stratum
are i.i.d. across strata.
2.4 Predicting Cumulative Incidence
In order to predict cumulative incidence at time t for a patient with covariates Z = z,
we need an estimator of the baseline cumulative subdistribution hazard. This estimator
can be obtained using a variation of Breslow’s estimator (Breslow, 1974) for regularly
stratified data, but is infeasible for highly stratified data due to finite strata sizes. In
this section, we will briefly discuss the estimators of the cumulative subdistribution haz-
ard for regularly stratified data and the associated cumulative incidence estimators for
individuals with certain covariate values.
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With censoring complete data, for each stratum i = 1, . . . , s, the Breslow-type esti-
mator for the baseline cumulative subdistribution hazard is
Λ̂∗1i0(t) =
1
mi
mi∑
k=1
∫ t
0
1
S
(0)
i (β̂, u)
dNik(u),
where β̂ is defined in Section 2.3.1. Thus, the cumulative subdistribution hazard for a
patient with covariates Z = z at time t is estimated by
Λ̂∗1i(t, z) =
∫ t
0
exp{β̂′z(u)}dΛ̂1i0(u)
=
1
mi
mi∑
k=1
∫ t
0
exp{β̂′z(u)}
S
(0)
i (β̂, u)
dNik(u), i = 1, . . . , s.
When the data are right censored, our estimator for the baseline cumulative subdis-
tribution hazard for stratum i is
Λ̂1i0(t) =
1
mi
mi∑
k=1
∫ t
0
1
Ŝ
(0)
i (β̂, u)
dNik(u). (2.6)
This is essentially the Breslow estimator, after incorporating the inverse probability of
censoring weights to account for independent right censoring. The corresponding cumu-
lative subdistribution hazard is estimated by
Λ̂1i(t, z) =
1
mi
mi∑
k=1
∫ t
0
exp{β̂′z(u)}
Ŝ
(0)
i (β̂, u)
dNik(u), i = 1, . . . , s.
Now that we have obtained the estimators of the cumulative subdistribution hazards
at time t for a patient in stratum i with covariates z, we can predict the cumulative
incidence by F̂1i(t, z) = 1 − exp{−Λ̂∗1i(t, z)} for censoring complete data, or F̂1i(t, z) =
1− exp{−Λ̂1i(t, z)} for right censored data. Confidence intervals and bands for F̂1i(t, z),
Λ̂∗1i(t, z) or Λ̂1i(t, z) can be constructed along the lines of Fine and Gray (1999). They
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are easily obtained by adding stratum information i to the earlier results. The details
are omitted.
As stated previously, we are not able to predict cumulative incidence using highly
stratified data. We can only evaluate the effect of risk factors on the cumulative incidence.
2.5 Simulation Studies
Numerical investigations were conducted in order to assess the performance of the pro-
posed weighted estimation approach. We compared the estimators from the stratified
weighted score function (2.4) to the stratified censoring-complete estimators (described
in Section 2.2.1) and the censoring-complete estimators (described in Section 3.2 of Fine
and Gray (1999)). The objective is to assess potential biases in ignoring the stratification
information when naively using the unstratified analyses versus the stratified analyses,
which appropriately account for such stratification.
In all sets of simulations, data were generated repeatedly 1000 times. Within each
replicate, we employed the algorithm used by Fine and Gray (1999) to generate the data
for each stratum. Two competing risks were considered. The subdistribution for type 1
failure for stratum i was given by Pr(Tik ≤ t, εik = 1|Zik) = 1−
{
1− p+ pe−ρitγi}exp(β′1Zik),
which is a weibull mixture with mass 1 − p at ∞ when Zik = 0, and uses the propor-
tional subdistribution hazards for nonzero covariate values. The subdistribution for type
2 failure was then obtained by taking Pr(εik = 2|Zik) = 1 − Pr(εik = 1|Zik) and using
an exponential distribution with rate exp(β′2Zik) for Pr(Tik ≤ t|εik = 2,Zik). Censoring
times were generated from the uniform[a,b] distribution.
31
2.5.1 Simulation of Regularly Stratified Data
We present two sets of simulations to demonstrate the performance of the weighted esti-
mation function when the number of strata is fixed. In both sets of simulations, we con-
sidered 3 strata; covariates are i.i.d. given stratum; (ρ1, ρ2, ρ3) = (1, .3, 2), (γ1, γ2, γ3) =
(.5, 2, 1); and p = 0.6.
First, we generated data by assuming the true parameter values (β1, β2) to be (0,−.5)
for one-dimensional normal covariates, which have unit variance and varying means of 0,
1, or 2 ; and assuming (β1, β2) to be (0, 1) for Bernoulli covariates with means of .3, .5, or
.7 for the three strata respectively. Censoring times were generated from a uniform [a, b]
distribution with a and b being specified to reach the targeted percentage of censored
observations. We used two different percentages of censoring for each type of covariate.
Table 2.1 gives the empirical sizes of the tests from censoring complete (CC), stratified
censoring complete (CCS), and stratified weighted estimation equations (WS) for sample
sizes of 100, 250, 500, and 1000 at the nominal level of 0.05. As the sample size increases,
the empirical size of the unstratified test (CC) deviates substantially from the nominal
level, especially for the normal covariates. The stratified weighted tests and the stratified
censoring complete tests both achieve close to the nominal level.
Next, we changed (β1, β2) to (.5,−.5) for normal covariates; and (1, 1) for Bernoulli
covariates, keeping other items unchanged. The sample size was 250 for each replicate.
Table 2.2 gives E(β̂1), estimated with the average of the β̂1 from the 1000 replicates;
var(β̂1), estimated with the empirical variance of β̂1; and E(v̂ar), the average of the
variance estimators of β̂1. As expected, the performances of the two stratified approaches
are better than the unstratified approach, which exhibits substantial bias. Both of the
stratified approaches give very similar results, with small biases and similar variances.
32
Table 2.1: Comparison of Empirical Sizes of Wald Tests from Censoring Complete (CC),
Stratified Censoring Complete (CCS), Stratified Weighted (WS) Estimating Equations
(Regularly Stratified Data)
Z [a,b] n s cen β1 CC CCS WS
Normal [ ∞ , ∞ ] 100 3 0 0 0.075 0.048 0.060
250 3 0 0 0.081 0.059 0.058
500 3 0 0 0.123 0.055 0.058
1000 3 0 0 0.143 0.051 0.055
Normal [ 0 , 1.7 ] 100 3 0.55 0 0.089 0.059 0.071
250 3 0.55 0 0.099 0.054 0.057
500 3 0.54 0 0.251 0.047 0.045
1000 3 0.55 0 0.340 0.052 0.052
Bernoulli [ ∞ , ∞ ] 100 3 0 0 0.061 0.045 0.052
250 3 0 0 0.071 0.043 0.045
500 3 0 0 0.078 0.048 0.050
1000 3 0 0 0.106 0.045 0.046
Bernoulli [ 0.5 , 1.5 ] 100 3 0.36 0 0.056 0.043 0.052
250 3 0.36 0 0.062 0.056 0.057
500 3 0.34 0 0.104 0.051 0.051
1000 3 0.35 0 0.178 0.052 0.050
2.5.2 Simulation for Highly Stratified Data
We assumed that the number of strata was 50; the strata sizes were uniformly dis-
tributed from {3,4,5}; (ρ1, . . . , ρi, . . . , ρ50) = (.1, . . . , .1i, . . . , 5), (γ1, . . . , γi, . . . , γ50) =
(5, . . . , 5 − .1i, . . . , .1); and p = 0.6. The covariates were two-dimensional. The first
component was independently distributed as a normal or bernoulli covariate. The mean
of the distributions was stratum-dependent with 3 levels as in the regularly stratified
case. The second component was i.i.d. uniformly distributed (∼ U(0, 1)) independent of
strata. We considered the true parameter values to be (β11, β12, β21, β22) = (0, 1,−.5, .5)
and (β11, β12, β21, β22) = (1, 1,−.5, .5), respectively. The censoring time was assumed to
uniform on [a, b] as for the regular stratified data.
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Table 2.2: Comparison of Parameter Estimates from Censoring Complete (CC), Stratified
Censoring Complete (CCS), Stratified Weighted (WS) Estimating Equations (Regularly
Stratified Data, n = 250)
Z [a,b] cen Eq. β1 β̂1 var(β̂1) E(v̂ar1)
Normal [ ∞ , ∞ ] 0 CC 0.5 0.551 0.005 0.004
CCS 0.5 0.504 0.007 0.006
WS 0.5 0.504 0.007 0.006
Normal [ 0.5 , 1.5 ] 0.37 CC 0.5 0.533 0.007 0.006
CCS 0.5 0.498 0.010 0.010
WS 0.5 0.498 0.010 0.010
Bernoulli [ ∞ , ∞ ] 0 CC 1 1.027 0.023 0.024
CCS 1 1.003 0.025 0.026
WS 1 1.003 0.025 0.026
Bernoulli [ 0 , 1.7 ] 0.44 CC 1 0.942 0.045 0.043
CCS 1 0.990 0.052 0.050
WS 1 0.989 0.050 0.048
Table 2.3 gives the results for β11 and β12 for the various approaches. The weighted
stratified (WS) approach for right censored data and the stratified censoring complete
approach (CCS) produce very similar and precise estimators of the parameters and their
variances, for both β11 and β12. For right censored data, both the model-based plug-in
(WSh) and bootstrap (WSb) variance estimators (E(v̂ar)) are provided for the weighted
estimating equation. They have correlations of between 96%− 98% in the four settings.
The former leads to slightly lower empirical coverage than the latter, while both methods,
as well as CCS inferences, have coverages which are close (within .02) to the nominal
level. In contrast, the approach without stratification (CC) provides biased results and
coverages which are greatly reduced. When β11 = 0, β̂11 departs substantially from the
truth; when β11 = 1, β̂12 and β12 are very discrepant.
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2.6 Real Data Examples
2.6.1 Application to the ECOG Study
The study and the data have been introduced in Section 1.2. We are interested in the
cumulative incidence function of breast cancer recurrence for the two treatment groups
with the competing event being death without recurrence. In addition to the treatment
group, there were 3 prognostic factors to be considered: number of positive nodes, tumor
size, and age at treatment. The data were previously analyzed by Fine and Gray (1999).
The model they suggested for breast cancer recurrence allows the subdistribution hazards
ratio of treatment to be quadratic in time due to substantial lack of fit in the proportional
subdistribution hazards model. The other covariates were considered in the analysis in
the form of linear proportional hazards terms, which did not suggest lack of fit.
Based on their findings, we considered model (2.1) with covariates for the kth patient
in the ith group Zik = (Z1ik, Z2ik, Z3ik) = (log(nodes), tumorsize, age)ik, where i = 1, 2
denotes the treatment group (1 for tamoxifen and 2 for placebo); m1 = 85 and m2 = 82.
Instead of being a covariate, treatment is a stratification variable in our analysis. The
estimated coefficients and standard errors for this model, as well as those from Fine and
Gray’s analysis are displayed in Table 2.4. The coefficient estimates and standard errors
of the 3 covariates from the two models agree with each other. The log of number of nodes
and the tumor size are significant for the subdistribution of the breast cancer recurrence,
while age is found to be insignificant.
Using the estimators described in Section 2.4, we are able to compare the estimated
baseline cumulative subdistribution hazards for the two treatment groups when covariates
Z = 0. Figure 2.1(a) depicts estimated baseline cumulative subdistribution hazards of
breast cancer recurrence for each group using our stratified competing risk regression
model described above. Figure 2.1(b) gives the log of the ratio of baseline cumulative
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Table 2.4: Estimation of Coefficients and Standard Errors in Models for Breast Cancer
Recurrence
Fine and Gray Stratified Regression
β̂ se(β̂) p β̂ se(β̂) p
Log(nodes) .274 .111 .014 .272 .111 .014
Tumor size .109 .040 .007 .107 .040 .007
Age -.037 .028 .180 -.036 .027 .190
Treatment -2.035 .644 .002 − − −
Treatment×t .857 .334 .010 − − −
Treatment×t2 -.086 .034 .013 − − −
subdistribution hazards. The non-constancy of the curve in Figure 2.1(b) is clear evidence
of non-proportionality of the subdistribution hazards of treatment. Hence the stratified
model more accurately reflects the format of the data and preserves accurate covariate
estimates without need or interaction parameters.
2.6.2 Application to the Acute Myeloid Leukemia Data
The data arise from an ongoing registry by the European Blood and Marrow Transplant
Group. This is our second motivating example and have been described in Section 1.2.
The event of interest was the time from graft to the first occurrence of either acute GvHD
grade 2 or chronic GvHD. Death and relapse without GvHD are the competing causes of
failure. Katsahian et al. (2006) proposed a frailty model for the subdistribution hazard
in order to test the prognostic factors while adjusting for the center effect. A subset
of the data was used in their frailty model analyses, with the reference date being 1
January 2002 as well as the following inclusion criteria for patients: (1) received either
geno-identical or matched unrelated donor (MUD) stem cell transplant (SCT); (2) were
more than 16 years old at time of transplant; (3) had acute myeloid leukaemia in first
complete remission; (4) received a transplant between 1 January 1994 and 31 December
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Figure 2.1: Estimated Baseline Cumulative Subdistribution Hazards for Tamoxifen (i =
1) and Placebo Groups (i = 2)
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2004; and (5) did not receive reduced intensity regimen nor T-cell depleted transplant.
Centers with only one patient enrolled were excluded. A total of 1022 patients from 121
clusters were analyzed.
In our analysis, we used the same registry, but with data extracted up to July 2008,
while maintaining the inclusion criteria. The median follow-up time was 1250 days,
comprising patients still alive without relapse and disease. We have a total of 2996
patients from 244 centers.
Since the patient populations are remarkably different across centers, which was evi-
dent from Katsahian et al. (2006), it is obvious to consider the highly stratified Fine–Gray
model (2.1), stratifying on center. The covariates are Zik = (Z1ik, Z2ik, Z3ik, Z4ik) for the
kth subject in the ith center, where i = 1, . . . , 244, k = 1, . . . ,mi, and mi ∈ {2, . . . , 92}.
Here, Z1ik = I(female donor to male recipient match), Z2ik = I(source of stem cells is pe-
ripheral blood), Z3ik=I(FAB classification of AML is M5, M6, or M7), and Z4ik = I(type
of transplant is matched unrelated donor). We first considered simple regression model
(2.1), similarly to Katsahian et al. (2006), followed by a multiple covariates analysis.
Unstratified Fine–Gray models were also applied.
The coefficient estimates are reported in Table 2.5. In all cases, sex matching between
donor and recipient (female donor to male recipient versus others) is a significant prog-
nostic factor in the subdistribution hazard of GvHD occurrence; while the other three
factors are not significant. Despite similar overall conclusions from the unstratified and
stratified analysis, attention needs to be paid to some of the covariate estimates. For
source of stem cells (peripheral blood or bone marrow), the coefficient estimates from
the two approaches have opposite sign, suggesting an interaction between stem cell trans-
plants and centers. We note that the univariate model (called simple stratified regression)
and the model with multiple covariates (called multiple stratified regression) give very
similar results from both unstratified and stratified approach. This suggests that any
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confounding of the covariate effects under consideration by heterogeneity across centers
is modest.
2.7 Summary
We proposed and implemented a stratified competing risks regression to allow distin-
guishable baseline subdistribution hazards. The model was specified conditionally on
strata, where subjects are assumed to be independent within each stratum. We con-
sidered both regularly and highly stratified scenarios and assessed the performance in
two real data sets: (1) a breast cancer clinical trial that exhibits regular stratification;
(2) a European bone marrow transplantation registry that illustrates high stratification.
Using partial likelihood and weighting techniques, we obtained consistent estimators of
regression parameters and showed the corresponding asymptotic distributions for the two
regimes separately.
For the highly stratified situation, we proposed both bootstrap and plug-in formu-
las to obtain variance estimators. The closed form variance estimator does not require
estimation of the baseline subdistribution hazard in each stratum, unlike for regularly
stratified data and the original Fine–Gray model. This is accomplished by employing
an alternative derivation of the influence function, which is not applicable in the other
settings. In the simulation studies, we find that with realistic sample sizes, the bootstrap
variance estimator slightly outperforms the closed form estimator. General bootstrap
theory should be valid with highly stratified data, assuming the data within strata (in-
cluding stratum size) are i.i.d. across strata. A rigorous proof would entail more careful
consideration of the regularity conditions.
The implementation of the proposed methodology may, in some cases, be carried out
using existing software. For censoring complete competing risks data, one can perform a
stratified Cox regression analysis of a modified data set where individuals observed to fail
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from causes other than the cause of interest (say 1) are given a censored observation at the
time of the observed censoring time (Andersen et al., 2002). The R function for standard
Cox regression, COXPH with the option STRATA, can be applied to this modified data
set. For right censored competing risks data, we have designed a R function CRRS for
the weighted estimating equation procedures described in Section 2.3.
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Chapter 3
Competing Risks Regression for
Clustered Data
3.1 Data and Model
In this section, notation of Tik, εik, Cik is identical to that in Chapter 2, i = 1, . . . , n; k =
1, . . . ,mi. For some quantities, a subscript of c is used to denote the clustered data case.
For right censored data, one observes {Xik = Tik ∧ Cik, ξik = I(Tik ≤ Cik)εik, Zik}.
We assume (Tik, εik) and Cik are independent given Zik for each i and k. Let T i =
(Ti1, . . . , Timi), εi = (εi1, . . . , εimi), Zi = (Zi1, . . . ,Zimi) and Ci = (Ci1, . . . , Cimi). We
assume (T i, εi,Zi,Ci,mi)i=1,...,n are i.i.d. In addition to the assumption of marginally
independent censoring, we require that (T i, εi) and Ci are independent given (Zi,mi).
Note that in cluster i, the components of (T i, εi) may be correlated conditionally on
(Zi,mi) and similarly the components of Ci may be dependent conditionally on (Zi,mi).
LetX i = (Xi1, · · · , Ximi) and ξi = (ξi1, . . . , ξimi). The observed data within each cluster:
(X i, ξi,Zi,mi), are assumed to be i.i.d. across clusters i=1, . . . , n.
We are interested in assessing the effects of covariates on the cumulative incidence
function for failure from cause 1 conditional on the covariates, F1(t;Zik) ≡ Pr(Tik ≤
t, εik = 1|Zik).
The marginal subdistribution hazard λ1(t;Zik) is modeled as
λ1(t;Zik) = λ10(t) exp(β0Zik), (3.1)
where λ10(·) is an unspecified, nonnegative function, and can be viewed as the baseline
subdistribution hazard when covariate Zik = 0; β0 is a r×1 vector of unknown regression
parameters. Unlike the subdistribution hazard function defined in Chapter 2 that is
conditional on the membership of the stratum and the covariates, the hazard in this
chapter as defined in Equation (3.1) is based on the marginal distribution of cause 1
failure conditional on the covariates.
3.2 Estimation and Inference
As in the stratified situation, the estimation procedure is an extension and adaption of
Fine and Gray (1999). Starting from censoring complete data scenario, we then extend
it to the right censored data.
3.2.1 Censoring Complete Data
The Fine–Gray partial likelihood of the subdistribution for censoring complete data is
modified to allow for the clustering of subjects. We assume there exists a τ such that
Pr(Tik > τ) > δ > 0,Pr(Cik = τ) = Pr(Cik ≥ τ) > δ > 0 for all i, k.
Let Nik = I(Tik ≤ t, ξik = 1) and Yik(t) = 1−Nik(t−) denote the counting process and
risk process for the complete data respectively. When the data are censoring complete,
the risk process is modified to Y ∗ik(t) = I(Cik ≥ t)Yik(t). For convenience, we fix the
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following notation:
S(p)(β, t) = n−1
n∑
i=1
mi∑
k=1
I(Cik ≥ t)Yik(t)Zik(t)⊗reβ′Zik(t), p = 0, 1, 2,
s(p)(β, t) = lim
n→∞
S(p)(β, t),
t(p)(β, t) = lim
n→∞
n−1
n∑
i=1
mi∑
k=1
Yik(t)Zik(t)
⊗reβ
′Zik(t),
Z(β, t) = S(1)(β, t)/S(0)(β, t), V (β, t) =
S(2)(β, t)
S(0)(β, t)
− S
(1)(β, t)⊗2
S(0)(β, t)2
,
e(β, t) = s(1)(β, t)/s(0)(β, t), v(β, t) =
s(2)(β, u)
s(0)(β, u)
− s
(1)(β, u)⊗2
s(0)(β, u)2
.
where a⊗0 = 1,a⊗1 = a, and a⊗2 = aa′. Note that e(β, t) = t(1)(β, t)/t(0)(β, t) and
v(β, t) = t
(2)
(β,u)
t(0)(β,u)
− t
(1)
(β,u)⊗2
t(0)(β,u)2
as well, since s(p)(β, t) = G(t)t(p)(β, t).
We also assume some regularity conditions throughout this chapter:
Assumption 3.1 Regularity conditions:
C1.
∫ τ
0
λ10(t)dt <∞.
C2. Zaik(·) have bounded total variations, i.e. |Zaik(0)| + ∫ τ0 |dZaik(t)| ≤ M for all a, i
and k, where M is a constant.
C3. There exists a neighborhood B of β0 and scalar,vector and matrix functions s(0)i , s(1)
and s(2) defined on B× [0, τ ] such that for p = 0, 1, 2, supt∈[0,τ ],β∈B‖S(p)(β, t)− s(p)(β, t)‖
converges in probability to 0.
C4. s(p)(β, t) are continuous functions of β ∈ B uniformly in t ∈ [0, τ ] and are bounded
on B × [0, τ ]. s(p)(β, t) are bounded away from 0.
C5. The matrix Ωc =
∫ τ
0
v(β0, u)s
(0)(β0, u)λ10(u)du is positive definite.
Under the independence working assumption, the pseudo partial likelihood for β0 is
L∗(β) =
n∏
i=1
mi∏
k=1
{
eβ
′Zik(Xik)∑n
i′=1
∑mi
k′=1 I(Ci′k′ ≥ Xik)Yi′k′(Xik)eβ′Zi′k′ (Xik)
}I(ξik=1)
,
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which is different from the partial likelihood for stratified data (Equation (2.2)) in that
the denominators of each factor includes all the subjects as opposed to only the subjects
in the same stratum.
Then we obtain the corresponding estimating equation
U ∗1(β) =
n∑
i=1
mi∑
k=1
I(ξik = 1)
{
Zik(Xik)− S
(1)(β,Xik)
S(0)(β,Xik)
}
.
U ∗1(β) can be expressed in a counting process formulation as
U ∗1(β) =
n∑
i=1
mi∑
k=1
∫ τ
0
{
Zik(u)−Z(β, u)
}
I(Cik ≥ u)dNik(u). (3.2)
The minus second derivative of the log partial likelihood is
I∗(β) =
n∑
i=1
mi∑
k=1
∫ τ
0
V (β, u)dNik(u). (3.3)
The estimator β̂ may be obtained as a solution to U ∗1(β) = 0. The Breslow-type
estimator for Λ01(t) is
Λ̂∗10(β̂, t) =
∫ t
0
dN··(u)
nS(0)(β̂, u)
, (3.4)
where the · in the subscripts indicate summing over all the subjects represented by that
index.
The asymptotic results for censoring complete data estimation are natural extensions
of those from the ordinary Cox–type model for clustered data. Spiekerman and Lin
(1998) and Lee et al. (1992) have covered the topic in detail. We will present the results
and sketch the proof briefly.
Lemma 3.1 (Consistency of β̂). β̂
p−→ β0 for censoring complete clustered data.
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Proof: Let l∗(β) be the logarithm of the pseudo partial likelihood, so we have
l∗(β) =
n∑
i=1
mi∑
k=1
∫ τ
0
{
β′Zik(u)− log
[
nS(0)(β, u)
]}
I(Cik ≥ u)dNik(u).
Consider the process
X(β) = n−1(l∗(β)− l∗(β0))
= n−1
n∑
i=1
mi∑
k=1
∫ τ
0
{
(β − β0)′Zik(u)− log S
(0)(β, u)
S(0)(β0, u)
}
I(Cik ≥ u)dNik(u),
A(β) = n−1
n∑
i=1
mi∑
k=1
∫ τ
0
{
(β − β0)′Zik(u)− log S
(0)(β, u)
S(0)(β0, u)
}
I(Cik ≥ u)λik(u)d(u),
=
∫ τ
0
{
(β − β0)′S(1)(β0, u)− S(0)(β0, u) log S
(0)(β, u)
S(0)(β0, u)
}
λ10(u)d(u).
Thus,
X(β)− A(β) = n−1
n∑
i=1
mi∑
k=1
∫ τ
0
{
(β − β0)′Zik(u)− log S
(0)(β, u)
S(0)(β0, u)
}
dM∗ik(u),
where M∗ik(β, t) =
∫ t
0
I(Cik ≥ u)dNik(t) −
∫ t
0
I(Cik ≥ u)Yik(u)λ10(u)eβ′Zik(u)du is a mar-
tingale for marginal censoring complete data filtration F∗(t) = σ{I(Cik ≥ u), I(Cik ≥
u)Nik(u), I(Cik ≥ u)Yik(u),Zik(u), u ≤ t, i = 1, . . . , n; k = 1, . . . ,mi}. However,M∗ik(β, t)
is not a martingale for the joint filtration due to intracluster correlation.
By verifying the two conditions of lemma A.1 of Spiekerman and Lin (1998): n−
1
2 ||(β−
β0)
′Zik(u)− log S
(0)(β,u)
S(0)(β0,u)
|| = op(1) and n− 12
∫ τ
0
|d[(β − β0)′Zik(u)− log S
(0)(β,u)
S(0)(β0,u)
]| = Op(1),
we can show X(β)− A(β) p−→ 0.
The rest follows the proof of Lemma 3.1 in Andersen and Gill (1982) utilizing the
conditions in Assumption 3.1. We finally have β̂
p−→ β0.
Theorem 3.1 (Asymptotic normality of U ∗1(β0)). n
− 1
2U ∗1(β0)
D−→ N(0,Σc), where Σc =
E(ψ
⊗2
1· ),ψik =
∫ τ
0
{Zik(u)−e(β0, u)}dNik(u) and ψ1· =∑m1k=1ψ1i for censoring complete
clustered data.
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Proof: According to Lemma A.1 of Spiekerman and Lin (1998), expression (3.2) can be
rewritten in a martingale-like formulation as
n−
1
2U ∗1(β) = n
− 1
2
n∑
i=1
mi∑
k=1
∫ τ
0
{
Zik(u)−Z(β, u)
}
dM∗ik(u)
= n−
1
2
n∑
i=1
mi∑
k=1
∫ τ
0
{Zik(u)− e(β, u)} dM∗ik(u) + op(1),
since n−
1
2
∑n
i=1
∑mi
k=1
∫ τ
0
{
Z(β, u)− e(β, u)} dM∗ik(u) p−→ 0.
Thus, n−
1
2U ∗1(β) is a sum of n i.i.d random elements {n−
1
2ψi· = n− 12 ∑mik=1ψik}i=1,...,n,
where ψik =
∫ τ
0
{Zik(u) − e(β0, u)}dM∗ik(u) =
∫ τ
0
{Zik(u) − e(β0, u)}dNik(u). As the
expected value of ψi· equals 0, n− 12U ∗1(β0) is asymptotically distributed as N(0,Σc),
where Σc = E(ψ
⊗2
1· ).
Lemma 3.2 (Consistency of estimator of asymptotic covariance matrix of n
1
2 (β̂−β0)).
n−1I∗(β˜)
p−→ Ωc for β˜ p−→ β0, where Ωc =
∫ τ
0
v(β0, u)s
(0)(β0, u)λ10(u)du for censoring
complete clustered data.
Proof: According to equations (3.3) and (3.4),
n−1I∗(β˜) =
∫ τ
0
V (β˜, u)S(0)(β˜, u)dΛ̂01(β˜, u),
where β˜ is consistent for β0. By condition (C3 ) in Assumption 3.1, ‖V (β˜, u)S(0)(β˜, u)−
v(β˜, u)s(0)(β˜, u)‖ p−→ 0. By condition (C4 ) in Assumption 3.1, ‖v(β˜, u)s(0)(β˜, u) −
v(β0, u)s
(0)(β0, u)‖ p−→ 0. Therefore, ‖V (β˜, u)S(0)(β˜, u) − v(β0, u)s(0)(β0, u)‖ p−→ 0.
According to Theorem 2 of Spiekerman and Lin (1998), n−1I∗(β˜)
p−→ Ωc.
Theorem 3.2 (Asymptotic normality of β̂). n
1
2 (β̂ − β0) D−→ N(0,Ω−1c ΣcΩ−1c ) for cen-
soring complete clustered data.
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Proof: By Taylor series expansion, we have n
1
2 (β̂ − β0) = {n−1I∗(β˜)}n− 12U ∗1(β0), where
β˜ is on the line segment between β0 and β̂. By Lemma 3.1, 3.2 and Theorem 3.1, the
weak convergence result is obtained.
The variance can be estimated by replacing the unknown quantities in Ωc and Σc by
their observed counterparts. Thus, we have Ω̂
−1
c Σ̂cΩ̂
−1
c as a consistent estimator, where
Ω̂c =
1
n
I∗(β̂) =
n∑
i=1
mi∑
k=1
I(ξik = 1)
{
S(2)(β̂, Xik)
S(0)(β̂, Xik)
− S
(1)(β̂, Xik)
⊗2
S(0)(β̂, Xik)2
}
,
Σ̂c =
1
n
n∑
i=1
ψ̂
⊗2
i· ,
ψ̂ik =
∫ τ
0
{
Zik(u)−Z(β̂, u)
}
I(Cik ≥ u)dM̂ik(β̂, u)
= I(ξik = 1)
{
Zik(Xik)−Z(β̂, Xik)
}
−
n∑
i′=1
mi∑
k′=1
I(ξi′k′ = 1)
{
Zik(Xi′k′)−Z(β̂, Xi′k′)
}
I(Cik ≥ Xi′k′)Yik(Xi′k′)eβ̂′Zik(Xi′k′ )
nS(0)(β̂, Xi′k′)
.
3.2.2 Weighted Estimating Equation for Right Censored Data
We now extend the estimation equation to right censored data, where either Tik or Cik is
observed, but not both. We first show the asymptotic properties of the estimators. Then
the consistent variance estimators are presented.
When the data are right censored, inverse probability of censoring weighting (Robins
and Rotnitzky, 1992) techniques cannot be applied directly, owing to correlation within
clusters. To account for such clustering, we define a marginal inverse probability of
censoring weight for subject k in the ith cluster at time t as wik(t) ≡ I(Cik ≥ Tik ∧
t)G(t)/G(Xik∧ t), where G(t) = Pr(Cik ≥ t). Since the cluster sizes are finite, we cannot
consistently estimate the censoring distribution in each cluster. Hence we pool across
clusters via the assumption of a single G, as implied by the assumption on Cik in Section
3.1. Such an assumption permits arbitrary dependence in the censoring times among
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patients in a given cluster, but independence across clusters. We naively estimate G(·)
with Ĝ(·), the Kaplan-Meier estimator of the survival function of the censoring random
variable in which the dependence amongst individuals within clusters is ignored. The
estimated weight ŵik(t) = I(Cik ≥ Tik ∧ t)Ĝ(t)/Ĝ(Xik ∧ t) is used in place of wik(t) in
the estimating equation. In the case where mi = 1 for all i, this approach is equivalent
to that in Fine and Gray (1999).
In addition to the notation in Section 3.2.1, the following are also defined.
Ŝ
(p)
(β, t) = n−1
n∑
i=1
mi∑
k=1
ŵik(t)Yik(t)Zik(t)
⊗peβ
′Zik(t), p = 0, 1, 2,
Ẑ(β, t) =
Ŝ
(1)
(β, t)
Ŝ
(0)
(β, t)
, V̂ (β, t) =
Ŝ
(2)
(β, t)
Ŝ
(0)
(β, t)
− Ŝ
(1)
(β, t)⊗2
Ŝ
(0)
(β, t)2
,
Sc(t) = n−1
n∑
i=1
mi∑
k=1
I(Xik ≥ t), pi(t) = lim
n→∞
Sc(t).
The assumptions are similar to those in Section 3.2.1, except for adapting Assumption
3.1 for censoring complete situation to right censored situation.
It can be shown that Ŝ
(p)
(β, t) converges in probability to G(t)t(p)(β, t) = s(p)(β, t),
and hence Ẑ(β, t) and V̂ (β, t) converge in probability to the same limits as Z(β, t) and
V (β, t), i.e. e(β, t) and v(β, t) respectively.
Using the marginal inverse censoring weights defined above, the estimating equation
(3.2) for censoring complete data may be modified to
U 1(β) =
n∑
i=1
mi∑
k=1
∫ τ
0
{
Zik(u)− Ẑ(β, u)
}
ŵik(u)dMik(β, u). (3.5)
The minus second derivative of the corresponding log pseudo weighted partial likeli-
hood is now
I(β) =
n∑
i=1
mi∑
k=1
∫ τ
0
V̂ (β, u)ŵik(u)dNik(u). (3.6)
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An estimator β̂ is obtained by solving U 1(β) = 0.
The Breslow-type estimator for Λ01(t) under right censoring is
Λ̂01(β̂, t) =
1
n
n∑
i=1
mi∑
k=1
∫ t
0
ŵik(u)
Ŝ
(0)
(β̂, u)
dNik(u) =
1
n
n∑
i=1
mi∑
k=1
∫ t
0
dNik(u)
Ŝ
(0)
(β̂, u)
. (3.7)
The asymptotic properties of the estimator β̂ are established in the following lemmas
and theorems. A key step in the proof is deriving the asymptotic properties of the naive
Kaplan-Meier estimator Ĝ, accounting for correlations within clusters.
Ying and Wei (1994) showed that the Kaplan-Meier estimator for dependent and
possibly censored failure times is consistent. However, in their work, the corresponding
censoring times are independent and non-random. In our situation, the censoring times
for the censoring time random variable, i.e. the failure times, are correlated within
clusters. Thus, their results do not apply directly here. In Appendix A.4, we provide a
proof of the convergence results in Lemma 3.3.
Lemma 3.3 (Consistency of Ĝ and Week convergence of n1/2(Ĝ − G)). Kaplan-Meier
estimator for the censoring time Ĝ(·) converges in probability to G(·) uniformly on [0, τ ]
and n1/2(Ĝ − G) converges weakly to a tight Gaussian process with covariance function
Σc(s, t) = E{Ici (s)Ici (t)}, where Ici (t) =
∑mi
k=1
∫ t
0
{pi(u)}−1M cik(u), M cik(t) = N cik(t) −∫ t
0
I(Xik ≥ u)dΛc0(u) is a martingale for the marginal complete data censoring filtration,
and pi(u) = limn→∞ Sc(u).
Proof: Let Λ̂c(t) denote the Nelson-Aalen estimator of the censoring random variable.
Λ̂c(t) =
∫ t
0
1
nSc(t)
dN c··(u),
where N cik(t) = I(Xik ≤ t, ξik = 0) is the counting process for the censoring time.
Then, ||Λ̂c(t) − Λc(t)|| p−→ 0 according to Corollary 2 of Spiekerman and Lin (1998),
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where the covariates are set to 0 for all the observations in our case. By the continuous
mapping theorem, exp{−Λ̂c(t)} p−→ exp{Λc(t)} = G(t) uniformly. One can show that
the difference of the Kaplan-Meier estimator Ĝ(t) and exp{−Λ̂c(t)} based on the Nelson-
Aalen estimator converges uniformly in t to zero, as the mapping between Λc and G is
compactly differentiable. Hence, Ĝ(t)
p−→ G(t) uniformly.
One can similarly show using results in Spiekerman and Lin (1998) that n1/2{Λ̂c(t)−
Λc(t)} converges weakly to a tight Gaussian process with covariance function
Σc(s, t) = E{Ici (s)Ici (t)},
where Ici (t) =
∑mi
k=1
∫ t
0
{pi(u)}−1M cik(u), M cik(t) = N cik(t) −
∫ t
0
I(Xik ≥ u)dΛc0(u) is a
martingale for marginal complete data censoring filtration. The asymptotic equivalence
of Ĝ and exp{−Λ̂c} can be further established, exploiting general empirical process results
for suitably differentiable functionals of random processes having tight Gaussian limits.
Lemma 3.4 (Consistency of β̂). β̂
p−→ β0 for right censored clustered data.
Proof: Adapting arguments of Appendix A of Fine and Gray (1999), we can show that
n−1{U 1(β)−U ∗1(β)} converges in probability to 0 uniformly on [0, τ ]. Detailed proof is
omitted since it follows closely to that in Fine and Gray (1999). Once we have the above
results, β̂, the solution to U 1(β) = 0, is consistent.
Theorem 3.3 (Asymptotic normality of U 1(β0)). n
− 1
2U 1(β0)
D−→ N(0,Σ) for right
censored clustered data, where Σ = E{(η1·+ψ1·)⊗2}, ηik = ∫ τ0 {Zik(u)− e(β, u)}wik(u)
dMik(β, u), ψik =
∫∞
0
q(u)/pi(u)dM cik(u), and q(u) and pi(u) are defined in the proof.
Proof: We only sketch the proof here. Appendix A.5 has more details. By the fact that
Ĝ(t)
Ĝ(Xik ∧ t)
− G(t)
G(Xik ∧ t) = −I(Xik < t)
G(t)
G(Xik)
∫ t
Xik
dM c··(u)
nSc(u)
+ op(1),
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and Lemma A.1 of Spiekerman and Lin (1998), we have
n−
1
2U 1(β0) = n
− 1
2
n∑
i=1
mi∑
k=1
∫ τ
0
{Zik(u)− e(β0, t)}wik(u)dMik(β0, t)
+n−
1
2
∫ ∞
0
q(u)
pi(u)
dM c··(u) + op(1).
where Mik(β, t) =
∫ t
0
dNik(t) −
∫ t
0
Yik(u)λ0(u)e
β′Zik(u)du is a martingale for marginal
complete data filtration, and M cik(t) = N
c
ik(t)−
∫ t
0
I(Xik ≥ u)dΛc0(u) is a the martingale
associated with the censoring time, and
q(u) = − lim
n→∞
n−1
n∑
i=1
mi∑
k=1
∫ τ
0
{Zik(t)− e(β0, t)}wik(t)I(Xik < u ≤ t)dMik(t, β0).
Therefore, n−
1
2U 1(β0) = n
− 1
2
∑n
i=1
∑mi
k=1(ηik+ψik)+ op(1) = n
− 1
2
∑n
i=1(ηi·+ψi·)+
op(1), which is a sum of n i.i.d random variables in the limit. Applying the multivariate
central limit theorem, the result follows.
Lemma 3.5 (Consistency of estimator of asymptotic covariance matrix of n
1
2 (β̂−β0)).
n−1I(β˜)
p−→ Ωc if β˜ is consistent for β0 for right censored clustered data.
Proof: Equation (3.6) can be rewritten as
n−1I(β˜) =
n∑
i=1
mi∑
k=1
∫ τ
0
V̂ (β˜, u)Ŝ
(0)
(β˜, u)dΛ01(β˜, u).
By conditions in Assumption 3.1, ||V̂ (β˜, u)Ŝ(0)(β˜, u)−v(β˜, u)G(u)t(0)(β˜, u)|| p−→ 0, and
||v(β˜, u)t(0)(β˜, u) − v(β0, u)t(0)(β0, u)|| p−→ 0. In addition, t(0)(·, u) = s(0)(·, u)G(u),
thus ||V̂ (β˜, u)Ŝ(0)(β˜, u) − v(β0, u)s(0)(β0, u)|| p−→ 0. Then according to Theorem 2 of
Spiekerman and Lin (1998), n−1I(β˜)
p−→ Ωc.
Theorem 3.4 (Asymptotic normality of β̂). n
1
2 (β̂ − β0) D−→ N(0,Ω−1c ΣΩ−1c ).
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Proof: This is a direct result of Taylor series expansion, Theorem 3.3, Lemma 3.4 and
Lemma 3.5.
The variance estimator can be obtained by replacing s(p)(β, t), G(t),Mik(β, t), and pi(u)
with their estimates in Ω and Σ. As a result,
Ω̂ =
n∑
i=1
mi∑
k=1
I(ξik = 1)
{
Ŝ
(2)
(β,Xik)
Ŝ
(0)
(β,Xik)
− Ŝ
(1)
(β,Xik)
⊗2
Ŝ
(0)
(β,Xik)2
}
,
Σ̂ = n−1
n∑
i=1
(η̂i· + ψ̂i·)⊗2,
where
η̂ik = I(ξik = 1)
{
Zik(Xik)− Ẑ(β̂, Xik)
}
−
n∑
i′=1
mi∑
k′=1
I(ξi′k′ = 1)×
×
{
Zik(Xi′k′)− Ẑ(β̂, Xi′k′)
}
ŵik(Xi′k′)Yik(Xi′k′)e
β̂′Zik(Xi′k′ )/nŜ
(0)
(β̂, Xi′k′),
ψ̂ik = I(ξik = 0)
q̂(Xik)
pi(Xik)
−
n∑
i′=1
mi∑
k′=1
I(ξi′k′ = 0)I(Xik ≥ Xi′k′) q̂(Xi′k′)
pi(Xi′k′)
1
nSc(Xi′k′)
,
pi(u) = Sc(u) = n−1
n∑
i=1
mi∑
k=1
I(Xik ≥ u),
q̂(u) = n−2
n∑
i′=1
mi∑
k′=1
n∑
i=1
mi∑
k=1
{
Zik(Xi′k′)− Ẑ(β̂, Xi′k′)
}
I(ξi′k′ = 1)I(ξik = 2)×
× I(Xik < u ≤ Xi′k′)Ĝ(Xi′k′)
Ĝ(Xik)
eβ̂
′Zik(Xi′k′ )/Ŝ
(0)
(β̂, Xi′k′).
3.3 Predicting Cumulative Incidence for Right Cen-
sored Data
To predict the cumulative incidence at time t for a patient with covariates Z = z for
right censored data, we estimate the cumulative hazard by Λ̂1(t, z) =
∫ t
0
exp{β̂′z}dΛ̂10(u),
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where β̂ is the estimator obtained in Section 3.2.2; and Λ̂10(u) is the variation on the Bres-
low’s estimator displayed in equation (3.7) for the baseline cumulative subdistribution
hazard. Thus,
Λ̂1(t, z) =
1
n
n∑
i=1
mi∑
k=1
∫ t
0
exp{β̂′z}
Ŝ
(0)
(β̂, u)
ŵik(u)dNik(u). (3.8)
β̂ and ŵik(t) can be obtained from Section 3.2. The predicted cumulative incidence
is therefore F̂1(t, z) = 1− exp{−Λ̂1(t, z)}.
In fact, for estimation of the cumulative incidence function for clustered data, since
we make the independence working assumption, the point estimates are the same as for
the Fine–Gray model. However, the variance estimates are more complicated. We can
show that n
1
2{Λ̂1(t, z)− Λ1(t, z)} converges weakly to a Gaussian process on [0, τ ]. The
proof follows that in Fine and Gray (1999). This result together with the functional delta
method suggest that n
1
2{F̂1(t, z)− F1(t, z)} converges weakly to a Gaussian process, the
details of which is left for future research.
3.4 Simulation Studies
3.4.1 Data Generation
Numerical investigations were conducted in order to assess the performance of the pro-
posed weighted estimation approach. To generate n clusters of observations satisfying
model (3.1), we assume there are two causes of failures and let the subdistribution hazards
for cause 1 failure satisfy
µ1(t;Zik, vi) = viµ10(t) exp(Z
′
ikτ1), (3.9)
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for each cluster i, where the vi’s are a random sample from a positive stable distribution
with a given parameter α ∈ (0, 1). The larger is α, the smaller is the correlation. The
relationship between models (3.1) and (3.9) under the positive stable distribution is:
λ10(t) = αM
(α−1)
0 (t)µ10(t), where M0(t) =
∫ t
0
µ10(u)du, and β1 = ατ1. In the sequel, we
let µ10(t) = ρe
−ρt, ρ > 0 such that M0(∞) = 1.
Let F1(t;Zik, vi) ≡ Pr(Tik ≤ t, εik = 1|Zik, vi). By Laplace transformation,
F1(t;Zik) =
∫ t
0
F1(u;Zik, vi)dFVi(u) = 1− exp{−Mα0 (t)eZ
′
ikβ1}.
An exponential distribution for Pr(Tik|εik = 2,Zik, hi) is assumed with hazard func-
tion hi exp(Z
′
ikτ2), where hi is generated from a positive stable distribution (γ) for each
i. Thus, Pr(Tik|εik = 2,Zik) follows an exponential distribution with hazard function
γtγ−1 exp(Z′ikβ2), where β2 = γτ2.
Two designs are considered: cluster constant covariates design and matched design.
Assume there is only one covariate in all cases. In cluster constant case, all members
within each cluster have common covariates. In matched design, we assume in each
cluster Z1ik = 0 for half of members (k’s) and Z1ik = 1 for the other half. For each
set-up, data were generated repeatedly 1000 times. For each replicate, we employed the
following algorithm:
(i) Cluster sizes mi are specified or generated;
(ii) Covariates Z1ik, k = 1, . . . ,mi, are randomly generated from a pre-specified distri-
bution;
(iii) vi are randomly generated from a positive stable distribution (α), where α ∈ (0, 1);
(iv) hi are randomly generated from a positive stable distribution (γ), where γ ∈ (0, 1);
(v) 2−εik are generated given vi from a Bernoulli distribution with probability equalling
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F1(∞|Z1ik, vi) = 1− exp(−vieZ1ikτ11);
(vi) Tik are generated from the conditional distribution of Tik given εik using inverse
probability transformation.
3.4.2 Simulation Results
We present simulation results for both cluster constant covariates design and matched
design to demonstrate the performance of the clustered weighted estimation equation
relative to the clustered censoring-complete estimators and the estimators from the Fine–
Gray model (described in Section 3 of Fine and Gray (1999)).
For the cluster constant design, two batches of simulations were conducted. In the
first batch, cluster sizes were randomly generated with replacement from {2, 3, 4, 5};
in the second batch, the cluster sizes equalled 20 for all clusters. For each batch, we
first generated data by assuming the true parameter values (β1, β2) to be (0, 1) with
independent standard normal covariates. The parameters for within-cluster correlations
(α, γ) were assumed to be (0.3, 0.3), (0.3, 0.7), (0.7, 0.3) or (0.7, 0.7), and ρ = 1. Censoring
times were independently generated from a uniform [0.3, 1.5] distribution to achieve 20%
to 30% of censored observations at various levels of (α, γ).
Table 3.1 gives the empirical sizes of censoring complete (CC), clustered censoring
complete (CCC), weighted estimation (W) tests and clustered weighted score (CW) tests
for number of clusters of 100 and 250 at the nominal level of 0.05. Under all settings,
the empirical sizes of the unclustered tests (CC and W) deviate substantially from the
nominal level. The clustered weighted tests and the clustered censoring complete tests
attain the nominal level when the number of clusters is reasonably large (250). When
the number of clusters is smaller (100), the sizes of CCC and CW are slightly larger than
the nominal level.
Next, we changed β1 to 0.5, keeping other things unchanged. The number of clusters
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Table 3.1: Comparison of Sizes of Tests with Cluster-constant Covariates
α γ Censoring #clusters m CC CCC W CW
0.3 0.3 0.21 100 <= 5 0.28 0.05 0.29 0.05
250 0.26 0.06 0.26 0.06
0.3 0.7 0.22 100 0.28 0.05 0.28 0.05
250 0.26 0.06 0.26 0.06
0.7 0.3 0.29 100 0.16 0.07 0.16 0.07
250 0.17 0.03 0.16 0.03
0.7 0.7 0.3 100 0.16 0.07 0.16 0.07
250 0.17 0.03 0.16 0.04
0.3 0.3 0.21 100 20 0.55 0.07 0.55 0.07
250 0.54 0.05 0.54 0.05
0.3 0.7 0.22 100 0.55 0.07 0.55 0.07
250 0.54 0.05 0.54 0.05
0.7 0.3 0.29 100 0.41 0.08 0.41 0.09
250 0.40 0.05 0.40 0.05
0.7 0.7 0.3 100 0.41 0.06 0.41 0.05
250 0.40 0.05 0.40 0.05
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is 100, with additional simulations performed with 250 and 500 clusters when (α, γ) =
(0.3, 0.3) in order to assess the impact of sample size, for which the results using other
settings are similar and are omitted. Table 3.2 gives E(β̂1), estimated with the average
of the β̂1 from the 1000 replicates; var(β̂1), estimated with the empirical variance of β̂1;
and E(v̂ar), the average of the model-based variance estimators of β̂1. The two clustered
approaches (CCC, CW) have better performance than the unclustered approaches (CC,
W), in terms of the empirical coverage of the 95% confidence intervals, and the closeness
of model-based variances and empirical variances, under all settings. Note that when
the within-cluster correlation is larger (α = 0.3), the parameter estimate has slightly
larger bias and the semicircle coverage is slightly lower than those when the correlation
is smaller (α = 0.7), all other things being the same. Larger numbers of clusters, 250 and
500, lead to estimators with smaller bias and corresponding empirical coverages which
achieve the nominal level.
For the matched design, we let the cluster size be 2 and generated data by assuming
the true parameter values for β1 to be 0, 0.12, 0.24, 0.36, 0.48, or 0.60, and assuming β2 to
be 1. We used two combinations of (α, γ, ρ) = (0.3, 0.6, 0.5) and (0.6, 0.6, 2). Censoring
times were independently generated from a uniform [a, b] distribution with a and b being
specified to reach the targeted percentage of censored observations(0, 30%, and 50%).
Figure 3.1 depicts the powers of censoring complete, clustered censoring complete, and
clustered weighted estimation tests at the nominal level of 0.05. Under all censoring
percentages and both correlation levels, the unclustered tests have lower power than the
clustered approach. The figure also suggests that the powers of clustered weighted tests
and the clustered censoring complete tests are almost the same, which is an indication
of the validity of our weighting technique in the clustered case. Simulations with larger
cluster sizes (mi = 10, 5 in each arm) are also performed under the above settings. Results
are similar between the clustered and unclustered approaches, while the advantage of the
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Table 3.2: Comparison of Estimators with Cluster-constant Covariates
α γ censoring #group β1 Eq. β̂1 var(β̂1) E(v̂ar1) Coverage
0.3 0.3 0.22 100 0.5 CC 0.516 0.020 0.006 0.71
CCC 0.516 0.020 0.018 0.93
W 0.516 0.020 0.006 0.71
CW 0.516 0.020 0.018 0.93
250 0.5 CC 0.501 0.007 0.002 0.73
CCC 0.501 0.007 0.007 0.96
W 0.501 0.007 0.002 0.73
CW 0.501 0.007 0.007 0.96
500 0.5 CC 0.501 0.004 0.001 0.71
CCC 0.501 0.004 0.004 0.95
W 0.501 0.004 0.001 0.71
CW 0.501 0.004 0.004 0.95
0.3 0.7 0.25 100 0.5 CC 0.516 0.020 0.006 0.71
CCC 0.516 0.020 0.018 0.93
W 0.516 0.020 0.006 0.72
CW 0.516 0.020 0.018 0.93
0.7 0.3 0.3 100 0.5 CC 0.504 0.013 0.007 0.83
CCC 0.504 0.013 0.013 0.94
W 0.503 0.013 0.006 0.83
CW 0.503 0.013 0.013 0.94
0.7 0.7 0.32 100 0.5 CC 0.504 0.013 0.007 0.83
CCC 0.504 0.013 0.013 0.94
W 0.503 0.013 0.006 0.83
CW 0.503 0.013 0.013 0.94
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Figure 3.1: The Empirical Powers of the Tests For Matched Design
clustered tests is not as big.
3.5 Application to the Acute Myeloid Leukemia Data
In Section 2.6.2, we applied the stratified Fine–Gray model to Acute Myeloid Leukemia
Data. However, it is possible that even conditionally on strata, there will still be cor-
relations amongst subjects within strata. So the stratified approach might not fit. We
can also have both stratified and marginal models satisfied. In addition, the marginal
model offers a population level interpretation of the covariate effects. Therefore, clus-
tered Fine–Gray model as in (3.1) is also a legitimate approach to tackle the problem
under a different set of assumptions. The same covariates as in the stratified scenario
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were considered: Zik = (Z1ik, Z2ik, Z3ik, Z4ik) for the kth subject in the ith center, where
i = 1, . . . , 244, k = 1, . . . ,mi, and mi ∈ {2, . . . , 92}. Here, Z1ik = I(female donor to male
recipient), Z2ik = I(source of stem cells is peripheral blood), Z3ik=I(FAB classification of
AML is M5, M6, or M7), and Z4ik = I(type of transplant is matched unrelated donor).
We first considered simple models (3.1), followed by a multiple covariates analysis.
The results of the coefficient estimates along with the standard errors from the clus-
tered model (robust) and the unclustered model (naive) are reported in Table 3.3.
Table 3.3: Estimation of Coefficients and Standard Errors in Models for Acute GvHD or
Chronic GvHD Occurrence
Simple Multiple
β̂ S.E. S.E. β̂ S.E. S.E.
(naive) (robust) (naive) (robust)
Female to Male vs. others .363 .060† .065† .368 .063† .068†
PBSC vs. BMT -.051 .054 .075 -.060 .057 .076
FAB M5,M6,M7 vs. others .089 .067 .058 .099 .069 .060‡
MUD vs. genoidentical .049 .081 .103 .086 .087 .108
†(‡): significant at 0.01(0.1) level.
In all cases, sex matching between donor and recipient (female donor to male recipient
versus others) is a significant prognostic factor in the subdistribution hazard of GvHD
occurrence at 0.01 significance level. FAB classification of AML is significant at 0.1 level
under clustered multiple covariates analysis but insignificant under all three other models.
Despite similar results between clustered and unclustered approaches, the naive and
robust variance estimators are quite different for some factors, suggesting that patients
are correlated within clusters.
The estimated cumulative incidence function for four hypothetical patients are plotted
in Figure 3.2. We suppose the source of stem cells is peripheral blood for the four patients
and that their transplants are matched unrelated donor. We further employed various
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Figure 3.2: The Estimated Cumulative Incidence Function for Four Hypothetical Patients
combinations of the two significant covariates: female donor to male recipient(FM) and
FAB classification of AML being M5, M6, or M7 (FAB1). One sees clearly that FAB
classification plays lesser a role in the cumulative incidence of GvHD than does FM, as
evidenced by its impact on the absolute probabilities of GvHD.
3.6 Summary
The use of marginal models has been widely adopted for classical right censored survival
data. The proposed methods provide an adaptation of the Fine–Gray model for the
cumulative incidence function, which rigorously accommodates both correlated failure
times and correlated censoring times. Such methods are particularly useful in applications
with small groups of correlated observations where the correlation is primarily a nuisance,
as in multicenter trials. Frailty models are less attractive in such settings, owing to the
need to explicitly model such correlations, which may complicate the analysis of the
treatment effect.
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The simulations demonstrate the potential bias and loss of power in hypothesis testing
which may arise from ignoring within-cluster correlations in variance estimation. Addi-
tional improvements in power might be achieved via more careful consideration of the
correlation structure. For example, model-based approaches, like frailty models (Kat-
sahian et al., 2006), might potentially yield such gains, at the risk of bias under model
misspecification.
Similar to the stratified model, the implementation of the proposed methodology may
be carried out using existing software for censoring complete competing risks data. One
can fit a marginal model to a modified data set where individuals observed to fail from
causes other than the cause of interest (say 1) are given a censored observation at the
time of the observed censoring time (Andersen et al., 2002). The R function for standard
Cox regression, COXPH with the option CLUSTER, can be applied to this modified data
set. For right censored competing risks data, we have designed a R function CRRC for
the weighted estimating equation procedures.
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Chapter 4
Goodness-of-fit Test for Competing
Risks Regression
In classical survival analysis, numerous approaches have been proposed for propor-
tional hazards tests and diagnostics based on the Cox model. The one proposed by
Grambsch and Therneau (1994) has great popularity since it generalizes the familiar
Schoenfeld approach (1982) and covers many of the other existing approaches, including
those of Cox (1972), Gill and Schumacher (1987), Harrell (1986), Lin (1991), Moreau,
O’Quigley and Mesbah (1985), Nagelkerke, Oosting and Hart (1984), O’Quigley and
Pessione (1989), Schoenfeld (1980) and Wei (1984) as its special cases. Our goal is to
introduce a counterpart of Grambsch–Therneau approach to test the assumption of pro-
portional subdistribution hazards for the Fine–Gray model based on modified weighted
Schoenfeld residuals. We will develop a score test for the time-varying coefficients as-
suming a certain structure for the non-proportionality.
4.1 Data and Model
We adopt the same notation as those in previous chapters: T and C are the failure and
censoring times, ε is the cause of failure, and Z is a r × 1 vector of covariates. For
right censored data, one observes n i.i.d. observations {Xi, ∆i, ∆iεi, Zi}, i = 1, . . . , n.
The conditions for the model are the same as the original Fine–Gray model described in
Chapter 1.
Our goal is to examine the assumption of proportional subdistribution hazards in the
Fine–Gray model: λ1(t;Zi) = λ10(t) exp(β
′
0Zi). The model permits Zi = (Z1i, . . . , Z2i) to
include time-varying components which are known, deterministic functions of time and
time-independent covariates.
In our ECOG example, the treatment effect is non-proportional. To address this issue,
one may include interactions of the treatment with linear and quadratic terms of time.
Note, however, that the treatment is actually not time-varying, but rather, its effect is.
This chapter focuses on testing for such non-proportionality, in which one models the
time-dependence of the covariate effect using time-dependent coefficients, as opposed to
time-dependent covariates. The model considered here assumes
λ1(t;Zi) = λ10(t) exp{β(t)′Zi}. (4.1)
For the lth component of Zi, the corresponding parameter is βl(t) = βl + θldl(t), where
θl is an unknown constant, and dl(t) is a predictable process, l = 1, . . . , r. Hence, β(t) =
(β1(t), . . . , βr(t)). Let D(t) be a diagonal matrix with Dll = dl. Then β(t) = β +D(t)θ.
Our hypothesis is
H0 : θ = θ0 = 0 vs. Ha : θ 6= 0.
Without loss of generality, only time-independent covariates are considered since when
Zli(t) = hl(t)Zli, where hl(t) is a predictable function of time, this can be reflected in
dl(t) for Zli.
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4.2 Estimation and Testing
Under the true model, the partial likelihood function for right censored data is:
L(β, θ) =
n∏
i=1
{
e{β+D(Xi)θ}
′Zi∑n
j=1 ŵj(Xi)Yj(Xi)e
β(Xi)′Zi′
}∆iI(εi=1)
=
n∏
i=1
{
e{β+D(Xi)θ}
′Zi
nS(0)(θ, β,Xi)
}∆ikI(εik=1)
,
where S(p)(θ, β, t) = n−1
∑n
i=1 ŵi(t)Yi(t)Z
⊗p
i e
{β+D(t)θ}′Zi , p = 0, 1, 2. ŵi(t) and Yi(t) are
defined the same as in Section 2.2 by removing the index for the stratum since it is 1
here.
Differentiating the log partial likelihood with respect to (θ′, β′)′ produces the estimat-
ing equation U 1 = (U
′
1θ,U
′
1β)
′ that can be expressed in a counting process formulation
as
U 1β(θ, β) =
n∑
i=1
∫ ∞
0
{
Zi −
∑n
j=1 ŵj(u)Yj(u)Zje
{β+D(u)θ}′Zj∑n
j=1 ŵj(u)Yj(u)e
{β+D(u)θ}′Zj(u)
}
ŵi(u)dNi(u)
=
n∑
i=1
∫ ∞
0
{
Zi − Ẑ(θ, β, u)
}
ŵi(u)dNi(u), (4.2)
U 1θ(θ, β) =
n∑
i=1
∫ ∞
0
{
D(u)Zi −
∑n
j=1 ŵj(u)Yj(u)D(u)Zje
{β+D(u)θ}′Zj∑n
j=1 ŵj(u)Yj(u)e
{β+D(u)θ}′Zj
}
ŵi(u)dNi(u)
=
n∑
i=1
∫ ∞
0
D(u)
{
Zi − Ẑ(θ, β, u)
}
ŵi(u)dNi(u), (4.3)
where Ẑ(θ, β, t) = S(1)(θ, β, t)/S(0)(θ, β, t).
The negative second derivative of the log partial likelihood with respect to (θ′, β′)′ is:
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I =
Iθθ Iθβ
Iβθ Iββ
, where
Iθθ(θ, β) =
n∑
i=1
∆iI(εi = 1)D(Xi)V(Xi)D
′(Xi),
Iθβ(θ, β) =
n∑
i=1
∆iI(εi = 1)D(Xi)V(Xi),
Iβθ(θ, β) =
n∑
i=1
∆iI(εi = 1)V(Xi)D
′(Xi),
Iββ(θ, β) =
n∑
i=1
∆iI(εi = 1)V(Xi),
V(Xi) =
S(2)(θ, β,Xi)
S(0)(θ, β,Xi)
−
{
S(1)(θ, β,Xi)
S(0)(θ, β,Xi)
}⊗2
.
Let β̂ be the restricted maximum partial likelihood estimator. That is, L(θ0, β̂) =
maxθ=θ0 L(θ, β). β̂ can be obtained by solving U 1β(θ0, β̂) = 0. θ0 here is actually 0,
which corresponds to the null hypothesis of time-independence, that is, the case in which
the model is correctly specified. For simplicity, in the sequel, we use θ0.
Following Fine and Gray (1999), we can show that β̂ is consistent under the null
hypothesis. The other asymptotic properties are shown next.
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For convenience, we fix the following notation:
s(p)(θ, β, t) = lim
n→∞
n−1
n∑
i=1
Yi(t)Zi(t)
⊗pe{β+D(t)θ}
′Zi ,
e(θ, β, t) = s(1)(θ, β, t)/s(0)(θ, β, t),
v(θ, β, t) = s(2)(θ, β, t)/s(0)(θ, β, t)− e(θ, β, t)⊗2,
Ωββ =
∫ ∞
0
v(θ0, β0, t)s
(0)(θ0, β0, t)λ10(t)dt,
Ωθθ =
∫ ∞
0
D(t)v(θ0, β0, t)s
(0)(θ0, β0, t)D(t)λ10(t)dt,
Ωθβ =
∫ ∞
0
D(t)v(θ0, β0, t)s
(0)(θ0, β0, t)λ10(t)dt,
Ωβθ =
∫ ∞
0
v(θ0, β0, t)s
(0)(θ0, β0, t)D(t)λ10(t)dt,
ηβi =
∫ ∞
0
{Zi(u)− e(θ0, β0, u)}wi(u)dMi(θ0, β0, u),
ηθi =
∫ ∞
0
D(u) {Zi(u)− e(θ0, β0, u)}wi(u)dMi(θ0, β0, u),
ψβi =
∫ ∞
0
q(u)/pi(u)dM ci (u),
ψθi =
∫ ∞
0
q1(u)/pi(u)dM
c
i (u),
q(u) = − lim
n→∞
n−1
n∑
i=1
∫ ∞
0
{Zi(t)− e(θ0, β0, t)}wi(t)I(Xi < u ≤ t)dMi(θ0, β0, u),
q1(u) = − lim
n→∞
n−1
n∑
i=1
∫ ∞
0
D(u) {Zi(t)− e(θ0, β0, t)}wi(t)×
× I(Xi < u ≤ t)dMi(θ0, β0, u),
pi(u) = lim
n→∞
n−1I(Xi ≥ u).
Theorem 4.1 Under H0, as n→∞,n− 12U 1(θ0, β0) converges in distribution to a Gaus-
sian random vector with mean 0 and covariance matrix Σ, which is defined in the proof
below.
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Proof: Since
n−
1
2U 1θ(θ0, β0) = n
− 1
2
∑
i
(ηθi +ψθi) + op(1), and
n−
1
2U 1β(θ0, β0) = n
− 1
2
∑
i
(ηβi +ψβi) + op(1),
where ηβi and ψβi defined above are identical to ηi and ψi in Fine and Gray (1999)
respectively, except that the β0 is replaced by D(u)θ0+ β0 everywhere. Observe that ηθi
has D(u) inside the integral; and ψθi has D(u) inside the integral of q(u). We rewrite
these quantities as
n−
1
2U 1(θ0, β0) = n
− 1
2
U 1θ(θ0, β0)
U 1β(θ0, β0)
 = n− 12 ∑
i
ηθi +ψθi
ηβi +ψβi
+ op(1),
which is a sum of n i.i.d. random variables. By the multivariate central limit theorem,
n−
1
2U 1(θ0, β0, t) is asymptotically normal with covariance matrix
Σ = E{(ηi +ψi)(ηi +ψi)′}
=
E{(ηθi +ψθi)(ηθi +ψθi)′} E{(ηθi +ψθi)(ηβi +ψβi)′}
E{(ηβi +ψβi)(ηθi +ψθi)′} E{(ηβi +ψβi)(ηβi +ψβi)′}

≡
Σθθ Σθβ
Σβθ Σββ
 .
Lemma 4.1 n−1Iθβ(θ0, β∗) converges in probability to Ωθβ, and n−1Iββ(θ0, β∗) converges
in probability to Ωββ as long as β
∗ is consistent for β0.
Proof: The proof is omitted since it is similar to the proof of Lemma 3.5.
Theorem 4.2 n−
1
2U 1(θ0, β̂) converges in distribution to a Gaussian random vector with
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mean 0 and a covariance matrix A = Σθθ +ΩθβΩ
−1
ββΣββΩ
−1
ββΩβθ − 2ΩθβΩ−1ββΣβθ.
Proof: By Taylor series expansions,
n−
1
2U 1θ(θ0, β̂) = n
− 1
2U 1θ(θ0, β0)− {Iθβ(θ0, β∗)/n}n 12 (β̂ − β0)
= n−
1
2U 1θ(θ0, β0)− {Iθβ(θ0, β∗)/n} {Iββ(θ0, β∗∗)/n}−1 n− 12U 1β(θ0, β0)
= n−
1
2U 1θ(θ0, β0)−ΩθβΩ−1ββn−
1
2U 1β(θ0, β0) + op(1),
since 0 = n−
1
2U 1β(θ0, β̂) = n
− 1
2U 1β(θ0, β0) − {Iββ(θ0, β∗∗)/n}n 12 (β̂ − β0), where β∗ and
β∗∗ are on the line segment of β0 and β̂.
By Theorem 4.1 and Lemma 4.1, n−
1
2U 1θ(θ0, β̂) is asymptotically normal with the
covariance matrix A = Σθθ +ΩθβΩ
−1
ββΣββΩ
−1
ββΩβθ − 2ΩθβΩ−1ββΣβθ.
Theorem 4.3 T (D) = n−1U ′1θ(θ0, β̂)Â
−1U 1θ(θ0, β̂) is the score test statistic for testing
H0 : θ = θ0; and T (D)
D−→ χ2r as n→∞, where Â is an estimator of A with each of its
components being replaced by their estimators.
Proof: By Theorem 4.2,
T (D) = n−
1
2U ′1θ(θ0, β̂)
[
Ĉov{n− 12U 1θ(θ0, β̂)}
]−1
n−
1
2U 1θ(θ0, β̂)
= n−1U ′1θ(θ0, β̂)Â
−1U 1θ(θ0, β̂)
D−→ χ2r.
We need to estimate Ωθβ,Ωββ,Σθθ, and Σβθ in order to obtain Â. The estimation is
straightforward. We simply replace the unobserved quantities by their observed counter-
parts; refer to Fine and Gray (1999) for details.
In addition to the global testing, we can also test an arbitrary subset of θ by treating
θl’s as known (= 0) and setting dl’s to 0, where l are indices for components we are not
testing. We can slightly modify T (D) (only use a subset of U ′1θ(θ0, β̂)andA) and compare
it to χ2d, where d is the number of parameters we are testing.
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4.3 Simulation Studies
To assess the performance of the proposed score test, numerical studies were conducted.
We generated data that were non-proportional in subdistribution hazards. A Gom-
pertz distribution was assumed for the baseline subdistribution function in model (4.1):
λ1(t;Zi) = λ10(t)e
β(t)′Zi . That is,
λ10(t) = γe
ρt, where 0 < γ <∞;−∞ < ρ <∞.
Specifying ρ < 0 permits the cumulative incidence function to be improper. That is,
the probability of developing the event of interest is less than 1, which is necessary for
competing risks to occur. We further assume β(t) = θt, and ρ+ θ′Z < 0.
Thus, the cumulative incidence function is
F1(t;Z) = 1− e−
∫ t
0 λ10(s)e
{β+θZ}sds
= 1− e−
∫ t
0 γe
ρs+β(s)′Zds,
Pr(ε = 1;Z) = F1(∞;Z)
= 1− eγ/ρ+θ′Z.
The parameters are specified to ensure 0 < F1(∞;Z) < 1, essentially requiring that
−∞ < γ
ρ+θ′Z < 0.
In our experiment, we suppose we have two groups in a univariate model. Half of
the subjects have Z = 1 (group 1) and the other half have Z = 0 (group 2). Then
λ1(t;Z = 1)/λ1(t;Z = 0) = e
β(t), which is non-proportional when θ 6= 0.
The subdistribution for type 2 failure was obtained following Fine and Gray (1999).
One lets Pr(ε = 2|Z) = 1 − Pr(ε = 1|Z) and uses an exponential distribution with
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rate exp(β′2Z) for Pr(T ≤ t|ε = 2,Z). Censoring times were generated from the uni-
form[0.1,1.2] distribution.
Table 4.1 presents the empirical rejection probabilities of the proposed test as de-
scribed in Section 4.2 under various settings. Larger γ or ρ leads to a higher chance of
developing the event of interest, if all else is the same. Under the null hypothesis (θ = 0),
the sizes of the tests maintain close to the nominal level of 0.05 in all settings, even in
the situation of small sample sizes (n = 50). Under the alternative, the powers of the
tests increase with increasing sample sizes. With moderately large sample size (n=250),
the power is over 0.80 except for the first setting, where the probability of event 1 is
relatively small. With sample size 500, the power is very high for all scenarios.
Table 4.1: Empirical Rejection Probabilities of the Proportional Subdistribution Hazards
(PSH) Tests
γ ρ θ censoring event n = 50 n = 100 n = 250 n = 500
2 -5 3 .40 .39 .184 .336 .702 .941
0 .45 .30 .047 .055 .050 .039
2 -4 3 .39 .46 .251 .477 .833 .994
0 .43 .34 .051 .053 .050 .045
4 -5 3 .27 .61 .257 .447 .827 .989
0 .33 .50 .071 .053 .057 .055
4.4 Application to the ECOG study
We apply the proposed test to the breast cancer study described in Section 2.6.1. Fine and
Gray (1999) fit model (4.1) with covariates Zi = (Z1i, Z2i, Z3i, Z4i) = (log(nodes), tumor
size, age, treatment)i for the ith patient. Due to the non-proportionality in treatment
(see Figure 3.1), they introduced interactions of treatment with both a linear and a
quadratic term (d4(t) = t+ t
2) in their regression analysis. We want to test if H0 : θ4 = 0
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for various d4(t). We assume dl(t) = 0 for l = 1, 2, 3 at all t since the nonproportionality
does not seem to be an issue for (Z1i, Z2i, Z3i). Hence θ1, . . . , θ3 do not enter into the
goodness-of-fit test.
Different functional forms of t: d4(t) = t, d4(t) = t
2, d4(t) = log(t), and d4(t) =
t + t2 are considered respectively. We then compare each of the test statistics to a χ21
distribution. The result suggests θ4 is significantly different from 0, i.e. the treatment
is non-proportional in treatment when d4(t) = t + t
2 (p-value=0.003). The test cannot
detect this non-proportionality in either the linear term or the quadratic term alone, as
well as some other functional forms of time (big p-values).
4.5 Summary
The proportional hazards tests based on weighted residuals (Grambsch and Therneau,
1994) have been widely used in classical survival analysis. The proposed method adapts
them to the Fine–Gray model when there are competing risks in addition to right cen-
soring. We have shown the asymptotic properties of the method rigorously and have
validated its performance through simulation studies. However, in order to use the test
properly, correct specification of the effect of time (D(t)) is very critical. In our breast
cancer example, when (D(t)) is misspecified, e.g. only a linear term of time is considered,
even though the non-proportionality in treatment exists, our test is not able to detect
such non-proportionality.
A graphical diagnostics of the functional form of the time-varying coefficients can be
achieved by plotting the Schoenfeld-type residuals versus time for proportional subdistri-
bution hazards model, with a locally weighted regression smooth. Fine and Gray (1999)
used this method to identify the functional form of the coefficient for treatment in the
breast cancer data.
The method is very easy to implement. Existing software for the Fine–Gray model
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(e.g. CRR in R) may be utilitized with minor modifications. First, we fit the Fine–Gray
model without time-varying covariates and obtain β̂. Then, we calculate the variance
estimator using those from the Fine–Gray model with both time-varying and non-time-
varying covariates. In this step, we skip the parameter estimates part; just use β̂ and
θ0 = 0 to obtain the estimates of U 1θ, Σ and Ω.
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Chapter 5
Concluding Remarks and
Recommended Future Research
We have developed rigorous analytical methods for the regression modeling of compet-
ing risks data under practical situations. The stratified or marginal modeling approach
is the first attempt to develop an analogue of the widely used Cox model for competing
risks data.
We proposed and implemented a stratified competing risks regression to allow dis-
tinguishable baseline subdistribution hazards. The model was specified conditionally on
strata, where subjects are assumed to be independent within each stratum. Both regu-
larly and highly stratified scenarios were considered and assessed in two real datasets: (1)
a breast cancer clinical trial that exhibits regular stratification; (2) a European bone mar-
row transplantation registry that illustrates highly stratified data. A regression model for
clustered competing risks data was also considered. We adapted the marginal model ap-
proach for correlated failure time data and the Fine–Gray model for independent compet-
ing risks data to facilitate the estimation and statistical inference. Although both models
apply to data with large numbers of small groups, the highly stratified and marginal mod-
els can differ in many ways in terms of model formulation, power of tests, interpretation,
and, most importantly, the scientific questions of interest.
There are alternative modeling strategies to our stratified or marginal models to tackle
the same inferential problem. In our applications, the covariate effects are of primary
interest, with the correlations within clusters serving as a nuisance. For situations where
the correlations are of genuine interest, the random effects model introduced by Katsahian
et al. (2006) might be of greater utility, where the frailty is introduced on the stratum
level hazard. Scheike et al. (2010) proposed a closely related frailty model, which implies
a semiparametric additive model for the marginal cumulative incidence function.
The proposed marginal model assesses the covariate effects unconditionally on stra-
tum, without specifying the correlation structure. Such methods are particularly useful
in applications with small groups of correlated observations where the correlation is pri-
marily a nuisance, as in multicenter trials. Frailty models are less attractive in such
settings, owing to the need to explicitly model such correlations, which may complicate
the analysis of the treatment effect.
Additional improvements in power over the proposed marginal model might be achieved
via more careful consideration of the correlation structure. For example, model-based ap-
proaches, like frailty models (Katsahian et al., 2006), might potentially yield such gains,
at the risk of bias under model misspecification. The development of tests which yield
increased power while still being robust to misspecification is a topic of future research.
The proposed goodness-of-fit test only covers situations where the time-varying co-
efficient is a linear transformation of the time, i.e. β(t) = β +D(t)′θ. We can further
consider other forms of D(t), e.g. the counting process. Further research can also be
conducted when β(t) = β + X(t, θ) , where X(t, θ) is a function of t, θ in general. An
alternative test can be based on the plot of cumulative residuals, or martingale residuals.
All these tests can be further extended to the marginal Fine–Gray model, where subjects
within clusters are correlated.
The Fine–Gray model may fail in ways other than the violation of the proportional
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subdistribution hazards assumption. It can also fail from misspecifying the functional
forms of individual covariates, or the link function, as with the classical survival analysis
(Lin, Wei, and Ying, 1993). Developing graphical analysis and formal testing can be
topics of future research.
Regression modeling for interval-censored competing risks data, which are common
in clinical trials, is also useful and merits attention. Competing risks regression for
current status data and type 2 interval-censored data is an interesting research topic
with a range of analytical and computational challenges expected since methods even for
ordinary interval-censored data are not very computationally efficient.
Joint modeling of longitudinal measurements and competing risks failure time data is
another area I can focus since it is encountered in clinical trials like studies of Alzheimer
disease. The related research in classical survival analysis has been quite extensive, but
still very limited in competing risks.
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APPENDICES
A.1 Consistency of β̂ for censoring complete highly
stratified data
Let C(β, t) be the logarithm of the partial likelihood evaluated at time t, so we have
C(β, t) =
s∑
i=1
[
mi∑
k=1
∫ t
0
β′Zik(u)dNik(u)−
∫ t
0
{
log
mi∑
k′=1
Y ∗ik′(u)e
β′Zik′ (u)
}
dN i(u)
]
,
where N i =
∑mi
k=1Nik and mi is finite. We also have C(β, τ) = logL(β). β̂ is the solution
to the estimating equation (∂/∂β)C(β, τ) = 0.
Consider the process
X(β, t) = s−1(C(β, t)− C(β0, t))
= s−1
s∑
i=1
[
mi∑
k=1
∫ t
0
(β − β0)′Zik(u)dNik(u)−
∫ t
0
log
{∑mi
k′=1 Y
∗
ik′(u)e
β′Zik′ (u)∑mi
k′=1 Y
∗
ik′(u)e
β′0Zik′ (u)
}
dN i(u)
]
= s−1
s∑
i=1
[
mi∑
k=1
∫ t
0
(β − β0)′Zik(u)dNik(u)−
∫ t
0
log
{
S
(0)
i (β, u)
S
(0)
i (β0, u)
}
dN i(u)
]
.
where S
(p)
i (β, t) = m
−1
i
∑mi
k=1 Y
∗
ik(t)Zik(t)
⊗peβ
′Zik(t), p = 0, 1, 2. Define
Xi(β, t) =
mi∑
k=1
∫ t
0
(β − β0)′Zik(u)dNik(u)−
∫ t
0
log
{
S
(0)
i (β, u)
S
(0)
i (β0, u)
}
dN i(u), i = 1, . . . , s.
Then, X(β, t) = s−1
∑s
i=1Xi(β, t). For convenience, we suppress t at t = τ in these
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expressions. Hence, Xi(β, τ) = Xi(β), and X(β, τ) = X(β).
Let Xi(β) = E {Xi(β)} and X (β) = lims→∞ s−1
∑s
i=1Xi(β).
The Conditions in Section 2.2 imply that dN i(t) and S
(0)
i (β, t) have bounded variation
(Lin et al., 2000). This result and the finiteness of the strata sizes mi can be used to show
that the Xi(β), i = 1, . . . , s are bounded. As a result, s
−1∑s
i=1 E {|Xi(β)−Xi(β)|2} ≤
maxk∈{1,...,s} E {|Xi(β)−Xi(β)|2} is bounded. Hence, s−2
∑s
i=1 E {|Xi(β)−Xi(β)|2} →
0. In addition, Condition 2.1 guarantees the independence of Xi(β)’s. Therefore, by
Kolmogorov’s Strong Law of Large Numbers , X(β) converges to X (β) almost surely, for
all β ∈ B, where B is any compact neighborhood of β0 (Sen and Singer, 1993, chap.2).
Xi(β) is random concave by Anderson and Gill (1982). Therefore, X(β) is a ran-
dom concave function since it is just a sum of random concave functions. This im-
plies the uniform convergence of X(β) to X (β) on compact subspaces β ∈ B. That is,
supβ∈B |X(β)−X (β)| →p 0 (Rockafellar, 1970, Theorem 10.8).
Now by the boundedness conditions and the independence of range of the integral
on β, we can evaluate the first and second derivatives of X (β) by taking partial deriva-
tives inside the integral and expectation. Clearly, the first derivative evaluated at β0 is
∂X (β)
∂β
|β=β0 = 0, since the expected value of the score function (∂/∂β)C(β, τ) equals to 0
at β = β0. Furthermore,
∂2X (β)
∂β2
= − lim
s→∞
s−1
s∑
i=1
E
[
mi∑
k=1
∫ τ
0
{Zik(u)−Zi(β, u)}⊗2Y ∗ik(u)eβ
′Zik(u) dN i(u)
S
(0)
i (β, u)
]
,
(A.1)
which equals to I when evaluated at β0. By condition 2.1, (A.1) is negative definite.
Therefore, X (β) is a concave function of β with a unique maximum at β0. Thus, the
maximizer of X(β) : β̂ converges in probability to the unique maximum of X (β) : β0
(Anderson and Gill, 1982, Corollary II.2).
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A.2 Consistency of β̂ for right censored highly strat-
ified data
When the highly stratified data are right censored, we show the consistency of β̂ by
modifying the proof in Appendix A.1. Note that the risk process Y ∗(t) = I(C ≥ t)Y (t)
is replaced by Ŷ (t) = ŵ(t)Y (t), where ŵ(t) = I(C ≥ T ∧ t)Ĝ(t)/Ĝ(X ∧ t). Thus, we
have
C˜(β, t) =
s∑
i=1
[
mi∑
k=1
∫ t
0
β′Zik(u)dNik(u)−
∫ t
0
{
log
mi∑
k′=1
ŵik′(u)Yik′(t)e
β′Zik′ (u)
}
dNk(u)
]
.
Since ŵ(t) → w(t) = I(C ≥ T ∧ t)G(t)/G(X ∧ t), where G(t) = Pr(Cik ≥ T ), i =
1, . . . , s; k = 1, . . . ,mi, we further have
C˜(β, t) =
s∑
i=1
[
mi∑
k=1
∫ t
0
β′Zik(u)dNik(u)−
∫ t
0
{
log
mi∑
k′=1
wik′(u)Yik′(u)e
β′Zik′ (u)
}
dNk(u)
]
+
+ op(1).
Hence,
X˜(β, t)
=s−1(C˜(β, t)− C˜(β0, t))
=s−1
s∑
i=1
[
mi∑
k=1
∫ t
0
(β − β0)′Zik(u)dNik(u)−
∫ t
0
log
{∑mi
k′=1wik′(u)Yik′(u)e
β′Zik′ (u)∑mi
k′=1wik′(u)Yik′(u)e
β′0Zik′ (u)
}
dNk(u)
]
+ op(1)
=s−1
s∑
i=1
[
mi∑
k=1
∫ t
0
(β − β0)′Zik(u)dNik(u)−
∫ t
0
log
{
S˜
(0)
i (β, u)
S˜
(0)
i (β0, u)
}
dNk(u)
]
+ op(1),
81
where
S˜
(p)
i (β0, t) = m
−1
i
mi∑
k=1
wik(t)Yik(t)Zik(t)
⊗peβ
′
0Zik(t), p = 0, 1, 2.
Correspondingly,
X˜i(β, t) =
mi∑
k=1
∫ t
0
(β − β0)′Zik(u)dNik(u)−
∫ t
0
log
{
S˜
(0)
i (β, u)
S˜
(0)
i (β0, u)
}
dNk(u),
X˜i(β) = E
{
X˜i(β)
}
, and X˜ (β) = lim
s→∞
s−1
s∑
i=1
X˜i(β).
Since w(t)Y (t) ≤ I(C ≥ t)Y (t), S˜(0)i (β, t) ≤ S(0)i (β, t) . We can show X˜i(β) are
bounded using the boundedness assumptions. Therefore, s−1
∑s
i=1 E
{
|X˜i(β)− X˜i(β)|2
}
≤ maxi∈{1,...,s} E
{
|X˜i(β)− X˜i(β)|2
}
is bounded, and s−2
∑s
i=1 E
{
|X˜i(β)− X˜i(β)|2
}
→
0 as a result. In addition, Assumption 2.1 guarantees the independence of X˜i(β)’s.
Therefore, by Kolmogorov’s Strong Law of Large Numbers, X˜(β) converges to X˜ (β)
almost surely, for all β ∈ B, where B is any compact neighborhood of β0 (Sen and Singer,
1993, chap.2).
The uniform convergence is showed next.
∂2X˜(β)
∂β2
= −s−1
s∑
i=1
[
mi∑
k=1
∫ τ
0
{
Zik(u)− Z˜i(β, u)
}⊗2
wik(u)Yik(u)e
β′Zik(u) dN i(u)
S˜
(0)
i (β, u)
]
,
(A.2)
where Z˜i(β0, t) = S˜
(1)
i (β0, t)/S˜
(0)
i (β0, t). Since wik(u)Yik(u), dN i(u) and S˜
(0)
i (β, u) are all
nonnegative, (A.2) is negative semidefinite. Thus, X˜(β) is a random concave function.
Now by the boundedness conditions and the independence of range of integral on β, we
can evaluate the first and second derivatives of X˜ (β) by taking partial derivatives inside
the integral and expectation. Clearly, the first derivative evaluated at β0 is
∂X˜ (β)
∂β
|β=β0 = 0,
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since the expected value of the score function (∂/∂β)C˜(β, τ) equals to 0 at β = β0.
Furthermore,
∂2X˜ (β)
∂β2
= − lim
s→∞
s−1
s∑
i=1
E
[
mi∑
k=1
∫ τ
0
{Zik(u)− Z˜i(β, u)}⊗2wik(u)Yik(u)eβ′Zik(u) dN i(u)
S˜
(0)
i (β, u)
]
,
(A.3)
which equals to Ω˜ when evaluated at β0. By condition 2.1, (A.3) is negative definite.
Therefore, X˜ (β) is a concave function of β with a unique maximum at β0. Thus, the
maximizer of X˜(β) : β̂ converges in probability to the unique maximum of X˜ (β) : β0
(Anderson and Gill, 1982, Corollary II.2).
A.3 Asymptotic normality of s−
1
2U 1(β0, t) for right
censored highly stratified data
Rewrite equation (3): U 1(β0, t) =
∑s
i=1
∑mi
k=1
∫ t
0
{
Zik(u)− Ẑi(β0, u)
}
ŵik(u)dNik(β0, u)
as
U 1(β0, t) =
s∑
i=1
mi∑
k=1
∫ t
0
{
Zik(u)− Z˜i(β0, u)
}
ŵik(u)dNik(β0, u)
+
s∑
i=1
mi∑
k=1
∫ t
0
{
Z˜i(β0, u)− Ẑi(β0, u)
}
ŵik(u)dNik(β0, u),
(A.4)
Clearly,
first part of (A.4) =
s∑
i=1
mi∑
k=1
∫ t
0
{
Zik(u)− Z˜i(β0, u)
}
wik(u)dNik(β0, u)
since ŵik(u)dNik(β0, u) = wik(u)dNik(β0, u).
83
We can now write
s−1U 1(β0, t) = s−1
s∑
i=1
U˜ 1i(β0, t) +H(β0, t) +Op(1/s)
where U˜ 1i(β0, t) =
∑mi
k=1
∫ t
0
{
Zik(u)− Z˜i(β0, u)
}
wik(u)dNik(β0, u), and H(β0, t) is the
second part of (A.4).
A first-order Taylor expansion of Z˜i(β0, u) − Ẑi(β0, u) w.r.t. ŵik(u) around wik(u), k =
1, . . . ,mi gives:
Ẑi(β0, u)− Z˜i(β0, u) ≈
mi∑
j=1
Aj(β0, u){ŵij(u)− wij(u)}
where
Aij(β0, u) =
Yij(u)Zij(u)e
β′0Zij(t)
nS˜
(0)
i (β0, u)
− Yij(u)e
β′0Zij(t)
nS˜
(0)
i (β0, u)
× S˜
(1)
i (β0, t)
S˜
(0)
i (β0, t)
=
Yij(u)e
β′0Zij(t)
nS˜
(0)
i (β0, u)
×
{
Zij(u)− Z˜i(β0, u)
}
Therefore,
H(β0, t) = −s−1
s∑
i=1
mi∑
k=1
∫ t
0
mi∑
j=1
Aij(β0, u){ŵij(u)− wij(u)}wik(u)dNik(u).
Now write
ŵij(u)− wij(u) = I(Cij ≥ Tij ∧ u)
{
Ĝ(u)
Ĝ(Xij)
− G(u)
G(Xij)
}
= −I(Xij < u)wij(u)
∫ u
Xij
dM c·(y)
nY c(y)
+ op(1),
where Y c(y) = 1
n
∑n
j=1 I(Xj ≥ y) −→ pi(y) and M c(y) = I(X ≤ y,∆ = 0) −
∫ y
0
I(X ≥
t)dΛc(t) is the martingale associated with the censoring process. Since we assume no
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strata effect on the censoring process, a single index can be used, such that M c·(y) =∑n
l=1M
c
l (y).
This gives
H(β0, t) = s
−1
s∑
i=1
mi∑
k=1
∫ t
0
mi∑
j=1
Aij(β0, u)I(Xij < u)wij(u)
∫ u
Xij
dM c·(y)
nY c(y)
wik(u)dNik(u)
= s−1
s∑
i=1
mi∑
k=1
∫ t
0
mi∑
j=1
Aij(β0, u)wij(u)
∫ ∞
0
I(Xij < y ≤ u)
dM c·(y)
nY c(y)
wik(u)dNik(u)
= n−1
∫ ∞
0
s−1
s∑
i=1
mi∑
k=1
mi∑
j=1
∫ t
0
Aij(β0, u)I(Xij < y ≤ u)wij(u)wik(u)dNik(u)
dM c·(y)
Y c(y)
.
Accordingly, H(β0,∞) = n−1
∑n
l=1
∫∞
0
Y c(y)−1Q(β0, y)dM cl (y), where
Q(β0, y) = s
−1
s∑
i=1
mi∑
k=1
mi∑
j=1
∫ ∞
0
Aij(β0, u)I(Xij < y ≤ u)wij(u)wik(u)dNik(u).
Since {Nik, Yik, Zik, i = 1, . . . ,mi,mi}, k = 1, . . . , s are i.i.d. for highly stratified data,
Q(β0, y) −→ q(y) = E
[
mi∑
k=1
mi∑
j=1
∫ t
0
Aij(β0, u)I(Xij < y ≤ u)wij(u)wik(u)dNik(u)
]
.
Let ψi =
∑mi
k=1
∫∞
0
q(y)/{mpi(y)}dM cik(y), H(β0,∞) = s−1
∑s
i=1ψi, ηi = U˜ 1i(β0, t).
Then,
s−1U 1(β0, τ) = s−1
s∑
i=1
(ηi +ψi) + op(1),
which is approximately a sum of s i.i.d. distributed random variables. By multivariate
central limit theorem, s−
1
2U 1(β0, τ) is asymptotically normal with covariance matrix
Σh = E {(ηi +ψi)(ηi +ψi)′}. This can be estimated empirically by
1
s
s∑
i=1
(η̂i + ψ̂i)
⊗2,
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where ψ̂i =
∑n
l=1 I(Sl = i)
∫∞
0
Q̂(β̂, y)/{mY c(y)}dM̂ cl (y). Here M̂ c(y) is defined anal-
ogously to M c(y) with Λc(t) replaced by Λ̂c(t), and Q̂(β̂, y) is defined analogously to
Q(β̂, y), with Z˜ replaced by Ẑ and wik replaced by ŵik. Further, η̂i is defined anal-
ogously to U˜ 1i(β̂, τ), with Z˜ replaced by Ẑ and wik replaced by ŵik; and Λ̂
c
j(t) =∫ t
0
{nY c(u)}−1∑nl=1 dI(Xl ≤ u,∆l = 0).
A.4 Consistency and asymptotic normality of the
Kaplan-Meier estimator with clustered data
Proof: Let Λ̂c(t) denote the Nelson-Aalen Estimator of the censoring random variable.
Λ̂c(t) =
∫ t
0
1
nSc(t)
dN c··(u),
where N cik(t) = I(Xik ≤ t, ξik = 0) is the counting process for the censoring time.
Then, ||Λ̂c(t) − Λc(t)|| p−→ 0 according to Corollary 2 of Spiekerman and Lin (1998),
where the covariates are set to 0 for all the observations in our case. By continuous
mapping theorem, exp{−Λ̂c(t)} p−→ exp{Λc(t)} = G(t) uniformly. One can show that
the difference of the Kaplan-Meier estimator Ĝ(t) and exp{−Λ̂c(t)} based on the Nelson-
Aalen estimator converges uniformly in t to zero, as the mapping between Λc and G is
compactly differentiable. Hence, Ĝ(t)
p−→ G(t) uniformly.
One can similarly show using results in Spiekerman and Lin (1998) that n1/2{Λ̂c(t)−
Λc(t)} converges weakly to a tight Gaussian process with covariance function
Σc(s, t) = E{Ici (s)Ici (t)},
where Ici (t) =
∑mi
k=1
∫ t
0
{pi(u)}−1M cik(u), M cik(t) = N cik(t)−
∫ t
0
I(Xik ≥ u)dΛc0(u) is a mar-
tingale for marginal complete data censoring filtration, and pi(u) = limn→∞ Sc(u). The
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asymptotic equivalence of Ĝ and exp{−Λ̂c} can be further established, exploiting gen-
eral empirical process results for suitably differentiable functionals of random processes
having tight Gaussian limits.
A.5 Asymptotic normality of n−
1
2U 1(β0) for right cen-
sored clustered data
Proof: By equation (3.5),
n−
1
2U 1(β0) = n
− 1
2
n∑
i=1
mi∑
k=1
∫ τ
0
{
Zik(u)− Ẑ(β0, u)
}
wik(u)dMik(β, u) (A.5)
+n−
1
2
n∑
i=1
mi∑
k=1
∫ τ
0
{
Zik(u)− Z˜(β0, u)
}
{ŵik(u)− wik(u)}dMik(β0, u)
(A.6)
+op(1).
One can establish that
(A.5) = n−
1
2
n∑
i=1
mi∑
k=1
∫ τ
0
{Zik(u)− e(β0, t)}wik(u)dMik(β0, t) + op(1),
since n−
1
2
∑n
i=1
∑mi
k=1
∫ τ
0
{
e(β0, t)− Ẑ(β0, u)
}
wik(u)dMik(β0, t)
p−→ 0 by Lemma A.1 of
Spiekerman and Lin (1998).
For the second term, we can rewrite ŵik(t) − wik(t) in terms of the Kaplan-Meier
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estimator of censoring time as follows:
Ĝ(t)
Ĝ(Xik ∧ t)
− G(t)
G(Xik ∧ t)
= I(Xik < t)
{
Ĝ(t)
Ĝ(Xik)
− G(t)
G(Xik)
}
= I(Xik < t)
G(t)
G(Xik)
{
Ĝ(t)
Ĝ(Xik)
G(Xik)
G(t)
− 1
}
= I(Xik < t)
G(t)
G(Xik)
{
e−Λ̂
c(t)+Λ̂c(Xik)+Λ
c(t)−Λc(Xik) − 1
}
= I(Xik < t)
G(t)
G(Xik)
{
−Λ̂c(t) + Λ̂c(Xik) + Λc(t)− Λc(Xik)
}
+ op(1),
since ||Λ̂c(t) − Λc(t)|| p−→ 0 as showed in the proof of Lemma 3.3, and as a result
{−Λ̂c(t) + Λ̂c(Xik) + Λc(t)− Λc(Xik)} p−→ 0.
Employing the first order approximation to Ĝ from lemma 3 gives
Ĝ(t)
Ĝ(Xik ∧ t)
− G(t)
G(Xik ∧ t) = −I(Xik < t)
G(t)
G(Xik)
∫ t
Xik
dM c··(u)
npi(u)
+ op(1).
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And,
(A.6)
=n−
1
2
n∑
i=1
mi∑
k=1
∫ τ
0
{Zik(t)− e(β0, t)} I(Cik ≥ Tik ∧ t)
{
Ĝ(t)
Ĝ(Xik ∧ t)
− G(t)
G(Xik ∧ t)
}
dMik(β0, t)
=− n− 12
n∑
i=1
mi∑
k=1
∫ τ
0
{Zik(t)− e(β0, t)} I(Cik ≥ Tik ∧ t)I(Xik < t) G(t)
G(Xik)
×
∫ t
Xik
dM c··(u)
npi(u)
dMik(β0, t) + op(1)
=− n− 12
n∑
i=1
mi∑
k=1
∫ τ
0
{Zik(t)− e(β0, t)}wik(t)I(Xik < t)
∫ t
Xik
dM c··(u)
npi(u)
dMik(β0, t) + op(1)
=− n− 12
∫ ∞
0
n∑
i=1
mi∑
k=1
∫ τ
0
{Zik(t)− e(β0, t)}wik(t)I(Xik < u ≤ t)dMik(β0, t)
dM c··(u)
npi(u)
+ op(1)
=n−
1
2
∫ ∞
0
q(u)
pi(u)
dM c··(u) + op(1),
where
q(u) = − lim
n→∞
n−1
n∑
i=1
mi∑
k=1
∫ τ
0
{Zik(t)− e(β0, t)}wik(t)I(Xik < u ≤ t)dMik(t, β0),
pi(u) = lim
n→∞
n−1
n∑
i=1
mi∑
k=1
I(Xik ≥ u).
Hence, n−
1
2U 1(β0) = n
− 1
2
∑n
i=1
∑mi
k=1(ηik +ψik) + op(1) = n
− 1
2
∑n
i=1(ηi· +ψi·) + op(1),
where ηik =
∫ τ
0
{Zik(u)− e(β, u)}wik(u)dMik(β, u) and ψik =
∫∞
0
q(u)/pi(u)dM cik(u).
Therefore, n−
1
2U 1(β0) is a sum of n independent and identical random variables in the
limit. Applying the multivariate central limit theorem, we have n−
1
2U 1(β0)
D−→ a Gaus-
sian random variable with mean 0 and covariance matrix Σ = E{(ηi· +ψi·)⊗2}.
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