Real hamiltonian logarithm of a symplectic matrix  by Dieci, Luca
LINEAR ALGEBRA 
AND ITS 
APPLICATIONS 
ELSEVIER Linear Algebra nd its Applications 281 (1998) 227-246 
Real hamiltonian logarithm of a symplectic 
matrix 
Luca Dieci 2 
School of Mathematics, Georgia Institute of Technology, Atlanta GA 30312, USA 
Received l0 December 1997; accepted 9 March 1998 
Submitted by V. Mehrmann 
Abstract 
In this note we give sharp conditions under which a real symptectic matrix S has a 
real Hamiltonian logarithm, and explicitly construct a logarithm. In the classical work 
of Williamson, see (J. Williamson, Amer. J. Math. 61 (1939) 897-911), necessary and 
sufficient conditions were already given. Our contribution is to provide constructive ar- 
guments based on the canonical form of real symplectic matrices derived by Laub and 
Meyer (A.J. Laub and K.R. Meyer, J. Celestial mechanics, 9 (1974) 213-238). © 1998 
Elsevier Science Inc. All rights reserved. 
AMS classification: 15A24 
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1. Introduction 
Notation. By A(A) = {Ai(A), i = 1,.. .  ,n} we denote the spectrum of the ma- 
trix A E Rn×n; at times we write A,, to highlight the dimension of A. A matrix 
SER 2"×2n is symplectic if STES=E,  where E=[_OI  0] .  A matrix 
is equival ntl,, 
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Given a matrix A e R "×", we will call logarithm of A any matrix X such that 
e x = A. Assuming that a logarithm X exists, it is a simple verification that if 
V-~AV = T is any similarity transformation of A, then V-~XV is a logarithm 
of 7'. In particular, this applies to the Jordan form of A; as a consequence, 
by letting/~ e A(X), i  = 1,.. .  ,n, and 2~ 6 A(A), then e ~, = 2i. Now, if there 
exists a (piecewise analytic) function "log" for which/~ = log (2~), i = 1,. . . ,  n 
then the matrix X will be called a primary matrix function, otherwise it will be 
called non-primary. With this distinction, we will still nonetheless write 
X = log (A), even though X may be a non-primary function of A (i.e., the no- 
tation log is possibly not indicating a function on the spectrum of A). 
It is a well known fact that any invertible matrix A has a logarithm X. How- 
ever, X may be a complex matrix even if A is real. For practical and theoretical 
reasons, it is important to characterize under which conditions on A E 1~"×" we 
also have a real logarithm X. The following result is well known (e.g., see [1]). 
Theorem 1.1. Let A 6 R "×n be given. Then, there exists X 6 R "×" such that 
e x = A if and only ifA is invertible and has an even number of  Jordan blocks of 
each size relative to every negatit, e eigenvalue. IrA has any negative igenvalue, X 
cannot be a primary matrix function. 
Next, consider a Hamiltonian matrix H 6 I~ ~'''2". It is a well known fact 
from the theory of differential equations (e.g., see [2]) that e m is a symplectic 
matrix for all t E R. Recall that symplectic matrices are closed under multipli- 
cation, inversion and transposition, whereas Hamiltonian matrices are closed 
under matrix addition and transposition. Also, recall that a symplectic similar- 
ity transformation of a Hamiltonian matrix gives a Hamiltonian matrix. Con- 
sider now a symplectic matrix S E R ''~2". The question is whether or not S has 
a real Hamiltonian logarithm. 
In Section 2, first we give - or recall, if they are known - a number of results 
which will allow us to then prove Theorem 2.6, where sharp sufficient condi- 
tions under which a real symplectic matrix h~,s a Hamiltonian logarithm are 
given. This result is predated (by 60 years!) by work of Williamson, see [3], 
who obtained essentially the same conditions and argued that they were also 
necessary. However, our proof of sufficiency is different and more constructive 
than that of Williamson. For one thing, at the time of Williamson's work, re- 
suits like Theorem 1.1 were apparently not available, so he had to spend some 
time ensuring that a real logarithm existed in the first place. Moreover, he made 
use of the normal form of symplectic matrices he had previously derived in [4]. 
There, explicit formulas were only provided for low dimensional cases, and the 
general extension to higher dimension was not obvious. As a consequence, for 
the logarithm, especially in the interesting case of eigenvalue -1, explicit for- 
mulas are not easy to obtain from Williamson's work. In contrast, we utilize 
the explicit form of the canonical reduction of a real symplectic matrix as given 
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by Laub and Meyer in [5], who adopt a more constructive approach. Then, we 
make available xplicit formulas for the logarithm. These formulas are useful 
for testing computational procedures. 
2. Building a logarithm 
In essence, we build a logarithm by putting together logarithms of submatri- 
ces obtained by restricting S to its generalized eigenspaces. To this end, we need 
the canonical form of S. Recall that if/z is an eigenvalue of a symplectic matrix, 
then so are 1//~, ~ and 1/~. 
Williamson in [4], and then Laub and Meyer in [5], gave a complete classi- 
fication of the canonical form of a real symplectic matrix. The technique in [5] 
is more constructive, and this is the approach we follow. The following result 
summarizes the fundamental decomposition theorem. 
Fact 
T E [~2ax2n such that 
V ::: T- IST= [ A C B],  where A =diag(Ai,. . . ,Ap), 
B = diag(B~,... ,Bp), C = diag(C~,..., Cp),D = diag(D~, . . . .  Dp), 
2.1. Let S E ~2nx2n be symplectic. Then, there exists a symplectic 
and all matrices A~, B~, C~, Di are square of dimensions n~, nt + ... + n t, 
blocks 
(2.1) 
=n. The 
Ai Bi 
G Di] 
are canonical blocks, analogous to the usual Jordan blocks, whose particular form 
depends on the eigenvalues of S. Each of these canonical blocks is a symplectic 
matrix. The precise :[brm of these blocks relative to the different possibilities 
for eigenvalues of S can be obtained from [5]; in any case, each of these blocks 
is associated to one of these eigenvalues' types: 
• a pair of real reciprocal eigenvalues/~, I//u; 
• a quadruplet of complex conjugate igenvalues not on the unit circle (~ d: ifl) ~:l" 
• a pair of complex conjugate eigenvalues on the unit circle c+is,  
c 2+s  2=1,  s~O; 
• the eigenvalue I;
• the eigenvalue - I. 7q 
Remark 2.1. Without loss of generality, we assume that in the matrix V of 
Eq. (2.1), the diagonal blocks in /I,B, C,D relative to positive eigenvalues 
appear first, followed by those relative to complex conjugate eigenvalues, then 
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by those relative to the eigenvalues on the negative real axis different han -1, 
and then by those relative to -1. Such ordering can always be achieved by 
similarity transformations with symplectic permutations of the type 
[,.1 o] 
0 Pk,t' 
where Pk,t exchanges the k and 1 blocks in A,B, C,D. So, A in Eq. (2.1) is 
A = diag(Ai,... ,Av,A,.+l,... ,Ap) and the same for B, C,D, with the canonical 
blocks 
Ai Bi 
C~ D~ 
of V, i = v + 1,... ,p, being associated to negative igenvalues. 
Lemma 2.2. With the above notation, suppose that there exist 
L (i) = 
L(,"] 
L(,') 
real Hamiltonian logarithms of the symplectic matrices 
Di]' 
for i = 1,..., v, and 
LI L: 
L= L3 L4 
real Hamiltonian logarithm of the matrix 
"Av+! B,,+I 
Q 
Ap 
Cv+l D~,+I 
c~ 
Bp 
o, 
Let 
ILl L2] 
L:= L3 / ,4 '  
where/~t = diag(Lli)), for i = 1,..., v and ! = 1,2, 3, 4. Then, the matrix 
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L=[ LIL3 L4L~-]' where Lt=diag(Lt,Lt), l= 1,2,3,4 (2.2) 
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is a real Hamiltonian logarithm of  V, and hence TLT -! of  S. 
Proof. To show that eL= V consider the block permutation matrix 
P associated to the indexing [ l ,p+l ,2 ,p+2, . . . , v ,v+p,v+l , . . . ,p ,  
v + p +1, . . . ,  2p] (here, identity blocks in P are of the same dimensions as 
corresponding blocks of V). Then, it is obvious that e PLPT is a logarithm of the 
block diagonal matrix PVP T. To show that L is Hamiltonian, first observe that 
£TE + EL is of the form 
] [ diag(L~ ) ) diag(Lt4~)) ] -diag((L~°) x) diag((Llli)) x) + 
-diag((Lt4~)) "r  diag((L~)) x) -diag(Ll~ i)) -diag(L~ i)) 
and hence LTE + EL = 0 because the L (i) are Hamiltonian. A similar verifica- 
tion then gives that LTE + EL = O, since also L is Hamiltonian. U1 
Because of Lemma 2.2. we can restrict ourselves to finding real Hamiltonian 
logarithms of the form L and L. Now, to obtain L of the form described in 
Lemma 2.2, does not present conceptual difficulty. In fact, the matrices 
, i=  l , . . . , v ,  
Di 
are symplectic matrices with no negative igenvalues, and hence the L "1 can be 
taken real Hamiltonian logarithms as in [2]. Thus, we can concentrate on find- 
ing logarithms of the form L. To this end, we will use the specific structure of 
the canonical blocks relative to negat:ve igenvalues. 
Lemma 2.3. Let 
o,] 
be a canonical block of size 2k relative to a negative igenvalue p. 
(a) I f  p < 0, p # -1, then the canonical block is 
where 
0] 
j - r  ' 
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J ~.. 
0 
j -T  .._ 
"p 0 
| ". 
0 ". 
O 
p-!  
! . .  . , .  0 ~ 
• . .. . , hence 
. , 0 
0 l p 
_p -z  . . .  (--l)k+iO-k 
p " . 
0 . . .  0 p- i  
(b) I f  p =-1 ,  we can write the canonical block m one of  the fol lowhlg three 
forms: 
(i) diagonal: 
'o ,°?= 
(ii) block diagonal: 
0 K ~T ' 
where 
2 1 
o,,J 
(iii) block triangular: 
W K -T ' 
I o . . .  o~ 
• 0 
2 1 
I -2  . . .  ( - i )~+i2 
hence K - r=-  0 I ". . 
", "1 ~2 
0 . . .  0 I 
where K and K 'T are as #I (ii) and 
W ~ 
-2  
2 
(- I )k2 
21 2 
, • . 
(-1)~2 
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Proof. The statement for (a) as verbatim in [5] (see formula (10) there). The 
statements relative to cases (b) (ii) and (iii) can also be obtained from [5], by 
easily adapting to the case of eigenvalue - 1 the canonical forms relative to the 
eigenvalue 1 (in particular, see formulas (12) and (13) there). The case (b)-(i) is 
given for completeness, since we treat it differently from case (b)-(ii). [] 
We now consider the cases (a) and (b) of Lemma 2.3. Let us first realize in 
which sense the canonical blocks of which in Lemma 2.3 correspond to stan- 
dard Jordan blocks. In the sequel, we make use of the following result, which 
we recall for completeness (it is Theorem 6.2.25 in [1]). For notational conve- 
nience, we write Jordan blocks as lower triangular blocks, rather than in the 
more standard way as upper triangular blocks; clearly, these rewriting are 
equivalent• 
Lemma 2.4. Given it m x m Jordan block 
J 
2 0 0 
1 2 0 
0 1 2 
I I I 
I I 
I 
0 ... 0 ! 
O 
O 
q 
0 
2 
and a.1"unction f , (m - 1 ) t#nes d(ff'erentiable at 2. Then, the vahw ol'the pr#nao, 
matrix.limction f evahlated at J is given by 
. l ( j )  = 
.f(;O o o 
f ( ; . )  o 
I ". ~, 1"(;.) .r(;.) 
I I I 
I I 
' "' .r' , '"")(;) ;1 ( )  ~m- I ) ! J  " " " - 
0 
0 
. i(;.) 
Moreover, t.'/'.f'(),) # O, then the Jordan fin'nt o f f ( J )  is the single Jordan bh)ck 
J ( f (2)) ,  that is 
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"f(2) 
1 
0 
0 
0 0 . . .  0 
f(2) 0 
l f(,;~) ". . 
" ,  " ° " .  0 
... 0 1 f(2) 
With the notation of Lemma 2.3, quite clearly the canonical block in (a) cor- 
responds to two Jordan blocks, relative to p and l /p (we can view j - i  as the 
result of computing the function 1/p, and use Lemma 2.4). Of course, case (b)- 
(i) corresponds to 2k simple Jordan blocks. For cases (b)-(ii) and (b)-(iii), a lit- 
tle algebra gives 
Lemma 2.5. The real Jordan form of  the rn × m matrix 
g _._ 
l 0 . . .  
2 l ". 
2 ... 2 
O 
° 
is given t'y the s#tgh' Jor&m block 
- I  0 0 .. .  
I - I  0 
0 l - l  ". 
" ' .  • .  , 
0 ... 0 l 
n 
0 
0 
- l  
(2.3) 
As a consequence: 
• the canonical block #1 (b)-(ii) correspon& to two identical Jordan blocks J as in 
Eq. (2.3) of  size k; 
• the canonical block in (b)-(iii) corresponds to a tmique Jordan blocks J as in 
Eq. (2.3) of  size 2k. 
Proof. The claim about the Jordan form of K is verified upon looking at K as 
the function of J, K = p(J) and using Lemma 2.4. Here, p is the unique 
osculatory polynomial satisfying: p ( - l ) - - l ,  p ' ( - l )=-2 ,  f f ' ( - l )=  
-2.2! ,  . . . .  p("-t)( - l )  = -2 - (m-  l)!. Next, consider the block in (b)-(ii): 
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[o ° K -T ] " 
Take PI = diag(- l ,  1 , . . . , ( -1 )  k) and realize that P1K-Tp~ = K T, then apply 
the permutation P., = (k, k - 1, . . . ,  2, 1) to get P.,K TP., = K. Thus, with 
[' ] [ ] [ ] 0 p_~ K 0 K 0 Finally, consider the P= PIP,_ ' we get 0 K -'r P= 0 K " 
bl°ck in(b) ' ( i i i ) 'Wi th  samen°tat i °n 'wen°whavethat  -P - ' [  KW K -T0 1 
P = --K_,k, and hence it corresponds to J in Eq. (2.3) of size 2k. [] 
We are now ready to state Theorem 2.6. 
Theorem 2.6. Let a symplectic matrbc S E [~2nx2,: be given. 
1. Suppose -1 ~_ A(S). Then there exists a llamiltonian H E ~2,,~2,, such that 
e n = S if  and only if  S has an even number of canonical blocks of type (a) 
of each size relative to every negative igenvalue. 
2. Suppose now that -1 E A(S), and that relative to the other negatit, e eigem, al- 
ues the conditions in ( 1 ) are satisfied Then S has a real Hamiltonian logarithm 
if, relative to -1,  there are only blocks of type (b)-(i), blocks of  type (b)-(ii) 
with k odd, and an even number of blocks of each size of O,p, (b)-(iii) or 
(b)-(ii) with k even. 
Remark 2.2. In case S has no nega~'ve eigenvalue, the result can be found in [2] 
and in [6]. The difficulty in the case of negative igenvalues i that H cannot 
possibly be a primary matrix function (see Theorem 1.1 ). As a consequence, the 
techniques used in the above works cannot be used. In particular, the technique 
of [2] is based on a contour integral representation for piecewise analytic 
functions, which of course cannot be directly used. The technique of [6] is more 
algebraic, but essential use is nonetheless made of having a primary matrix 
function. The statement of Theorem 2.6 should be compared with Theorem 3 
in [3]. Despite differences in notation, the conditions appear to be the same. 
Williamson's result is truly remarkable, as it predates by almost 30 years the 
"simpler" Theorem 1.1. In fact, as far as we could determine, Theorem 1.1 was 
first proved by Culver in 1966, see [7]. 
Remark 2.3. Theorem 2.6 may appear surprising, since the assumptions needed 
are almost the same needed to guarantee the existence of a real logarithm of S, 
recall Theorem 1.1. In fact, with the exception of blocks of type (b)-(ii) with k 
even, the other assumptions amount to requiring an even number of Jordan 
blocks of each size for the negative eigenvalues (see Lemma 2.5 and the 
remarks after Lemma 2.4). However, the reduction to Jordan form of a matrix 
is not a symplectic similarity transformation, and thus the construction used to 
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infer the existence of a real logarithm of S, as in [1], does not deliver the 
existence of a real Hamiltonian logarithm, regardless of the case (b)-(ii). 
We prove Theorem 2.6 constructively, by putting together logarithms of ap- 
propriate canonical blocks for which we give explicit formulas. 
Lemma 2.7. With the notation of Lemma 2.3, let two canonical blocks of type (a), 
both of size 2k, relative to the same eigent'alue p < 0, be given. That is, we have 
the symplectic matrix 
S, I° 1 o 0 " 
Let 
[P ° 1 I 1= 0 P 
be the s),mtdecttc permutation matrix with P behlg the permutation matrix asso- 
ciated to the imfic,'s (1, k + 1,2, k + 2 . . . . .  k, 2k ). Then. Sp has the real Hamilto- 
nian logarithnl 
L,, 0 ] 
11, where  
0 -L  
0 0 . . .  0 
D 0 ... 0 
L.I D ... 0 
- I !  ±1 D 
• . . 2,':"~. p 
Io~ ( S,, ) = n r 
D 
!1 
I p 
L,, =~ 2,," 
( - l l  ~ 
~-zT-- /
and D = 
loglPl = ] 
-n  loglpl ' 
(2.4) 
Proof. We begin by noticing that if 
0 
then 
pre.t.i;p=[d -T 0 ) 
0 d - r  " 
That log(S,,) in Eq. (2.4) is Hamiltonian is evident. Now, we have 
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P j 
where 
eL,, = P 
with 
"pl 0 0 0 .. .  0 
I pl 0 0 . . .  0 
0 I pl 0 .. .  0 
• • , . 
0 .. .  0 I pl 0 
0 . . .  0 0 I p l  
all identity blocks are 2 × 2, and it is simple 
[o 01 J p r  using Lemma 2.4 and the fact that 
V_ ,DV=[ in+log lP l  0 ] 
0 in + log Ipl 
to 
,E ,l] 
V=loglp---~l i - i  " 
verify that 
Remark 2.4. There are infinitely many choices for a real logarithm of the block 
0 p ' 
since we can replace r~ in Eq. (2.4) by (2m + l)n,m = 0.+1,-t-2 . . . .  This same 
remark applies later on as well. 
Next we consider the case (b)-(i), and then the cases (b)-(ii) and (b)-(iii). 
Lemma 2.8. ConsMer the synudectic matrLx 
Hamiltonian logarithm given b.l' 
E L = , where Z = -X  0 
0 
0 
0 
TC 
--I2k. Then -hk  has a real 
0 0 rc 
0 n 0 
. ° •  . ° °  ° ° •  ° ° °  
n 0 ...  0 
0 0 ...  0 
E [~k,k (2.5) 
Proof. That the matrix in Eq. (2.5) is Hamiltonian is evident. That it gives a 
logarithm is appreciated upon using the permutation (k,k + l , k -  1. 
k + 2 , . . . ,  1,2k) to obtain e L = - I .  71 
Remark 2.5. Of course, the choice in Eq. (2.5) is by no means the only possible 
one. Besides the usual freedom in replacing ~ by an odd multiple of g, at times 
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some rewritings of Eq. (2.5) are more insightful. For  example, for k even, it is 
perhaps more intuitive to give a logarithm as 
diag(D,...,D), with D=[ 0 n] 
k t imes 
whereas for k odd it will turn out to be useful to consider as a logarithm 
0 S]  where_r = 
L= --Y" 0 ' 
0 . . .  0 0 n 
0 . . .  0 -n  0 
. . • • . • . , . • , • . . .  
0 -n  0 . . .  0 
_n  0 0 . . .  0 
E I~ k×k. (2.6) 
Lemma 2.9. ConsMer the matr ix K E •k×k o f  case (b)-(ii) (see Lemma 2.3): 
g 
- I  0 . . .  0 
-2  -1 '. . 
• ", *e 0 
-2  . . .  -2  - i  
Then, it has the (comph, x) h~garitlun 
C .= log(K)= 
in 0 . . .  
2 in 0 . . .  
0 2 in 0 . . .  
0 2 in 0 
0 : 3 0 2 in 
2 0 3 0 2 
0 ~ 0 - 0 5 3 
o ~ o 3 
" = 0 k - I  " ' "  7 
, . ,  
in 0 . . .  
2 in 0 . . .  
0 2 in 0 . . .  
• . ,  . , .  . . ,  . . .  . , .  
0 ~ 0 2 in 3 
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i f  k even, 
C := log(K) = 
ix 0 . . .  
2 in 0 . . .  
0 2 in 0 . . .  
0 2 i~ 0 
0 2 0 2 i~ 
3 
0 ~ 0 2 
• ° .  ° . ,  * * .  o . .  , , °  
2 0 2 0 
2 0 . 
0 k -2  "" 
. . ° 
0 
ix 
3 
0 
° ° . 
0 
. ° ° 
2 
0 
. ° °  
in 
2 
i f k odd. 
° • ° 
0 
(2.7) 
Proof. Let N: = C-  ird, so that eC=-e  N. Let 
G := I I 0 . . .  1 2 ! 0 . . .  . , ,  * * *  , , .  . . ,  ° . o  2 2 . 2 1 
We now show that G has a logarithm given by N, so that e x - G. and the result 
will follow. Since all eigenvalues of G are equal to I, a logarithm for it can be 
obtained from the series 
log(G)=2~ 2j + l (G-  I)(G + I) -t 2i+! 
which converges for all matrices G with eigenvalues with positive real parts 
(e.g., see [8]). Now, observe that 
(G- / ) (G+I ) - '  
I 
0 0 . . .  
1 0 0 . . .  
* * *  ° * *  * * *  , ° ,  
1 1 1 1 
, . ° 
0 I 
I 0 . . .  
1 1 0 
° ° ,  , ° .  ° ° °  
1 l l 
, ° °  ° ° ,  
l 1 
I 
- --" F ,  
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where F is the (forward shift) matrix 
° ° °  
1 0 . , ,  
0 1 0 
0 . . .  0 
. . •  . o o  
1 0 
Therefore, since F k+j = 0, j  = 0, 1, . . . .  and F j is just the matrix of all 0's except 
the jth subdiagonal of i's, we have that the above series for log(G) gives 
[k/2]- I 1 
l og (G)=2 Z 2 j+ l  
/=0 
F2J +1 
which is N. 
Next, consider the case of two blocks of type (b)-(ii). 
Lemma 2.10. ConsMer two canonical blocks of O'pe (b)-(ii) as #1 Lemma 2.3, 
each of si=e 2k. That is, we have the symplectic matrix 
I K 0 0 1 
with K E ~.k. ?Twn, thLs matrix ha.s" the real Hamiltonian logarithm 
L := 
pr 0 0 
o [o" o 
where P is the 
R ...... 
permutation assockaed to the indices [l,k + 1,2,k + 2 .... k,2k] 
O 0 • • • 
21 D 0 , . .  
0 21 D 0 ... 
711 0 2/ D 0 
0 ] /  0 21 D 
~-/ 0 21 3 0 2I 
~/  .. 21 • ~ 0 ~1 
, , °  
D 0 
. ° °  . . .  
0 21 
~°.  
D 
(l" k even 
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and 
R __ .  
O . _ . .  
D 0 .. .  ] 
d 21 D 0 .. .  0 2I D 0 ... 
~I 0 21 D 0 . . .  
I 
,, • • • • • = ,, • • • • ,, • • • • • . . ,, " " " /  
k~221 0 ... ~I 0 21 D 0 J 0 k_~-'zl 0 . . . -~ I  0 21 D 
i f  k odd, 
0 re]. 
--~z 0 
(2.9) 
Proof. That L is Hamiltonian is evident, since 
is symplectic. To show that it is a logarithm, it suffices to show that R is a log- 
arithm of 
P K 0 ]07. 
0 KJ 
But this follows at once from Lemma 2.9, using C there to obtain 
C 0 lPr 
P 0 C 
and then replacing the diagonal blocks 
in 0 
0 in] 
by D. !-1 
Next, consider a block of type (b)-(ii) of size 2k with k odd. 
Lemma 2.11. Consider a block of  size 2k of  type (b)-(ii), with k odd, 
U ""- 
0] 
g__ T 
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with K given in Lemma 2.3. Then, U has a real Hamiltonian logarithm given by [,o o] [o 
L:= 0 -L r + -~Y 0 ' 
where Lz is the logarithm of  G given in the proof of  Lemma 2.9, and ~ is given in 
Eq. (2.6). 
Proof. Clearly, the matrix L in Eq. (2.10) is Hamiitonian. Observe that 
[G o] 
U=--/2k 0 G -r ' 
[Lo o] E o] 0 -L r is a Hamiltonian logarithm of G 0 G -r ' 
and 
0 2:] is Hamiltonian logarithm of hk. 
1 
a 
-2~ 0 
Moreover, it is simple to verify that these two logarithms commute. To com- 
plete the proof, it is enough to recall that if two matrices A, B commute, 
AB = BA, then e :+s = Ce a. D 
Next, consider blocks of type (b)-(iii). 
Lemma 2.12. With the notation of  Lemma 2.3, let two canonical blocks of type 
(b)-(iii), each of  size 2k, be given. That is, we have the symplectic matrix 
It ° 1 
o o] [o ° o] 
W 0 r 
0 W] [K- 0 
0 K-r l  
with K, W E R k×k. Then, this' matrix has the real Hamiltonian logarithm 
o][; o o] 12,,, 
L = pr _R r p , 
where P and R are as in Lemma 2.10, and X is the symmetric matrix (all blocks 
are 2 × 2) 
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X .__ 
-2k2-~_11 0 2 1 0 2 1 0 
2k-3 2k-5 • • • 
22_31 0 2 I 0 2 2k-:5 " .  k+i I
• 2k'~_31 0 21  0 21  0 
2k-5  2k -7  " " " 
• - • - . .  • • • • . .  o , , . ,  . . .  ° . .  
0 k2_i I 0 2 1 0 21 
k-3  " ' "  
i f  k even, 
"-2k2-~7_~I 
X = 
0 2 1 0 0 -21  
2k-3  " " " 
0 2 1 0 -L-21 21 0 2k-3 2k-S "'" 
, . • • • . . . . , , , . ,  . . . . . .  , . .  
-21  0 2 1 0 0 -21 
k-2  " ' "  
21 0 
k+!  
0 21 
k- i  
21 0 
k- !  
• o .  0 . .  
0 21 
, i f kodd .  
(2.12) 
Proof. Clearly L is Hamiltonian. To show that it is a logarithm, with X as 
given, realize that 
"I 0 0 0 
0 0 (e, e2) -~ 0 
0 I 0 0 
o o o (P,P,)-' o] 
R2k 
X 
0 
R-r 
" I  ]o 
0 
0 
0 0 0 
o (e, P.,) o 
I 0 0 
0 0 (P, P2) 
is a logarithm of 
0 K2k'  
where/'! and P2 are defined in the proof of Lemma 2.5. 
(2.13) 
Proof of Theorem 2.6. With the notation of Lemma 2.2, recall that we needed 
to find 
Li L2] 
L-- /~3 L4 
real Hamilton,an logarithm of 
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"Av+! Bv+l 
I i 
• Q 
• Q 
Ap 
C,.+ i D,.. 1 
Q g 
I m 
Q Q 
c. o. 
Without loss of generality, we can assume that in V, after an even number of 
blocks of each size of type (a), there appear first those relative to -1 of type (b)- 
(i), then those of type (b)-(ii) of each size, and finally an even number of each 
size of type (b)-(iii). (This we can assume, by the same reasoning as in Remark 
2.1). Then, we group these blocks by pairing those of type (a), those of type (b)- 
(iii), and those of type (b)-(ii), possibly leaving one block of type (b)-(ii) with k 
odd alone (if we have an odd number of blocks of same size of type (b)-(ii) with 
k odd). Now we use Lemmata 2.7, 2.8, 2.10, 2.11 and 2.12, to obtain the logs of 
each of these groups, and hence we obtain L by stacking together these loga- 
rithms in the same way as the canonical blocks appeared. Since all logarithms 
obtained from the above Lemmata re Hamiltonian, so is L, by a similar argu- 
ment to that used in Lemma 2.2. !-1 
As noticed in Remark 2.3, the assumptions we have for Theorem 2.6 are al- 
most the same as those of Theorem 1.1. It is natural to ask whether in Theorem 
2.6 one could weaken the assumption relative to blocks of type (b)-(ii), to that 
of any number of blocks of this type also for k even. Now, we already know 
from Williamson's arguments ([3]) that we cannot weaken the assumptions 
of Theorem 2.6. Still, in line with our constructive approach, here we show that 
the conditions are sharp by means of an example. To be precise, we show that, 
in case k = 2, a block of type (b)-(ii) does not have a Hamiltonian logarithm. 
To do this, we will use the following result, a proof of which can be found 
in [9], Theorem 2, p. 69. 
Lemma 2.13. Let U E R 2k×2k be a sympleetic matrix with all eigenvalues equal to 
-1. Then U has a real Hamiltonian Iogal'ithm i]" and only if it has a real 
symplectic square root. 
Consider now 
U .._ I 
- I  0 0 0 
-1 -1 0 0 
0 0 -1  1 
0 0 0 -1 
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which is a block of type (b)-(ii) of size 4; to be precise, U is obtained after a 
symplectic transformation: 
U _._. 
0]E ° 0j[  0] 
0 V -r  K - r  0 V r '  
with [2 0] 
V= 0 1 " 
We want to show that U has no real symplectic square root. To this end, we 
computed all possible real square roots of U These are given by the four 
parameters family 
u l /2  _ .  
-a  0 0 ,,--~ n 
C 
a 2 "~ 
b ma + ! ~ - .ahc~-a 'd+ccd  
¢. c.2 
d -c  a b 
. c  0 0 a 
(2.14) 
where a, b, c, d real and c g: 0. It is now immediate to verify that for no choice 
of these parameters we can obtain (U~/2)rEU~/2 = E, and so Theorem 2.6 is 
sharp. 
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