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Rademacher’s conjecture and expansions at roots of unity of
products generating restricted partitions
Cormac O’Sullivan
Abstract
The generating function for restricted partitions is a finite product with a Laurent expansion at each
root of unity. The question of the behavior of these Laurent coefficients as the size of the product increases
goes back to Rademacher and his work on partitions. Building on the methods of Drmota, Gerhold and
previous results of the author, we complete this description and give the full asymptotic expansion of each
coefficient at every root of unity. These techniques are also shown to give the asymptotics of Sylvester
waves.
1 Introduction
1.1 Restricted partitions
Set (q)N := (1 − q)(1 − q2) · · · (1 − qN ). Then 1/(q)N is a meromorphic function of q ∈ C with the
well-known expansion about zero
1
(q)N
=
∞∑
n=0
pN (n) · qn (|q| < 1), (1.1)
where pN (n) indicates the number of partitions of n, restricted to have at most N parts. The identity
(1/q)N = (−1)Nq−N(N+1)/2(q)N , (1.2)
also implies the expansion at infinity
1
(q)N
= (−1)N
∞∑
n=0
pN (n) · (1/q)n+N(N+1)/2 (|q| > 1). (1.3)
Since (1.1) and (1.3) both diverge when |q| = 1, it is natural to also consider the expansions of 1/(q)N
in neighborhoods of roots of unity. The Laurent expansion about ξ, a primitive kth root of unity, may be
written as
1
(q)N
=
∞∑
m=−⌊N/k⌋
Am(ξ,N) · (q − ξ)m. (1.4)
For example, when ξ = 1 and N = 3 the sequence of coefficients begins
{Am(1, 3)}m>−3 = {−1/6, 1/4, −17/72, 25/144, −91/864, . . . }.
Later we will see the formula
Am(1, N) =
(−1)N
N !
∑
j0+j1+j2+···+jN=N+m
B
(m+2)
j1
Bj2 · · ·BjN
1j12j2 · · ·N jN
j0!j1!j2! · · · jN ! (1.5)
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as in Proposition 5.1, where the notationBn in (1.5) indicates the nth Bernoulli number, andB
(α)
n its Norlund
polynomial generalization with power series(
z
ez − 1
)α
=
∞∑
n=0
B(α)n
zn
n!
(|z| < 2π), (1.6)
so that Bn = B
(1)
n . See (5.3) for a formula for B
(α)
n .
We show in Section 5 that, in general, the coefficients Am(ξ,N) are in the field Q(ξ). For fixed m and
ξ, our main goal is to understand the asymptotic behavior of Am(ξ,N) as N →∞.
1.2 Unrestricted partitions and Rademacher’s conjecture
For q ∈ C we let
1/(q)∞ := lim
N→∞
1/(q)N .
This limit only exists for |q| 6= 1, converging to two different holomorphic functions, as in [Rad73, p. 301]:
1
(q)∞
=
{∑∞
n=0 p(n) · qn if |q| < 1,
0 if |q| > 1. (1.7)
The notation p(n) denotes the number of unrestricted partitions of n. Therefore (1.7) extends (1.1) and
(1.3) to the N = ∞ case. It would seem unlikely that the expansions at roots of unity, (1.4), could be
similarly extended. However, Rademacher succeeded in showing that the principal parts of (1.4) do indeed
have natural analogs when N =∞.
To describe this we first recall Rademacher’s famous convergent series for the partitions from [Rad37]
in the form given in [Rad73, (128.1)]:
p(n) =
π5/2
12
√
3
∞∑
k=1
Ak(n)
k5/2
L3/2
(( π
12k
)2
(24n − 1)
)
. (1.8)
The notation means
Ak(n) :=
∑
06h<k
(h,k)=1
ωhk · e−2πihn/k, L3/2(y) := y−3/4I3/2(2
√
y)
where ωhk is a certain root of unity associated to the multiplier system of the Dedekind eta function and
I3/2 the usual I-Bessel function. Rademacher then inserted (1.8) into (1.7) (he was already investigating this
possibility in the 1937 paper [Rad37]), and after dexterous manipulations obtained the remarkable expansion
1
(q)∞
=
∑
06h<k
(h,k)=1
∞∑
ℓ=1
Chkℓ(∞)
(q − e2πih/k)ℓ (|q| < 1) (1.9)
with Rademacher’s coefficients given by
Chkℓ(∞) := − 1
12
√
3
(π
k
)5/2
ωhk · e2πihℓ/k ·∆ℓ−1α L3/2
(
− π
2
6k2
(α+ 1)
)∣∣∣∣
α=1/24
.
Here∆ℓ−1α is indicating ℓ−1 applications of the difference operator which acts on any function as∆αf(α) :=
f(α+ 1)− f(α). For example
C011(∞) = − 6
25
− 12
√
3
125π
, C121(∞) =
√
3− 3
25
+
12(
√
3 + 3)
125π
.
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Now (1.9) invites a comparison with the partial fraction decomposition
1
(q)N
=
∑
06h<k6N
(h,k)=1
⌊N/k⌋∑
ℓ=1
Chkℓ(N)
(q − e2πih/k)ℓ (1.10)
which is built out of all the principal parts of (1.4) with
Chkℓ(N) := A−ℓ(e
2πih/k, N).
Perhaps inspired by the fact that limN→∞ pN (n) = p(n), Rademacher conjectured in [Rad73, p. 302] that
limN→∞Chkℓ(N) = Chkℓ(∞). A sequence of papers, including for example [And03, SZ13, O’S15], exam-
ined this issue. Finally, independently and with different methods, Rademacher’s conjecture was disproved
in [DG14] and [O’S16a, O’S16b]. The problem is illustrated in Figure 1 where it may be seen that C014(N)
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Figure 1: C014(N) = A−4(1, N) for 1 6 N 6 200
is getting very close to C014(∞) ≈ 0.03216 for N up to about 100. After that, though, the values diverge.
Drmota and Gerhold in [DG14] succeeded in giving the main term of the asymptotics of C01ℓ(N) as
N →∞. On the other hand, the complete asymptotic expansion of an average of Rademacher’s coefficients
Chkℓ(N) was given by the author in [O’S16a, O’S16b]. In this paper it is shown that combining these two
approaches with some further analysis allows us to give the complete asymptotic expansion of each Chkℓ(N)
as N → ∞. The result is that Chkℓ(N) always eventually oscillates like a sine wave in N with period
approximately 31.963k and exponentially growing amplitude. An interesting number w0 ≈ 0.916 − 0.182i
is controlling all this behavior; it is a zero of the analytically continued dilogarithm Li2(w) as described in
Section 3.1.
The observation that Chkℓ(N) gets very close to Chkℓ(∞) for relatively small N , with this agreement
seeming to improve as ℓ increases, deserves an explanation. See also [SZ13, Sect. 4] and [O’S15, Table 2].
We hope to return to this issue in a future work.
1.3 Main results
For the above dilogarithm zero w0, set z0 := 2πi+log(1−w0) ≈ −1.606+7.423i. This is the saddle-point
that appears in the analysis. Since our results are valid for every coefficient, not just those in the principal
part, we state them using the notation Am(ξ,N) from (1.4). The simplest case looks at the expansion about
ξ = 1:
Theorem 1.1. Fixm ∈ Z. For all N ∈ Z>1 we have
Am(1, N) = Re
[
w−N0
N1−m
(
cm,0 +
cm,1
N
+ · · ·+ cm,r−1
N r−1
)]
+O
( |w0|−N
N r+1−m
)
(1.11)
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with an implied constant1 depending only onm and the positive integer r. The main term has
cm,0 = −1/(πi · zm0 · ez0/2),
and in general the numbers cm,j are given by the formula (3.33).
Note that
Re
[
c · w−N0
]
= |c|eUN sin(V N + arg(ic))
for
U := − log |w0| ≈ 0.0680762, V := arg(1/w0) ≈ 0.196576, (1.12)
demonstrating the oscillating and exponentially increasing behavior of Am(1, N). This behavior first ap-
peared in 2011, in the extensive computations of Sills and Zeilberger [SZ13]. Theorem 1.1 in the case
m = −1 and r = 1 was Conjecture 6.2 of [O’S15] (published online by the journal in 2012). Theorem
1.1 for negative m and r = 1, with a slightly weaker error term, was proved by Drmota and Gerhold as the
main result of [DG14]. The full Theorem 1.1 (at least for m negative), with the same coefficients cm,j , was
Conjecture 1.5 of [O’S16a]. Table 1 compares the theorem for m = −1, N = 2500 and different values of
r, with the actual value of Am(1, N) computed using (5.7). All decimals are correct to the accuracy shown.
r Theorem 1.1
1 3.84650116057434743 × 1067
3 3.83861839292505665 × 1067
5 3.83861799336810779 × 1067
7 3.83861799348650473 × 1067
3.83861799348646318 × 1067 A−1(1, 2500)
Table 1: The approximations of Theorem 1.1 to A−1(1, 2500).
The next simplest case treats the expansion coefficients in (1.4) about ξ = −1.
Theorem 1.2. Fixm ∈ Z. Let N2 denote the residue class of N mod 2. Then for all N ∈ Z>1 we have
Am(−1, N) = Re
[
w
−N/2
0
N1−m
(
dm,0(N2) +
dm,1(N2)
N
+ · · ·+ dm,r−1(N2)
N r−1
)]
+O
(
|w0|−N/2
N r+1−m
)
(1.13)
with an implied constant depending only onm and the positive integer r. The main term has
dm,0(N2) = −
√
2
πi
(−2
z0
)m
e−z0/2
(
1 + (−1)N2ez0/2
)1/2
and in general the numbers dm,j(N2) are given by twice (4.32) with ρ = −1 and k = 2.
Cases of Theorem 1.2 were given in Conjecture 6.3 of [O’S15] and Conjecture 6.4 of [O’S16a]. With
(1.13) we see that the values Am(−1, N) are roughly
√
Am(1, N) in size and behave slightly differently
depending on whether N is odd or even. For the following general result, set Nk to be N mod k with
0 6 Nk 6 k − 1.
Theorem 1.3. Fixm ∈ Z and ξ a primitive kth root of unity. Then for all N ∈ Z>1 we have
Am(ξ,N)
Nm−1
= w
−N/k
0
r−1∑
j=0
em,j(ξ,Nk)
N j
+ w
−N/k
0
r−1∑
j=0
em,j(ξ,Nk)
N j
+O
(
|w0|−N/k
N r
)
(1.14)
1For functions f and g we use the big O notation f = O(g), or equivalently f ≪ g, to indicate that there exists an implied
constant C so that |f | 6 C · g for all values of the given variables in specified ranges.
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for an implied constant depending only on k, m and the positive integer r. For ρ = ξ or ξ, the numbers
em,j(ρ,Nk) are given in (4.32) with the first being
em,0(ρ,Nk) =
−z0
2πiez0/2
(w0/k)
1/2
(1− ez0/k)1/2 ×
k−1∏
j=1
(
1− ρ−jez0/k
1− ρ−j
)j/k−1/2
× ρ−m(z0/k)−m−1 × wNk/k0
Nk∏
j=1
(
1− ρjez0/k
)−1
. (1.15)
Theorems 1.1 and 1.2 are the specializations of Theorem 1.3 to the cases k = 1, ξ = 1 and k = 2,
ξ = −1 respectively. Note that empty products are always taken to mean 1. Table 2 gives an example of the
r Theorem 1.3
1 −1.659865606172377 × 1014 + 8.051322074007782 × 1014i
3 −1.729381228591672 × 1014 + 7.893645244567389 × 1014i
5 −1.729346649041497 × 1014 + 7.893754752690905 × 1014i
7 −1.729346669809078 × 1014 + 7.893754594513810 × 1014i
−1.729346669988476 × 1014 + 7.893754594541664 × 1014i A−2(e2πi/3, 2500)
Table 2: The approximations of Theorem 1.3 to A−2(e
2πi/3, 2500).
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Figure 2: Re(A−2(i,N)) ∗N3|w0|N/4 for 750 6 N 6 1150
asymptotics of Theorem 1.3, showing the increasing accuracy for larger r. Figure 2 compares the real part
of A−2(i,N) (shown as dots) with the real part of the main term (r = 1) of Theorem 1.3. We have divided
by the increasing factor so that the main term of the theorem corresponds to four sine waves, depending on
N mod 4. The figure shows excellent agreement after about N = 1000.
Without much alteration, our techniques also give the asymptotics of Sylvester waves. Recall that Cayley
and Sylvester expressed the restricted partition function pN (n) in terms of polynomials. In Sylvester’s
formulation
pN (n) =
N∑
k=1
Wk(N,n) (1.16)
where each wave Wk(N,n) is a polynomial in n with rational coefficients and degree at most ⌊N/k⌋ − 1.
Note that k polynomials are needed to represent Wk(N,n), depending on the residue class of n mod k. For
example, if n ≡ 0 mod 60 then
p5(n) =
W1(5,n)︷ ︸︸ ︷
30n4 + 900n3 + 9300n2 + 38250n + 50651
86400
+
W2(5,n)︷ ︸︸ ︷
2n+ 15
128
+
W3(5,n)︷︸︸︷
2
27
+
W4(5,n)︷︸︸︷
1
16
+
W5(5,n)︷︸︸︷
4
25
.
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Sylvester’s Theorem gives the formula
Wk(N,n) = −
∑
ξ
ξ−nRes
z=0
e−nz
(ξez)N
(1.17)
with the sum over all primitive kth roots of unity ξ. See for example [Dic66, pp. 119-135] for the history of
this result. Note that (1.17) makes sense for all n ∈ C; we allow n ∈ Z below.
If N is fixed, then we will have pN (n) ∼ W1(N,n) as n → ∞. However, if N → ∞ and n grows at
most linearly with N , then the first wave W1(N,n) exhibits similar oscillating behaviour to Am(1, N) and
diverges from pN (n). This is seen in the next result, giving the asymptotics of all waves in this regime.
Theorem 1.4. Fix k ∈ Z>1 and λ′ ∈ R>0. Then for all N ∈ Z>1 and n ∈ Z such that λ := n/N satisfies
|λ| 6 λ′, we have
Wk(N,n) = Re
[
w
−N/k
0
r−1∑
j=0
aλ,j(Nk, nk)
N j+2
]
+O
(
|w0|−N/k
N r+2
)
(1.18)
where Nk ≡ N mod k and nk ≡ n mod k. The numbers aλ,j(Nk, nk) are given explicitly in (6.6). The
implied constant depends only on r ∈ Z>1, λ′ and k.
In particular, the asymptotic expansion of the first wave is given by
W1(N,λN) = Re
[
w−N0
r−1∑
j=0
aλ,j(0, 0)
N j+2
]
+O
( |w0|−N
N r+2
)
with first coefficient aλ,0(0, 0) = z0e
−z0(λ+1/2)/(πi) as seen in (6.7). This confirms Conjecture 9.1 of
[O’S18]. The asymptotic expansion of the second wave is given by Theorem 1.4 when k = 2, showing that
Conjecture 9.2 of [O’S18] is almost correct; the power (−1)N there should be (−1)λN . Table 3 gives an
example of the theorem for the asymptotics of the third wave with λ = 1.
r Theorem 1.4
1 2.1243578451143945 × 1032
3 2.2582305404772980 × 1032
5 2.2581936490316896 × 1032
7 2.2581936758669504 × 1032
2.2581936758249785 × 1032 W3(4001, 4001)
Table 3: The approximations of Theorem 1.4 toW3(4001, 4001).
Also with λ = 1, Figure 3 compares W1(n, n) with the first term of its asymptotic expansion, that is
the real part of z0e
−3z0/2w−n0 /(πin
2). In fact, W1(n, n) closely matches p(n) for small n and undergoes a
kind of phase transition at about n = 1480. For better visibility the figure displays the logs of the absolute
values of these quantities. The values ofW1(n, n) are shown as dots, sampled for n ≡ 0 mod 8. See Table 2
and Section 8.2 of [O’S18] for further discussion of these comparisons. The second waveW2(n, n) exhibits
similar behavior, staying close to a positive increasing function (that is approximately p(n)1/2/n2/3) until
about n = 1600 and after that following the expected oscillating asymptotics of Theorem 1.4. As with
Chkℓ(N), the interesting behaviour ofWk(N,λN) for small N requires further investigation.
In this paper we focus on the product 1/(q)N . As (q)N and its q-Pochhammer variants are fundamental
objects in q-series, we expect our techniques to be widely applicable to similar products, and series contain-
ing these products. For example, interesting evaluations near roots of unity have already been made for the
following q-series: quantum modular forms and Kashaev invariants of knots [Zag01, Hik03], Nahm sums
[Zag07, GZ18], mock theta functions [FOR13], and q-binomial coefficients [Zud19].
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Figure 3: A ‘phase transition’ for the first waveW1(n, n) at n ≈ 1480
1.4 Methods of proof
Let ξ be a primitive kth root of unity. Then by Cauchy’s theorem
Am(ξ,N) = Res
q=ξ
1
(q − ξ)m+1(q)N =
1
2πi
∫
C
1
(q − ξ)m+1(q)N dq
where the closed path of integration C has a positive orientation, encircling ξ and no otherN th or lower roots
of unity. With the change of variables q = ξe2πiτ/N we obtain
Am(ξ,N) =
1
N
∫
C′
ξ−me2πiτ/N
(e2πiτ/N − 1)m+1(ξe2πiτ/N )N
dτ (1.19)
with C′ enclosing 0 and no other poles of 1/(ξe2πiτ/N )N . If ξ = e2πih/k then these poles occur at
τ = −Nh
k
+
Na
b
for 1 6 b 6 N, a ∈ Z.
If there is a pole at τ ′ 6= 0 then
|τ ′| =
∣∣∣∣−Nhk + Nab
∣∣∣∣ = N | − bh+ ak|kb > Nkb > 1k
and so C′ may be any circle centered at 0 with radius less than 1/k.
To reduce the notation, a final change of variables replaces 2πiτ by z. Therefore
Am(ξ,N) =
1
N
∫
D
ξ−mez/N
2πi(ez/N − 1)m+1(ξez/N )N
dz (1.20)
for D a circle of radius less than 2π/k. Label the integrand in (1.20) as Qm(z; ξ,N) and let D′ be the top
half of D, with imaginary part > 0. Then Qm(z; ξ,N) = −Qm(z; ξ,N) implies that
Am(ξ,N) =
1
N
∫
D′
Qm(z; ξ,N) dz +
1
N
∫
D′
Qm(z; ξ,N) dz. (1.21)
This expression for Am(ξ,N) as a contour integral is our starting point. We will extend the methods of
Drmota and Gerhold to write the integrands essentially in the form
eN ·p(z)
(
γ0(z) +
γ1(z)
N
+
γ2(z)
N2
+ · · ·+ γd(z)
Nd
)
with p(z) involving the dilogarithm. This allows us to use the saddle-point method, in the precise form
established by Perron, to achieve the desired asymptotics.
The following basic result, which will be needed in these arguments, is recorded here.
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Proposition 1.5. Suppose f(z) is holomorphic for |z| < R, equalling∑∞n=0 anzn in this disk. Then for an
implied constant depending only onM ∈ Z>0, f and R
f(z) =
M−1∑
n=0
anz
n +O(|z|M ) for |z| 6 R/2.
Proof. Suppose |z| 6 R/2. By Taylor’s Theorem, as in for example [Ahl78, pp. 125-126], we have
f(z)−
M−1∑
n=0
anz
n =
zM
2πi
∫
|w|=3R/4
f(w)
wM (w − z) dw. (1.22)
Let C = max |f(w)| for w on the positively oriented circle of integration |w| = 3R/4. Also note that
|w − z| > R/4. Then the absolute value of the right side of (1.22) is 6 3C(4/(3R))M |z|M .
2 Estimating 1/(ez/N)N
For the simplest case of ξ = 1, we obtain from (1.21)
Am(1, N) =
2
N
Re
[ ∫
D′
ez/N
2πi(ez/N − 1)m+1(ez/N )N
dz
]
(2.1)
for D′ the top half of a circle of radius less than 2π and centered at 0. We will concentrate on this case first.
The methods in this section follow the ideas in [DG14, Sect. 2], with improvements that allow us to obtain
the complete asymptotic expansion of 1/(ez/N )N as N →∞.
The polylogarithm of order s ∈ C is initially defined as
Lis(z) :=
∞∑
n=1
zn
ns
(|z| < 1). (2.2)
Clearly (2.2) also makes sense for |z| 6 1 when Re(s) > 1. The polylogarithm of order 2 is called the
dilogarithm. Let δi,j denote the Kronecker delta function and set
p(z) :=
Li2(e
z)− Li2(1)
z
, fℓ(z) := δ1,ℓ
z
24
+
Bℓ+1
(ℓ+ 1)!
zℓ Li1−ℓ(e
z) (ℓ ∈ Z>1). (2.3)
Theorem 2.1. Suppose N > 1. For all z ∈ C with Re(z) 6 −δ < 0 and |z| 6 C we have
1
(ez/N )N
=
( −z
2πN(1 − ez)
)1/2
exp
(
N · p(z) +
L−1∑
ℓ=1
fℓ(z)
N ℓ
+O
(
N−L
))
for an implied constant depending only on L ∈ Z>1, δ and C .
Proof. Beginning with
log
(
1/(ez/N )N
)
= − log
N∏
j=1
(1 − ejz/N ) = −
N∑
j=1
log(1− ejz/N ),
it is clear that for Re(z) < 0
log
(
1/(ez/N )N
)
=
N∑
j=1
∞∑
r=1
ejrz/N
r
=
∞∑
r=1
1
r
N∑
j=1
ejrz/N
=
∞∑
r=1
1
r(e−rz/N − 1) −
∞∑
r=1
erz
r(e−rz/N − 1) . (2.4)
Label the first series in (2.4) as Φ(−z,N) and the second as χ(−z,N). In this notation
1/(ez/N )N = exp(Φ(−z,N)− χ(−z,N)). (2.5)
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Proposition 2.2. If Re(z) < 0, N > 1 and c > 1 then, for an implied constant depending only on c,
Φ(−z,N) = −π
2N
6z
+
z
24N
+
1
2
log
( −z
2πN
)
+O
( |z|c
N c
)
.
Proof. We wish to estimate
Φ(z, t) =
∞∑
r=1
1
r(erz/t − 1) for x = Re(z) > 0, t > 0.
Then
∞∑
r=1
1
r|erz/t − 1| 6
∞∑
r=1
1
r(erx/t − 1)
and with
u
eu − 1 6 1 for u > 0,
1
eu − 1 6 2e
−u for u > 1 (2.6)
we find
Φ(z, t)≪
{
e−x/t, if 0 < t 6 x;
t/x, if x 6 t <∞.
Therefore the Mellin transform
MΦ(z, ·)(s) :=
∫ ∞
0
Φ(z, t)ts−1 dt
converges for Re(s) < −1 and interchanging integration and summation is possible:
MΦ(z, ·)(s) =
∫ ∞
0
∞∑
r=1
1
r(erz/t − 1) t
s−1 dt
=
∞∑
r=1
1
r
∫ ∞
0
ts−1
erz/t − 1 dt =
∞∑
r=1
1
r
∫ ∞
0
u−s−1
erzu − 1 du. (2.7)
Since ∫ ∞
0
us−1
eu − 1 du = Γ(s)ζ(s) (Re(s) > 1)
we make the change of variables w = rzu in (2.7). The new path of integration through z may be moved to
the positive real line and so, for Re(s) < −1,
MΦ(z, ·)(s) = zs
∞∑
r=1
rs−1
∫ ∞
0
w−s−1
ew − 1 dw = z
sΓ(−s)ζ(−s)ζ(1− s). (2.8)
The right side of (2.8) has exponential decay as |Im(s)| → ∞ due to well-known bounds for Γ and ζ .
Therefore we may apply Mellin inversion, as in for example [FGD95, Thm. 2], to obtain
Φ(z, t) =
1
2πi
∫
(c)
MΦ(z, ·)(s) · t−s ds
=
1
2πi
∫
(c)
zsΓ(−s)ζ(−s)ζ(1− s)t−s ds
with integration along the vertical line with real part c < −1. The integrand only has poles at s = −1, 0, 1
as the trivial zeros of the zetas cancel the remaining poles of the gamma function. Moving c to the right and
computing the residues shows
Φ(z, t) =
π2t
6z
+
1
2
log
( z
2πt
)
− z
24t
+
1
2πi
∫
(c)
zsΓ(−s)ζ(−s)ζ(1− s)t−s ds
for all c > 1. This completes the proof of the proposition.
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The following easy lemma will be needed in the proof of Proposition 2.4.
Lemma 2.3. For all real c, d, x with d, x > 0 we have
∑
r∈Z, r>d
rce−rx 6
{
(1 + 1/x) · e−dx, if c 6 0;
(1 + 2/x) · (c/x)c · e−dx/2, if c > 0.
Proof. If c 6 0 then rc 6 1 and
∑
r∈Z, r>d
rce−rx 6
∑
r∈Z, r>d
e−rx 6
e−dx
1− e−x .
With the left inequality in (2.6) we have (1− e−x)−1 6 1 + 1/x.
For c > 0write the summand as rce−rx/2 ·e−rx/2. Then rce−rx/2 is maximized for r = 2c/x. Therefore
∑
r∈Z, r>d
rce−rx 6
(
2c
ex
)c ∑
r∈Z, r>d
e−rx/2
and the result follows similarly.
We next estimate−χ(−z,N). It is possible to do this using the Mellin transform approach of Proposition
2.2, though this requires establishing bounds for the analytically continued polylogarithm. Instead we use a
more direct argument, taking advantage of the exponential decay of the numerator erz in (2.4).
Proposition 2.4. Suppose N > 1, Re(z) 6 −δ < 0 and |z| 6 C . Then
−χ(−z,N) = N
z
Li2(e
z)− 1
2
log(1− ez) +
L∑
ℓ=2
Bℓ
ℓ!
( z
N
)ℓ−1
Li2−ℓ(e
z) +O
(
1
NL
)
for an implied constant depending only on δ, C and the positive integer L.
Proof. We consider
χ(z, t) =
∞∑
r=1
e−rz
r(erz/t − 1) for x = Re(z) > 0, t > 0. (2.9)
Let E1 be the tail of this series for r > t/|z|. Employing the left inequality in (2.6) shows the bound
|E1| 6
∑
r>t/|z|
e−rx
r(erx/t − 1) =
t
x
∑
r>t/|z|
e−rx
r2
rx/t
erx/t − 1
6
t
x
∑
r>t/|z|
e−rx
r2
6 ζ(2)
t
x
exp
(
− tx|z|
)
. (2.10)
By (1.6) and Proposition 1.5
z
ez − 1 =
L∑
ℓ=0
Bℓ
zℓ
ℓ!
+O
(|z|L+1)
for |z| 6 π, with an implied constant depending only on L > 1. Then the initial part of the series (2.9) is
∑
r<t/|z|
e−rz
r(erz/t − 1) =
∑
r<t/|z|
e−rz
r2
t
z
rz/t
erz/t − 1
=
∑
r<t/|z|
e−rz
r2
t
z
(
L∑
ℓ=0
Bℓ
(rz/t)ℓ
ℓ!
+O
(|rz/t|L+1)
)
. (2.11)
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Hence (2.11) equals
L∑
ℓ=0
Bℓ
ℓ!
(z
t
)ℓ−1 ∑
r<t/|z|
rℓ−2e−rz (2.12)
with an error
E2 ≪
( |z|
t
)L ∑
r<t/|z|
rL−1e−rx ≪
( |z|
t
)L(
1 +
1
x
)
x1−L (2.13)
using Lemma 2.3 with d = 1. Extending the sum over r in (2.12) to infinity produces the polylogarithm
Li2−ℓ(e
−z) and a further error
E3 ≪
L∑
ℓ=0
|Bℓ|
ℓ!
( |z|
t
)ℓ−1 ∑
r>t/|z|
rℓ−2e−rx
≪
(
t
|z| +
( |z|
t
)L−1) L∑
ℓ=0
∑
r>t/|z|
rℓ−2e−rx
≪
(
t
|z| +
( |z|
t
)L−1)(
1 +
1
x
)
(1 + x2−L) exp
(
− tx
2|z|
)
. (2.14)
We have shown
χ(z, t) = E1 + E2 + E3 +
L∑
ℓ=0
Bℓ
ℓ!
(z
t
)ℓ−1
Li2−ℓ(e
−z).
For 0 < δ 6 x and |z| 6 C , (2.10), (2.13) and (2.14) imply
E1 + E2 + E3 ≪ 1
tL
+ (1 + t+ t1−L) exp
(
− δt
2C
)
≪ 1
tL
(2.15)
for an implied constant depending only on L, δ and C . Recall that B0 = 1, B1 = −1/2 and Li1(z) =
− log(1− z). Hence
χ(z, t) =
t
z
Li2(e
−z) +
1
2
log(1− e−z) +
L∑
ℓ=2
Bℓ
ℓ!
(z
t
)ℓ−1
Li2−ℓ(e
−z) +O
(
1
tL
)
(2.16)
and the proposition follows, where we simplified the signs using that Bℓ = 0 for ℓ > 3 and odd.
Theorem 2.1 is an easy consequence of (2.5) and Propositions 2.2, 2.4.
An interesting result with similarities to Theorem 2.1 is obtained in [Zag07, p. 53].
Corollary 2.5. Suppose N > 1 andm ∈ Z. For all z ∈ C with Re(z) 6 −δ < 0 and |z| 6 C we have
ez/N
(ez/N − 1)m+1(ez/N )N
≪ Nm+1 exp(N ·Re(p(z)))
for an implied constant depending only onm, δ and C .
Proof. Suppose Re(z) 6 −δ < 0 and |z| 6 C . By (1.6) and Proposition 1.5,(
z/N
ez/N − 1
)m+1
= 1 +O
(
1
N
)
when N > C/π. Therefore ∣∣∣ez/N − 1∣∣∣−m−1 ≪ Nm+1 (2.17)
and, by increasing the implied constant if necessary, (2.17) is valid for all N > 1.
Clearly the numerator ez/N is O(1). Finally, the product 1/(ez/N )N is bounded using Theorem 2.1 with
L = 1, and the factor (1− ez)−1/2 that appears is O(1).
11
The factor Li2−ℓ(e
−z) in (2.16) may be expressed in different ways. For Im(z) > 0 we have
cot(z) = i− 2i
1− e2iz = −i− 2i
∞∑
j=1
e2jiz
withmth derivative
cot(m)(z) = −δ0,m · i− (2i)m+1 Li−m(e2iz).
Therefore, in terms of the cotangent,
(2i)m+1 Li−m(e
−z) = −δ0,m · i− cot(m)(iz/2) (m ∈ Z>0). (2.18)
For another formula, recall the family of Eulerian polynomials beginning A0(z) = A1(z) = 1 and A2(z) =
1 + z. In general, Am(z) has degree m− 1 form > 1. Then, as in for example [O’S16c, Sect. 8.2],
Li−m(z) =
z ·Am(z)
(1− z)m+1 (m ∈ Z>0). (2.19)
The next lemma follows simply from the definition of fℓ(z) in (2.3), identity (2.19) and (2.17) with N = 1.
Lemma 2.6. For all z ∈ C with Re(z) 6 −δ < 0 and |z| 6 C we have fℓ(z) = O(1) for an implied
constant depending only on ℓ, δ and C .
3 The asymptotics of Am(1, N) as N →∞
3.1 Moving the path of integration
Now we see from Theorem 2.1 that for large N the main contribution to the integrand in (2.1) comes from
the factor exp(N ·p(z)), at least for Re(z) < 0. To apply the saddle-point method, the path of integration D′
is moved to pass through a point z0 where p
′(z0) = 0, in such a way that | exp(p(z))| reaches its maximum
only at z = z0.
In solving the equation p′(z) = 0, we may use the material in [O’S16a, Sect. 2.3]. In particular we need
the case of [O’S16a, Thm. 2.4] with d = 0 and m = 1 (the variable z in this theorem differs from ours by
a factor of 2πi). As shown there, employing one of the functional equations of the dilogarithm yields the
identity
z2p′(z) = Li2(1− ez)− 2πi log(1− ez)
for π < Im(z) < 3π. Let w0 be a solution to Li2(w) − 2πi log(w) = 0. As reviewed in [O’S16a,
Sect. 2.3], w0 is unique, may be computed to any accuracy with Newton’s method, and is a zero of the
dilogarithm on a non-principal branch. See [O’S16c] for further details. Hence, according to the theorem,
z0 := 2πi+ log(1− w0) is a saddle-point of p(z). To greater accuracy than the introduction,
w0 ≈ 0.91619782 − 0.18245890i, z0 ≈ −1.6055276 + 7.4234262i. (3.1)
It is also shown in [O’S16a, Thm. 2.4] that p(z0) = − log(w0).
We move D′ to the new path of integration D′′ as shown on the left side of Figure 4, passing through z0
and chosen so that the integrand stays small away from z0. A similar path is shown in [DG14, Fig. 4]. As
no poles were crossed, (2.1) implies
Am(1, N) =
2
N
Re
[ ∫
D′′
ez/N
2πi(ez/N − 1)m+1(ez/N )N
dz
]
. (3.2)
Let c := Re(z0)/Im(z0) + i ≈ −0.216 + i. Then the key part of this path is the line segment L4 from 2πc
to 3πc which contains z0. It is shown in the next section that the contribution from the rest of the path is
≪ e0.05N and so is negligible compared to the main asymptotics that turn out to be of size ≈ e0.068N .
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Figure 4: The path D′′ = L1 ∪ L2 ∪ · · · ∪ L7 and values of Re(p(z)) on it
3.2 Bounding the error
As seen in Figure 4, the path of integration D′′ ⊂ C is made up of seven line segments. The first, L1, goes
vertically from 2π to 2π + 8πi/5. Next L2 continues horizontally to −π/10 + 8πi/5. Then L3 connects
−π/10 + 8πi/5 to 2πc, and as we saw, the segment L4 is from 2πc to 3πc. Lastly, L5 continues to 6πc, L6
runs horizontally to −20π + 6πi and L7 runs vertically down to −20π.
In this section we prove the following theorem, bounding the integration in (3.2) outside of L4.
Theorem 3.1. Assume that N > 1. For an implied constant depending only onm ∈ Z we have∫
D′′−L4
ez/N
2πi(ez/N − 1)m+1(ez/N )N
dz = O
(
Nm+1e0.05N
)
. (3.3)
Proof. After (1.20) we defined
Qm(z; ξ,N) :=
ξ−mez/N
2πi(ez/N − 1)m+1(ξez/N )N
(3.4)
so that the integrand in (3.3) is Qm(z; 1, N). If z ∈ L3 ∪ L5 ∪ L6 ∪ L7 then Re(z) < −δ and |z| < C for
δ = π/10 and C = 70. Hence, for these values of z, δ and C , Corollary 2.5 shows that
Qm(z; 1, N) = O
(
Nm+1eN ·Re(p(z))
)
for an implied constant depending only onm ∈ Z. It is straightforward to show that 0.05 is an upper bound
for Re(p(z)) when z ∈ L3 ∪ L5 ∪ L6 ∪ L7; see the right side of Figure 4. We have therefore verified (3.3)
for integration along L3 ∪ L5 ∪ L6 ∪ L7.
Note that (1.2) implies the symmetry
Qm(−z; 1, N) = (−1)N+m+1 exp((N + 1)z/2 + (m− 1)z/N) ·Qm(z; 1, N). (3.5)
Suppose z = x + iy ∈ L1 so that x = 2π and 0 6 y 6 8π/5. To bound Qm(z; 1, N) we first apply (3.5)
and then Corollary 2.5 as follows:
|Qm(z; 1, N)| = | exp(−(N + 1)z/2 − (m− 1)z/N)| · |Qm(−z; 1, N)|
≪ exp(−π(N + 1)− 2π(m+ 1)/N) ·Nm+1 exp(N ·Re(p(−z)))
≪ Nm+1 exp(N(−π +Re(p(−z)))
< Nm+1 exp(−2.8N)
since it may be shown that Re(p(−z)) < 0.3 when z ∈ L1.
It only remains to verify (3.3) when integrating over L2. Corollary 2.5 cannot be used in this case because
L2 crosses the imaginary axis, so another way of estimating Qm(z; 1, N) is found in the next proposition and
corollary. Recall the Clausen function Cl2(θ) :=
∑∞
k=1 k
−2 sin(kθ) = Im(Li2(e
iθ)), resembling a slanted
sine wave.
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Proposition 3.2. For 2 6 N and 0 < θ < 2π we have
N∏
j=1
∣∣∣eijθ/N − 1∣∣∣−1 < 2N
θ sin(θ/2)
exp
(
N
Cl2(θ)
θ
)
. (3.6)
Proof. The identities
eiθ − 1 = 2ieiθ/2(eiθ/2 − e−iθ/2)/(2i) = 2 sin(θ/2) · ei(θ+π)/2 (3.7)
show that
log
N∏
j=1
∣∣∣eijθ/N − 1∣∣∣ = log N∏
j=1
(
2 sin
jθ
2N
)
=
N∑
j=1
ψ(j)
for 0 < θ < 2π and
ψ(t) := log
(
2 sin
tθ
2N
)
.
By Euler-Maclaurin summation
N∑
j=1
ψ(j) =
∫ N
1
ψ(t) dt +
1
2
(ψ(N) + ψ(1)) +
∫ N
1
(
t− ⌊t⌋ − 1
2
)
ψ′(t) dt. (3.8)
The Clausen function has an alternate description as a log sine integral and this implies∫ N
1
ψ(t) dt = −N
θ
(
Cl2
(
θ
N
·N
)
− Cl2
(
θ
N
· 1
))
.
Denote the last integral in (3.8) as I so that
|I| 6 1
2
∫ N
1
|ψ′(t)| dt.
Since ψ′(t) = θ2N cot(
θt
2N ), we have ψ
′(t) > 0 for t 6 πN/θ. It can only become negative if θ > π.
Therefore
1
2
∫ N
1
|ψ′(t)| dt = 1
2
(ψ(N) − ψ(1)) if 0 < θ 6 π (3.9)
and if π 6 θ < 2π
1
2
∫ N
1
|ψ′(t)| dt = 1
2
∫ πN/θ
1
ψ′(t) dt− 1
2
∫ N
πN/θ
ψ′(t) dt
= ψ
(
πN
θ
)
− 1
2
(ψ(N) + ψ(1)) (3.10)
= log 2− 1
2
(ψ(N) + ψ(1)).
Therefore
− log
N∏
j=1
∣∣∣eijθ/N − 1∣∣∣ 6 N
θ
(
Cl2(θ)− Cl2
(
θ
N
))
− ψ(1) +
{
0, if θ 6 π;
log 2− ψ(N), if θ > π. . (3.11)
If N > 2 then θ/N 6 π. Therefore Cl2(θ/N) is positive and may be omitted from the bound (3.11). Also
forN > 2we have sin(θ/(2N)) > θ/(4N), say, so that−ψ(1) < log(2N/θ). The proposition follows.
The above proof also gives a lower bound for the product in (3.6). We will apply Proposition 3.2 next
with θ = 8π/5 which is close to the minimum of Cl2(θ)/θ.
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Corollary 3.3. For z = x+ iy with −π/10 6 x 6 2π and y = 8π/5 we have
Qm(z; 1, N) = O(N
m+1) (3.12)
where N > 1 and the implied constant depends only onm ∈ Z.
Proof. For these z values, a similar argument to the one for (2.17) shows
ez/N
2πi(ez/N − 1)m+1 ≪ N
m+1. (3.13)
Note that ∣∣∣(ez/N )N ∣∣∣−1 = N∏
j=1
∣∣∣1− ej(x+iy)/N ∣∣∣−1 = N∏
j=1
∣∣∣eijy/N − ejx/N ∣∣∣−1.
Hence, for x > 0,
Qm(z; 1, N)≪ Nm+1 ·
N∏
j=1
∣∣∣eijy/N − 1∣∣∣−1.
As y = 8π/5, Proposition 3.2 implies
N∏
j=1
∣∣∣eijy/N − 1∣∣∣−1 ≪ Ne−0.198N (3.14)
and we have shown (3.12) for 0 6 x 6 2π.
The remaining case has −π/10 6 x 6 0 and we use identity (1.2) to find∣∣∣(ez/N )N ∣∣∣−1 = e−(N+1)x/2∣∣∣(e−z/N )N ∣∣∣−1.
Combining (3.13) with this implies
Qm(z; 1, N)≪ Nm+1 · eπN/20
∣∣∣(e−z/N )N ∣∣∣−1. (3.15)
Then
∣∣∣(e−z/N )N ∣∣∣−1 = N∏
j=1
∣∣∣1− e−j(x+iy)/N ∣∣∣−1 = N∏
j=1
∣∣∣eijy/N − e−jx/N ∣∣∣−1 6 N∏
j=1
∣∣∣eijy/N − 1∣∣∣−1.
Bounding this by (3.14) means that (3.15) implies
Qm(z; 1, N) ≪ Nm+1 ·NeπN/20e−0.198N < Nm+1 ·Ne−0.03N ≪ Nm+1
as desired.
The above proof shows that the bound in (3.12) may be improved to O(Nm+1e−0.02N ), say, though we
do not require it. Similar estimates are made in [DG14, Sect. 4] with
N∏
j=1
∣∣∣ejz/N − 1∣∣∣−1 ≪ e−0.17N for −N−7/8 6 x 6 0, y = 5
shown for example in [DG14, Eq. (22)]. In any case, Corollary 3.3 gives a good enough bound on
Qm(z; 1, N) for z ∈ L2 to complete the proof of Theorem 3.1.
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3.3 The saddle-point method
It follows from (3.2) and Theorem 3.1 that
Am(1, N) =
2
N
Re
[ ∫
L4
ez/N
2πi(ez/N − 1)m+1(ez/N )N
dz
]
+O(Nme0.05N ). (3.16)
The asymptotics of the integral in (3.16) will be found by applying Perron’s saddle-point method from
[Per17]. The exact form we need is given in [O’S19] and requires the following discussion to state it pre-
cisely. The usual convention that the principal branch of log has arguments in (−π, π] is used. As in (3.22)
below, powers of nonzero complex numbers take the corresponding principal value zτ := eτ log(z) for τ ∈ C.
Assumptions 3.4. Let B be a neighborhood of z0 ∈ C. Let L be a closed, bounded contour such as the
above line segment L4, with z0 a point on it. Suppose p(z) and q(z) are holomorphic functions on a domain
containing B∪L. We assume p(z) is not constant and hence there must exist µ ∈ Z>1 and p0 ∈ C 6=0 so that
p(z) = p(z0)− p0(z − z0)µ(1− φ(z)) (z ∈ B) (3.17)
with φ holomorphic on B and φ(z0) = 0. Define the steepest-descent angles
θr := −arg(p0)
µ
+
2πr
µ
(r ∈ Z). (3.18)
We also assume that B, L, p(z), q(z) and z0 are independent of N > 0. Finally, let K(q) be a bound for
|q(z)| on B ∪ L.
Theorem 3.5 (The saddle-point method of Perron). Suppose Assumptions 3.4 hold with µ even and
Re(p(z)) < Re(p(z0)) for all z ∈ L, z 6= z0. (3.19)
Let L approach z0 in a sector of angular width 2π/µ about z0 with bisecting angle θr±π, and initially leave
z0 in a sector of the same size with bisecting angle θr. Then, for every S ∈ Z>0, there are explicit numbers
α2s(p, q; z0) so that∫
L
eN ·p(z)q(z) dz = 2eN ·p(z0)
(
S−1∑
s=0
Γ
(
2s + 1
µ
)
α2s(p, q; z0) · e2πir(2s+1)/µ
N (2s+1)/µ
+O
(
K(q)
N (2S+1)/µ
))
as N →∞. The implied constant is independent of N and q.
Theorem 3.5 is proved as Corollary 5.1 in [O’S19]. If we write the power series for p and q near z0 as
p(z)− p(z0) = −
∞∑
s=0
ps(z − z0)s+µ, q(z) =
∞∑
s=0
qs(z − z0)s (3.20)
then αn(p, q; z0) may be given in terms of these coefficients. This requires the partial ordinary Bell polyno-
mials, which are defined with the generating function
(
p1x+ p2x
2 + p3x
3 + · · · )j = ∞∑
i=j
Bˆi,j(p1, p2, p3, . . . )x
i. (3.21)
Each Bˆi,j(p1, p2, p3, . . . ) is a polynomial in p1, p2, . . . , pi−j+1 of homogeneous degree j with positive inte-
ger coefficients. Then we have
αn(p, q; z0) =
1
µ
p
−(n+1)/µ
0
n∑
i=0
qn−i
i∑
j=0
(−(n+ 1)/µ
j
)
Bˆi,j
(
p1
p0
,
p2
p0
, · · ·
)
. (3.22)
This formulation is essentially due to Campbell, Fro¨man and Walles, and was rediscovered also by Wojdylo.
It is straightforward to derive from Perron’s formulas; see [O’S19, Prop. 7.2] and the references there.
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3.4 Proof of Theorem 1.1
Recall the definitions of p(z) and fℓ(z) in (2.3). Put
g(z) :=
1
2πi
( −z
2π(1 − ez)
)1/2
(3.23)
and let L = L4. Then by Theorem 2.1 and (3.16)
Am(1, N) =
2Re
N3/2
∫
L
ez/N
(ez/N − 1)m+1 · g(z) · exp
(
N · p(z) +
L−1∑
ℓ=1
fℓ(z)
N ℓ
+ hL(z,N)
)
dz
+O(Nme0.05N ) (3.24)
with hL(z,N)≪ N−L and the implied constant in (3.24) depending only onm ∈ Z.
Proof of Theorem 1.1. We will apply Theorem 3.5 to (3.24) after getting it into the right form. With our p(z)
and saddle-point z0 in (3.1), we find µ = 2, p0 ≈ −0.013 − 0.0061i and the steepest-descent angles are
θ0 ≈ −1.347 and θ1 = π + θ0 in the notation of Assumptions 3.4. By approximating p(z) and its first two
derivatives on L it may be shown that condition (3.19) holds. This is [O’S16a, Corollary 5.5]. It follows that
|exp(N · p(z))| = exp(N · Re(p(z))) 6 exp(N · Re(p(z0))) = |w0|−N (3.25)
for all z ∈ L, using the identity after (3.1).
The bound hL(z,N)≪ N−L implies exp(hL(z,N)) = 1 +O(N−L). Also for z ∈ L
1
N3/2
ez/N
(ez/N − 1)m+1 · g(z) · exp
(
L−1∑
ℓ=1
fℓ(z)
N ℓ
)
≪ Nm−1/2
by Corollary 2.5 and Lemma 2.6, and so hL(z,N) may be removed from (3.24) at the expense of a total
error of size O
(|w0|−NNm−1/2−L). Hence
Am(1, N) =
2Re
N3/2
∫
L
eN ·p(z)g(z)
ez/N
(ez/N − 1)m+1 exp
(
L−1∑
ℓ=1
fℓ(z)
N ℓ
)
dz +O
( |w0|−N
NL−m+1/2
)
(3.26)
since |w0|−N ≈ e0.068N by (1.12) implies (for an implied constant depending on L andm) that
Nme0.05N ≪ |w0|
−N
NL−m+1/2
.
The next lemma expands the right two factors of the integrand into powers of N .
Lemma 3.6. Suppose z ∈ L,m ∈ Z and N,L ∈ Z>1. Then for functions γm,j(z) given in (3.31),
(
ez/N − 1
)−m−1
exp
(
z
N
+
L−1∑
ℓ=1
fℓ(z)
N ℓ
)
= Nm+1
{
d−1∑
j=0
γm,j(z)
N j
+O
(
1
Nd
)}
when 0 6 d 6 L. The implied constant depends only onm and L.
Proof. Recall that L = L4 is the line segment between 2πc and 3πc. Hence if z ∈ L then |z| < 10 and
Re(z) < −1. It follows from (1.6) and Proposition 1.5 that
(
z/N
ez/N − 1
)m+1
=
M−1∑
r=0
B
(m+1)
r
r!
zr
N r
+O
(
1
NM
)
(3.27)
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for N > 4 since that implies |z|/N 6 π. The implied constant in (3.27) depends only on m and M . By
increasing it we may ensure that (3.27) is true for all N > 1.
Now consider
exp
(
z · w +
L−1∑
ℓ=1
fℓ(z) · wℓ
)
=
∞∑
j=0
uj(z) · wj , (3.28)
where we have replaced 1/N by w and obtained an entire function of w. If 0 6 j 6 L− 1 then
uj(z) =
∑
m1+2m2+3m3+···+jmj=j
(z + f1(z))
m1
m1!
f2(z)
m2
m2!
· · · fj(z)
mj
mj!
, (3.29)
with u0(z) = 1. Applying Proposition 1.5 to (3.28) with R = 2, say, shows
exp
(
z
N
+
L−1∑
ℓ=1
fℓ(z)
N ℓ
)
=
d−1∑
j=0
uj(z)
N j
+O
(
1
Nd
)
(3.30)
for d 6 L. Define
γm,j(z) :=
j∑
r=0
B(m+1)r
zr−m−1
r!
· uj−r(z) (3.31)
and the lemma follows from the product of (3.27) and (3.30).
Using Lemma 3.6 with d = L in (3.26) shows, for an implied constant depending only onm and d,
Am(1, N)
Nm+1
=
d−1∑
j=0
2Re
N j+3/2
∫
L
eN ·p(z) · g(z) · γm,j(z) dz +O
( |w0|−N
Nd+3/2
)
.
Applying Theorem 3.5 to these integrals gives∫
L
eN ·p(z) · g(z) · γm,j(z) dz = −eN ·p(z0)
(
S−1∑
s=0
Γ
(
s+
1
2
)
2α2s(g · γm,j)
N s+1/2
+O
(
1
NS+1/2
))
since r = 1. We have written α2s(g ·γm,j) instead of α2s(p, g ·γm,j ; z0) for brevity, since p and z0 are fixed.
Choose S = d to give a small enough error and therefore
Am(1, N)
Nm+1
= −
d−1∑
j=0
2Re
N j+3/2
eN ·p(z0)
d−1∑
s=0
Γ
(
s+
1
2
)
2α2s(g · γm,j)
N s+1/2
+O
( |w0|−N
Nd+3/2
)
= −Re
[
w−N0
2d−2∑
j=0
4
N j+2
min(j,d−1)∑
s=max(0,j−d+1)
Γ
(
s+
1
2
)
α2s(g · γm,j−s)
]
+O
( |w0|−N
Nd+3/2
)
= −Re
[
w−N0
d−2∑
j=0
4
N j+2
j∑
s=0
Γ
(
s+
1
2
)
α2s(g · γm,j−s)
]
+O
( |w0|−N
Nd+1
)
(3.32)
for implied constants depending only onm ∈ Z and d ∈ Z>2. This proves (1.11) with
cm,j = −4
j∑
s=0
Γ
(
s+
1
2
)
α2s(p, g · γm,j−s; z0). (3.33)
Unwinding our definitions lets us compute cm,0 as follows. First note that for the Bell polynomials,
Bˆj,j(p1, p2, . . . ) = p
j
1. Hence α0(p, q; z0) = p
−1/2
0 q(z0)/2 by (3.22) and so
cm,0 = −4Γ(1/2)α0(p, g · γm,0; z0)
= −4√πp−1/20 g(z0)γm,0(z0)/2
= −2√πp−1/20 g(z0) · z−m−10 . (3.34)
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Note that ddz Li2(z) = z
−1 Li1(z) = −z−1 log(1− z), implying
p′(z) = −1
z
(p(z) + log(1− ez)), p′′(z) = −2
z
p′(z) +
ez
z(1− ez) .
Hence, with w0 = 1− ez0 ,
p0 = −1
2
p′′(z0) = − e
z0
2z0w0
and finally, using definition (3.23),
p
1/2
0 = −
iez0/2√
2z
1/2
0 w
1/2
0
, g(z0) = − z
1/2
0
(2π)3/2w
1/2
0
. (3.35)
Substituting (3.35) into (3.34) gives cm,0 and completes the proof of Theorem 1.1.
With further work, cm,j may be given explicitly for higher j values. For example
cm,1 =
1
2πi · zm−10
{
m− 1
ez0/2
+
w0
e3z0/2
(
1
6
+
m− 1
z0
+
m(m− 1)
z20
)}
(3.36)
and this is equivalent to [O’S16a, (5.41)].
We briefly mention here the method used in [O’S16a, O’S16b] which is much more indirect, but leads to
the same asymptotics. For example, with ξ = 1 and replacing τ/N by τ in (1.19), we have
Am(1, N) =
∫
C
e2πiτ
(e2πiτ − 1)m+1(e2πiτ )N dτ
with C encircling only the pole of order N at 0. Since the integrand has period 1, it turns out that the sum of
the residues at all the poles of the integrand in [0, 1) is zero. These poles occur at the Farey fractions of order
N . A subset of simple poles is identified that make a large contribution to this zero sum and the asymptotics
of these simple residues match those found in Theorem 1.1, but with the opposite sign. It is then shown
in [O’S16a, Thm. 1.4] that Am(1, N) plus all the coefficients corresponding to poles of order greater than
N/100 have the asymptotics of Theorem 1.1.
4 The asymptotics of Am(ξ, N) as N →∞
The previous results are extended to expansions around any primitive kth root of unity ξ in this section. The
coefficients Am(ξ,N) are expressed by (1.21) in terms of the integrals∫
D′
ez/N
(ez/N − 1)m+1(ρ · ez/N )N
dz (4.1)
for D′ the top half of a circle of radius less than 2π/k and with ρ equaling ξ and ξ.
4.1 Estimating 1/(ρ · ez/N )N
Recall the Bernoulli polynomials Bn(λ) generated by
zeλz
ez − 1 =
∞∑
n=0
Bn(λ)
zn
n!
(|z| < 2π). (4.2)
The function p(z) is as before in (2.3). We make the new definitions
gρ(z) :=
( −z
2π(1− ez)
)1/2
×
k−1∏
j=1
(
1− ρ−jez
1− ρ−j
)j/k−1/2
(4.3)
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and for ℓ ∈ Z>1,
fρ,ℓ(z) :=
(−1)ℓ+1(kz)ℓ
(ℓ+ 1)!
(
δ1,ℓ
1
12
+Bℓ+1 Li1−ℓ(e
z)
+
k−1∑
j=1
Bℓ+1(j/k)
{
Li1−ℓ(ρ
−jez)− Li1−ℓ(ρ−j)
})
. (4.4)
With this notation, the following result generalizes Theorem 2.1.
Theorem 4.1. Let ρ be a primitive kth root of unity. Suppose N > 1 and k | N . Then for all z ∈ C with
Re(z) 6 −δ < 0 and |z| 6 C we have
1
(ρ · ez/N )N
=
(
k
N
)1/2
gρ(z) exp
(
N
k
· p(kz) +
L−1∑
ℓ=1
fρ,ℓ(z)
N ℓ
+O
(
N−L
))
for an implied constant depending only on L ∈ Z>1, k, δ and C .
Proof. As in the beginning of the proof of Theorem 2.1, for Re(z) < 0,
log
(
1/(ρ · ez/N )N
)
= −
N∑
j=1
log(1− ρjejz/N)
=
N∑
j=1
∞∑
r=1
1
r
ρrjerjz/N =
k−1∑
a=0
∞∑
r=1
ρ−ra
r
∑
16j6N
j≡−a mod k
erjz/N .
We are assuming k | N so that ∑
16j6N
j≡−a mod k
Xj = X−a
1−XN
X−k − 1 .
Then
log
(
1/(ρ · ez/N )N
)
=
k−1∑
a=0
∞∑
r=1
ρ−ra
r
e−raz/N
1− erz
e−krz/N − 1 .
For fixed k and ρ, with ρ a primitive kth root of unity, put
Φa(z,N) :=
∞∑
r=1
ρ−ra
r
eraz/N
ekrz/N − 1 , χa(z,N) :=
∞∑
r=1
ρ−ra
r
e−rz · eraz/N
ekrz/N − 1 ,
for 0 6 a 6 k − 1. Then
1/(ρ · ez/N )N = exp
( k−1∑
a=0
{
Φa(−z,N)− χa(−z,N)
})
. (4.5)
Proposition 4.2. Suppose N , L ∈ Z>1 and Re(z) < 0. Then
Φ0(−z,N) = −π
2N
6kz
+
kz
24N
+
1
2
log
(−kz
2πN
)
+O
( |z|L
NL
)
(4.6)
and for 1 6 a 6 k − 1
Φa(−z,N) = −
L∑
ℓ=0
(−1)ℓ
ℓ!
(
kz
N
)ℓ−1
Bℓ(a/k) · Li2−ℓ(ρ−a) +O
( |z|L
NL
)
(4.7)
with implied constants depending only on k and L.
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Proof. The estimate (4.6) follows easily from Proposition 2.2 since Φ0(z,N) = Φ(kz,N). We may now
assume 1 6 a 6 k − 1. Recall the Hurwitz zeta function
ζ(s, q) :=
∞∑
n=0
1
(n+ q)s
(Re(s) > 1, 0 < q 6 1).
See for example [Apo76, Chap. 12] for all the properties of ζ(s, q) used in this proof, including the following
identity, ∫ ∞
0
us−1eθu
eu − 1 du = Γ(s)ζ(s, 1− θ) (Re(s) > 1, 0 6 θ < 1).
Similarly to (2.8), we then obtain the Mellin transform of Φa(z,N) with respect to N as
MΦa(z, ·)(s) = (kz)sΓ(−s) · ζ(−s, 1− a/k) · Li1−s(ρ−a) (4.8)
for Re(s) < −1. The Hurwitz zeta has a continuation to all s ∈ C and is analytic except for a simple pole at
s = 1 with residue 1. By Jonquie`re’s formula, initially for Re(s) < 0,
Li1−s(e
2πiθ) =
Γ(s)
(2π)s
(
eπis/2ζ(s, θ) + e−πis/2ζ(s, 1− θ)
)
(4.9)
for 0 < θ < 1. Then (4.9) gives the continuation of its left side to s ∈ C. The only possible poles are at
s = 0 (from Γ(s)) and s = 1 (from the Hurwitz zetas). The values of ζ(s, q) for s ∈ Z60 are
ζ(−n, q) = −Bn+1(q)
n+ 1
(4.10)
for Bm(q) the mth Bernoulli polynomial. As B1(q) = q − 1/2 = −B1(1 − q) we find that Li1−s(e2πiθ)
does not have a pole at s = 0. The residues at s = 1 also cancel, implying there is not a pole at s = 1 either
and so Li1−s(e
2πiθ) is an entire function of s when 0 < θ < 1.
The bounds in [Apo76, Thm. 12.23] imply that for anyK > 0
ζ(s, q)≪ |Im(s)|K+2 (Re(s) > −K, |Im(s)| > 1).
It follows from (4.9) and Stirling’s formula that Li1−s(e
2πiθ) also has at most polynomial growth in |Im(s)|
as |Im(s)| → ∞. Therefore, applying Stirling’s formula once more to Γ(−s), we see that (4.8) has expo-
nential decay in |Im(s)| as |Im(s)| → ∞. Mellin inversion then yields
Φa(z,N) =
1
2πi
∫
(c)
Γ(−s) · ζ(−s, 1− a/k) · Li1−s(ρ−a)
(
kz
N
)s
ds,
for c < −1 and moving the line of integration right, past Re(s) = L, picks up residues of the simple poles
at s = −1, 0, . . . , L. Then (4.7) follows where we used Bm(q) = (−1)mBm(1− q).
Note that the analytically continued Li1−s(z) in (4.9) with |z| = 1, z 6= 1 agrees with the expressions
(2.18), (2.19) when s is a positive integer.
The next result has a similar proof to Proposition 2.4, using (4.2).
Proposition 4.3. Suppose N > 1, Re(z) 6 −δ < 0 and |z| 6 C . Then
−χa(−z,N) =
L∑
ℓ=0
(−1)ℓ
ℓ!
(
kz
N
)ℓ−1
Bℓ(a/k) · Li2−ℓ(ρ−aez) +O
(
1
NL
)
for an implied constant depending only on L ∈ Z>1, k, δ and C .
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For the sum on the right of (4.5), Propositions 4.2 and 4.3 imply
Φ0(−z,N)− χ0(−z,N) = N
kz
(Li2(e
z)− Li2(1)) + 1
2
log
(−kz
2πN
)
− 1
2
log(1− ez)
+
kz
24N
+
L∑
ℓ=2
1
ℓ!
(
kz
N
)ℓ−1
Bℓ · Li2−ℓ(ez) +O
(
1
NL
)
(4.11)
and
k−1∑
a=1
{
Φa(−z,N)− χa(−z,N)
}
=
L∑
ℓ=0
(−1)ℓ
ℓ!
(
kz
N
)ℓ−1 k−1∑
a=1
Bℓ(a/k)
{
Li2−ℓ(ρ
−aez)− Li2−ℓ(ρ−a)
}
+O
(
1
NL
)
. (4.12)
The coefficient of N/k in (4.11), (4.12) is
1
z
k−1∑
a=0
{
Li2(ρ
−aez)− Li2(ρ−a)
}
(4.13)
and may be simplified as follows. If ωk = 1 for a positive integer k then
1 + ω + ω2 + · · ·+ ωk−1 =
{
k, if ω = 1;
0, if ω 6= 1.
For ρ a primitive kth root of unity we infer that
k−1∑
j=0
Li2(ρ
j · z) = 1
k
Li2(z
k),
k−1∑
j=0
Cl2
(
θ +
2πj
k
)
=
1
k
Cl2(kθ). (4.14)
The first identity in (4.14) is the well-known distribution property of the dilogarithm [Zag07, p. 9] and shows
that (4.13) equals p(kz). The second identity in (4.14) for the Clausen function will be required later; it is a
consequence of the first because Cl2(θ) = Im(Li2(e
iθ)).
Next, recall that Li1(z) = − log(1 − z) and B1(z) = z − 1/2. Hence the log terms of (4.11), (4.12)
combine to give
√
k/Ngρ(z) after exponentiation. Finally, gathering the coefficients of negative powers of
N yields (4.4). This completes the proof of Theorem 4.1
4.2 Moving the path of integration and bounding the error
Let rk(z) := p(kz)/k. Theorem 4.1 shows that the largest factor of the integrand (4.1) is exp(N · rk(z)).
Then r′k(z) = 0 for the saddle-point z = z0/k and we move the path of integration to D′′ scaled by a factor
1/k. The path D′′ was used in sections 3.1, 3.2 and is made up of the seven line segments Lj displayed in
Figure 4.
It is straightforward to show the next result, with a similar proof to Theorem 3.1.
Theorem 4.4. Assume that N > 1 and k | N with ρ a primitive kth root of unity. Let j ∈ {1, 3, 5, 6, 7}.
Then for an implied constant depending only onm ∈ Z and k we have∫
Lj/k
ez/N
(ez/N − 1)m+1(ρ · ez/N )N
dz = O
(
Nm+1e0.05N/k
)
. (4.15)
Proving (4.15) for the segment L2/k, crossing the imaginary axis, needs a slightly more elaborate version
of Proposition 3.2. The form of Euler-Maclaurin summation required is given in the next lemma.
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Lemma 4.5. For t ∈ [1, N ], suppose ψ(t) is continuously differentiable with |ψ(t)| 6 C . Let N ∈ Z>1 be
divisible by k. Then for any integer m
∑
16 j 6N
j≡m mod k
ψ(j) =
1
k
∫ N
1
ψ(t) dt+ E (4.16)
where
|E| < 2C + 1
2
∫ N
1
|ψ′(t)| dt.
Proof. Choose v so that 0 6 v 6 k− 1 with −v ≡ m mod k and put φ(r) := ψ(rk− v). Then the left side
of (4.16) is
N/k∑
r=1
φ(r) =
∫ N/k
1
φ(t) dt+
1
2
(φ(N/k) + φ(1)) +
∫ N/k
1
(
t− ⌊t⌋ − 1
2
)
φ′(t) dt
=
1
k
∫ N−v
k−v
ψ(t) dt +
1
2
(ψ(N − v) + ψ(k − v)) + E1
where
|E1| 6 1
2
∫ N−v
k−v
|ψ′(t)| dt.
Also
1
k
∫ N
1
ψ(t) dt =
1
k
∫ N−v
k−v
ψ(t) dt +
1
k
(∫ k−v
1
ψ(t) dt+
∫ N
N−v
ψ(t) dt
)
and
1
k
∣∣∣∣
∫ k−v
1
ψ(t) dt +
∫ N
N−v
ψ(t) dt
∣∣∣∣ 6 k − v − 1k C + vkC < C.
The lemma follows.
Proposition 4.6. Let ρ be a primitive kth root of unity. For 1 6 N , k | N and 0 < θ < 2π/k we have
N∏
j=1
∣∣∣ρjeijθ/N − 1∣∣∣−1 ≪ N4k exp(N
k
· Cl2(kθ)
kθ
)
(4.17)
for an implied constant depending only on k and θ.
Proof. Write ρ = e2πih/k. As in Proposition 3.2
log
N∏
j=1
∣∣∣e2πijh/k+ijθ/N − 1∣∣∣ = N∑
j=1
log
∣∣∣∣2 sin
(
π
jh
k
+
jθ
2N
)∣∣∣∣. (4.18)
The sum over j is broken into residue classes modulo k. Write v′ ≡ −vh mod k for 0 6 v, v′ 6 k − 1.
Then (4.18) is
k−1∑
v=0
∑
16j6N
j≡−v mod k
log
(
2 sin
(
π
v′
k
+
jθ
2N
))
and the absolute value was dropped since 0 < θ < 2π/k implies the argument of sine is in the interval (0, π):
0 <
θ
2N
6 π
v′
k
+
jθ
2N
6 π
k − 1
k
+
θ
2
< π. (4.19)
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Let
ψ(t) := log
(
2 sin
(
π
v′
k
+
tθ
2N
))
.
Then by (4.19), for 1 6 t 6 N , we have |ψ(t)| 6 C with
C := max
{∣∣∣∣ log (2 sin( θ2N
))∣∣∣∣, log 2,
∣∣∣∣ log (2 sin(πk − 1k + θ2
))∣∣∣∣
}
= logN +O(1).
By Lemma 4.5, ∑
16j6N
j≡−v mod k
ψ(j) =
1
k
∫ N
1
ψ(t) dt+ E
where
|E| < 2C + 1
2
∫ N
1
|ψ′(t)| dt < 4C.
The last inequality follows as in (3.9), (3.10), since ψ′(t) is decreasing. Next∫ N
1
ψ(t) dt = −N
θ
[
Cl2
(
N · θ
N
+ 2π
v′
k
)
− Cl2
(
1 · θ
N
+ 2π
v′
k
)]
and so
− log
N∏
j=1
∣∣∣e2πijh/k+ijθ/N − 1∣∣∣ 6 k−1∑
v=0
N
kθ
[
Cl2
(
θ + 2π
v′
k
)
− Cl2
( θ
N
+ 2π
v′
k
)]
+ 4k logN +O(1).
The proof is completed by using (4.14) to show this is bounded by
N
k2θ
[
Cl2
(
kθ
)
− Cl2
(kθ
N
)]
+ 4k logN +O(1).
A similar proof to Corollary 3.3 now goes through, showing that (4.15) is true for j = 2. Gathering our
results, we have demonstrated that
Am(ξ,N) =
1
N
∫
L4/k
Qm(z; ξ,N) dz +
1
N
∫
L4/k
Qm(z; ξ,N) dz +O
(
Nme0.05N/k
)
. (4.20)
4.3 Proof of the main theorem
Proof of Theorem 1.3. Let L = L4 as before, and our goal is to find the asymptotics of
Dm(ρ,N) :=
1
N
∫
L/k
Qm(z; ρ,N) dz (4.21)
for ρ = ξ or ξ as in (4.20). By Theorem 4.1, and using reasoning similar to that before (3.26), we find (4.21)
equals
ρ−mk1/2
2πiN3/2
∫
L/k
eN ·rk(z)gρ(z)
ez/N
(ez/N − 1)m+1 exp
(
L−1∑
ℓ=1
fρ,ℓ(z)
N ℓ
)
dz +O
(
|w0|−N/k
NL−m+1/2
)
(4.22)
when k divides N . Expanding the right two factors of the integrand, as in Lemma 3.6, shows for an implied
constant depending only onm, k and d,
Dm(ρ,N)
Nm+1
=
ρ−m
2πi
d−1∑
j=0
k1/2
N j+3/2
∫
L/k
eN ·rk(z) · gρ(z) · γρ,m,j(z) dz +O
(
|w0|−N/k
Nd+3/2
)
. (4.23)
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Applying Theorem 3.5 and simplifying, as in (3.32), produces
Dm(ρ,N)
Nm+1
= −w−N/k0
ρ−m
2πi
d−2∑
j=0
2k1/2
N j+2
j∑
s=0
Γ
(
s+
1
2
)
α2s(rk, gρ · γρ,m,j−s; z0/k) +O
(
|w0|−N/k
Nd+1
)
.
By setting
em,j(ρ, 0) := −k1/2 ρ
−m
πi
j∑
s=0
Γ
(
s+
1
2
)
α2s(rk, gρ · γρ,m,j−s; z0/k)
we have therefore proved (1.14) when k | N .
Now letM be any positive integer. To find the asymptotics of Am(ξ,M), we may use our previous work
by writingM = N − v for some v with 0 6 v 6 k−1 and k | N . Going back to (1.21), we need to estimate
1
M
∫
D′
Qm(w; ρ,M) dw =
1
M
∫
D′
ξ−mew/M
2πi(ew/M − 1)m+1(ρew/M )M
dw (4.24)
for ρ = ξ or ξ where D′ is the top half of any circle of radius less than 2π/k. With the change of variables
w/M = z/N , (4.24) becomes
1
N
∫
D′
ξ−mez/N
2πi(ez/N − 1)m+1(ρez/N )M
dz =
1
N
∫
D′
Qm(z; ρ,N)
N∏
j=M+1
(
1− ρjejz/N
)
dz.
The product in the integrand is 1 if v = 0 and otherwise equals
v−1∏
r=0
(
1− ρ−reze−rz/N
)
=
∞∑
n=0
ϕρ,n(z, v)
Nn
(4.25)
where by a straightforward calculation
ϕρ,n(z, v) =
∑
j0+j1+···+jv−1=n
κρ,j0(z, 0)κρ,j1(z, 1) · · · κρ,jv−1(z, v − 1) (4.26)
for
κρ,j(z, r) := δj,0 − ρ−rez (−rz)
j
j!
. (4.27)
Set ϕρ,n(z, 0) := δn,0 to obtain a valid formula for v = 0 also. All our previous work now goes through, as
long as γρ,m,j(z) in (4.23) is replaced by
γ∗ρ,m,j(z, v) :=
j∑
n=0
γρ,m,n(z) · ϕρ,j−n(z, v). (4.28)
Hence
Dm(ρ,M)
Nm+1
=
ρ−m
2πi
d−1∑
j=0
k1/2
N j+3/2
∫
L/k
eN ·rk(z) · gρ(z) · γ∗ρ,m,j(z, v) dz +O
(
|w0|−N/k
Nd+3/2
)
(4.29)
and by Theorem 3.5,
Dm(ρ,M) = w
−N/k
0
d−1∑
j=0
e∗m,j(ρ,Mk)
N j+1−m
+O
(
|w0|−N/k
Nd+1−m
)
(4.30)
for
e∗m,j(ρ,Mk) := −k1/2
ρ−m
πi
j∑
s=0
Γ
(
s+
1
2
)
α2s(rk, gρ · γ∗ρ,m,j−s(·, v); z0/k) (4.31)
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withMk ≡ M ≡ −v mod k. The right side of (4.30) is expressed in powers ofM , using N = M + v and
the binomial theorem, to obtain (1.14) with
em,j(ρ,Mk) = w
−v/k
0
j∑
n=0
vj−n
(
m− 1− n
j − n
)
e∗m,n(ρ,Mk). (4.32)
For the coefficient of the main term
em,0(ρ,Nk) = w
−v/k
0 e
∗
m,0(ρ,Nk)
= −w−v/k0 k1/2
ρ−m
πi
Γ(1/2) · α0(rk, gρ · γ∗ρ,m,0(·, v); z0/k).
Note that p→ rk and z0 → z0/k means the coefficients ps on the left of (3.20) become ps · ks+1. Therefore
α0(rk, gρ · γ∗ρ,m,0(·, v); z0/k) =
1
2
(p0 · k)−1/2gρ(z0/k) · γ∗ρ,m,0(z0/k, v)
and also
γ∗ρ,m,0(z, v) = γρ,m,0(z, v) · ϕρ,0(z, v) = z−m−1
v−1∏
r=0
(
1− ρ−rez)
where we understand the above product equals 1 if v = 0. Altogether, with (3.35), (4.3) and noting that( −z0/k
1− ez0/k
)1/2
= − iz
1/2
0 k
−1/2
(1− ez0/k)1/2
we find
em,0(ρ,Nk) =
−z0
2πiez0/2
(w0/k)
1/2
(1− ez0/k)1/2 ×
k−1∏
j=1
(
1− ρ−jez0/k
1− ρ−j
)j/k−1/2
× ρ−m(z0/k)−m−1 × w−v/k0
v−1∏
j=0
(
1− ρ−jez0/k
)
. (4.33)
Write the last factors of (4.33) as
F (v) := w
−v/k
0
v−1∏
j=0
(
1− ρ−jez0/k
)
,
and the final step is to express this in terms of Nk. We have v = k − Nk unless v = 0 (in which case
Nk = 0). Note that
∏v−1
j=0(1 − ρ−jz) = 1 − zk. Then w0 = 1 − ez0 implies that F (v) extended to Z>0 is
periodic: F (v + k) = F (v). In particular F (v) = F (k −Nk), and a short calculation then provides
F (v) = F (k −Nk) = wNk/k0
Nk∏
j=1
(
1− ρjez0/k
)−1
and (1.15). The proof of Theorem 1.3 is complete.
5 Numerical work
5.1 Summary of the calculation of em,j(ρ,Nk)
As we have seen, the expansion of 1/(q)N about a primitive kth root of unity ξ is a Laurent series withmth
coefficient Am(ξ,N). The asymptotics of each coefficient as N → ∞ are given by Theorem 1.3 in terms
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of eℓ,j(ρ,Nk) for ρ = ξ or ξ. The calculation of these numbers may be summarized as follows and they are
readily programmed.
First define the functions p(z) in (2.3) and fρ,ℓ(z) in (4.4) in terms of polylogarithms. Similarly to (3.29)
and (3.31), for j ∈ Z>0 put
uρ,j(z) :=
∑
m1+2m2+3m3+···=j
(z + fρ,1(z))
m1
m1!
fρ,2(z)
m2
m2!
· · · fρ,j(z)
mj
mj !
, (5.1)
with uρ,0(z) = 1, and
γρ,m,j(z) :=
j∑
r=0
B(m+1)r
zr−m−1
r!
· uρ,j−r(z). (5.2)
Define ϕρ,n(z, v) with (4.26), (4.27) and as in (4.28) put
γ∗ρ,m,j(z, v) :=
j∑
n=0
γρ,m,n(z) · ϕρ,j−n(z, v).
This lets us take into account the variation of Am(ξ,N) with N mod k as we let Nk ≡ −v ≡ N mod k for
0 6 Nk 6 k − 1 and 0 6 v 6 k − 1. The product gρ(z) is defined in (4.3). We set rk(z) := p(kz)/k and it
has a simple saddle-point at z0/k. To compute α2s(rk, gρ ·γ∗ρ,m,j(·, v); z0/k) we use the formula (3.22) with
µ = 2 and coefficients
pn = − 1
(µ+ n)!
dµ+n
dzµ+n
rk(z)
∣∣∣∣
z0/k
, qn =
1
n!
dn
dzn
gρ(z) · γ∗ρ,m,j(z, v)
∣∣∣∣
z0/k
.
As in (4.31) set
e∗m,j(ρ,Nk) := −k1/2
ρ−m
πi
j∑
s=0
Γ
(
s+
1
2
)
α2s(rk, gρ · γ∗ρ,m,j−s(·, v); z0/k)
and this is equal to eℓ,j(ρ,Nk) when Nk = 0. Otherwise, for Nk 6= 0,
em,j(ρ,Nk) = w
−v/k
0
j∑
n=0
vj−n
(
m− 1− n
j − n
)
e∗m,n(ρ,Nk).
5.2 Computing Am(ξ, N) exactly
Recall the Norlund polynomials B
(α)
n , with generating function (1.6), and the Bernoulli numbers Bn = B
(1)
n .
For all n ∈ Z>0 and α ∈ C, the explicit formula
B(α)n =
n∑
j=0
(−1)j
(
α+ n
n− j
)(
α+ j − 1
j
)(
n+ j
j
)−1{n+ j
j
}
(5.3)
is proved in [ST88, Eq. 15]. It follows that B
(α)
n is a polynomial of degree n in α. Here the Stirling number{m
k
}
denotes the number of partitions ofm elements into k non-empty subsets.
We need a further generalization of the Bernoulli numbers. As described in [O’S15, Sect. 3], for exam-
ple, the Apostol-Bernoulli numbers have generating function
z
ρez − 1 =
∞∑
m=0
βm(ρ)
zm
m!
(ρ ∈ C) (5.4)
and may be expressed in terms of Bernoulli polynomials (recall (4.2)) with
βm(ξ) = k
m−1
k−1∑
j=0
Bm(j/k) · ξj
for ξ a primitive kth root of unity. Clearly βm(1) = Bm form > 0.
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Proposition 5.1. For all N ∈ Z>1,m ∈ Z and primitive kth roots of unity ξ, we have
Am(ξ,N) =
(−1)N ξ−m
N !
∑
u+v+j1+j2+···+jN=N+m
B(m+1)v · βj1(ξ) · βj2(ξ2) · · · βjN (ξN )
1j12j2 · · ·N jN
u!v!j1!j2! · · · jN !
where the sum is over all u, v, j1, . . . , jN ∈ Z>0.
Proof. Expressing the integral (1.20) in terms of the residue at zero we find
Am(ξ,N) = ξ
−m
[
coeff. of z−1
] ez
(ez − 1)m+1(ξez)N
=
(−1)N ξ−m
N !
[
coeff. of zN+m
]
ez
(
z
ez − 1
)m+1( z
ξez − 1
)(
2z
ξ2e2z − 1
)
· · ·
(
Nz
ξNeNz − 1
)
. (5.5)
Inserting the power series coefficients completes the proof.
Similar formulas to Proposition 5.1 are given in [O’S15, Prop. 3.1]. It also follows from Proposition 5.1
that Am(ξ,N) is in the field Q(ξ).
A more efficient method to compute Am(ξ,N) may be given next based on the work in [O’S15]. For
fixed k define
Sn,r(m,N) := δ0,r · (m+ 1) +
∑
16j6N, j≡r mod k
jn.
Proposition 5.2. Let N ∈ Z>1, m ∈ Z and let ξ be a primitive kth root of unity. For s := ⌊N/k⌋,
M := s+m > 0 and Nk ≡ N mod k with 0 6 Nk 6 k − 1,
Am(ξ,N) =
(−1)sξ−m
k2s+1 · s!
[
k−1∏
w=Nk+1
(1− ξw)
]
×
∑
1j1+2j2+···+MjM=M
1
j1!j2! · · · jM !
(
−m− N(N + 1)
2
−
k−1∑
r=0
β1(ξ
r) · S1,r(m,N)
1 · 1!
)j1
×
(
−
k−1∑
r=0
β2(ξ
r) · S2,r(m,N)
2 · 2!
)j2
· · ·
(
−
k−1∑
r=0
βM (ξ
r) · SM,r(m,N)
M ·M !
)jM
. (5.6)
Note that forM = 0 we replace the entire sum over j1, . . . , jM in (5.6) by 1.
The proof is a straightforward exercise starting with (5.5) and employing the identities
log
(
z
ez − 1
)
= −z −
∞∑
n=1
Bn
n · n!z
n,
log
(
ρ− 1
ρez − 1
)
= −z −
∞∑
n=1
βn(ρ)
n · n! z
n (ρ 6= 1).
Glaisher obtained similar results to Proposition 5.2 for Sylvester waves as seen in Theorem 4.3 and (4.8) of
[O’S15]. At each stage in the computation of (5.6), the result may be simplified to a degree k−1 polynomial
in ξ with rational coefficients.
Some examples of Proposition 5.2 are the following. With k = N , s = 1,m = −1 we find C1N1(N) =
−e2πi/N/N2; see also [O’S16a, Eq. (2.10)]. For ξ = 1 and k = 1, (5.6) reduces (forM = N +m) to
Am(1, N) =
(−1)N
N !
∑
1j1+2j2+···+MjM=M
1
j1!j2! · · · jM !
(
−m− N(N + 1)
2
− B1 · S1,0(m,N)
1 · 1!
)j1
×
(
−B2 · S2,0(m,N)
2 · 2!
)j2
· · ·
(
−BM · SM,0(m,N)
M ·M !
)jM
. (5.7)
Tables 4 and 5 give further examples of Theorems 1.1, 1.3 with the exact values of the coefficients shown on
the last line and computed with Proposition 5.2.
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r Theorem 1.1
1 1.97608009680605866 × 1060
3 1.97741584770913413 × 1060
5 1.97741548275273845 × 1060
7 1.97741548293152401 × 1060
1.97741548293140288 × 1060 A−4(1, 2500)
Table 4: The approximations of Theorem 1.1 to A−4(1, 2500).
r Theorem 1.3
1 6.699691529339419 × 1017 − 2.3252380189830248 × 1018i
3 6.651184519968432 × 1017 − 2.3158337396379049 × 1018i
5 6.651195028374644 × 1017 − 2.3158366755589084 × 1018i
7 6.651195010470307 × 1017 − 2.3158366732365613 × 1018i
6.651195010459496 × 1017 − 2.3158366731930319 × 1018i A1(i, 2501)
Table 5: The approximations of Theorem 1.3 to A1(i, 2501).
6 Sylvester waves
Proof of Theorem 1.4. We are using the same arguments as in Section 4 and may be brief. Similarly to (1.20)
we obtain from (1.17)
Wk(N,λN) = − 1
N
∑
ξ
∫
D
ξ−λNe−λz
2πi · (ξez/N )N
dz (6.1)
where we are summing over all primitive kth roots of unity ξ and D is a circle of radius less than 2π/k.
Denoting the integrand in (6.1) as Rλ(z; ξ,N) we find, as in (1.21) where D′ is the top half of D,
Wk(N,λN) = − 1
N
∑
ξ
(∫
D′
Rλ(z; ξ,N) dz +
∫
D′
Rλ(z; ξ,N) dz
)
= − 2
N
Re
[∑
ξ
∫
D′
Rλ(z; ξ,N) dz
]
.
Our task is now to estimate
Eλ(ξ,N) := − 2
N
∫
D′
Rλ(z; ξ,N) dz = −ξ
−λN
πiN
∫
D′
e−λz
(ξez/N )N
dz. (6.2)
By Theorem 4.1 we find that (6.2) equals
− ξ
−λNk1/2
πiN3/2
∫
L/k
eN ·rk(z)e−λzgξ(z) exp
(
L−1∑
ℓ=1
fξ,ℓ(z)
N ℓ
)
dz +O
( |w0|−N/k
NL+3/2
)
(6.3)
when k divides N . Define gλ,ξ(z) := e
−λzgξ(z) and expand the exponential of the sum over ℓ using
coefficients ωξ,j(z) which are defined as in (5.1) except with z + fξ,1(z) replaced by fξ,1(z). Then for an
implied constant depending only on λ′, k and d,
Eλ(ξ,N) = −ξ
−λN
πi
d−1∑
j=0
k1/2
N j+3/2
∫
L/k
eN ·rk(z) · gλ,ξ(z) · ωξ,j(z) dz +O
(
|w0|−N/k
Nd+3/2
)
. (6.4)
Applying Theorem 3.5 and simplifying, as in (3.32), produces
Eλ(ξ,N) = w
−N/k
0
ξ−λN
πi
d−2∑
j=0
2k1/2
N j+2
j∑
s=0
Γ
(
s+
1
2
)
α2s(rk, gλ,ξ · ωξ,j−s; z0/k) +O
(
|w0|−N/k
Nd+1
)
.
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Therefore (1.18) is true when k | N (and Nk = 0) for
aλ,j(0, nk) :=
2k1/2
πi
j∑
s=0
Γ
(
s+
1
2
)∑
ξ
ξ−nkα2s(rk, gλ,ξ · ωξ,j−s; z0/k). (6.5)
We next extend this formula to all N by the procedure used in Section 4.3. Similarly to (4.25), the
correction factor is
eλvz/N
v−1∏
r=0
(
1− ξ−reze−rz/N
)
= eλvz/N
∞∑
n=0
ϕξ,n(z, v)
Nn
=
∞∑
n=0
ϕλ,ξ,n(z, v)
Nn
for 0 6 v 6 k − 1, ϕξ,n(z, v) given explicitly in (4.26) and
ϕλ,ξ,n(z, v) :=
n∑
j=0
(λvz)j
j!
ϕξ,n−j(z, v).
Next set
ω∗λ,ξ,j(z, v) :=
j∑
n=0
ωξ,n(z) · ϕλ,ξ,j−n(z, v)
and replace ω by ω∗ in (6.5) to define
a∗λ,j(Nk, nk) :=
2k1/2
πi
j∑
s=0
Γ
(
s+
1
2
)∑
ξ
ξ−nkα2s(rk, gλ,ξ · ω∗λ,ξ,j−s(·, v); z0/k)
for Nk ≡ N ≡ −v mod k. Lastly
aλ,j(Nk, nk) := w
−v/k
0
j∑
n=0
vj−n
(−2− n
j − n
)
a∗λ,n(Nk, nk) (6.6)
gives the desired formula and this completes the proof of Theorem 1.4.
With a similar computation to that of (1.15) at the end of Section 4.3, the coefficient for the main term is
aλ,0(Nk, nk) =
z0
πi
e−z0(λ/k+1/2)
(w0/k)
1/2
(1− ez0/k)1/2
×
∑
ξ
[
ξ−nk
k−1∏
j=1
(
1− ξ−jez0/k
1− ξ−j
)j/k−1/2
× wNk/k0
Nk∏
j=1
(
1− ξjez0/k
)−1]
. (6.7)
The following tables give examples of the approximations of Theorem 1.4 to the first, second and fourth
waves, with λ equalling 10/7, 2 and 3/4 respectively. The exact values of the waves are computed with
[O’S18, Thm. 2.4], which is very similar to Proposition 5.2.
r Theorem 1.4
1 −5.4037745492500079 × 1096
3 −3.6779982882192229 × 1096
5 −3.6775617167251202 × 1096
7 −3.6775621987899526 × 1096
−3.6775621984857302 × 1096 W1(3500, 5000)
Table 6: The approximations of Theorem 1.4 toW1(3500, 5000).
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r Theorem 1.4
1 1.2801787698217348 × 1053
3 1.2423916766083540 × 1053
5 1.2424007469056981 × 1053
7 1.2424007533841407 × 1053
1.2424007618319874 × 1053 W2(4001, 8002)
Table 7: The approximations of Theorem 1.4 toW2(4001, 8002).
r Theorem 1.4
1 −1.1915023894770854 × 1023
3 −1.1889147720679222 × 1023
5 −1.1889188877091459 × 1023
7 −1.1889188816772328 × 1023
−1.1889188816869245 × 1023 W4(4000, 3000)
Table 8: The approximations of Theorem 1.4 toW4(4000, 3000).
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