Efficient Riccati equation based techniques for the approximate solution of discrete time linear regulator problems are restricted in their application to problems with quadratic terminal payoffs. Where non-quadratic terminal payoffs are required, these techniques fail due to the attendant nonquadratic value functions involved. In order to compute these non-quadratic value functions, it is often necessary to appeal directly to dynamic programming in the form of gridor element-based iterations for the value function. These iterations suffer from poor scalability with respect to problem dimension and time horizon. In this paper, a new max-plus based method is developed for the approximate solution of discrete time linear regulator problems with non-quadratic payoffs.
Introduction
After more than 40 years of study, the "linear quadratic regulator problem" (or LQR problem) remains ubiquitous in the field of optimal control [2, 6] . Given a specific linear time invariant system, quadratic running payoff, and terminal payoff, the objective of the LQR (optimal control) problem is to determine a control sequence that (when applied to the linear system in question) maximizes the aggregated running and quadratic terminal payoffs over a specific (possibly infinite) time horizon. It is well known that the value function defined by the LQR problem is quadratic. The Hessian of this quadratic value function is either the solution of a difference (or differential) Riccati equation (DRE) in the finite horizon case, or the stabilizing solution of an algebraic Riccati equation (ARE) in the infinite horizon case. Solutions to either equation, and hence the corresponding LQR problem, can be computed very accurately and efficiently using existing numerical tools (for example, MATLAB TM ). Both the DRE and ARE encode invariance of the space of quadratic functions (defined on the state space) with respect to the dynamic programming evolution operator associated with a quadratic running payoff and linear dynamics. Consequently, both equations are restricted in their application to problems with quadratic terminal payoffs. Where the terminal payoff employed is non-quadratic, the DRE / ARE solution path for the corresponding linear regulator problem is inherently invalid (as the corresponding value function involved need not be quadratic). Instead, it is necessary to appeal directly to the dynamic programming principle to obtain an iteration for the value function. This iteration is in general infinite dimensional, regardless of the state dimension. Hence, approximate value function iterations employing state-space grids, basis functions, etc, arise out of necessity, but remain intrinsically limited in their application due to the curse-of-dimensionality. Consequently, where the time horizon is long or the state dimension high, the approximate solution of a linear regulator problem in the company of a non-quadratic terminal payoff remains a computationally expensive (and sometimes even prohibitive) exercise.
In this paper, a new computational method is developed for approximating the value function associated with a class of discrete time linear regulator problems in which the terminal payoff is non-quadratic. Motivated by recent related work [15, 7, 8, 9] , this new method relies on the development of a max-plus based fundamental solution for the class of linear regulator problems of interest. Using max-plus duality arguments [1, 3, 11, 13, 14, 15] , this fundamental solution captures the behaviour of the associated dynamic programming evolution operator, and is independent of the terminal payoff employed. By applying this fundamental solution to the terminal payoff associated with a specific linear regulator problem, the attendant value function (and hence the solution of this linear regulator problem) may be computed. Furthermore, by appealing to the algebraic structure of the fundamental solution, a substantial improvement in computation time relative to gridbased iterative methods can be achieved. In addition, the limiting behaviour of finite horizon linear regulator problems is investigated via the fundamental solutions presented. While value functions associated with nonquadratic terminal payoffs are typically non-quadratic on finite horizons, it is shown (under mild conditions) that these converge to quadratic value functions in the infinite horizon. There, the effect of a non-quadratic terminal payoff is shown to reduce to an additive offset in this infinite horizon limit. The convergence results employed generalize well known DRE / ARE results [2, 5, 6] .
In terms of organization, Section 2 describes the linear regulator problems of interest. Section 3 presents the max-plus fundamental solutions and discusses their properties. Section 4 discusses the convergence properties of the max-plus fundamental solutions for the infinite horizon linear regulator problem. Examples are given in Section 5 followed by brief conclusions in Section 6. Throughout, R ≥0 , R >0 , Z ≥0 and Z >0 are used to denote the non-negative, positive reals, non-negative and positive integers respectively. R − . = R ∪ {−∞} is used to denote the extended reals, while R n denotes n-dimensional Euclidean space equipped with the standard 2-norm denoted by | · |. λ min (A) and λ max (A) denote respectively the smallest and largest eigenvalue of A ∈ R n×n .
Linear Regulator Problem
Attention is restricted to discrete time invariant linear systems of the form
in which x k ∈ R n and w k ∈ R m denote the state and input, both at time k ∈ Z ≥0 , and x ∈ R n denotes the initial state. A ∈ R n×n and B ∈ R n×m denote constant matrices with real-valued entries. The following properties concerning (2.1) are assumed to hold throughout.
The value function W K : R n → R of a linear regulator problem defined on time horizon K ∈ Z ≥0 is given by
in which w k ∈ R m denotes the k th element of sequence w ∈ W [0, K − 1], and x k denotes the corresponding element of the state sequence generated by (2.1) subject to this input sequence. The running payoff in (2.3) is parameterized by Φ ∈ R n×n (a symmetric and positive semi-definite real-valued matrix, i.e. Φ = Φ T ≥ 0), and a gain parameter γ ∈ R ≥0 . The terminal payoff is denoted by the function Ψ : R n → R. The class of optimal control problems described above (and of interest in this paper) is further restricted to those with non-quadratic terminal payoffs with particular structures. In formalizing these restrictions on the terminal payoffs, define a hierarchy of three function spaces B 
Assumption 2.2. There exists an r ∈ R and at least one i ∈ {1, 2, 3} such that the terminal cost Ψ in (2.3) satisfies Ψ ∈ B A standard application of dynamic programming (see, for example, [4] ) to the optimal control problem defined by (2.2) yields a (one-step) dynamic programming principle for the finite horizon value function
There, S 1 denotes the (one-step) dynamic programming evolution operator defined by
T P k x for all k ∈ Z ≥0 . As (2.5) holds for all x ∈ R n , the value function iteration defined by (2.5) with respect to the time horizon k ∈ Z ≥0 immediately reduces to the difference Riccati equation (DRE) (2.7)
This DRE describes a finite dimensional representation for the potentially infinite dimensional iteration (2.5). The key to the reduced order representation (2.7) of (2.5) is the fact that the dynamic programming evolution operator S 1 of (2.6) is invariant on the space of quadratic functions. Where the terminal payoff is a nonquadratic function, this invariance cannot be exploited, that is, the DRE (2.7) need not hold.
The definition (2.6) of the one-step dynamic programming evolution operator S 1 may be extended to the (k + 1)-step case, k ∈ Z >0 , via the recursion
The value function W k of (2.2) may accordingly be expressed in terms of the terminal cost Ψ and S k via W k = S k Ψ, c.f. (2.5). Invariance of this family of evolution operators in the function spaces B i r of (2.4) is key to the subsequent development of a max-plus based solution to the optimal control problem of (2.2).
Theorem 2.1. Given any i ∈ {1, 2, 3} and r ∈ R >0 , there exist Φ 0 ∈ R n×n , Φ 0 ≥ 0, and
for all k ∈ Z >0 . 
r , and i ∈ 1, 2, 3, where the binary operations ⊕ and ⊗ denote max-plus addition and multiplication, viz
The max-plus integral of φ ∈ B i r is similarly defined as
With a view to employing primal-dual relationships defined with respect to each of these spaces, it is convenient to define three corresponding functions ψ i (·, z) ∈ B i r , indexed by z ∈ R n , as (3.10)
Here, M = M T ∈ R n×n is positive definite, and δ : R n → R − denotes the extended real-valued indicator function defined by
As mentioned, these functions ψ i of (3.10) may be used to define primal-dual relationships with respect to the corresponding function space B i r . In particular, for any φ ∈ B i r , it may be noted that the primal and dual are related via 
By inspection of (3.10), D ψ 1 is the well-known convex dual, while D ψ 2 is the semi-convex dual employed in finite dimensions in [10, 11, 12, 13, 14, 15] , and in infinite dimensions in [7, 8, 9] .
That is, the max-plus dual of any function in B 3 r is itself.
The fundamental property that enables the development of efficient max-plus based computational method for the linear regulator problem (2.2) is that the dynamic evolution operator S 1 of (2.6) is linear under the max-plus algebra.
Lemma 3.1. The k-step dynamic programming evolution operator S k of (2.8) is max-plus linear for all k ∈ Z >0 . That is, for all a ∈ R − , φ, θ ∈ B i r , i ∈ {1, 2, 3}, and k ∈ Z >0 , 3.2 A max-plus fundamental solution The maxplus linearity of the operator S k implies a representation of the value function W k of (2.2)
the value functions W k = S k Ψ, k ∈ Z ≥0 can be computed via a max-plus combination of the max-plus product of S k,i and the dual of terminal payoff function Ψ i . The functions S k,i are determined completely by the linear dynamical systems (2.1) and the quadratic running payoff and independent of the terminal payoff Ψ.
Fast computational of the functions S k,i , k ∈ Z >0 of (3.16) is key to develop efficient computational methods for the linear regulator problem (2.2). As shown in [16] , the functions S k,i , k ∈ Z >0 turn out to be quadratic as a consequence of the linear dynamics, quadratic running payoff and the particular basis functions ψ i ∈ B i r , with
defined with respect to Hessian
In particular, computation of the functions S k,i , k ∈ Z >0 is reduced to the computation of the Hessian Q k,i , k ∈ Z >0 . As shown in the continuous time LQR problem [15] and the infinite dimensional case [7, 8, 9] , it can be more convenient to perform of the computation of the functions S k,i , k ∈ Z >0 via its max-plus dual in B i r , which according to (3.12) is given by
The functions S k,i may be recovered from B k,i by the
The functions B k,i of (3.18) can be used to define a fundamental solution semi-group
which propagates the dual of the value functions (2.2) [7] , [8] , [15] .
It can be shown that when the functions S k,i , k ∈ Z >0 are quadratic functions of the form (3.17), the max-plus dual functions B k,i , k ∈ Z >0 (3.18) are also quadratic in the form
with the matrices Θ k,i , k ∈ Z >0 of the form
The propagation of the matrices Θ k,i , k ∈ Z >0 for maxplus dual B k,i , k ∈ Z >0 of the functions S k,i , k ∈ Z >0 are determined via a matrix operation defined by Ω = Ω 1 ⊛ Ω 2 with
for Ω j ∈ R 2n×2n , Ω j = Ω and Θ k1+k2,i is given by
Theorem 3.1 illustrates how the matrices Θ k,i propagates with increasing k ∈ Z >0 . It may be observed that this propagation is not restricted to index sequences of the form · · · , k, k + 1, k + 2, · · · . For example, "doubling " index sequences of the form k, 2k, 4k, · · · may also be employed, with Θ k,i , k ∈ Z >0 via Θ 2k,i = Θ k,i ⊛ Θ k,i for any k ∈ Z >0 . Thus, k matrix ⊛ operations yields Θ 2 k ,i from an initial condition Θ 1,i . This suggests that the computation of the matrices Θ k,i for the max-plus dual of the functions S k,i , k ∈ Z >0 can be very efficient.
Under the particular quadratic forms of (3.17) and (3.21), the duality relation (3.19), (3.18) between S k,i and B k,i for k ∈ Z >0 can be represented by a relationship between the matrices Q k,i and Θ k,i specified by the matrix operators Γ i : R 2n×2n → R 2n×2n for i ∈ {1, 2, 3} by
Here, the matrix M in Γ 2 is the Hessian defining the quadratic basis functions ψ 2 of (3.10) in space B 2 r . It can be verified directly that 
. Then, the functions B k,i are quadratic functions of the form (3.21). Furthermore, the Hessian matrices Q k,i and Θ k,i are related by 
r , the matrix Θ 1,2 that defines the function B 1,2 in (3.21) is given by
In the case where Ψ ∈ B 3 r , the rank of the control matrix B ∈ R n×m has a prominent impact on the computation of Θ k,i , k ∈ Z >0 . Different cases arise from different n and m. Due to reason of brevity, only the result of the simplest case of m = n is presented. In such a case, matrix B is invertible according to Assumption 2.1. Results for m < n can be found in [16] . Theorem 3.5. Given a terminal payoff function in Ψ ∈ B 3 r , the matrix Θ 1,3 that defines the function B 1,3 in (3.21) is given by
(3.28)
Infinite Horizon Linear Regulator Problem
The infinite horizon linear regulator problem is defined as the limit of the linear regulator problem (2.2) and (2.3) as k → ∞. This infinite horizon optimal control probelm can be studied via convergence of the sequence of value functions W k , k ∈ Z >0 of the finite horizon problems. In the case of quadratic terminal payoff functions, this corresponds to the well-known convergence analysis for the DRE (2.7) [6, 5] . Here a sufficient condition for the convergence of W k , k ∈ Z >0 of (2.2) and (2.3) is presented for the more general problem where the terminal payoff may be non-quadratic.
To this end, first consider the convergence of the matrices Θ k,i , k → ∞ of the functions B k,i . According to Theorem 3.1, the evolution of the matrices Θ k,i , k ∈ Z >0 , i ∈ {1, 2, 3} of the functions B k,i takes a unified form of
Here, the initial condition Ω ∈ R 2n×2n are given in (3.25), (3.26) and (3.28) respectively for different spaces with a unified form of Lemma 4.1. Suppose there exist constants σ, λ, ρ ∈ R >0 such that
Then, the sequence σ k , λ k , k ∈ Z >0 defined by
satisfies the property that σ k → 0, k → ∞ and λ k ∈ R >0 , k ∈ Z >0 and λ k ↓λ ≥ ρ.
Based on Lemma 4.1, a sufficient condition that guarantees the convergence of the matrices Θ k,i of the functions B k,i , k ∈ Z >0 can be derived. 
∞,i ). Thus, the limit of the fundamental functions S ∞,i takes the form
According to (3.15) , the value functions W k of (2.2) is given by
in terms of the functions S k,i . The convergence of the value functions W k also depends on the initial condition Ψ ∈ B i r as shown in the following theorem.
∞,i ), the max-plus dual of the terminal payoff Ψ i (z), z ∈ R n is continuous and there exist r 0 , ε 0 ∈ R >0 such that To verify the conditions in Theorem 4.1, take
For inequality (4.31) to hold, it is required that there exists ρ > √ σ such that f (ρ) Figure 1 depicts the function f (ρ) for ρ > √ σ which shows that f (ρ) > 0, ρ ∈ [3.35, 6 .07]. So the matrix sequence (5.38) must converge according to Theorem 4.1. The convergence was verified by computing the sequence directly. Panel (b) in figure 1 shows the sequences of σ 2 k−1 , λ 2 k−1 of (4.31). According to Lemma 4.1, σ k ↓ 0 and λ k ↓ρ such thatρ > ρ satisfying f (ρ) > 0. Hereρ = 6.48 which confirms Lemma 4.1.
It also shows the sequence
According to Lemma 4.1 and Theorem 4.1, it holds σ 
Example 2: infinite horizon linear regulator problems
This example shows the finite horizon value function W k can be non-quadratic with a non-quadratic terminal payoff function Ψ(x). However, the value function of the corresponding infinite horizon problem, which is the limit of these non-quadratic finite horizon value functions, is quadratic with the offset determined by the max-plus dual of the terminal payoff as indicated in Theorem 4.2. The value functions are computed from the fundamental solution in B The terminal payoff is Ψ(x) = 3 sin(2x 1 ) cos(2x 2 ) for Figure 2 shows the finite horizon value functions W 8 (x) and the limit infinite horizon value function W ∞ (x) computed using the fundamental solution in B Here, the offset κ due to the non-quadratic terminal payoff is κ = max 
Conclusions
An efficient computational method is developed for solving linear regulator problems with non-quadratic payoff functions. The max-plus linear property of the corresponding dynamic programming evolution operator is exploited to obtain max-plus fundamental solutions through which the value functions can be computed conveniently for any non-quadratic terminal payoff. A sufficient condition for the convergence of the finite horizon problem to infinite horizon problem is presented which generalizes the well-known convergence results of Riccati equations.
