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Abstract In this paper, we will study the long time behavior of the simple
symmetric exclusion process in the “channel” ΛN = [1, N ]∩N with reservoirs
at the boundaries. These reservoirs are also systems of particles which can be
exchanged with the particles in the channel. The size M of each reservoir is
much larger than the one of the channel, i.e. M = N1+α for a fixed number
α > 0. Based on the size of the channel and the holding time at each reservoir,
we will investigate some types of rescaling time.
Keywords Hydrodynamic limits · Adiabatic limits · Ideal reservoir limits ·
Global equilibrium limits
1 Introduction
Let us recollect some results on the most studied model of type of open
systems, the simple symmetric exclusion process (SSEP) in an interval of
sizeN , complemented by birth-death processes at the boundaries. Such birth-
death processes are called ideal reservoirs of fixed densities v0,±. As a result
of the duality technique, we can obtain the following well-known expression
which is extremely useful in order to investigate the macroscopic behavior of
our particle system.
EN[η(x, t)]
=Ex
[
u0(N
−1Y (t))1τY0 ∧τYN+1>t
]
+ v0,−Px
(
τY0 < t, τ
Y
0 < τ
Y
N+1
)
+ v0,+Px
(
τYN+1 < t, τ
Y
0 > τ
Y
N+1
)
, (1.1)
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2where EN stands for the expectation with respect to our process, Px and
Ex denote the law and expectation of a simple symmetric random walk Y
on Z starting from x, τYa is the first time that the random walk Y hits
a and u0 ∈ C(0, 1) represents the initial macroscopic density of particles.
Namely, when the dynamics is speeded up in time by N2, in the limit the
above expression will give us the evolution equation which is described by the
linear heat equation on [0, 1] with given boundary conditions. As the time
goes faster than the order N2, i.e. t/N2 → ∞, it can be derived that the
particle density is close to the linear interpolation between v0.− and v0,+.
Moreover, the propagation of chaos property holds for this model, it means
that the number of particles at macroscopic distances become independent.
The arguments for the proof can be found in [3].
In the current article, we will regard the reservoirs as particle models
of N1+α sites for a fixed number α > 0. These particle systems interact
with the SSEP by exchanging particles in a mean field fashion (see the next
section for more details). Then under a suitable assumption on the initial
state, when the time is scaled by N2+α
′
for α′ ∈ [0, α), we will prove that in
the limit N → ∞, the particle system in the channel evolves like the SSEP
in an interval of size N , imposed by ideal reservoirs of fixed densities at
the extremes. A rigorous analysis to attain the ideal reservoir limit and the
propagation of chaos property for our present particle system can be found
in Section 3.
In Section 4, we will get the so-called adiabatic limit. More precisely, in the
time scale N2+αt, the particle’s density converges, as N →∞, to the linear
interpolation between v−(t) and v+(t), where v−(t) and v+(t) changing in
time are respectively the density of particles at the boundaries. The adiabatic
limit can also be obtained when one considers the case where the boundary
densities depend directly on time in the context of the SSEP, see [2].
When the time scale is of order N2+α
′
for α′ > α, one can verify that in
the global equilibrium limit, the particle density converges to the average of
the initial densities v0,− and v0,+ at the boundaries. Section 5 is devoted to
this verification.
The propagation of chaos property for our present model has not been
extended to the case when α′ ≥ α, hence it is still an open problem so far.
We also notice that if our particle system evolves as an SSEP on the semi-
infinite domain [0,∞) with a reservoir at the origin then only one relevant
time rescaling is studied. In the hydrodynamic limit, such system evolves
according to the linear heat equation on [0,∞) whose solution can be repre-
sented probabilistically in terms of the Brownian motion sticky at the origin.
The verification can be done by extending the result given by Amir in [1] to
the convergence of continuous time sticky random walks.
In [5], we consider the case α = 0 where each reservoir and the channel
have the same size. If the time is scaled by N2 while the space is scaled down
by N−1, we can obtain the hydrodynamic limit for such system as N →∞.
That is a linear heat equation on (0, 1) with free boundary conditions.
32 Model and sticky random walk
2.1 The model
We study a simple symmetric exclusion process in the interval ΛN = [1, N ]∩N
which we will call “the channel”, N being a positive integer. It is com-
plemented by reservoirs S± of size M ∈ N∗ at the extremes. Physically,
the reservoirs are also particle systems which interact with our given sys-
tem in the channel by exchanging particles. Thus the state space is Ω∗ =
{0, 1}ΛN × {0, 1}S− × {0, 1}S+: the elements ω of Ω∗ are sequences η(x),
x ∈ ΛN ∪ S− ∪ S+, where η(x) ∈ {0, 1} is understood as the number of
particles at site x, and the generator is
L∗f(ω) =
1
2
N−1∑
x=1
[f(ωx,x+1)− f(ω)]
+
1
2M
∑
z∈S−
[f(ω1,z)− f(ω)] + 1
2M
∑
z∈S+
[f(ωN,z)− f(ω)]
+
∑
x,y∈S+
c(x, y)[f(ωx,y)− f(ω)] +
∑
x,y∈S−
c(x, y)[f(ωx,y)− f(ω)],
(2.1)
where ωx,y is obtained from ω by exchanging η(x) and η(y); c(x, y) is the
jump rate from x to y.
We denote by n± the number of particles in S±, respectively. Then one
can see that the marginal over the variables η(x), x ∈ ΛN , and n± has the
law of the Markov process with generator L given by
Lf(ω) =
1
2
N−1∑
x=1
[f(ωx,x+1)−f(ω)]+cN (ω)[f(ωN )−f(ω)]+c1(ω)[f(ω1)−f(ω)]
(2.2)
where an element ω of Ω = {0, 1}ΛN × {0, ..,M} × {0, ..,M} is a sequence
η(x), x = 1, .., N , complemented by two integers n− and n+ both in [0,M ];
cN (ω) =
1
2
(
1− n+
M
)
η(N) +
1
2
n+
M
(1 − η(N)); (2.3)
ωN has ηN (N) = 0 and nN+ = n+ + 1 if η(N) = 1; and ω
N has ηN (N) = 1
and nN+ = n+ − 1 if η(N) = 0. c1(ω) and ω1 are defined similarly.
2.2 Sticky random walk
In the sequel we identify ǫ = 1/N . Denote Λ¯N := [0, N + 1] ∩ N. Let us fix
α > 0 and set hereafter M = N1+α. We write for x ∈ Λ¯N ,
ρǫ(x, t) = Eǫ
[
η(x, t)
]
,
4where η(0, t) := n−(t)M , η(N+1, t) :=
n+(t)
M and E
ǫ stands for the expectation
with respect to the process with generator (2.2), the initial distribution will
be specified later. Sometimes we use ρǫ0(x) instead of ρ
ǫ(x, 0).
We denote ρǫ−(t) := ρ
ǫ(0, t), ρǫ+(t) := ρ
ǫ(N + 1, t).
Then for x ∈ ΛN , we have
d
dt
ρǫ(x, t) =
1
2
(
ρǫ(x− 1, t) + ρǫ(x+ 1, t)− 2ρǫ(x, t)
)
. (2.4)
We also have
d
dt
ρǫ−(t) =
1
2M
(
ρǫ(1, t)−ρǫ−(t)
)
,
d
dt
ρǫ+(t) =
1
2M
(
ρǫ(N, t)−ρǫ+(t)
)
(2.5)
Moreover, there is a close relationship between our particle model and a
sticky random walk.
Definition 2.1. Sticky random walk (X(t))t≥0 moving on Λ¯N is a con-
tinuous time random walk with jump rates c(x, x ± 1) = 1
2
, ∀x ∈ ΛN and
c(0, 1) = c(N + 1, N) =
1
2M
.
More precisely, the generator L of the random walk X is given by
Lf(x) =11≤x≤N
1
2
[f(x+ 1) + f(x− 1)− 2f(x)]
+1x=0
1
2M
[f(x+ 1)− f(x)] + 1x=N+1 1
2M
[f(x− 1)− f(x)]. (2.6)
We call Ex and pt(·, ·) the expectation and the transition density of the
random walk X starting from x. Then by applying the same argument as in
Proposition 3.1 and Corollary 3.2, [5], it is easy to check the following result
which is similar to the expression (1.1).
Proposition 2.1. For any x ∈ Λ¯N and t ≥ 0,
ρǫ(x, t) = Ex
[
ρǫ(X(t), 0)
]
= Ex
[
ρǫ(X(t), 0)1τ>t + ρ
ǫ(X(τ), t− τ)1τ≤t
]
,
(2.7)
where τ is the first hitting time of X into {0, N + 1}.
3 Ideal reservoir limit
Theorem 3.1 (Ideal reservoir limit). Let u0 ∈ C(0, 1) with values in [0, 1]
and v0,± ∈ [0, 1]. Suppose that at the initial time,
n±(0)
M
P
ǫ
−−→ v0,±, ρǫ(x, 0) = u0(ǫx), ∀x ∈ ΛN . (3.1)
Then for any α′ ∈ [0, α) and T > 0,
lim
N→∞
sup
x∈ΛN
sup
t∈[0,T ]
∣∣Eǫ[η(x,N2+α′t)]− Eǫ[η(x,N2+α′t)]∣∣ = 0, (3.2)
where Eǫ denotes the expectation with respect to the simple symmetric exclu-
sion process in {0, 1}ΛN with reservoirs at the boundaries of fixed densities
v0,±.
5Proof. Let us first verify the following result.
Lemma 3.2. For any δ > 0, α′ ∈ [0, α) and T > 0,
lim
N→∞
Pǫ
(
sup
t∈[0,T ]
∣∣∣n±(N2+α′t)− n±(0)
M
∣∣∣ ≤ δ) = 1.
Proof. We define ♯(S+ → S−) as the number of particles which go from the
right reservoir S+ to the left one S− from the initial time to N2+α′t. Thus
we have the estimate
n−(N
2+α′t) ≤ n−(0) +N + ♯(S+ → S−).
Then
n−(N
2+α′t)− n−(0)
M
≤ N
N1+α
+
♯(S+ → S−)
M
.
Let us estimate pt(N + 1, 0) the probability that the sticky random walk
X starting from N + 1 reaches 0 at time t. We call νt the number of times
that X reaches N + 1 up to time t and {σ(k)N+1, k ≥ 1} the successive return
times to N + 1 of the sticky random walk X starting from N + 1, i.e.
σ
(1)
N+1 = 0
κ
(1)
N = inf{s > σ(1)N+1, X(s) = N}
σ
(2)
N+1 = inf{s > κ(1)N , X(s) = N + 1}
. . .
Then we can write
pt(N + 1, 0) =
∫ t
0
PN+1(X(t) = 0, τ
X
N+1 < s, τ
X
0 = s) ds
≤
∫ t
0
∑
n≥1
PN+1(X(t) = 0, σ
(n)
N+1 < s < σ
(n+1)
N+1 , τ
X
0 = s) ds
≤
∫ t
0
∑
n≥1
∫ s
0
PN+1(σ
(n)
N+1 = θ)PN+1(X(t− θ) = 0, τX0 < σ(2)N+1) dθ ds
≤ t
2M
∫ t
0
∫ s
0
PN+1(X(t− θ) = 0, τX0 < σ(2)N+1) dθ ds
≤ t
2M
∫ t
0
∫ s
0
∫ t−θ
0
PN+1(τ
X
N = υ)PN (X(t− θ − υ) = 0, τX0 < τXN+1) dυ dθ ds
≤ 1
N
t
2M
, (3.3)
where the third inequality follows from the fact that∑
n≥1
PN+1(σ
(n)
N+1 = θ) =
∑
n≥1
∑
m≥n
PN+1(σ
(n)
N+1 = θ|νt = m)PN+1(νt = m)
6≤
∑
m≥1
mPN+1(νt = m) = E
[
νt
] ≤ t
2M
.
By (3.3), we have sup
t∈[0,T ]
pN2+α′ t(N + 1, 0) → 0 for any α′ ∈ [0, α) and
T > 0. So in probability,
lim
N→∞
sup
t∈[0,T ]
♯(S+ → S−)
M
= 0.
This gives us that for any δ > 0 and T > 0,
lim
N→∞
Pǫ
(
sup
t∈[0,T ]
n−(N
2+α′t)− n−(0)
M
≤ δ
)
= 1.
On the other hand, we also have
n−(N
2+α′t) ≥ ♯(S− → S−).
Then it follows that
n−(N
2+α′t)− n−(0)
M
≥ − ♯(S− → S+) + ♯(S− → channel)
M
.
By (3.3), we get sup
t∈[0,T ]
N+1∑
x=1
pN2+α′ t(0, x) → 0 for any α′ ∈ [0, α) and
T > 0. Hence, in probability,
lim
N→∞
sup
t∈[0,T ]
♯(S− → S+) + ♯(S− → channel)
M
= 0.
It implies that for any δ > 0 and T > 0,
lim
N→∞
Pǫ
(
sup
t∈[0,T ]
(
− n−(N
2+α′t)− n−(0)
M
)
≤ δ
)
= 1.
As a consequence of Lemma 3.2, we obtain that for any α′ ∈ [0, α) and
T > 0,
lim
N→∞
sup
t∈[0,T ]
∣∣ρǫ±(N2+α′t)− v0,±∣∣ = 0. (3.4)
Since for x ∈ ΛN ,
FN,x(s) = Px(τ
X
0 ≤ s, τX0 < τXN+1) = Px(τY0 ≤ s, τY0 < τYN+1) =: FN,x(s),
GN,x(s) = Px(τ
X
N+1 ≤ s, τX0 > τXN+1) = Px(τYN+1 ≤ s, τY0 > τYN+1) =: GN,x(s),
then by Proposition 2.1, we can attain that
Eǫ
[
η(x, t)
]
7=Ex
[
u0(ǫX(t))1τ>t
]
+ Ex
[
ρǫ(X(τ), t− τ)1τ≤t
]
=Ex
[
u0(ǫY (t))1τY0 ∧τYN+1>t
]
+
∫ t
0
ρǫ−(t− s) dFN,x(s) +
∫ t
0
ρǫ+(t− s) dGN,x(s)
=Ex
[
u0(ǫY (t))1τY0 ∧τYN+1>t
]
+
∫ t
0
ρǫ−(t− s) dFN,x(s) +
∫ t
0
ρǫ+(t− s) dGN,x(s).
(3.5)
On the other hand, we know that for x ∈ ΛN ,
Eǫ[η(x, t)]
=Ex
[
u0(ǫY (t))1τY0 ∧τYN+1>t
]
+
∫ t
0
v0,− dFN,x(s) +
∫ t
0
v0,+ dGN,x(s). (3.6)
Therefore, it can be deduced that∣∣Eǫ[η(x,N2+α′t)]− Eǫ[η(x,N2+α′ t)]∣∣
≤
∫ t
0
∣∣ρǫ−(N2+α′(t− s))− v0,−∣∣ dFN,x(N2+α′s)
+
∫ t
0
∣∣ρǫ+(N2+α′(t− s))− v0,+∣∣ dGN,x(N2+α′s).
This implies (3.2) by using (3.4).
Corollary 3.3. a) For any r ∈ [0, 1] and t > 0, ρǫ([Nr], N2t) and ρǫ±(N2t)
have limits u(r, t) and respectively v0,±, where

ut =
1
2urr, r ∈ [0, 1]
u(1, t) = v0,+
u(0, t) = v0,−
lim
t↓0
u(r, t) = u0(r), ∀r ∈ (0, 1).
(3.7)
b) For any α′ ∈ (0, α), r ∈ [0, 1] and t > 0, the sequences ρǫ([Nr], N2+α′t)
and ρǫ±(N
2+α′t) have limits u(r, t) and respectively v0,±, where
u(r, t) =
(
v0,+ − v0,−
)
r + v0,−.
Proof. Since Part a) is a direct consequence of Theorem 3.1, it remains to
check Part b). We observe that for any x ∈ ΛN ,
Px(τ
Y
0 ∧ τYN+1 > t) ≤
Cx√
t
(3.8)
then the first term on the right hand side of (3.6) converges to 0 as N →∞,
for any α′ ∈ (0, α).
Moreover, the estimate (3.8) also allows us to obtain that
|FN,x(N2+α
′
t)− Px(τY0 < τYN+1)| ≤ Px(τY0 > N2+α
′
t) ≤ Cx
N1+
α′
2
√
t
.
8Since
Px(τ
Y
0 < τ
Y
N+1) = 1−
x
N + 1
,
it implies that for any (r, t) ∈ [0, 1]× (0,∞),
lim
N→∞
∫ N2+α′ t
0
v0,− dFN,x(s) = v0,−(1− r).
Analogously, we also have
lim
N→∞
∫ N2+α′ t
0
v0,+ dGN,x(s) = v0,+r.
Therefore, the sequence ρǫ([Nr], N2+α
′
t) converges pointwise on [0, 1]×
(0,∞) to u, where
u(r, t) =
(
v0,+ − v0,−
)
r + v0,−.
Theorem 3.4 (Propagation of chaos). Assume that at the initial time, (3.1)
is satisfied. Then for any α′ ∈ [0, α), any distinct points x1, x2 in ΛN and
t > 0,
lim
N→∞
∣∣∣Eǫ[η(x1, N2+α′t) η(x2, N2+α′t)]
−Eǫ[η(x1, N2+α
′
t)]Eǫ[η(x2, N
2+α′t)]
∣∣∣ = 0.
Proof. It is well-known that we have the propagation of chaos property for
the simple symmetric exclusion process in {0, 1}ΛN with reservoirs at the
boundaries of fixed densities v0,±. Therefore, in view of this result and (3.2),
in order to obtain Theorem 3.4, it suffices to prove that for any distinct points
x1, x2 in ΛN and T > 0,
lim
N→∞
sup
t∈[0,T ]
∣∣∣Eǫ[η(x1, N2+α′t) η(x2, N2+α′t)]
− Eǫ[η(x1, N2+α′t) η(x2, N2+α′t)]∣∣∣ = 0. (3.9)
Let us consider the process (X1(t), X2(t))t≥0 of two stirring walks sticky
at {0, N + 1}. We call τˆ0, τˆN+1 the first time when (X1, X2) reaches 0 and
N + 1, respectively. Let us denote τˆ = τˆ0 ∧ τˆN+1 and
F(s) = P(x1,x2)(τˆ0 ≤ s, τˆ0 < τˆN+1)
G(s) = P(x1,x2)(τˆN+1 ≤ s, τˆ0 > τˆN+1).
Then up to τˆ , we have the following duality
Eǫ
[
η(x1, t) η(x2, t)
]
= E(x1,x2)E(x1,x2)E
ǫ
[
ηt−τˆ (X1(τˆ ))ηt−τˆ (X2(τˆ ))
]
9=
∫ t
0
Ex1E
ǫ
[
ηt−s(X1(s))
n−(t− s)
M
]
dF(s)
+
∫ t
0
Ex1E
ǫ
[
ηt−s(X1(s))
n+(t− s)
M
]
dG(s).
It follows that∣∣∣Eǫ[η(x1, N2+α′t) η(x2, N2+α′t)]− Eǫ[η(x1, N2+α′t) η(x2, N2+α′t)]∣∣∣
=
∣∣∣ ∫ N2+α
′
t
0
Ex1E
ǫ
[
ηN2+α′ t−s(X1(s))
(n−(N2+α′t− s)
M
− v0,−
)]
dF(s)
+
∫ N2+α′ t
0
Ex1E
ǫ
[
ηN2+α′ (t−s)(X1(s))
(n+(N2+α′t− s)
M
− v0,+
)]
dG(s)
∣∣∣
≤
∫ t
0
Eǫ
[∣∣∣n−(N2+α′s)
M
− v0,−
∣∣∣] dF(N2+α′(t− s))
+
∫ t
0
Eǫ
[∣∣∣n+(N2+α′s)
M
− v0,+
∣∣∣] dG(N2+α′(t− s)).
In view of Lemma 3.2, it implies (3.9) and this completes our proof.
4 Adiabatic limit
For the case when α′ = α, the adiabatic limit is obtained and its verification
can be found in this section.
Theorem 4.1 (Adiabatic limit). Assume that at the initial time, (3.1) is
satisfied. Then for any r ∈ [0, 1] and t > 0, ρǫ([Nr], N2+αt) and ρǫ±(N2+αt)
have limits u(r, t) and respectively v±(t), where
u(r, t) =
(
v+(t)− v−(t)
)
r + v−(t),
with v±(t) such that lim
t→0
v±(t) = v0,± and


d
dt
v−(t) =
1
2
(
v+(t)− v−(t)
)
d
dt
v+(t) = −1
2
(
v+(t)− v−(t)
)
.
Proof. At first, we study the existence of the limit of the sequence ρǫ±(N
2+αt).
Let Y be a simple symmetric random walk on Z starting from x. We
denote by Y rf the simple random walk Y reflected at 0 and N +1 and define
the local time spent by Y rf at 0 and N + 1 by
T(0, N + 1; t;Y rf) =
∫ t
0
(
1Y rf (s)=0 + 1Y rf (s)=N+1
)
ds.
10
Then it is shown in Proposition 3.3, [5], that the sticky random walk X
can be realized by setting
X
(
t+ (2M − 1)T(0, N + 1; t;Y rf)
)
= Y rf(t). (4.1)
This setting enables us to obtain the following estimates.
Proposition 4.2. There exists a constant C such that for any s, t ≥ 0,
|ρǫ−(t)− ρǫ−(s)| ≤
1
N1+α
min(C
√
|t− s|, N) + C
N2+α
|t− s|
|ρǫ+(t)− ρǫ+(s)| ≤
1
N1+α
min(C
√
|t− s|, N) + C
N2+α
|t− s|.
Proof. Making a similar argument as presented in Proposition 3.6, [5], en-
ables us to obtain the desired result. Here we just indicate some remarks.
First, by the action of the generator L, we can verify the following equalities
pt(x, y) = pt(y, x), ∀x, y ∈ ΛN
pt(0, N + 1) = pt(N + 1, 0)
Mpt(0, x) = pt(x, 0), ∀x ∈ ΛN
Mpt(N + 1, x) = pt(x,N + 1), ∀x ∈ ΛN .
Then in view of (2.7) and the above equalities, we can write
ρǫ(0, t) =ρǫ(0, 0)pt(0, 0) +
1
M
N∑
x=1
ρǫ(x, 0)pt(x, 0) + ρ
ǫ(N + 1, 0)pt(N + 1, 0)
≤ρǫ(0, 0) + 1
M
N∑
x=1
pt(x, 0) + pt(N + 1, 0).
It follows from the setting (4.1) and Proposition 3.6, [10], that we can
attain the estimate
N∑
x=1
pt(x, 0) ≤ min(C
√
t, N). (4.2)
The upper bound of pt(N + 1, 0) is already derived strictly as in (3.3).
Then it implies that
ρǫ−(t)− ρǫ−(0) ≤
1
N1+α
min(C
√
t, N) +
C
N2+α
t.
In view of Proposition 4.2, we deduce that
|ρǫ−(N2+αt)− ρǫ−(N2+αs)| ≤ C
√
|t− s|+ C|t− s|,
|ρǫ+(N2+αt)− ρǫ+(N2+αs)| ≤ C
√
|t− s|+ C|t− s|.
Let us call ρ˜ǫ,α± (t) := ρ
ǫ
±(N
2+αt). Thus the following consequence holds.
11
Corollary 4.3. For any T > 0, there exist subsequences ρ˜ǫk,α± that converge
uniformly to v± on [0, T ], respectively. Moreover, v± ∈ C([0,∞)).
Next, we denote ρ˜ǫ,α(r, t) := ρǫ([Nr], N2+αt). In order to obtain Theorem
4.1, we aim to prove that the sequence ρ˜ǫ,α converges pointwise to u on
[0, 1]× (0,∞), where the hydrodynamic limit u is defined by
u(r, t) =
(
v+(t)− v−(t)
)
r + v−(t),
where
v−(t) =
v0,− + v0,+
2
+
v0,− − v0,+
2
e−t
v+(t) =
v0,− + v0,+
2
− v0,− − v0,+
2
e−t.
Applying the same argument we used in the previous section for getting
(3.5) gives us
ρ˜ǫ,α(r, t)
=Ex
[
u0(ǫY (N
2+αt))1τY0 ∧τYN+1>N2+αt
]
+
∫ N2+αt
0
ρǫ−(N
2+αt− s) dFN,x(s)
+
∫ N2+αt
0
ρǫ+(N
2+αt− s) dGN,x(s).
(4.3)
We observe that the first term on the right hand side of (4.3) converges
to 0 as N →∞ by the estimate (3.8).
Moreover, (3.8) also allows us to get that
∣∣∣ ∫ N2+αt
0
ρǫ−(N
2+αt− s) dFN,x(s)−
∫ N2+α2 t
0
ρǫ−(N
2+αt− s) dFN,x(s)
∣∣∣
≤FN,x(N2+αt)− FN,x(N2+α2 t)
≤Px(τY0 ∧ τYN+1 > N2+
α
2 t)
≤ Cx
N1+
α
4
√
t
.
On the other hand, by Corollary 4.3, for any T > 0, there exist subse-
quences ρ˜ǫk,α± that converge uniformly on [0, T ] to v± respectively. Let us
verify the following uniform limit
lim
k→∞
sup
t∈[0,T ]
∫ N2+α2 t
0
∣∣ρǫk− (N2+αt− s)− v−(t)∣∣ dFN,x(s) = 0. (4.4)
In view of Proposition 4.2, the term in the above limit is bounded by
sup
t∈[0,T ]
∫ N2+α2 t
0
∣∣ρ˜ǫk,α− (t−N−(2+α)s)− ρ˜ǫk,α− (t)∣∣ dFN,x(s)
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+ sup
t∈[0,T ]
∫ N2+α2 t
0
∣∣ρ˜ǫk,α− (t)− v−(t)∣∣ dFN,x(s)
≤C sup
t∈[0,T ]
∫ N2+α2 t
0
( √s
N1+
α
2
+
s
N2+α
)
dFN,x(s) + sup
t∈[0,T ]
∣∣ρ˜ǫk,α− (t)− v−(t)∣∣
≤ C
N
α
4
(
√
T + T ) + sup
t∈[0,T ]
∣∣ρ˜ǫk,α− (t)− v−(t)∣∣.
Thus it implies (4.4).
Next, using (3.8) gives us
|FN,x(N2+α2 t)− Px(τY0 < τYN+1)| ≤ Px(τY0 > N2+
α
2 t) ≤ Cx
N1+
α
4
√
t
.
Since
Px(τ
Y
0 < τ
Y
N+1) = 1−
x
N + 1
,
we attain that for any (r, t) ∈ [0, 1]× (0,∞),
lim
k→∞
∫ N2+αt
0
ρǫk− (N
2+αt− s) dFN,x(s) = v−(t)(1− r).
and similarly,
lim
k→∞
∫ N2+αt
0
ρǫk+ (N
2+αt− s) dGN,x(s) = v+(t)r.
Hence, the subsequence ρ˜ǫk,α converges pointwise on [0, 1]× (0,∞) to u,
where
u(r, t) =
(
v+(t)− v−(t)
)
r + v−(t). (4.5)
On the identification of the limit functions v±, we use the same technique
as introduced in Proposition 3.9, [5]. More precisely, we have the following
result.
Proposition 4.4. For any l ∈ [0, 1] and t, t0 ∈ (0,∞), we have∫ t
t0
1
2
ur(l, s) ds+ v−(t0)− v−(t) = 0∫ t
t0
−1
2
ur(l, s) ds+ v+(t0)− v+(t) = 0.
Proof. We call L = ǫ−1l, H = ǫ−1h. Let us consider the average
ψαǫ,h(l, t) :=
1
H
L∑
x=L−H+1
ǫ
x∑
y=1
ρǫ(y,N2+αt).
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We recall the differential system (2.4), (2.5), then for any t, t0 > 0, the
difference ǫα(ψαǫ,h(l, t)− ψαǫ,h(l, t0)) can be written as follows.
ǫα(ψαǫ,h(l, t)− ψαǫ,h(l, t0))
=
1
H
L∑
x=L−H+1
ǫ1+α
∫ N2+αt
N2+αt0
x∑
y=1
d
ds
ρǫ(y, s) ds
=
1
H
L∑
x=L−H+1
ǫ1+α
∫ t
t0
N2+α
1
2
[
ρǫ(x+ 1, N2+αs)− ρǫ(x,N2+αs)
+ ρǫ(0, N2+αs)− ρǫ(1, N2+αs)] ds
=
∫ t
t0
1
2
ρǫ(L+ 1, N2+αs)− ρǫ(L−H + 1, N2+αs)
h
ds
+ ρǫ−(N
2+αt0)− ρǫ−(N2+αt). (4.6)
Since
ψαǫ,h(l, t) =
ǫ
H
(
H
L−H+1∑
x=1
ρǫ(x,N2+αt) +
L∑
y=L−H+2
(L+ 1− y)ρǫ(y,N2+αt)
)
then
∣∣∣ψαǫ,h(l, t)− ǫ L−H+1∑
x=1
ρǫ(x,N2+αt)
∣∣∣ ≤ ǫ
H
L∑
y=L−H+2
(L+ 1− y) = h− ǫ
2
.
Along the subsequence ρǫk , we have
lim
h→0
lim
ǫ→0
ψαǫ,h(l, t) =
∫ l
0
u(r, t) dr. (4.7)
Thus
lim
h→0
lim
ǫ→0
ǫα(ψαǫ,h(l, t)− ψαǫ,h(l, t0)) = 0.
Moreover, taking the limit along the subsequence ρǫk and then h→ 0 of
the right hand side of the last equality (4.6) will give us the desired results.
Proposition 4.4 and the representation (4.5) enable us to deduce that
d
dt
v−(t) =
1
2
(
v+(t)− v−(t)
)
d
dt
v+(t) = −1
2
(
v+(t)− v−(t)
)
.
Since lim
t→0
v±(t) = v0,±, it implies that
v−(t) =
v0,− + v0,+
2
+
v0,− − v0,+
2
e−t (4.8)
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v+(t) =
v0,− + v0,+
2
− v0,− − v0,+
2
e−t. (4.9)
Notice that we have just obtained the convergence of the sequence ρ˜ǫ,α
up to a subsequence. Now if we choose other subsequences ρ˜ǫm,α± , making a
similar argument as above will give us their limits vˆ± defined as in (4.8) and
(4.9). It follows that the corresponding subsequence ρ˜ǫm,α also converges to
u given by (4.5), where v± satisfy (4.8) and (4.9). This completes the proof
of our theorem.
5 Global equilibrium limit
Theorem 5.1 (Global equilibrium limit). Let ρǫ±(0) = v0,± ∈ [0, 1]. Then
for any α′ > α, r ∈ [0, 1] and t > 0, the sequences ρǫ([Nr], N2+α′ t) and
ρǫ±(N
2+α′t) have the same limit (v0,− + v0,+)/2.
Proof. The verification is split into some steps.
Proposition 5.2. For any α′ > α,
lim
N→∞
PN+1(τ
X
0 < N
2+α′t) = 1.
Proof. We first observe that for any x ∈ ΛN ,
Px(τ
X
0 ≤ t) ≥ PN+1(τX0 ≤ t). (5.1)
Indeed, let us consider the coupling Y = (Y1, Y2) constructed as follows:
Y1 and Y2 are sticky random walks whose generators are given by (2.6), they
start from x and N+1, respectively, move independently up to the first time
when they meet each other and from that time they move in the same way.
Then we can write
Px(τ
X
0 ≤ t)− PN+1(τX0 ≤ t) =E(x,N+1)
[
1
τ
Y1
0 ≤t
− 1
τ
Y2
0 ≤t
]
=E(x,N+1)
[[
1
τ
Y1
0 ≤t
− 1
τ
Y2
0 ≤t
]
1
τ
Y1
0 <τ
Y2
0
]
≥ 0.
Next, we will check that there exists δ > 0 such that
PN+1(τ
X
0 < 2N
2+α) ≥ δ. (5.2)
Let X¯ be a sticky random walk moving on Λ¯N , starting from N +1, with
jump rates c¯(x, x ± 1) = 1
2
, ∀x ∈ ΛN and c¯(0, 1) = c¯(N + 1, N) = 1
2N
. We
consider a random walk Y¯ on Z sticky at N + 1 moving in the same way as
X¯ up to the first time when X¯ reaches 0. Then
PN+1(τ
X
0 < 2N
2+α) ≥PN+1(τ X¯0 < N2) = PN+1(τ Y¯0 < N2)
≥PN+1(Y¯ (N2) < 0).
Based on the proof presented in [1], it can be shown that the sticky
random walk Y¯ converges uniformly almost surely on compact intervals of
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[0,∞) to the Brownian motion B¯ sticky at 1 with sticky coefficient 1/2.
Moreover, by Proposition 11, Section 2.4, [4], the transition probability kernel
for B¯ is given by
p¯t(x, y) =
1√
2πt
(
e−
(x−y+1)2
2t − e− (|x|+|y−1|)
2
2t
)
+
1
2
e|x|+|y−1|et/2Erfc
(√2t
2
+
|x|+ |y − 1|√
2t
)
+ δ1(y)e
|x|et/2Erfc
(√2t
2
+
|x|√
2t
)
,
where Erfc(x) =
∫ ∞
x
2√
π
e−z
2
dz. Hence,
lim
N→∞
PN+1(Y¯ (N
2) < 0) =P1(B¯(1) < 0) =
∫ 0
−∞
p¯1(1, y) dy
=
∫ 0
−∞
1
2
e2−ye1/2Erfc
(3− y√
2
)
dy > 0.
It implies (5.2).
Now we set T = 2N2+α and K =
[
N2+α
′
t
T
]
. Using the Markov property,
the estimates (5.1) and (5.2) allows us to obtain
PN+1(τ
X
0 > 2T ) =PN+1(τX0 > T , τX0 > 2T )
=EN+1
[
EN+1
[
1τX0 >T
1τX0 >2T
|FT
]]
=EN+1
[
1τX0 >T
EXT
[
1τX0 >T
]]
≤(1 − δ)PN+1(τX0 > T )
≤(1 − δ)2.
Then it can be deduced that
PN+1(τ
X
0 > N
2+α′t) ≤ PN+1(τX0 > KT ) ≤ (1− δ)K .
Since α′ > α, we have K →∞ when N →∞. Hence, the above estimate
gives us the desired result.
Lemma 5.3. For any α′ > α and t > 0,
lim
N→∞
∣∣ρǫ−(N2+α′t)− ρǫ+(N2+α′t)∣∣ = 0,
lim
N→∞
∣∣ρǫ(x,N2+α′t)− ρǫ+(N2+α′t)∣∣ = 0, ∀x ∈ ΛN .
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Proof. Since both equalities can be verified in the same way, we present here
the proof of the first equality. By Proposition 2.1, it remains to check that
lim
N→∞
∣∣E0[ρǫ0(X(N2+α′t))]− EN+1[ρǫ0(X(N2+α′t))]∣∣ = 0.
Let us consider the coupling Z = (Z1, Z2) constructed as follows: Z1 and
Z2 are sticky random walks whose generators are given by (2.6), they start
from 0 and N+1, respectively, move independently up to the first time when
they meet each other and from that time they move in the same way. Hence,
the difference in the above limit can be rewritten as∣∣∣E(0,N+1)[ρǫ0(Z1(N2+α′t))− ρǫ0(Z2(N2+α′t))]∣∣∣
=
∣∣∣E(0,N+1)[[ρǫ0(Z1(N2+α′t))− ρǫ0(Z2(N2+α′t))]1Uc]∣∣∣
≤P(0,N+1)(Uc),
where U = {τZ20 < N2+α
′
t}. It implies our desired equality due to Proposi-
tion 5.2.
Let us go back to the proof of Theorem 5.1. Making a similar argument
as presented in Proposition 3.4, [5], gives us the following result.
Corollary 5.4 (Conservation of mass). For any t ≥ 0,
N∑
x=1
ρǫ0(x)+N
1+α
(
ρǫ0(0)+ρ
ǫ
0(N+1)
)
=
N∑
x=1
ρǫ(x, t)+N1+α
(
ρǫ(0, t)+ρǫ(N+1, t)
)
.
As a consequence of the conservation of mass obtained from Corollary
5.4, for any t ≥ 0, we have
N∑
x=1
ρǫ0(x)+M
(
ρǫ−(0)+ρ
ǫ
+(0)
)
=
N∑
x=1
ρǫ(x,N2+α
′
t)+M
(
ρǫ−(N
2+α′t)+ρǫ+(N
2+α′t)
)
.
Then ∣∣∣∣ρǫ−(N2+α
′
t) + ρǫ+(N
2+α′t)
2
− v0,− + v0,+
2
∣∣∣∣
=
1
2N1+α
∣∣∣∣
N∑
x=1
ρǫ(x, 0)−
N∑
x=1
ρǫ(x,N2+α
′
t)
∣∣∣∣
≤ 1
Nα
.
It follows that
lim
N→∞
ρǫ−(N
2+α′t) + ρǫ+(N
2+α′t)
2
=
v0,− + v0,+
2
.
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Moreover, as a consequence of Lemma 5.3, we can deduce that for any
α′ > α, x ∈ ΛN and t > 0,
lim
N→∞
ρǫ(x,N2+α
′
t) = lim
N→∞
ρǫ−(N
2+α′t) = lim
N→∞
ρǫ+(N
2+α′t).
Therefore, for any α′ > α, the sequences ρǫ([Nr], N2+α
′
t) and ρǫ±(N
2+α′t)
converge pointwise to the same limit (v0,− + v0,+)/2.
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