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Abstract
Let p be a prime and let r, e, m be positive integers such that r|e and e|m. Extended cyclic codes
of length pm over Fpr which are invariant under AGL(me ,Fpe ) are characterized by a well-known
relatione on the set {0, 1, . . . , pm − 1}. From the relatione, we derive a partial order ≺ in U =
{0, 1, . . . , me (p−1)}e deﬁned by an e-dimensional simplicial cone.We show that the aforementioned
extended cyclic codes can be enumerated by the ideals of (U ,≺) which are invariant under the rth
power of a circulant permutation matrix. When e = 2, we enumerate all such invariant ideals by
describing their boundaries. Explicit formulas are obtained for the total number of AGL(m2 ,Fp2 )-
invariant extended cyclic codes of length pm over Fpr and for the dimensions of such codes. We also
enumerate all self-dual AGL(m2 ,F22 )-invariant extended cyclic codes of length 2
m over F22 where
m
2 is odd; the restrictions on the parameters are necessary conditions for the existence of self-dual
afﬁne invariant extended cyclic codes with e = 2.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction and background
Let p be a prime and r , m positive integers. Cyclic codes of length pm − 1 over Fpr are
identiﬁedwith ideals of Fpr [x]/(xpm−1−1).When such a cyclic code is extended by adding
an overall parity check, the result is an extended cyclic code of length pm over Fpr . Let
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Fpr [(Fpm, +)] be the Fpr -group algebra of the additive group (Fpm,+). The multiplicative
group F∗pm acts on (Fpm, +) through multiplication, hence Fpr [(Fpm, +)] is an Fpr [F∗pm ]-
module. There is a one-to-one correspondence between the extended cyclic codes of length
pm over Fpr and the Fpr [F∗pm ]-submodules of
M :=

 ∑
g∈Fpm
agX
g ∈ Fpr [(Fpm,+)] :
∑
g∈Fpm
ag = 0

 . (1.1)
The correspondence is as follows: Choose a primitive element  ∈ Fpm and deﬁne ∞ = 0.
Let C be an extended cyclic code of length pm over Fpr whose elements are written in the
form
(a∞, a0, . . . , apm−2),
where a∞ is the parity check and (a0, . . . , apm−2) is the cyclic part. Then C corresponds
to the Fpr [F∗pm ]-submodule
 ∑
i∈{∞,0,...,pm−2}
aiX
i : (a∞, a0, . . . , apm−2) ∈ C


ofM. Therefore the terms “extended cyclic codes of length pm over Fpr ” and “Fpr [F∗pm ]-
submodules ofM” have the same meaning; we shall adopt the latter most of the times.
For a, b ∈ Z, the symbol [a, b] denotes {x ∈ Z : axb}. Deﬁne the multiplication of
elements in [0, pm−1] by p as follows: p ·0 = 0; if x ∈ [1, pm−1], p ·x ∈ [1, pm−1] is
deﬁned to be themodulo (pm−1) representative of the integerpx.A subset T ⊂ [0, pm−1]
is called a pr -set if it is invariant under the multiplication by pr . Each pr -set T deﬁnes an
Fpr [F∗pm ]-submodule of Fpr [(Fpm, +)] denoted by Cpr (T ):
Cpr (T ) :=

 ∑
g∈Fpm
agX
g ∈ Fpr [(Fpm, +)] :
∑
g∈Fpm
agg
s = 0 for all s ∈ T

 . (1.2)
In (1.2), ∑g∈Fpm aggs is treated as an expression in Fpl where l = lcm(r,m) and 00 is
deﬁned as 1. T is called the deﬁning set of Cpr (T ). Clearly, Cpr (T ) ⊂ M if and only
if 0 ∈ T . Furthermore, T ↔ Cpr (T ) is a bijection between the set of all pr -sets of
[0, pm − 1] which contain 0 and the set of all Fpr [F∗pm ]-submodules of M. (In fact, let
 ∈ Fpm be primitive. Then s , s ∈ T \ {0}, are the roots of the corresponding cyclic code
in Fpr [x]/(xpm−1 − 1); cf. [3].) For each pr -set T ⊂ [0, pm − 1], we have
dimFpr Cpr (T ) = pm − |T |. (1.3)
Equip Fpr [(Fpm, +)] with an inner product 〈 , 〉:〈 ∑
g∈Fpm
agX
g,
∑
g∈Fpm
bgX
g
〉
=
∑
g∈Fpm
agbg.
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The following lemma iswell known (cf. for example, [7,Theorem1]); its proof is included
for the reader’s convenience.
Lemma 1.1. Let T ⊂ [0, pm − 1] be a pr -set such that 0 ∈ T or pm − 1 /∈ T . Then with
respect to the inner product 〈 , 〉,
Cpr (T )
⊥ = Cpr (S),
where
S = {pm − 1− s : s ∈ [0, pm − 1] \ T } .
Proof. Since dimFpr Cpr (T ) + dimFpr Cpr (S) = pm, it sufﬁces to show that Cpr (S) ⊂
Cpr (T )
⊥
. Observe that (gt )g∈Fmp , 0 tpm−1 is a p
m × pm matrix of full rank. Because of
the assumption that 0 ∈ T or pm − 1 /∈ T , we see that for each t ∈ T and s ∈ S, t + s
cannot be a positive multiple of pm − 1, hence∑
g∈Fpm
gtgs = 0. (1.4)
Let
∑
g∈Fpm agX
g ∈ Cpr (S). Since∑g∈Fpm aggs = 0 for all s ∈ S, by (1.4), (ag)g∈Fpm
is a linear combination of (gt )g∈Fpm (t ∈ T ) with coefﬁcients in some extension of Fpm
and Fpr . For all
∑
g∈Fpm bgX
g ∈ Cpr (T ), since∑g∈Fpm gtbg = 0 for all t ∈ T , it follows
that
∑
g∈Fpm agbg = 0. Thus
∑
g∈Fpm agX
g ∈ Cpr (T )⊥. 
For integer e > 0 with e|m, identify Fpm with Fm/epe . Then the afﬁne linear group
AGL(m
e
,Fpe ) acts on Fpm hence also acts on Fpr [(Fpm, +)]. Put
Gm,e = AGL
(m
e
,Fpe
)
.
Then Fpr [(Fpm, +)] and M are Fpr [Gm,e]-modules. The Fpr [Gm,e]-submodules of
Fpr [(Fpm, +)] are the Gm,e-invariant codes over Fpr ; the Fpr [Gm,e]-submodules of M
are the Gm,e-invariant extended cyclic codes over Fpr . Note that any Gm,e-invariant code
other thanFpr [(Fpm, +)]must be extended cyclic. In fact,Fpr [(Fpm, +)] is a local ringwith
maximal idealM [11, Theorem IX.6]. Since (Fpm,+) ⊂ Gm,e, any Fpr [Gm,e]-submodule
of Fpr [(Fpm, +)] is an ideal of Fpr [(Fpm, +)], hence is either contained inM or is equal to
Fpr [(Fpm, +)]. In particular, every Fpr [Gm,e]-submodule of Fpr [(Fpm, +)] is of the form
Cpr (T ) for a pr -set T .
The study of Gm,e-invariant codes, i.e., Fpr [Gm,e]-submodules of Fpr [(Fpm, +)], was
pioneered by Kasami et al. [10] and by Delsarte [8]. A number of important papers [1–7]
on the topic appeared in the 1990s. Berger [2] and Berger and Charpin [3,4] gave the
full description of the automorphism groups of the Gm,e-invariant codes. Charpin [5,6]
formulated the characterization of [8,10] for the deﬁning sets of theGm,e-invariant codes in
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terms of ideals in a transitive relation and investigated the antichains in the relation. Charpin
and Levy-Dit-Vehel [7] studied the self-dual Gm,e-invariant codes with e = m.
The present paper is concerned with the enumeration of the Fpr [Gm,e]-submodules
ofM.
Let T ⊂ [0, pm − 1] be a pr -set. If T is also a pr1 -set, then T is a pr ′ -set where
r ′ = gcd(r, r1). Furthermore,
Cpr (T ) = Fpr ⊗F
pr
′ Cpr′ (T ). (1.5)
To see (1.5), observe that Fpr ⊗F
pr
′ Cpr′ (T ) ⊂ Cpr (T ) and that
dimFpr
(
Fpr ⊗F
pr
′ Cpr′ (T )
)
= dimF
pr
′ Cpr′ (T )
= pm − |T |
= dimFpr Cpr (T ).
Eq. (1.5) states that the code Cpr (T ) is the scalar extension of Cpr′ (T ) from Fpr′ to Fpr . It
is well known that the permutation group of the scalar extension of a code is the same as the
permutation group of the code over the base ﬁeld. Therefore, Cpr (T ) is Gm,e-invariant if
and only if C
pr
′ (T ) isGm,e-invariant, namely, Cpr (T ) is an Fpr [Gm,e]-module if and only
if C
pr
′ (T ) is an F
pr
′ [Gm,e]-module.
From the above, we see that when studying the Fpr [Gm,e]-submodules Cpr (T ) of
Fpr [(Fpm,+)], we may assume that r|m and that r is the smallest positive integer such
that T is a pr -set. Under these assumptions, that Cpr (T ) is an Fpr [Gm,e]-module implies
that r|e [3, Lemma 1]. Therefore, we always assume that
r|e and e|m.
Delsarte [8] gave a characterization of the Fpr [Gm,e]-submodules of Fpr [(Fpm, +)] in
terms of their deﬁning sets. The characterization was formulated by Berger and Charpin [3]
in terms of a transitive relation on [0, pm − 1]. For s ∈ [0, pm − 1], write
s = s0(pe)0 + s1(pe)1 + · · · + sm
e
−1(pe)
m
e
−1, 0sipe − 1
and deﬁne
wpe(s) = s0 + s1 + · · · + sm
e
−1.
If spm, let s¯ be the modulo pm − 1 representative of s in [1, pm − 1] and deﬁne
wpe(s) = wpe(s¯).
For s, t ∈ [0, pm − 1], deﬁne s e t if
wpe(p
ks)wpe(pkt) for 0ke − 1.
Clearly,e is a reﬂexive and transitive relation on [0, pm−1]. However,e is not a partial
order in [0, pm − 1] since it is not antisymmetric, see Lemma 2.1.
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Deﬁnition 1.2. Let  be a reﬂexive and transitive relation on a set X. A subset I ⊂ X is
called an ideal of (X, ) if for each a ∈ I and x ∈ X, xa implies x ∈ I .
Theorem 1.3 (Delsarte [8], Berger and Charpin [3]). Let T ⊂ [0, pm − 1] be a pr -set.
Then Cpr (T ) is an Fpr [Gm,e]-submodule of Fpr [(Fpm, +)] if and only if T is an ideal of
([0, pm − 1],e). Moreover, Cpr (T ) ⊂M if and only if T = ∅.
In the above characterization, the key is the relation e. As with any reﬂexive and
transitive relation, e induces an equivalence relation ∼ on [0, pm − 1], where s ∼ t
means that s e t and t e s. Furthermore,e induces a partial order on the quotient set
[0, pm−1]/ ∼which is still denoted bye. The partially ordered set ([0, pm−1]/ ∼,e)
itself does not offer any new tool for the enumeration problem. However, in Section 2, we
will see that ([0, pm − 1]/ ∼, e) is isomorphic to a partially ordered set (U,≺), where
U =
[
0,
m
e
(p − 1)
]e
and the partial order ≺ is deﬁned by an e-dimensional simplicial cone. It will be shown
that the Fpr [Gm,e]-submodules ofM are in one-to-one correspondence with the nonempty
ideals of (U,≺)which are invariant under the multiplication by the rth power of a circulant
permutation matrix A (cf. (2.7)). The geometry of (U,≺) provides all new tools for the
enumeration problem.
The main result of the paper is a solution to the problem of enumerating theAr -invariant
ideals of (U,≺) for e = 2. Of course, the Ar -invariant ideals of (U,≺) are in one-to-one
correspondence with the Ar -invariant antichains of (U,≺). However, after some experi-
ments, we realized that a direct attempt to enumerate the Ar -invariant antichains of (U,≺)
is not desirable. The approach adopted in this paper is completely different from the previ-
ous ones. We avoid the antichains in (U,≺) but work with the geometric boundaries of the
ideals in (U,≺). These geometric boundaries are called boundary walks.Aword of caution:
the boundary walks in the present paper are very different from the “borders” in [3].
In Section 3, we introduce the concept of a boundary walk.We prove that theAr -invariant
ideals of (U,≺) for e = 2 are enumerated by the boundary walks which are invariant
under the action of Ar . Explicit formulas are obtained for the total number of Fpr [Gm,2]-
submodules ofM. In Section 4, we compute the Fpr -dimension of the Fpr [Gm,2]-module
associated to a boundary walk. This is the dimension of theGm,2-invariant codes associated
to the boundary walk. Section 5 deals with the self-dual Fpr [Gm,e]-submodule ofM, i.e.,
the self-dual Gm,e-invariant codes. A necessary condition for an Fpr [Gm,e]-submodules
Cpr (T ) ofM to be self-dual, i.e.,Cpr (T )⊥ = Cpr (T ), is that both me (p−1) and er are odd.
We show that the self-dual F22 [Gm,2]-submodules ofM, where m2 is odd, are enumerated
by the boundary walks that are “self-dual” in a geometric sense. We also give an explicit
formula for the total number of self-dual F22 [Gm,2]-submodules ofM.
The enumeration of theAr -invariant ideals of (U,≺) for e3 encounters some additional
difﬁculties and is the subject of a subsequent paper.
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2. A partially ordered set
For s ∈ [0, pm − 1], write
s = s0p0 + · · · + sm−1pm−1, 0sip − 1 (2.1)
and deﬁne
(s) =

 ∑
i≡0 (mod e)
si ,
∑
i≡1 (mod e)
si , . . . ,
∑
i≡e−1 (mod e)
si

 ∈ U, (2.2)
where U = [0, m
e
(p − 1)]e. Note that  : [0, pm − 1] → U is an onto map. Let
P =


p0 pe−1 · · · p1
p1 p0 · · · p2
...
...
. . .
...
pe−1 pe−2 · · · p0

 .
For u, v ∈ U , we say u ≺ v if (u − v)P has all the coordinates 0. Clearly, (U,≺) is a
partially ordered set.
Lemma 2.1. For s, t ∈ [0, pm − 1],
s e t if and only if (s) ≺ (t). (2.3)
Proof.Write s = ∑m−1i=0 sipi , t = ∑m−1i=0 tipi , 0si, tip − 1. For each 0ke − 1,
we have
pks =
m−1∑
i=0
sip
k+i ≡
m−1∑
i=0
si−kpi (mod pm − 1), (2.4)
where the subscript i − k of si−k is taken modulo m. Rewrite (2.4) as
pks ≡
m
e
−1∑
i=0
e−1∑
j=0
sie+j−kpie+j (mod pm − 1)
=
m
e
−1∑
i=0

e−1∑
j=0
sie+j−kpj

 (pe)i .
Then
wpe(p
ks)=
m
e
−1∑
i=0
e−1∑
j=0
sie+j−kpj
=
e−1∑
j=0

me −1∑
i=0
sie+j−k

pj
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=
e−1∑
j=0

 ∑
i≡j−k(mod e)
si

pj
=
e−1∑
j=0

 ∑
i≡j (mod e)
si

pj+k
= (s)


pk
pk+1
...
pe−1
p0
...
pk−1


,
where j + k is the modulo m representative of j + k in [0,m− 1]. Therefore,[
wpe(p
0s), wpe(p
e−1s), wpe(pe−2s), . . . , wpe(p1s)
]
= (s)P .
Since [
wpe(p
0s)− wpe(p0t), wpe(pe−1s)− wpe(pe−1t), . . . , wpe(p1s)− wpe(p1t)
]
= ((s)− (t)) P,
it follows that s e t if and only if all the coordinates of ((s)− (t)) P are 0. 
Let
Q = (1− pe)P−1 =


1 0 0 · · · 0 −p
−p 1 0 · · · 0 0
0 −p 1 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 1 0
0 0 0 · · · −p 1

 (2.5)
and let  ⊂ Re be the set of all linear combinations of the rows of Q with nonnegative
coefﬁcients.  is an e-dimensional simplicial cone.
Lemma 2.2. For u, v ∈ U , u ≺ v if and only if u ∈ v + .
Proof. In fact, u − v ∈  ⇔ u − v = cQ for some c ∈ Re with all coordinates 0 ⇔
(u−v)Q−1 = 11−pe (u−v)P has all the coordinates 0⇔ (u−v)P has all the coordinates
0. 
As we mentioned in Section 1, the relation e induces an equivalence relation ∼ on
[0, pm − 1], where s ∼ t means that s e t and t e s. Moreover,e induces a partial
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order, still denoted by e on the quotient set [0, pm − 1]/ ∼. Denote the ∼-equivalence
class of s ∈ [0, pm − 1] by [s]. Lemma 2.1 shows that
¯ : [0, pm − 1]/ ∼ −→ U
[s]  −→ (s) (2.6)
is a well-deﬁned isomorphism from the poset ([0, pm − 1]/ ∼,e) to the poset (U, ≺).
Let
A =


0 1
1 0
1 0
. . .
0
1 0


e×e
(2.7)
be the circulant permutation matrix. The action of A on Re by multiplication is the cyclic
shift of the coordinates ofRe.A subsetX ⊂ Re is calledAr -invariant if {xAr : x ∈ X} = X.
We claim that a subset U ⊂ U is Ar -invariant if and only if −1(U) ⊂ [0, pm − 1] is a
pr -set. In fact, for each s ∈ [0, pm − 1] given by (2.1), we have
(p · s)=

 ∑
i≡e−1 (mod e)
si ,
∑
i≡0 (mod e)
si , . . . ,
∑
i≡e−2 (mod e)
si ,


= (s)A. (2.8)
(We remind the reader that p ·s is deﬁned in the second paragraph of the introduction.) Thus
(pk · s) = (s)Ak for all k0.Assume thatU ⊂ U isAr -invariant. For each s ∈ −1(U),
we have (pr · s) = (s)Ar ∈ U , hence pr · s ∈ −1(U). Thus −1(U) is a pr -set. On
the other hand, assume that −1(U) is a pr -set. For each u ∈ U , write u = (s) for some
s ∈ −1(U). Then uAr = (s)Ar = (pr · s) ∈ U since pr · s ∈ −1(U). Thus U is
Ar -invariant.
Proposition 2.3. U ↔ Cpr
(
−1(U)
)
is a bijection between the set of all nonempty Ar -
invariant ideals of (U,≺) and the set of all Fpr [Gm,e]-submodules ofM.
Proof. Let T be the set of all pr -sets in [0, pm−1]which are nonempty ideals with respect
to e, C the set of all Fpr [Gm,e]-submodules of M and I the set of all nonempty Ar -
invariant ideals in (U,≺). By Theorem 1.3, T ↔ Cpr (T ) is a bijection between T and
C. Thus it sufﬁces to show that U ↔ −1(U) is a bijection between I and T . By (2.6),
U ↔ ¯−1(U) is a bijection between the set of all ideals in (U,≺) and the set of all ideals
in ([0, pm− 1]/ ∼,e). Let  : [0, pm− 1] → [0, pm− 1]/ ∼ be the quotient map. Then
T ↔ (T ) is a bijection between the set of all ideals of [0, pm − 1] with respect to e
and the set of all ideals in ([0, pm − 1]/ ∼,e). (This is a general fact about the poset
induced by a reﬂexive and transitive relation.) Therefore, U ↔ −1 (¯−1(U)) = −1(U)
is a bijection between the set of all ideals of (U,≺) and the set of all ideals in [0, pm − 1]
with respect toe. By the comment preceding Proposition 2.3, U ⊂ U is Ar -invariant if
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and only if −1(U) ⊂ [0, pm − 1] is a pr -set. Hence U ↔ −1(U) is a bijection between
I and T . 
Therefore, the problem we are facing is the enumeration of the Ar -invariant ideals of
(U,≺). We ﬁrst mention two extreme cases.
When e = 1, the nonempty ideals of (U,≺) are [0, i], 0 im(p−1).The corresponding
Fp[Gm,1]-submodules ofM are the p-ary Reed–Muller codes [8].
When e = m, the Gm,m-invariant codes are usually referred to as the “afﬁne-invariant
codes” in literature [6]. In this case, the partial order ≺ in U = [0, p − 1]m becomes very
simple: For u = (u1, . . . , um) and v = (v1, . . . , vm) ∈ U , u ≺ v if and only if uivi
for all i ([3, Remark 3], also see [10]). However, the enumeration of Ar -invariant ideals in
(U,≺) is not simple. When p = 2, the well-known Sperner theorem gives the Ar -invariant
antichains of maximal size in (U,≺) [9,12].
When 1 < e < m, (U,≺) is not a cartesian product of linearly ordered sets. This makes
the enumeration of Ar -invariant ideals of (U,≺) more difﬁcult and more interesting.
3. Enumeration of Ar-invariant ideals of (U,≺) in the case e = 2
For the rest of the paper, we assume e = 2 unless speciﬁed otherwise. Therefore m is
even and
U = [0, n]2,
where
n = m
2
(p − 1).
There are two possibilities for r: r = 1 or 2. Observe that for (x, y) ∈ U , the elements
(x′, y′) ∈ U such that (x′, y′) ≺ (x, y) are the lattice points (pointswith integer coordinates)
in the indicated region in Fig. 1.
Deﬁnition 3.1. A walk in U is a nonempty sequence
((x0, y0), (x1, y1), . . . , (xk, yk)) (3.1)
in U satisfying the following conditions:
(i) x0 = 0 or y0 = n; xk = n or yk = 0.
(ii) For each 0 < ik, either (xi, yi) = (xi−1+ a, yi−1) for some 1ap or (xi, yi) =
(xi−1, yi−1 − b) for some 1bp. In the ﬁrst case, ((xi−1, yi−1), (xi, yi)) is called
a horizontal step of length a; in the second case, ((xi−1, yi−1), (xi, yi)) is called a
vertical step of length b.
(iii) The steps in sequence (3.1) alternate between horizontal and vertical.
(iv) If 0x0 < n and y0 = n, the ﬁrst step is vertical; if xk = n and 0yk < n, the last
step is horizontal.
(v) If the ﬁrst step is horizontal of length a, then 1ap − 1; if the last step is vertical
of length b, then 1bp − 1.
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Fig. 1. Points (x′, y′) such that (x′, y′) ≺ (x, y).
For each walk W = ((x0, y0), . . . , (xk, yk)), let S(W) ⊂ U be the lower left part of U
bounded byW (see Fig. 2), i.e.,
S(W) = {(x, y) ∈ U : xxi, yyi for some 0 ik} .
Since the boundaries of the simplicial cone  are lines of slopes −p and − 1
p
(cf. Fig. 1)
and since the steps inW are of length p (p− 1 if the step is the ﬁrst and horizontal or
the last and vertical), it is easy to see that for all 0 ik,(
(xi, yi)+ 
) ∩ U ⊂ S(W).
Theorem 3.2. W ↔ S(W) is a bijection between the set of all walks in U and the set of all
nonempty ideals of (U,≺). Moreover, S(W) is A-invariant if and only if W is A-invariant,
i.e.,W is symmetric with respect to the line y = x.
Proof.Weonly prove the ﬁrst claim since the second is obvious. LetW be the set of all walks
in U andI the set of all nonempty ideals in (U,≺). ForW = ((x0, y0), . . . , (xk, yk)) ∈W ,
we claim that S(W) ∈ I. Assume that (x, y), (x′, y′) ∈ U such that (x, y) ∈ S(W) and
(x′, y′) ≺ (x, y). By the deﬁnition of S(W), (x, y) ≺ (xi, yi) for some 0 ik, hence
(x′, y′) ≺ (xi, yi). Thus (x′, y′) ∈
(
(xi, yi)+ 
) ∩ U ⊂ S(W). Therefore S(W) ∈ I.
Next, we claim that
S : W −→ I
W  −→ S(W)
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Fig. 2. An example ofW and S(W) with p = 3, m = 6.
is a bijection. Clearly S is one-to-one. To prove that S is onto, let U ∈ I. Being an ideal in
(U,≺), U has the property that (x, y) ∈ U implies (x′, y′) ∈ U for all (x′, y′) ∈ U with
x′x and y′y. Therefore, U has a “staircase” boundary. More precisely, there exists a
nonempty sequence
W = ((x0, y0), . . . , (xk, yk))
in U satisfying all the conditions in Deﬁnition 3.1, except the restrictions on the lengths of
the steps, such that
U = {(x, y) ∈ U : xxi, yyi for some 0 ik} .
We will show that the restrictions on the lengths of the steps in Deﬁnition 3.1 are also
satisﬁed forW .
Assume to the contrary of (ii) inDeﬁnition3.1 that a step ((xi−1, yi−1), (xi, yi))has length
> p. Without loss of generality, assume that the step is horizontal. Since (xi −p, yi +1) ≺
(xi, yi), we have (xi − p, yi + 1) ∈ U , which is impossible. (Cf. Fig. 3.)
Assume the contrary of (v) in Deﬁnition 3.1. Without loss of generality, assume that the
ﬁrst step in W is horizontal but has length p. By the same argument as in the above,
(0, y0 + 1) ∈ U , which is impossible.
ThereforeW ∈W and U = S(W). Hence S :W → I is onto. 
By Theorem 3.2 and Proposition 2.3,W ↔ Cpr
(
−1 (S(W))
)
is a bijection between the
Ar -invariant walks in U and the Fpr [Gm,2]-submodules ofM. Therefore, the Fpr [Gm,2]-
submodules ofM are enumerated by the Ar -invariant walks in U .
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Fig. 3. Proof of Proposition 3.2.
Fig. 4. Upper right corners ofW do not form an antichain, p = 3, m = 6.
Before we proceed to enumerate theAr -invariant walks inU , we point out that the “upper
right” corners of a walk W do not necessarily form the antichain of the ideal S(W). In
Fig. 4, which is a reproduction of Fig. 2, we have (3, 2) ≺ (2, 5) since the two points are
on a line with slope −3. Therefore, walks are not closely related to the “borders” in [3].
The following simple combinatorial formula is stated as a lemma since it will be used
repeatedly.
Lemma 3.3. Let a0, t0 and k > 0 be integers. The number of integer solutions
(a1, . . . , ak) of
k∑
l=0
al = a, 0al t (3.2)
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is ∑
i
(−1)i
(
k
i
)(
k − 1+ a − i(t + 1)
a − i(t + 1)
)
.
Proof. The number of solutions of (3.2) equals(
the coefﬁcient of xa in
(
1− xt+1
1− x
)k)
=
∑
i(t+1)+j=a
(−1)i
(
k
i
)
(−1)j
(−k
j
)
=
∑
i(t+1)+j=a
(−1)i
(
k
i
)(
k + j − 1
j
)
=
∑
i
(−1)i
(
k
i
)(
k − 1+ a − i(t + 1)
a − i(t + 1)
)
. 
We now enumerate the Ar -invariant walks in U . We ﬁrst assume r = 2. Since A2 = I ,
all walks are A2-invariant. To enumerate the walks from (x, y) to (x′, y′), it sufﬁces to list
the lengths and directions of the steps. For convenience, we denote a horizontal step of
length a by a and a vertical step of length b by b. Note that (x, y) ∈ {0} × [0, n − 1] or
(x, y) ∈ [0, n]×{n} and (x′, y′) ∈ [0, n−1]×{0} or (x′, y′) ∈ {n}×[0, n]. The following
four cases are all the combinations of these possibilities.
Case 1: (x, y) ∈ {0} × [0, n− 1], (x′, y′) ∈ [0, n− 1] × {0}. The possible steps are
(a1 − 1)b1a2 . . . bk−1ak(bk − 1), k1,
where 1alp, 1blp and∑
l
al = x′ + 1,
∑
l
bl = y + 1.
(Note that the ﬁrst step is (a1 − 1) with 1a1p since by condition (v) in Deﬁnition
3.1, the ﬁrst step is either vertical, which corresponds to a1 = 1, or is horizontal of length
p − 1, which corresponds to 2a1p. For the same reason, the last step is (bk − 1)
with 1bkp.) By Lemma 3.3, we see that, in general, the number of integer solutions
(a1, . . . , ak) of
k∑
l=1
al = a, 1alp
is ∑
i
(−1)i
(
k
i
)(
a − 1− ip
a − k − ip
)
.
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Therefore, the total number of walks from (x, y) to (x′, y′) in Case 1 is∑
k1
∑
i,j
(−1)i+j
(
k
i
)(
k
j
)(
x′ − ip
x′ + 1− k − ip
)(
y − jp
y + 1− k − jp
)
.
Case 2: (x, y) ∈ {0} × [0, n− 1], (x′, y′) ∈ {n} × [0, n]. The possible steps are
(a1 − 1)b1a2 . . . bk−1ak, k1,
where 1alp, 1blp and∑
l
al = n+ 1,
∑
l
bl = y − y′.
The total number of walks from (x, y) to (x′, y′) in Case 2 is∑
k1
∑
i,j
(−1)i+j
(
k
i
)(
k − 1
j
)(
n− ip
n+ 1− k − ip
)(
y − y′ − 1− jp
y − y′ − k + 1− jp
)
.
Case 3: (x, y) ∈ [0, n] × {n}, (x′, y′) ∈ [0, n − 1] × {0}. The walks are the symmetric
images of the walks in Case 2 with respect to the line y = x.
Case 4: (x, y) ∈ [0, n] × {n}, (x′, y′) ∈ {n} × [0, n]. The possible steps are
b1a1b2a2 . . . bkak, k0,
where 1alp, 1blp and∑
l
al = n− x,
∑
l
bl = n− y′.
The total number of walks from (x, y) to (x′, y′) in Case 4 is∑
k0
∑
i,j
(−1)i+j
(
k
i
)(
k
j
)(
n− x − 1− ip
n− x − k − ip
)(
n− y′ − 1− jp
n− y′ − k − jp
)
.
Theorem 3.4. The total number of walks in U , which is the same as the total number of
nonempty ideals of (U,≺) and the total number of Fp2 [Gm,2]-submodules ofM, is given
by
1+ 2
∑
k1
∑
i,j
(−1)i+j
(
k
i
)(
n− jp
n− k − jp
)
×
[(
k
j
)(
n− ip
n− k − ip
)
+
(
k − 1
j
)(
n− ip
n+ 1− k − ip
)]
.
Proof. Let N be the total number of walks in U . Then N is the sum of the total numbers of
the walks in Cases 1–4 over the corresponding ranges of (x, y) and (x′, y′), namely,
N =
∑
0y<n
0x′<n
∑
k1
∑
i,j
(−1)i+j
(
k
i
)(
k
j
)(
x′ − ip
x′ + 1− k − ip
)(
y − jp
y + 1− k − jp
)
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+2
∑
0y<n
0y′<n
∑
k1
∑
i,j
(−1)i+j
(
k
i
)(
k − 1
j
)(
n− ip
n+ 1− k − ip
)
×
(
y − y′ − 1− jp
y − y′ − k + 1− jp
)
+
∑
0xn
0y′n
∑
k0
∑
i,j
(−1)i+j
(
k
i
)(
k
j
)(
n− x − 1− ip
n− x − k − ip
)
×
(
n− y′ − 1− jp
n− y′ − k − jp
)
.
Using the formula
b∑
x=a
(
x + c
x + d
)
=
(
b + 1+ c
b + d
)
−
(
a + c
a − 1+ d
)
,
we have
N =
∑
k1
∑
i,j
(−1)i+j
(
k
i
)(
k
j
)(
n− ip
n− k − ip
)(
n− jp
n− k − jp
)
+2
∑
k1
∑
i,j
(−1)i+j
(
k
i
)(
k − 1
j
)(
n− ip
n+ 1− k − ip
)
×
∑
0y′<n
(
n− y′ − 1− jp
n− y′ − k − jp
)
+
∑
k0
∑
i,j
(−1)i+j
(
k
i
)(
k
j
)(
n− ip
n− k − ip
)(
n− jp
n− k − jp
)
= 1+ 2
∑
k1
∑
i,j
(−1)i+j
(
k
i
)(
k
j
)(
n− ip
n− k − ip
)(
n− jp
n− k − jp
)
+2
∑
k1
∑
i,j
(−1)i+j
(
k
i
)(
k − 1
j
)(
n− ip
n+ 1− k − ip
)(
n− jp
n− k − jp
)
= 1+ 2
∑
k1
∑
i,j
(−1)i+j
(
k
i
)(
n− jp
n− k − jp
)
×
[(
k
j
)(
n− ip
n− k − ip
)
+
(
k − 1
j
)(
n− ip
n+ 1− k − ip
)]
. 
Next, we assume r = 1. We enumerate the A-invariant walks from (x, y) to (y, x).
Case 1′: x = 0, 0y < n. The possible steps are
(a1 − 1)b1a2b2 . . . bk−1akakbk−1 . . . b2a2b1(a1 − 1), k1
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or
(a1 − 1)b1a2b2 . . . akbkbkak . . . b2a2b1 (a1 − 1), k1,
where 1alp, 1blp and∑
l
al +
∑
l
bl = y + 1.
The total number of A-invariant walks from (x, y) to (x′, y′) in Case 1′ is∑
k1
[∑
i
(−1)i
(
2k − 1
i
)(
y − ip
y + 1− (2k − 1)− ip
)
+
∑
i
(−1)i
(
2k
i
)(
y − ip
y + 1− 2k − ip
)]
=
∑
k1
∑
i
(−1)i
(
k
i
)(
y − ip
y − k − ip
)
.
Case 2′: 0xn and y = n. The possible steps are
b1a1 . . . bkakakbk . . . a1b1, k1
or
b1a1b2a2 . . . ak−1bkbkak−1 . . . a2b2a1b1, k1,
where 1alp, 1blp and∑
l
al +
∑
l
bl = n− x.
The total number of A-invariant walks from (x, y) to (x′, y′) in Case 2′ is∑
k0
∑
i
(−1)i
(
k
i
)(
n− x − 1− ip
n− x − k − ip
)
.
Summing the total numbers in Cases 1′ and 2′ over suitable ranges for (x, y), we have
the following theorem.
Theorem 3.5. The total number of A-invariant walks in U , which is the same as the to-
tal number of nonempty A-invariant ideals of (U,≺) and the total number of Fp[Gm,2]-
submodules ofM, is given by
1+
∑
k1
∑
i
(−1)i
(
k
i
)(
n+ 1− ip
n− k − ip
)
.
The proof of Theorem 3.5 is omitted since the computation is similar to that in the proof
of Theorem 3.4.
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4. The dimension
LetW be a walk in U . In this section, we determine the dimension of the corresponding
Gm,2-invariant code Gpr
(
−1(S(W))
)
explicitly. By (1.3), we have
dimFpr Cpr
(
−1 (S(W))
)
= pm − |−1 (S(W)) |. (4.1)
Hence we need to determine |−1 (S(W)) |.
Lemma 4.1. Let (x, y) ∈ U . Then
|−1(x, y)| =
[∑
i
(−1)i
( m
2
i
)( m
2 − 1+ x − ip
x − ip
)]
×
[∑
i
(−1)i
( m
2
i
)( m
2 − 1+ y − ip
y − ip
)]
.
Proof. By deﬁnition (2.2) of , we have
|−1(x, y)| = |{(s0, . . . , sm−1) : 0sip − 1, s0 + s2 + · · · + sm−2 = x,
s1 + s3 + · · · + sm−1 = y}| .
The conclusion follows immediately from Lemma 3.3. 
The following two theorems determine dimFpr Cpr (
−1(S(W))) for r = 2 and 1 respec-
tively.
Theorem 4.2. Let
W = ((x0, y0), . . . , (xk, yk))
be a walk in U .
(i) If (x0, y0) = (0, 0) or if x0 = 0, 0 < y0 < n and the ﬁrst step of W is horizontal, then
dimF
p2
Cp2
(
−1 (S(W))
)
= pm −
∑
i
(−1)i
( m
2
i
)( m
2 + y0 − ip
y0 − ip
)
−
" k2 #−1∑
l=0
∑
i,j
(−1)i+j
( m
2
i
)( m
2
j
)
×
[( m
2 + x2l+1 − ip
x2l+1 − ip
)
−
( m
2 + x2l − ip
x2l − ip
)]( m
2 + y2l − jp
y2l − jp
)
. (4.2)
(ii) If x0 = 0, 0 < y0 < n and the ﬁrst step of W is vertical, then
dimF
p2
Cp2
(
−1 (S(W))
)
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= pm −
∑
i
(−1)i
( m
2
i
)( m
2 + y0 − ip
y0 − ip
)
−
$ k2 %−1∑
l=0
∑
i,j
(−1)i+j
( m
2
i
)( m
2
j
)
×
[( m
2 + x2l+2 − ip
x2l+2 − ip
)
−
( m
2 + x2l+1 − ip
x2l+1 − ip
)]( m
2 + y2l+1 − jp
y2l+1 − jp
)
.
(4.3)
(iii) If 0x0n and y0 = n,
dimF
p2
Cp2
(
−1 (S(W))
)
= pm − pm2
∑
i
(−1)i
( m
2
i
)( m
2 + x0 − ip
x0 − ip
)
−
$ k2 %−1∑
l=0
∑
i,j
(−1)i+j
( m
2
i
)( m
2
j
)
×
[( m
2 + x2l+2 − ip
x2l+2 − ip
)
−
( m
2 + x2l+1 − ip
x2l+1 − ip
)]( m
2 + y2l+1 − jp
y2l+1 − jp
)
.
(4.4)
Proof.We only prove (i) since the proofs of (ii) and (iii) are identical. We have
|−1 (S(W)) | =
∑
0yy0
|−1(0, y)| +
" k2 #−1∑
l=0
∑
x2l<xx2l+1
0yy2l
|−1(x, y)|. (4.5)
In (4.5),∑
0yy0
|−1(0, y)| =
∑
i
(−1)i
( m
2
i
) ∑
0yy0
( m
2 − 1+ y − ip
y − ip
)
=
∑
i
(−1)i
( m
2
i
)( m
2 + y0 − ip
y0 − ip
)
(4.6)
and ∑
x2l<xx2l+1
0yy2l
|−1(x, y)|
=

∑
i
(−1)i
( m
2
i
) ∑
x2l<xx2l+1
( m
2 − 1+ x − ip
x − ip
)
X.-D. Hou / Journal of Combinatorial Theory, Series A 110 (2005) 71–95 89
×

∑
j
(−1)j
( m
2
j
) ∑
0yy2l
( m
2 − 1+ y − jp
x − jp
)
=
∑
i,j
(−1)i+j
( m
2
i
)( m
2
j
)[( m
2 + x2l+1 − ip
x2l+1 − ip
)
−
( m
2 + x2l − ip
x2l − ip
)]( m
2 + y2l − jp
y2l − jp
)
. (4.7)
Eq. (4.2) immediately follows from (4.1) and (4.5)–(4.7). 
Theorem 4.3. Let
W = ((x0, y0), . . . , (xk−1, yk−1), (xk, yk), (yk−1, xk−1), . . . , (y0, x0))
be an A-invariant walk in U , where xk = yk .
(i) If (x0, y0) = (0, 0) or if x0 = 0, 0 < y0 < n and the ﬁrst step ofW is horizontal, then
dimFp Cp
(
−1 (S(W))
)
= pm − 2
∑
i
(−1)i
( m
2
i
)( m
2 + y0 − ip
y0 − ip
)
+
[∑
i
(−1)i
( m
2
i
)( m
2 + xk − ip
xk − ip
)]2
−2
" k2 #−1∑
l=0
∑
i,j
(−1)i+j
( m
2
i
)( m
2
j
)
×
[( m
2 + x2l+1 − ip
x2l+1 − ip
)
−
( m
2 + x2l − ip
x2l − ip
)]( m
2 + y2l − jp
y2l − jp
)
.
(ii) If x0 = 0, 0 < y0 < n and the ﬁrst step of W is vertical, then
dimFp Cp
(
−1 (S(W))
)
= pm − 2
∑
i
(−1)i
( m
2
i
)( m
2 + y0 − ip
y0 − ip
)
+
[∑
i
(−1)i
( m
2
i
)( m
2 + xk − ip
xk − ip
)]2
−2
$ k2 %−1∑
l=0
∑
i,j
(−1)i+j
( m
2
i
)( m
2
j
)
×
[( m
2 + x2l+2 − ip
x2l+2 − ip
)
−
( m
2 + x2l+1 − ip
x2l+1 − ip
)]( m
2 + y2l+1 − jp
y2l+1 − jp
)
.
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(iii) If 0x0n and y0 = n,
dimFp Cp
(
−1 (S(W))
)
= pm − 2pm2
∑
i
(−1)i
( m
2
i
)( m
2 + x0 − ip
x0 − ip
)
+
[∑
i
(−1)i
( m
2
i
)( m
2 + xk − ip
xk − ip
)]2
−2
$ k2 %−1∑
l=0
∑
i,j
(−1)i+j
( m
2
i
)( m
2
j
)
×
[( m
2 + x2l+2 − ip
x2l+2 − ip
)
−
( m
2 + x2l+1 − ip
x2l+1 − ip
)]( m
2 + y2l+1 − jp
y2l+1 − jp
)
.
Proof.Again, we only prove (i). LetU be the subset of U bounded from above by the partial
walk ((x0, y0), . . . , (xk, yk)). From the symmetry with respect to the line y = x, we have
|−1 (S(W)) | = 2|−1(U)| − |−1
(
[0, xk]2
)
|, (4.8)
where
|−1
(
[0, xk]2
)
| =
[∑
i
(−1)i
( m
2
i
)( m
2 + xk − ip
xk − ip
)]2
. (4.9)
In (4.8), |−1(U)| is computed the same way as in the proof of Theorem 4.2: By (4.5)–(4.7),
we have
|−1(U)| =
∑
0yy0
|−1(0, y)| +
" k2 #−1∑
l=0
∑
x2l<xx2l+1
0yy2l
|−1(x, y)|
=
∑
i
(−1)i
( m
2
i
)( m
2 + y0 − ip
y0 − ip
)
+
" k2 #−1∑
l=0
∑
i,j
(−1)i+j
( m
2
i
)( m
2
j
)
×
[( m
2 + x2l+1 − ip
x2l+1 − ip
)
−
( m
2 + x2l − ip
x2l − ip
)]( m
2 + y2l − jp
y2l − jp
)
. (4.10)
The conclusion follows when we combine (4.1) and (4.8)–(4.10). 
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5. Enumeration of self-dual Gm,2-invariant extended cyclic codes over F22, m2 odd
In general (without assuming e = 2), for any Ar -invariant ideal U of (U,≺), the code
Cpr
(
−1(U)
)
is self-dual if and only if U is the disjoint union of U and
(n, . . . , n)− U = {(n, . . . , n)− u : u ∈ U}, (5.1)
where n = m
e
(p − 1). (Cf. Lemma 1.1 and Proposition 2.3.) We call a subset U ⊂ U
self-dual if U is the disjoint union of U and (n, . . . , n)−U . Therefore, the enumeration of
the self-dualGm,e-invariant extended cyclic codes over Fpr is equivalent to the enumeration
of the Ar -invariant ideals U of (U,≺).
Proposition 5.1. There exists an Ar -invariant self-dual ideal in (U,≺) if and only if n =
m
e
(p − 1) and e
r
are both odd, i.e., if and only if p = 2 and m
r
is odd.
Proof. Necessity: Let U be anAr -invariant self-dual ideal in (U,≺). If, to the contrary, n is
even, then ( n2 , . . . ,
n
2 ) ∈ U ∩ ((n, . . . , n)− U), which is a contradiction. If, to the contrary,
e
r
is even, since U is Ar -invariant, we see that
(0, . . . , 0︸ ︷︷ ︸
r
, n, . . . , n︸ ︷︷ ︸
r
, . . . , 0, . . . , 0︸ ︷︷ ︸
r
, n, . . . , n︸ ︷︷ ︸
r
) ∈ U ∩ ((n, . . . , n)− U) ,
which is again a contradiction.
Sufﬁciency: If en = m(p − 1) is odd, {(x1, . . . , xe) ∈ U : x1 + · · · + xe < 12en} is
clearly an Ar -invariant self-dual ideal of (U,≺). (The corresponding extended cyclic code
is a binary self-dual Reed-Muller code.). If en is even, let
U =
{
(x1, . . . , xe) ∈ U : x1 + · · · + xe < 12en
}
and
V =
{
(x1, . . . , xe) ∈ U : x1 + · · · + xe = 12en
}
.
For u ∈ U , deﬁne (u) = (n, . . . , n) − u. Then both  and Ar act on V . Moreover,  acts
on the Ar -orbits in V since  ◦ Ar = Ar ◦ . We claim that  does not ﬁx any Ar -orbit in
V . Assume to the contrary thatX is an Ar -orbit in V such that (X) = X. Since n is odd, 
acts on V as a ﬁxed point-free involution. Hence |X| is even. On the other hand, since Ar
has a odd order e
r
, |X| is odd, which is a contradiction. Therefore, the Ar -orbits in V can
be listed as
X1, . . . , Xk, (X1), . . . , (Xk).
Let
L = U ∪X1 ∪ · · · ∪Xk.
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Clearly, L is Ar -invariant and self-dual. To see that L is an ideal in (U,≺), let u ∈ X1 ∪
· · · ∪ Xk and v = (v1, . . . , ve) ∈ U with v ≺ u, v = u. Then v1 + · · · + ve < en2 , hence
v ∈ U ⊂ L. 
Charpin and Levy-Dit-Vehel [7] investigated binary self-dual Gm,m-invariant extended
cyclic codes (m odd). They determined the deﬁning sets of all such codes for m9 and
proved the result in Proposition 5.1 for e = m and r = 1.
We resume the assumption that e = 2 for the rest of the section. By Proposition 5.1, in
order for (U,≺) to have Ar -invariant self-dual ideals, it is necessary to assume that p = 2,
r = 2 and that m2 is odd. To avoid a trivial situation, let n = m2 > 3. We now enumerate
all walks W such that S(W) is a self-dual ideal of (U,≺). Since the symmetric images of
W with respect to the line y = x also has the same property, we may assume thatW starts
from (0, y), 0y < n, and ends at (n, n− 1− y).
Case 1:W starts with a horizontal step. Then the possible steps ofW are
1b1a2b2 . . . akbk2, k2,
where al, bl ∈ {1, 2},
a2 = ak, a3 = ak−1, . . . ,
b1 = bk, b2 = bk−1, . . . ,
and {
a2 + · · · + ak = n− 3,
b1 + · · · + bk = 2y − n+ 1. (5.2)
(See Fig. 5.)
When k = 2s + 1, we must have bs+1 = 2 and (5.2) becomes{
a2 + · · · + as+1 = n−32 ,
b1 + · · · + bs = y − n+12 .
(5.3)
The number of solutions of (5.3) is(
s
n−3
2 − s
)
·
(
s
y − n+12 − s
)
.
When k = 2s, we must have as+1 = 2 and (5.2) becomes{
a2 + · · · + as = n−52 ,
b1 + · · · + bs = y − n−12 .
(5.4)
The number of solutions of (5.4) is(
s − 1
n−5
2 − (s − 1)
)
·
(
s
y − n−12 − s
)
.
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Fig. 5. A self-dual ideal S(W) whereW starts with a horizontal step.
Therefore, the total number of walks in Case 1 is
∑
s1
[(
s
n−3
2 − s
)(
s
y − n+12 − s
)
+
(
s − 1
n−3
2 − s
)(
s
y − n−12 − s
)]
. (5.5)
Case 2:W starts with a vertical step. The possible steps ofW are
b1 a1 b2 a2 . . . bk 1, k2,
where al, bl ∈ {1, 2},
a1 = ak−1, a2 = ak−2, . . . ,
b1 = bk, b2 = bk−1, . . . ,
and {
a1 + · · · + ak−1 = n− 1,
b1 + · · · + bk = 2y − n+ 1. (5.6)
(See Fig. 6.)
When k = 2s + 1, we must have bs+1 = 2 and (5.6) becomes{
a1 + · · · + as = n−12 ,
b1 + · · · + bs = y − n+12 .
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Fig. 6. A self-dual ideal S(W) whereW starts with a vertical step.
When k = 2s, we must have as = 2 and (5.6) becomes{
a1 + · · · + as−1 = n−32 ,
b1 + · · · + bs = y − n−12 .
Thus the total number of walks in Case 2 is∑
s1
[(
s
n−1
2 − s
)(
s
y − n+12 − s
)
+
(
s − 1
n−1
2 − s
)(
s
y − n−12 − s
)]
. (5.7)
Theorem 5.2. Let n = m2 > 3 be odd.The total number of self-dual ideals in (U,≺),which
is the same as the total number of self-dual F22 [Gm,2]-submodules ofM, is given by
2
∑
s1

( s + 1n−1
2 − s
) n−32 −s∑
i=0
( s
i
)
+
(
s
n−1
2 − s
) n−12 −s∑
i=0
( s
i
) .
Proof. We only have to sum (5.5) and (5.7) for 0yn − 1 and multiply the result
by 2. 
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