This paper proposes a novel approach to the open set language identification task by introducing out of set (OOS) language modelling in a Hierarchical Language Identification (HLID) framework. Most recent language identification systems make use of data sources from other than target languages to model OOS languages. The proposed approach does not require such data to model OOS languages, instead it only uses data from target languages. Additionally, a diverse language selection method is incorporated to further improve OOS language modelling. This work also proposes the use of a new training data selection method to develop compact models in a hierarchical framework. Experiments are conducted on the recent NIST LRE 2015 data set. The overall results show relative improvements of 32.9% and 30.1% in terms of C avg with and without the diverse language selection method respectively over the corresponding baseline systems, when using the proposed hierarchical OOS modelling.
Introduction
The most widely adopted approaches to language identification use acoustic and phonotactic information [1] [2] [3] . Specifically, current systems employ the i-vector framework trained on both acoustic and phonotactic front-ends. MFCCs and Phone Log Likelihood Ratios (PLLRs) continue to be the most commonly utilised acoustic and phonotactic front-ends [4] [5] [6] [7] and recently bottleneck features (BNF) have exhibited promising performances [8] . State-of-the-art language identification (LID) systems also make use of score level fusion to combine individual systems based on different speech cues [2] . However, these systems are all single level approaches where all language hypotheses are treated identically. Hierarchical LID frameworks have been proposed as an alternative to single level structures [9] [10] [11] . These are based on the observation that it is easier to distinguish between languages that are significantly dissimilar than those having a lot of similarities. Hierarchical systems utilise different speech cues that are more discriminative in different hierarchy levels (e.g., Prosodic cues are significantly better at distinguishing between a tonal and a non-tonal language than they are at distinguishing between two non-tonal languages) [1] . Preliminary work on the use of hierarchical structures have shown some promising performances [9] [10] [11] . Most recent research on language identification has been focused on closed set language identification where all test utterances correspond to one of a small set of target languages. However, in most practical scenarios where language identification systems may be employed, test utterances are not likely to be strictly limited to a small set of target languages but may also correspond to some unknown languages. This scenario is referred to as open set language identification. Some recent approaches to open set LID aim to capture out of set (OOS) language characteristics by using additional data from language that are not in the set of target languages [12] . This approach performs well if one has enough non-target language data to model OOS languages. However, given that the number of non-target languages is likely to be very large, it would be desirable to be able to detect OOS languages without using any additional non-target language data for training the system. In [13] , the OOS language model was developed using training data from only the target languages. The analysis in [13] shows that this approach significantly reduces the false acceptance (FA) but also increases the false rejection (FR) rate. The hierarchical framework for language identification [11] allows for multiple level of classification and consequently can include different OOS language models at different hierarchy level. This paper investigates: 1) the effectiveness of hierarchical frameworks in recognising OOS languages without using any additional non-target language data for OOS language model training; 2) the effectiveness of multiple OOS language models; and 3) the effectiveness of a diverse language selection method for developing OOS language models and to improve false rejection. This paper also investigates the effect of a new training data selection method in the context of hierarchical language identification systems.
Hierarchical Framework
The hierarchical framework for language identification was introduced with the aim of separating the problem of language identification into a top-down hierarchy of decisions, with initial high level decisions pertaining to identification of language groups followed by identification of specific languages and dialects from a smaller subset at the lower levels of the hierarchy. Hierarchical frameworks have been shown to significantly reduce the confusion among similar languages [11] . In the hierarchical language identification system employed in the experiments reported in this paper, the major language groups are identified in the first (topmost) level (Figure 1 ) of hierarchy to reflect the languages available in the NIST 2015 LRE database that is used in these experiments and harder problem of identifying dialects [14] is carried out at the lowest level. We then propose the introduction of out of set (OOS) language models at multiple levels of the hierarchy within this framework. 
Language Clustering
The hierarchical clustering algorithm [11] is used to determine the language clusters in each level. In the first layer of hierarchy, languages are grouped based on phonotactic content and linguistic information. The similarity, ܵ(•), between language pair ‫ܮ(‬ , ‫ܮ‬ ) is computed as per equation 1, where ܽ, ܾ ∈ (1, ܰ) and ܰ is number of languages.
Where, ‫ܭ‬ ௦ (•) is the symmetric K-divergence between phoneme probability distribution of language L a and L b . KDivergence is a measure of similarity between two probability distributions [15] and has been effectively used in clustering algorithms [16, 17] . It should be noted that using the symmetric KL-divergence in place of the K-divergence also results in identical language clustering. ‫)•(ܧ‬ is language grouping information of language L a and L b according to Ethnologue linguistic community [18] and is given by:
Here, G is a language group in Ethnologue. Each language pair is given a prior probability of '1' if they belong to same language group in Ethnologue and 0.5 otherwise if the language group is unknown, they are given a prior probability of 0.5. These constant prior probability values were selected empirically.
The symmetric K-divergence between two languages, ‫ܮ‬ and ‫ܮ‬ , is defined as [15] :
Where ܰ is the number of phonemes considered, and ܲ൫‫‬ ห‫ܮ‬ ൯ is the posterior probability of the ݅ ௧ phoneme, ‫‬ , given language ݆.
In the system outlined in this paper, a Hungarian (HU) TRAPs/NN phone decoder [19] is used to estimate the phoneme probability distribution for each language from the training data. The set of 61 phonemes recognised by the chosen Hungarian phone decoder is reduced to a smaller set of 54 by discarding the phonemes that did not occur in the training data of any of the languages. The agglomerative clustering algorithm previously used for determining the structure of a hierarchical language identification system [11] is used again to determine the language groups at the top of the hierarchy (G 1 to G 6 in Figure  1 ). Following this, subsequent language groups in all lower levels of the hierarchy are determined using average cost performance (C avg ) [20] as a measure of similarity between languages. The C avg is computed on the development set from the baseline system described in section 5.1. A different similarity metric is used for the lower levels of the hierarchy since it may be necessary to make a distinction between different dialects of the same language which share similar phonetic distributions and consequently a similarity measure based on phonetic distributions may not be suitable [14] . Figure 1 show the hierarchical structure obtained from the NIST 2015 LRE database.
Out of Set Language Modelling
In this work, we propose modelling out of set languages at multiple levels of the hierarchy where the out of set model at each node is a model of all languages not considered at that node. In addition a diverse language selection method is employed in order to produce a broad out of set model using only training data from target languages.
Proposed Hierarchical OOS Modelling
The hierarchical framework offers a range of possibilities for the inclusion of OOS language models. One possibility is the inclusion of a universal language model, trained from all target languages, at the topmost level of the hierarchy that distinguishes between broad language groups. This would serve as a background model (similar to a Universal Background Model in speaker verification) and it is expected that test utterances from an unknown language would match this background model better than any of the language group models. This OOS model is developed using all the target languages data also known as target independent (TI) OOS language model [13] . In this paper we propose that this idea be extended to other nodes in the hierarchical structure as well. It is expected that this extension is advantageous since the OOS models at each node provides a different background model that is specific to the languages considered at each node and are consequently the hierarchical structure on the whole can detect OOS languages more reliably. In the systems evaluated in this paper, OOS language models are incorporated into the nodes in the second layer of the hierarchy as well as the topmost (first) layer. These OOS models are developed separately for each language group identified at the topmost layer (Group Specific OOS). Group specific OOS models are trained on the data from target languages that are not present in that group e.g. OOS model for G1 is developed on training data for G2 to G6 (OOS language models are shown in green in Figure 1 ).
Diverse Language Selection for OOS Model
It is expected that the role of data selection in training of target independent OOS language models is similar to that of data selection in Universal Background Modelling (UBM) [13] . It has been shown that speaker selection can play an important role in UBM data selection [21] . It has further been shown that using all available development data for UBM training can lead to clusters from different speakers having similar characteristics, which in turn leads to high rates of false rejection [21] . A similar effect can be expected in target independent OOS language modelling, particularly since only target data is used in training the model (as opposed to the use of development data from other background speakers in speaker verification). Therefore, in this work, we incorporate a diverse language selection method to develop target independent models. The selection of diverse languages is based on symmetric Kullback-Leibler (KL) divergence method between all pairs of target languages [15] . For each language i-vector L j , where j ∈ (1, ܰ) and N is the total number of languages, a single Gaussian model is trained with shared covariance matrix (Σ) across all languages i-vector data [13] . KL divergence between single Gaussian models ߣ and ߣ is computed as:
Where, ߤ and ߤ denote the means of the Gaussian models ߣ and ߣ respectively.
In order to measure how diverse a language L i is from the other languages, a diversity factor D i is computed from the KL divergence using equation (5):
D i is a measure of average divergence of model (ߣ ) from all other models. Based on the average divergence of all ܰ models, ‫ܦ{‬ ; 1 ≤ ݅ ≤ ܰ }, the models corresponding to the highest average divergences (ܰ ) are selected for OOS modelling.
Proposed Training Data Selection
In addition to speaker selection, it has been shown that training data selection of a model might improve performance by reducing the overlap between models [21] . Based on the assumption that this would hold for language identification systems as well, we introduce a training data selection method for training the models in the first two levels of the hierarchical structure. A cosine similarity factor, ܵ , is computed for all training utterance (i-vectors) ‫ݑ‬ corresponding to each language/language group, ‫ܯ‬ , where ܽ ∈ (1, ܰ ‫ܯ‬ ) and ܰ ெ denotes the number of languages/language groups modelled in the first two levels of the hierarchy:
Where, ܷ denotes the total number of training utterances available for language/language group ‫ܯ‬ and ‫ݑ‪൫‬ݏ‬ , ‫ݑ‬ ൯ denotes the cosine similarity between utterances ‫ݑ‬ and ‫ݑ‬ and is given by:
The training data selection is then implemented by discarding utterances that correspond to negative values of ܵ .
Classification
The hierarchical framework allows for different front-ends and back-ends to be employed at different nodes for classification.
In the system presented in this paper, both are chosen to provide the best classification at that node from a predetermined set of features and classifiers. Specifically, at each node the front-end is chosen as one of or a combination of the following feature sets -PLLRs from Hungarian, Czech, and Russian phone decodes, MFCCs, and bottleneck features (BNF) based on J-Measures [22] of these features and feature combinations estimated on a development dataset. The features employed at each node of the system presented here are denoted in Figure 1 . Also, the back-end at each node is chosen as either one of the two most commonly used probabilistic back-ends used in language identification or a score level fusion of both. Namely, Generative Gaussian Back-ends (GB) and Gaussian Probabilistic Linear Discriminant Analysis (GPLDA) [23, 24] . The choice of the back-end is based on performance as evaluated on a development set. Both of these back-ends operate on i-vectors estimated from the chosen front-end and Linear Discriminant Analysis (LDA) is applied on the ivectors prior to using GPLDA (400D to 150D) but not the generative Gaussian back-end (preliminary experiments indicated that LDA degraded performance when used in conjunction with the generative Gaussian back-end).
At each node of the hierarchical framework, the log likelihoods (LLs) of all languages/language groups that are considered in that node are estimated as in [11] . Multiclass calibration models are then estimated from these LLs, using FoCal toolkit, on a development data set and applied to the test set. Finally these calibrated LLs are converted into log likelihood ratios (LLRs) as defined by NIST [20] . Average cost performance (C avg ) and log likelihood ratio cost (C llr ), as defined by NIST [20] are employed as performance metrics in this paper. For the closed set experiments, these measures are computed for each of the six language groups defined by the NIST 2015 evaluation plan [20] and averaged to compute overall system performance. In the open set experiments, C avg and C llr are defined as in [25] .
Baseline System
The performance of the proposed HLID framework is compared to a baseline system that comprises of five subsystems that are fused at a score level. The five sub-systems are all i-vector-GPLDA systems that each uses a different front-end. The five front-ends are: two acoustic front-ends (MFCC and BNF) and three phonotactic front-ends (PLLR using Hungarian, Russian and Czech phonemes) as described in section 6.2. The performance of the baseline system matches that of the fourth best performing system in the NIST 2015 LRE. For the open set experiments, the OOS language models (one for each subsystem) in the baseline system was estimated from the training data from all target languages.
Experimental Setup

Database
The closed set results are reported on the NIST 2015 LRE dataset as per the fixed test conditions given in [20] and involves 20 target languages. For development purposes, 10 conversations from each language were randomly chosen. The open set LID experiments required additional test data corresponding to out of set languages. This additional out of set test data of duration 30, 10 and 3 seconds from 17 different languages was selected from NIST 2007 and 2011 LRE datasets. These languages are Bengali, Czech, Dari, Farsi, Thai, Urdu, Japanese, Vietnamese, Ukrainian, Hindi, Punjabi, Pashto, Tamil, Turkish, German, Korean and Lao.
Feature Extraction
The three sets of frame based PLLR features -Hungarian (HU), Russian (RU) and Czech (CZ), and MFCCs used in all the systems reported in this paper are augmented with SDCs and estimated as outlined in [11] . The Bottleneck features (BNF) of 42 dimensions are extracted using Deep Neural Networks implemented with the Kaldi toolkit [26] . The DNN was trained on 300 hours of Switchboard-I data and uses 13 dimensional MFCC's features as input [8] . The DNN comprises of 5 layers with 1024 nodes in each layer except the 4 th layer which served as a 42 node bottleneck layer. All ivectors based on these front ends were 400 dimensional [23] and estimated using Universal Background Models (UBMs) of 1024 mixture components.
Results
In this work, two set of experiments were conducted 1) closed set language detection and 2) open set language detection. The closed set experiments were conducted to a) quantify the performance of the hierarchical structure without OOS language modelling and b) investigate the effectiveness of data selection approaches in this hierarchical structure. The open set experiments were conducted to investigate a) the proposed hierarchical OOS modelling, b) the effect of having OOS models in different hierarchy level c) the use of diverse language selection for training OOS models. Table 1 reports the performances of the baseline system as well the hierarchical language identification system with and without the training data selection method outlined in section 4. From these results it can be seen that the hierarchical approach significantly outperforms the baseline system and the training data selection method further improves this. Table 2 shows the performance of baseline and hierarchical systems with open set LID. Compared to the closed set results (Table 1) , it can be seen that the inclusion of out of set test utterances degrades performance even with explicit out of set language modelling in the baseline system. It can also be seen that the proposed hierarchical OOS modelling in either of the two top levels is significantly better than OOS modelling in a non-hierarchical framework and combined OOS modelling in both levels further improves the performance. The results of the experiment conducted to determine the effectiveness of the diverse language selection method are reported in Table 3 and when compared to Table 2 it can be seen that the diverse language selection improves system performance. The results in Table 3 are obtained as a result of selecting 15 languages for each model based on best performance on development test set. The performance of the diverse language selection is also evaluated in terms of false acceptance rates and false rejection rates by comparing systems (baseline and hierarchical) with and without the language selection in Table 4 . 
Closed Set Detection Results
Open Set Detection Results
Conclusion
This paper has focused on addressing the problem of open set language identification and shows that the hierarchical framework is well suited for this task. The study indicates that the development of OOS language models in each level of a hierarchical framework is able to better reject unknown languages when compared to a non-hierarchical approach. Incorporation of diverse language selection into the system further improves performance and reduces both the false acceptance and rejection rates in hierarchical and nonhierarchical systems. Finally, the proposed training data selection is also shown to improve system performance in both open and closed set language identification tasks.
