Model theory of $\mathrm{C}^*$-algebras by Farah, I. et al.
ar
X
iv
:1
60
2.
08
07
2v
6 
 [m
ath
.L
O]
  1
4 A
pr
 20
18
Model theory of C∗-algebras
I. Farah, B. Hart, M. Lupini, L. Robert, A. Tikuisis,
A. Vignati and W. Winter

Contents
Chapter 1. Introduction 1
Chapter 2. Continuous model theory 7
2.1 Preliminaries 7
2.2 Theories 10
2.3 Ultraproducts 13
2.3.1 Atomic and Elementary Diagrams 14
2.4 Elementary classes and preservation theorems 15
2.5 Elementary classes of C∗-algebras 20
2.5.1 Abelian algebras 21
2.5.2 Non-abelian algebras 21
2.5.3 Real rank zero again 21
2.5.4 n-subhomogeneous 21
2.5.5 Non-n-subhomogeneous algebras 22
2.5.6 Tracial C∗-algebras 22
2.5.7 C∗-algebras with a character 22
2.6 Downward Lo¨wenheim-Skolem 22
2.7 Tensorial absorption and elementary submodels 24
2.7.1 Strongly self-absorbing C∗-algebras 24
2.7.2 Stable algebras 25
Chapter 3. Definability and Aeq 27
3.1 Expanding the definition of formula: definable predicates and functions 27
3.1.1 Definable predicates 27
3.2 Expanding the definition of formula: definable sets 27
3.3 Expanding the language: imaginaries 32
Countable products 32
Definable sets 33
Quotients 33
M eq and T eq 34
3.4 The use of continuous functional calculus 35
3.5 Definability of traces 36
3.5.1 Definability of Cuntz–Pedersen equivalence 38
3.6 Axiomatizability via definable sets 40
3.6.1 Projectionless and unital projectionless 40
3.6.2 Real rank zero revisited 41
3.6.3 Infinite C∗-algebras 41
3.6.4 Finite and stably finite algebras 41
3.7 Invertible and non-invertible elements 41
3.8 Stable rank 43
iii
iv CONTENTS
3.9 Real rank 45
3.10 Tensor products 47
3.11 K0(A) and A
eq 48
3.12 K1(A) and A
eq 50
3.13 Co-elementarity 52
3.13.1Abelian algebras 53
3.13.2Infinite algebras 53
3.13.3Algebras containing a unital copy of Mn(C) 53
3.13.4Definability of sets of projections 53
3.13.5Stable rank one 54
3.13.6Real rank zero 54
3.13.7Purely infinite simple C∗-algebras 54
3.14 Some non-elementary classes of C∗-algebras 54
Chapter 4. Types 57
4.1 Types: the definition 57
4.1.1 Types as sets of conditions 57
4.2 Beth definability 58
4.3 Saturated models 60
4.3.1 60
4.3.2 62
4.4 MF algebras 62
4.5 Approximately divisible algebras 63
Chapter 5. Approximation properties 65
5.1 Nuclearity 65
5.2 Completely positive contractive order zero maps 65
5.3 Nuclear dimension 66
5.4 Decomposition rank 67
5.5 Quasidiagonal algebras 67
5.6 Approximation properties and definability 67
5.7 Approximation properties and uniform families of formulas 68
5.7.1 Uniform families of formulas 68
5.8 Nuclearity, nuclear dimension and decomposition rank: First proof 70
5.9 Nuclearity, nuclear dimension and decomposition rank: Second proof 73
5.10 Simple C∗-algebras 76
5.11 Popa algebras 78
5.12 Simple tracially AF algebras 78
5.13 Quasidiagonality 80
5.14 An application: Preservation by quotients 80
5.15 An application: Perturbations 81
5.16 An application: Preservation by inductive limits 84
5.17 An application: Borel sets of C∗-algebras 84
Chapter 6. Generic C∗-algebras 87
6.1 Henkin forcing 88
6.2 Infinite forcing 90
6.3 Finite forcing 93
6.4 ∀∃-axiomatizability and existentially closed structures 95
CONTENTS v
6.5 Strongly self-absorbing algebras 97
6.6 Stably finite, quasidiagonal, and MF algebras 98
Chapter 7. C∗-algebras not elementarily equivalent to nuclear C∗-algebras 101
7.1 Exact algebras 101
7.2 Definability of traces: the uniform strong Dixmier property 102
7.3 Elementary submodels of von Neumann algebras 105
Chapter 8. The Cuntz semigroup 107
8.1 Cuntz subequivalence 107
8.2 Strict comparison of positive elements 110
8.3 The Toms–Winter conjecture 111
8.4 Radius of comparison 112
Appendix A. C∗-algebras 113
Bibliography 117

Abstract
A number of significant properties of C∗-algebras can be expressed in continu-
ous logic, or at least in terms of definable (in a model-theoretic sense) sets. Certain
sets, such as the set of projections or the unitary group, are uniformly definable
across all C∗-algebras. On the other hand, the definability of some other sets, such
as the connected component of the identity in the unitary group of a unital C∗-
algebra, or the set of elements that are Cuntz–Pedersen equivalent to 0, depends
on structural properties of the C∗-algebra in question. Regularity properties re-
quired in the Elliott programme for classification of nuclear C∗-algebras imply the
definability of some of these sets. In fact any known pair of separable, nuclear,
unital and simple C∗-algebras with the same Elliott invariant can be distinguished
by their first-order theory. Although parts of the Elliott invariant of a classifi-
able (in the technical C∗-algebraic sense) C∗-algebra can be reconstructed from
its model-theoretic imaginaries, the information provided by the theory is largely
complementary to the information provided by the Elliott invariant. We prove that
all standard invariants employed to verify non-isomorphism of pairs of C∗-algebras
indistinguishable by their K-theoretic invariants (the divisibility properties of the
Cuntz semigroup, the radius of comparison, and the existence of finite or infinite
projections) are invariants of the theory of a C∗-algebra.
Many of our results are stated and proved for arbitrary metric structures. We
present a self-contained treatment of the imaginaries (most importantly, definable
sets and quotients) and a self-contained description of the Henkin construction of
generic C∗-algebras and other metric structures.
Our results readily provide model-theoretic reformulations of a number of out-
standing questions at the heart of the structure and classification theory of nuclear
C∗-algebras. The existence of counterexamples to the Toms–Winter conjecture and
some other outstanding conjectures can be reformulated in terms of the existence
of a model of a certain theory that omits a certain sequence of types. Thus the
existence of a counterexample is equivalent to the assertion that the set of coun-
terexamples is generic. Finding interesting examples of C∗-algebras is in some
cases reduced to finding interesting examples of theories of C∗-algebras. This fol-
lows from one of our main technical results, a proof that some non-elementary (in
model-theoretic sense) classes of C∗-algebras are ‘definable by uniform families of
formulas.’ This was known for UHF and AF algebras, and we extend the result
to C∗-algebras that are nuclear, have nuclear dimension ≤ n, decomposition rank
≤ n, are simple, are quasidiagonal, Popa algebras, and are tracially AF. We show
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that some theories of C∗-algebras do not have nuclear models. As an application
of the model-theoretic vantage point, we give a proof that various properties of
C∗-algebras are preserved by small perturbations in the Kadison–Kastler distance.
CHAPTER 1
Introduction
Around 1990 George Elliott proposed a bold conjecture that a certain subcate-
gory C of separable nuclear C∗-algebras could be classified by K-theoretic invariants
Ell which themselves form a category. Moreover there would be an isomorphism of
categories between C represented on the top and the category of invariants.
A B
Ell(A) Ell(B)
Φ
Ell(Φ)
In this memoir we take a look at the Elliott programme and nuclear C∗-algebras
in general through a model-theoretic lens. Being axiomatizable, the category of C∗-
algebras is equivalent to a category of models of a metric theory ([58]). Neither
this theory nor the language in which it is expressed are uniquely determined,
as one can freely add predicates for arbitrary definable1 sets (such as the set of all
projections or the norm onMn(A)) to the structure without affecting an equivalence
of categories. The clean way to package all definable data is as follows. Among
all categories of metric models equivalent to the category of C∗-algebras there is
a universal category. The metric structure in this category associated to a given
C∗-algebra A is denoted Aeq, and it contains information about a variety of objects
associated with A, such as the cone of completely positive maps between A and
finite-dimensional algebras.
In its initial form, first stated in [47], the Elliott conjecture (restated in model-
theoretic language) asserted that the map sending a C∗-algebra A into a discrete
object in Aeq is an equivalence of categories. This was confirmed (fifteen years
before the conjecture was posed) in [46] in the case when C is the class of inductive
limits of finite-dimensional C∗-algebras (known as AF algebras) and the invariant
is D0(A), the abelianization of the set of projections in A with a partially defined
addition. This local semigroup was later replaced by the ordered group K0(A).
Although K0(A) is not necessarily in A
eq, its fragments, consisting of each quotient
of the set of projections in Mn(A), for n ∈ N, are. Every AF algebra A has two
important regularity properties. It has real rank zero, meaning that the invertible
self-adjoint elements are dense in Asa, the space of self-adjoint elements of A. It
also has stable rank one, meaning that the invertible elements are dense in A. Both
of these properties are axiomatizable.
Inductive limits of tensor products of C(T), the algebra of continuous functions
on the circle, and finite-dimensional algebras are called AT algebras. They always
1In this introduction and elsewhere the term ‘definable’ is used in its technical model-theoretic
sense.
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have stable rank one but C(T) itself does not have real rank zero. In [47] Elliott
classified separable AT algebras of real rank zero using the functors K0 and K1.
Like K0(A), K1(A) is an abelian group which typically does not belong to A
eq.
However, in the case of AT algebras of real rank zero it is a quotient of a quantifier-
free definable set (the unitary group) by a definable relation (see Proposition 3.12.1).
The same pair of invariants, K0(A) and K1(A), were used in the classification
of simple, separable, nuclear and purely infinite C∗-algebras (nowadays known as
Kirchberg algebras) by Kirchberg and Phillips (see [122, Proposition 2.5.1], [110]).2
In this case both K-groups belong to Aeq.
The construction of isomorphisms in classification results typically uses the El-
liott intertwining argument to lift an isomorphism between Elliott invariants Ell(A)
and Ell(B) to an isomorphism between C∗-algebras A and B. In the first step, A
and B are presented as limits of a sequence of building blocks: A = limnAn,
B = limnBn. (If A and B don’t come with such sequences, one might use An = A
and Bn = B for all n.) In the second step one finds partial lifts of Φ and Φ
−1
between the building blocks such that the triangles in the following diagram ap-
proximately commute.
A1 A2 A3 A4 . . . A = limn An
B1 B2 B3 B4 . . . B = limnBn
Φ1 Φ2 Φ3 Φ4Ψ1 Ψ2 Ψ3
These maps converge to an isomorphism from A onto B and its inverse. A full
classification result would also assert that every morphism between the invariants
lifts to a morphism between A and B.
Stably finite algebras comprise a vast class of C∗-algebras not covered by the
Kirchberg–Philips result. By a deep result of Haagerup all such exact algebras have
a tracial state. The space T (A) of all tracial states of A, up to affine homeomor-
phism, is included in the Elliott invariant. The space T (A) is a weak∗-compact,
convex set (and even a Choquet simplex) and it does not belong to Aeq unless it is
finite-dimensional (and even its finite-dimensionality does not guarantee member-
ship in Aeq).3 By a classical result of Cuntz and Pedersen ([36]) T (A) is isomorphic
to the state space of the (real, ordered) Banach space Asa/A0. Here A0 is the closed
linear span of self-adjoint commutators [a, a∗] = aa∗ − a∗a. While Asa is always
definable, A0 is definable in well-behaved (e.g., exact and Z-stable) C∗-algebras but
there are examples of C∗-algebras (and even monotracial C∗-algebras) in which A0
is not definable. Other well-studied problems in classification and structure of C∗-
algebras are closely related to the study of definability of distinguished subsets in
C∗-algebras, such as the connected component of the identity in the unitary group.
The Elliott conjecture was refuted in 2004. In [123] Rørdam constructed a
simple, nuclear C∗-algebra that was neither tracial nor a Kirchberg algebra, since
it contains both a finite and an infinite projection. An even more devastating coun-
terexample was constructed by Toms ([135]) who produced two stably finite, non-
isomorphic algebras that cannot be distinguished by any functor continuous with
2This result has an additional assumption, more about that later.
3The spaces T (A) up to affine homeomorphism are not even classifiable by countable struc-
tures, but that is a different story.
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respect to inductive limits and homotopy-invariance.4 Prior to these developments,
Jiang and Su ([79]) constructed a stably finite, infinite-dimensional C∗-algebra Z
with the same invariant as C, and it has turned out that Z plays a positive role
in the Elliott programme. In its current form, the Elliott programme aims to clas-
sify separable, nuclear, unital and simple algebras that absorb Z tensorially (such
algebras are also said to be Z-stable). Z-stable algebras are axiomatizable among
separable C∗-algebras. In addition to the regularity properties that make Z-stable
algebras amenable to K-theoretic classification, these algebras have an abundance
of definable sets. Notably, Cuntz–Pedersen equivalence is definable by a result of
Ozawa [105, Theorem 6] (see also [102, Corollary 4.3]).
In the following pages we develop the model theory of nuclear C∗-algebras and
their invariants. Nuclear C∗-algebras are a generalization of AF algebras. This class
consists of C∗-algebras satisfying the completely positive approximation property
(CPAP),5 which means that the identity map approximately factors through finite-
dimensional C∗-algebras via completely positive contractive (c.p.c.) maps:
A A
F
id
ϕ ψ
At least in the separable case they can also be written as inductive limits of
finite-dimensional C∗-algebras
A A A . . . A
F1 F2 F3
ϕ1 ϕ2 ϕ3ψ1 ψ2 ψ3
id id id
and approximately commuting triangles which also keep track of the multiplicative
structure in a suitable way. Using generalized limits as defined in [18] in this way
one obtains the class of quasidiagonal nuclear algebras. If the limit is taken in
the category of operator systems with order units, and endowed with a (unique)
multiplicative structure only a posteriori, then the limits are exactly the nuclear
C∗-algebras.
It is worth noting that for every finite-dimensional C∗-algebra F the set of all
c.p.c. maps from A into F , as well as the set of all c.p.c. maps from F to A, belongs
to Aeq. Variations of CPAP in which stronger conditions than complete positivity
are imposed on the maps ψn are used to define important subclasses of nuclear
C∗-algebras, such as algebras with finite nuclear dimension or finite decomposition
rank. None of these classes is elementary as the above diagram does not survive
taking ultrapowers. In spite of this, we shall give a characterization of these classes
of algebras in model-theoretic terms. Our results extend those of [28] where it was
demonstrated that AF algebras and UHF algebras are exactly the algebras that
omit a certain sequence of existential types.
Our motivation for this work is manifold; see also [53] for more information on
the interactions of logic and C∗-algebras.
4Looking ahead, the theory of a C∗-algebra is neither a functor nor continuous with respect
to inductive limits.
5This is a theorem, not a definition.
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Constructing novel examples of nuclear C∗-algebras. This is our most
ambitious and long-term goal. Our results readily provide model-theoretic refor-
mulations of a number of outstanding questions at the heart of the structure and
classification theory of nuclear C∗-algebras. The existence of counterexamples to
the Toms–Winter conjecture and some other outstanding conjectures about the
structure of nuclear C∗-algebras can be reformulated in terms of the existence of a
model of a certain theory that omits a certain sequence of types. Thus the existence
of a counterexample is equivalent to the assertion that the set of counterexamples
is generic.
While at present we do not have examples of the desired kind, we hope our
methods will contribute to a systematic study of how they could possibly arise.
Model theory of C∗-algebras. The theory of every infinite-dimensional C∗-
algebra is unstable, in a model theoretical sense, ([58]) and the only theory of
an infinite-dimensional C∗-algebra with elimination of quantifiers is the theory of
complex-valued continuous functions on Cantor space ([43]). In spite (or perhaps
because of) this unruliness, C∗-algebras have an abundance of interesting definable
sets. Certain sets, such as the set of projections or the unitary group, are uniformly
definable across all C∗-algebras. On the other hand, definability of some other sets,
such as the connected component of the identity in the unitary group, or the set of
elements that are Cuntz–Pedersen equivalent to 0, depends on structural properties
of the C∗-algebra in question. Not surprisingly, regularity properties required by
the Elliott conjecture (see [50]) imply the definability of these sets. The most
prominent regularity property—tensorial absorption of the Jiang–Su algebra Z—is
axiomatizable.
Developing the toolbox. We present a self-contained presentation of imagi-
naries and Aeq in the general setting of the logic of metric structures (not necessarily
C∗-algebras). We prove the appropriate version of the Beth definability theorem
and translate some of the standard preservation and axiomatizability results from
discrete first-order model theory into the metric context.
The theory as an invariant. The Elliott classification programme (when
successful) provides an equivalence between the category of C∗-algebras and the
category of Elliott invariants. Parts of the Elliott invariant Ell(A) of a classifiable6
C∗-algebra A can be reconstructed from Aeq, while Ell(A) provides a template for
reconstructing A.7
The theory of a C∗-algebra is neither a functor nor continuous with respect
to inductive limits. On the other hand, it is a Borel map from the Borel space of
separable C∗-algebras into the dual space of the normed vector space of sentences. It
provides a smooth invariant which cannot even distinguish all separable AF algebras
up to isomorphism. Although there is some overlap, the information provided by
the theory is largely complementary to the information provided by the Elliott
invariant. To the best of our knowledge, all known separable, nuclear, unital and
simple algebras are classified by their theory together with the Elliott invariant.
We now give two examples.
The peculiarity of Rørdam’s example of a simple C∗-algebra with an infinite
and a finite projection ([123]) is concealed from its Elliott invariant, but it is
6The usage of term ‘classifiable’ should not be confused with that from model theory, as in
[128]. See [122, §2.5] for a technical definition of ‘classifiable C∗-algebra.’
7A very general classification theorem of this sort was proved in [48].
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evident to its theory (Proposition 3.13.5). Also, numerical values of the radius
of comparison (the invariant used by Toms to distinguish between infinitely many
separable, nuclear, unital and simple algebras with the same Elliott invariant in
[134]) can be read off from the theory of C∗-algebras (Theorem 8.4.1). A very
optimistic interpretation of these observations is the following:
Question 1. Assume A and B are two elementarily equivalent, simple, sep-
arable, nuclear, unital C∗-algebras with the same Elliott invariant. Are A and B
necessarily isomorphic?
The answer to this question is likely negative (see Example 3.12.3 for a non-
nuclear example) but it seems that proving this would require a novel construction
of nuclear C∗-algebras.
Byproducts. Our results provide a uniform proof that various classes of C∗-
subalgebras of B(H) are stable under small perturbations in the Kadison–Kastler
metric (see [32], Corollary 5.15.2 and Corollary 5.15.3). We also show that these
classes of algebras are Borel in the standard Borel space of C∗-algebras (see [85]),
answering a question of Kechris (see Corollary 5.17.2).
This work also precipitated the study of omitting types in the logic of metric
structures ([61]). Although in general the set of (partial) types omissible in a model
of some theory is highly complex (more precisely,Σ12), types relevant to C
∗-algebras
belong to a class for which there is a natural omitting types theorem.
Acknowledgments. We would like to thank I. Ben Yaacov, B. Blackadar,
G. Cherlin, C. Eckhardt, G.A. Elliott, D. Enders, I. Goldbring, I. Hirshberg, M.
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document.
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1600186. A. Tikuisis is supported by EPSRC first grant EP/N00874X/1. A. Vignati
was supported by a Susan Mann Dissertation Scholarship and by the NSERC.

CHAPTER 2
Continuous model theory
2.1. Preliminaries
In this section we present the formalities of the logic that we will use to study
C∗-algebras and related structures in a model theoretic manner. Let us begin by
looking at C∗-algebras themselves and seeing how they are viewed. Fix a C∗-
algebra A. We first consider SA, the collection of balls Bn = {a ∈ A : ‖a‖ ≤ n}
for n ∈ N. This is a collection of bounded complete metric spaces with the metric
on each ball given by ‖x − y‖. We let FA be the collection of functions obtained
by considering the ordinary algebraic operations on A restricted to the balls in SA
i.e., we have the restrictions of +, ·, ∗ as well as scalar multiplication by any λ ∈ C.
For good measure, we also have the constants 0 and 1 (if the algebra is unital) as
0-ary functions and standard inclusion maps from Bm to Bn when m < n. It is
important to notice that all of these functions are uniformly continuous on their
domains. It is clear that any A yields a structure consisting of SA and FA as
described. A little less clear (the details are worked out in Proposition 3.2 of [58],
see also Example 2.2.1) is that there are axioms that one can write down such that
if one has a pair (S,F) satisfying those axioms then there is a unique C∗-algebra
from which it came.
In general, a metric structure is a structure 〈S,F ,R〉 which consists of
(1) S, the sorts, which is an indexed family of metric spaces (S, dS) where dS is a
complete, bounded metric on S.
(2) F , the functions, is a set of uniformly continuous functions such that for f ∈ F ,
dom(f) is a finite product of sorts and rng(f) is a sort. This includes the
possibility that the domain is an empty product and in this case, f is a constant
in some sort.
(3) R, the relations, is a set of uniformly continuous functions such that for R ∈ R,
dom(R) is a finite product of sorts and rng(R) is a bounded interval in R.
Clearly C∗-algebras as described above fit this format. In the case of C∗-algebras,
there are no relations (or one can think that the metrics on the sorts are relations).
A non-trivial example of a relation would be a C∗-algebra together with a trace. The
formalism would again be as in the first paragraph: for a C∗-algebraA together with
a trace τ the structure would be as described above with the addition of relations
arising from the trace restricted to the balls (formally you would need to add both
the real and imaginary part of the trace restricted to each ball as a relation since
we want our relations to be real-valued but we won’t labour this point now).
To capture the notion of a metric structure precisely, we need to introduce the
syntax of continuous logic. This begins with a formalism that mimics the essential
elements of a metric structure. A language L is a formal object 〈S,F,R〉 which
contains the following data:
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(4) S is the set of sorts; for each sort S ∈ S, there is a symbol dS meant to be
interpreted as a metric together with a positive number MS meant to be the
bound on dS ;
(5) F is the set of function symbols; for each function symbol f ∈ F, we formally
specify dom(f) as a sequence (S1, . . . , Sn) from S and rng(f) = S for some
S ∈ S. We will want f to be interpreted as a uniformly continuous function.
To this effect we additionally specify, as part of the language, functions δfi :
R+ → R+, for i ≤ n. These functions are called uniform continuity moduli.
(6) R is the set of relation symbols; for each relation symbol R ∈ R we formally
specify dom(R) as a sequence (S1, . . . , Sn) from S and rng(R) = KR for some
compact interval KR in R. As with function symbols, we additionally specify,
as part of the language, functions δfi : R
+ → R+, for i ≤ n, called uniform
continuity moduli.
In order to express formulas in this language we will need some auxiliary logical
notions. For each sort S ∈ S, we have infinitely many variables xSi for which
we will almost always omit the superscript. Terms in the language L are defined
inductively:
(7) A variable xSi is a term with domain and range S;
(8) If f ∈ F, dom(f) = (S1, . . . , Sn) and τ1, . . . , τn are terms with rng(τi) = Si
then f(τ1, . . . , τn) is a term with range the same as f and domain determined
by the τi’s.
All terms inherit uniform continuity moduli inductively by their construction.
In the case of C∗-algebras, the language contains sorts for each ball Bn and a
function symbol for all the functions specified at the beginning of the section. In the
case of a C∗-algebra with a trace there are additional relation symbols corresponding
to the restriction of the trace to each ball. In both cases, terms are formed in the
usual manner and correspond formally to ∗-polynomials in many variables over C
restricted to a product of balls.
Now in order to say anything about metric structures in some language L, we
need to define the collection of basic formulas of L. As with relation symbols,
formulas will have domains and uniform continuity moduli which we also define
inductively along the way.
Definition 2.1.1. (9) If R is a relation symbol in L (possibly a metric sym-
bol) with domain (S1, . . . , Sn) and τ1, . . . , τn are terms with ranges S1, . . . , Sn
respectively then R(τ1, . . . , τn) is a formula. Both the domain and uniform
continuity moduli of R(τ1, . . . , τn) can be determined naturally from R and
τ1, . . . , τn. These are the atomic formulas.
(10) (Connectives) If f : Rn → R is a continuous function and ϕ1, . . . , ϕn are formu-
las then f(ϕ1, . . . , ϕn) is a formula. Again, the domain and uniform continuity
moduli are determined naturally from f and ϕ1, . . . , ϕn.
(11) (Quantifiers) If ϕ is a formula and x = xS is a variable then both infx∈S ϕ and
supx∈S ϕ are formulas. The domain of both is the same as that of ϕ except
that the sort of x is removed and the uniform continuity moduli of all other
variables is the same as that of ϕ.
We denote the collection of all formulas of L by FL; if we wish to highlight the
free variables x¯ = (x1, . . . , xn) we will write F
x¯
L. In particular, FL =
⋃
n F
(x1,...,xn)
L .
We will often omit the subscript if there is no confusion about which language we
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are using. Suppose ϕ(x1, . . . , xn) is a formula with free variables x1, . . . , xn and M ,
an L-structure. Moreover if m1, . . . ,mn are in M and mi is in the sort associated
with xi then the interpretation of ϕ inM atm1, . . . ,mn, is written ϕ
M (m1, . . . ,mn)
and is the number defined naturally and inductively according to the construction
of ϕ. Quantification as in (11) is interpreted as taking suprema and infima over the
sort associated with the variable being quantified. The following is straightforward
(see [12, Theorem 3.5]).
Proposition 2.1.2. If ϕ(x¯) is a formula with domain (S1, . . . , Sn) then there
is a constant K <∞ such that if M is an L-structure then
(1) ϕM : S1(M) × . . . × Sn(M) → R is uniformly continuous with uniform
continuity modulus given by ϕ, i.e., for ε > 0, if a¯ = (a1, . . . , an), b¯ =
(b1, . . . , bn) ∈ S1(M) × . . . × Sn(M) and dSi(M)(ai, bi) < δϕi (ε) then
|ϕM (a¯)− ϕM (b¯)| < ε, and
(2) ϕM is bounded by K. 
We will almost always write ‖x‖ ≤ k for “x is in the sort corresponding to the
ball of operator norm ≤ k”. Here are some examples of formulas in the language
of C∗-algebras together with their interpretations.
Example 2.1.3. (1) All of x, x2 and x∗ are terms in the language of C∗-
algebras. If d is the metric on the sort for the unit ball then ϕ(x) :=
max(d(x2, x), d(x∗, x)) is a formula with one free variable. If A is a C∗-
algebra then for p ∈ B1(A), ϕA(p) = 0 if and only if p is a projection.
We will often write ‖x − y‖ for d(x, y) when the metric structure under
discussion is a C∗-algebra, and likewise, ‖x‖ for d(x, 0).
(2) Let ψ(x) := inf‖y‖≤1 ‖y∗y − x‖. ψ(x) is a formula in the language of C∗-
algebras and it is reasonably easy to see (using that the set of positive
elements is closed and equal to {y∗y | y ∈ A}) that for any C∗-algebra A
and a ∈ B1(A), ψA(a) = 0 if and only if a is positive.
We will be concerned with particular subclasses of formulas.
Definition 2.1.4. (1) We say that a formula ϕ is R+-valued if in all
interpretations, the value of ϕ is greater than or equal to 0.
(2) We say that a formula ϕ is [0, 1]-valued if in all interpretations, the value
of ϕ lies in [0, 1].
The simplest way of obtaining an R+-valued formula is by taking the absolute
value of a formula. It is clear that every formula is a difference of two R+-valued
formulas. Since evaluation is a linear functional, the value of all formulas is deter-
mined by the value on the R+-valued formulas. The [0, 1]-valued formulas are used
in a similar way. Since the range of any formula is bounded in all interpretations,
we can compose with a linear function to obtain a formula which is [0, 1]-valued.
Again, since evaluation is linear, the value of all formulas is determined by the
values on [0, 1]-valued formulas.
R+-valued formulas allow the interpretations of the quantifiers to approxi-
mate classical first order quantifiers. For instance, if we are considering an R+-
valued formula ϕ(x, y¯) and we know that in some structure M and some a¯ in M ,
supx ϕ(x, a¯) = 0 then we know that for all b ∈ M , ϕ(b, a¯) = 0. So sup acts like a
universal quantifier. On the other hand, inf only tells you about ϕ approximately.
10 2. CONTINUOUS MODEL THEORY
That is, if infx ϕ(x, a¯) = 0 in M , then we know that for every ε > 0 there is a
b ∈M such that ϕM (b, a¯) < ε.
The syntactic form of a formula often has semantic content. There are several
classes of formulas whose form we will consider.
Definition 2.1.5. (1) A quantifier-free formula is obtained by invoking
only the first two clauses i.e., we do not use quantifiers.
(2) A sup-formula is a formula of the form supx¯ ϕ where ϕ is an R
+-valued
quantifier-free formula. We similarly define inf-formulas.
(3) An ∀∃-formula is a formula of the form supx¯ inf y¯ ϕ where ϕ is an R+-
valued quantifier-free formula.
(4) A positive formula is one formed using Definition 2.1.1 but in the second
clause one only composes with increasing functions i.e., with functions
f : Rn → R such that if r¯ ≤ s¯ coordinate-wise then f(r¯) ≤ f(s¯).
sup-formulas are also known as universal formulas and inf-formulas are also
known as existential formulas .
Here is how these different syntactic forms get used in practice.
Proposition 2.1.6. Suppose that M ⊆ N are L-structures.
(1) If ϕ(x¯) is a quantifier-free formula then for any a¯ in M , ϕM (a¯) = ϕN (a¯).
(2) If ϕ(x¯) is a sup-formula then for any a¯ in M , if ϕN (a¯) = 0 then ϕM (a¯) =
0.
(3) If ϕ(x¯) is an inf-formula then for any a¯ in M , if ϕM (a¯) = 0 then ϕN (a¯) =
0.
Proof. This is straightforward from the definitions. 
A function f : M → N between two structures M and N is a homomorphism
if whenever ϕ is an atomic and m¯ in M then ϕM (m¯) ≥ ϕN (f(m¯)). In the case of
C∗-algebras this gives the usual definition of ∗-homomorphism.
Proposition 2.1.7. If f : M → N is a surjective homomorphism and ϕ(x¯) is
a positive formula then for any a¯ in M , ϕM (a¯) ≥ ϕN (f(a¯)).
Proof. This is proved by induction on complexity of the formula, following
Definition 2.1.1. The case for atomic formulas is just the definition. Since f is a
surjection, if the assertion is true for ϕ then it is true for supx¯ ϕ and inf x¯ ϕ. Finally,
if the assertion is true for ϕ1, . . . ϕn and g : R
n → R is such that r¯ ≥ s¯ coordinate-
wise implies g(r¯) ≥ g(s¯), then the assertion is clearly true for g(ϕ1, . . . , ϕn). This
completes the induction. 
2.2. Theories
A formula with no free variables is called a sentence and the set of sentences
of L is denoted SentL (that is, denoting the 0-tuple by (), we have SentL := F()L ).
Given an L-structure M , the theory of M is the functional Th(M) : SentL → R
given by
Th(M)(ϕ) := ϕM .
This functional is determined by its kernel and so, for any given M , it suffices to
know those ϕ such that ϕM = 0. If we identify Th(M) with its kernel, we often
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write ϕ ∈ Th(M) to mean ϕM = 0. Any set of sentences is called a theory. If T is
a set of sentences then we say M satisfies T ,
M |= T,
if T ⊆ Th(M) i.e., if for all ϕ ∈ T , ϕM = 0. The satisfaction relation |= can be used
in a purely syntactical context. If T is a theory and a condition (i.e., restriction in
the language of T of the form r ≤ ϕ) is given then
T |= r ≤ ϕ
stands for the assertion ‘If M |= T then M |= r ≤ ϕ.’
A theory T is said to be consistent if there is someM which satisfies T . Finally,
we say two L-structures A and B are elementarily equivalent, A ≡ B, if Th(A) =
Th(B). A theory T is said to be complete if whenever A and B satisfy T they are
elementarily equivalent.
Example 2.2.1. To get used to some of the formalism, let’s explicitly write
out some of the axioms for the theory of C∗-algebras. Much of this is taken from
Section 3 of [58]. To make things easier, we adopt the following conventions: if τ
and σ are terms in the language of C∗-algebras then to say that the equation τ = σ
holds in all C∗-algebras is the same as saying that the sentence sup‖x¯‖≤k ‖τ − σ‖
evaluates to 0 for all k; formally this is infinitely many sentences to express the
fact that this one equation holds. In this way, one can explicitly write out the
axioms which say that we have an algebra over C with an involution ∗. Moreover,
the axioms contain the sentences (xy)∗ = y∗x∗ and (λx)∗ = λ¯x∗ for every λ ∈ C
(remember that we have unary functions symbols for every complex scalar).
We need sentences that guarantee that the operator norm will behave correctly.
This allows us to introduce some notation for inequalities. We define the function
.− by
r .− s := max{r − s, 0} = (r − s)+.
Notice that r ≤ s if and only if r .− s = 0. For two formulas ϕ and ψ, to know that
in all C∗-algebras, ϕ ≤ ψ is the same as knowing that sup‖x¯‖≤k(ϕ .− ψ) evaluates
to 0 for all k. So C∗-algebras satisfy:
(1) ‖xy‖ ≤ ‖x‖‖y‖,
(2) for all λ ∈ C, ‖(λx)‖ = |λ|‖x‖,
(3) (the C∗-identity) ‖x∗x‖ = ‖x‖2.
To anyone who has seen the axioms of a C∗-algebra, this already looks like a
complete list. However, two more axioms are needed, because the sentences listed
so far are still too weak to tell us that the formal unit ball B1 (meant to correspond
to the ball of operator norm 1) is in fact the unit ball, and likewise for the norm-n
balls Bn. In other words, we need to enforce a compatibility between the norm
structure and the sorts Bn. Here are sentences that make the two notions coincide:
remember that we have inclusion maps in from B1 into Bn that are isometries
which preserve all the algebraic operations (+, ·, ∗ and scalar multiplication); these
statements are easy to translate into sentences. The additional sentences that we
need are, for every n:
(4) supx∈B1 ‖x‖ ≤ 1.
(5) supx∈Bn infy∈B1(‖x− in(y)‖ .− (‖x‖ .− 1)), for each n ∈ N.
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To understand when this last sentence evaluates to 0, consider some element a of
the ball of operator norm n which in fact has operator norm less than or equal to
1. This sentence will guarantee that there is something in the unit ball which maps
onto a via the inclusion in i.e., everything of operator norm 1 will lie in the unit
ball. The axioms in (5) are a series of ∀∃-sentences whereas all the other axioms
are universal. It is sometimes desirable to have a universal axiomatization. This
can be achieved by slightly increasing the language. See Section 3 of [58] to see
how this can be done.
Example 2.2.2. We provide another, at first glance random, sentence. Let
t(x) := (x + x∗)/2, f(y) := 1−√1− 4y, and let ϕ be defined as
sup
‖x‖≤1
min{‖t(x)2 − t(x)‖ .− 1
8
,
max{‖x‖, ‖1− x‖} .− ‖x− x
∗‖+ f(‖t(x)2 − t(x)‖)
2
}.
It is a nice exercise in functional calculus (see §3.4) to show that A satisfies ϕ if
and only if A is unital projectionless (see §3.6.1). Although it is often possible
and fruitful to find a sentence to express a particular notion, we will see below a
variety of semantic tools that can be used to determine if a class of structures can
be captured by certain kinds of theories.
A theory is a rather coarse invariant. The following was proved in [28].
Lemma 2.2.3. (1) Unital separable UHF algebras are isomorphic if and only if
they are elementarily equivalent.
(2) There are nonisomorphic separable nonunital UHF algebras with the same the-
ory.
(3) There are nonisomorphic unital separable AF algebras with the same theory.
(4) There are nonisomorphic unital Kirchberg algebras (satisfying the Universal
Coefficient Theorem) with the same theory.
Proof. This was proved in [28, Theorem 3(2)] but we include the proof for
the reader’s convenience. By a result of Glimm, two unital separable UHF algebras
A and B are isomorphic if and only if the following holds for every n ∈ N: there is
a unital embedding of Mn(C) into A if and only if there is a unital embedding of
Mn(C) into B. Since for every fixed n the existence of unital embedding of Mn(C)
is axiomatizable (and even existentially axiomatizable, as well as co-axiomatizable;
see §3.13.3), (1) follows.
In [64, Proposition 5.1] it was proved that the computation of the theory of a
C∗-algebra is a Borel function from the Borel space of separable C∗-algebras into the
Borel space of their theories. Therefore Th(A) is in the terminology of [64] a smooth
invariant. However, the isomorphism relation of nonunital separable UHF algebras
is (in a very natural way) Borel-equireducible with the isomorphism relation of rank
one torsion-free abelian groups. Since the latter relation is not smooth, (2) follows.
(3) follows from (2) by taking unitizations. (4) follows by observing that the relation
of isomorphism of (UCT) Kirchberg algebras is not smooth by the analogous result
for abelian groups and the Kirchberg–Phillips classification theorem. 
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2.3. Ultraproducts
The definition of the ultraproduct of metric structures is given in [12, §5] and
for multi-sorted structures in [58, §4.1]. We repeat it here for the convenience of
the reader.
Fix a set I, an ultrafilter U on I and a language L. For each i ∈ I, fix an
L-structure Mi. We wish to define M =
∏
U Mi, the ultraproduct of the Mi’s with
respect to U .
For each sort S ∈ L, suppose that dSi is the metric on S(Mi). Let
(S(M), d) :=
∏
U
(S(Mi), d
S
i )
as a metric space ultraproduct. More precisely, we take
∏
I S(Mi) together with
the pseudo-metric
d = lim
i→U
dSi
S(M) is the quotient of
∏
I S(Mi) by d.
For each function symbol f ∈ L, we define fM coordinate-wise on the appro-
priate sorts. The uniform continuity requirements on f are used critically to see
both that this is well-defined and that fM has the necessary continuity modulus.
Similarly, for each relation symbol R ∈ L, we define RM := limi→U RMi . That
this is well-defined and uniformly continuous follows from the uniform continuity
requirements of the language.
In the case of C∗-algebras, this definition is equivalent to the standard definition
of ultraproduct. Suppose I is an index set, U is an ultrafilter on I, and Ai, for
i ∈ I, are C∗-algebras. Elements a of ∏i∈I Ai are norm-bounded indexed families
(ai : i ∈ I). On
∏
iAi define
cU = {a ∈
∏
iAi : limi→U ‖ai‖ = 0}.
This is a two-sided, self-adjoint, norm-closed ideal, and the quotient algebra∏
U
Ai :=
∏
i
Ai/cU
is the ultraproduct associated to U . To see that the C∗-algebra definition coincides
with the metric structure definition, it suffices to see that the unit ball of
∏
U Ai is
the ultraproduct with respect to U of the unit balls of Ai for i ∈ I. If all algebras
Ai are equal to some A then the ultraproduct is called ultrapower and denoted A
U .
One identifies A with its diagonal image in the ultrapower and often considers the
relative commutant of A in its ultrapower,
A′ ∩ AU := {b ∈ AU : ab = ba for all a ∈ A}.
Ultraproducts and relative commutants play a key role in the study of the theory
of C∗-algebras. Model theoretically this is aided by the following theorem:
Theorem 2.3.1 ( Los´’ Theorem). Suppose Mi are L-structures for all i ∈ I, U
is an ultrafilter on I, ϕ(x¯) is a formula and m¯ in M =
∏
U
Mi then
ϕM (m¯) = lim
i→U
ϕMi(m¯i)
Proof. This is proved by a straightforward induction on the complexity of ϕ,
following Definition 2.1.1. 
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Suppose Σ is a set of sentences. Then we say Σ is satisfiable if it is consistent
i.e., satisfied by some model. It is finitely satisfied if every finite subset of Σ is
consistent. The approximation of Σ is the set of sentences {|ϕ| .− ε : ϕ ∈ Σ, ε > 0}.
Σ is finitely approximately satisfiable if the approximation of Σ is finitely satisfied
(i.e., every finite subset of the approximation of Σ is consistent). As a consequence
of  Los´’ Theorem, we have the compactness theorem in its exact and approximate
versions.
Theorem 2.3.2 (Compactness Theorem). The following statements are equiv-
alent for a set of sentences Σ
(1) Σ is satisfiable.
(2) Σ is finitely satisfiable.
(3) Σ is finitely approximately satisfiable.
Proof. Only the implication from (3) to (1) requires a proof. We reproduce
this standard compactness argument. Assuming Σ is finitely approximately satisfi-
able, let I be the set of all pairs (F, ε) such that F ⊆ Σ is finite and ε > 0. By (3)
for each (F, ε) we can fix AF,ε such that |ϕA| < ε for all ϕ ∈ F . The family of all
sets of the form
X(F,ε) := {(G, δ) ∈ I : F ⊆ G and δ < ε}
can be extended to an ultrafilter U on I. By Theorem 2.3.1 the ultraproduct∏
U A(F,ε) satisfies Σ. 
2.3.1. Atomic and Elementary Diagrams. The following definition is cen-
tral.
Definition 2.3.3. Suppose that M is a substructure of N in some language
L. We say that M is an elementary submodel of N , write M ≺ N , and say that N
is an elementary extension of M , if for every formula ϕ ∈ FL and every m¯ in M ,
ϕM (m¯) = ϕN (m¯). If f : M → N is an embedding of M into N and the image of M
is an elementary submodel of M then we say that f is an elementary embedding.
The notion of elementary submodel is much stronger than A being a subalgebra
of B. For example, it implies that the center of A is equal to the intersection of the
center of B with A. By  Los´’ theorem (Theorem 2.3.1), we have
A ≺ AU
for every A and every ultrafilter U .
Suppose that M is an L-structure. We introduce an expansion of the language,
LM , which has a constant cm for every m ∈ M . In this language, we define the
theory Elem(M), the elementary diagram of M , as
{ϕ(cm¯) : m¯ in M,ϕ is any formula, and ϕM (m¯) = 0}.
Here cm¯ is the sequence of constants corresponding to m¯.
Elementary extensions of M correspond to LM -structures satisfying Elem(M),
as follows. If f :M → N is an elementary map between two L-structures then f can
be used to expand N to an LM -structure satisfying Elem(M) by defining cNm :=
f(m) for all m ∈ M . Conversely, if N is a model of Elem(M) then the map
f : M → N defined by f(m) := cNm is an elementary embedding of M into the
reduct of N to the language L (the reduct is the structure obtained by retaining
only the functions and relations from L). We often say that this reduct satisfies
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Elem(M) by which we mean that it can be expanded to an LM -structure which
satisfies Elem(M). It is typical to use m for the constant cm when the meaning is
clear. With these provisos, we state the following result:
Theorem 2.3.4. Suppose that M and N are L-structures. The following are
equivalent:
(1) There is an L-structure N ′ such that N ≺ N ′ and M ≺ N ′.
(2) There is an L-structure N ′ such that N ≺ N ′ and N ′ satisfies Elem(M).
(3) For every formula ϕ(x¯), m¯ in M and ε > 0 with ϕM (m¯) = 0 there is n¯
in N such that |ϕN (n¯)| ≤ ε.
We note that (1) is equivalent to the assertion that M and N are elementarily
equivalent by the Keisler–Shelah Theorem, [12, Theorem 5.7]; this is not needed in
the proof. It may also be worth noting that conditions (2) and (3) are, unlike (1),
not obviously symmetric.
Proof. (2) implies (1) is clear. To see that (1) implies (3), note that from (3),
N ′ satisfies inf x¯ |ϕ(x¯)| = 0 so the same holds in N . To show that (3) implies (2),
we follow a proof very similar to the proof of Theorem 2.3.2. Let I be the set of
pairs (F, ε) where F is a finite subset of Elem(M) and ε > 0. The family of all sets
of the form
X(F,ε) := {(G, δ) ∈ I : F ⊆ G, δ < ε}
can be extended to an ultrafilter U on I. Using (3), for every (F, ε) ∈ I, we can
expand N to an LM -structure N(F,ε) which satisfies
max{ϕN(F,ε)(m¯) : ϕ(m¯) ∈ F} ≤ ε
Let N ′ :=
∏
U N(F,ε); the reduct of N
′ to L is an elementary extension of N and
by construction, N ′ satisfies Elem(M). 
The theory Diag(M), known as the atomic diagram of M , is similar to the
elementary diagram of M . It is again defined in the language LM as
Diag(M) := {ϕ(m¯) : m¯ in M,ϕ is quantifier-free, and ϕM (m¯) = 0}.
In the same way as for the elementary diagram, we have that N satisfies Diag(M)
if and only if there is an embedding of M into N . The following Theorem will be
important later (§2.7) when we talk about D-stability, for a strongly self-absorbing
D; it has a similar proof to Theorem 2.3.4
Theorem 2.3.5. Suppose that M and N are L-structures. The following are
equivalent:
(1) There is an L-structure N ′ such that N ≺ N ′ and M embeds in N ′.
(2) There is an L-structure N ′ such that N ≺ N ′ and N ′ satisfies Diag(M).
(3) For every quantifier-free formula ϕ(x¯), m¯ inM and ε > 0 with ϕM (m¯) = 0
there is n¯ in N such that |ϕN (n¯)| ≤ ε.
2.4. Elementary classes and preservation theorems
For a theory T , Mod(T ) is the class of all models of T . The theory of a class
C of L-structures, denoted Th(C) is the intersection of theories of its elements. We
call a class C of L-structures elementary (or axiomatizable) if C = Mod(T ) for some
theory T . This is equivalent to being equal to Mod(Th(C)). The following theorem
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is often helpful in determining if a class is elementary. We say that C is closed under
ultraroots if whenever AU ∈ C for some structure A and ultrafilter U then A ∈ C.
Theorem 2.4.1. For a class C of L-structures, the following are equivalent:
(1) C is an elementary class.
(2) C is closed under isomorphisms, ultraproducts and elementary submodels.
(3) C is closed under isomorphisms, ultraproducts and ultraroots.
Proof. The directions (1) implies (2) implies (3) are straightforward so in
principle we only need to show (3) implies (1). Nevertheless we will give a proof
of the apparently stronger implication (2) implies (1) to highlight the use of the
elementary diagram. Suppose that we have a class C. Set T := Th(C), that is, the
set of L-sentences ϕ such that ϕM = 0 for all M ∈ C. Fix a model M of T . We
need to produce N ∈ C such that M embeds elementarily into N . To this end we
fix a finite set S in the elementary diagram of M and ε > 0. By considering the
maximum of the formulas involved in S, we can assume that S contains a single
formula ϕ(m¯) where ϕM (m¯) = 0. Hence M does not satisfy inf x¯ |ϕ(x¯)| ≥ ε, so that
the sentence ε .− infx¯|ϕ(x¯)| is not in T . This means that there must be some
NSε ∈ C and n¯ ∈ NSε such that |ϕ(n¯)| < ε in NSε . Let’s expand NSε to an LM -
structure by interpreting cm¯ as n¯ and letting cm′ for any other m
′ ∈M be anything
we want. As in the proof of Theorem 2.3.2, let U be a suitably chosen ultrafilter
over I, the set of all pairs (S, ε). If N =
∏
U N
S
ε then we can define ι : M → N
by ι(m) := 〈cNSεm : (S, ε) ∈ I〉/U . By construction and  Los´ Theorem, we see that
N satisfies Elem(M) which is what we want. In order to see that (3) implies (1),
repeat the previous proof and note that M ≡ N . By the Keisler–Shelah theorem
(see [12, Theorem 5.7]), there is some ultrafilter U such that MU ∼= NU and since
NU ∈ C, M ∈ C by closure under ultraroots. 
It should be noted that in Theorem 2.4.1 one has to consider ultrafilters on
arbitrary sets ([129]). Here is a good example of how this theorem can be used to
show a class of C∗-algebras is elementary.
Example 2.4.2. The class of algebras of real rank zero is elementary. A C∗-
algebra A has real rank zero if the set of all invertible self-adjoint operators is dense
among all self-adjoint operators; equivalently the set of self-adjoint elements with
finite spectrum is dense among all self-adjoint operators. In [23], it is proved that
A is real rank zero if whenever x, y ∈ A are two positive elements and ε > 0 such
that ‖xy‖ < ε2 then there is a projection p such that
‖px‖ < ε and ‖(1− p)y‖ < ε.
This statement can be written as a single sentence (see §3.6.2) even though it seems
to involve ε’s over which we cannot quantify. Even if one cannot see how to write
the previous fact as a sentence, it is clear that any class satisfying this property is
closed under ultraproducts. Moreover, from the definition of real rank zero, if AU
is real rank zero then so is A. These two facts are enough to see that the class of
real rank zero C∗-algebras is elementary.
Definition 2.4.3. Let Ψ be a set of sentences as in Definition 2.1.5. A class C
of C∗-algebras is said to be Ψ-axiomatizable if there exists Φ ⊆ Ψ such that A ∈ C
if and only if ϕA = 0 for all ϕ ∈ Φ. If Ψ is the set of all sup-sentences, we say
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that A is universally axiomatizable. We similarly define existentially axiomatizable
(corresponding to inf-sentences) and ∀∃-axiomatizable.
The following standard facts will be useful.
Proposition 2.4.4. (1) A class C is universally axiomatizable if and only
if it is elementary and closed under taking substructures.
(2) A class C is existentially axiomatizable if and only if it is elementary and
closed under taking superstructures.
(3) A class C is ∀∃-axiomatizable if and only if it is elementary and closed
under taking inductive limits.
Proof. (1) If A is a substructure of B and ϕ is a universal sentence then clearly
ϕA ≤ ϕB . It is then straightforward to see that if C is universally axiomatizable
then it is closed under taking substructures. In order to prove the converse suppose
C is an elementary class closed under taking substructures. Let
T := {ϕ : B |= ϕ for all B ∈ C}, and
T∀ := {ϕ : ϕ is universal and B |= ϕ for all B ∈ C}.
We shall prove that every model of T∀ is a substructure of a model of T . Suppose
A |= T∀. With the atomic diagram as in §2.3.1 consider the theory T1 := T ∪
Diag(A) in the language expanded by constants for elements of A. To see that T1
is consistent, fix a finite fragment T0 of T1. Let ϕj(a¯), for 1 ≤ j ≤ n, be all the
sentences in the intersection of T0 with Diag(A) (by adding dummy variables if
necessary we may assume that these sentences use the same tuple a¯ from A). Let r
be greater than the maximal value allowed for maxj ϕj(x¯), and define the sentence
ψ := sup
x¯
(r .− max
j≤n
ϕj(x¯))
which evidently has value r in A. Let ε > 0. As A |= T∀, there exists B ∈ C such
that ψB > r − ε (or else, ψB .− (r − ε) would be a universal sentence satisfied by
all B ∈ C but not by A). This means that there exists a tuple b¯ of the appropriate
sort such that ϕj(b¯)
B < ε. This shows that T1 is finitely approximately satisfiable,
and therefore by the Compactness Theorem (Theorem 2.3.2), consistent. If C is
a model of T1 then, being a model of T , it belongs to C and, being a model of
Diag(A), it contains an isomorphic copy of A.
We have proved that an arbitrary model of T∀ is a substructure of a model of T ,
and therefore, since C is closed under substructures, it is universally axiomatizable.
Clause (2) can be proved along the similar lines as (1) or (with some care)
deduced from it.
We now sketch a proof of (3). It is straightforward to see that if C is ∀∃-axio-
matizable then it is closed under inductive limits. In the other direction, suppose
that C = Mod(T ) for some theory T . Let T∀∃ be the set of ∀∃-sentences ϕ such
that ϕM = 0 for all M ∈ C. We would like to see that any model of T∀∃ is a model
of T .
Claim 2.4.5. For any M0 |= T∀∃ there is N ∈ C and M1 such that M0 ⊆ N ⊆
M1 and M0 ≺M1.
With this claim we finish the proof. For any M |= T∀∃, let M0 := M and
construct a sequence M0 ⊆ N0 ⊆M1 ⊆ N1 ⊆ . . . such that Ni ∈ C and Mi ≺Mi+1
for all i. Since C is closed under inductive limits, ⋃Ni ∈ C. Using induction on the
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length of a given formula, one can show that M ≺ ⋃Mi. Since ⋃Mi = ⋃Ni, it
follows that M ∈ C.
It remains to prove the claim. We construct N |= T so that M0 ⊆ N and
whenever ϕ(x¯) is a sup-formula then for all m¯ in M0, ϕ
M0 (m¯) = ϕN (m¯). To this
end, define Diag∀(M0), the sup-diagram of M0, in the language LM0 , to be
{ϕ(m¯) : ϕ is a sup-formula, m¯ in M0, and ϕM0(m¯) = 0}.
Notice that Diag(M0) ⊆ Diag∀(M0) so if T ∪Diag∀(M0) is consistent then we
will be able to find the necessary N . If not then (by Theorem 2.3.2) after some
rearranging we can find a sup-formula ϕ, m¯ in M0 and ε > 0 such that
T |= ϕ(m¯) ≥ ε but ϕM0(m¯) = 0
With a little more rearranging this says that T |= supx¯(ε .− ϕ(x¯)) and since ϕ is
a sup-formula, ε
.− ϕ is an inf-formula. This says that supx¯(ε .− ϕ(x¯)) is in T∀∃
which contradicts the fact that M0 |= T∀∃ and ϕM0(m¯) = 0.
So chooseN |= T∪Diag∀(M0). To constructM1, we need to see that Elem(M0)∪
Diag(N) is consistent. If not then for some quantifier-free formula ϕ(x¯, y¯), n¯ in N ,
m¯ in M0 and ε > 0 we have
Elem(M0) |= ϕ(n¯, m¯) ≥ ε but ϕN (n¯, m¯) = 0
But then Elem(M0) |= supx¯(ε .− ϕ(x¯, m¯)) and since N |= Diag∀(M0), this is a
contradiction. 
There are corresponding results at the level of formulas called preservation the-
orems. To say that a formula ϕ is equivalent relative to a class C to a particular
kind of formula from some set Φ (sup, inf or positive formulas for instance) means
that ϕ can be uniformly approximated by formulas from Φ; see §3.1 for a justifica-
tion of this terminology. That is, for every ε there is a formula ϕε ∈ Φ such that
‖ϕ − ϕε‖ < ε in all models in C. The proofs of these results are routine general-
izations of the preservation theorems from classical model theory; see for instance
[76, §6.5]
Proposition 2.4.6. For a formula ϕ(x¯), relative to an elementary class C,
(1) ϕ is equivalent to a sup-formula if and only if for all M ⊆ N with M,N ∈ C
and m¯ in M , ϕM (m¯) ≤ ϕN (m¯).
(2) ϕ is equivalent to a inf-formula if and only if for all M ⊆ N with M,N ∈ C
and m¯ in M , ϕM (m¯) ≥ ϕN (m¯).
(3) ϕ is equivalent to a positive formula if and only if for all M,N ∈ C, surjective
homomorphisms f : M → N and m¯ in M ,
ϕM (m¯) ≥ ϕN (f(m¯)).
Proof. We will sketch a proof of (3). By introducing constants for the free
variables in ϕ (and working in a language which includes these constants), we can
assume that ϕ is a sentence and we would like to see that if its value decreases
under surjective homomorphisms then it is equivalent to a positive sentence. We
first prove a useful lemma:
Lemma 2.4.7. Suppose that M,N ∈ C and whenever ϕ is a positive sentence,
if ϕN = 0 then ϕM = 0. Then there are M∗, N∗ such that M ≺M∗, N ≺ N∗ and
a surjective homomorphism f : N∗ →M∗.
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The proof of the lemma is an argument involving increasing chains of models
which relies on the following two facts: If M,N are as in the hypothesis of the
lemma then
(1) for every a ∈ N , there is M1 such that M ≺M1 and b ∈M1 such that for
every positive formula ϕ(x), if ϕN (a) = 0 then ϕM1(b) = 0.
(2) for every a ∈M , there is N1 such that N ≺ N1 and b ∈ N1 such that for
every positive formula ϕ(x), if ϕN1(b) = 0 then ϕM (a) = 0.
To prove the first, let
t+(a) = {ϕ(x) : ϕ is positive, ϕN (a) = 0}.
We will show that Elem(M)∪ t+(a) is consistent. Otherwise (using Theorem 2.3.2)
there is a positive formula ϕ(x) and ε > 0 such that ϕN (a) = 0 but Elem(M) |=
infx ϕ(x) ≥ ε. The sentence infx ϕ(x) is a positive sentence which is 0 in N but is
not 0 in M , in contradiction to the hypothesis of the lemma. Taking M1 to be a
model of Elem(M) ∪ t+(a) we get the necessary elementary extension of M .
Similarly, for the second fact, let
t−(a) := {ϕ(x) .− ε : ϕ positive, ϕM (a) > ε > 0}.
We wish to show that Elem(N) ∪ t−(a) is consistent. Otherwise, we can produce
a positive formula ϕ(x) such that Elem(N) |= supx ϕ(x) ≤ ε but ϕ(a) > ε. The
sentence supx ϕ(x)
.− ε is a positive, is 0 in N but is not 0 in M , in contradiction
to the hypothesis of the lemma. Letting N1 be a model of Elem(N)∪t−(a) produces
the necessary elementary extension of N .
To prove the lemma, we go back and forth, growing M so that every element
of N has an image, and growing N so that every element of M has a preimage.
The use of positive formulas encode whether some b ∈ M can be the image of an
element a ∈ N , and vice versa. This concludes the proof of the lemma.
Now to prove the main proposition, suppose that ϕ is a sentence whose value
decreases under surjective homomorphisms between models from C. Fix a theory
T such that C = Mod(T ) and consider the set
∆ := {ψ : T ∪ ϕ |= ψ, ψ positive}.
Now suppose that for every ε > 0, Γε := T ∪ ∆ ∪ {ϕ ≥ ε} is inconsistent. Then
for every ε > 0 there is a positive sentence ψε such that modulo T , ϕ |= ψε and
ψε |= ϕ ≤ ε. From this we conclude that ϕ is uniformly approximated by positive
sentences.
To show that the above conclusion holds, we now suppose for a contradic-
tion that for some ε, Γε is consistent. Let M be a model of Γε. As above, we
define Th–(M) to be
{ψ ≥ δ : ψ positive, ψM > δ > 0}.
We would like to show that T ∪Th–(M)∪{ϕ} is consistent. Otherwise, there would
be a positive sentence ψ and δ > 0 such that T ∪ ϕ |= ψ ≤ δ but ψM > δ. But the
sentence ψ .− δ is positive and in ∆ which contradicts the choice of M .
Now, since we have established that T ∪Th–(M)∪ {ϕ} is consistent, so choose
a model N of T ∪ Th–(M) ∪ {ϕ}. If ψ is a positive sentence and ψN = 0 then
ψ ≥ δ is not in Th–(M) for any δ > 0 and so we must have ψM = 0. This puts us
in the position of the hypothesis of the lemma and so we can produce M∗, N∗ and
a surjective homomorphism f : N∗ → M∗ as in the conclusion of the lemma. But
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ϕN = ϕN
∗
= 0 and ϕM = ϕM
∗ ≥ ε which contradicts ϕ decreases under surjective
homomorphisms. 
2.5. Elementary classes of C∗-algebras
We now list axiomatizable classes of C∗-algebras. In many instances proofs
of axiomatizability depend on more advanced material; the section in which the
proof appears is listed immediately after the result. Some of the axiomatizations
are given in the language of unital C∗-algebras. As in classical model theory, the
complement of an axiomatizable class is not always axiomatizable. However, it is
often useful to note when it is and we will take this up in §3.13.
Theorem 2.5.1. The following classes of C∗-algebras are universally axioma-
tizable.
(1) Abelian algebras (see §2.5.1).
(2) n-subhomogeneous algebras, for every n ≥ 1 (see §2.5.4).
(3) Unital finite algebras and unital stably finite algebras (see §3.6.4).
(4) Unital tracial algebras (see §2.5.6).
(5) Unital algebras with a character (see §2.5.7).
(6) Projectionless algebras (see §3.6.1).
(7) Unital projectionless algebras (see §3.6.1).
(8) Unital algebras not containing a unital copy of Mn(C) for given n ≥ 2 (see
§3.13.3).
(9) MF algebras (see §4.4).
The following classes of C∗-algebras are existentially axiomatizable.
(10) Nonabelian algebras (see §2.5.2).
(11) Algebras that are not n-subhomogeneous, for n ≥ 1 (see §2.5.5).
(12) Unital algebras containing a unital copy of Mn(C) for given n ≥ 2 (see §3.13.3).
(13) Infinite algebras (see §3.6.3).
The following classes of C∗-algebras are ∀∃-axiomatizable.
(14) Algebras with real rank zero (see §2.4.2, §2.5.3, §3.6.2, and §3.13.6) and abelian
algebras with real rank ≤ n (see §3.13.6).
(15) Unital algebras with stable rank ≤ n for n ≥ 1 (see §3.8).
(16) Simple, purely infinite algebras (see §3.13.7).
(17) Unital C∗-algebras with strict comparison of positive elements by traces or 2-
quasitraces (see §8.2).
(18) Unital C∗-algebras with the k¯-uniform strong Dixmier property for a fixed k¯
(see Lemma 7.2.2).
The following classes of C∗-algebras are also elementary.
(19) C∗-algebras with real rank greater than zero (see §3.13.6).
(20) Unital C∗-algebras with stable rank > n, for every n ≥ 1 (see §3.8 and [62]).
Tensorial absorption of distinguished C∗-algebras (such as the algebra of com-
pact operators, or strongly self-absorbing algebras) is an important property of
C∗-algebras. By the main result of [69] a nontrivial ultrapower is tensorially inde-
composable, i.e., it cannot be isomorphic to a nontrivial tensor product. (A different
proof was given in [84].) Therefore every C∗-algebra A has an elementarily equiv-
alent C∗-algebra, AU , which does not tensorially absorb any infinite-dimensional
C∗-algebra (this is trivially true if A is finite-dimensional itself).
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We say that a class C of C∗-algebras is separably axiomatizable if there is an
axiomatizable class C0 such that for separable C∗-algebras A one has A ∈ C if and
only if A ∈ C0. If C0 is ∀∃-axiomatizable we say that A is separably ∀∃-axiomati-
zable.
Theorem 2.5.2. The following classes of C∗-algebras are separably ∀∃-axio-
matizable.
(21) D-stable algebras, where D is a strongly self-absorbing algebra (see §4.3.1)
.
(22) Approximately divisible algebras (see §4.5).
(23) Stable algebras (see §2.7.2).
We now proceed with some of the more straightforward proofs of elementarity.
In order to improve the readability of many formulas in the language of C∗-algebras,
we will write supx and infx when the intended meaning is to quantify over the unit
ball.
2.5.1. Abelian algebras. The class of abelian C∗-algebras is clearly closed
under ultraproducts and subalgebras and so is a universally axiomatizable class. It
is also clearly axiomatized by the single sentence, supx supy ‖[x, y]‖.
2.5.2. Non-abelian algebras. The class of non-abelian C∗-algebras is ax-
iomatizable by
1 .− sup
x
(‖x‖2 − ‖x2‖).
This is because a C∗-algebra is nonabelian if and only if it contains a nilpotent
element ([16, II.6.4.14]). If a 6= 0 is a nilpotent contraction and m is minimal such
that am = 0, then 1‖a‖m−1 a
m−1 satisfies the above sentence. On the other hand,
every normal element satisfies ‖an‖ = ‖a‖n and therefore the above sentence has
value 1 in every abelian C∗-algebra.
2.5.3. Real rank zero again. Real rank zero algebras were introduced in
Example 2.4.2. It is clear from the definition of real rank zero that the class of real
rank zero algebras is closed under inductive limits. Since it is an elementary class,
it is ∀∃-axiomatizable. See also §3.6.2 for an explicit formula.
2.5.4. n-subhomogeneous. (Pointed out by Bruce Blackadar.) For n ≥ 1
a C∗-algebra A is n-homogeneous if each of its irreducible representations is n-
dimensional. It is n-subhomogeneous if each of its irreducible representations is k-
dimensional for some k ≤ n. A C∗-algebra is homogeneous (subhomogeneous) if it is
n-homogeneous (n-subhomogeneous) for some n. Therefore A is n-subhomogeneous
if and only if it is isomorphic to a closed, though not necessarily unital, subalgebra
of a direct product of copies of Mn(C).
The class of n-subhomogeneous C∗-algebras is axiomatized by a single universal
sentence α. This is a consequence of the Amitsur–Levitzki theorem, stating that the
∗-polynomial in 2n variables, with Sym(2n) denoting the symmetric group on a
2n-element set and sgn(σ) denoting the parity of a permutation σ,
∑
σ∈Sym(2n)
(−1)sgn(σ)
2n∏
j=1
xσ(j).
22 2. CONTINUOUS MODEL THEORY
is identically 0 in Mn(C) but not in Mk(C) for any larger k (see also [16, IV.1.4.5]).
We claim that a C∗-algebra being n-subhomogeneous is axiomatized by
ϕAL,n := sup
x
∥∥∥∥ ∑
σ∈Sym(2n)
(−1)sgn(σ)
2n∏
j=1
xσ(j)
∥∥∥∥.
An algebra A is not n-subhomogeneous if and only if it has an irreducible repre-
sentation on a Hilbert space of dimension ≥ n+1. This is by the above equivalent
to having a 2n-tuple a¯ in A such that∥∥∥∥ ∑
σ∈Sym(2n)
(−1)sgn(σ)
2n∏
j=1
xσ(j)
∥∥∥∥ = r > 0
2.5.5. Non-n-subhomogeneous algebras. For every n ≥ 1 the class of al-
gebras that are not n-subhomogeneous is existentially axiomatizable. Fix m > n.
With the notation from §2.5.4 we have that ϕAL,nMm(C) = rm,n > 0. By embed-
ding Mm(C) into the top left corner of Mk(C) for k > m we see that rm,n ≤ rk,n.
Therefore there exists r > 0 such that A is not n-subhomogeneous if and only if
ϕAL,n
A ≥ r and being not n-subhomogeneous is axiomatized by r .− ϕAL,n.
Alternatively, one can prove that A is not n-subhomogeneous if and only if
there is an element x ∈ A such that ‖xk‖ = 1 if k ≤ n and xn+1 = 0. That is,
non-n-subhomogeneity is axiomatized by the following sentence
ϕ := inf
x
(‖xn+1‖+ max
1≤i≤n
(1− ‖xi‖))
2.5.6. Tracial C∗-algebras. The class of unital, tracial C∗-algebras (that is,
unital C∗-algebras which have a trace) is universally axiomatizable in the language
of unital C∗-algebras. Since this class is closed under taking ultraproducts and
subalgebras, this is a consequence of Theorem 2.4.1 and Proposition 2.4.4. To see
that an ultraproduct
∏
U Ai of tracial C
∗-algebras Ai for i ∈ J is tracial note that,
if τi is a trace on Ai for each i, then
τ(a) := lim
i→U
τi(ai)
(where a := (ai)/U) is a trace on the ultraproduct. Having a constant for the
multiplicative unit assures that subalgebras are unital.
We give an explicit axiomatization in §3.5.1.
2.5.7. C∗-algebras with a character. A character is a ∗-homomorph-ism
from a C∗-algebra A into the complex numbers. Although our main preoccupation
is with simple algebras, the existence of a character for the relative commutant of
A in its ultrapower is an important property (see e.g., [88]).
The class of unital C∗-algebras with a character is universally axiomatizable
in the language of unital C∗-algebras. Just like in the case of §2.5.6, since this
class is closed under taking ultraproducts and subalgebras, this is a consequence of
Theorem 2.4.1 and Proposition 2.4.4. See §3.5.1 for an explicit axiomatization.
2.6. Downward Lo¨wenheim-Skolem
Elementary submodels (see §2.3.1) provide separable counterexamples to state-
ments to which nonseparable counterexamples exist (see [16, II.8.5] for an overview).
A handy test for checking when A is an elementary submodel of B is the following:
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Theorem 2.6.1 (Tarski–Vaught). Suppose that A is a submodel of B and that
for every r and every formula ϕ(x, b¯) with b¯ in A, if (infx ϕ(x, b¯))
B < r then there
is a ∈ A such that ϕB(a, b¯) < r. Then A ≺ B.
Proof. The proof is by induction on the definition of formulas. The cases
of atomic formulas are automatic since A is a submodel of B and the case of
connectives follows easily. The only issue is quantifiers. Since the quantifiers are
dual to one another, it suffices to check only inf. So if our formula is infx ϕ(x, y¯) and
a¯ in A then by induction infx ϕ
A(x, a¯) ≥ infx ϕB(x, a¯). But the operative condition
guarantees that if infx ϕ
B(x, a¯) < r then ϕB(a, a¯) < r for some a ∈ A which
means that by induction, ϕA(a, a¯) < r and so infx ϕ
A(x, a¯) < r. So infx ϕ
A(x, a¯) ≤
infx ϕ
B(x, a¯) and we are done. 
A density character of a metric structure is the minimal cardinality of a dense
subset. In particular a structure is separable if and only if its density character is
at most ℵ0.
For a fixed theory T in a language L we define a seminorm on the set Fx¯L of
formulas in the free variables x¯, as follows:
‖ϕ‖T := sup{|ϕM (a¯)| : M satisfies T, a¯ ∈M}.
Since polynomials with rational coefficients are dense among all continuous func-
tions on any compact subset of Rn by the Stone–Weierstrass theorem, it is clear
that the density character of the quotient of Fx¯L by this seminorm is at most |L|+ℵ0
(remember that the range of any L-formula is bounded). If L has only countably
many sorts and Fx¯L is separable for all x¯ then we say that L is separable. We will re-
turn to this quotient space in §3.1. The following theorem is of general importance;
its use in the context of C∗-algebras was noticed by Blackadar ([15]).
Theorem 2.6.2 (Downward Lo¨wenheim–Skolem). Suppose that L is separable
and X is a subset of an L-structure B of density character λ. Then there is A ≺ B
with X ⊆ A such that A has density character λ ≥ ℵ0. In particular, if X ⊆ B and
X is separable, then there exists a separable A such that X ⊆ A and A ≺ B.
Proof. The proof is a closure argument. Fix a countable dense set of formulas
F0 of F
x
L with respect to the seminorm described above. Now construct a sequence
X = X0 ⊆ X1 ⊆ X2 . . . of subsets of B, all of the same cardinality, such that
for every n, every ϕ(x, y¯) ∈ F0 and every b¯ in Xn of the appropriate sort, one has
a ∈ Xn+1 such that
ϕ(a, b¯)B ≤ inf
x
ϕ(x, b¯)B +
1
n
Since F0 is countable and we may assume that X0 is of size λ, one can guarantee
that all Xn are of cardinality λ. With the sequence Xn constructed in this way,
the closure of their union is an elementary submodel of B as required. 
The following is an immediate consequence of Theorem 2.6.2.
Corollary 2.6.3. If B is nonseparable then B is the direct limit of {Bλ}λ∈Λ,
where Bλ ≺ B is separable and Λ is some index set. If B = AU for a separable A
then each Bλ can be chosen containing A. 
If in addition B has density character ℵ1 (the least uncountable cardinal) then
Λ can be chosen to be ℵ1 with its natural ordering and B is an inductive limit of an
increasing sequence of its separable elementary submodels. Even better the proof
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of Theorem 2.6.2 shows that whenever B is represented by a continuous increasing
ℵ1-sequence of its separable submodels then the set of indices corresponding to
elementary submodels of B is closed in the order topology and unbounded in ℵ1.
Ultrapowers of separable algebras associated with nonprincipal ultrafilters on N
comprise a particularly important class of algebras which, assuming the Continuum
Hypothesis, are of density character ℵ1.
2.7. Tensorial absorption and elementary submodels
2.7.1. Strongly self-absorbing C∗-algebras. Strongly self-absorbing C∗-
algebras play a particularly important role in the Elliott classification programme.
Two ∗-homomorphisms Φ1 and Φ2 from A into a unital C∗-algebra B are approxi-
mately unitarily equivalent if there is a net of unitaries uλ in B, for λ ∈ Λ, such that
Aduλ◦Φ2 converges to Φ1 in the point-norm topology. This is equivalent to stating
that the set of conditions ‖xx∗−1‖ = 0, ‖x∗x−1‖ = 0 and ‖Φ1(a)−xΦ2(a)x∗‖ = 0,
for all a ∈ A, is consistent.
A unital C∗-algebra A is strongly self-absorbing ([137]) if A ∼= A ⊗ A and
the ∗-homomorphism a 7→ a ⊗ 1A from A into A ⊗ A is approximately unitarily
equivalent to an isomorphism between A and A ⊗ A. There are only a few kinds
of known strongly self-absorbing C∗-algebras (see [137]): the Jiang–Su algebra Z,
UHF algebras of infinite type, Kirchberg algebras O∞, O∞⊗UHF (again for UHF
algebras of infinite type), and O2. These algebras have remarkable model-theoretic
properties (see [56] and, for the II1 factor variant, [26]).
For unital C∗-algebras A and D we say that A is D-stable if A ∼= A ⊗ D,
where for definiteness ⊗ denotes the minimal (also referred to as the spatial) tensor
product.
Lemma 2.7.1. If D = C⊗N and A is D-stable then A ≺ A ⊗ C via the map
sending a to a⊗ 1.
Proof. Since A ∼= A ⊗ D, it suffices to show that A ⊗ D ≺ A ⊗ D ⊗ C via
the map sending a ⊗ d to a ⊗ d ⊗ 1. We use the Tarski–Vaught test, Theorem
2.6.1. Let α(x, y¯) be a formula and let a¯ be a parameter in A ⊗ D. We need to
check that if (infx α(x, a¯))
A⊗D⊗C < r then for some b ∈ A⊗D, αA⊗D⊗C(b, a¯) < r.
Choose c ∈ A ⊗ D ⊗ C such that α(c, a¯) < r. Let ε := r − α(c, a¯) and pick
δ to correspond to the continuity modulus of α associated to ε/3. By choosing
suitable approximations, we can assume that there is an n such that if we write D
as C⊗n ⊗ C ⊗ C⊗N then there is
a¯′ ∈ A⊗ C⊗n ⊗ 1⊗ 1 with ‖a¯− a¯′‖ < δ
and
c′ ∈ A⊗ C⊗n ⊗ 1⊗ 1⊗ C with ‖c− c′‖ < δ.
Let γ be the automorphism of A⊗C⊗n⊗C ⊗C⊗N⊗C which interchanges the
two individual copies of C and fixes A, C⊗n and C⊗N. Then γ does not move a¯′,
γ(c′) is in the original copy of A⊗D and α(γ(c′), a¯′) = α(c′, a¯′). It follows by the
choice of δ that α(γ(c′), a¯) < r. 
Since a strongly self-absorbing algebra D satisfies D ∼= D⊗N, we have the
following.
Corollary 2.7.2. If D is strongly self-absorbing and A is D-stable then A ≺
A⊗D for all A via the map sending a to a⊗ 1 for all a ∈ A.
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Here is another nice consequence of Lemma 2.7.1. In the following lemma p
ranges over the prime numbers.
Lemma 2.7.3. If A =
⊗
pMpk(p)(C) and B =
⊗
pMpl(p)(C) then the following
are equivalent
(1) A ≺ A⊗B.
(2) A ≡ A⊗B.
(3) For every p such that l(p) > 0 we have that k(p) =∞; that is, B ∼= A⊗B.
Proof. Clearly (1) implies (2). If (3) fails for some p then in A there is no
unital copy of Mpk(p)+1(C) but in A ⊗ B there is a unital copy of Mpk(p)+1(C). As
having a unital copy of Mn(C) is axiomatizable for every n by §3.13.3, (2) fails as
well.
If (3) holds then the assertion easily follows from Lemma 2.7.1. 
Here is another useful lemma. Recall that Mn(A) is identified with A⊗Mn(C)
and A is identified with A⊗ 1n.
Lemma 2.7.4. If A ≺Mn(A) then A ≺Mn∞(A).
Proof. By Lemma 3.10.2 we have that Mnk(A) ≺Mnk+1(A) for all k. There-
fore the direct limit limnMnk(A) (with unital connecting maps) is an elementary
chain and A is its elementary submodel. 
Proposition 2.7.5. If A and B are C∗-algebras, then the space of all Φ: A→
B that are elementary embeddings is closed under point-norm limits and unitary
conjugacy.
Proof. We only need to prove that a point-norm limit of elementary embed-
dings is an elementary embedding. Fix a net Φλ : A→ B of elementary embeddings
and let Φ be their limit.
If α(x¯) is a formula and a¯ is a tuple in A we need to check (with the obvious
interpretation of Φ(a¯)) that we have α(a¯)A = α(Φ(a¯))B . By the uniform continuity
of αA, we have that α(Φ(a¯))B = limλ α(Φλ(a¯))
B = α(a¯)A 
Corollary 2.7.6. Assume D is a strongly self-absorbing algebra. Then every
endomorphism of D is an elementary embedding.
Proof. This is because all endomorphisms of D are approximately unitarily
equivalent to the identity (see e.g., [137, Corollary 1.12]). 
2.7.2. Stable algebras. Recall that algebra A is stable if it tensorially ab-
sorbs the algebra of compact operators K, A ⊗ K ∼= A. We show that the class of
separable stable algebras is ∀∃-axiomatizable. This is an immediate consequence of
a result of Hjelmborg and Rørdam ([138]).
Proposition 2.7.7. For a separable C∗-algebra A the following are equivalent.
(1) The map a 7→
(
a 0
0 0
)
is an elementary embedding of A into M2(A).
(2) A is stable.
(3) The theory of A includes the sentence
sup
x
inf
y
‖x∗xy∗y‖+ ‖x∗x− yy∗‖.
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Proof. The fact that (2) is equivalent to (3) is in [138, Theorem 2.1].
Note that the sentence in (3) states that for every positive element a = x∗x of
norm ≤ 1 there exists a positive element b = yy∗ and y of norm ≤ 1 such that both
ab and a− y∗y are as small as possible.
(2) implies (1) is similar to the proof of Lemma 2.7.1. To see that (1) implies
(3), pick x ∈ A. Then a := x∗x is mapped to
(
a 0
0 0
)
, and so y :=
(
0 a1/2
0 0
)
witnesses the sentence from (3) in M2(A). Since A is an elementary submodel, we
can find an approximate copy of y in A. 
CHAPTER 3
Definability and Aeq
3.1. Expanding the definition of formula: definable predicates and
functions
In the present subsection we shall demonstrate that the language can be signif-
icantly enriched without losing desirable properties of the logic. We shall introduce
definable predicates, definable functions, and definable sets and show that allowing
quantification over definable sets is but a handy abbreviation. Our treatment is
essentially the one given in [12, Definition 9.16] except that we define definability
via quantification and not distance functions and we do not require the underlying
theory to be complete. Particularly important examples of definable sets are sets
corresponding to approximation properties (see §5).
3.1.1. Definable predicates. Fix a theory T in a language L. Remember
that we defined a seminorm on Fx¯L (see §2.1.1 for the definition of Fx¯L) by:
‖ϕ‖T := sup{|ϕM (a¯)| : M satisfies T, a¯ in M}.
Let Wx¯T (or just W
x¯) be the Banach algebra obtained by quotienting and complet-
ing Fx¯T with respect to ‖ · ‖T . On every model M of T , every P ∈Wx¯T is a uniform
limit of formulas. More precisely, it can be interpreted as a uniformly continuous
function PM such that there are formulas ϕn ∈ Fx¯L for which
‖P − ϕn‖T ≤ 1/n
for all n. In [12, Definition 9.1], such P are called definable predicates; when we
wish to emphasize the uniformity across all models of T or some elementary class
C, we will say that P is a definable predicate relative to T or C. It follows from this
definition that a definable predicate is uniformly continuous and every definable
predicate is a uniform limit of functions given by formulas on every model of T .
We will frequently make no distinction between definable predicates and formulas.
It will be useful to extend the terminology of quantifier-free, sup, inf, ∀∃, and
positive formulas (see Definition 2.1.5) to definable predicates. In all cases, the
class of definable predicates consists of uniform limits from the corresponding class
of formulas.
3.2. Expanding the definition of formula: definable sets
One of the key elements of applying continuous logic to C∗-algebras is recog-
nizing which properties expressed by formulas can be quantified over. This leads to
the following definition (made relative to an elementary class C) and its relation-
ship with weakly stable relations. We will use the notation Met for the category of
bounded metric spaces with isometries as morphisms.
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Definition 3.2.1. Suppose C is an elementary class with theory T . Let m ≥ 1
and Dj , for 1 ≤ j ≤ m, be sorts of the language of C. A functor X : C → Met is
called a uniform assignment relative to the class C (or relative to the theory T ) if
in addition to being a functor it also satisfies the following:
(1) for each A ∈ C, X(A) is a closed subset of ∏mj=1DAj , and
(2) for each f : A→ B, X(f) = f ↾ X(A).
Such a functor X is called a definable set if, for all formulas ψ(x¯, y¯), the func-
tions defined for all A ∈ C by
sup
x¯∈X(A)
ψA(x¯, y¯) and inf
x¯∈X(A)
ψA(x¯, y¯)
are definable predicates relative to C.
An important example of a uniform assignment of closed sets relative to a class
C arises from the zero-sets of definable predicates. If ϕ(x¯) is a definable predicate
then, for A ∈ C, the zero-set of ϕ in A is
ZA(ϕ) = {a¯ ∈ A : ϕA(a¯) = 0}.
Written without the superscript, Z(ϕ) is the assignment of the zero-set of ϕ to the
structures in a given class. Although for any definable predicate this is a uniform
assignment, much of the work of continuous model theory goes into determining
which such assignments are definable. For instance, although the set of normal
elements in a C∗-algebra forms a zero-set of this form (the zero-set of the formula
‖xx∗ − x∗x‖) this assignment is not a definable set; see Proposition 3.2.8.
For a closed set X in a structure A, we write, for the distance from a ∈ A of
the appropriate sort to X ,
d(a,X) := inf{d(a, x) : x ∈ X}.
To be clear, we will always use the sup metric on the finite product of sorts. In
particular, in the case of C∗-algebras we will write ‖a¯‖ for the sup of ‖ai‖ when
a¯ is an n-tuple. An important equivalent definition of definable set is captured by
the following Theorem.
Theorem 3.2.2. Given an elementary class C and a uniform assignment Z, Z
is a definable set if and only if d(x¯, Z(A)) is a definable predicate relative to C.
Proof. This is proved in [12, Theorem 9.17] so we only sketch the proof. For
the direction from left to right, d(x¯, Z(A)) is given by inf y¯∈Z(A) d(x¯, y¯). In the other
direction, suppose d(x¯, Z(A)) is a definable predicate. Fix a formula ψ(x¯, y¯) and
let α be a modulus of continuity for ψ in the variable y¯. That is α is a continuous
function such that
(1) limt→0+ α(t) = 0, and
(2) for all x¯, |ψ(x¯, y¯)− ψ(x¯, z¯)| ≤ α(d(y¯, z¯)) holds in C.
Since d(y¯, Z(A)) is a definable predicate, the formula
inf
y¯
(ψ(x¯, y¯) + α(d(y¯, Z(A))))
is one as well.
Fix A ∈ C. Clearly inf y¯(ψ(x¯, y¯) + α(d(y¯, Z(A)))) ≤ inf y¯∈Z(A) ψ(x¯, y¯). In or-
der to prove the converse inequality fix x¯ ∈ A and r such that inf y¯(ψ(x¯, y¯) +
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α(d(y¯, Z(A)))) < r. If b¯ ∈ A and c¯ ∈ Z(A) are such that ψ(x¯, b¯) + α(d(b¯, c¯)) < r
then ψ(x¯, c¯) ≤ ψ(x¯, b¯) + α(d(b¯, c¯)) < r. Since x¯ ∈ A was arbitrary we have
inf
y¯∈Z(A)
ψ(x¯, y¯) = inf
y¯
(ψ(x¯, y¯) + α(d(y¯, Z(A)))).
The case of sup is handled similarly. 
Suppose we are given a uniform assignment X which is a definable set relative
to some elementary class C with m and Dj , for j ≤ m, as in Definition 3.2.1. If we
consider the formula ψ(x¯, y¯) := maxi≤m{dj(xj , yj)} where dj is the metric symbol
on Dj then for each A ∈ C we have that
X(A) = {a¯ ∈
∏
j
DAj : inf
x¯∈X(A)
ψA(x¯, a¯) = 0}.
That is, X(A) is the zero-set of a definable predicate. The advantage of the defini-
tion of definable set given above is that we need not a priori recognize the definable
set as a zero-set or even related to the formulas of the given language. It should be
noted that a definable set X is often the zero-set of a natural definable predicate
other than d(x¯, X(A)). If this predicate is quantifier-free definable then we say that
X itself is quantifier-free definable.
In most of our applications C will be the class of all C∗-algebras. By the defini-
tion, definable sets are bounded. In the case of C∗-algebras we extend the definition
to allow unbounded subsets as follows (for a general treatment of unbounded de-
finable sets see [97]). Let Met∗ be the category of metric spaces (that are not
necessarily bounded).
Definition 3.2.3. Let C be an elementary class of C∗-algebras, m ≥ 1 and
n ≥ 0, and suppose we are given a functor X : C → Met∗ such that
(1) for each A ∈ C, X(A) is a closed subset of Am × Cn, and
(2) for any ∗-homomorphism Ψ : A→ B, X(f) = Ψ ↾ X(A).
Then X is called a definable set if, for all formulas ψ(x¯, y¯), the functions defined
for all A ∈ C and n ∈ N by
sup
x¯∈X(A),‖x¯‖≤n
ψA(x¯, y¯) and inf
x¯∈X(A),‖x¯‖≤n
ψA(x¯, y¯)
are definable predicates relative to C.
One standard trick for recognizing that an assignment is a definable set is to
see that it is the range of a term; if it is, then the assignment is definable since it
can be quantified over. More generally, for C∗-algebras, if the set is the image of a
definable set under a continuous function f (in the sense of functional calculus, see
§3.4) then it is also definable. This is clear in the case when f is a ∗-polynomial.
In the case when f is an arbitrary continuous function the statement follows from
the complex Stone–Weierstrass theorem.
Following [28] we say what it means for a definable predicate to be weakly
stable.
Definition 3.2.4. A definable predicate ψ(x¯) is weakly stable relative to an
elementary class C if for every ε > 0 there exists δ > 0 such that for every A ∈ C
and every a¯ ∈ An with |ψ(a¯)| < δ there exists b¯ ∈ An such that ‖a¯ − b¯‖ < ε and
ψ(b¯) = 0.
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This notion corresponds to weakly stable relations ([96, Chapter 4]). Equiv-
alently, there is a continuous increasing function u : [0,∞) → [0,∞) such that
u(0) = 0 and for all A ∈ C, d(a¯, Z(ψ)) ≤ u(ψ(a¯)) for a¯ ∈ An. (The proof that these
definitions are equivalent is similar to the proof of Theorem 3.2.2.)
Just like in case of definable predicates, functions and sets, certain formulas
can be weakly stable only when relativized to members of a specific class of C∗-
algebras. For example, several predicates were shown to be weakly stable only when
relativized to the class of C∗-algebras with stable rank 1 in [45].
In [28, §2] ‘weakly stable relations’ were referred to as ‘stable relations’ and
definable relations were referred to as ‘uniformly definable relations.’ This granted,
we summarize the relationship between weakly stable relations and definable sets.
The equivalence of (2) and (3) was proved as [28, Lemma 2.1].
Lemma 3.2.5. For an elementary class C and a uniform assignment of closed
sets Z relative to C, the following are equivalent:
(1) Z is a definable set.
(2) d(x¯, Z(A)) is a definable predicate relative to C.
(3) d(x¯, Z(A)) is a weakly stable predicate relative to C.
(4) Z(A) is the zero-set of a weakly stable predicate relative to C.
Here is a semantic approach to recognizing when you have a definable set. It is
a consequence of the Beth definability theorem and it is Corollary 4.2.3 discussed
in §4.2 and so we will postpone the proof until then.
Theorem 3.2.6. Suppose that C is an elementary class and A 7→ SA is a
uniform assignment of closed sets. Then this assignment is a definable set if and
only if for all ultrafilters U on I, Ai ∈ C for i ∈ I and A =
∏
U Ai, S
A =
∏
U S
Ai .
Example 3.2.7. Using Lemma 3.2.5 and standard results ([96, §4.1]) one
can show that each of the following subsets is definable—and even quantifier-free-
definable—in any C∗-algebra A.
(1) The set Asa of all self-adjoint elements of A is an unbounded definable set. It
is the zero-set of α(x) := ‖x−x∗‖. The set of self-adjoint elements is the range
of (a+ a∗)/2 in any C∗-algebra.
(2) The set of all positive elements in A is an unbounded definable set. It is the
range of aa∗ in any C∗-algebra.
(3) The unit ball of A, as the zero-set of ‖x‖ .− 1.
(4) The unit sphere of A, as the zero-set of |‖x‖ − 1|.
(5) The set P(A) of all projections of A, as the zero-set of
π(x) := ‖x2 − x‖ + ‖x∗ − x‖.
To see a variety of sets of projections which are also definable, see §3.13.4.
(6) (In a unital C∗-algebra.) The set of all isometries, as the zero-set of ‖x∗x− 1‖.
(7) (In a unital C∗-algebra.) The set U(A) of all unitaries as the zero-set of ‖x∗x−
1‖+ ‖xx∗ − 1‖.
(8) The set of all partial isometries, as the zero-set of π(xx∗) (equivalently, of
π(x∗x)), where π is the formula defining projections as in (5).
(9) (See [28, Lemma 2.2] or [95, Theorem 4.9]) For every n ≥ 2, the set of all
n2-tuples xij for 1 ≤ i, j ≤ n that are matrix units of a copy of Mn(C), as the
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zero-set of
αn(x¯) := max
1≤i,j,k,l≤n
‖δklxij − xikxlj‖+ ‖xij − x∗ji‖+ |‖x11‖ − 1|.
(10) (See [28, Lemma 2.2] or [95, Theorem 4.9]) For every n ≥ 2, the set of all
n2-tuples xij for 1 ≤ i, j ≤ n that are matrix units of a unital copy of Mn(C),
as the zero-set of
αun(x¯) := max

αn(x¯),
∥∥∥∥1−∑
i≤n
xii
∥∥∥∥

 .
(11) Suppose F is the finite-dimensional algebra
⊕n
k=1Mmk(C). Let J be the set of
all triples (i, j,mk) where 0 ≤ i, j ≤ mk and 1 ≤ k ≤ n. J indexes the matrix
units of F . There is a weakly stable formula αF in the tuple of variables x
mk
i,j
for (i, j,mk) ∈ J whose zero-set contains tuples that represent the matrix units
of a copy of F .
(12) The set of pairs (p, q) of orthogonal projections is the zero-set of the formula
π⊥(x, y) = π(x) + π(y) + ‖xy‖ (with π as in (5)).
By the standard methods the following closed sets are also definable. However,
their definitions are inf-formulas instead of quantifier-free formulas.
(13) The set of pairs (p, q) of Murray–von Neumann equivalent projections is the
zero-set of the formula πMvN(x, y) := π(x) + π(y) + infz ‖x− zz∗‖+ ‖y − z∗z‖
(with π as in (5)).
(14) For every m ≥ 1 the set of projections p such that there are m projections pj,
for 1 ≤ j ≤ m, such that p = p1 is Murray–von Neumann equivalent to each pj
and all pj are orthogonal.
(15) (See [28, Lemma 2.3].) For every finite-dimensional algebra F , the set of (m+
1)-tuples a¯, b such that a¯ belongs to a copy of F whose unit is b is the zero-set of
a formula βF,m. Adopting the notation from (11) and using tuples of variables
xmki,j for (i, j,mk) ∈ J then βF,m(y¯, z) reads as follows (using αF as above)
inf
x¯

αF (x¯) + inf
λ¯
max
1≤l≤m


∥∥∥∥∥∥yl −
∑
(i,j,mk)∈J
λl,mki,j x
mk
i,j
∥∥∥∥∥∥ ,
∥∥∥∥∥∥z −
∑
i≤mk,k≤n
xmkii
∥∥∥∥∥∥




where λ¯ ranges over tuples formed by λl,mki,j in the unit disk D for (i, j,mk) ∈ J
and l ≤ m. (See Remark 3.4.3 for an explanation of this formula).
(16) Similarly to (15) (and more simply), for every finite-dimensional algebra F and
every m, the set of m-tuples that belong to a unital copy of F is the zero-set
of a formula βuF,m.
Proposition 3.2.8. The set of normal elements, the zero-set of
‖xx∗ − x∗x‖, is not definable in the class of all C∗-algebras, but it is definable in
the theory of AF algebras (see §2.4).
Proof. Let H be an infinite-dimensional Hilbert space and let s be the uni-
lateral shift associated to a distinguished basis of H . We shall prove that the set
of normal elements of B(H) is not definable. There is a sequence an of operators
in B(H) of finite-rank perturbations of s such that limn ‖ana∗n − a∗nan‖ = 0 (see
e.g., [96]). Since each an has Fredholm index equal to −1 and norm 1, no normal
operator b satisfies ‖an − b‖ < 1.
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We turn to the second statement, that the set of normal elements is definable
in a restricted class of C∗-algebras. Let T be the theory of AF algebras i.e., the set
of sentences true in all AF algebras and let C be the class of all models of T .
Lin proved that for every ε > 0 there exists δ > 0 such that if a is contained
in a finite dimensional C∗-algebra F , ‖a‖ ≤ 1 and ‖aa∗ − a∗a‖ < δ then there
is a normal element b satisfying ‖b‖ ≤ 1 and ‖a − b‖ < ε ([92], see also [67]). In
other words, the predicate ‖xx∗−x∗x‖ is weakly stable relative to the class of finite
dimensional C∗-algebras. Lin’s theorem clearly extends to AF algebras and by  Los´’
theorem to the class axiomatized by the theory of AF algebras. 
3.3. Expanding the language: imaginaries
It is convenient to introduce additional sorts to our language called imaginary
sorts over which we are allowed to quantify. This will simplify our ability to express
various notions but will not increase the expressive power of the language we are
working with as this expanded language will be a strongly conservative extension:
every model in the original language can be expanded uniquely to a model of the
new language. We do this in three steps:
Countable products. If L is a language and S¯ = 〈Si : i ∈ N〉 is a countable
sequence of sorts, we introduce a new sort U := US¯ , a metric symbol dU and unary
functions πi : U → Si. Now if M is an L-structure, we expand M by interpreting
U as
∏
i∈N
SMi . The choice of metric dU on U is not canonical but for definiteness,
let
dU (m¯, n¯) :=
∑
i∈N
di(mi, ni)
Bi2i
where Bi is a bound on the metric di. The function symbols πi are interpreted as
projections i.e., for m¯ in U , πi(m¯) := mi. The point of this construction is seen by
recording two statements, each of which can easily be translated into sentences of
continuous logic. First of all, if m¯, n¯ ∈ U then for any k,
dU (m¯, n¯) ≤ 1
2k
+
∑
i≤k
di(mi, ni)
Bi2i
This sentence guarantees that any L-structure M , expanded to include the sort U ,
will at least satisfy that the map Π sending U into
∏
i Si via the projections will
be an injection. Additionally, if we have ai ∈ SMi for i ≤ k then there is some
m¯ ∈ U with πi(m¯) = ai for all i ≤ k. Again, this can be expressed as a sentence
in continuous logic and for any structure that satisfies both this and the previous
sentence, since our L-structures are complete, Π is a bijection; that is, U will be
interpreted as the product of the sorts Si.
Example 3.3.1. One way that the product of sorts is helpful is in interpreting
continuous functions, for instance, in trying to understand what model theoretic
information is available inK1(A) for a C
∗-algebraA. We could add the sort S which
is the product of A1 countably many times; we index this product by Q
′ = Q∩[0, 1].
Let’s temporarily adopt the notation that Aˇ for a C∗-algebra A is the structure A
expanded by the sort AQ1 and that C is the elementary class of all Aˇ. Suppose that
we have a continuous function f : [0, 1] → A1. f could then be interpreted as the
sequence with q-entry f(q). The following proposition shows that the collection
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of all continuous functions from [0, 1] into S is not a definable set but the set of
continuous functions which are N -Lipschitz is definable by Theorem 3.2.6.
Proposition 3.3.2. If X : C → Met is defined so that X(Aˇ) is the set of all
N -Lipschitz functions from [0, 1] to A1 as described above then X is definable.
Proof. Fix an enumeration qj , for j ∈ N, of Q′ and consider the associated
weighted sum metric as defined above. It is clear that the set of N -Lipschitz
functions with this metric forms a closed subset of AQ
′
1 for any C
∗-algebra and that
the ultralimit of N -Lipschitz functions is again N -Lipschitz. It remains to show
that if we fix a ultrafilter U on I, C∗-algebras Ai for all i ∈ I and an N -Lipschitz
function f from [0, 1] into the unit ball of
∏
U Ai then f is an ultralimit of N -
Lipschitz functions fi : Q
′ → Ai for all i ∈ I. Toward this end, write Q′ as an
increasing union of finite sets Fn and for each s ∈ Q′, fix a representative I-tuple
a¯s ∈ ∏Ai so that f(s) = a¯s/U . For each n, choose Xn ∈ U such that if s, t ∈ Fn
then for all i ∈ Xn, ‖asi −ati‖ ≤ µn|s− t| where µn := N+1/n. There are two cases
for any i ∈ I: If i ∈ Xn for all n then we can define fi(t) := ati for all t ∈ Q′. If
there are only finitely many n such that i ∈ Xn choose n maximally so that i ∈ Xn
and for every t ∈ Fn, let
fi(t) :=
N
µn
ati
and complete fi to a path by connecting the defined points linearly. One now checks
that fi is N -Lipschitz for all i and limi→U fi = f . 
Definable sets. We already saw in §3.2 that one can allow quantification
over definable sets so it will make sense, and be convenient, to allow definable sets
themselves as additional imaginary sorts. Formally then, if we are working with
models of some theory T and T knows that the zero-set of ϕ(x¯) is a definable set
then we will add a sort Uϕ, a metric d and function symbols ρi : Uϕ → Si where Si
is the sort of the variable xi. The intended interpretation will be that ρ := 〈ρi〉 is
an injection from Uϕ into
∏
i Si and that ϕ(ρ(x)) = 0 for all x ∈ Uϕ. The metric d
will be induced by the restriction of the metric on
∏
i Si via ρ. All of this is easily
expressed by sentences in continuous logic.
Quotients. This is the most interesting of the imaginary sorts that we can
add. Suppose that ϕ(x¯, y¯) is a formula where the variables x¯ and y¯ are distinct
tuples of variables coming from a product of sorts S¯ =
∏
i Si. Further assume
that in all L-structures, this formula is interpreted as a pseudo-metric on S¯. In
this case, we add a sort U intended to be the quotient of S¯ by ϕ, a metric d for
U and the function π : S¯ → U . Any L-structure M is expanded to this new
language by interpreting U as the quotient of S¯M by ϕ, d as the metric on U
induced by ϕ and π is the projection map. The relevant details of this construction
are captured by the statements that the range of π is dense in U and that for all
a, b ∈ S¯, ϕ(a, b) = d(π(a), π(b)), both of which can be expressed in continuous logic.
Here are two ways in which this construction is used.
Example 3.3.3. Suppose that ρ(x¯, z¯) is any formula; let ϕ(x¯, y¯) be the formula
supz¯ |ρ(x¯, z¯)−ρ(y¯, z¯)|. It is easy to see that in all L-structures, ϕ is a pseudo-metric
and the associated quotient is often called the set of canonical parameters for the
formula ρ.
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Example 3.3.4. This example will be useful when we discuss K-theoretic in-
variants in §8. Suppose that A is a C∗-algebra. We saw that the projections in A
form a definable set and so could be treated as an imaginary sort. On this sort,
we can think of the formula ϕ(x, y) whose value is the infimum over all partial
isometries u of ‖x − u∗u‖ + ‖y − uu∗‖. By [124, Lemma 2.1.3] for projections p
and q, if ‖p − q‖ < 2 then p ∼ q. Therefore ϕ(p, q) = 0 if and only if p ∼ q and
ϕ(p, q) ∈ {0, 2} for all projections p and q and we conclude that ρ is a pseudo-
metric. It follows that the canonical parameters of ρ are exactly the equivalence
classes modulo Murray-von Neumann equivalence and of course the quotient sort
has the discrete metric. This allows us at least to talk about the first part of the
construction of K0(A) in model theoretic terms.
One should keep in mind that in case of C∗-algebras in which the Murray–von
Neumann semigroup fails the cancellation property (see [124, p. 36]) the canonical
parameters of ρ do not correspond to the elements of the positive part of K0.
M eq and T eq. We now put all of these imaginary sorts together. If T is any
theory, not necessarily complete, we could iteratively add all the sorts generated
in the three ways described above: take products of countable sorts, add definable
sets known to be definable by the theory and quotient by definable pseudo-metrics.
The full expanded language will be called Leq to match the tradition in discrete
first order logic and the theory will be T eq. If we begin with an L-structure M
and then expand by adding all products, definable sets and quotients, we call the
structure M eq. We will rarely need the entirety of T eq or M eq but we will need to
recognize instances when the concept we are dealing with is captured by imaginaries
or is expressible in T eq. In general, if L′ contains L and T ′ is a theory in L′
which contains T then we say that T ′ is a strongly conservative extension of T if
the forgetful functor from Mod(T ′) to Mod(T ) is an equivalence of categories. We
record here the main abstract facts about T eq—essentially, that T eq is the universal
strongly conservative extension of T . A proof can be found in [2].
Theorem 3.3.5. Suppose that T is a theory in the language L. Then T eq is a
strongly conservative extension of T via the forgetful functor F . Moreover, if T ′ is
any strongly conservative extension of T via the forgetful functor F ′ then there is
a functor G : Mod(T ′)→ Mod(T eq) such that F ◦G = F ′.
Although we shall need only a special case of Theorem 3.3.5, the Beth De-
finability Theorem, proved in §4.2, we add a remark regarding scalars and our
choice of language for C∗-algebras to demonstrate the usefulness of Theorem 3.3.5.
One could imagine adding a new sort D to the language of C∗-algebras meant to
interpret the complex unit disk. Additionally, we would add a function symbol
λ : D × A1 → A1 whose intended meaning is λ(r, a) = ra. If we consider the class
of all pairs (A,D, λ) where A is a C∗-algebra, D is the unit disk and λ is as given,
then the theory of this class is a strongly conservative extension of the theory of C∗-
algebras. It follows by Theorem 3.3.5 that D and λ can be found in T eq. Moreover,
it is benign to act as if scalar multiplication in the sense presented here is part of
the language of C∗-algebras (see also Remark 3.4.3). We note that the unitization
of A is also in Aeq by the same argument or by leveraging off what we just said
about understanding how scalars are present in Aeq.
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3.4. The use of continuous functional calculus
If C is a unital C∗-algebra and a ∈ C, then the spectrum of a is defined as
sp(a) = {λ ∈ C : a− λ1 is not invertible}.
If A is not unital then sp(a) is defined to be sp(a) as computed in the unitization
of A. The spectrum is always a nonempty compact subset of C and for a normal
element a, the C∗-algebra C∗(a, 1) generated by a and the identity is isomorphic
to C(sp(a)). The isomorphism sends the identity function on sp(a) to a. The
Stone–Weierstrass theorem implies that ∗-polynomials in the variable z are dense
in C(sp(a)) and therefore the isomorphism is well-defined and automatically an
isometry. In the not-necessarily-unital case we have C0(sp(a) \ {0}) ∼= C∗(a).
Therefore, for a given normal element a in a C∗-algebra A and any continuous
function f on sp(a) (satisfying f(0) = 0, if A is not unital) we have a well-defined
element f(a) in A, uniformly approximated by polynomials. That is, the map
a 7→ f(a) is a definable predicate at least when restricted to definable subsets of
normal elements relative to the class of C∗-algebras. We can therefore use these
definable predicates on definable classes of normal elements, such as unitaries, self-
adjoints, or positive elements.1 We will freely use expressions such as |a|, a1/2 for
a ≥ 0, or exp(ia), a+ and a− for a self-adjoint a.
Although we shall not need multi-variable continuous functional calculus in the
present document, the following is worth noting: continuous functional calculus
can be extended to an n-tuple of commuting normal elements a¯. Then C∗(a¯, 1) is
isomorphic to C(X) where X is the joint spectrum of a¯ = (a1, . . . , an) defined to be
the set of all n-tuples (f(a1), . . . , f(an)) when f ranges over all characters of C
∗(a¯).
We need the following Lemma which is a good example of the use of continuous
functional calculus.
Lemma 3.4.1. Suppose that a is a self-adjoint element of a C∗-algebra A, b ∈ A
and A ⊂ B(H) for some Hilbert space H. Further assume that b = va for some
v ∈ B(H). Then for any continuous function f with f(0) = 0 we have vf(a) ∈ A.
In particular, if b = v|b| is the polar decomposition of b in B(H) then vf(|b|) ∈ A.
Proof. Choose polynomials pn for n ∈ N with the property that pn(0) = 0 for
all n and that pn tends to f uniformly on the spectrum of a. Write pn(x) = xqn(x)
and we have
vf(a) = lim
n→∞
vpn(a) = lim
n→∞
vaqn(a) = lim
n→∞
bqn(a).
Since b ∈ A and qn(a) ∈ A for all n, we have vf(a) ∈ A. 
Proposition 3.4.2. The spectrum of an element in a unital C∗-algebra A is
a quantifier-free definable set in Aeq. More precisely, there is a quantifier-free
definable predicate F : A1 × D→ [0, 1] whose zero-set is
{(a, λ) : λ ∈ sp(a)}
where D is the unit disk in C. This predicate is weakly stable.
1The question whether the class of all normal elements is definable, and in particular whether
the continuous functional calculus on all normal elements can be added to the language, is non-
trivial (see Proposition 3.2.8)
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Proof. This proposition (as well as its multi-variate version) was proved in
case of abelian C∗-algebras in [42, Proposition 5.25].
Consider the formula on A1 (see remarks immediately after the proof)
G(a) = ‖a‖ − ‖(‖a‖ · 1− |a|)‖
which evaluates to 0 if and only if a is not left-invertible.
The formula G is weakly stable since if G(a) < ǫ for some a ∈ A1 then G(b) = 0
where b = v(|a| − ǫ)+ and a = v|a| is the polar decomposition in A∗∗. Note that
b ∈ A by Lemma 3.4.1. So the formula H(a) = min{G(a), G(a∗)} evaluates to 0 if
and only if a is not invertible and is still weakly stable.
The desired formula is then F (a, λ) = H(a− λ · 1) which evaluates to 0 if and
only if λ is in the spectrum of a. Remember that by the remarks immediately after
Theorem 3.3.5, D is a sort in Aeq and so the zero-set of F is a definable set in Aeq.
It is also relatively easy to see that {(a, λ) ∈ A1 ×D : λ ∈ sp(a)} is a definable
set by applying Theorem 3.2.6 but this does not yield an explicit formula. 
Remark 3.4.3. The formula G above is not formally a formula or definable
predicate in the language of C∗-algebras as we have defined it. The problem is that
when we write ‖a‖ · 1 we are evaluating the predicate ‖a‖, obtaining a number and
then using the corresponding scalar to multiply by the identity. This issue comes
up from time to time in what follows (and even in the definition of F above) so
we will address this here and refer back to this explanation whenever we use this
device.
So suppose that P (x) and ϕ(x) are predicates and ϕ takes only positive values.
We want to make sense of ϕ(P (x)y) i.e., the formula ϕ evaluated at P (x)y where
the number P (x) is being thought of as the corresponding scalar. Consider the
predicate
ψλ(x, y) = max{|P (x)− λ|, ϕ(fλy)}
where λ is a number and fλ is the corresponding scalar - notice that this is a
definable predicate in the language of C∗-algebras. Now consider the predicate
θ(x, y) = inf
λ∈K
ψλ(x, y)
where K is a compact real interval containing the range of P . Leaving aside for the
moment a proof that this is actually a definable predicate, let’s understand when
it evaluates to 0. If θ(x, y) = 0 then there is a Cauchy sequence λn tending to
λ = P (x) and ϕ(λny) tends to ϕ(λy) which is what we want. Now back to the
proof that θ is a definable predicate. For a finite subset of K, say J , we define
θJ(x, y) = min
j∈J
ψj(x, y)
If one considers finite subsets of K, Kn which are 1/n-dense in K then θKn tends
to θ uniformly and so θ is a definable predicate.
It is this way that we understand that G in Proposition 3.4.2 is a definable
predicate in the language of C∗-algebras. See also the comments immediately after
Theorem 3.3.5.
3.5. Definability of traces
Assume C is an axiomatizable class of C∗-algebras. A definable trace relative
to C is a definable predicate (in the sense of §3.1) which is a trace on every A ∈ C.
This means that, if τ denotes this definable predicate, then for every ε > 0 there
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exists a unary formula ϕε such that ‖ϕε(a) − τ(a)‖ ≤ ε for all a ∈ A1 for every
A ∈ C. If A is a unital C∗-algebra and τ a trace on A, we say that τ is definable
if there is a definable trace τ0 relative to the class of all C
∗-algebras elementarily
equivalent to A, C := Mod(Th(A)), such that τA0 = τ . If A is monotracial (i.e., has
a unique trace) and this trace is definable, then the ultraproduct of A (as well as
any other algebra elementarily equivalent to A) is also monotracial.
To every trace τ of A one associates Nτ,A, the weak closure of the image of A
in the GNS representation of A corresponding to τ . This is a tracial von Neumann
algebra. Tracial von Neumann algebras, and II1 factors in particular, play an
increasingly important role in the Elliott programme (see e.g., the introduction to
[125]). When equipped with a distinguished trace τ and the metric corresponding
to the ℓ2-norm,
‖a‖τ,2 := (τ(a∗a))1/2,
tracial von Neumann algebras also form an axiomatizable class ([58, §3.2]). It is
well-known that Nτ,A is isomorphic to the algebra obtained from A by taking the
‖ · ‖τ,2-completion of each bounded ball of A.
The following proposition and its consequence, Lemma 3.5.2, will be used in
§7.
Proposition 3.5.1. Assume that an elementary class of C∗-algebras C =
Mod(T ) has a definable trace τ . Then there is a sort in Leq such that for every
A ∈ C the interpretation of this sort is NτA,A. In particular, if A ∈ C then NτA,A
and NτB,B are elementarily equivalent whenever B is elementarily equivalent to A.
Proof. Fix A ∈ C. The idea is to view points of the operator norm unit ball
B1(NτA,A) as limit points of ‖ · ‖τA,2-Cauchy sequences in A1 as follows. Let
CA := {(xi) ∈
∏
N
B1(A) | ‖xi − xj‖τA,2 ≤
1
i
, for all j ≥ i}.
Then CA is a definable set. This can be proved directly, but it clearly follows from
Theorem 3.2.6.
The predicate ϕ : (CA)2 → R defined by
ϕ((xi), (yi)) := lim
i→∞
‖xi − yi‖τA,2
is also definable by Theorem 3.2.6. Therefore, the quotient is in Aeq. The algebraic
operations on this quotient are inherited from A. By the Kaplansky Density The-
orem (see [16, Theorem I.9.1.3]), this quotient can be identified with B1(NτA,A).
The entire algebra can now be recovered from its unit ball. 
Proposition 3.5.1 implies that if a trace τ of A is definable then the theory of
the corresponding tracial von Neumann algebra is in Aeq. We shall make use of
some terminology from the theory of von Neumann algebras. A II1 factor N has
property Γ if the relative commutant of N in its tracial ultrapower is nontrivial.
It is McDuff if it tensorially absorbs the hyperfinite II1 factor R. By a result of
McDuff in the separable case, this is equivalent to the assertion that the relative
commutant of N in its tracial ultrapower is nonabelian, and also to the assertion
that R is isomorphic to a subalgebra of this relative commutant.2 Remarkably, until
2This may be a good moment to point out that R is the unique strongly self-absorbing II1
factor with separable predual.
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very recently these were the only known axiomatizable properties of II1 factors (cf.
[22]).
Lemma 3.5.2. Assume B is a unital C∗-algebra with trace τ . Assume moreover
that NB,τ is a factor which is not McDuff. Then there is no nuclear C
∗-algebra
with trace (C, σ) which is elementarily equivalent to the expanded structure (B, τ).
In particular, if τ is a definable trace and NB,τ is a factor which is not McDuff
then B is not elementarily equivalent to any nuclear C∗-algebra.
Proof. Assume (C, σ) is a tracial C∗-algebra elementarily equivalent to (B, τ).
Since being a McDuff factor is axiomatizable in the language of tracial von Neu-
mann algebras ([59, §3.2.3]), Lemma 3.5.1 implies that NC,σ is a II1 factor which is
not McDuff. By two results of Connes (see e.g., [16]) the weak closure of a nuclear
C∗-algebra C in each of its representations is an injective factor and the hyperfi-
nite II1 factor R is the unique injective factor with a separable predual. Since R is
McDuff, C is not nuclear.
Now assume τ is definable. By Lemma 3.5.1 the defining formulas of τ define
a trace σ such that (B, τ) and (C, σ) are elementarily equivalent. By the first part
of the proof, C is not nuclear. 
We have two tools to use to prove definability of traces, Cuntz–Pedersen equiv-
alence (§3.5.1) and the uniform strong Dixmier property (§7.2).
3.5.1. Definability of Cuntz–Pedersen equivalence. The Cuntz–Peder-
sen nullset A0 is the norm-closure of the linear span of self-adjoint commutators
[a, a∗]. Two self-adjoint elements are called Cuntz–Pedersen equivalent if their
difference is in A0. The set A0 is a closed subspace of the real Banach space of self-
adjoint elements of A. By [36], the tracial simplex of A is affinely homeomorphic
to the dual unit sphere of A/A0. One consequence of this is that we can provide
an explicit axiomatization of the class of unital tracial C∗-algebras as promised
in §2.5.6. If A is a unital, tracial C∗-algebra then A 6= A0 and in fact, 1A is at
distance 1 from A0. So the class is axiomatized, for instance, by the following set
of sentences: for each n ∈ N,
sup
x¯
(
1
.−
∥∥∥∥1−
n∑
i=1
[xi, x
∗
i ]
∥∥∥∥
)
.
Similarly, if we consider the class of unital C∗-algebras with a character, an algebra
A is in this class if and only if the distance from 1A to the ideal generated by the
commutators is 1. This shows that the class of unital C∗-algebras with a character
can be axiomatized by the following set of sentences: for each n ∈ N,
sup
b¯,c¯,x¯,y¯
(
1 .−
∥∥∥∥1−
n∑
i=1
bi[xi, yi]ci
∥∥∥∥
)
.
We now examine the conditions under which the Cuntz–Pedersen nullset A0 is
definable.
Lemma 3.5.3. If A is monotracial then its unique trace is definable if and only
if A0 is definable.
Proof. We know that if τ is the unique trace of A and a is self-adjoint then
τ(a) is equal to the distance from a to A0 (or equivalently, to the norm of a in the
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one-dimensional quotient space A/A0). This shows the direction from left to right
immediately.
For the converse, let α(x) be a formula which measures the distance to the
Cuntz–Pedersen nullset. Then
τ(x) = α((x + x∗)/2) + iα((x− x∗)/(2i)).

For k ≥ 1 let
αk(a) := inf
xj,yj ,1≤j≤k
∥∥∥∥a−
k∑
i=1
[xj , yj]
∥∥∥∥.
Note that dist(a,A0) = infk αk(a) = limk αk(a).
Lemma 3.5.4. Assume A is a unital C∗-algebra. Then A0 is definable if and
only if there is a sequence k¯ = (k(j) : j ∈ N) such that for every self-adjoint
contraction a and every j ≥ 1 we have
| dist(a,A0)− αk(j)(a)| ≤ 1
j
.
Proof. The converse implication follows from the definition. For the forward
implication, assume that a sequence k¯ does not exist. This means that for some j ≥
1 and for every k there exists a self-adjoint ak of norm ≤ 1 such that dist(ak, A0) ≥
αk(a) +
1
j . Choose bk ∈ A0 such that ‖ak − bk‖ < dist(ak, A0) + 1/(2j). Then for
every k we have αk(bk) >
1
2j and in particular the element with the representing
sequence (bk) in the ultrapower A
U does not belong to (AU )0. Therefore the Cuntz–
Pedersen nullset is not definable. 
If a sequence k¯ as in Lemma 3.5.4 exists we say that the Cuntz–Pedersen nullset
is k¯-uniformly definable.
Theorem 3.5.5. If a unital C∗-algebra A satisfies any of the following condi-
tions then A0 is definable.
(1) A is AF.
(2) A has finite nuclear dimension (see §5.3).
(3) A is exact and Z-stable.
(4) A is an ultraproduct of algebras with uniformly bounded nuclear dimension.
(5) A is an ultraproduct of exact Z-stable algebras.
(6) A is C∗r(F∞), the reduced group C
∗-algebra associated with the free group.
(7) A has strict comparison of positive elements by traces (see §8.2).
If A is in addition monotracial, then its trace is definable.
Proof. (1) is an immediate consequence of [51, Theorem 3.1] where it was
shown that every element of A0 in an AF algebra is a sum of seven commutators.
(2) In [116, Theorem 1.1] it was proved that if nucdim(A) ≤ m then every
a ∈ A0 of norm 1 is a limit of sums of m + 1 commutators of the form [x, x∗] for
‖x‖ ≤ √2. Therefore in this case A0 is k¯-uniformly definable with k(j) := 2(m+1).
(3) [105, Theorem 6] implies that there exists a universal constant C with the
following property: if A is Z-stable and exact and a ∈ A0 has norm ≤ 1 then for
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every R ≥ 1 there are bj , cj for j ≤ R such that
R∑
j=1
‖bj‖‖cj‖ ≤ C and
∥∥∥∥a−
R∑
j=1
[bj , cj ]
∥∥∥∥ < CR−1/2.
By replacing C with ⌈C⌉ we may assume C is an integer. Fix j ≥ 1 and let
R := C2j2. With bj and cj as guaranteed by [105, Theorem 6] let b
′
j := bjC
−1/2
and c′j := cjC
−1/2. Repeating each of the commutators [b′j , c
′
j] C times we obtain a
sum of at most jC commutators 1/j-approximating a. Therefore with k(j) := j2C3
we have that A0 is k¯-uniformly definable.
(4) and (5) follow from the uniform estimates given in (2) and (3) and  Los´’
theorem.
(6) follows from [101, Theorem 1.4] where it was proved that every element of
the Cuntz–Pedersen nullset in C∗r(F∞) is the sum of three commutators.
(7) By [102, Corollary 4.3] and straightforward induction one can prove that
for every k ≥ 1 there exists n(k) such that for every h ∈ A0 of norm ≤ 1 there are
xi and yi for i < n(k) of norm ≤ 1 such that ‖h−
∑
i<n(k)[xi, yi]‖ < 2−k. See more
information in §8.2.
If A is in addition monotracial then its trace is definable by the above and
Lemma 3.5.3. 
Proposition 3.5.6. There exists a simple, unital, infinite-dimensional, mono-
tracial C∗-algebra whose trace is not definable.
Proof. In [116, Theorem 1.4] Robert constructed a simple, unital, infinite-
dimensional, monotracial C∗-algebra A with the property that for every n there
exists a unit element a ∈ A0 such that αn(a) = 1. The ultrapower of A therefore
does not have a unique trace, and the trace of A is not definable. 
The following was pointed out to the authors by Ilan Hirshberg.
Lemma 3.5.7. Every state definable with respect to some axiomatizable class C
is a trace.
Proof. Suppose that s is a definable state on some C∗-algebraA. The assump-
tion implies that s(a) = s(α(a)) for every automorphism α of A. In particular, for
every unitary u we have s(uau∗) = s(a). Since every element of A is a linear
combination of unitaries, s(ab) = s(ba) for all a and b. 
3.6. Axiomatizability via definable sets
Armed with the expanded language (§3.1 and §3.2) we continue proving asser-
tions on axiomatizability of classes of C∗-algebras made in §2.5.
3.6.1. Projectionless and unital projectionless. Here is an improvement
on our earlier axiomatization. Using the formula π(x) := ‖x2 − x‖ + ‖x∗ − x‖
introduced in Example 3.2.7(5) we have that
ϕ := sup
x proj
min{‖x‖, ‖1− x‖}
satisfies ϕA = 0 if and only if A has no nontrivial projections (and ϕA = 1 other-
wise). Therefore ϕ is a universal formula axiomatizing unital projectionless algebras
(cf. Example 2.2.2).
A similar, and easier proof shows that being projectionless is axiomat
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3.6.2. Real rank zero revisited. Since we can quantify over the set of pos-
itive elements and over the set of projections (Example 3.2.7), the axiomatization
of real rank zero given in Example 2.4.2 can be succinctly written as follows:
sup
x,y self-adj
inf
z proj
max(‖zx‖, ‖(1− z)y‖)2 .− ‖xy‖
3.6.3. Infinite C∗-algebras. A C∗-algebra is infinite if it has nonzero orthog-
onal projections p and q such that p+ q is Murray–von Neumann equivalent to p.
In unital case this is equivalent to having a proper isometry. As in Example 3.2.7,
the standard methods show that the set of triples (p, q, v) such that p and q are
orthogonal projections, q 6= 0, v∗v = p+ q, and vv∗ = p is definable. Therefore A
is infinite if and only if this definable set is nonempty in A, and being infinite is
axiomatizable.
3.6.4. Finite and stably finite algebras. A C∗-algebra A is finite if it is
not infinite (see §3.6.3) and it is stably finite if Mn(A) is finite for all n. Among
the unital algebras, the class of finite C∗-algebras is universally axiomatizable. It
is clearly closed under subalgebras so it is enough to see that the class of finite C∗-
algebras is elementary. Since the set of isometries in a unital C∗-algebra, {s : s∗s =
1}, is quantifier-free definable (Example 3.2.7) by the weakly stable formula α(x) :=
‖x∗x− 1‖, we have the fact that A is finite if and only supα(x)=0 ‖xx∗ − 1‖ is 0 in
A.
Note that a similar argument easily shows that the theory of unital finite C∗-
algebras form a clopen set.
By the above and the fact that the norm in Mn(A) is definable (Lemma 4.2.4)
Mn(A) being finite is also axiomatized by a single universal sentence βn. Therefore
A being stably finite is universally axiomatized by {βn : n ≥ 1}.
3.7. Invertible and non-invertible elements
Apart from proving Proposition 3.7.1 below, the present section introduces
some of the ideas required in the analysis of stable rank (§3.8) and real rank (§3.9).
Proposition 3.7.1. (1) The set of non-invertible elements in the unit
ball is quantifier-free definable in any unital C∗-algebra.
(2) The closure of the set of invertible elements in the unit ball of any C∗-
algebra is a definable set.
(3) The closure of the set of self-adjoint, invertible elements in the unit ball
of any C∗-algebra is a definable set.
Proof. By Lemma 3.2.5 a set is definable if and only if it is a zero-set of a
weakly stable predicate. Therefore (2) is an immediate consequence of Lemma 3.7.2
below and (3) is an immediate consequence of Lemma 3.7.3 below.
As in the proof of Proposition 3.4.2 let
G(a) := ‖a‖ − ‖(‖a‖ · 1− |a|)‖ and H(a) := min{G(a), G(a∗)}
As shown in Proposition 3.4.2, H is weakly stable and it has the set of non-invertible
elements as its zero-set, hence (1) follows. 
Lemma 3.7.2. In a unital C∗-algebra, the predicate defined on the unit ball
ϕ(a) := inf
u unit.
‖a− u|a|‖
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is weakly stable and its zero-set is equal to the closure of the invertible elements in
the unit ball.
Proof. Since the set of unitaries is definable by Example 3.2.7, ϕ is a definable
predicate (Definition 3.2.1).
If a is an invertible element, then |a| = (a∗a)1/2 is also invertible and u = a|a|−1
is a unitary element such that a = u|a|. Thus invertible elements in a C∗-algebra
have polar decompositions with the partial isometry being a unitary. Moreover,
elements with a polar decomposition with partial isometry as a unitary are in the
closure of the invertibles because if a = u|a| and u is a unitary then u(|a| + ε) is
invertible for all ε > 0. Therefore ϕ(a) < ε implies that for a unitary u satisfying
‖a− u|a|‖ < ε we have that b := u(|a|+ ε) is in the zero-set of ϕ and within 2ε of
a. Since ε > 0 was arbitrary, this proves the weak stability of ϕ. 
Lemma 3.7.3. In a unital C∗-algebra, the closure of the set of invertible self-
adjoint elements of the unit ball is a definable set.
Proof. We prove this by using the ultraproduct characterization of definable
sets, Theorem 3.2.6. Fix unital C∗-algebras Ai for i ∈ I and an ultrafilter U on I.
Let Xi be the closure of the set of invertible self-adjoint elements of the unit ball
in Ai and X be the same in
∏
U Ai. We would like to show that
∏
U Xi = X . We
show the inclusion right to left first. Fix a¯ ∈ X , n ∈ N and an invertible self-adjoint
element a¯n in the unit ball such that ‖a¯− a¯n‖ < 1
n
. Using  Los´’ Theorem, we can
obtain a decreasing sequence of sets Um ∈ U such that
Um = {i ∈ I : ‖ai − aki ‖ <
1
k
and aki is invertible for all k ≤ m}.
Now we define an element b¯ ∈ ∏U Ai as follows: if i ∈ Un \ Un+1, let bi = ani . If
i ∈ Un for all n then let bi = ai. In all other cases, define bi to be any element of
Xi. It is clear that b¯ is another representation of a¯ in
∏
U Ai and that b¯ ∈
∏
U Xi.
To prove the other inclusion, suppose that ai ∈ Xi for all i ∈ I and ε > 0.
Choose an invertible self-adjoint bi in the unit ball of Ai such that ‖ai − bi‖ < ε.
Since bi is invertible, 0 6∈ sp(a) and so the function
f(x) =
{
max{ε, x} if x > 0
min{−ε, x} if x < 0 .
is continuous on sp(a). By replacing bi with f(bi), we can assume that b
−1
i has
norm at most 1/ε. Then b¯ = 〈bi : i ∈ I〉 is an invertible self-adjoint element in the
unit ball of
∏
U Ai and ‖a¯− b¯‖ ≤ ε. Since ε was arbitrary, a¯ ∈ X . 
The proofs of the previous two lemmas demonstrate that for every invertible a
and ε > 0 there exists invertible b such that ‖a − b‖ ≤ ε and ‖b−1‖ ≤ ε−1. The
following multivariable variant will be needed in §3.9.
Lemma 3.7.4. Suppose that A is an abelian unital C∗-algebra, a¯ ∈ A is an
n-tuple of self-adjoint elements such that
∑
a2i is invertible. Then for every ε > 0
there is an n-tuple of self-adjoint elements b¯ ∈ A such that ‖a¯ − b¯‖ ≤ ε, ∑ b2i is
invertible and the norm of this inverse is at most ε−2.
Proof. By the Gelfand–Naimark Theorem, since A is unital, we can assume
that A is C(X) for some compact Hausdorff space X . Since the ai’s are self-adjoint,
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as functions, they are real-valued. The assumption that
∑
a2i is invertible means
that
∑
a2i (x) > 0 for all x ∈ X . Fix ε > 0 and let h(x) =
√∑
a2i (x). For i ≤ n
define continuous functions on X as follows:
bi(x) =
{
εai(x)h(x)
−1 if h(x) ≤ ε
ai(x) if h(x) > ε
It is easy to see that
∑
b2i ≥ ε2 and that |ai(x) − bi(x)| ≤ ε for all x ∈ X and
i ≤ n. 
3.8. Stable rank
C∗-algebras are considered as noncommutative topological spaces and two non-
commutative analogues of dimension are stable rank and real rank, introduced in
[115] and [23] respectively (see [16, V.3]).
A unital C∗-algebra A has stable rank ≤ n if and only if the set of tuples
(a1, . . . , an) ∈ An which generate an improper right ideal is dense in An. If A is
not unital, we say that A has stable rank ≤ n if its unitization does (recall that the
unitization of A lies in Aeq). The stable rank of A, denoted sr(A), is defined to be
the least n such that the stable rank of A is ≤ n (stable rank was originally called
topological stable rank and denoted tsr(A) in [115]). It is not difficult to see that
sr(C(X)) = ⌊dim(X)/2⌋+1 for any compact Hausdorff space X (see [16, V.3.1.3]).
Results of the present subsection on the axiomatizability of stable rank are
summarized in the following.
Proposition 3.8.1. (1) For every n ≥ 1, having stable rank ≤ n is ax-
iomatizable.
(2) Having stable rank > n is axiomatizable.
(3) Having stable rank ≤ n is ∀∃-axiomatizable, but neither universally nor
existentially axiomatizable.
Since it is the most important case, and its proof is simpler and more enlight-
ening, we first treat the case of stable rank one; a C∗-algebra has stable rank one
if and only if its invertible elements are dense.
Lemma 3.8.2. Both sr(A) = 1 and sr(A) > 1 are axiomatizable.
Proof. It will suffice to find a sentence θ such that θA = 0 if sr(A) = 1 and
θA = 1 if sr(A) > 1 (cf. Proposition 3.13.2). By Lemma 3.7.2, has stable rank 1 if
and only if
θ := sup
x
inf
y unit.
‖x− y|x|‖
is zero in A. By [120, Theorem 2.5] (where α(a) was used to denote the distance
of a to the group of invertible elements), the value of θ in any C∗-algebra is either
0 or 1, and this completes the proof. 
We proceed to prove that having stable rank ≤ n is also axiomatizable for all
n ≥ 2.
Lemma 3.8.3. Let A be a unital C∗-algebra, n ≥ 1, and (a1, . . . , an) ∈ An a
tuple of contractions. The following are equivalent:
(1) x1a1 + . . . xnan = 1 for some xi ∈ A,
(2) a∗1a1 + · · ·+ a∗nan is invertible in A,
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(3) there exists (v1, . . . , vn) ∈ An and a ∈ A+ such that ai = via for all i and∑n
i=1 v
∗
i vi = 1, a is invertible, and ‖a‖ ≤
√
n,
(4) there exist (v1, . . . , vn) ∈ An and a ∈ A+ such that ai = via for all i, ‖
∑n
i=1 v
∗
i vi−
1‖ < 1, a is invertible, and ‖a‖ ≤ √n.
Proof. (1)⇒(2): Let x¯ and a¯ be as in (1). Consider An as a Hilbert A-module
with the inner product
(x¯|y¯) =
∑
i
x∗i yi.
By the Cauchy–Schwarz inequality (see [89, Proposition 1.1]) applied to a¯ and x¯∗
we have ∑
i
xiai
(∑
i
xiai
)∗
≤
∥∥∥∥∑
i
xix
∗
i
∥∥∥∥∑
i
a∗i ai.
Since the left-hand side is equal to 1, we conclude that
∑
i a
∗
i ai is bounded below
and therefore invertible.
(2)⇒(3): Assume (2) holds for a¯. Let a := (a∗1a1 + · · · + a∗nan)1/2 and vi =
aia
−1 for all i. Then a ≥ 0 and it is invertible by (2). Clearly ‖a‖ ≤ √n, and∑n
i=1 v
∗
i vi = a
−1(
∑n
i=1 a
∗
i ai)a
−1 = 1.
(3)⇒(4): Obvious.
(4)⇒(1): Assume a¯, v¯ and a are as in (4). Then ∑ni=1 v∗i ai = (∑ni=1 v∗i vi)a is
a product of two invertibles and there is x such that x
∑n
i=1 v
∗
i ai = 1. Therefore
xi = xv
∗
i are as required in (1). 
By continuity the following is an immediate consequence of the equivalence of
(1), (3) and (4) in Lemma 3.8.3.
Lemma 3.8.4. Let A be a unital C∗-algebra and let (a1, . . . , an) ∈ An be a tuple
of contractions. The following are equivalent:
(1) (a1, . . . , an) is a limit of a sequence of tuples (b1, . . . , bn), such that (b1, . . . , bn)
generates A as a right ideal.
(2) For every ε > 0, there exist contractions v1, . . . , vn and a ≥ 0 of norm ≤
√
n
such that ‖ai − via‖ < ε for all i and ‖
∑
i v
∗
i vi − 1‖ < ε.
(3) For every ε > 0, there exist contractions v1, . . . , vn and a ≥ 0 of norm ≤ √n
such that ‖ai − via‖ < ε for all i and ‖
∑
i v
∗
i vi − 1‖ < 1. 
Proof of Proposition 3.8.1. (1): The equivalence of conditions (1) and (2)
in Lemma 3.8.4 implies that the formula
(3.1) sup
ai
inf
‖a‖≤√n
inf
vi
n∑
i=1
‖ai − via‖+ ‖1−
n∑
i=1
v∗i vi‖
evaluates to 0 if and only if A has stable rank at most n. Therefore having sr(A) ≤ n
is axiomatizable for all n.
(2) was proved in [62]. The case n = 1 follows from Lemma 3.8.2.
(3) (Cf. [41, Fact 1.3].) The formula in (3.1) is clearly ∀∃. It remains to prove
that for every n having stable rank ≤ n is neither universally nor existentially
axiomatizable. For a compact Hausdorff spaceX the stable rank of C(X) is equal to
⌈dim(X)/2⌉+1 (see [16, V3.1.3]) Since [0, 1]2m−1 is a continuous image of [0, 1]2n−1
for all m ≥ 1 and all n ≥ 1, we have an example of C∗-algebra of stable rankm with
a subalgebra of stable rank n for all such m and n. Since universally axiomatizable
classes are closed under taking submodels and existentially axiomatizable classes
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are closed under taking supermodels (Proposition 2.4.4), we conclude that stable
rank ≤ n is neither universally nor existentially axiomatizable for any n ≥ 1. 
3.9. Real rank
A unital C∗-algebra A has real rank at most n if and only if the set of (n+1)-
tuples of self-adjoint contractions g¯ such that
∑
i g
2
i is invertible is dense (see [23],
[16, V.3.2]). The real rank of A, denoted rr(A), is defined to be the least n such
that the real rank of A is ≤ n. It is not difficult to see that rr(C(X)) = dim(X) for
any compact Hausdorff space X .
Proposition 3.9.1. (1) The class of abelian C∗-algebras with real rank
≤ n is elementary. In fact, it is ∀∃-axiomatizable but neither universally
or existentially axiomatizable.
(2) The class of C∗-algebras with real rank greater than zero is elementary.
A simple proof that having real rank equal to zero is axiomatizable was given
in §2.4.2. The abelian case essentially follows from the results in [8, Theorem 2.2.2]
and [115] but we include an elementary proof in order to ask a question about the
general case after the proof.
Proof of Proposition 3.9.1 (1). We check this semantically. Suppose that
A ≺ B and B is a C∗-algebra with real rank ≤ n. Fix an (n+1)-tuple of self-adjoint
elements a¯ ∈ A1. For any ε > 0, there is an (n + 1)-tuple of self-adjoints b¯ ∈ B1
such that ‖a¯− b¯‖ < ε/2 and ∑ b2i is invertible. Suppose the norm of the inverse is
at most M . By elementarity we can find an (n + 1)-tuple of self-adjoints b¯′ ∈ A1
such that ‖a¯− b¯′‖ < ε and∑ b′2i is invertible. This shows that A has real rank ≤ n.
Now suppose that Ai is abelian and has real rank ≤ n for all i ∈ I. Fix an
ultrafilter U on I and we wish to show that ∏U Ai has real rank ≤ n. Suppose
that a¯ ∈ ∏U Ai is an (n + 1)-tuple of self-adjoint elements and ε > 0. Choose a
representing sequence 〈ia : i ∈ I〉. Since each Ai has real rank ≤ n, there is some
ib ∈ Ai such that ‖ia − ib‖ < ε/2 and
∑
ib
2
j is invertible. By Lemma 3.7.4, there
is some ic ∈ Ai such that ‖ic − ib‖ < ε/2,
∑
ic
2
j is invertible and the norm of the
inverse is bounded by 4/ε2. If we let c¯ be the element of
∏
U Ai with representing
sequence 〈ic : i ∈ I〉 then we see that ‖a¯ − c¯‖ < ε and
∑
c¯2j is invertible. We
conclude then that
∏
U Ai has real rank ≤ n and so the class of C∗-algebras with
real rank ≤ n is elementary.
The property of having real rank ≤ n is clearly closed under unions of chains
and therefore by Proposition 2.4.4 axiomatizable if and only if it is ∀∃-axiomatiza-
ble. It therefore suffices to show that the class of abelian C∗-algebras of real rank
≤ n is neither universally axiomatizable nor existentially axiomatizable. This is
similar to the proof of Proposition 3.8.1(3). For abelian algebras C(X) the real
rank is equal to the covering dimension of the spectrum X ([16, V.3.2.2]). Since
[0, 1]m is a continuous image of [0, 1]n for all m ≥ 1 and all n ≥ 1, we have
an example of C∗-algebra of real rank m with a subalgebra of real rank n for
all such m and n. Since universally axiomatizable classes are closed under taking
submodels (Proposition 2.4.4), we conclude that real rank ≤ n is neither universally
nor existentially axiomatizable for any n > 0.
(2) We prove that the class of algebras of real rank greater than 0 is elementary.
From Theorem 2.6 of [23], one knows that A has real rank zero if and only if every
hereditary subalgebra has an approximate identity consisting of projections.
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Lemma 3.9.2. The set
X := {(a, e) : ‖a‖ ≤ 1, ‖e‖ ≤ 1, e ≥ 0, and ea = a}
is definable.
Proof. Fix sufficiently small 0 < δ < ε2. We shall prove that for all 0 ≤ e ≤ 1
and contraction a such that ‖(1−e)a‖ < δ there are 0 ≤ e′ ≤ 1 and a contraction a′
such that ‖a− a′‖ < ε, ‖e− e′‖ ≤ 2ε and e′a = a′. This is a continuous functional
calculus argument. We shall use the following fact. If 0 ≤ x ≤ y, then ‖xz‖ ≤ ‖yz‖
for all z. This is because then z∗x2z ≤ z∗y2z and
‖xz‖2 = ‖z∗x2z‖ ≤ ‖z∗y2z‖ = ‖yz‖2.
Let f : [0, 1] → [0, 1] be such that f(0) = 0, f(t) = 1 for 1 − 2ε ≤ t ≤ 1 and is
linear on [0, 1− 2ε]. Let g : [0, 1]→ [0, 1] be such that g(t) = 0 for 0 ≤ t ≤ 1− 2ε,
g(t) = 1 for 1− ε ≤ t ≤ 1, and is linear on [1− 2ε, 1− ε]. In particular fg = g and
h := χ[0,1−ε] satisfies h ≥ 1− g and 1− f ≥ εh.
Let e′ := f(e) and a′ := g(e)a. Then ‖e − e′‖ = ‖(1 − f)e‖ ≤ 2ε and e′a′ =
f(e)g(e)a = g(e)a = a′. It remains to check that ‖a − a′‖ = ‖(1 − g)(e)a‖ < ε.
Assume otherwise.
Fix a faithful representation of our (hitherto unnamed) C∗-algebra and let p
(in its weak closure) be the spectral projection of e corresponding to the interval
[0, 1−ε]. By the above we have (1−e) ≥ εp ≥ ε(1−g)(e) and therefore ‖(1−e)a‖ ≥
ε‖(1− g)(e)a‖ ≥ ε2. This contradicts our choice of ε and δ and proves our claim.
Since both {e : 0 ≤ e ≤ 1} and the unit ball are definable, by Theorem 3.2.6,
this implies definability of X . 
Let
α := sup
(a,e)∈X
inf
p proj.
‖ep− p‖+ ‖(1− p)a‖.
Then αA = 0 if and only if in every hereditary subalgebra eAe for every a ∈ eAe
and every ε > 0 there exists a projection p ∈ eAe satisfying ‖a− pa‖ < ε. (To get
p ∈ eAe we use the definability of the set of projections.)
Since for every n, all a1, . . . , an and every projection p for all j we have
‖(1− p)
∑
j
(aja
∗
j )
1/2‖2 = ‖(1− p)
∑
j
(aja
∗
j )(1 − p)‖
≥ ‖(1− p)aja∗j (1 − p)‖ = ‖(1− p)aj‖2,
in order to find an approximate unit consisting of projections it suffices to show
that for every element a of the algebra and ε > 0 there is a projections p such
that ‖(1 − p)a‖ < ε. Therefore αA = 0 implies that A has an approximate unit
consisting of projections.
We claim that αA = r < 1 implies αA = 0. Fix ε > 0. Fix (a, e) ∈ X . Since
αA = r we can find a projection p1 such that ‖p1−ep1‖ < 2−1ε and a1 := r(1−p1)a
has norm < 1. Let e1 := (1 − p1)e(1 − p1). Then (a1, e1) ∈ X and we can find
projection p2 such that ‖p2 − e1p2‖ < 2−2ε and a2 := r(1 − p2)a1 has norm < 1.
Note that p1p2 = 0 and that ‖(1− p1 − p2)a‖ = r−2a2 has norm < r−2.
Proceeding in this manner we find (aj , ej) ∈ X and pairwise orthogonal projec-
tions pj , for j ∈ N, such that ‖pj − epj‖ < 2−jε and ‖(1− pj)a‖ < r−j . For a large
enough n the projection q =
∑n
j=1 pj belongs to eAe and satisfies ‖(1− q)a‖ < ε.
3.10. TENSOR PRODUCTS 47
Therefore αA = 0 if A has real rank zero and αA = 1 if A has real rank greater
than zero. 
Question 3.9.3. Is the class of C∗-algebras of real rank ≤ n elementary? By
the proof given above, this question is equivalent to asking if the word ‘abelian’ can
be removed from Lemma 3.7.4.
3.10. Tensor products
An old question of Feferman and Vaught was whether for ‘algebraic systems’
free products or tensor products (where applicable) preserve elementary equiva-
lence, in the sense that A1 ≡ A2 and B1 ≡ B2 implies A1 ⊗ B1 ≡ A2 ⊗ B2 ([66,
footnote on p. 76]). This question in case of tensor products of modules was an-
swered in the negative in [103]. We shall consider a C∗-algebraic version of this
question.
Does tensoring with a fixed C∗-algebra C preserves elementary equivalence?
More precisely, is it true that for every pair of elementarily equivalent C∗-algebras
A and B the algebrasA⊗C and B⊗C are elementarily equivalent? (Our convention
is that ⊗ denotes the minimal tensor product.)
Lemma 3.10.1. Suppose a C∗-algebra C is such that for all A and B, if A ≺ B
then A⊗ C ≺ B ⊗ C. Then for all A and B, A ≡ B implies A⊗ C ≡ B ⊗ C.
Proof. Fix A and B which are elementarily equivalent. If D is a sufficiently
saturated model of theory of A, then both A and B are elementarily embeddable
into D. Our assumption implies A ⊗ C ≺ D ⊗ C and B ⊗ C ≺ D ⊗ C, and (1)
follows. 
We have both a positive result (Lemma 3.10.2) and a negative result (Propo-
sition 3.10.3) related to this question. By the standard methods one sees that it
suffices to consider the case when C is separable. This is because every C∗-algebra
is an inductive limit of separable C∗-algebras which are elementary submodels. If C
is a nuclear C∗-algebra and A is a subalgebra of B then we can canonically identify
A⊗ C with a subalgebra of B ⊗ C. Our question has a positive answer when C is
finite-dimensional.
Lemma 3.10.2. For every finite-dimensional algebra F and all A and B we
have that A ≺ B implies F ⊗A ≺ F ⊗B.
Proof. It suffices to prove the most interesting case, when F is Mn(C) for
some n. In this case we need to show that Mn(A) ≺Mn(B).
By Lemma 4.2.4, the norm in Mn(A) is a definable predicate, and it belongs
to Aeq. The conclusion follows by general theory of definability (§3.2) or by a
straightforward induction on complexity of formulas. 
By U(A) we denote the unitary group of A and by U0(A) we denote the con-
nected component of the identity in U(A). Proposition 3.10.3 below is related to
the observation made in [90, Example 4.7] that there exists a simple C∗-algebra A
such that U(A) is path-connected but U(AU ) is not. Without the requirement that
A be simple already the algebra B = C([0, 1]) has this property. It is an exercise in
topology to show that every unitary in B is of the form exp(ia) for a self-adjoint
a, hence U(B) is path-connected. However, the unitary in BU whose representing
sequence is (t 7→ exp(int))n∈N does not belong to U0(BU ).
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Proposition 3.10.3. There are C∗-algebras A and B such that A ≺ B but
C([0, 1])⊗A and C([0, 1])⊗B are not elementarily equivalent.
Proof. We show that there exists A such that C([0, 1]) ⊗ A has stable rank
one but C([0, 1]) ⊗ AU does not. This suffices since having stable rank one is
axiomatizable (§3.8).
If A is simple then C([0, 1]) ⊗ A has stable rank one if and only if U(A) is
path-connected ([3]), and in general the assumption of U(A) being path connected
is necessary for the former algebra having stable rank one.
In order to have U(AU ) not path connected it suffices that for every n ∈ N
there exists a unitary u ∈ U(A) such that u cannot be written as a product of fewer
than n factors of the form exp(ia) for a self-adjoint. This is because if ‖u− v‖ < 2
then the spectrum of uv∗ has a gap and therefore u = v exp(ia) for a self-adjoint a.
In [109, Theorem 3.1] N.C. Phillips has proved that any simple C∗-algebra A with
two distinct traces which agree on projections has this property. By [139] there
exist simple nuclear unital separable (and even classifiable) C∗-algebras with trivial
K0 and many traces. These algebras clearly satisfy the assumptions of Phillips’
theorem. 
In the case of C∗-algebras one could talk in general about minimal, maximal,
or other tensor products. Since for a nuclear C∗-algebra (and in particular for an
abelian C∗-algebra) C and arbitrary C∗-algebra B there is a unique tensor product
B ⊗ C, Proposition 3.10.3 implies a negative answer to all of these questions.
Corollary 3.10.4. Tensor products in the category of C∗-algebras, and even
nuclear C∗-algebras, do not preserve elementary equivalence. In particular, there
are C∗-algebras A ≡ B such that A is nuclear, but A⊗C([0, 1]) 6≡ B⊗C([0, 1]). 
Question 3.10.5. Can one characterize C∗-algebras C such that tensoring
with C preserves elementary equivalence? In particular, what if C is an (infinite-
dimensional) AF algebra, UHF algebra, K or Z? Is there any infinite-dimensional
C such that tensoring with C preserves elementary equivalence?
The ‘obvious’ proof of a positive answer to the AF case of Question 3.10.5 does
not work, as the following example shows.
Example 3.10.6. There are two discrete directed systems, (An : n ∈ N) with
fmn : Am → An and (Bn : n ∈ N) with gmn : Bm → Bn such that An ≺ Bn for all
n but limnAn 6≡ limnBn.
Let A be a random graph. Partition the set of its vertices into infinitely many
infinite pieces, Vn for n ∈ N. Now let An be the subgraph of A consisting of the
induced graph on
⋃
j≤n Vn together with Vn+1 taken as a set of isolated vertices.
This limn An is A.
Now let v be a vertex not in A, and let Bn be An with v added to its set of
vertices. Then An ≺ Bn for all n, but limnB has an isolated vertex v and A does
not.
3.11. K0(A) and A
eq
The K0-group of a unital C
∗-algebra A is constructed in two stages (see [124,
Chapter 3]). The first stage is to construct the Murray–von Neumann semigroup,
as follows. In the first stage one tensors A with the algebra K of compact operators
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on H . The resulting algebra A⊗K is the stabilization of A. The set P(A⊗K) of
projections of the stabilization of A is quotiented by Murray–von Neumann equiv-
alence. (Projections p and q are Murray–von Neumann equivalent if there exists v
such that v∗v = p and vv∗ = q; see also Example 3.2.7 (13)). By Example 3.3.4,
the obtained quotient denoted V (A) belongs to (A ⊗ K)eq. This set is equipped
with the addition defined as follows. Fix an isomorphism between K and M2(K);
this gives an isomorphism between A ⊗ K and M2(A ⊗ K). For projections p and
q one defines [p] + [q] to be the equivalence class of block-diagonal diag(p, q). This
is a well-defined operation on V (A) and it turns it into an abelian semigroup, the
so-called Murray–von Neumann semigroup.
Another way to describe V (A) and its relationship with Aeq is to use the fact
that any projection p ∈ A ⊗ K is actually Murray–von Neumann equivalent to a
projection in Mn(A) for some n. Moreover, if p ∈ Mm(A) and q ∈ Mn(A) then
[p] + [q] is the class of the projection r ∈ Mn+m(A) which has p and q on the
diagonal. V (A) is then the natural inductive limit of P(Mn(A)) modulo Murray–
von Neumann equivalence. Each part of this inductive limit exists in Aeq although
the limit itself may not.
In either presentation,K0(A) is the Groethendieck group associated with V (A).
It is considered as an ordered group with distinguished order unit, with (K0(A),K
+
0 (A), 1) :=
(K0(A), V (A), [1A]) where V (A) is the image of V (A) in K0(A). In the following
both V (A) and K0(A) are considered as discrete structures.
Theorem 3.11.1. Assume A ≺ B are unital C∗-algebras.
(1) Then V (A) is a subsemigroup of V (B) and K0(A) is a subgroup of K0(B).
(2) If in addition A⊗K ≺ B⊗K, then (V (A),+) ≺ (V (B),+) and (K0(A),K+0 (A), 1) ≺
(K0(B),K
+
0 (B), 1).
Proof. By Lemma 4.2.4 we have Mn(A) ≺ Mn(B) for all n. Since every
projection in A ⊗ K is Murray–von Neumann equivalent to a projection in some
Mn(A), by the definability of Murray–von Neumann equivalence (1) follows.
(2): It is an immediate consequence of Example 3.3.4 and the fact that addition
in the Murray–von Neumann semigroup is definable that A ⊗ K ≺ B ⊗ K implies
that (V (A),+) ≺ (V (B),+). Given a semigroup S, one can easily see that its
enveloping ordered group is in Seq; from this, we see that (K0(A),K
+
0 (A), 1) ≺
(K0(B),K
+
0 (B), 1) is also implied. 
In general we do not know whether A ≺ B implies K0(A) ≺ K0(B).
Proposition 3.11.2. If A is a purely infinite, simple, unital C∗-algebra then
K0(A) considered as an ordered group with order unit is in A
eq. In particular, if
A ≺ B then K0(A) is an elementary submodel of K0(B), considered as ordered
groups with order unit.
Proof. This is a consequence of a result of Cuntz, who proved that K0(A) is
isomorphic to the quotient of P(A) modulo the Murray–von Neumann equivalence
and that the addition is defined in the natural way: [p] = [q]+[q] if and only if there
are partial isometries v and w such that p = vv∗ + ww∗, v∗v = q and w∗w = q.
(see [35, p. 188]). By the proof of Theorem 3.11.1 this shows that K0(A) belongs
to Aeq.
50 3. DEFINABILITY AND Aeq
Since being purely infinite and simple is axiomatizable (§3.13.7), A ≺ B implies
that B is purely infinite, simple, and unital and the second claim is an immediate
consequence of the above. 
We don’t know whether the additional assumption that A⊗K ≺ B ⊗K in (2)
in Theorem 3.11.1 is in general necessary (cf. Question 3.10.5); note however the
following.
Proposition 3.11.3. For any C∗-algebra A, A⊗K does not belong to Aeq.
Proof. This is a consequence of the fact that tensoring with K does not com-
mute with the operation of taking an ultrapower. As a matter of fact, an ultrapower
of a C∗-algebra is never a nontrivial tensor product by [69] (an analogous result for
II1 factors was proved in [90] using different methods). 
Lemma 3.11.4. The property that a group (G,G+) is isomorphic to the K0
group of some AF algebra is axiomatizable among ordered groups.
Proof. An abelian ordered group is isomorphic to K0(A) for an AF algebra
if and only if it is a dimension group. By [44, Theorem 2.2] an ordered group is a
dimension group if and only if it is unperforated and satisfies the Riesz interpolation
property stating that if a ≤ c, a ≤ d, b ≤ c and b ≤ d then there is a single element e
such that a ≤ e, b ≤ e, e ≤ c and e ≤ d. Moreover, a moment of introspection shows
that if A is AF and a, b, c, d are all projections in M2n(A) then e can be chosen in
M2n(A) as well. Therefore having Riesz property is (infinitely) axiomatizable, with
one axiom stating that M2n(A) satisfies the Riesz property for every n. 
Related model-theoretic results on the relation between A and K0(A) for AF
algebras were independently obtained in [126].
3.12. K1(A) and A
eq
For the definition of K1(A) see [124]. By [90, Example 4.7] (see also Proposi-
tion 3.10.3) there is a C∗-algebra A such that K1(A) is trivial but its ultrapower
AU has a nontrivial K1. Therefore A ≺ B does not imply that K1(A) ≺ K1(B) in
general.
Proposition 3.12.1. Assume A is a unital C∗-algebra of finite stable rank.
(1) If U0(Mn(A)) is definable for all n then K1(A) belongs to A
eq.
(2) If A has real rank zero then K1(A) belongs to A
eq.
(3) If B is such that A ≺ B then K1(A) is a subgroup of K1(B).
(4) If B is such that A ≺ B and U0(Mn(B)) is definable for all n then
K1(A) ≺ K1(B).
Proof. (1) By [115, Theorems 2.3 and 10.12], for n ≥ sr(A) + 2,
K1(A) ∼= U(Mn(A))/U0(Mn(A)).
The definability U0(Mn(A)) implies that K1(A) is in A
eq.
(2) If A has real rank zero then by [91, Theorem 5] the set of unitaries of the
form exp(ia) for a self-adjoint with finite spectrum is dense in U0(A). Therefore
the set of unitaries of the form exp(ia) for a self-adjoint of norm ≤ π is dense in
U0(A), and U0(A) is definable. As this applies to Mn(A) as well, the conclusion
follows by (1).
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(3) Since having stable rank ≤ n is axiomatizable by §3.8, A ≺ B implies B
has finite stable rank. We shall prove that U0(Mn(A)) = U0(Mn(B)) ∩Mn(A) for
all n. For u ∈ U(Mn(B)) we have that u ∈ U0(Mn(B)) if and only if there exists k
and self-adjoint elements a1, . . . , ak of norm ≤ 1 such that ‖u−
∏k
j=1 exp(iajπ)‖ is
arbitrarily small. By the elementarity and Lemma 4.2.4 for u ∈ U(Mn(A)) for any
fixed k such self-adjoint elements exist in Mn(A) if and only if they exist inMn(B).
Therefore U0(Mn(A)) = U0(Mn(B))∩Mn(A) and by using [115, Theorems 2.3 and
10.12] as in (1) we conclude that K1(A) is a subgroup of K1(B).
(4) follows from (1) and (3). 
The definability of U0(A) depends on whether the exponential length of A is
bounded (see [109]).
Proposition 3.12.2. If A is a purely infinite, simple, unital C∗-algebra then
K1(A) is in A
eq. In particular, if A ≺ B then K1(A) is an elementary submodel of
K1(B).
Proof. In [35, p. 188] it was proved that for purely infinite and simple A
one has K1(A) ∼= U(A)/U0(A). Since Phillips ([109]) has proved that for a purely
infinite simple A we have
U0(A) = {exp(ia) : a = a∗ and ‖a‖ ≤ 2π},
U0(A) is in this case definable. As the addition is definable as well, we conclude
that K1(A) belongs to A
eq when A is purely infinite and simple. 
The following counterexample to the version of Question 1 in which the algebras
are not required to be nuclear was pointed out by N.C. Phillips.
Example 3.12.3. There are nonisomorphic, elementarily equivalent, simple,
separable, unital C∗-algebras with the same Elliott invariant. More precisely, there
are nonisomorphic, simple, separable, unital C∗-algebras with the same Elliott in-
variant and the same theory as the Calkin algebra Q := B(H)/K(H).
We have K1(Q) ∼= Z ([124, Example 9.4.3] and K0(Q) = 0 ([124, Corol-
lary 6.4.2]), and neither of these groups has a nontrivial elementary submodel. If
A is an elementary submodel of Q, then Proposition 3.11.2 and Proposition 3.12.2
imply that A has the same K-theory as the Calkin algebra. Since the Calkin al-
gebra is purely infinite, it is traceless, and all elementary submodels of Q have the
same Elliott invariant.
It remains to prove thatQ has nonisomorphic elementary submodels. The space
of all complete isometry classes of finite-dimensional operator systems is equipped
with a natural topology. By [81, Proposition 2.6(a)], this space is nonseparable
while for every separable C∗-algebra A, the space of operator systems completely
isometric to a subsystem of A is separable. Therefore we can find an uncountable
family of nonisomorphic and separable elementary submodels of Q, as required.
By adapting the proof of [110, Theorem 4.3.11], one can vary the K-theory of
the algebras in Example 3.12.3. More interestingly, in [110, Theorem 4.3.8] Phillips
constructed an infinite family of nonisomorphic, simple, separable, exact, unital C∗-
algebras with the same Elliott invariant. We do not know whether Phillips’s exam-
ples are elementarily equivalent, or whether exact counterexamples to Question 1
can be found.
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3.13. Co-elementarity
In classical first-order logic, an elementary property is finitely axiomatizable
(i.e., axiomatizable by a finite theory T ) if and only its negation is axiomatizable.
This is an easy consequence of the compactness theorem. In the logic of metric
structures this equivalence is not true. We will say that a class is co-elementary
(or co-axiomatizable) if its complement is elementary.
There is no implication in the logic of metric structures, but since min, max
acts as the disjunction, conjunction, respectively, we have the following.
Lemma 3.13.1. Assume the property P is both elementary and co-elementary,
and the property R is elementary. Then both the properties P ⇒ R and ¬P ⇒ R
are elementary. 
A useful characterization of properties that are both elementary and co-elementary
is given in the following.
Proposition 3.13.2. For a class C of models of a separable language L the
following are equivalent.
(1) Both C and its complement are elementary.
(2) There is a sentence ϕ such that C = {A | ϕA = 0} and C∁ = {A | ϕA = 1}.
(3) There are sentence ϕ and s < r in R such that
C = {A | ϕA ≤ s} and C∁ = {A | ϕA ≥ r}.
(4) The class C is elementary, and for any sentence ϕ such that C = {A |
ϕA = 0}, there exists r > 0 such that
C∁ = {A | ϕA ≥ r}.
In fact, in (2), ϕ is a sentence in the original sense of that term and not a uniform
limit of such.
Proof. It is clear that (3) implies (2) and (2) implies (1).
(4) ⇒ (3): Since C is axiomatizable, we can find a sequence (ψk)∞k=1 of for-
mulas which axiomatize C. Thus ψ := ∑∞k=1 2−kψk is a definable predicate which
axiomatizes C, so by (4), there exists some r > 0 such that ψA ≥ 2r for all A 6∈ C.
Choosing n such that 2−n+1 < r, we see that for all A 6∈ C,
n∑
k=1
ψAk ≥ r.
Thus (3) holds with
ϕ :=
n∑
k=1
ψk,
s := 0, and r as already defined.
(1)⇒ (4): We assume that both C and its complement are axiomatizable. As in
the proof that (4) implies (3) above let ϕ be a definable predicate which axiomatizes
C, and suppose for a contradiction that there does not exist r > 0 such that ϕA ≥ r
for all A 6∈ C.
Thus for each n, there exists An such that 0 < ϕ
An < 1/n. Thus An 6∈ C, so
that for any nonprincipal ultrafilter U ,
A :=
∏
U
An 6∈ C.
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However, by  Los´’ theorem ϕA = 0, which means that A ∈ C, a contradiction. 
3.13.1. Abelian algebras. In section §2.5, we saw that the property of being
abelian was elementary and co-elementary. Somewhat less trivially, we also saw that
being n-subhomogeneous was elementary and co-elementary.
3.13.2. Infinite algebras. By §3.6.3 and §3.6.4 being infinite is elementary
and co-elementary.
3.13.3. Algebras containing a unital copy of Mn(C). Fix n ≥ 2. In the
class of unital C∗-algebras, the class of algebras containing a unital copy of Mn(C)
is elementary and co-elementary.
Let αun be the n
2-ary formula in Example 3.2.7 (10) whose zero-set is the set
of all matrix units of unital copies of Mn(C). This formula is weakly stable, and
therefore there exists ε > 0 such that in every unital C∗-algebra A, αun(a¯)
A ≤ ε for
some a¯ implies the existence of b¯ such that αun(b¯)
A = 0. Therefore having a unital
copy of Mn(C) is axiomatized by ϕ := inf x¯ α
u
n(x¯), and we see that this formula
satisfies Proposition 3.13.2 (3) (with s := 0, r := ε).
The class of algebras containing a (not necessarily unital) copy of Mn(C) for
n ≥ 2 is also elementary and co-elementary. This is proved as above, using formula
αn in place of α
u
n (see Example 3.2.7 (9)).
The argument from §3.13.3 easily generalizes to show the following.
Lemma 3.13.3. Assume that property P is axiomatizable by inf x¯ ϕ(x¯) where
ϕ(x¯) is weakly stable. Then ¬P is also axiomatizable. 
3.13.4. Definability of sets of projections. It was noted in Example 3.2.7
that the set of all projections is definable. We now use Theorem 3.2.6 and the
notion of co-elementarity to show that some distinguished sets of projections are
also definable.
Lemma 3.13.4. Assume P is a property of C∗-algebras that is both elementary
and co-elementary. Then the set of projections q such that qAq has property P is
definable.
Proof. Choose a projection q in an ultrapower
∏
U Ai. By the definability of
the set of all projections (Example 3.2.7), we can choose a representing sequence
(qi) so that X := {i : qi is a projection} belongs to U . Since the property P
is elementary, if the set Y := {i ∈ X : qiAiqi satisfies P} belongs to U then
q(
∏
U Ai)q =
∏
U (qiAiqi) has property P . Similarly, since the negation of P is
elementary, if X \ Y belongs to U then q(∏U Ai)q satisfies the negation of P . This
shows that
{q ∈
∏
U
Ai | q satisfies P} =
∏
U
{qi ∈ Ai | qi satisfies P},
and therefore the conclusion follows by Theorem 3.2.6. 
A projection p in a C∗-algebra A is abelian if pAp is abelian, finite if pAp is
finite (see §3.6.4), and infinite if pAp is not finite.
Proposition 3.13.5. Each of the sets of abelian, finite and infinite projections
is definable. Therefore the class of C∗-algebras having an abelian, respectively finite,
or infinite projection, is elementary.
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Proof. This follows by Lemma 3.13.4 and the elementarity and co-elementarity
of being abelian (§2.5.1 and §2.5.2) and being finite (§3.6.4 and §3.6.3). 
3.13.5. Stable rank one. The class of algebras of stable rank one is elemen-
tary and co-elementary by Proposition 3.8.1.
3.13.6. Real rank zero. The class of algebras of real rank zero is elementary
and co-elementary by Proposition 3.9.1 (2).
3.13.7. Purely infinite simple C∗-algebras. A C∗-algebra is purely infinite
and simple if it has dimension greater than 1 and for every two nonzero positive
elements a and b there is a sequence xn, for n ∈ N, such that ‖xnax∗n − b‖ → 0 as
n→∞. (In other words, a Cuntz-dominates b—see §8.1.)
Being of dimension greater than 1 (i.e., not being isomorphic to C) is clearly
elementary and co-elementary. Consider the following sentence:
α := sup
x pos.
sup
y pos.
min(‖x‖ .− 1/2, inf
z
‖2zxz∗ − y‖)
Roughly, αA = 0 says that every positive element a of norm at least 1/2 is Cuntz-
above every positive contraction b with the witnesses of Cuntz-ordering taken to be
of norm ≤ √2. It is therefore clear that αA = 0 implies A is purely infinite and
simple.
On the other hand, assume A is purely infinite and simple. Suppose a ∈ A+
and b ∈ A+ are such that ‖a‖ ≥ 1/2 and ‖b‖ ≤ 1 as in α. If a is positive of norm
> 1/2 then b - (a− 1/2)+. By Lemma 8.1.2 we can find z such that ‖z‖ ≤
√
2 and
b = zaz∗, and therefore z/
√
2 witnesses that the given instance of α evaluates to 0.
Finally, suppose that αA < 1. Fix a ∈ A positive, a projection p and, by
working in pAp, we may assume without loss of generality that pap = a and A is
unital. Then, if ‖a‖ > 1/2 and we choose z witnessing that ‖2zaz∗ − 1‖ < 1, we
see that zaz∗ is positive and invertible so in fact, αA = 0. We conclude then that
by considering the sentence α
.− 1, one sees that being purely infinite and simple
is co-elementary.
3.14. Some non-elementary classes of C∗-algebras
By Theorem 2.4.1 every axiomatizable class of C∗-algebras is closed under
taking ultraproducts. This is not a sufficient condition for the axiomatizability.
The class of nonseparable C∗-algebras is not axiomatizable due to the downward
Lo¨wenheim–Skolem theorem (Theorem 2.6.2) and the class of non-nuclear C∗-
algebras is not axiomatizable because it not closed under ultraroots. However,
both of these classes are easily seen to be closed under ultraproducts.
Modulo §2.5.4, the following is a reformulation of an unpublished result of
Kirchberg.
Proposition 3.14.1. For a C∗-algebra A the following are equivalent.
(1) Every C∗-algebra elementarily equivalent to A is nuclear.
(2) Every C∗-algebra elementarily equivalent to A is exact.
(3) A is subhomogeneous.
Our proof of Proposition 3.14.1 relies on two lemmas.
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Lemma 3.14.2. There exists an injective ∗-homomorphism
Φ:
∏
n∈N
Mn(C)→
∏
n
Mn(C)/
⊕
n
Mn(C).
It can be chosen so that for every nonprincipal ultrafilter U on N the composition
πU ◦ Φ is injective, with
πU :
∏
n
Mn(C)/
⊕
n
Mn(C)→
∏
U
Mn(C)
denoting the quotient map.
Proof. For every n the algebra
∏
j<nMj(C) is clearly isomorphic to a (not
necessarily unital) subalgebra of Mk(C) for all k ≥ n(n+1)/2; let Ψn,k denote this
embedding. Let Jn := [n(n + 1)/2, (n + 1)(n + 2)/2). Define Ψ:
∏
nMn(C) →∏
nMn(C) by
Ψ(a¯)(k) := Ψn,k(a¯ ↾ n)
if k ∈ Jn. The composition of Ψ with the quotient map π :
∏
nMn(C)→
∏
nMn(C)/
⊕
nMn(C)
clearly satisfies the requirements. 
Lemma 3.14.3. If U is a nonprincipal ultrafilter on N then ∏U Mn(C) is not
exact.
Proof. The full group algebra C∗(Fn) is not exact by [27, Corollary 3.7.12]. It
is also isomorphic to a subalgebra of
∏
nMn(C) by [27, Theorem 7.4.1]. Lemma 3.14.2
now implies that
∏
UMn(C) has a subalgebra isomorphic to the nonexact algebra
C∗(Fn). Since exactness passes to subalgebras ([27, Proposition 10.2.3]), this com-
pletes the proof. 
Proof of Proposition 3.14.1. Clearly (1) implies (2). If (3) holds and n is
such that A is n-subhomogeneous then by §2.5.4 every B elementarily equivalent
to A is n-subhomogeneous and therefore nuclear, hence (1) follows.
Now assume (3) fails and A is not n-subhomogeneous for any n. Let U be a
nonprincipal ultrafilter on N; we’ll prove that AU (which is elementarily equivalent
to A) is not exact, by proving more generally that if An is not n-subhomogeneous
then
∏
U An is not exact. First, An has an irreducible representation on a Hilbert
space of dimension > n and (as in the proof of §2.5.5) for every n there exists a
(not necessarily unital, even if An is unital) subalgebra Bn of An and an ideal Jn of
Bn such that Bn/Jn ∼= Mn(C). Then
∏
U An has
∏
U Bn as a subalgebra, and the
latter has
∏
U Bn/
∏
U Jn ∼=
∏
UMn(C) as a quotient. This algebra is not exact by
Lemma 3.14.3. Since exactness passes to quotients (this is a deep result, see [27,
Corollary 9.4.3]),
∏
U Bn is not exact. Finally, since exactness passes to subalgebras
by [27, Proposition 10.2.3], this completes the proof. 
Remark 3.14.4. The anonymous referee suggests the following proof of Propo-
sition 3.14.1 which relies on conditional expectation: if An is not n-subhomogeneous
for each n ∈ N then there is a u.c.p. embedding of ∏UMn(C) into ∏U An with
conditional expectation (this is essentially Lemma 4.13 in [71]). It is clear then,
using the finite-dimensional approximation version of exactness, that exactness of∏
U An would confer exactness on
∏
U Mn(C).
The following immediate consequence of Proposition 3.14.1 amounts to a strength-
ening of a result implicit in [58].
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Corollary 3.14.5. Assume C is a class of C∗-algebras that contains an infinite-
dimensional and simple algebra and all algebras in C are exact. Then C is not
axiomatizable. 
Some classes of C∗-algebras are non-elementary but have some semblance of
elementarity.
Definition 3.14.6. We say that a property P is local if whenever a structure
A has property P and A ≡ B then B has property P.
Item (2) of the following theorem was first observed in [68].
Theorem 3.14.7. None of the following classes of C∗-algebras is axiomatizable:
(1) UHF, AF, AI, AT, nuclear, and exact C∗-algebras.
(2) Simple C∗-algebras
(3) Traceless C∗-algebras.
(4) C∗-algebras without a character.
The following classes of C∗-algebras are local, but not elementary.
(5) Finite-dimensional C∗-algebras.
(6) Unital C∗-algebras without a trace.
(7) Unital C∗-algebra without a character.
Proof. (1) and (2) are consequences of Corollary 3.14.5 (take e.g. the CAR
algebra).
(3) For any algebra A, recall that the Cuntz–Pedersen ideal A0 is the closure
of the span of the set of commutators in A. A has a trace if and only if A 6= A0
(§3.5). By [117, Example 4.11] for every n there exist an algebra Bn and an ∈ Bn
such that Bn has no trace, an has norm at most 1, and an has distance at least
1 from any linear combination of n commutators. The element in
∏
U Bn with
representing sequence (an) does not belong to (
∏
U Bn)0, and therefore
∏
U Bn has
a trace. This shows that the class of C∗-algebras without a trace is not closed under
ultraproducts and that the class of tracial C∗-algebras is not co-elementary.
(4) follows immediately from the fact that there is a sequence An, for n ∈ N,
of C∗-algebras without a character such that
∏
U An has a character [118, Corol-
lary 8.5].
(5) Since for any finite-dimensional C∗-algebra F the unit ball of F is compact,
its theory is categorical.
(6) By a result of Pop, [112], the property of a unital C∗-algebra A being
without a trace is local. 
CHAPTER 4
Types
In this section we introduce model-theoretic tools capable of handling most
important properties of C∗-algebras (such as nuclearity—see Corollary 3.14.5).
4.1. Types: the definition
For a fixed theory T , a complete type p in the free variables x¯ is a functional
from Wx¯, the Banach algebra of definable predicates in the variables x¯ (see §3.1.1),
to R such that for someM satisfying T and a¯ in M , for all ϕ ∈Wx¯, p(ϕ) = ϕM (a¯).
We say that such a tuple a¯ realizes p. A partial type is a partial function arising
by restricting a complete type to a subset of Wx¯; we may always assume that the
domain of a partial type is a subspace of Wx¯ by extending it to the linear span of
its domain.
Types are very special functionals on Wx¯. The space of complete types in the
variables x¯ relative to a given theory T will be denoted Sx¯T . If we endow the dual
space with the weak∗ topology then by considering ultraproducts, we see that the
space of types is closed under weak∗-limits and is in fact compact. The weak∗
topology when restricted to the space of types is also known as the logic topology.
By the definition of the logic topology, for any definable predicate ϕ the function
fϕ defined by fϕ(p) = p(ϕ) is continuous. Since the type space is compact and
distinct types are separated by formulas, the Stone-Weierstrass theorem guarantees
the following:
Proposition 4.1.1. Any continuous function f : Sx¯T → R is of the form fϕ
for some definable predicate ϕ.
Types also satisfy various permanence properties arising from the formation
of formulas. For instance, if ϕ1, . . . , ϕn are all definable predicates in the vari-
ables x¯ and f : Rn → R is a continuous function then for any complete type p,
p(f(ϕ1, . . . , ϕn)) = f(p(ϕ1), . . . , p(ϕn)). Moreover, any complete type is continuous
with respect to the norm on Wx¯. To summarize, we have the following.
Proposition 4.1.2. Complete types are continuous Banach algebra homomor-
phisms from Wx¯ to R. 
4.1.1. Types as sets of conditions. There are a number of different ways
to view partial types which will be used later. As with complete theories, complete
types are determined by their kernels and so we will often write ϕ ∈ p to mean
p(ϕ) = 0. By assuming that the domain of a partial type is a subspace, it can also
be identified with its kernel. The domain of a partial type is the linear span of its
kernel and the scalars.
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Using this point of view, a partial type q corresponds to a non-empty weak∗-
closed subspace of Sx¯T :
Xq := {p ∈ Sx¯T : q ⊆ p}.
In fact, any non-empty weak∗-closed subspace corresponds to a partial type. For
instance, suppose r ≤ s are in R and ϕ ∈ Wx¯. If we consider a basic closed set of
the form C := {p ∈ Sx¯T : r ≤ p(ϕ) ≤ s} then C = Xq where q is the partial type
determined by
q(r
.− ϕ) = q(ϕ .− s) = 0.
We sometimes specify a partial type by giving a list of closed conditions i.e., re-
strictions of the form r ≤ ϕ ≤ s, which are meant to determine a closed subspace
of Sx¯T . When giving a list of conditions, the main question which needs to be an-
swered is whether the list of conditions can be completed to a type at all; this is
often referred to as being consistent i.e., whether the basic closed sets determined
by these conditions have non-empty intersection.
Definition 4.1.3. A type p is omitted in a model A if no tuple in A realizes p.
For a complete type in a separable theory, there is an omitting types theorem
(see e.g., [12, Theorem 12.6]).
Theorem 4.1.4. For a complete type p in a separable complete theory T , the
following are equivalent:
(1) T has a model which omits p.
(2) The zero-set of p is not definable.
Unfortunately, there is no corresponding result for partial types (see [11]) and
the general situation is complicated. By [61, Theorem 1] there is no simple general
criterion for when a given type is omissible in a model of a given theory.
4.2. Beth definability
Here is another very useful tool in determining what is definable in a given
setting; it is called the Beth definability theorem.
Theorem 4.2.1. Suppose that T is a theory in a language L and L0 ⊆ L is
a sublanguage with the same sorts. Assume that whenever M ∈ Mod(T ) and σ is
an L0-automorphism of M ↾L0 then σ is an L-automorphism of M . Then every
L-formula is T -equivalent to a definable predicate in L0. Moreover, {M ↾L0 : M ∈
Mod(T )} is an L0-elementary class.
Proof. Suppose that ϕ(x¯) is a formula in L. We will prove that ϕ induces a
well-defined, continuous function on the space L0-types in the variables x¯ and use
Proposition 4.1.1 to conclude that ϕ is T -equivalent to a definable predicate in L0.
To this end we expand L by adding two tuples of constants c¯ and d¯ of the same
sort as x¯ in ϕ(x¯). For every ε > 0, consider the theory
Γε := T ∪ {|ϕ(c¯)− ϕ(d¯)| ≥ ε}∪
{|ψ(c¯)− ψ(d¯)| ≤ δ : δ ∈ R+, ψ is an L0-formula of the same sort as ϕ}.
Let us for a moment assume that the theory Γε is inconsistent for every ε > 0.
Then, by compactness, for every ε > 0 there are L0-formulas ψi for i ≤ k and
a δ > 0 such that if A is any model of T and a¯, b¯ ∈ A with |ψi(a¯) − ψi(b¯)| < δ
then |ϕ(a¯) − ϕ(b¯)| < ε. From this we conclude that ϕ induces a well-defined
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continuous function on the L0-type space and hence is T -equivalent to an L0-
definable predicate.
Toward a contradiction, suppose that Γε is consistent for some ε > 0 and M
satisfies Γε. In particular, we have a¯ and b¯ in M with the same L0-type. For
simplicity, assume that there is a saturated model N ∈Mod(T ) such that M ≺ N .
Then N↾L0 is saturated as an L0-structure and there is an automorphism σ of N↾L0
sending a¯ to b¯. By assumption this is an L-automorphism of N which contradicts
that a¯ and b¯ disagree on ϕ. If you don’t want to assume the existence of a saturated
model, N can be chosen to be a special model of T and the same proof goes through.
The moreover clause follows immediately from Theorem 2.4.1. 
We include the following corollary to match the formalism of Theorem 3.3.5.
Corollary 4.2.2. Suppose that T is a theory in a language L and T ⊆ T ′
where T ′ is a theory in a language L′ with no new sorts. Further suppose that the
forgetful functor F : Mod(T ′) → Mod(T ) is an equivalence of categories. Then
every predicate in L′ is T ′-equivalent to a definable predicate in L.
Here is a practical way to use the Beth definability theorem. First a bit of
notation: if A is metric structure and P is a bounded, uniformly continuous, real-
valued function on a product of sorts from A then by the structure (A,P ) we will
mean the structure in the language of A together with one new predicate in the
appropriate product of sorts, interpreted by P . We say that A has been expanded
by P .
Corollary 4.2.3. Suppose that C is an elementary class of structures in a
language L and, for every A ∈ C, the structure A is expanded by a predicate PA
which is uniformly continuous with uniform continuity modulus independent of our
choice of A. Let C′ := {(A,PA) : A ∈ C} be a class of structures for an expanded
language L′ with a predicate for P . If C′ is an elementary class for a theory T ′ in
the language L′ then P is T ′-equivalent to a definable predicate in L.
Proof. It suffices to see that if σ is an automorphism of A ∈ C then σ preserves
PA. But if PA differs from σ(PA) then (A, σ(PA)) is a model of T ′ which is not
in C′. 
We give two examples of how the Beth definability theorem can be applied.
First of all, we give a proof of Theorem 3.2.6. Suppose we have an elementary
class C, and A 7→ SA is a uniform assignment of closed sets as in Theorem 3.2.6.
For A ∈ C, define a relation RA on A by RA(a¯) = d(a¯, SA). These functions are
uniformly continuous and so let C′ := {(A,RA) : A ∈ C}. It is straightforward to
check that this is an elementary class using Theorem 2.4.1. In fact, by using the
assumptions of Theorem 3.2.6 one sees that C is closed under ultraproducts and
ultraroots. If A ∈ C and σ is an automorphism of A, then by the functoriality
of the uniform assignment, σ induces a permutation of SA. This implies that σ
preserves the predicate RA. We conclude from Theorem 4.2.1 that RA is equivalent
to a definable predicate in the language of C which shows that our assignment is a
definable set.
For a second example, we give a Beth definability argument of the following
result of Lupini which appears in [70, Appendix C].
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Lemma 4.2.4. The function Fn : A
n2
1 → [0,∞) given by (when a¯ ∈ An
2
is
identified with an element of Mn(A))
Fn(a¯) = ‖a¯‖
is defined by a sup-formula. Moreover, the unit ball of Mn(A) is a definable set.
Proof. Assume that C′ is the class of all pairs of structures (A,FAn ) where A
is a C∗-algebra. Now if (Ai, FAin ) ∈ C′ for all i ∈ I and U is an ultrafilter on I then
if A =
∏
U Ai and a¯ ∈ An
2
1 , as an operator, a¯ is just the ultralimit of a¯i as i → U
and so FAn (a¯) = limi→U F
Ai
n (a¯i) which shows that Fn is a definable predicate in
the language of C∗-algebras. To see that this predicate is universal just involves a
preservation theorem (Proposition 2.4.6 (1)). The unit ball is a definable set as it
is the zero-set of Fn
.− 1. 
We remark that as in the case of scalars, discussed after Theorem 3.3.5, by a
very similar argument, Mn(C) lives in A
eq for any C∗-algebra A as does its action
on Mn(A). We will use this in §5.9.
4.3. Saturated models
Remember that when we say a formula has parameters in a set B we mean that
we are working in the language LB with constants for the elements of B. We say
that a C∗-algebra A is countably saturated if every type p relative to the theory of A
whose formulas have parameters over a separable subalgebra A0 ⊆ A is realized in
A. Important instances of countable saturation are AU when U is a non-principal
ultrafilter on N and
∏
nAn/
⊕
nAn (the first result is folklore and the second was
proved in [63]). For more information about countable saturation and its use in
operator algebra, see [55], [63], or [56].
4.3.1. A unital C∗-algebraA has approximately inner half-flip if the ∗-homomorphisms
from A into A ⊗ A, where ⊗ denotes the minimal tensor product, defined by
a 7→ a ⊗ 1A and a 7→ 1A ⊗ a are approximately unitarily equivalent. In [87,
Lemma 3.9] it was proved that algebras with approximately inner half-flip are nu-
clear, simple and have at most one trace. The following result is taken from [122]
and also appears in [87]. We include the proof in order to highlight its model
theoretic nature.
Theorem 4.3.1. If A is a separable unital C∗-algebra and D has approximately
inner half-flip then:
(1) If D unitally embeds into A′ ∩ AU then A ∼= A ⊗ D, and the isomorphism is
approximately unitarily equivalent to the map idA ⊗ 1D;
(2) If D is strongly self-absorbing then the converse holds, so that D unitally embeds
into A′ ∩ AU if and only if A ∼= A⊗D.
Proof. As the forward direction of (2) follows from (1), it is sufficient to prove
(1) and the reverse implication in (2). We start with the latter.
If D is strongly self-absorbing and A ∼= A ⊗ D then by Lemma 2.7.1, the
embedding a 7→ a ⊗ 1D is an elementary embedding and so we can assume that
A ≺ A⊗D ≺ AU which means D embeds into A′ ∩ AU .
We now prove (1). To do so, we introduce some notation. Suppose that D
has approximately inner half-flip and let B := A ⊗ D1 where D1 ∼= D via an
isomorphism ψ1 : D → D1 and consider A embedded into B by a 7→ a⊗ 1D1 . This
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induces an embedding from AU into BU . Fix a copy of D embedded in A′ ∩ AU ,
call it D2, and an isomorphism ψ2 : D → D2. As subalgebras of BU , D1 and D2
commute and so C∗(D1, D2) ∼= D ⊗ D (since D is nuclear, this is necessarily the
minimal tensor product). Since D has approximately inner half-flip, the maps ψ1
and ψ2 are approximately unitarily equivalent. In B
U this means that there is a
unitary u ∈ A′ ∩BU such that for all d ∈ D, u∗ψ1(d)u = ψ2(d).
If u = 〈un : n ∈ N〉/U where the un’s are a representing sequence of unitaries,
then
lim
n→U
‖[un, a]‖ = 0 for all a ∈ A
and since u∗bu ∈ AU for all b ∈ B, we have
lim
n→U
d(u∗nbun, A) = 0 for all b ∈ B.
From these two facts, one deduces that if a1, . . . , am ∈ A and b1, . . . , bn ∈ B and
ε > 0 then there is a unitary v and cj ∈ A for all j ≤ n such that for all i ≤ m and
j ≤ n
‖v∗aiv − a‖ < ε and ‖v∗bjv − cj‖ < ε.
Now if we fix a dense subset 〈an : n ∈ N〉 of A and 〈bn : n ∈ N〉 of B, we can pick
unitaries 〈vn : n ∈ N〉 and ajm ∈ A for all j ≤ m and m ∈ N inductively such that
(1) ‖v∗naivn − ai‖ < 1/2n for all i ≤ n,
(2) ‖v∗najmvn − ajm‖ < 1/2n for all j ≤ m < n and
(3) ‖w∗nbiwn − ain‖ < 1/2n for all i ≤ n where wn := v1v2 . . . vn.
From this one concludes that for all ai, the sequence 〈wnaiw∗n : n ∈ N〉 is a Cauchy
sequence and, since the ai’s are dense in A, that the map ϕ(a) = limn→∞ wnaw∗n
is a well-defined ∗-homomorphism (ϕ is a uniform limit of inner automorphisms).
Moreover, the sequence 〈w∗nbiwn : n ∈ N〉 is also Cauchy for all i and by the choices
of the ajm’s converges to something in A. This means that bi is in the range of ϕ for
all i and so ϕ is surjective. We conclude that A ∼= B and that ϕ is approximately
unitarily equivalent to idA ⊗ 1D1 by construction. 
We now discuss several examples which relate axiomatizability and the relative
commutant. Suppose that D is a separable, unital C∗-algebra and A is any sepa-
rable C∗-algebra. D unitally embeds into AU ∩ A′ if and only if the following set
of conditions over A is a type realized in AU (recall the definition of Diag(A) in
§2.3.1)
Σ := {ϕ(d¯) ≤ 1/n : n ∈ N, d¯ in D,ϕ(d¯) ∈ Diag(D)}
∪{‖[a, d]‖ ≤ 1/n : n ∈ N, a ∈ A, d ∈ D}.
Since AU is countably saturated, this is equivalent to the assertion that Σ is a type
in the theory of A. This says that the property of D embedding into A′ ∩ AU is
∀∃-axiomatizable by sentences of the form:
sup
y¯
inf
x¯
(‖[y¯, x¯]‖+ ϕ(x¯))
where ϕ(x¯) range over the atomic diagram of D.
By Theorem 4.3.1, this has an immediate consequence for the axiomatizability
of D-stability when D is strongly self-absorbing (see §2.7 and Theorem 4.3.1).
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Corollary 4.3.2. Suppose D is strongly self-absorbing. Then D-stability is
∀∃-axiomatizable among separable C∗-algebras. In particular, Z-stability is an ele-
mentary property among separable C∗-algebras. 
4.3.2. A frequently asked question about massive C∗-algebras such as ul-
trapowers or relative commutants of its distinguished separable subalgebra is to
characterize the separable C∗-algebras that arise (up to isomorphism) as subal-
gebras. Particular instances of this problem are the Connes Embedding Problem
(see [104]) and Kirchberg Embedding problem (see [70]). In addition, classes of
C∗-algebras of central importance such as MF algebras (§4.4, cf. also their more
prominent relatives, quasidiagonal algebras, §5.5) are defined in terms of being a
subalgebra of a fixed massive C∗-algebra.
The set of universal sentences (i.e., universal formulas with no free variables;
see Definition 2.1.5) in the theory of D is called the universal theory of D and
denoted Th∀(D).
Lemma 4.3.3. If a C∗-algebra C is countably saturated then both
C1 = {A : A is separable and isomorphic to a subalgebra of C} and
C2 = {A : A is separable and isomorphic to a unital subalgebra of C}
are universally axiomatizable in the class of separable C∗-algebras.
Proof. We prove that A ∈ C1 if and only if A |= Th∀(C). From Propo-
sition 2.4.4, we see that A ∈ C1 implies A |= Th∀(C). For the other direction,
assume A |= Th∀(C), fix a dense sequence of the unit ball of A, an, for n ∈ N, and
let αk(x¯), for k ∈ N, be an enumeration of a ‖ · ‖-dense subset of all quantifier-free
formulas such that αk(a¯)
A = 0. Since A |= Th∀(C) we have that C |= supx¯ αk(x¯)
for all k. By countable saturation, we can find cn, for n ∈ N, such that αk(c¯)C = 0
for all k. This implies that the map an 7→ cn extends to a ∗-isomorphism of A into
a separable subalgebra of C.
The proof of the second claim is very similar, with one small difference. Using
the above notation, assure that a1 = 1A and proceed with the same construction.
Since the unit of a C∗-algebra is definable, we must have c1 = 1. 
Although the isomorphism type of an ultrapower and relative commutant may
depend on the choice of the ultrafilter ([57, Theorem 5.1]), this does not affect what
separable subalgebras embed into them. This follows by the last lemma and the
fact that by  Los´’ Theorem (Theorem 2.3.1) the theory of AU does not depend on
the choice of U .
Corollary 4.3.4. For any algebra B the class of separable algebras that em-
bed into an ultrapower BU of B does not depend on the choice of a nonprincipal
ultrafilter U . 
In contrast, which algebras embed into an ultraproduct can depend on the
ultrafilter, for example
∏
UMn(C) may or may not have a unital copy of M2(C),
depending on whether or not U concentrates on even natural numbers.
4.4. MF algebras
The class of MF (or ‘matricial field’) algebras was introduced in [18] and the
following lemma is well-known.
4.5. APPROXIMATELY DIVISIBLE ALGEBRAS 63
Lemma 4.4.1. The following are equivalent for every separable C∗-algebra A
(Q denotes the universal UHF algebra).
(1) A is isomorphic to a subalgebra of
∏
U Mn(C).
(2) A is isomorphic to a subalgebra of QU .
(3) A is isomorphic to a subalgebra of
∏
nMn(C)/
⊕
nMn(C).
(4) A is isomorphic to a subalgebra of ℓ∞(Q)/c0(Q).
Proof. The algebras
∏
nMn(C)/
⊕
nMn(C) and ℓ∞(Q)/c0(Q) are countably
saturated by [63, Theorem 1], and all ultraproducts associated by nonprincipal
ultrafilters on N are countably saturated (see §4.3). By Lemma 4.3.3 it suffices to
prove that all four algebras have the same universal theory.

A separable C∗-algebra isMF if it satisfies any of the four equivalent conditions
in Lemma 4.4.1. A prominent subclass of MF algebras, the quasidiagonal (or QD)
algebras, is introduced in §5.5.
Remark 4.4.2. All four massive algebras appearing in Lemma 4.4.1 are noniso-
morphic. This is least obvious for the two ultraproducts. We shall however see that∏
U Mn(C) is not even elementarily equivalent to Q, or to any nuclear C
∗-algebra
(Proposition 7.2.5).
4.5. Approximately divisible algebras
A unital C∗-algebra A is approximately divisible ([19]) if for every finite subset
F of A and every ε > 0 there is a unital finite-dimensional subalgebraM of A such
that (i) each element of its unit ball is ε-commuting with each element of F and (ii)
no direct summand of M is abelian. At the first sight this looks like an omitting
types property. However, it was proved in [19] that one can always chooseM to be
M2(C), M3(C) or M2(C)⊕M3(C). Therefore the argument from §4.3.1 also shows
that being approximately divisible is ∀∃-axiomatizable.

CHAPTER 5
Approximation properties
A map ϕ : A→ B is completely positive if
ϕ⊗ idn : A⊗Mn(C)→ B ⊗Mn(C)
is positive for all n. The acronym c.p.c. stands for completely positive and con-
tractive, where contractive means 1-Lipschitz.
5.1. Nuclearity
A C∗-algebra A is nuclear if for every tuple a¯ in the unit ball A1 and every
ε > 0 there are a finite-dimensional C∗-algebra F and c.p.c. maps ϕ : A → F and
ψ : F → A such that the diagram
A A
F
id
ϕ ψ
ε-commutes on a¯.
For every n, define a function nuc:
⊔
n≥1A
n → R by (recall that we write
‖a¯− b¯‖ for maxi ‖ai − bi‖ whenever both a¯ and b¯ are n-tuples)
nuc(a) := inf
F
inf
ϕ,ψ
‖(ψ ◦ ϕ)(a¯)− a¯‖
where F ranges over all finite-dimensional C∗-algebras, ϕ ranges over all c.p.c. maps
ϕ : F → A and ψ ranges over all c.p.c. maps ψ : A→ F . By [75, Theorem 1.4], A is
nuclear if and only if nuc is identically 0 on
⊔
n≥1A
n. The zero-set of this function is
the set of all tuples that can be well-approximated by c.p.c. maps factoring through
finite-dimensional C∗-algebras. It essentially measures the distance of a tuple to
this zero-set. As we shall see later, once F is fixed, the expression
inf
ϕ,ψ
‖(ψ ◦ ϕ)(a¯)− a¯‖
can be expressed by a formula. An analogous remark applies to nucdimm and drm
defined in §5.3 and §5.4 below.
5.2. Completely positive contractive order zero maps
Maps of order zero were defined in [142] and [149] as the completely positive
maps that preserve orthogonality, in the sense that a c.p.c. map ϕ has order zero if
ab = 0 implies ϕ(a)ϕ(b) = 0 for all positive a and b. A linear map Φ: Mk(C)→ B
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is c.p.c. order zero if and only if the images of the matrix units, bij for i, j,m, n ≤ k,
satisfy the relations
bij = b
∗
ji, bijbmn = δjmbiibin, 0 ≤ bii ≤ 1.
This is an immediate consequence of the structure theorem for c.p.c. order zero maps
given in [148, Theorem 3.3]. These relations, and more generally the relations for
a c.p.c. order zero map from any fixed finite dimensional C∗-algebra, are weakly
stable by [95, Theorem 4.9].
Lemma 5.2.1. For every finite-dimensional C∗-algebra F of the form
⊕
l≤nMk(l)(C),
there is a weakly stable formula αF (x¯) with free variables x
l
ij for i, j ≤ k(l) and
l ≤ n such that a linear map Φ: F → B is c.p.c. order zero if and only if, with
xlij = Φ(e
l
ij) for i, j ≤ k(l) and l ≤ n, we have αF (x¯)B = 0.
Proof. In the case when F is Mk(C) for some k by the above we can take
αF (x¯) to be∑
i,j≤k
‖xij − x∗ji‖+
∑
i,j,m,n≤k
‖xijxmn − δjmxiixin‖+ (‖
∑
i
xii‖ .− 1)
The last term is added in order to guarantee that Φ is contractive.
For the general case, fix F =
⊕
l≤nMk(l)(C). Then let
αF (x¯) :=
∑
l≤n
αMk(l)(x¯l) +
∑
l<l′,
i≤k(l),
j≤k(l′)
‖xliixl
′
jj‖
where x¯l is (x
l
ij)i,j≤k(l); l≤n. Weak stability follows from [95, Theorem 4.9]. 
5.3. Nuclear dimension
For m ∈ N, a C∗-algebra has nuclear dimension at most m if for every tuple
a¯ in A1 and every ε > 0 there are finite-dimensional C
∗-algebras Fi for 0 ≤ i ≤ m
and c.p.c. maps ϕi : A → Fi and ψi : Fi → A such that in addition ψi has order
zero and the diagram
A A
⊕
i≤m Fi
id
ϕ =
∑
i≤m ϕi ψ =
∑
i≤m ψi
ε-commutes on a¯.
Fix m. We define a function nucdimm :
⊔
n≥1A
n → R+ by
nucdimm(a¯) = inf
F
inf
ϕ,ψ
‖(ψ ◦ ϕ)(a¯)− a¯‖
where F ranges over all finite-dimensional C∗-algebras, ϕ ranges over all c.p.c. maps
ϕ : A → F and ψ ranges over all maps ψ : F → A such that F is a direct sum of
at most (m + 1) C∗-algebras Fi and the restriction of ψ to each Fi is c.p.c. of
order zero. Note that ψ itself is not required to be contractive (cf. the definition
of decomposition rank below). A C∗-algebra A has nuclear dimension ≤ m if and
only if nucdimm is identically zero on
⊔
n≥1A
n.
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5.4. Decomposition rank
A C∗-algebra A has decomposition rank at most m if its nuclear dimension is
at most m and the map ψ =
∑
i≤m ψi as in §5.3 can be chosen to be c.p.c.
Fix m. We can define a function drm :
⊔
n≥1A
n → R+ by
drm(a¯) := inf
F
inf
ϕ,ψ
‖(ψ ◦ ϕ)(a¯)− a¯‖
where F ranges over all finite-dimensional C∗-algebras, ϕ ranges over all c.p.c. maps
ϕ : A→ F and ψ ranges over all c.p.c. maps ψ : F → A such that F is a direct sum
of at most m+1 C∗-algebras Fi and the restriction of ψ to each Fi is of order zero.
Then A has decomposition rank ≤ m if and only if drm is identically zero on⊔
n≥1A
n.
5.5. Quasidiagonal algebras
A C∗-algebra A is quasidiagonal (frequently abbreviated as QD) if for every
finite F ⊂ A and every ε > 0 there are n = n(F, ε) and a c.p.c. map ϕ = ϕF,ε : A→
Mn(C) such that
(1) ‖ϕ(a)‖ ≥ ‖a‖ − ε for all a ∈ F , and
(2) ‖ϕ(ab)− ϕ(a)ϕ(b)‖ < ε for all a and b in F .
Such an A is clearly isomorphic to a subalgebra of a suitable ultraproduct of matrix
algebras. In the case when A is separable it is also isomorphic to a subalgebra
of
∏
nMn(C)/
⊕
nMn(C) and is therefore MF (§4.4). By the Choi–Effros lifting
theorem ([29, Chapter 7] or [6]), quasidiagonality and being MF agree for separable
nuclear C∗-algebras. See [24] and [27, Chapter 7] for more information on QD
algebras.
5.6. Approximation properties and definability
Let F be the finite-dimensional algebra
⊕n
k=1Mmk(C). As in Example 3.2.7
(11), let J be the set of all triples (i, j, k) where 0 ≤ i, j ≤ mk and 1 ≤ k ≤ n. J
indexes the matrix units eki,j of F . With this notation, we have
Lemma 5.6.1. Fix a finite-dimensional C∗-algebra F and index matrix units of
its direct summands as e¯ = (ekij)(i,j,k)∈J as above. For every C
∗-algebra A the set
{a¯ = (akij)J : a¯ = ψ(e¯) for a c.p.c. map ψ : F → A}
is definable.
Proof. If F is Mk(C) for some k, then by [27, Prop. 1.5.12] a map ψ : F → A
is completely positive if and only if [ψ(ekij)] is positive in Mk(A). ψ is contractive
if and only if ψ(1) ≤ 1 in Mk(A). As Mk(A) lies in Aeq by Lemma 4.2.4 and being
positive is definable, we are finished in this case.
Now suppose that F =
⊕n
k=1Mmk(C) and ψ : F → A is a function. From
the argument above, ψ is completely positive if and only if the restriction of ψ to
each Mmk(C) is completely positive for each k, and these properties are definable
separately. In addition, ψ is contractive if and only if ψ(1) ≤ 1 which is a definable
property in F (A). 
For the following two lemmas, we assume that F =
⊕
k≤n Fk is finite dimen-
sional, J(k) indexes the matrix units of Fk, and e¯ stands for the matrix units of
F .
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Lemma 5.6.2. For every C∗-algebra A, the set
{(akj )k≤n,j∈J(k) : a¯ = ψ(e¯) for ψ : F → A
with ψ ↾ Fk c.p.c. order zero for all k}
is definable.
Proof. By Lemma 5.2.1 the above set is the zero-set of a formula of the form∑
k≤n αk(x¯
k). Being a sum of n + 1 weakly stable formulas with disjoint sets of
variables, this formula is easily seen to be weakly stable as well. 
Lemma 5.6.3. For every C∗-algebra A, the set
Y := {(akj )k≤n,j∈J(k) : a¯ = ψ(e¯) for a c.p.c. ψ : F → A
with ψ ↾ Fk c.p.c. order zero for all k}
is definable.
Proof. Let us do this semantically leveraging off the previous lemma. It
suffices to assume we have C∗-algebras Ai for i ∈ I, an ultrafilter U on I and
A =
∏
U Ai. Further assume that ψ : F → A is a c.p.c. map such that ψ =
∑
k ψk
where ψk ↾ Fk is c.p.c. order zero. From Lemma 5.6.2 we can find c.p.c. order zero
maps ψik : Fk → Ai such that limi→U ψik = ψk, ψi =
∑
k ψ
i
k is completely positive
and limi→U ψi = ψ. We just need to tweak the ψi’s so they are contractive. We
know that ‖ψ‖ ≤ 1 so we have limi→U ‖ψi‖ ≤ 1. Let
Xn := {i ∈ I : ‖ψi‖ ≤ 1 + 1/n}.
If i ∈ Xn for all n ∈ N, then ψi is contractive and there is nothing to do. If there
is a maximum n such that i ∈ Xn, let ni := max{n : i ∈ Xn} and replace ψi and
all of its components by scaling them by ni/(ni + 1). U-often now we have that
ψi is contractive and all of the ultralimits still tend to the correct functions. We
conclude that Y is definable. 
5.7. Approximation properties and uniform families of formulas
In this section we state and prove one of our main results.
5.7.1. Uniform families of formulas. Suppose that T is a theory and F is
a countable set of R+-formulas in the free variables x¯; that is, formulas that take
values in [0,∞). Moreover, assume there is a uniform continuity modulus u such
that for all ϕ ∈ F
T |= |ϕ(x¯)− ϕ(y¯)| ≤ u(d(x¯, y¯)).
We will call such an F a uniform family of formulas with respect to T and the
function defined by
(5.1) pF (x¯) := inf
ϕ∈F
ϕ(x¯)
is uniformly continuous with uniform continuity modulus u for all models of T .
When T is clear from the context we shall drop reference to it and say that F is a
uniform family of formulas.
Definition 5.7.1. A class C of metric structures is definable by uniform families
of formulas if there are a theory T and uniform families of formulas Fn for n ∈ N
such that A ∈ C if and only if A |= T and pAFn ≡ 0 for all n ∈ N.
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The functions pAFn above are particular instances of Lω1,ω-formulas in the sense
of continuous logic. See [14]. We will say more about the consequences of this in
§5.15 and §5.17.
Let’s say a word about where we are headed. If F is a uniform family of
formulas then for an algebra A to satisfy pAF ≡ 0 it must be the case that pAF ≥ 1/n
is not satisfied in A for all n. Unrolling this, we see that either the set of formulas
Σn := {ϕ(x¯) ≥ 1/n : ϕ ∈ F} is inconsistent with T or this set represents a
partial type which is omitted in A. This more specialized notion was somewhat
inaccurately named ‘uniformly definable by types’ in an early version of the present
manuscript. We will see in §6 that if F is a uniform family of formulas for a theory
T and Σn is a partial type then there is a relatively simple criterion for determining
if Σn can be omitted for each n.
Note that we can combine properties (even countably many) which are definable
by uniform families of formulas: if Cn is a class which is definable by uniform
families of formulas for each n ∈ N then ⋂Cn is also definable by uniform families
of formulas.
We record a lemma on which this criterion hinges.
Lemma 5.7.2. If F is a uniform with respect to T family of formulas and A is
a model of T , then the zero-set of pAF is a closed subset of A.
Proof. The assumptions imply that the interpretation of pAF in A is continu-
ous. 
Theorem 5.7.3. The following classes of C∗-algebras are definable by uniform
families of formulas
(1) UHF algebras, but only among separable C∗-algebras.
(2) AF algebras, but only among separable C∗-algebras.
(3) Nuclear C∗-algebras.
(4) For every n, C∗-algebras of nuclear dimension ≤ n (see §5.3).
(5) For every n, C∗-algebras of decomposition rank ≤ n (see §5.4).
(6) Simple C∗-algebras.
(7) Popa algebras (see §5.11).
(8) Simple tracially AF algebras (see §5.12).
(9) Quasidiagonal algebras (see §5.5).
Moreover, in (1)–(7) each uniform family of formulas is composed of existential
formulas.
Proof. Proofs of (1) and (2) are contained in [28]. Proofs of (3)–5 are given
in §5.8. Proofs of (6), (7), and (8) are in Proposition 5.10.3, §5.11, and §5.12
respectively. (9) is proved in §5.13. 
The reason why in (1) and (2) of Theorem 5.7.3 separability is needed is an
historical accident. The proof shows that the ‘locally finite’ and ‘locally matricial’
(or matroid) algebras (i.e., ones in which every finite set can be approximately
well approximated by a finite-dimensional subalgebra or a full matrix subalgebra)
of arbitrary density character are axiomatizable. In [60], some nonseparable C∗-
algebras were constructed which are not UHF or even AF although every finite
subset can be arbitrarily well approximated by elements of a matrix subalgebra.
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5.8. Nuclearity, nuclear dimension and decomposition rank: First proof
The main goal of this section is to prove Theorem 5.7.3(3)–(5) but first we need
some preliminaries on operator systems and c.p.c. maps.
Definition 5.8.1. If A is a unital C∗-algebra and S ⊆ A, then S is an operator
system if it is a vector subspace of A which contains the unit and is closed under
adjoints.
We are going to be concerned with c.p.c. maps from finite dimensional operator
systems S to Mn(C). The following correspondence between linear maps from S to
Mn(C) and linear functions on Mn(S) reduces such questions to questions about
linear functionals. Suppose that S is an operator system inside some C∗-algebra B
and ϕ is a linear map from S to Mn(C). Define a linear functional sϕ on Mn(S) as
follows:
sϕ(a) :=
1
n
∑
1≤i,j≤n
〈ϕ(aij)ej , ei〉
where the matrix a has entries aij , the ei’s are the standard basis for C
n and
the inner product is the usual one on Cn. In the other direction, given a linear
functional on Mn(S), we define a linear map ϕs from S to Mn(C) as follows: if
a ∈ S then the (i, j) entry of ϕs(a) is determined by
〈ϕs(a)ej , ei〉 = ns(a⊗ eij)
where eij is (i, j) matrix unit. The following proposition summarizes the relation-
ship between these two maps (see [27, Proposition 1.5.12] or [106, Theorem 4.10]).
Proposition 5.8.2. Suppose S is an operator system in a C∗-algebra B, s is
a linear functional on Mn(S) and ϕ is a linear map from S to Mn(C). Then we
have the following.
(1) s = sϕs
(2) ϕ = ϕsϕ
(3) ϕ is a c.p. map if and only if sϕ is positive.
We also record the following proposition.
Proposition 5.8.3. (1) Suppose that we have a sequence of operator sys-
tems Si and linear functionals ψi : Si → C, such that for every s¯ ∈
∏
U Si,
ϕ(s¯) := lim
i→U
ψi(si)
is defined, and defines a positive functional on
∏
U Si. Then there exists a
sequence of positive functionals ϕi on Si such that ϕ(s¯) = limi→U ϕi(si).
(2) Suppose that A =
∏
U Ai for an ultrafilter U on an index set I, S is a finite-
dimensional operator system in A and ϕ is a positive linear functional
on S. Then there are finite-dimensional operator systems Si in Ai and
positive linear functionals ϕi on Si such that
S =
∏
U
Si and ϕ = lim
i→U
ϕi.
Proof. For (1), since ϕ is positive, it is bounded. Let us first verify that
limi→U ‖ψi‖ = ‖ϕ‖.
If not, then there exists γ > ‖ϕ‖ and some set J ∈ U such that ‖ψj‖ > γ
for all j ∈ J . Thus there exists a contraction xj ∈ Sj such that |ψi(xj)| ≥ γ for
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j ∈ J . But then (xi) (let xi = 0 for i 6∈ J) defines a contraction in
∏
U Si and
|ϕ((xi))| ≥ γ, which is a contradiction.
We may now assume without loss of generality that ‖ψi‖ ≤ ‖ϕ‖ for each i. Thus
it has a Jordan decomposition, ψi = (ψi)+−(ψi)−, with ‖ψi‖ = ‖(ψi)+‖+‖(ψi)−‖.
With α+, α− the functionals on
∏
U Si induced by ((ψi)+)i and ((ψi)−)i, we see (by
the same argument as above) that ‖ϕ‖ = ‖α+‖ + ‖α−‖. By uniqueness of Jordan
decomposition, it follows that α+ = ϕ+ = ϕ (since ϕ is positive). Therefore the
sequence ϕi := (ψi)+ is as required.
For (2), since S is finite dimensional, it has a finite basis x1, . . . , xn consisting
of self-adjoint elements. Lifting each xp to a sequence (xp,i)
∞
i=1, this enables us to
define Si := span{x1,i, . . . , xn,i}, and it easily follows that S =
∏
U Si.
To obtain ϕi, by (1) it suffices to lift ϕ to any sequence of linear maps ψi :
Si → C. Note that for U-almost all i, x1,i, . . . , xn,i is linearly independent; for such
i, we simply define ψi by
ψi(xp,i) := ϕ(xp).
(For the other i, we can define ψi := 0.) 
We now define three predicates in order to state Theorem 5.8.4. We first define
the predicate Rn. Fix k, n ∈ N and a C∗-algebra A. For a¯ ∈ Ak1 , we define
RAn (a¯) := inf
ϕ,ψ
‖a¯− (ψ ◦ ϕ)(a¯))‖
where ϕ ranges over c.p.c. maps from A to Mn(C) and ψ ranges over c.p.c. maps
from Mn(C) to A.
For the other two predicates UF¯ and VF¯ , fix k, n ∈ N, a finite-dimensional
algebra F = ⊕ki=1Fi where F¯ is the sequence of Fi’s, and a C∗-algebra A. For
a¯ ∈ Ak1 , we define
UAF¯ (a¯) := infϕ,ψ
‖a¯− (ψ ◦ ϕ)(a¯))‖
where ϕ =
∑k
i=1 ϕi and ϕi ranges over c.p.c. maps from A to Fi. Moreover,
ψ =
∑k
i=1 ψi and ψi ranges over order zero c.p.c. maps from Fi to A.
V A
F¯
is defined as UA
F¯
with the additional requirement that ψ is also a c.p.c.
map.
Notice that all of RAn , U
A
F¯
and V A
F¯
are 2-Lipschitz and have bounded range.
Hence (A,RAn ), (A,U
A
F¯
) and (A, V A
F¯
) are metric structures in a language which adds
a new k-ary predicate symbol to the language of C∗-algebras.
Theorem 5.8.4. The following expansions of the class of C∗-algebras are ele-
mentary:
(1) Cn,k of all structures (A,RAn ),
(2) CF¯ ,k of all structures (A,UAF¯ ) for a fixed F¯ , and
(3) C ′¯
F,k
of all structures (A, V A
F¯
) for a fixed F¯ .
As a consequence, each predicate Rn, UF¯ and VF¯ are defined by an existential
definable predicate in the language of C∗-algebras.
Proof. The listed consequences are immediate from the elementarity of the
given classes and Beth definability. In fact, by the Arveson extension theorem ([6]),
all of these predicates are existentially defined.
We tackle the first part of the proof semantically by showing that each class
listed is closed under ultraproducts and ultraroots. We first concentrate on Cn,k. It
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suffices to show that if we have C∗-algebras Ai for i ∈ I, an ultrafilter U on I and
if A =
∏
U Ai then
RAn = lim
i→U
RAin .
We first show that RAn is less than or equal to lim
i→U
RAin . Towards this end, suppose
that lim
i→U
RAin < d. Fix a¯ ∈ Ak1 . This inequality is witnessed on some J ∈ U by
c.p.c. maps ϕj : Aj → Mn(C) and c.p.c. maps ψj : Mn(C) → Aj for j ∈ J such
that
‖a¯j − (ψj ◦ ϕj)(a¯j))‖ < d
for all j ∈ J . This implies that ‖a¯ − (ψ ◦ ϕ)(a¯))‖ < d where ϕ = ∏U ϕi and
ψ =
∏
U ψi (define ψi and ϕi to be identically zero for i 6∈ J). We conclude that
RAn < lim
i→U
RAin .
We now prove the other direction of the inequality. Fix a¯ ∈ Ak1 and suppose
that RAn (a¯) < d. This means that we can find c.p.c. maps ϕ : A → Mn(C) and
ψ :Mn(C)→ A such that
‖a¯− (ψ ◦ ϕ)(a¯))‖ < d.
We concentrate first on ψ. By Lemma 5.6.1, the n2-tuples that are images of the
matrix units of c.p.c. maps from Mn(C) to A form a definable set. It follows then
that there are c.p.c. maps ψi from Mn(C) to Ai for all i ∈ I so that ψ =
∏
U ψi.
We now need to deal with ϕ. We can assume that a¯ is the basis of a finite
dimensional operator system S. We would like to show that ϕ ↾S=
∏
U ϕi ↾Si
for operator systems Si in Ai with a¯i a basis for Si, a¯ = (a¯i) and c.p.c. maps
ϕi : Ai →Mn(C) for i ∈ I. Using Proposition 5.8.2, we can reduce the question to
whether sϕ, a positive linear functional on Mn(S), is an ultraproduct of positive
linear functionals si on Mn(Si) for operator systems Si in Ai. But this is the
situation handled by Proposition 5.8.3. So we conclude that
lim
i→U
‖a¯i − (ψi ◦ ϕi)(a¯i))‖ < d
which finishes the proof of the first part of the Theorem.
We now turn our attention to CF¯ ,k for a fixed F¯ , the class of structures of the
form (A,UA
F¯
) for C∗-algebras A. The proof is very similar to the case of Cn,k so we
will be brief. The definition of UF¯ involves quantification over maps ϕ and ψ. When
considering ψ, the proof given above goes through exactly as written substituting
Lemma 5.6.2 for Lemma 5.6.1.
Now when considering the ϕ mentioned in the definition of UA
F¯,k
, let’s fix F =
⊕iFi and c.p.c. maps ϕi : A→ F such that ϕ =
∑
i ϕi. It is then clear that we need
only demonstrate what to do with a single c.p.c. map ϕi into a finite-dimensional
C∗-algebra Fi. If we now write Fi = ⊕jMnji (C) then ϕi can be expressed as
∑
j ϕ
j
i
where each ϕji is a c.p.c. map from A to Mnji
(C). This returns us to the case we
handled when we considered Cn,k.
For the class C ′¯
F,k
, we substitute Lemma 5.6.3 for Lemma 5.6.2 for the treatment
of ψ. The case of ϕ is unchanged and this finishes the proof. 
We now give the proof of Theorem 5.7.3(3)–(5).
Proof. To do this we introduce certain uniform families of formulas. In the
case of nuclearity (3), for each k we can consider the set of formulas Fk := {Rn(x¯) :
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n ∈ N} where x¯ is an k-tuple of variables. Requiring that infθ∈Fk θ(a¯) ≡ 0 for all
a¯ in Ak1 and all k is the same as saying that the function nuc introduced in §5.1 is
identically 0 in A which in turn means that A is nuclear.
For nuclear dimension (4) and decomposition rank (5), we need to modify the
set of formulas. Let Fkm is the set of all formulas UF¯ (x¯) from Theorem 5.8.4 where
x¯ is an k-tuple and F¯ is an (m+1)-tuple of finite-dimensional algebras. An algebra
A has nuclear dimension at most m if for all k,
inf
θ∈Fkm
θA(x¯) ≡ 0.
The case of decomposition rank is handled similarly by using VF¯ from Theorem
5.8.4 in place of UF¯ . 
The advantage of using the semantic approach in proofs like the proof of Theo-
rem 5.8.4 is that such proofs are usually shorter and they highlight the underlying
facts from operator algebra. The disadvantage is that they do not usually pro-
vide explicit formulas for various notions although we can often use preservation
theorems to derive qualitative information. In fact, the last part of the proof of
Theorem 5.8.4 above we actually prove slightly more which we record here. Fix F ,
a finite dimensional C∗-algebra.
Proposition 5.8.5. Let CF be the class of all triples (A,B,R) where A is a
C∗-algebra, B ∼= F and R(a¯, b¯) is the (2k)-ary relation on Ak1 ×Bk1 defined by
inf
ϕ
‖ϕ(a¯)− b¯‖
where ϕ is a c.p.c. map from A to B. Then CF is an elementary class and the
zero-set of R is a definable set.
It is the definability of this predicate R which allowed us to define the necessary
predicates in Theorem 5.8.4. In the next section we will give a second proof of
Theorem 5.7.3(3) via excision of states by showing that the predicate R from the
Proposition can be explicitly given by formulas.
5.9. Nuclearity, nuclear dimension and decomposition rank: Second
proof
We shall show that the predicates nuc, nucdimm and drm from
⊔
n≥1A
n to R
(see §5.1, §5.3 and §5.4, respectively) are definable for every m ≥ 1 by providing
explicit formulas.
By P (A) we denote the set of all pure states on A. We record some well known
facts about pure states.
Lemma 5.9.1. For every positive element f ∈ A there exists a pure state s of
A such that s(f) = ‖f‖.
Proof. Since {s : s(f) = ‖f‖} is a non-empty face of the state space of A,
any of its extreme points is a pure state as required. 
Lemma 5.9.2. If s is a state and s(f) = ‖f‖ = 1 for a positive f then s(faf) =
s(fa) = s(af) = s(a) for all a ∈ A.
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Proof. This is a consequence of the Cauchy–Schwarz inequality. Since (1 −
f)2 ≤ 1− f , we have s((1 − f)2) = 0. Also,
s((1− f)a) ≤ s((1− f)2)s(a∗a) = 0
and therefore s(a) = s(fa). The equality s(a) = s(af) is proved by taking the
adjoint. 
The following was proved in [1, Proposition 2.2].
Lemma 5.9.3 (Excision of pure states). If A is a C∗-algebra and s is a state
in the closure of P (A) then for every finite set G ⊂ A and every ε > 0 there exists
a positive element a ∈ A such that ‖a‖ = s(a) = 1 and ‖s(x)a2 − axa‖ < ε for all
x ∈ G. 
Let ℓ,m ∈ N and let A be a C∗-algebra. Define Γm(A,Mℓ(C)) to be the set of
all c.p.c. maps A→Mℓ(C) of the form
x 7→ 1
m
m∑
i=1
(si(x ⊗ ej,k))j,k,
where s1, . . . , sm ∈ P (Mℓ(A)). More generally, if F is a finite dimensional algebra,
define Γm(A,F ) to be the set of all c.p.c. maps ψ : A → F such that πF ′ ◦ ψ ∈
Γm(A,F
′) for every simple direct summand F ′ of F , where πF ′ : F → F ′ denotes
the projection of F onto F ′. Define αF,m : An × Fn → R by
αF,m(a¯, b¯) := inf
ψ∈Γm(A,F )
max
i≤n
‖bi − ψ(ai)‖.
We will write αℓ,m for αMℓ(C),m. It should be noted that in many interesting cases
we can assume m = 1. This is because, if A is simple, then by Glimm’s lemma,
pure states are weak∗-dense in the state space of A (see [27, Lemma 1.4.11]).
Lemma 5.9.4. Suppose A is a C∗-algebra. Let a¯ ∈ An. Then for every ℓ and
b¯ ∈Mnℓ (C) we have that αℓ,1(a¯, b¯) is equal to
θ(a¯, b¯) := inf
f∈Mℓ(A)+
‖f‖=1
max
i≤n
‖f2 ⊗ bi − (f ⊗ 1ℓ)(
∑
j,k
ai ⊗ ej,k ⊗ ej,k)(f ⊗ 1ℓ)‖,
where the norm is taken inMℓ2(A). Moreover, αℓ,1 is a definable set as is αℓ,m(a¯, y¯).
We remark that the formula αMℓ,1 is a formula where the parameters come
from the structure (A,Mℓ(C)) which we have mentioned before is part of A
eq.
Proof. We prove the two-way inequality.
Let f ∈Mℓ(A)+ be such that ‖f‖ = 1, and suppose that∥∥∥∥f2 ⊗ bi − (f ⊗ 1ℓ)(∑
j,k
a⊗ ej,k ⊗ ej,k)(f ⊗ 1ℓ)
∥∥∥∥ < δ.
By Lemma 5.9.1 there exists pure state s ofMℓ(A) such that s(f) = 1. Lemma 5.9.2
implies that s(fbf) = s(bf) = s(b) for all b ∈ A ⊗Mℓ and in particular we have
s(f2) = 1. Define ψ in Γ1(A,Mℓ(C)) by (cf. Proposition 5.8.2)
ψ(x) := (s(x ⊗ ej,k))j,k.
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Then
‖bi − ψ(ai)‖ = ‖bi −
∑
j,k
s(ai ⊗ ej,k)⊗ ej,k‖
= ‖s(f2)⊗ bi −
∑
j,k
s(f(ai ⊗ ej,k)f)⊗ ej,k‖
≤ ‖f2 ⊗ bi −
∑
j,k
(f(ai ⊗ ej,k)f)⊗ ej,k‖
< δ,
where on the third line we use the fact that states are completely contractive. We
note that this calculation demonstrates that if θ(a¯, b¯) < δ then αℓ,1(a¯, ψ(a¯)) = 0
and ‖ψ(a¯) − b¯‖ < δ. This proves that αℓ,m and αℓ,m(a¯, y¯) are definable sets once
we prove the other direction of the inequality.
Now we prove the converse inequality. Let ψ ∈ Γ1(A,Mℓ(C)) be such that
‖bi − ψ(ai)‖ < δ for all i, and let ε > 0. Let s ∈ P (Mℓ(A)) such that ψ(x) =
(s(x⊗ ej,k))j,k. By excision (Lemma 5.9.3), we may find f ∈Mℓ(A)+ such that
s(ai ⊗ ej,k)f2 ≈η f(ai ⊗ ej,k)f
for all i, j, k, where η := ε/ℓ2 so that
f2 ⊗ (s(ai ⊗ ej,k))j,k ≈ε (f ⊗ 1ℓ)(
∑
j,k
ai ⊗ ej,k ⊗ ej,k)(f ⊗ 1ℓ).
Then it follows that
‖f2 ⊗ bi − (f ⊗ 1ℓ)(
∑
j,k
a⊗ ej,k ⊗ ej,k)(f ⊗ 1ℓ)‖
≤ ‖f2 ⊗ (bi − s(ai ⊗ ej,k)j,k)‖+
‖f2 ⊗ (s(ai ⊗ ej,k)j,k − (f ⊗ 1ℓ)(
∑
j,k
ai ⊗ ej,k ⊗ ej,k)(f ⊗ 1ℓ)‖
< δ + ε,
as required. 
We will need αl,m for arbitrary m; the proof that they can be expressed in
continuous logic follows immediately from the previous lemma. We record the case
for an arbitrary F for completeness; when reading the formula below remember
Remark 3.4.3 and the fact that we are working in (A,Mℓ(C)).
Lemma 5.9.5. Fix a C∗-algebra A and a finite-dimensional algebra
F =Mℓ1(C)⊕ · · · ⊕Mℓr(C). Let a¯ ∈ An and b¯ ∈ Fn. Then we have that
αF,m(a¯, b¯) = inf
c¯(1),...,c¯(m)∈Fn
max
i≤n
∥∥∥∥bi − 1m
∑
j
c
(j)
i
∥∥∥∥+
+
1
m
m∑
j=1
max
k≤r
αMℓk ,1(a¯, πMℓk (c¯
(j))),
where πMℓk : F
n →Mnℓk denotes the projection from Fn onto Mnℓk . Moreover, αF,m
is a definable set as is αF,m(a¯, y¯). 
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We now reconsider the proofs of Theorem 5.7.3(3)–(5) given at the end of §5.8.
For any fixed ℓ and C∗-algebra A, we wish to be able to quantify over c.p.c. maps
from A to Mℓ(C) and from Mℓ(C) to A. §5.6 provides us with the tools to do the
latter. We previously gave a Beth definability proof that we could do the former.
We now give a more syntactic proof. We know from Proposition 5.8.5 that in the
structure (A,Mℓ(C), R) where for a¯ ∈ A and b¯ ∈Mℓ(C)
R(a¯, b¯) = inf
ϕ
‖ϕ(a¯)− b¯‖
where ϕ ranges over c.p.c. maps from A to Mℓ(C) is a definable set and moreover,
for any a¯ ∈ A, R(a¯, y¯) is also definable. Since c.p.c. maps from A→ F correspond
to contractive positive linear functionals on A⊗F (see Proposition 5.8.2) and each
of these is, by the Krein–Milman theorem, a weak∗-limit of convex combinations of
pure states and zero, it follows that the point-norm closure of the set
⋃
m Γm(A,F )
coincides with the set of all c.p.c. maps from A into F . However, based on the
previous two lemmas, we see that
R(a¯, b¯) = lim
m→∞
αℓ,m(a¯, b¯)
which gives an explicit expression for R.
5.10. Simple C∗-algebras
We prove Theorem 5.7.3 (6), that simple C∗-algebras are characterized as al-
gebras that are definable by uniform families of formulas. Since an algebra A is
simple if and only if for all a and b such that ‖a‖ = ‖b‖ = 1 and every ε > 0 there
exists n and xj , yj, for j ≤ n in the unit ball of A satisfying ‖b−
∑
j≤n xjayj‖ ≤ ε,
it is easy to see that being simple is characterized by omitting a sequence of types,
although the obvious sequence of types is not uniform, and this is not a useful
property (see [61]). We need to work harder in order to show that simplicity is
definable by uniform families of formulas.
Lemma 5.10.1. Let A be a C∗-algebra. Then A is simple if and only if, for every
a, b ∈ A+ and ε > 0, if ‖a‖ = 1 and ‖b‖ ≤ 1 then there exist k and x1, . . . , xk ∈ A
such that ‖x∗1x1 + · · ·+ x∗kxk‖ ≤ 2 and
‖x∗1ax1 + · · ·+ x∗kaxk − b‖ < ε.
Proof. It is quite clear that the condition stated in this lemma does imply
that A is simple. Therefore, let us assume that A is simple and show the converse.
Let a, b ∈ A+ and ε > 0 be given, with ‖a‖ = 1 and ‖b‖ ≤ 1. Since A is simple,
for some k ∈ N and some y1, . . . , yk ∈ A,
(5.1) ‖b− y∗1(a− 12 )+y1 + · · ·+ y∗k(a− 12 )+yk‖ < ε.
Let g1/2 ∈ C0((0, 1], [0, 1]) be the function which is 0 on [0, 1/4], 1 on [1/2, 1] and
linear in between. Let f ∈ C0((0, 1], [0, 2]) be a function such that f(t)t = g1/2(t).
For i = 1, . . . , k, define
xi := ((a− 12 )+f(a))1/2yi.
Since t(t− 1/2)+f(t) = (t− 1/2)+, we have
x∗1ax1 + · · ·+ x∗i axi = y∗1(a− 12 )+y1 + · · ·+ y∗i (a− 12 )+yi
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so that (5.1) implies ‖x∗1ax1 + · · ·+ x∗i axi − b‖ < ε. Setting
Y :=


(a− 12 )1/2+ y1
...
(a− 12 )
1/2
+ yi

 ,
we have
x∗1x1 + · · ·+ x∗i xi = Y ∗(f(a)⊗ 1i)Y
≤ 2Y ∗Y
= 2(y∗1(a− 12 )+y1 + · · ·+ y∗i (a− 12 )+yi)
≈2ε 2(b− ε)+,
and therefore (assuming ε < 1, as we may), ‖x∗1x1+ · · ·+x∗i xi‖ ≤ 2‖(b−ε)+‖+2ε ≤
2. 
We need the following small lemma before the next Proposition.
Lemma 5.10.2. The set {c¯ ∈ An :∑i c∗i ci ≤ 1} is definable for every n.
Proof. With a+ denoting the positive part of a self-adjoint operator a we
have a+ = f(a) where f(t) := (t+ |t|)/2. Let
ϕ(c¯) :=
∥∥∥∥(∑
i
c∗i ci − 1)+
∥∥∥∥
Now if ϕ(a¯) ≤ ε then bi = ai/(1 + ε) satisfies ‖b¯ − a¯‖ ≤ ε and ϕ(b¯) = 0. By [12,
Lemma 2.10] one can find a continuous function f such that
d(a¯, {c¯ :
∑
i
c∗i ci ≤ 1}) = f(ϕ(a¯))
and so, by Theorem 3.2.2, the zero-set of ϕ is definable. 
Proposition 5.10.3. Simple algebras are definable by uniform families of for-
mulas.
Proof. The set
{x¯ ∈ Ai | ‖x∗1x1 + · · ·+ x∗i xi‖ ≤ 2}
is definable by Lemma 5.10.2 and homogeneity and we can therefore quantify over
it. Let ϕi(a, b) denote the formula
ϕi(a, b) := inf
x¯∈Ai,‖∑x∗jxj‖≤2
‖x∗1ax1 + · · ·+ x∗i axi − b‖.
We now prove that ϕi is 4-Lipschitz. To show this, it suffices to show that, if a ∈ A
is self-adjoint then for x1, . . . , xi ∈ A+ satisfying ‖x∗1x1 + · · ·x∗i xi‖ ≤ 2, we have
‖x∗1ax1 + · · ·+ x∗i axi‖ ≤ 4‖a‖.
By decomposing a into positive and negative parts, it suffices to show the same
inequality, but with 2 in place of 4, under the assumption that a ≥ 0. Setting
X :=


x1
...
xi

 ,
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we have
‖x∗1ax1 + · · ·+ x∗i axi‖ = ‖X∗(a⊗ 1i)X‖
= ‖(a1/2 ⊗ 1i)XX∗(a1/2 ⊗ 1i)‖
≤ ‖XX∗‖ ‖a⊗ 1i‖
= ‖X∗X‖ ‖a⊗ 1i‖
= ‖x∗1x1 + · · ·+ x∗i xi‖‖a‖
≤ 2‖a‖,
as required.
Now consider the single set of formulas F consisting of ϕi(x, y) for i ∈ N.
Lemma 5.10.1 shows that A is simple if and if
inf
i∈N
ϕi(a, b) = 0
for all a, b ∈ A. 
5.11. Popa algebras
Popa algebras are defined via an internal finite-dimensional approximation
property which ensures an abundance of projections. They were introduced by
Popa in [113] to link C∗-algebraic quasidiagonality to properties of the hyperfi-
nite II1 factor R. A C
∗-algebra is a Popa algebra (see [25, Definition 1.2], [141,
Definition 2.4.1]) if for every n ∈ N and every finite subset G of A there is a
finite-dimensional subalgebra F of A such that, denoting by p the unit of F ,
(1) ‖px− xp‖ < 1n for every x ∈ G, and
(2) for every x ∈ G there is y ∈ F such that ‖pxp− y‖ < 1n .
Popa algebras are always quasidiagonal, and every simple, unital, and quasidi-
agonal algebra of real rank zero is a Popa algebra ([113, Theorem 1.2]).
We prove Theorem 5.7.3 (7), that Popa algebras (§5.11) are definable by uni-
form families of formulas.
Fix a finite-dimensional C∗-algebra F . By Example 3.2.7 (15), for every m the
formula
αF,m(y¯, z) := inf
ϕ:F→A
d(y¯, ϕ(F )) + ‖z − ϕ(1)‖
is weakly stable, and it is evidently 1-Lipschitz.
For m ∈ N consider the set of formulas Fm consisting of all
(5.1) γF,m := inf
z
max{βF,m(zy¯z, z),max
j≤m
‖[z, yj]‖}
where F ranges over all finite-dimensional algebras. The formula γF,m in (5.1) is
still 1-Lipschitz and hence formulas in Fm form a uniform family of formulas. By
the above, A is a Popa algebra if and only if infϕ∈Fm ϕ(a¯) = 0 for every m ∈ N and
a¯ in A.
5.12. Simple tracially AF algebras
A major development in the Elliott programme was Lin’s introduction (inspired
by Popa algebras, §5.11, and also by Kirchberg algebras) of the class of tracially
AF (TAF) C∗-algebras in [93]. Lin verified, under the additional assumption of the
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Universal Coefficient Theorem (UCT), that the Elliott conjecture holds for these
algebras ([94]).
This modifies Popa’s concept, with approximation by finite-dimensional C∗-
algebras relaxed and given a new twist: finite-dimensional approximation is now
achieved not in norm but in terms of ‘internal excision’; the additional feature of
Lin’s notion is it that the excising subalgebras are large in a suitable sense. The
class of TAF algebras vastly generalizes the class of AF algebras. By results of
Winter, TAF algebras include all simple C∗-algebras with real rank zero and finite
decomposition rank (the latter condition can be relaxed to locally finite decompo-
sition rank in the presence of Z-stability); cf. [144, 145].
Lin’s original definition of tracially AF algebras appears in [93, Definition 2.1].
In the case of simple C∗-algebras the definition can be simplified (see [144, Defini-
tion 3.1]). An element a of a C∗-algebra is full if the ideal it generates is improper
[16, II.5.3.10]. Lin’s definition implies that for every positive element a ∈ A the
hereditary subalgebra aAa contains a projection. In case A is simple, every nonzero
element is full and therefore every nonzero hereditary subalgebra includes one of
the form qAq for some nonzero projection q. (The latter property is known to be
equivalent to the algebra having real rank zero, see [93, Theorem 3.4] but we shall
not need this fact.)
Definition 5.12.1. A unital simple C∗-algebra A is tracially AF (TAF) if for
any ε > 0, nonzero positive element b ∈ A+, k ∈ N, finite subset G of the unit ball
of A, there is a finite dimensional C∗-algebra F ⊂ A such that, denoting by p the
unit of F ,
(1) p commutes up to ε with every element of G,
(2) for every x ∈ G there is y ∈ F such that ‖pxp− y‖ < ε,
(3) 1−p is Murray–von Neumann equivalent to a projection in the hereditary
subalgebra bAb generated by b.
We prove Theorem 5.7.3 (8), that simple tracially AF algebras are definable
by uniform families of formulas. Observe that quantification in (1) and (2) is
over definable sets by Example 3.2.7 (5) and (11), respectively. Also note that, if
g ∈ C0((0, 1]) is the function which is 0 at 0, 1 on [1/2, 1], and linear on [0, 1/2],
then
(b − 1/2)+A(b− 1/2)+ ⊆ {a ∈ A | g(b)a = ag(b) = a} ⊆ bAb,
and therefore the definition of TAF remains the same if the condition (3) is replaced
by
(4) There exists a partial isometry v such that vv∗ = 1−p and g(b)v∗v = v∗v,
or even (using weak stability of projections and of Murray–von Neumann equiva-
lence), for some fixed sufficiently small η,
(5) There exists a partial isometry v such that ‖vv∗ − (1 − p)‖ < η and
‖g(b)v∗v − v∗v‖ < η.
As in the previous section, for a finite-dimensional C∗-algebra F , by Exam-
ple 3.2.7 (15), the formula
αF,m(y¯, z) := inf
ϕ:F→A
d(y¯, ϕ(F )) + ‖z − ϕ(1)‖
is weakly stable (for all m), and evidently 1-Lipschitz.
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Consider the (m+1)-ary formula θF,m(b, a¯) in the variables b, a¯,
1 defined to be
the infimum over all projections z of the maximum of the following
(6) αF,m(za¯z, z),
(7) maxj≤m ‖[z, aj]‖,
(8) infv partial isometrymax(‖z − vv∗‖, ‖(1− g(b))v∗v‖),
Since each of the components of θF,m is 1-Lipschitz in a¯, all formulas θF,m are
1-Lipschitz in a¯. For the variable b, there is a uniform continuity modulus δ such
that if d(b, b′) < δ(ε) then d(g(b), g(b′)) < ε; thus, each θF,m has δ as its uniform
continuity modulus for the first variable. Therefore for every m ∈ N, the set Σm of
formulas in the free variables x¯ and y, consisting of the formulas θF,m(y, x¯), where
F ranges over all finite-dimensional algebras, is uniform.
If a simple C∗-algebra A is TAF then for every positive element b of norm 1,
every m ∈ N, and every a¯ ∈ Am,
inf
F
θF,m(b, a¯) = 0.
On the other hand, if A is simple and
inf
F
θF,m(b, a¯) = 0
for every positive element b of norm 1, every m ∈ N, and every a¯ ∈ Am, then using
(5), we see that A is TAF.
We can therefore use the uniform sets of formulas Σm for all m ∈ N together
with the uniform set of formulas shown in Proposition 5.10.3 to characterize simplic-
ity to show that being simple and TAF is definable by uniform families of formulas.
5.13. Quasidiagonality
We give a proof of Theorem 5.7.3 (9) in the style of §5.8. Fix k, n ∈ N. For a
C∗-algebra A, define QAn (a¯) for a¯ ∈ Ak1 as
inf
ϕ
max{{‖aj‖ − ‖ϕ(aj)‖ : j ≤ k} ∪ {‖ϕ(aiaj)− ϕ(ai)ϕ(aj)‖ : i, j ≤ k}}
where ϕ ranges over all c.p.c. maps from A into Mn(C). Notice that Q
A
n is 1-
Lipschitz. By Proposition 5.8.5 we can quantify over c.p.c. maps from the set of
k-tuples into Mn(C) and so Qn is a definable predicate. A is quasidiagonal if for
every k ≥ 1, a¯ ∈ Ak, and ε > 0 there is an n such that QAn (a¯) < ε so it is clear that
being quasidiagonal is definable by uniform families of formulas.
5.14. An application: Preservation by quotients
Theorem 5.7.3 (or rather its proof), together with some straightforward calcu-
lations, provides a uniform proof of some preservation results.
A uniform family of formulas is positive if each formula in the family is positive
(see Definition 2.1.5).
Lemma 5.14.1. Assume that Σ is a family of positive formulas and that infϕ∈Σ ϕA(a¯) =
0 for every a¯ in A. Then the same is true for every homomorphic image of A.
1Here we denote variables by symbols normally used for constants in order to increase the
readability.
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Proof. The salient point of this lemma is that for a positive formula ϕ(x¯) and
a surjective homomorphism Φ: A→ B one has
ϕA(a¯) ≥ ϕB(Φ(a¯))
by Proposition 2.1.7. In particular we have
inf
ϕ∈Σ
ϕA(a¯) ≥ inf
ϕ∈Σ
ϕB(Φ(a¯))
and the conclusion follows. 
This indicates a strategy for proving that certain classes of C∗-algebras are
closed under quotients. If the class is characterized by a uniform family of positive
formulas then by the previous lemma, that class is closed under quotients. As an
example, we note
Lemma 5.14.2. The uniform families of formulas that characterize being a Popa
algebra are positive.
Proof. The formula (5.1) in §5.11,
γF,m := inf
z
max{βF,m(zy¯z, z),max
j≤m
‖[z, yj]‖},
is clearly positive. 
Corollary 5.14.3. The class of Popa algebras is preserved under quotients.

The preservation of nuclearity by quotients is a deep result with no known
elementary proofs (see [27, Theorem 10.1.4]) and it would be of interest to deduce
it from Lemma 5.14.1. Predicates Rn were defined at the beginning of §5.8 as
RAn := inf
f
d(a¯, f(a¯))
where a¯ ∈ Ak and the infimum is taken over all c.p.c. maps f : A→ A which factor
through Mn(C). Beth definability theorem implies that Rn is definable (§5.8) and
the computations in §5.9 can be used to give an explicit formula for Rn. Neither
of these proofs shows that Rn is positive. If A is a C
∗-algebra and its quotient
A/J is nuclear then the Choi–Effros lifting theorem ([29, Chapter 7] or [6]) implies
that the quotient map π has a c.p.c. right inverse Φ: A/J → A. By composing Φ
with c.p.c. maps from A to Mn(C) one obtains R
A
n ≥ RA/Jn ◦ π, giving some weak
support to a conjecture that Rn decrease in value when one passes to quotients.
5.15. An application: Perturbations
The Kadison–Kastler distance between subalgebras of B(H) for a fixed Hilbert
space H is defined as the Hausdorff distance between their unit balls,
dKK(A,B) = max( sup
x∈A1
inf
y∈B1
‖x− y‖, sup
y∈B1
inf
x∈A1
‖x− y‖).
Lemma 5.15.1. For a fixed sentence ϕ the map A 7→ ϕA is continuous with
respect to dKK.
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Proof. First recall that for every formula ψ(x¯) the interpretation of ψ in A is
uniformly continuous on the unit ball, and that the modulus of uniform continuity
does not depend on A. Now note that if f : B(H)n+1 → R is uniformly continuous
on the unit ball then the functions (A ranges over subalgebras of B(H) and a¯ ranges
over n-tuples in the unit ball of B(H))
(A, a¯) 7→ inf
x
f(x, a¯) and (A, a¯) 7→ sup
x
f(x, a¯)
are uniformly continuous with respect to the distance
d((A, a¯), (B, b¯)) = dKK(A,B) + max
i≤n
‖ai − bi‖.
If ϕ(y¯) is a formula in the prenex normal form,
sup
x1
inf
x2
. . . inf
x2n
ψ(x¯, y¯)
where ψ is quantifier-free, then the above observation and induction show that the
map (A, a¯) 7→ ϕ(a¯)A is uniformly continuous. Since the formulas in prenex normal
form are dense in ‖·‖∞ (combine [12, Theorem 6.3, Theorem 6.6 and Theorem 6.9]),
this concludes the proof. 
By putting together the above lemma with the axiomatizability results of §2.5
we obtain the following. (Some of these results, achieved with different techniques,
were previously known. References are in brackets).
Corollary 5.15.2. If P is a property of C∗-algebras such that both P and
its negation are axiomatizable, then the subalgebras of B(H) satisfying P form a
dKK-clopen set. In particular, the algebras satisfying each of the following form a
dKK-clopen set:
(1) abelian C∗-algebras ([83]),
(2) n-subhomogeneous C∗-algebras, for any given n ([80]),
(3) unital, projectionless C∗-algebras ([83]),
(4) algebras containing a unital copy of Mn(C), for any given n ([30]),
(5) simple, purely infinite C∗-algebras ([31]),
(6) finite C∗-algebras ([83]),
(7) C∗-algebras with real rank zero ([31]),
(8) C∗-algebras with stable rank one. 
Corollary 5.15.3. If P is a property of C∗-algebras which is axiomatizable,
then the subalgebras of B(H) satisfying P form a dKK-closed set. In particular, the
algebras satisfying each of the following form a dKK-closed set:
(1) stably finite C∗-algebras ([32]),
(2) separable MF algebras,
(3) unital tracial C∗-algebras ([108]),
(4) unital C∗-algebras with a character,
(5) C∗-algebras with stable rank ≤ n, for any fixed n ≥ 1,
(6) abelian C∗-algebras with real rank ≤ n, for any fixed n ≥ 0,
(7) separable D-stable C∗-algebras, for any strongly self-absorbing algebra D
([32]),
(8) separable approximately divisible C∗-algebras, and
(9) separable stable C∗-algebras.
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Proof. This is an immediate consequence of Lemma 5.15.1, the results of §2.5,
§3.8, §3.9 and (for the last few clauses) the observation that separable C∗-algebras
form a dKK-closed set. 
Corollary 5.15.2 (8) and Corollary 5.15.3(5)-(6) answer part of [31, Question
7.3] where it was asked what happens with real and stable rank under small per-
turbations in dKK.
Certain non-axiomatizable classes of C∗-algebras are also known to be dKK-
closed, such as the classes of separable UHF and AF algebras (see Theorem 6.1 in
[30]), or the class of nuclear separable algebras (Theorem A in [32]). Note that it
is not automatic that a class that is definable by uniform families of formulas is
dKK-closed. Given a uniform family of formulas F , while we do know that for a
fixed model A, the function pF defined in (5.1) is uniformly continuous in A, we do
not have any control over the continuity with respect to dKK as we vary A. This
is because the condition that F is a uniform family of formulas does not impose
any control over the uniform continuity modulus for the quantified variables in the
formulas in F .
One could propose a stronger version of “uniform family of formulas” which
does require the same uniform continuity modulus for all quantified variables in all
the formulas, and classes which are defined by this stronger kind of uniform family
of formulas would be dKK-closed. However, we are unable to prove that the families
in Theorem 5.7.3 are definable by this stronger kind of uniform family.
Although we are unaware of a class of C∗-algebras that is definable by uniform
families of formulas but not dKK-closed, the following weaker example should be
kept in mind. In [13], it is shown that for any language L and every isomorphism-
invariant, Borel class C of models in the language L, there exists a certain type of
infinitary sentence (called an Lω1ω sentence) ϕ, such that
ϕA =
{
1, A ∈ C;
0, A 6∈ C.
The construction of the formula ϕ is recursive, like the (finitary) formulas described
in §2.1; in addition to the constructions there, if (ϕn(x¯))n is a bounded sequence
of Lω1ω formulas in the same finite tuple x¯ of variables, all with the same uniform
continuity moduli for the free variables, then supn ϕn(x¯) and infn ϕn(x¯) are also
Lω1ω formulas. In particular, if F is a uniform family of formulas, then pF is an
Lω1ω formula. The definition of Lω1ω ensures that every such formula is uniformly
continuous in each model.
In [82], it was shown that there is a Banach space X with subspaces H and Yn
for n ∈ N, such thatH is a Hilbert space, Yn is not, and the unit balls of Yn converge
to the unit ball of H in the Hausdorff metric. Using the result mentioned above
from [13], it follows that there is an infinitary Lω1ω sentence ϕ in the language
of Banach spaces which evaluates as the characteristic function of the models of
Hilbert spaces, so that ϕYn = 0 and ϕH = 1. This example shows that the infinitary
sentences in Lω1ω need not be continuous in dKK (or the generalization of dKK to
other languages). Once again, the reason is that there is no control over the uniform
continuity modulus of the quantified variables, in the construction of Lω1ω formulas.
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5.16. An application: Preservation by inductive limits
By the direct (and easier) implication in Proposition 2.4.4 (3), every ∀∃-axio-
matizable class of C∗-algebras is closed taking under inductive limits. By combining
this with Theorem 2.5.1 we immediately obtain a uniform proof of the following.
Proposition 5.16.1. Each of the following classes of C∗-algebras is closed
under taking inductive limits of injective directed systems of its elements. (In (3)–
(5) the inductive limits are required to be unital.)
(1) Algebras of real rank zero.
(2) Simple, purely infinite algebras.
(3) Unital algebras with stable rank ≤ n for n ≥ 1.
(4) Unital C∗-algebras with strict comparison of positive elements by traces or
2-quasitraces.
(5) Unital C∗-algebras with the k¯-uniform strong Dixmier property for a fixed
k¯. 
By using Theorem 2.5.2 instead of Theorem 2.5.1 we obtain the following.
Proposition 5.16.2. Each of the following classes of C∗-algebras is closed
under taking inductive limits of countable injective directed systems of its elements.
(1) Separable D-stable algebras, where D is a strongly self-absorbing algebra.
(2) Separable approximately divisible algebras.
(3) Separable stable algebras. 
The restriction to countable inductive limits of separable algebras cannot be
dropped. As explained in the paragraph following Theorem 2.5.1, tensorial decom-
posability of the ultrapowers ([69]) implies that neither of the classes of D-stable
algebras, approximately divisible algebras, or stable algebras, is elementary.
5.17. An application: Borel sets of C∗-algebras
In [85] Kechris introduced a standard Borel space of separable C∗-algebras
and computed descriptive complexity of some important classes of C∗-algebras. A
variation of this space was used in the proof of Lemma 2.2.3. Although there is a
variety of standard Borel spaces of separable C∗-algebras, they are all equivalent
(see [65, Proposition 2.6 and Proposition 2.7]). In particular the question whether
a given class of C∗-algebras is Borel does not depend on the choice of the Borel
parametrization. Kechris proved that some classes of C∗-algebras (like subhomoge-
neous, nuclear, continuous trace algebras, or antiliminal algebras) are Borel while
some other classes (like liminal and postliminal algebras) are complete co-analytic.
Proposition 5.17.1. Suppose that C is a class of C∗-algebras. If C is separably
axiomatizable or definable by uniform families of formulas then C is Borel.
Proof. See [61, Lemma 1.7 and Proposition 6.7]. 
In [85] it was proved that the class of AF algebras is analytic and asked whether
it is Borel (p. 123). The following gives, among other things, a positive answer to
this problem.
Corollary 5.17.2. If P is any of the properties of C∗-algebras appearing in
Corollary 5.15.2 or Corollary 5.15.3 then the class of separable C∗-algebras with
property P is Borel.
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The classes of AF, UHF, nuclear, nuclear dimension ≤ n, decomposition rank
≤ n, simple, Popa, simple tracially AF and QD are Borel.
Proof. This follows by Proposition 5.17.1, Theorem 2.5.1, Theorem 2.5.2, and
Theorem 5.7.3. 
Some of these classes of C∗-algebras were known to be Borel. E.g., for nuclear
C∗-algebras this was proved by Effros ([85, Theorem 1.2]) and for Z-stable C∗-
algebras this was proved in [64, A.1].

CHAPTER 6
Generic C∗-algebras
We describe a way of constructing C∗-algebras (and metric structures in gen-
eral) by Robinson forcing (also known as the Henkin construction). Variants of
this general method (see Keisler’s classic [86] and the excellent [77]) for the logic
of metric structures have been outlined in [14] and [40].
The notion of model theoretic forcing is very powerful but it takes some getting
used to. We say a few words about how the formalities will play out in the next
section. We start with a theory T in a language L and add countably many new
constant symbols to the language. The theory T will now be incomplete in the
new language since it tells us very little about the new constants. The goal is to
create a model abstractly out of the new constants themselves. Of course, in order
to do that, say in the language of C∗-algebras, we will have to, for instance, decide,
for every ∗-polynomial f and tuple of constants c¯, what the value of ‖f(c¯)‖ should
be. More generally, for every formula ϕ(x¯) and tuple c¯, we will need to decide the
value of ϕ(c¯). To do this consistently there is a bit of bookkeeping that needs to
be done and one can think of the construction inductively. One thing that saves
us is that the space of formulas is separable, so we only have to worry about the
value of countably many formulas. In fact, we will approach this even more slowly
and decide, at any given step, only an approximate value for ϕ(c¯) for finitely many
formulas ϕ. This is what is called an open condition below—a specification of an r
and an ǫ such that |ϕ(c¯)− r| < ǫ. We can even restrict ourselves to rational r and
ǫ in order to accomplish all we need in countably many steps.
So what is the inductive assumption? If the open condition we are considering
at some step looks like |ϕ(c¯) − r| < ǫ then the inductive assumption is that there
is a model A of T and a¯ ∈ A such that |ϕA(a¯)− r| < ǫ—this pair (A, a¯) is called a
certificate in what follows. Notice that at the start we have no open conditions at
all, so that any model of T will work as a certificate.
There are two important points about this process. First of all, any open
condition uses only finitely many constants. To see why this is important, suppose
an open condition we are considering implies that infx ϕ(x, c¯) < r. Going forward
we are going to need to make sure that for some constant a, ϕ(a, c¯) < r. The
fact that we have a certificate for the initial open condition and enough unused
constants is going to make it possible to strengthen our condition to enforce the
bound on infx ϕ(x, c¯).
Secondly, because we are going about this so slowly, we also have time along
the way to enforce other properties, such as properties that are definable by a
uniform family of formulas. Suppose that F is a uniform family of formulas and
we are trying to guarantee that in the final model we have infϕ∈F ϕ(c¯) = 0 for all
c¯. The uniformity condition will tell us that if we can do this then infϕ∈F ϕ(x¯) will
be identically 0. At any inductive stage then, as long as we have some certificate
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in which infϕ∈F ϕ(x¯) = 0, we can, for any ǫ > 0 and c¯, choose a stronger open
condition which implies ϕ(c¯) < ǫ for some ϕ ∈ F .
After countably many steps one has a sequence of open conditions of increasing
strength deciding values of all relevant sentences in the expanded language. In
particular, the value of ‖f(c¯)‖ is decided for every ∗-polynomial in non-commuting
variables f and for every tuple of constants c¯ of the relevant sort. The universal C∗-
algebra given by these constants and relations is known as the generic C∗-algebra.
By induction on the complexity of a formula one proves that the generic C∗-algebra
is also a model of the theory T .
This forcing construction is flexible enough to allow for fine adjustment of some
other parameters of the generic C∗-algebra. One of the overriding questions for us is
to what extent can the Elliott invariant be controlled in these generic constructions?
The ability to construct a C∗-algebra with a prescribed theory and Elliott invariant
is clearly relevant to our Question 1 from the introduction. Presently we have some
limited information on when the K-groups of A belong to Aeq (Theorem 3.11.1,
Propositions 3.11.2 and 3.12.2) and the definability of traces appears to be closely
related to the standard regularity properties of C∗-algebras (§3.5 and §7.2).
We look at the formal details in the next section. In the argument we use,
the actual induction process is packaged into an application of the Baire Category
Theorem.
6.1. Henkin forcing
The results of this section are essentially well-known to logicians and proofs
are included for the benefit of the reader. We follow the presentation from [61, §4].
We first expand the language L defined in §2.1. For each sort S, let cSn be a new
constant symbol for every n ∈ N. The language L+ is obtained from L by adding
these new constant symbols. The terms of this new language are ∗-polynomials in
the variables xSi and constants c
S
i . The sentences of L+ are exactly expressions of
the form ϕ(c¯), where ϕ(x¯) is an L-formula and c¯ is a tuple of new constants of the
appropriate sorts.
Although our main interest is in C∗-algebras we present these results in greater
generality. The following construction is similar in spirit to [10]. Fix an L-theory
T and a set of L+ sentences Σ, such that Σ will form a real vector space and is
closed under applying continuous functions. More precisely, we require the following
conditions taken from [61, (Σ1)–(Σ3) in §4].
(Σ1) Σ includes all quantifier-free formulas.
(Σ2) Σ is closed under taking subformulas and change of variables.
(Σ3) If k ∈ ω, ϕi(x¯), for 0 ≤ i < k, are in Σ, and f : [0, 1]k → [0, 1] is a
continuous function, then f(ϕ0(x¯), . . . , ϕk−1(x¯)) is in Σ.
For our purposes, Σ will consist of either all L+-sentences or all quantifier-free
L+-sentences. Consider the following seminorm on Σ:
‖ϕ(c¯)‖T := sup
A,a¯
|ϕ(a¯)A|
where A ranges over models of T and a¯ ranges over tuples in A of the appropriate
sort. We say that such a pair (A, a¯) is a T -certifying pair for the value of ‖ϕ(c¯)‖.
The space Σ with seminorm ‖ · ‖T will be denoted by SΣ,T :
SΣ,T := (Σ, ‖ · ‖T ).
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Suppose A is a model of a theory T with a distinguished tuple a¯ of elements of the
form aSi for i ∈ N and sorts S. Then A is an L-structure and it is expanded to an
L+-structure by interpreting each constant cSi as aSi . We define a functional sA,a¯
on SΣ,T via
sA,a¯(ϕ(c¯)) := ϕ(a¯)
A
(each constant cSi on the left-hand side is replaced by the element a
S
i of A on the
right-hand side). We record a consequence of the definition.
Lemma 6.1.1. For all A and a¯, the functional sA,a¯ is a Banach algebra homo-
morphism from SΣ,T to R of norm ≤ 1 
Lemma 6.1.2. The set TT := {sA,a¯ : A |= T and a¯ is a tuple in A} is weak∗-
compact.
Proof. Let sλ, for λ ∈ Λ, be a net in TT . If (Aλ, a¯λ) corresponds to sλ,
then  Los´’ theorem implies that there exists an ultraproduct (A, a¯) :=
∏
U (Aλ, a¯λ)
such that sA,a¯ is a limit of a subnet of sλ. Therefore the set of functionals arising
in this way is weak∗-closed, and since it is a subset of the unit ball of S∗Σ,T it is
weak∗-compact. 
Let PT,Σ be the set of all triples (ϕ(c¯), r, ε) such that ϕ(c¯) is in Σ, r ∈ R, ε > 0,
and for some T -certifying pair (A, a¯) we have
|ϕ(a¯)A − r| < ε.
Elements of PT,Σ are called open conditions. Each open condition (ϕ(c¯), r, ε) is
identified with the set of functionals
U(ϕ(c¯),r,ε) := {s ∈ TT : |s(ϕ(c¯))− r| < ε}.
Lemma 6.1.3. For every p ∈ PT,Σ, the set Up is an open subset of TT in the
relative weak∗ topology, and these sets form a basis for the weak∗ topology restricted
to TT .
Proof. It is clear from the definition of Up that it is the intersection of a
weak∗-open set with TT . We shall prove that every nonempty weak∗-open subset
W of S∗Σ,T includes Up for some condition p in PT,Σ. Since W is weak
∗-open, there
exist n ∈ N, ε > 0, and for j ≤ n, a formula ϕj(c¯) ∈ Σ and a real number rj , such
that
{s : max
j≤n
|s(ϕj(c¯))− rj | < ε} ⊆W.
Define a formula ϕ by
ϕ(c¯) := max
j≤n
|ϕj(c¯)− rj |.
Then ϕ is in Σ by (Σ1)–(Σ3), so that p := (ϕ(c¯), 0, ε) is an open condition. More-
over, for (A, a¯) such that sA,a¯ is in W we have
sA,a¯(ϕ(c¯)) = ϕ(a¯)
A = max
j≤n
|ϕj(a¯)− rj | < ε,
as required. 
Using the identification of an open condition p ∈ PT,Σ with the open set Up,
inclusion of open sets provides an order on PT,Σ. That is, for p, p
′ ∈ PT,Σ, we define
p ≤ p′ to mean that Up ⊆ Up′ . In other words,
(ϕ(c¯), r, ε) ≤ (ϕ′(c¯′), r′, ε′)
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if and only if |s(ϕ(c¯))− r| < ε implies that |s(ϕ′(c¯′))− r′| < ε′ for every s ∈ TT . If
p ≤ p′ we say that p extends p′ or that p is stronger than p′. This is the standard
terminology from the theory of forcing, justified by the fact that a stronger condition
decides more information about the final model.
6.2. Infinite forcing
We first consider the case when Σ consists of all L+-sentences. This is the
so-called ‘infinite forcing’ and in this case PT,Σ is denoted PT , and SΣ,T is denoted
ST .
Theorem 6.2.1. Assume T is a theory in a separable language L, possibly
incomplete, and P is a property which is definable by uniform families of formulas
such that T has a model satisfying P .
(1) There exists a dense Gδ subset G of TT such that every s ∈ G determines
a unique model As of T and an interpretation a¯s of constants c¯ in As such
that each sort S in A is the closure of {aSj : j ∈ N} and s = sAs,a¯s .
(2) The set
GP := {s ∈ G : As has P}
is a nonempty Gδ subset of G.
(3) Furthermore, if T is a complete theory, then GP is dense in G.
This relative of the Baire Category Theorem is the standard Henkin construc-
tion. We shall outline the main ideas and refer the reader to [61] for the details.
Note that the results of [61] were stated in set-theoretic forcing terms, referring to
dense open subsets of PT instead of dense open subsets of S
∗
T . Consequently, in
[61] a generic filter is required to meet additional dense open sets. This assures the
analogue of sA,a¯ ∈ G, which is automatic in our case.
Fix an L+-formula ϕ(c¯, x) with free variable x in sort S, an n ∈ N, and r ∈ R.
Let
Eϕ(c¯,x),r,n :={p ∈ PT : for all s ∈ Up, s(inf
x
ϕ(c¯, x)) > r − 1/n}
∪ {p ∈ PT : for some cSj and all s ∈ Up, s(ϕ(c¯, cSj )) < r}.
Informally, we have p ∈ Eϕ(c¯,x),r,n if p “forces” that either
(inf
x
ϕ(c¯, x))A > r − 1/n
or
ϕ(c¯, c)A < r
for some “witness” c.
Lemma 6.2.2. The set
Eϕ(c¯,x),r,n :=
⋃
{Uq : q ∈ Eϕ(c¯,x),r,n}
is a dense open subset of TT for all ϕ(c¯, x), r, and n.
Proof. Since {Up | p ∈ PT } is a basis for the topology on TT , we need to
show that each Up has nonempty intersection with Eϕ(c¯,x),r,n. This will follow if we
show that each Up contains Uq for some q ∈ Eϕ(c¯,x),r,n. In other words, it suffices
to prove that for every p ∈ PT there exists q ≤ p in Eϕ(c¯,x),r,n.
Fix s ∈ Up and consider two cases: either s(infx ϕ(c¯, x)) > r−1/n or s(infx ϕ(c¯, x)) ≤
r − 1/n. If s(infx ϕ(c¯, x)) > r − 1/n, then choose a weak∗-open neighbourhood W
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of s such that t(infx ϕ(c¯, x)) > r− 1/n for all t ∈ W . Then Lemma 6.1.3 provides q
such that Uq ⊆ Up∩W , and q belongs to the first set in the definition of Eϕ(c¯,x),r,n.
In the second case, we have s(infx ϕ(c¯, x)) ≤ r − 1/n and we need to take a
closer look at p. Fix ψ, c¯′, r′ and δ such that p = (ψ(c¯′), r′, δ) and recall that
s ∈ Up. Fix i large enough so that cSi does not appear in c¯ or in c¯′. We claim that
q0 := (ϕ(c¯, c
S
i ), r − 1/n, 1/n)
is an element of PT satisfying Uq0 ∩ Up 6= ∅. In order to prove q0 ∈ PT , we need a
T -certifying pair (A, a¯) for q0. For this, we first fix (B, b¯) such that s = sB,b¯. Since
s(infx ϕ(c¯, x)) ≤ r−1/n, we can find d in the unit ball of B satisfying ϕ(b¯, d)B < r.
Now let A := B and define the assignment of constants a¯ by aSj := b
S
j if j 6= i
and aSi := d. Then ϕ(a¯, a
S
i )
A = ϕ(b¯, d)B < r and s′ := sA,a¯ belongs to Uq0 ∩ Up.
By Lemma 6.1.3 we can find a q such that Uq ⊆ Uq0 ∩ Up, and such q belongs to
the second set in the definition of Eϕ(c¯,x),r,n.
We have proved that for every condition p ∈ PT and every triple (ϕ(c¯, x), r, n)
there exists q ≤ p in PT such that q ∈ Eϕ(c¯,x),r,n, as required. 
Proof of Theorem 6.2.1. (1) Since L (and therefore L+) is separable we
can fix a countable ‖ · ‖T -dense set Φ of sentences in L+. By Lemma 6.2.2 (using
the notation from Lemma 6.2.2)
G :=
⋂
ϕ∈Φ,n∈N,r∈Q
Eϕ(x¯,c),r,n
is a dense Gδ subset of TT .
Fix s ∈ G. By the density of Φ and the weak∗-continuity of s, s belongs to
Eϕ(x¯,c),r,n for all L+-sentences ϕ(x¯, c), r ∈ R, and n ∈ N. Define the L-structure
As generated by the new constant symbols with respect to the conditions
ψ(c¯) = s(ψ(c¯))
for every atomic formula ψ(x¯) and c¯ of the appropriate sort.1 Remember that
ψ(c¯) is an L+ sentence and it therefore belongs to the domain of s. Let aSi ∈ A
be the element corresponding to the constant cSi . This defines assignment a¯s of
distinguished elements of As.
We now prove that for every sort S the set {aSj : j ∈ N} is dense in the
interpretation of S in A.2 Fix a term f(x¯). Then d(f(c¯), x) is an atomic formula.3
Since s ∈ Ed(f(c¯),x),r,n for all r and n we have
inf
j∈N
s(d(f(c¯), cSj )) = inf
x∈As
d(f(a¯s), x) = 0.
Therefore a¯s is dense in As.
We now need to show that s = sAs,a¯s , i.e., that
ϕ(a¯s)
As = s(ϕ(c¯))
for every sentence ϕ(c¯) in L+. Since formulas were defined recursively in Defini-
tion 2.1.1, the proof proceeds by induction on the rank of ϕ(c¯).
1In the case when L is the language of C∗-algebras, As is the universal C∗-algebra gen-
erated by the new constant symbols with respect to the conditions ‖f(c¯)‖ = s(‖f(c¯)‖) for all
∗-polynomials f .
2In the case of C∗-algebras this reduces to saying that a¯ is dense in A.
3In the case when L is the language of C∗-algebras, f is a ∗-polynomial and we consider the
atomic formula ‖f(c¯)− x‖.
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For atomic sentences this is a consequence of the definition of As. If the asser-
tion is true for ϕj(c¯) for 1 ≤ j ≤ n and f : Rn → R is continuous, then the assertion
is true for f(ϕ1(c¯), . . . ϕn(c¯)) by Lemma 6.1.1.
Now fix ϕ(c¯, x) with x of sort S and assume the assertion is true for ϕ(c¯, cSj )
for all j. Since s ∈ Eϕ,r,n for all r and n and {aSj : j ∈ N} is dense in S, we have
s(inf
x
ϕ(a¯, x)) = inf
j
s(ϕ(a¯, aSj )) = infx
ϕ(a¯, x)As .
Since supx ϕ(c¯, x) = − infx−ϕ(c¯, x), this completes the inductive proof that ϕ(a¯)As =
s(ϕ(c¯)) for all formulas ϕ(x¯).
(2) Assume T has a model B with property P which is definable by uniform
families of formulas (§5.7.1). Fix uniform families Fn for n ∈ N such that a model
A of T has property P if and only if
fn(x¯) := inf
ϕ∈Fn
ϕ(x¯)
vanishes on A for all n ∈ N. We shall define a Gδ subset GP of G such that if
s ∈ GP then fn vanishes on As for all n. For each n ∈ N, m ≥ 1, and each finite
sequence c¯ of L+-constants of appropriate sort, let
Dc¯,m,n := {p ∈ PT : (∀s ∈ Up) inf
ψ∈Fn
s(ψ(c¯)) < 1/m}
and with
Dc¯,m,n :=
⋃
{Up : p ∈ Dc¯,m,n}
let
GP := G ∩
⋂
m,n,c¯
Dc¯,m,n.
This is a Gδ set and if s ∈ GP then for every n ∈ N the zero-set of fAsn is a
dense subset of As. By Lemma 5.7.2 the zero-set of f
As
n is closed and therefore f
As
n
vanishes on As. This shows that s ∈ GP implies As has property P . Conversely,
it is clear that if B is a model of T with property P then sB,b¯ ∈ GP for any
enumeration b¯ of a dense subset of B.
Finally, the above implies that GP is nonempty if and only if some model of T
has property P .
(3) We import the assumptions and notation from (2) and in addition assume
T is a complete theory. We shall prove that every triple c¯, m, n and every p ∈ PT
there is q ≤ p such that q ∈ Dc¯,m,n. As in (2), let B be a model of T with property
P .
Fix p = (ϕ(c¯), r, ε) in PT . Since the condition inf x¯ |ϕ(x¯) − r| < ε is consistent
with T and T is complete, (inf x¯ |ϕ(x¯) − r|)B < ε holds in every model of T , in B
in particular. We can therefore fix an interpretation b¯ of constants in B so that
|ϕ(b¯)B − r| < ε.
Since B satisfies P , there exists ψ ∈ Fn such that ψ(b¯)B < 1/m. By Lemma 6.1.3
we can find q ≤ p in Dc¯,m,n as required.
This shows that each Dc¯,m,n is dense, and so by the Baire Category Theorem,
GP is a dense Gδ subset of G. 
Theorem 6.2.1 takes as an input a theory T and produces a generic functional
s and a C∗-algebra A that satisfies T and has s as the “type” of a countable dense
subset. Depending on T , we can assure that A is nuclear or that it satisfies other
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approximation properties from §5. It should be noted that not every theory of a
C∗-algebra admits a nuclear model; see §7. However, if T is a complete theory in the
language of C∗-algebras with (for example) a nuclear model then Theorem 6.2.1 (3)
and Theorem 5.7.3 show that every PT -generic model of T is nuclear. This applies
to other properties of C∗-algebras that are definable by uniform families of formulas,
such as being UHF, AF, simple, Popa, TAF, QD, having nuclear dimension ≤ n,
or having decomposition rank ≤ n for n ≥ 1 (Theorem 5.7.3). Of course this is also
true (and much easier to prove) for axiomatizable properties.
6.3. Finite forcing
We now consider the case when Σ consists of all quantifier-free L+-sentences.
This is the so-called ‘finite forcing’ and in this case PT,Σ is denoted P0,T and SΣ,T
(the space of quantifier-free formulas with seminorm ‖ · ‖T ) is denoted S0,T . As
before, we write
TT := {sA,a¯ : for some A |= T and a¯}.
Recall that a theory is ∀∃-axiomatizable if it has a set of axioms that are of the
form
sup
x¯
inf
y¯
ϕ(x¯, y¯)
where ϕ is a quantifier-free R+-formula. Finite forcing applies only to ∀∃-axiomati-
zable theories, as the single alteration between universal and existential quantifiers
occurs in the forcing process.
Recall that the properties proved to be definable by uniform families of formulas
in Theorem 5.7.3, with a possible exception of being TAF, are definable by uniform
families of existential formulas. We state and prove the analogue of Theorem 6.2.1
for finite forcing.
Theorem 6.3.1. Assume T is an ∀∃-axiomatizable theory of C∗-algebras and
P is definable by uniform families of existential formulas such that T has a model
satisfying P .
(1) There exists a dense Gδ subset G of TT such that every s ∈ G determines
a unique model As of T and an interpretation a¯s of constants c¯ in As,
such that each sort S in A is the closure of {aSj : j ∈ N} and s = sAs,a¯.
(2) The set
GP := {s ∈ G : As has P}
is a Gδ subset of G.
(3) Furthermore, if T is a complete theory then GP is dense in G.
Proof. Fix an axiomatization of T ,
(6.1) sup
x¯
inf
y¯
ϕn(x¯, y¯) = 0
for n ∈ N and quantifier-free formulas ϕn.
For a quantifier-free formula ϕ(c¯, x) with x of sort S let
Eϕ(c¯,x),r,n :={p ∈ PT : for all s ∈ Up, s(inf
x
ϕ(c¯, x)) > r − 1/n}
∪ {p ∈ PT : for some cSj and all s ∈ Up, s(ϕ(c¯, cSj )) < r}
and let
Eϕ,r,n :=
⋃
{Uq : q ∈ Eϕ(c¯,x),r,n}
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as in Lemma 6.2.2. The proof of Lemma 6.2.2 (using the case of Lemma 6.1.3
when Σ is the space of all quantifier-free formulas) shows that each Eϕ,r,n, for ϕ
quantifier-free, is dense open in TT .
Let
G0 :=
⋂
ϕ∈Φ,n∈N,r∈Q
Eϕ,r,n.
Since the formula d(f(c¯), x) (or, in the case of C∗-algebras, the formula ‖f(c¯)−x‖)
is quantifier-free for every term f , the proof of Theorem 6.2.1 shows that in the
case of finite forcing for s in G0 the interpretation a¯s is dense in As.
(1) We shall find a dense Gδ subset of G such that As |= T for every s in this
set. By the above we may assume that a¯s is dense in As.
Fix n and let the formula ϕn(x¯, y¯) be as in (6.1). There are only countably
many assignments of constants cSi to variables x¯ in ϕn(x¯, y¯). Let ϕn,j(c¯, y¯), for
j ∈ N, be an enumeration of all L+-formulas obtained from ϕn(x¯, y¯) by assigning
constants from c¯ of the appropriate sort to x¯.
For a fixed n and j let ϕn,j,k, for k ∈ N, be an enumeration of all L+-sentences
obtained from ϕn,j(c¯, y¯) by assigning constants c
S
i of the appropriate sort to y¯. If
a¯ = {aSj : j ∈ N} is dense in SA for every sort S, then (A, a¯) is a model of T if and
only if for all n and j in N we have
inf
k
ϕAn,j,k = 0.
Fix m,n, and j in N and let
Fm,n,j := {p ∈ P0,T : (∀s ∈ Up)(∃k)s(ϕn,j,k) < 1/m}.
In order to show that for every p ∈ P0,T there exists q ≤ p in Fm,n,j, let us fix
p ∈ P0,T and a certifying pair (A, a¯) for p. Since A is a model of T , we have
(inf y¯ ϕn,j(a¯, y¯))
A = 0. Therefore there is an assignment of constants cSi of the
appropriate sort to y¯, coded by some k, such that ϕAn,j,k < 1/m. By the case of
Lemma 6.1.3 when Σ consists of quantifier-free formulas we can find a condition
q ∈ Fm,n,j extending both p and (ϕn,j,k(c¯), 0, 1/m).
Therefore
G := G0 ∩
⋂
m,n,j
⋃
{Up : p ∈ Fm,n,j}
is a dense Gδ subset of TT .
The construction of As from s is identical to that in the proof of Theorem 6.2.1.
We now prove that s ∈ G implies As |= T . Fix an axiom, say supx¯ inf y¯ ϕn(x¯, y¯),
of T and fix j ∈ N. As for all m and j there exists p ∈ Fm,n,j such that s ∈ Up, we
have
(inf
y¯
ϕn,j(a¯, y¯))
As = 0.
Since a¯s is dense in As, this implies (supx¯ inf y¯ ϕn(x¯, y¯))
As = 0. As n was arbitrary,
this implies As |= T .
It is clear that s = sA¯s,a¯s and this concludes the proof of (1).
Now suppose the property P is definable by uniform families of existential
formulas. Fix uniform families Fn of quantifier-free formulas for n ∈ N such that a
model A of T has property P if and only if
fn(x¯) := inf
ϕ∈Fn
ϕ(x¯)
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vanishes on A for all n ∈ N. Since each ϕ ∈ ⋃n Fn is quantifier-free, the proofs of (2)
and (3) of Theorem 6.2.1 taken almost verbatim prove (2) and (3) of Theorem 6.3.1.

Notably, the hyperfinite II1 factor is a generic model of its theory for both finite
and infinite forcing (see [54, Proposition 5.21 and Corollary 6.4]).
6.4. ∀∃-axiomatizability and existentially closed structures
We begin with the following essential definition.
Definition 6.4.1. If M is a class of C∗-algebras we say that algebra A ∈ M
is existentially closed in M, e.c. for short, if whenever B ∈M and Ψ: A→ B is an
injective ∗-homomorphism for every quantifier-free formula ϕ(x¯, y¯) and every a¯ in
A of the appropriate sort,
inf
y¯
ϕ(a¯, y¯)A = inf
y¯
ϕ(Ψ(a¯), y¯)B.
Definition 6.4.1 comes in two different flavours, depending on whether the lan-
guage is equipped with a symbol for the unit or not. In the former case the e.c.
algebra (if it exists) is necessarily unital. In the latter case, the e.c. algebra (if it
exists) need not be unital. This is because if A has unit a and it is isomorphic to
a non-unital subalgebra of some B ∈M then the sentence ψ := infy 1 .− ‖y− ay‖
satisfies ψA = 1 and ψB = 0.
Existentially closed structures are the abstract analogues of algebraically closed
fields. In the applications of model theory, the study of e.c. structures is often
one of the first moves (see [76, Chapter 8] or [99]). To see why, the standard
model-theoretic approach is to try to learn something about a structure A by
studying some elementary class to which A belongs. If this class happens to be
∀∃-axiomatizable then it will contain e.c. models (even one which contains A). In
good cases, since the e.c. structure is very rich, one can deduce information there
and transfer it back to A. As an example of this rich structure, one can show that
an e.c. C∗-algebra in a class closed under taking crossed products with Z has the
property that all of its automorphisms are approximately inner (see the argument of
[54, Proposition 3.1]). The study of e.c. structures has worked well in the classical
first order case. For instance, e.c. groups are well-studied objects (see e.g., [77] and
[98]). C∗-algebras that are e.c. in the class of all C∗-algebras are studied in [70].
Some natural classes allow many e.c. objects (see e.g., [54]). In the best case, the
class of e.c. structures proves to be elementary and thereby provides a particularly
good theory, called the model companion. Unfortunately, it is known that there is
no model companion to the theory of C∗-algebras (see [43, Theorem 3.3]).
A straightforward modification of classical result by Robinson yields the fol-
lowing theorem ([61, Corollary 6.6]; see also [54, §5]).
Theorem 6.4.2. Assume T is an ∀∃-axiomatizable theory and M is a non-
empty class of C∗-algebras satisfying T that is definable by uniform families of
formulas consisting of existential formulas. Then there exists a separable algebra
A ∈ M that is existentially closed in M. Furthermore, A can be chosen to include
an isomorphic copy of any given separable algebra B ∈M. 
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We add a constant 1 to the language and add (universal) axioms stating that the
interpretation of this constant is a multiplicative unit. Therefore all C∗-algebras
considered below are unital, unless otherwise specified. By Theorem 6.4.2 one
obtains an e.c. algebra (not necessarily unique) in every class of C∗-algebras listed
in Theorem 5.7.3. Some of these e.c. algebras have other, familiar, characterizations.
Example 6.4.3. (1) The class of UHF algebras contains a unique e.c.
algebra—the universal UHF algebra Q. It is e.c. by Proposition 6.5.1
below. Since having a unital copy of Mn(C) is existentially axiomatizable
for all n (§3.13.3), any algebra A which is e.c. for the class of UHF algebras
must contain a unital copy of Mn(C) for all n. By Glimm’s classification
theorem for UHF algebras this implies that A ∼= Q.
(2) Suppose S is a proper subset of the set of all primes. The class of all
UHF C∗-algebras not containing a unital copy of Mp(C) for any p ∈ S
contains a unique e.c. algebra,
⊗
p6∈SMp(C)
⊗∞. This is proved by the
argument from (1) because the class of algebras not containing a unital
copy of Mp(C) is universally axiomatizable by Theorem 2.5.1.
(3) Q is e.c. for the class of all AF algebras, and even for the class of all
MF algebras (Proposition 6.5.1; see also Corollary 6.5.2) but it is not a
unique e.c. algebra in either of these classes. This is because Theorem 6.4.2
implies that every C∗-algebra in each of these classes C is isomorphic to a
subalgebra of an algebra in C which is e.c. for C.
(4) The unique e.c. nuclear C∗-algebra is O2; it is also the unique e.c. exact
C∗-algebra. Both these facts were proved in [70]. O2 is also one of the
e.c. algebras for the class of all C∗-algebras embeddable into OU2 (cf. (3)).
See also Proposition 6.5.1 below.
(5) Consider the class of abelian C∗-algebras of the form C(X), where X is
a compact, connected metric space. The algebra of continuous functions
on the pseudoarc is an e.c. algebra in this class ([41]).
An injective ∗-homomorphism is an existential embedding if for every quantifier-
free formula ϕ(x¯, y¯) and every a¯ in A of the appropriate sort,
inf
y¯
ϕ(a¯, y¯)A = inf
y¯
ϕ(Φ(a¯), y¯)B .
Therefore A is e.c. in M if every embedding of A into some B ∈ M is an exis-
tential embedding. Following [9] we say that a C∗-homomorphism Φ : A → B is
sequentially split if there is a ∗-homomorphism Ψ : B → AU such that Ψ ◦Φ agrees
with the diagonal embedding of A into AU . Countable saturation of AU and  Los´’
theorem imply that every existential embedding is sequentially split and that a
sequentially split embedding is existential if and only if Ψ as above can be chosen
to be an injection (see [9, §4.3] or the proof of Lemma 4.3.3). Therefore [9, Theo-
rem 2.8 and Theorem 2.9] provide various properties of existential embeddings and
e.c. C∗-algebras. Notably, if there is an existential embedding of A into a nuclear
algebra B that satisfies the UCT then A is nuclear and it satisfies the UCT ([9,
Theorem 2.10]).
Remark 6.4.4. Theorem 5.7.3 and Theorem 6.4.2 imply the existence of e.c.
AF algebras. By Elliott’s classification result for AF algebras ([46], see also [122])
the category of AF algebras is equivalent to the category of dimension groups. The
relation between e.c. objects in these two categories was studied in [126] and [127].
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6.5. Strongly self-absorbing algebras
A model is atomic if it is isomorphic to an elementary submodel of every model
of its theory. Every strongly self-absorbing C∗-algebra is an atomic model of its
theory (see [56, Proposition 2.15]). An atomic model is always e.c. for the class of
models of its theory, and so every strongly self-absorbing C∗-algebra is e.c. for the
class of models of its theory. Some instances of the question of the determination
of the universal theory of a strongly self-absorbing algebra D are equivalent to
well-known problems (see below). Recall that Th∀(D) is the set of all universal
sentences in the theory of D and that a separable C∗-algebra A embeds into the
ultrapower DU if and only if A |= Th∀(D) (U stands for a nonprincipal ultrafilter
on N; see the first line of the proof of Lemma 4.3.3). As being DU -embeddable is
separably universally axiomatizable (§4.4) the existence of an e.c. DU -embeddable
algebra is a consequence of Theorem 6.4.2. When D is O2, the question of whether
the universal theory of O2 is the same as that of all C∗-algebras is equivalent to
the Kirchberg embedding problem. The question of whether the universal theory
of Q is the same as the theory of stably finite C∗algebras is the quasidiagonality
question. The case when D is Z is also interesting.
The analogue of Proposition 6.5.1 below (with the analogous proof) was proved
for the hyperfinite II1 factor in [54, Lemma 2.1] and (3) was proved in [70].
Proposition 6.5.1. (1) Every strongly self-absorbing C∗-algebra D is e.c.
for the class of all unital C∗-algebras isomorphic to a subalgebra of an ul-
trapower of D.
(2) The rational UHF algebra Q is e.c. for the class of unital MF algebras.
(3) O2 is e.c. for the class of all C∗-algebras which are isomorphic to a sub-
algebra of an ultrapower of O2.
Proof. (1) This is the standard sandwich argument. Suppose D is strongly
self-absorbing, A embeds into DU and D is isomorphic to a subalgebra of A. Fix
a quantifier-free formula ϕ and a¯ in D and assume that (inf y¯ ϕ(a¯, y¯))
A = r. Then
(inf y¯ ϕ(a¯, y¯))
D ≥ r. We may identify A with a unital subalgebra of DU . As all
embeddings of D into its ultrapower are unitarily conjugate (see e.g., [56, Theo-
rem 2.15]) we can arrange the composition of the embeddings of D into A with the
embedding of A into DU to be the diagonal embedding of D into its ultrapower.
By  Los´’ theorem, (inf y¯ ϕ(a¯, y¯))
DU = (inf y¯ ϕ(a¯, y¯))
D = r.
(2) is a consequence of (1) since Q is strongly self-absorbing and being unital
andMF is equivalent to being isomorphic to a unital subalgebra ofQU (Lemma 4.4.1).
(3) This is an immediate consequence of (1). 
Corollary 6.5.2. Every stably finite algebra is MF if and only if the rational
UHF algebra Q is e.c. for the class of unital, stably finite, C∗-algebras.
Proof. Only the converse direction requires a proof. Assume Q is e.c. for the
class of unital, stably finite, C∗-algebras. Also assume that A is a unital, stably
finite, C∗-algebra which is not MF. Since Q is MF and nuclear, the tensor product
A⊗Q is stably finite by Lemma 6.6.1. Since being MF is universally axiomatizable,
as in the proof of Proposition 6.6.2 we obtain that Q is not MF, a contradiction. 
We turn to Z and projectionless, stably finite, unital C∗-algebras. Let C be the
class of nuclear, projectionless, stably finite, unital C∗-algebras.
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Proposition 6.5.3. The Jiang–Su algebra Z is e.c. for C if and only if every
A ∈ C is embeddable into an ultrapower of Z.
If Z is e.c. for C then it is the unique projectionless unital strongly self-absorbing
algebra.
Proof. For the first part, assume Z is e.c. for C and A ∈ C. Since A ⊗ Z is
projectionless and stably finite, we may assume that Z is contained in A. But then
we can find Z ′ elementarily equivalent to Z which contains A. Z ′ embeds into an
ultrapower of Z and so A is embeddable in an ultrapower of Z. If on the other
hand, every A ∈ C embeds into an ultrapower of Z then since Z is e.c. for the class
of subalgebras of ultrapowers of Z, Z is e.c. for the smaller class C as well.
Now suppose Z is e.c. for C and D is projectionless, unital and strongly self-
absorbing. Then D ⊗ Z ∼= D and D ∈ C. Evidently Z embeds into D and by
the argument in the previous paragraph, D embeds into an ultrapower of Z. This
shows that Th∀(Z) = Th∀(D). By [56, Theorem 2.16] this implies that D ∼= Z. 
It is not known whether Z is the unique projectionless strongly self-absorbing
C∗-algebra. In the non-unital case, one could also ask whether Jacelon’sW (see [78]
and also [147]) is a stably finite projectionless, nuclear, e.c. algebra, or even the
unique such algebra.
6.6. Stably finite, quasidiagonal, and MF algebras
Following [72] we denote the class of stably finite, unital, and separable C∗-
algebras by SF , the class of algebras in SF that are in addition nuclear by SFn,
and the class of algebras in SFn that are in addition simple by SFns. Stably finite,
unital, C∗-algebras are universally axiomatizable (§3.6.4), and both nuclear and
simple C∗-algebras are definable by uniform families of formulas (Theorem 5.7.3).
Therefore by Theorem 6.4.2 there exists an e.c. C∗-algebra in each of the classes
SF , SFn, and SFns, and every C∗-algebra in either of these classes is isomorphic
to a subalgebra of an e.c. algebra for the same class. In [72, Conjecture 12] it was
conjectured that the rational UHF algebra Q is a unique nuclear e.c. algebra in SF .
Also, in [72, Corollary 16] it was proved using results of [133] that every algebra
which is e.c. in SF that is in addition in SFns and in the UCT class is AF.
It is not known whether the tensor product of two stably finite C∗-algebras is
stably finite. We shall need the following weaker (and well-known) fact.
Lemma 6.6.1. Suppose A is stably finite and B is MF. Then some tensor
product A⊗α B is stably finite.
If at least one of A and B is nuclear then the minimal tensor product A⊗B is
stably finite.
Proof. Since A is stably finite, so is Mn(A) for every n ∈ N. Let U be a
nonprincipal ultrafilter on N. The ultraproduct
∏
U Mn(A) is stably finite by  Los´’
Theorem and the fact that being stably finite is axiomatizable (Theorem 2.5.1).
Let A0 denote the (unital) image of A in this ultraproduct under the diagonal map.
Since A is unital, this ultraproduct also contains a canonical copy of
∏
UMn(C).
Let B0 denote its subalgebra isomorphic to B. Then C
∗(A0, B0) is isomorphic to
A⊗αB for some tensor product ⊗α; this is easily proved by checking the universal
property of the tensor product. We conclude that A ⊗α B is isomorphic to a
subalgebra of a stably finite C∗-algebra, and therefore stably finite itself.
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If one of A and B is nuclear then A ⊗α B is the minimal tensor product, and
this completes the proof. 
It is not clear that one can conclude that A ⊗ B embeds into ∏U Mn(A), or
that it is stably finite, without the assumption that one of A or B is nuclear.It is
for example not true that the quotient of a stably finite C∗-algebra is always stably
finite: While C0((0, 1], C) is trivially stably finite for every C
∗-algebra C, it always
has C as a quotient.
Quasidiagonality was introduced in §5.5. All stably finite and nuclear C∗-
algebras in the UCT class are quasidiagonal ([133]). It is not known whether all
stably finite and nuclear C∗-algebras are quasidiagonal. The reduced group algebra
of the free group with n ≥ 2 generators is stably finite but not quasidiagonal.
Proposition 6.6.2. Some e.c. algebra in SFn is quasidiagonal if and only if
every C∗-algebra in SFn is quasidiagonal.
If some e.c. algebra in SFn belongs to the UCT class then every C∗-algebra in
SFn is quasidiagonal.
Proof. Only the direct implication requires a proof. Suppose A is a quasidi-
agonal e.c. algebra in SFn. Assume there exists a C∗-algebra B that is nuclear
and stably finite but not quasidiagonal. Then this algebra is not even MF (see
§4.4). Since being separable and MF is characterized by being a subalgebra of a
countably saturated algebra
∏
nMn(C)/
⊕
nMn(C), being MF is (among separa-
ble C∗-algebras) universally axiomatizable by Lemma 4.3.3. Since B is stably finite
and nuclear, and A is MF, the tensor product A⊗B is nuclear and stably finite by
Lemma 6.6.1. It also satisfies an existential statement assuring that B is not MF.
Since A is a subalgebra of this algebra and it is e.c., A satisfies this statement and
is therefore not MF; contradiction.
If A ∈ SFn also belongs to the UCT class then it is quasidiagonal by [133,
Corollary D]. This implies the second assertion and concludes the proof. 

CHAPTER 7
C∗-algebras not elementarily equivalent to nuclear
C∗-algebras
Theorem 6.2.1 and Theorem 6.3.1 comprise a machine that turns theories of
C∗-algebras into C∗-algebras and reduces some open problems on classification and
the structure of C∗-algebras to questions on the existence of theories with specific
properties. The method of producing a C∗-algebra with a specified theory was
implicitly used before (see the introduction to §7.3). One of the novelties of our
approach is that it produces a nuclear C∗-algebra if it is applied to a theory that
allows nuclear C∗-algebras. In this section we shall see that some theories of C∗-
algebras are so peculiar that they do not even have nuclear models. As an additional
motivation for questions of this sort we make the following simple observation.
7.1. Exact algebras
It is not known whether every stably finite C∗-algebra A has a tracial state. A
result of Haagerup (see [73]) gives an affirmative answer if in addition one assumes
that A is exact. Exactness is a weakening of nuclearity: a C∗-algebra A is exact
if there exists an injective ∗-homomorphism π of A into a C∗-algebra B such that
for every tuple a¯ in A1 and every ε > 0 there are a finite-dimensional C
∗-algebra F
and c.p.c. maps ϕ : A→ F and ψ : F → B such that the diagram
A B
F
π
ϕ ψ
ε-commutes on a¯ (cf. §5.1 and see [27, §2.3] or [16, IV.3]).
Evidently, nuclear C∗-algebras are exact and subalgebras of exact C∗-algebras
are exact. Not all exact C∗-algebras are nuclear: C∗r(F∞) and
∏
U Mn(C) are exact
but not nuclear.
Proposition 7.1.1. Every unital stably finite C∗-algebra A elementarily equiv-
alent to an exact C∗-algebra has a tracial state.
Proof. Fix an exact B such that A ≡ B. Since being stably finite is axioma-
tizable by §3.6.4, B is stably finite. By [73] B has a tracial state. Since having a
tracial state is axiomatizable by §2.5.6, A has a tracial state. 
Question 7.1.2. Is every C∗-algebra elementarily equivalent to an exact C∗-
algebra? Is every stably finite C∗-algebra elementarily equivalent to an exact C∗-
algebra?
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Notice that a positive answer to the first part of this question would imply a
positive answer to the Kirchberg embedding problem: if A is a separable C∗-algebra
elementarily equivalent to a separable exact C∗-algebra B then A embeds into BU .
Since B embeds into O2, A would embed into OU2 .
We shall answer the analogous questions for nuclear C∗-algebras by first pro-
ducing a family of monotracial C∗-algebras not elementarily equivalent to nuclear
C∗-algebras in Propositions 7.2.4 and Proposition 7.2.5 and then producing a purely
infinite and simple C∗-algebra that is not even a model of the theory of nuclear C∗-
algebras in Proposition 7.3.1.
7.2. Definability of traces: the uniform strong Dixmier property
We continue the discussion of §3.5. A unital C∗-algebra A has the Dixmier
property if for every a ∈ A, the norm-closed convex hull Ka of the unitary orbit of
a ({uau∗ : u ∈ U(A)}), has nonempty intersection with the center of A, Z(A) (see
[16, III.2.5.15]). If Z(A) is trivial (for example, if A is simple) then the Dixmier
property is equivalent to the strong Dixmier property asserting Ka has nonempty
intersection with the scalars for every a ∈ A.
Lemma 7.2.1. An algebra A with the strong Dixmier property has at most one
tracial state.
Proof. Suppose a ∈ A and µ ∈ C is in Ka. For every ǫ > 0, we have an
n ∈ N, unitaries ui and scalars λi ≥ 0 for i ≤ n such that∥∥∥∥µ−
n∑
i=1
λiu
∗
i aui
∥∥∥∥ < ǫ and
n∑
i=1
λi = 1
By letting ǫ tend to 0, we see that for every trace τ of A we have τ(a) = µ. This
proves that A has at most one trace and it also shows that A is tracial if and only
if the intersection of Ka with the scalars has exactly one point for every a ∈ A. 
In [74] it was proved that every unital simple C∗-algebra with at most one
trace has the strong Dixmier property. Thus the simple, unital and monotracial C∗-
algebra whose trace is not definable from Proposition 3.5.6 has the strong Dixmier
property, but its ultrapower does not. This shows that the strong Dixmier property
is not axiomatizable. In [105, Theorem 1] Ozawa proved that a variant of the
Dixmier property is equivalent to every non-zero quotient of A having a tracial
state. The strong Dixmier property implies that A is simple if it has a faithful
trace ([39]). More generally, if A has the strong Dixmier property and τ is a trace
then every proper ideal is included in the ideal
J := {a : τ(a∗a) = 0}.
However, there are non-simple tracial C∗-algebras with the Dixmier property, such
as the unitization of the compact operators. This algebra even has the uniform
strong Dixmier property, defined below, with k(j) = j.
We shall consider a uniform variant of the Dixmier property, analogous to the
uniform definability of Cuntz–Pedersen nullset considered in §3.5.1. We note that
if A has the strong Dixmier property then for every a ∈ A and ǫ > 0, there exist
µ ∈ C and n, dependent on a and ǫ, together with unitaries ui and rational numbers
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λi ≥ 0 such that ∥∥∥∥µ−
n∑
i=1
λiu
∗
i aui
∥∥∥∥ < ǫ and
n∑
i=1
λi = 1
By taking common denominators, possibly repeating unitaries and increasing n,
we can assume that λi = 1/n for all i. This leads us to consider, for n ∈ N, the
following sentence (remember Remark 3.4.3):
ϕn = sup
a
inf
u¯∈U(A)n
inf
µ∈C,‖µ‖≤1
∥∥∥∥µ− 1n
n∑
i=1
u∗i aui
∥∥∥∥.
For a sequence k¯ = (k(j) : j ∈ N), we say that A has the k¯-uniform strong Dixmier
property if ϕAk(j) < 1/j for all j ≥ 1. We say that A has the uniform strong Dixmier
property if it has the k¯-uniform strong Dixmier property for some k¯. A related
concept, the uniform Dixmier property, is studied in [5].
Lemma 7.2.2. The following are equivalent for a unital C∗-algebra A.
(1) A has the k¯-uniform strong Dixmier property for some k¯.
(2) There exists n ≥ 2 such that ϕAn < 1.
Also, having the k¯-uniform strong Dixmier property for a fixed k¯ is ∀∃-axiomatiza-
ble.
Proof. It is clear that (1) implies (2) and that ϕn is ∀∃-axiomatizable for all
n.
Suppose (2) holds for n and let r := ϕAn . Then for every a ∈ A we can find
u¯ ∈ U(A)n and a scalar µ such that |µ| ≤ ‖a‖ and ‖µ− 1n
∑n
i=1 u
∗
i aui‖ ≤ r‖a‖. By
applying this to a1 := µ − 1n
∑n
i=1 u
∗
i aui we obtain ϕ
A
n2 ≤ r2, and by induction A
has the k¯-uniform strong Dixmier property with k(j) ≤ nm(j) with m(j) < − logr j,
for all j ≥ 2. 
In particular, an ultraproduct of C∗-algebras with the k¯-uniform strong Dixmier
property (for a fixed k¯) has the k¯-uniform strong Dixmier property and as in the
proof of Theorem 3.5.5 one can prove that the Cuntz–Pedersen nullset A0 is defin-
able. A stronger statement is true.
Lemma 7.2.3. If A has the uniform strong Dixmier property then it has the
strong Dixmier property. If moreover A has a trace then the trace is unique and
definable.
Proof. Only the last point requires a proof. Assume A has trace τ . For each
j ≥ 1 we have
sup
x
∣∣∣∣∣∣τ(x) · 1A − infu¯∈U(A)k(j) ‖
1
k(j)
k(j)∑
i=1
u∗ixui‖
∣∣∣∣∣∣ <
1
j
and this shows the definability of τ . 
Discrete groups provide a rich source of tracial C∗-algebras. If G is a dis-
crete group then the reduced C∗-algebra C∗r(G) is generated by the left regular
representation of G on ℓ2(G) (see [27, §2.5]). The weak closure of C∗r(G) in this
representation is the group von Neumann algebra L(G). It is equal to the tracial
von Neumann algebra Nτ,C∗r(G) (as defined in §3.5) where τ is the canonical trace
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on C∗r(G). The algebra L(G) is a factor if and only if every nontrivial conjugacy
class in G is infinite.
A discrete group G is a Powers group ([39, p. 244]) if for every nonempty finite
F ⊆ G \ {e} and every n ≥ 1 there exists a partition G = X ⊔ Y and g1, . . . , gn in
G such that
(1) fX ∩X = ∅ for all f ∈ F , and
(2) gjY ∩ gkY = ∅ for all j < k ≤ n.
For example, as pointed out in [39, p. 244], F∞ is a Powers group, which follows
by arguments in [114].
Since the reduced group C∗-algebra C∗r(G) is nuclear whenever G is amenable
the following proposition strengthens the fact that Powers groups are not amenable
([38]). McDuff factors were defined before Lemma 3.5.2.
Proposition 7.2.4. If G is a Powers group with infinite conjugacy classes such
that the II1 factor L(G) is not McDuff then C
∗
r(G) is not elementarily equivalent
to a nuclear C∗-algebra.
In particular, C∗r(F∞) is not elementarily equivalent to a nuclear C
∗-algebra.
Proof. For every Powers group G the reduced group algebra C∗r(G) satisfies
the uniform strong Dixmier property. This follows from results of de la Harpe and
Skandalis, as follows. In [39, Proposition 3] it was proved that the pair (C∗r(G), τ)
(where τ is the canonical trace) satisfies a certain property P3. In [39, Lemma 1]
it was proved that there exists a universal constant r < 1 such that if A is a
C∗-algebra with trace τ which satisfies P3 then for every self-adjoint a ∈ A with
τ(a) = 0 there exist unitaries u1, u2 and u3 in A such that ‖3−1
∑3
j=1 ujau
∗
j‖ ≤ r
(see also [38]). Using our notation from before Lemma 7.2.2, we have ϕA3 ≤ r < 1
and Lemma 7.2.2 now implies that A has the uniform strong Dixmier property.
Therefore the canonical trace on A is definable by Lemma 7.2.3.
Since G has infinite conjugacy classes, L(G) is a II1 factor. By our assumption
it is not McDuff and therefore by Lemma 3.5.2 the conclusion follows.
Since the II1 factor corresponding to C
∗
r(F∞) is isomorphic to the group factor
L(F∞), we are done since L(F∞) does not have property Γ by a well-known result
of Murray and von Neumann. 
Other C∗-algebras with the uniform strong Dixmier property are the reduced
free products A ∗ B that satisfy the Avitzour condition (see [7, Proposition 3.1]),
certain amalgamated reduced free products, and crossed products by Powers groups
(e.g., see [39]).
Proposition 7.2.5. An ultraproduct of full matrix algebras with respect to a
nonprincipal ultrafilter,
∏
UMn(C), is not elementarily equivalent to a nuclear C
∗-
algebra.
Proof. This algebra has a unique definable trace by Theorem 3.5.5 (2) since
nucdim(Mn(C)) = 0 for all n. By Lemma 3.5.2 it will suffice to show that the
corresponding II1 factor is not McDuff. In fact, the II1 factor corresponding to∏
U Mn(C) does not have property Γ which follows from a result of von Neumann
([140]); see [52, §4] or [59, Theorem 5.1]). 
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7.3. Elementary submodels of von Neumann algebras
Consider a von Neumann algebra N as a C∗-algebra. Unless it is finite-
dimensional, N is not separable, and a separable elementary submodel A is a
C∗-algebra that inherits all elementary properties of N , and, as it turns out, cer-
tain non-elementary properties. For example, in the proof of [111, Theorem 3.2]
it was shown (among other things) that if N is a II1 factor not isomorphic to its
opposite algebra then A is a C∗-algebra with a unique trace not isomorphic to its
opposite algebra. For another example, an elementary submodel of the free group
von Neumann algebra L(F2) (or any other II1 factor without property Γ) is a sim-
ple, monotracial C∗-algebra which is not approximately divisible (see §4.5 and [19,
Example 4.8]).
The theory of nuclear C∗-algebras is the largest theory TN in the language of
C∗-algebras such that every nuclear C∗-algebra satisfies TN . Not being a model of
TN implies not being elementarily equivalent to a nuclear C
∗-algebra. Since any
ultraproduct of nuclear C∗-algebras is a model of TN , Proposition 7.2.5 implies that∏
U Mn(C) is a model of TN that is not elementarily equivalent to any nuclear C
∗-
algebra. The example given by the following is even further removed from nuclear
C∗-algebras.
Proposition 7.3.1. There exists a unital, purely infinite, simple, C∗-algebra
M with the same K-theory as O2 that is not elementarily equivalent to a nuclear
C∗-algebra and that is not even a model of TN .
This proof is very similar to the argument given in [19, Example 4.8].
Proof. Let M be a type III factor without an almost periodic state, as con-
structed in [33]. All of its projections are Murray-von Neumann equivalent and
it is a purely infinite and simple C∗-algebra. It is also not approximately divis-
ible. Since being purely infinite and simple is axiomatizable (§3.13.7) and being
approximately divisible is axiomatizable (§4.5), every algebra elementarily equiva-
lent to M is purely infinite and simple but not approximately divisible. However,
every nuclear, purely infinite, and simple C∗-algebra is O∞-absorbing ([87]) and
therefore approximately divisible. In a type III factor all projections are Murray–
von Neumann equivalent. Since Mn(M) is a type III factor, we can conclude that
K0(M) = 0. Similarly, as M is a von Neumann algebra every unitary is equal to
exp(ia) for a self-adjoint operator a of norm ≤ π. This property is ∀∃-axiomatizable
and it implies that K1(M) = 0.
It remains to find a sentence in TN not satisfied byM . By the above it suffices to
show that the property “If A is purely infinite and simple then it is O∞-absorbing”
is elementary. Since purely infinite and simple C∗-algebras form an elementary and
co-elementary class (§3.13.7) and being O∞-absorbing is also elementary (Theo-
rem 2.5.2), the conclusion follows by Lemma 3.13.1. 
All examples of C∗-algebras not elementarily equivalent to a nuclear algebra
provided here are not Z-stable. A family of 2ℵ0 distinct theories of simple, mono-
tracial, Z-stable (and even UHF-stable) C∗-algebras not elementarily equivalent to
a nuclear C∗-algebra was found in [22]. This is a consequence of the existence of
2ℵ0 distinct theories of McDuff factors. Notably, all known proofs that a C∗-algebra
is not elementarily equivalent to a nuclear C∗-algebra use Connes’ theorem that the
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weak closure of a nuclear C∗-algebra in each of its representations is an injective
factor.
Proposition 7.3.2. The set of complete theories of C∗-algebras with a nuclear
model is Borel.
Proof. Since being nuclear is definable by uniform families of formulas, a
theory T has a nuclear model if and only if the Borel condition (2) from [61,
Theorem 6.3] holds. 
Problem 7.3.3. Is there a natural characterization of theories of C∗-algebras
that have nuclear models?
CHAPTER 8
The Cuntz semigroup
The Cuntz semigroup was introduced by Cuntz in the 1970s and recently rose
to prominence as an invariant of C∗-algebras (see e.g., [4] or [34]). Although this
semigroup does not belong to Aeq, we shall see that some of its relevant first-order
properties are reflected in the theory of A.
8.1. Cuntz subequivalence
For positive a and b in A we write a - b and say that b Cuntz-dominates
a when infx ‖a − xbx∗‖ = 0, where the infimum is taken over all elements of
the C∗-algebra, and not just contractions. The equivalence classes obtained by
symmetrizing - on
⋃
nMn(A) gives rise to the Cuntz semigroup, denoted W (A),
of A. In this semigroup, the sum of the equivalence classes of a and b is defined
to be the equivalence class of diag(a, b) (see §3.11). An alternative definition of
the Cuntz semigroup of A, denoted Cu(A), considers equivalence classes of positive
elements in A ⊗ K instead of ⋃nMn(A). The two structures are slightly different
but the distinction will not play a role here. The relation - is not compatible with
the logic of metric structures. Since for every a ≥ 0 and every n, we have a - 1na,
the closure of the graph of - includes A+×{0}, so this graph is not a closed subset
of A2 whenever A is a nontrivial C∗-algebra.
The following straightforward fact is worth mentioning.
Lemma 8.1.1. For all n ≥ 1 and a and b in A we have (a - b)A if and only if
(a - b)Mn(A).
Proof. Let e be a minimal projection inMn(C) and identify A with eMn(A)e.
If x ∈Mn(A) is such that ‖a− xbx∗‖ < ε then x1 := exe belongs to A and satisfies
a− x1bx∗1 = a− xbx∗. 
The following is well-known.
Lemma 8.1.2. Assume a and b are positive contractions in A. If there exists s
such that a = s∗(b− δ)+s then there exists x with ‖x‖ ≤ δ−1/2 such that a = x∗bx.
In particular, if a - (b − δ)+ then for every ε > 0 there is x ∈ A such that
‖x‖ ≤ δ−1/2 and ‖x∗bx− a‖ < ε.
Proof. Say a = s∗(b− δ)+s. Set y := (b− δ)1/2+ s. Then a = y∗y and therefore
‖y‖ ≤ 1. Now choose a nonnegative function f ∈ C0((0, 1]) such that ‖f‖ ≤ δ−1 and
f(t) = t−1, for t ∈ [δ, 1]. It follows that tf(t)(t− δ)+ = (t− δ)+. Set x := f(b)1/2y,
so that ‖x‖ ≤ δ−1/2 and x∗bx = s∗f(b)b(b− δ)+s = s∗(b − δ)+s = a.
For the second part, note that if a - (b − δ)+ then for ε > 0 there exists
x0 ∈ A such that x∗0(b − δ)+x0 is within ε of a. By rescaling, we may assume
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a′ := x∗0(b− δ)+x0 is additionally a contraction. Then by the first part, there exists
x ∈ A such that ‖x‖ ≤ δ−1/2 and x∗bx = a′ is within ε of a, as required. 
Lemma 8.1.3. Assume A ≺ B and a and b are in (A⊗K)+. Then (a - b)A if
and only if (a - b)B.
Proof. Clearly A ⊆ B implies that if (a - b)A then (a - b)B. Conversely, if
(a - b)B then by [121, Proposition 2.4], for every ε > 0, there exists δ > 0 such
that ((a− ε)+ - (b− δ)+)B. By Lemma 8.1.2, this is equivalent to the existence of
x ∈Mn(B) of norm at most δ−1/2 such that ‖(a− ε)+− x∗bx‖ is arbitrarily small.
Since the embedding is elementary, this is in turn equivalent to the existence of
x ∈Mn(A) of norm at most δ−1/2 such that ‖(a− ε)+− x∗bx‖ is arbitrarily small,
which implies that (a− ε)+ - b. Since ε > 0 is arbitrary, it follows that a - b. 
For x ∈ A and k ≥ 1 we shall write x⊕k for the diagonal matrix diag(x, x, . . . , x)
inMk(A) where x is repeated k times. Similarly, x
⊕k⊕y⊕l stands for diag(x, . . . , x, y, . . . , y)
in Mk+l(A), where x is repeated k times and y is repeated l times.
Recall that by Lemma 8.1.1 the relation of Cuntz-subequivalence between ele-
ments of Mm(A) is unchanged when computed in Mn(A) for n ≥ m.
For a unital C∗-algebra A and nonzero natural numbers m and n consider the
following statement
rcAm,n: For all positive x, y in A we have that
x⊕(n+1) ⊕ 1⊕m - y⊕n
in Mm+n+1(A) implies x - y in A.
This implication is a first-order property of the Cuntz semigroup. (Since the positive
elements in
⋃
nMn(A) form a dense subset of the positive elements of A ⊗ K, its
truth does not depend on whether we considerW (A) or Cu(A). This also applies to
properties of the Cuntz semigroup considered later on in this subsection.) Since the
latter (typically being an uncountable discrete ordered semigroup) does not appear
to be in Aeq, the following proposition that will be used in §8.4 is not immediate.
Proposition 8.1.4. For all m and n the class of all unital A such that rcAm,n
holds is elementary.
Proof. Fix m and n. By Theorem 2.4.1 we need to show that this class (we
temporarily denote it C(m,n)) is closed under isomorphisms, ultraproducts, and
elementary submodels. Closure under isomorphisms is obvious.
Fix A ≺ B. Lemma 3.10.2 impliesMm+n+1(A) is in Aeq and thereforeMm+n+1(A) ≺
Mm+n+1(B). Therefore by Lemma 8.1.3 any counterexample to rc
A
m,n is also a
counterexample to rcBm,n and rc
B
m,n implies rc
A
m,n. Therefore B ∈ C(m,n) implies
A ∈ C(m,n) and we have proved that C(m,n) is closed under elementary submodels.
It remains to prove that C(m,n) is closed under ultraproducts. Fix an index
set I, an ultrafilter U on I and Aξ ∈ C(m,n) for all ξ ∈ I.
Assume for the sake of contradiction that rcAm,n fails with A :=
∏
U Aξ. Choose
witnesses a and b in the unit ball of A. We have a⊕(n+1) ⊕ 1⊕m - b⊕n but not
a - b. Thus for some ε > 0 we have (a− ε)+ 6- b. We may choose ε < 1. Since for
all x, y and ǫ we have
((x⊕k ⊕ y⊕l)− ε)+ = (x⊕k − ε)+ ⊕ (y⊕l − ε)+,
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by [121, Proposition 2.4], there exists δ > 0 such that
(a⊕(n+1) − ε)+ ⊕ (1⊕m − ε)+ - (b⊕n − δ)+
in Mm+n+1(A). Let aξ and bξ, for ξ ∈ I, be representing sequences of a and b
respectively. Since 1 is a compact element (which is equivalent to being Cuntz
equivalent to some (1 − ǫ)+, for some ǫ > 0) and ε < 1, we have that (a⊕(n+1)ξ −
ε)+ ⊕ 1⊕m is Cuntz-equivalent to
(a
⊕(n+1)
ξ − ε)+ ⊕ (1⊕m − ε)+. We now have
(a
⊕(n+1)
ξ − ε)+ ⊕ 1⊕m - (b⊕nξ − δ/2)+
for U-many ξ ∈ J . Using rcAξm,n for every such ξ we have (aξ−ε)+ - (bξ−δ/2)+, and
by Lemma 8.1.2 there exists xξ ∈ Aξ such that ‖xξ‖ ≤ (δ/2)−1/2 and (aξ − ε)+ =
xξbξx
∗
ξ . Therefore in A we have (a− ε)+ - b, a contradiction. 
The Cuntz semigroup of a C∗-algebra A is said to be unperforated if for all
n ≥ 1
unpAn : For all positive x and y in A⊗K we have that x⊕n - y⊕n implies x - y.
Proposition 8.1.5. The class of C∗-algebras with unperforated Cuntz semi-
group is elementary. For every n ≥ 1 the class of all A such that unpAn holds is
elementary.
Proof. Since it suffices to consider x and y in Mm(A) for a large enough m,
Lemma 3.10.2 and Lemma 8.1.3 together imply that if A ≺ B and unpBn holds
then unpAn holds. In [116, Lemma 2.3] it was proved that the class of C
∗-algebras
with unperforated Cuntz semigroup is closed under products and quotients, and
therefore closed under ultraproducts. The proof shows that unpAn is preserved by
ultraproducts for all n ≥ 1.
By Theorem 2.4.1 a class of C∗-algebras closed under isomorphisms, elementary
submodels, and ultraproducts is elementary. 
The Cuntz semigroup of a C∗-algebra A is said to be almost unperforated if for
all n ≥ 1
aunpAn : For all positive x and y in A⊗K we have that x⊕n+1 - y⊕n implies x - y.
The proof of the following result used in §8.2 is analogous to the proof of Proposi-
tion 8.1.5.
Proposition 8.1.6. The class of C∗-algebras with almost unperforated Cuntz
semigroup is elementary. For n the class of all A such that aunpAn holds is elemen-
tary. 
The proof of Lemma 8.1.4 appears to be flexible enough to show that, although
W (A) does not belong to Aeq, numerous properties P of W (A) are ‘elementary’ in
the sense that the class {A : W (A) satisfies P} is elementary. This applies for ex-
ample to having n-comparison, being n-divisible, ([119, §2.3]), or being (m,n)-pure
([146, Definition 2.6]). We remind the reader of Question 1 from the introduction.
Question. Assume A and B are two elementarily equivalent, simple, sepa-
rable, nuclear, unital C∗-algebras with the same Elliott invariant. Are A and B
necessarily isomorphic?
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While one might imagine an approach to this question using the Cuntz semi-
group as the distinguishing invariant, this discussion suggests that providing a
negative answer would require a novel construction of C∗-algebras. It would be
interesting to have a characterization of properties of W (A) that are ‘elementary’
in the above sense.
8.2. Strict comparison of positive elements
Let A be a C∗-algebra. A 2-quasitrace on A is a map τ : (A ⊗ K)+ → [0,∞]
that is linear on pairs of commuting positive elements, maps 0 to 0, and satisfies
that τ(x∗x) = τ(xx∗) for all x ∈ A ⊗ K ([17, Definition II.1.1] and [49, Section
4]; the apparently different definitions are equivalent by a result of Blanchard and
Kirchberg, see [49, p. 984]). For one such τ one defines the dimension function
dτ : (A⊗K)+ → [0,∞] by
dτ (a) := lim
n
τ(a1/n).
It is not difficult to check that a - b implies dτ (a) ≤ dτ (b). Moreover, by [17,
Theorem II.2.2], 2-quasitraces on A correspond to ‘lower semicontinuous rank func-
tions,’ i.e., functionals on W (A) (in [17] K∗0 (A) denotes the Grothendieck group
associated to W (A)).
A C∗-algebra is said to have the property of strict comparison of positive el-
ements by 2-quasitraces if for all a, b ∈ (A ⊗ K)+, if for some ǫ > 0, dτ (a) ≤
(1− ǫ)dτ (b) for all lower semicontinuous, [0,∞]-valued, 2-quasitraces τ then a - b.
Theorem 8.2.1. The class of C∗-algebras with strict comparison of positive
elements by 2-quasitraces is an ∀∃-axiomatizable class.
Proof. By [49, Proposition 6.2], strict comparison by 2-quasitraces is equiva-
lent to the property of almost unperforation in the Cuntz semigroup ofA. By Propo-
sition 8.1.6 the class of C∗-algebras with almost unperforated Cuntz semigroups—
equivalently, with strict comparison of positive elements by 2-quasitraces—is ele-
mentary.
It is clear that the union of a chain of C∗algebras with strict comparison by
2-quasitraces also has strict comparison. By Proposition 2.4.4 we conclude that
this class is ∀∃-axiomatizable. 
If in the above definition of strict comparison we let τ range through traces
rather than 2-quasitraces then we say that A has strict comparison of positive
elements by traces. That is, strict comparison of positive elements by traces holds
if we have that for all a, b ∈ (A⊗K)+ if for some ǫ > 0, dτ (a) ≤ (1− ǫ)dτ (b) for all
lower semicontinuous, [0,∞]-valued, traces τ then a - b.
Theorem 8.2.2. The class of C∗-algebras with strict comparison of positive
elements by traces is an ∀∃-axiomatizable class.
Proof. We first show that the class of C∗-algebras with the strict comparison
of positive elements is elementary using Theorem 2.4.1. Suppose that A ≺ B and B
has strict comparison of positive elements by traces. If we have a, b ∈ (A⊗K)+ and
ǫ > 0 such that dτ (a) ≤ (1 − ǫ)dτ (b) for all lower semicontinuous, [0,∞]-valued,
traces τ on A then since the restriction of a trace on B to A is a trace on A,
we see that we have the same on B and since B has strict comparison, a - b in
B. But by Lemma 8.1.3, we have a - b in A and so A has strict comparison
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by traces. It is shown in the course of the proof of [102, Theorem 4.1] that an
ultraproduct of C∗-algebras with strict comparison of positive elements by traces
again has strict comparison of positive elements by traces. By Theorem 2.4.1, this
class is elementary.
As before, it is clear that this class is closed under unions of chains. By
Proposition 2.4.4 the C∗-algebras with this property also form an ∀∃-axiomatizable
class. 
For exact (and in particular nuclear) C∗-algebras strict comparison by 2-quasitraces
is equivalent to strict comparison by traces because on exact C∗-algebras all qua-
sitraces are traces by [73] (see also §7.1). It is not known whether this is true in
general (see [16, II.6.8.16]).
8.3. The Toms–Winter conjecture
Three prominent and diverse regularity properties are conjecturally equivalent
in the case of separable, nuclear, unital and simple C∗-algebras.
Conjecture 8.3.1 (Toms–Winter). Suppose A is a separable, nuclear, unital
and simple C∗-algebra not isomorphic to a matrix algebra. Then the following are
equivalent:
(1) A has finite nuclear dimension (see §5.3).
(2) A is Z-stable.
(3) A has strict comparison (see §8.2).
The implications from (1) to (2) and from (2) to (3) have been established in
[143] and [146] and the implications from (3) to (2) and from (2) to (1) have been
established in many cases (see the introduction to [125], as well as [21]).
Being Z-stable is ∀∃-axiomatizable (see §4.3.1) and having strict comparison
is also ∀∃-axiomatizable (Theorem 8.2.1). On the other hand, having finite nuclear
dimension is not even axiomatizable, although having nuclear dimension ≤ n for
any fixed n is definable by uniform families of formulas (Theorem 5.7.3). Therefore
every implication in Conjecture 8.3.1 can be restated in purely model-theoretic
terms.
Regularity properties of a C∗-algebra A affect the definability and structure
of Aeq. For example, by [102, Corollary 4.3] (see Theorem 3.5.5) if A has strict
comparison of positive elements by traces then A0 is definable. By [105, Theorem
6], if A is exact and Z-stable then A0 is definable. (‘Exact’ can be weakened to
‘elementarily equivalent to an exact C∗-algebra’ by the argument given in the proof
of Proposition 7.1.1.) Finally, if A is nuclear and has finite nuclear dimension then
it is Z-stable by [146] and therefore A0 is definable by the above.
The Toms–Winter conjecture in particular predicts that no simple nuclear C∗-
algebra of infinite nuclear dimension can be elementarily equivalent to a simple C∗-
algebra of finite nuclear dimension. Presently evidence suggests that the nuclear
dimension of a Z-stable C∗-algebra is always either 0,1, or ∞. One could also ask:
for which n is there a C∗-algebra that has nuclear dimension (or decomposition
rank) n+1 which is not elementarily equivalent to any C∗-algebra of smaller nuclear
dimension (decomposition rank, respectively)? Here are two partial answers to this
question:
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(1) For n = 0 one easily has an affirmative answer to this question. All Kirchberg
algebras, as well as Z, have nuclear dimension one (by [21]) and their theories
have no models with nuclear dimension zero. This follows from three facts.
First, a C∗-algebra has nuclear dimension 0 if and only if it is AF. AF
algebras have stable rank one and real rank zero and both of these are ax-
iomatizable properties by §3.8 and §3.6.2. Second, Kirchberg algebras, being
infinite, do not have stable rank one, and finally Z does not have real rank zero
since it does not have a nontrivial projection.
(2) We have a full answer in the abelian case. The class of unital abelian C∗-
algebras is axiomatizable, and for a unital separable abelian C∗-algebra C(X)
the nuclear dimension and decomposition rank both coincide with the dimen-
sion of X . We know by Proposition 3.9.1, if C(X) is elementarily equivalent to
C(Y ) then rr(C(X)) = rr(C(Y )) and by [23], rr(C(X)) = dim(X). This was
also noticed in a different context by Bankston, [8, Theorem 3.2.4].
8.4. Radius of comparison
In [134] and [136] an infinite and then uncountable family of nonisomorphic
separable, nuclear, unital and simple C∗-algebras with the same Elliott invariant
was constructed. The distinguishing invariant for these algebras was the radius of
comparison defined below. We shall prove these algebras can be distinguished by
their theories.
The radius of comparison, rc(A), of a unital C∗-algebra A is the infimum of all
r ≥ 0 such that for all positive a and b in ⋃nMn(A) if dτ (a) + r < dτ (b) for all
2-quasitracial states τ then a - b. If there is no such r then rc(A) =∞.
Theorem 8.4.1. For every r ≥ 0 each of the following is an elementary class:
(1) The class of C∗-algebras with radius of comparison ≤ r.
(2) The class of C∗-algebras with radius of comparison ≥ r.
(3) The class of C∗-algebras with radius of comparison r.
Proof. We shall explain why this follows from Proposition 8.1.4 and known
results.
In [20, §3.2] the assertion rc(A) ≤ r was denoted by R1(r) and the assertion
“rc
Mk(A)
m,n holds whenever r < m/n, for all k” was denoted by R2(r). It is easy
to see that R1(r) implies R2(r) and in [20, Proposition 3.2.1] it was proved that
R2(r) implies R1(r + ε) for all ε > 0.
This result and Proposition 8.1.4 imply the desired conclusion. 
Corollary 8.4.2. The examples in [134] and [136] have the same Elliott
invariant but different theories.
Proof. These examples were constructed to have the same Elliott invariant.
They were distinguished by their radius of comparison, and by the previous theo-
rem, this is part of their theory. 
APPENDIX A
C∗-algebras
A Banach algebra is a complex algebra endowed with a complete norm satisfy-
ing ‖xy‖ ≤ ‖x‖ ‖y‖. A C∗-algebra is a Banach algebra endowed moreover with an
involution x 7→ x∗ satisfying the C∗-identity ‖x∗x‖ = ‖x‖2. There are many good
textbooks and monographs on the theory of C∗-algebras such as [16, 27, 100, 37,
107, 130, 131, 132]. For convenience we will only refer to [16] in what follows.
A natural notion of morphism for the category of C∗-algebras is that of a
∗-homomorphism. If A,B are C∗-algebras, then a linear map ϕ : A → B is a
∗-homomorphism if it is multiplicative, i.e., ϕ (ab) = ϕ (a)ϕ (b) for every a, b ∈ A
and is self-adjoint, i.e., ϕ(a∗) = ϕ(a)∗ for all a ∈ A. A ∗-homomorphism ϕ is
necessarily a contraction, i.e., it satisfies ‖ϕ (a)‖ ≤ ‖a‖ [16, II.1.6.6]. Moreover it
is an isometry if and only if it is injective. A bijective ∗-homomorphism is called a
∗-isomorphism.
Suppose that H is a Hilbert space, and denote by B(H) the space of bounded
operators on H . If x ∈ B (H), let ‖x‖ be the operator norm of x, and x∗ be the
operator on H implicitly defined by 〈x∗ξ, η〉 = 〈ξ, xη〉 for ξ, η ∈ H . This defines
on B (H) a C∗-algebra structure. In particular if H is a Hilbert space of finite
dimension n, then B (H) is a C∗-algebra that can be identified with the algebra
Mn(C) of n×n complex matrices. Any finite-dimensional C∗-algebra is ∗-isomorphic
to a direct sum of algebras of this form [16, II.8.3.2].
A fundamental result of Gelfand–Naimark and Segal asserts that any C∗-
algebra is ∗-isomorphic to a norm-closed self-adjoint subalgebra of B(H) for some
Hilbert space H . A representation of a C∗-algebra A on a Hilbert space H is a
∗-homomorphism π : A → B (H). The dimension of π is the dimension of the
Hilbert space H . A representation on a 1-dimensional Hilbert space is called a
character. A representation is faithful if it is injective or, equivalently, isometric. It
is irreducible if there is no nontrivial subspace of H that is π(a)-invariant for every
a ∈ A. A GNS representation is irreducible if and only if the corresponding state is
pure. A C∗-algebra is simple if it has no two-sided, self-adjoint, norm-closed ideals.
Equivalently, A is simple if all of its representations are faithful.
If T is a locally compact Hausdorff space, then the space C0(T ) of complex-
valued continuous functions on T that vanish at infinity is a C∗-algebra with point-
wise operations and the uniform norm. C∗-algebras of the form C0(T ) are precisely
the commutative C∗-algebras. If T is compact, then C0(T ) is unital (has a multi-
plicative identity) and simply denoted by C(T ). More generally if B is a C∗-algebra
one can define the algebra C0(T,B) of B-valued continuous functions on T that
vanish at infinity.
The taxonomy of elements of C∗-algebras is imported wholesale from operator
theory. x is normal if it commutes with its adjoint. An element x of a C∗-algebra
A is self-adjoint if it equals its adjoint. It is positive if it is of the form b∗b for
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some b ∈ A. A projection p of A is a self-adjoint idempotent element, i.e., it
satisfies p = p∗ = p2. A unit 1 of a C∗-algebra is a multiplicative identity which
is necessarily unique. An element u of a unital C∗-algebra is a unitary provided
that uu∗ = u∗u = 1. An element v of a C∗-algebra is an isometry if v∗v = 1. v
is a partial isometry if v∗v is a projection. If v is a partial isometry then vv∗ is
necessarily a projection. Two projections p and q in a C∗-algebra A areMurray–von
Neumann equivalent if there exists a partial isometry v ∈ A such that v∗v = p and
vv∗ = q.
The spectral theorem for normal operators and continuous functional calculus
(see §3.4) provide a powerful insight into the behaviour of normal elements of a
C∗-algebra. If A is a C∗-algebra and x ∈ A, then the spectrum σ (x) of x is the
set of λ ∈ C such that λ − x is not invertible in A (or in the unitization of A in
the absence of a unit). The spectrum is always a nonempty compact subset of
C. The spectral theorem easily implies that a normal element x of a C∗-algebra
A is self-adjoint (respectively positive, unitary, a projection) if and only if σ (x) is
contained in R (respectively [0,+∞), T, {0, 1}); see [16, II.2.3.4 and II.3.1.2].
A linear map ϕ between C∗-algebras is positive if it maps positive elements to
positive elements. In particular a linear functional ϕ on A is positive if ϕ (a) ≥ 0
for every positive element a of A. Since every self-adjoint element can be written as
difference of two positive elements, a positive map is automatically self-adjoint. A
state on A is a positive linear functional of norm 1. The set S(A) of states of A is
a Gδ subset of the unit ball of the dual A
∗ of A endowed with the weak∗ topology.
If A is unital, then ϕ ∈ A∗ is a state if and only if 1 = ϕ(1) = ‖ϕ‖ [16, II.6.2.5].
Moreover, in the unital case, S(A) is weak∗-compact. The extremal points of S(A)
are the pure states and the set of pure states is denoted by P (A). A state is faithful
if ϕ(a∗a) = 0 implies a = 0.
One can assign to any state ϕ of A a representation πϕ of A on a Hilbert
space Hϕ through the so called GNS construction [16, II.6.4]. The Hilbert space
Hϕ is the completion of A with respect to the pre-inner product 〈a, b〉 = ϕ (b∗a).
The representation πϕ maps a to the operator of left-multiplication by a on Hϕ.
This simple yet fundamental construction is the key idea in the proof that every
C∗-algebra admits a faithful representation on a Hilbert space.
A trace (or tracial state) of a unital C∗-algebra is a state τ satisfying the trace
identity τ(ab) = τ(ba). A trace is faithful if τ(a∗a) = 0 implies a = 0. The set
T (A) of traces on A forms a (possibly empty) Choquet simplex, which is metrizable
if A is separable [17, II.4.4]. A C∗-algebra is called tracial if T (A) is nonempty,
and monotracial if T (A) is a singleton.
We say a few words about the category of C∗-algebras with ∗-homomorphisms
as morphisms. If (Ai)i∈I is a collection of C
∗-algebras, then the direct product∏
iAi is the subset of the Cartesian product consisting of indexed families (ai)
such that supi ‖ai‖ < +∞ endowed with the norm ‖(ai)‖ = supi ‖ai‖. The direct
sum
⊕
iAi is the closure inside
∏
iAi of the set of finitely supported families. It is
not difficult to verify that these constructions are the product and the coproduct
in the category of C∗-algebras.
The category of C∗-algebras is also closed under tensor products. There are in
general many ways to define tensor products between two C∗-algebrasA and B. One
canonical choice is to faithfully represent A,B on a Hilbert space and then consider
the norm-closure inside B (H ⊗H) of the algebraic tensor product A⊙B. (HereH⊗
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H denotes the unique tensor product of Hilbert spaces.) This construction yields
the minimal or spatial tensor product A ⊗ B (sometimes also denoted A ⊗min B)
[16, II.9.1.3]. There are in general other ways to equip the algebraic tensor product
of A and B with a C∗-norm (see [27, §3]). If A is unital then B can be identified
with the subalgebra {1}⊗B of A⊗B. One can therefore define, by taking a direct
limit, a tensor product of an infinite family of unital C∗-algebras. Infinite tensor
products of matrix algebras Mn(C) are uniformly hyperfinite (UHF) algebras.
Since ∗-homomorphisms between C∗-algebras are always contractive, the cate-
gory of C∗-algebras admits direct limits (or inductive limits) [16, II.8.2.1]. These
are explicitly constructed as follows. Suppose that (Ai)i∈I is an inductive system
with connecting maps ϕi,j : Ai → Aj . There is a canonical C∗-seminorm on the
algebraic direct limit obtained by setting
‖a‖ := lim
j
‖ϕi,j (a) ‖
for a ∈ Ai. The corresponding completion is a C∗-algebra, which is the direct
limit of the inductive system (Ai)i∈I in the category of C
∗-algebras [16, II.8.2].
Many important classes of C∗-algebras are defined in terms of direct limits. Thus a
C∗-algebra is approximately finite-dimensional (AF) if it is the direct limit of finite-
dimensional C∗-algebras and approximately homogeneous (AH) [16, II.8.2.2(iv)], if
it is the direct limit of homogeneous C∗-algebras.
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