T he exact distribution of the nth customer's sojourn time in an M/M/s queue with k customers initially present is derived. Algorithms for computing the covariance between sojourn times for an M/M/1 queue with k customers present at time 0 are also developed. Maple computer code is developed for practical application of transient queue analysis for many system measures of performance without regard to traffic intensity (i.e., the system may be unstable with traffic intensity greater than 1).
Introduction
Many traditional simulation studies analyze queueing systems in steady state, requiring appropriate warmup periods and associated long simulation runs. However, in many cases, the system being modeled never reaches steady state; thus steady-state simulation results do not accurately portray the system behavior. The ability to analyze transient results associated with such models is often complicated by intractable theory, leaving simulation as the only method for analysis. Further complicating the transient analysis is the effect of initial conditions (Kelton and Law 1985) . Because steady-state results depend on running the system long enough to negate the impact of initial conditions, these steady-state results reveal nothing about the transient behavior of the queueing system. Our purpose here is to combine new and existing results in transient queueing analysis with a symbolic engine in computational probability.
There are many classes of queueing systems in which a transient analysis is required; e.g., service businesses often model queues that never reach equilibrium. The need to develop theory for transient results, as opposed to steady-state results, has resulted in wide literature in this area. Initial work in transient analysis ironically appeared as an attempt to measure when a system achieved equilibrium. Law (1975) notes the consequences of failing to adequately account for the initial transient period, which led Gafarian et al. (1976) to develop a comprehensive framework for the initial transient problem. Morisaku (1976) addresses the time to equilibrium in simulations modeling the M/M/1 queue and provides schematics for the transition probabilities given k ≥ 0 customers initially present at time t = 0. Grassmann (1977) compares three methods for finding transient solutions in Markovian queueing systemsRunge-Kutta, Liou's method, and randomizationwhere randomization is shown as superior for large sparse transition matrices. Pegden and Rosenshine (1982) provide a closed-form expression for the probability of exactly i arrivals and j servicings over a time horizon of length t in an M/M/1 queue starting empty and idle; this expression allows the calculation of certain performance measures for a specified time period. Odoni and Roth (1983) take an empirical approach to compare observed and predicted transient-state queue lengths for the M/M/1 queue, noting that for small values of t, the expected queue length is strongly influenced by initial conditions, and they provide a good approximation for an upper bound of the time to steady state. Kelton and Law (1985) consider the M/M/s s ≥ 1 queue and provide expressions to calculate the probabilities of having up to n + k customers in the system upon the arrival of the nth customer, where k is the number of customers in the system at time t = 0. Kelton and Law then apply these calculations to a variety of measures of performance with implications to convergence on steady-state delays, and they offer methods for choosing queue initialization in simulation. Much of the work in this paper is motivated by their results. Kelton (1985) extends the previous work by considering M/E m /1 and E m /M/1 queues. Parthasarathy (1987) provides a transient solution for the probability that there are n customers in the system at time t for an M/M/1 queue. Abate and Whitt (1988) use Laplace transformations to analyze some transient results of interest in the M/M/1 queue. Leguesdron et al. (1993) provide transient probabilities for the M/M/1 queue by inverting the generating function of the uniformized Markov chain describing the M/M/1 process. Transient distributions of cumulative reward are calculated by de Souza e Silva et al. (1995) using uniformization, where the distribution of cumulative reward is over a finite interval with reward rates represented by Markov model states. Grassmann (2008) investigates warm-up periods in simulation and shows that in many cases these warmup periods should not be used, especially if the simulation begins in a high probability state. In this paper we focus on the transient analysis of the M/M/1 and the more general M/M/s queues-specifically, on the distribution of the nth customer's sojourn time, which is the sum of the nth customer's delay and service times. Almost all the above-mentioned references address measures of performance specified over a finite time interval and are the results of numerical work. This is in stark contrast to the measures proposed here, which are based on the exact distribution of specific customers. Rather than arriving at the results numerically, a computer algebra system is utilized that offers exact measures of performance based on a given number of customers.
The M/M/s queue is defined in §2 for a positive integer s, and a method is given for calculating the probability distribution of the number of customers an arriving customer sees upon arrival to an M/M/s queue. Section 3 describes how the sojourn time distribution is calculated for a given customer in an M/M/s queue with k ≥ 0 customers initially present in the system. Section 4 includes examples using the implemented procedures to calculate exact sojourn time distributions, related measures of performance, and graphical illustrations for varying parameters such as traffic intensity and number of customers in the system. Section 5 offers two approaches for calculating the covariance and correlation among customers in an M/M/1 queue. Sections 6 and 7 extend the covariance and correlation calculations by automating the process of finding the joint probability density function of two sojourn times, and provide the exact covariance and correlation calculations for varying traffic intensities and account for occasions where customers are present at time 0. Section 8 concludes the paper with a review of the content and offers areas of further study. Commented code is available for all computations conducted here.
Basics of the M/M/s Queue
The M/M/s queue is governed by independent and identically distributed (iid) exponential interarrival times (the arrival stream is a Poisson process) with arrival rate and iid exponential service times among s identical servers, each with service rate . The interarrival times and the service times are mutually independent. The traffic intensity of the system is = /s . The system consists of a single queue with customers waiting to be serviced by one of the s identical parallel servers. If an arriving customer finds at least one idle server, the customer immediately proceeds to service; otherwise, the customer joins the single queue of those waiting for service in a first-come, first-served manner. To achieve classic steady-state results, the traffic intensity must satisfy < 1. This critical assumption is not required in transient analysis described here, because the system of interest never reaches equilibrium.
Let P k n i be the probability that, upon the arrival of the nth customer, there are i customers in the system including the nth customer (in queue or in service) given k customers are present at time t = 0. Using propositions provided by Kelton and Law (1985) , reprinted here for completeness (proofs are available in the reference) as well as a recursion algorithm, P k n i for i = 1 2 n + k can be computed. Using these probabilities, it is possible to find the distribution of the sojourn time for the nth customer in an M/M/s queue given k customers are present at time t = 0. Proposition 1 addresses the case of no exits prior to the nth customer's arrival given k ≥ 1. Proposition 2 is identical to Proposition 1 except that the system is empty and idle at t = 0 (i.e., k = 0). Proposition 3 addresses the case that the first customer finds i − 1 other customers present for k > 0. Proposition 4 is the more general case that customer n ≥ 2 finds i other customers present given k ≥ 0.
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Proposition 4. For n ≥ 2, and 2 ≤ i ≤ k + n − 1,
Using these four propositions, P k n 1 is calculated by subtracting the complementary probability from one. These results can be generated by invoking the Maple procedure MMsQprob(n,k,s), where
• n is the index of the customer of interest, • k is the number of customers in the system at time t = 0, and
• s is the number of identical parallel servers. The procedure is written in Maple and uses A Probability Programming Language (APPL), which can be downloaded for free at http://www.APPLsoftware .com and is described in Glen et al. (2001) . We choose to calculate the distribution of the sojourn time because it is a purely continuous random variable that enables us to exploit associated procedures in APPL.
Creating the Sojourn Time Distribution
Once the necessary P k n i , i = 1 2 n + k, probabilities are calculated, the exact sojourn time distribution for the nth customer can be calculated. We define X n as the number of customers, including customer n, in the system upon the arrival of the nth customer. The possible values of X n can vary from a minimum of 1, which occurs when customer n arrives to an empty queue with idle servers, to a maximum of n + k, which occurs when zero exits occur prior to customer n's arrival, matching the possible values for i in the expression for P k n i . The mathematical derivations for both the M/M/1 and M/M/s queues make extensive use of the memoryless property, which permits the construction of the distribution of T n (the sojourn time of customer n). We present each case separately.
3.1. Distribution of T n for the M/M/1 Queue For an M/M/1 queue starting empty and idle, the delay time of the first customer is zero because the customer proceeds directly to service upon arrival. Therefore, the first customer has an exponential( ) sojourn time distribution. Conditioning on customer 1's service time, one can calculate the probabilities of customer 2 arriving before and after customer 1 finishes service. These well-known results (Kleinrock 1975 , Hillier and Lieberman 2005 , Winston 2004 ) are
Pr X < Y = + where X is an exponential( ) interarrival time and Y is an exponential( ) service time. The first probability represents customer 2 proceeding directly to service, in which case his sojourn time is simply his service time (exponential( )). The second probability represents the likelihood that customer 2 will delay prior to service. Using the memoryless property, customer 2 delays an exponential( ) time before being serviced in an additional exponential( ) time. Using these two probabilities, it is easy to see that customer 2's sojourn time distribution is a mixture where the mix probabilities are P 0 n i and the distributions are determined by the orderings of delays and services potentially encountered. It is well known that for X 1 X 2 X n iid exponential( ) random variables
Using this result, the M/M/1 queue sojourn time distribution for k = 0 initial customers generalizes very elegantly to include k > 0, as indicated in Table 1 . Line i of Table 1 , where i = 1 2 n + k, occurs with probability P k n i and lists the distribution of the sojourn time for the nth customer, conditioned on i customers being in the system upon his arrival.
Let g i t be the probability density function (PDF) of an Erlang i random variable. Using the conditional sojourn time distributions for i = 1 2 n + k potential customers in the system, each with probability P k n i , the PDF for the nth customer's sojourn time T n is the mixture
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This result is simple in the M/M/1 case because we can take advantage of (1), which results in a mixture of n + k Erlang distributions.
3.2. Distribution of T n for the M/M/s Queue Given s > 1 parallel identical servers, the nth customer's sojourn time distribution is still a mixture of n + k conditional sojourn time distributions. However, each distribution might be more complicated. For illustration, consider an M/M/3 queue starting empty and idle with exponential( ) arrivals and three identical exponential( ) servers. It is clear that for customers 1, 2, and 3, the sojourn time is exponential( ) because all three customers proceed directly to service. Therefore, in the general case, for the number of customers in the system including customer n (which we defined as X n ), the conditional sojourn time distribution is exponential( ) when X n ≤ s. However, if X n > s, then the nth customer experiences a delay while observing X n − s service completions. When s > 1 and X n > s, the service time distribution observed by customers in the queue is exponential with a rate of s . Using this result, it is apparent that the delay time for the nth customer is the sum of X n − s independent exponential(s ) random variables, and using (1) is Erlang(s X n −s). To calculate the nth customer's sojourn time for a particular value of X n , we sum his delay and service times. Table 2 shows the distributions conditioned on the number of customers X n encountered by customer n (including himself) for the M/M/3 queue, given k = 0 customers present at 
The APPL procedure Convolution calculates the distribution of a sum of independent random variables. We use the symbol ⊕ to denote convolution. Since X n represents the number of customers in the system upon arrival of the nth customer (including himself), the first row in Table 2 corresponds to customer n arriving to an empty system, and the last row corresponds to no service completions prior to customer n's arrival. The general form for the M/M/s sojourn time PDF is identical to (2); however, in the M/M/s case, each g i t can potentially require an additional step to calculate the distribution of a sum of random variables.
Transient Analysis Applications
It is apparent that calculating (2) for large n is tedious. Kelton and Law (1985) acknowledge the computational difficulty in achieving the P k n i probabilities alone. Conducting the added steps of up to n − s convolutions for the M/M/s queue and then mixing the resulting conditional distributions with the appropriate probabilities can be complicated to implement. APPL provides the underlying computational engine to achieve exact results for such problems. The APPL procedure Queue(X,Y,n,k,s) returns the exact sojourn time distribution for customer n. Queue subsequently calls MMsQprob(n,k,s), which uses recursion to calculate the necessary P k n i probabilities. APPL is capable of symbolic results, as illustrated in Examples 1 and 2. Example 1. Consider an M/M/1 queue with an arrival rate and a service rate starting empty and idle at time t = 0. For the fourth customer, calculate the probabilities P 0 4 i for i = 1 2 3 4.
The APPL command MMsQprob(4,0,1) returns the exact symbolic probabilities Example 2. For the queue described in Example 1, calculate the fourth customer's sojourn time distribution, mean sojourn time, and sojourn time variance. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
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The CPU time associated with the examples is negligible. Examples 1 and 2 represent simple applications of these procedures that circumvent time intensive hand calculations.
Example 3. Calculate the mean sojourn time of the 30th customer in an M/M/2 queue with an arrival rate = 1, a service rate = 9/20 ( = 10/9), and k = 3 customers initially present.
The mean can be calculated in a single APPL statement by embedding the function calls:
Mean ( or, to four digits, 9.6345.
The ability to represent the sojourn time distribution for the nth customer in closed form also provides valuable information on asymptotic behavior for queueing systems, including steady-state convergence rates for different initial conditions. Figure 1 shows the mean sojourn time for customer n = 1 2 120 in an M/M/1 queue with = 1, = 10/9, and = 9/10 for several values of k. The points that are plotted have been connected by lines. As expected, despite the initial condition, all cases appear to move toward the steady-state value of 9 with increasing n. The horizontal axis is only limited to n = 120 for display purposes, and in fact, identical computations were carried out for n > 300 customers to verify convergence. However, as shown in the cases where k = 6 and k = 10, the convergence to steady state is not always monotone. Additionally, in testing various traffic intensities, the rate of convergence to steady state increases rapidly with decreasing traffic intensity for varying values of k.
APPL also has the ability to calculate the closedform cumulative distribution function (CDF) for the nth customer's sojourn time, which permits CDF comparisons for varying n as well as distribution percentiles for a given customer. The procedure call CDF(T) returns the exact CDF for customer 4 (from Example 1). Figure 2 displays the sojourn time CDF for varying n with fixed k = 0 and = 9/10. The differences in CDFs across n correspond to the increasing mean attributed to the delays experienced by successive customers; e.g., customer 2 has delay time 0 or exponential( ), whereas the nth customer (for n > 2) faces a finite mixture of n potential delay distributions. The CDF associated with n = corresponds 
F(t)
Figure 2 M/M/1 Sojourn Time CDFs for Various n Given = 1, = 10/9, = 9/10, and k = 0 to the steady-state distribution of the sojourn time, which is exponentially distributed with a mean of 9 (Kleinrock 1975) .
Varying k for an M/M/1 queue also provides another basis for comparison of CDFs. Figure 3 fixes n = 2 and = 9/10, and it plots the resulting CDFs across k. Kelton and Law (1985) make a similar comparison using convergence to steady-state delay time. Using the CDF for multiple values of k allows direct comparison of sojourn time percentiles for customer n. As depicted, the sojourn time CDF for customer 2 is extremely sensitive to the initial condition k. As an illustration, the 80th percentiles for k = 0 3, and 6 are 
Figure 3 M/M/1 Sojourn Time CDFs for Customer n = 2 for Various k Given = 1, = 10/9, and = 9/10 X := ExponentialRV(1); Y := ExponentialRV(10/9); Z := Queue(X,Y,2,k,1); IDF(Z,0.8);
when k = 0 3, and 6. The last statement, IDF(Z,0.8), numerically solves F Z z = 0 80 on the interval 0 . Given the complete specification of the sojourn time distribution, one can use APPL to calculate not only the mean but also the second, third, and fourth moments for customer n. This is especially valuable for steady-state analysis. It is common in simulation to verify attainment of steady-state behavior by examining the mean delay or mean sojourn time. Although some literature exists on estimating transient mean and variance, we are not aware of any literature addressing higher moments. Literature addressing the second moment seems mostly focused on variance estimation and not necessarily convergence. Therefore, even when the first moment might acceptably approximate the steady-state value, there is reason for further analysis of higher moments. For example, Figure 4 displays the first four moments of the sojourn time for customer n in an M/M/1 queue, where = 1, = 2, and = 1/2, with the initial condition k = 0 4 8.
The code used to calculate the values plotted in Fig for k = 0 4, and 8. The vertical dashed lines give the smallest customer number for which all three transient values are within 1% of the steady-state value. The relatively low traffic intensity = 1/2 was selected purposely to allow quick convergence and easy visual inspection. Even with this somewhat low traffic intensity, it is apparent that the higher moments converge more slowly than the lower moments. In other scenarios where > 1/2, the higher moments exhibit an even slower convergence. Each vertical dashed line in Figure 4 was triggered by the k = 8 curve, which suggests that the moments are more sensitive to a heavily preloaded system. For the cases k = 0 4, and 8, the customer numbers for which the transient results were within 1% of the steady-state values are listed in Table 3 . To verify the initial condition effect on the convergence rate of the first four moments, k was increasingly incremented beyond 8 and displayed a further slowing of convergence. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Additional information, including rights and permission policies, is available at http://journals.informs.org/. The dependence exhibited in sojourn times of successive customers is one reason for the difficulty in calculating interval estimators for queue measures of performance. In the simplest case, consider an initially empty and idle M/M/1 queue with interarrival and service rates and , respectively. Our desire is to calculate the covariance between the sojourn times of customers 1 and 2. We outline two approaches to modeling the events in the queue that will be helpful in the presentation of the analytic result.
Discrete-Event Simulation Approaches
As previously discussed, customer 1 proceeds directly to service, and two cases exist for customer 2. In the first case, customer 2 proceeds directly to service. In the second case, he delays proceeding to service until customer 1's departure. Both cases are shown in Figure 5 . This section introduces two approaches for generating the first two customers' sojourn times. The first approach is a standard discrete-event simulation model. Without loss of generality, assume that customer 1 arrives at time 0. In the next-event approach, customer 1's service time is distributed according to the exponential( ) service time distribution. The arrival time a 2 for customer 2 is distributed according to the exponential( ) time-between-arrivals distribution. If the arrival occurs after customer 1's service completion (case 1), then customer 2 also has an independent exponential( ) service time, which in this case is equal to his sojourn time T 2 . In the second case where customer 2's arrival time occurs before customer 1's completion of service (a 2 < T 1 ), customer 2 delays for T 1 − a 2 time units. We then add the exponential( ) service time to the delay time to calculate T 2 .
We define the gap that occurs in case 2 as Y = T 1 − a 2 . It can be shown analytically that Y ∼ exponential( ) by computing the distribution of the difference T 1 − A 2 , where A 2 is the random arrival time of the second customer and is distributed exponential( ), and then truncating the result on the left at zero. (Alternatively, it can be reasoned that Y ∼ exponential( ) by the memoryless property for the exponential distribution because the remaining service time for customer 1 after customer 2's arrival has the same distribution as an unconditional service time.) Therefore, by using (1), the sojourn time for customer 2 in the second case is distributed Erlang( 2).
The second approach is a conditional discrete-event simulation model, where the initial event, whose occurrence time is denoted as E 1 in Figure 6 , is either a completion of service for customer 1 with probability / + or the arrival of customer 2 with
Figure 5 Standard Discrete-Event Simulation Approach for Cases 1 and 2
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Case 1 Figure 6 Conditional Discrete-Event Simulation Approach for Cases 1 and 2 probability / + . Since E 1 is the minimum of the arrival time of customer 2 and the service time of customer 1, E 1 ∼ exponential + .
Covariance Calculations
One way to calculate the exact covariance between customers 1 and 2 requires the joint probability density function f T 1 T 2 t 1 t 2 . The method used here for computing the joint density applies Theorem 1 below.
Theorem 1. Let X 1 ∼ exponential 1 X 2 ∼ exponential 2 , and X 3 ∼ exponential 3 be independent random variables. The joint probability density function of
1 2 3 e 1 t 1 − e 2 + 3 t 1 e − 1 t 1 − 2 t 1 − 3 t 2 1 − 2 − 3 0 < t 1 < t 2 1 2 3 e 1 t 2 − e 2 + 3 t 2 e
Proof. The joint CDF of T 1 and T 2 is
After evaluating the integrals and differentiating,
Theorem 1 provides the joint PDF of the first two sojourn times for case 2, which must be weighted appropriately by the probability that the arrival of customer 2 occurs prior to customer 1's completion of service, or / + . Using the conditional discrete-event model, case 1 consists of independent sojourn times; thus the joint density can be written as the product of the densities of the sojourn times T 1 ∼ exponential( + ) and T 2 ∼ exponential( ) and weighted by / + . The resulting joint density is a mixture of the two possible cases displayed in Figure 6 . We apply Theorem 1 to case 2 because of the dependence that occurs as a result of the overlap of the sojourn times. Figure 7 depicts the relationships between the sojourn times T 1 and T 2 and the random variables X 1 , X 2 , and X 3 used in Theorem 1.
Substituting 1 = , 2 = + , and 3 = into the mixture of cases 1 and 2 yields the joint PDF of T 1 and T 2 as
Case 2 for Theorem 1 with X 1 ∼ exponential 1 , X 2 ∼ exponential 2 , and X 3 ∼ exponential 3
INFORMS Journal on Computing 24(1), pp. 10-28, © 2012 INFORMS Using this joint PDF, the covariance between the sojourn times of customers 1 and 2 is Cov T 1 T 2 = + 2 + 2 2 Substituting = 1 and = 2, for example, produces
We now use the results of Theorem 1 in Example 4.
Example 4. Let T 1 and T 2 be the sojourn times for customers 1 and 2, respectively, in an initially empty and idle M/M/1 queue with exponential = 1 times between arrivals and exponential = 2 service times. Find the distribution of the sample mean T = T 1 + T 2 /2 as well as E T and Var T .
Applying Equation (3) with = 1 and = 2, the joint PDF of T 1 and T 2 is
Define the transformation
with inverse
It can be shown that the functions U and V define a one-to-one transformation; thus, using the bivariate transformation technique described in Hogg et al. (2005) , the joint PDF of U and V is
where J is the Jacobian of the inverse transformation defined as
Substituting t 1 = u + v, t 2 = u − v, J = −2, and integrating out the dummy transformation variable v, the resulting PDF of U = T is
The mean of U is
Likewise, the variance of U using Var U = E U 2 − E U 2 , where Using the Queue(X,Y,n,k,s) procedure for customers 1 and 2, the mean sojourn times are E T 1 = 1/2 and E T 2 = 2/3, and the corresponding variances are Var T 1 = 1/4 and Var T 2 = 7/18, respectively. The covariance of sojourn times T 1 and T 2 was identified as Cov T 1 T 2 = 5/36. Therefore, the mean sojourn time for customers 1 and 2 is
and the variance is
confirming the moments of U = T given above.
Proceeding in this manner, we now derive similar expressions for the first three customers arriving to an initially empty and idle M/M/1 queue. We could use first principles to derive the trivariate PDF f T 1 T 2 T 3 t 1 t 2 t 3 ; however, because covariance only occurs between two customers, it is easier to calculate each respective paired joint distribution for covariance calculations. When considering n = 3 customers, there are five possible arrival and departure orderings. In general, for n customers, the number of ways arrivals and departures can occur is given by the nth Catalan number (Stanley 1999) , which is C n = 2n ! n! n + 1 ! Figure 8 shows the five possible arrangements for n = 3 customers along with the sojourn times T 1 , T 2 , and T 3 for each. The arrival and completion times for the ith customer are denoted by a i and c i , respectively. The vertical arrows at event times represent service completions (pointing up) or arrivals (pointing down). This competing-event approach parallels the second discrete-event simulation approach from §5.1. Using the same conditioning approach as in the proof of Theorem 1, the joint PDFs for each of the pairs T 1 T 2 , T 1 T 3 , and T 2 T 3 in each of the five cases can be determined and then mixed to achieve the three associated joint PDFs. The mixture probabilities INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Figure 8
Five Cases for n = 3 Customers' Sojourn Times in an M/M/1 Queue are calculated by multiplying the appropriate number of competing arrivals (with probability / + ) or service completions (with probability / + ). For example, in case 1 shown in Figure 8 , there are two instances with competing risks, both of which result in a service completion; thus the probability of this case is 2 / + 2 . Using these joint densities, the symmetric variance-covariance matrix for the first n = 3 customer sojourn times The sojourn time variance increases with customer number down the diagonal of the matrix because of the nature of the queueing process, where the sojourn time distribution for each additional customer is dependent on all the previous customers. On the other hand, the off-diagonal covariance entries in each row decrease with customer separation; for example, 13 < 12 . 
Extending Covariance Calculations
Consider the n = 3 case, where all three customers arrive prior to the first customer's completion of service (this is case 5 in Figure 8 ). Using a "1 to represent an arrival and a "−1" for a departure, this sequence of arrivals and departures can be represented by the vector 1 1 1 −1 −1 −1 Figure 9 depicts this case as a path from left to right, where moving up and right indicates an arrival and moving down and right indicates a service completion. Horizontal moves are not permitted. Each of the five possible sequences of arrivals and departures for n = 3, shown in Figure 8 , can be depicted by a specific path from the bottom left node to the bottom right node. The number of customers in the system is depicted by the height of each node in a path in Figure 9 . Ruskey and Williams (2008) present an elegant algorithm that generates all such paths of arrival and service completions for a given number of customers n. The algorithm is based on a simple iterative successor rule that uses prefix shifts to exhaust the possible arrival and service completion scenarios. In Figure 9 these are the 6!/ 3!4! = 5 paths that can be drawn from the bottom left node to the bottom right node. The algorithm is "loopless" in that it requires a constant amount of computation in transforming the current case to its successor. Define the case matrix C INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s). Additional information, including rights and permission policies, is available at http://journals.informs.org/.
INFORMS Journal on Computing 24(1), pp. 10-28, © 2012 INFORMS with dimension 2n !/ n! n + 1 ! by 2n as the exhaustive list of possible arrival and service completion scenarios for n customers. To initiate the matrix, the first row of C is
The first row is always the ordered string created by an arrival, a service completion, n − 1 arrivals, and n − 1 service completions. The iterative successor rule described by Ruskey and Williams (2008, p. 107 ) is "Locate the leftmost −1 1 and suppose its 1 is in position k. If the k + 1 -st prefix shift is valid (a possible arrival/service completion sequence), then it is the successor; if it is not valid then the k-th prefix shift is the successor." The k + 1 st prefix shift for the sequence
is defined to be
that is, the k + 1 st element of the sequence is shifted into the second position, and the relative order of the other elements is left unchanged. The length of the sequence is always 2n because the number of arrivals and departures is balanced at n each. An example of an invalid sequence is 1 −1 −1 1 1 −1 because the second service completion occurs prior to the second arrival. For n = 3, the case matrix C is
(Note that the order of the five rows does not match the order of the cases in Figure 8 .) Figure 10 further categorizes each segment of the path based on whether there exists a competing risk (competing event), in which case the distribution of the time until the next event (either an arrival or a completion) is given by min exponential exponential
where the time between arrivals is distributed as exponential and the service time distribution is exponential . Competing risks can only occur along path segments that originate inside the dashed triangle shown in Figure 10 . These path segments are exponential + distributed and are correspondingly labeled + . Once all customers have arrived, the only possible events are service completions; thus each path segment along the rightmost edge of Figure 10 is distributed exponential and labeled . If the path of interest reaches a node at the bottom of the figure, the queueing system empties, and the next event must be an arrival, which occurs in an exponential time into the future. While the system is empty, none of the customers' sojourn times are affected; therefore waiting for the next arrival does not affect customer sojourn time distribution. The interior triangle in the path diagram also provides a method to calculate the probability of all possible paths. For path segments originating inside the triangle, a move right and up occurs with probability / + , and a move right and down occurs with probability / + . For the particular path shown in Figure 10 , there are two segments originating inside the triangle, both of which are right and up, thus representing two successive arrivals. Therefore the probability of this case is
To capture the structure of the segment distributions for a given path, represented as a row of the case matrix C, another vector of length 2n − 1 is created where each entry corresponds to the sojourn time distribution for a particular segment. There are three possible entries in this vector:
1. exponential + , which is indicated by a 1; 2. exponential , which is indicated by a 2; and 3. no distribution as a result of an emptied system, which is depicted as a 0. The vector is of length 2n − 1 because the first customer's arrival time can be ignored; it does not affect sojourn time. For the particular path shown in Figure 10 , the corresponding segment distribution vector is 1 1 2 2 2 INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Define the new matrix C with dimension 2n !/ n! n + 1 ! by 2n − 1 as the segment distribution matrix for each case in C. For n = 3, the matrix C is contain the information necessary to calculate the contribution of case 5 to the joint PDF for the sojourn times of any two customers. Denote C l as the lth row vector of case matrix C, and define the 2 × 2 matrix R l with elements
where r is and r if are the start and finish indices for customer i in row l of the case matrix C, respectively. Define r js and r jf similarly for customer j. Using C 5 above, for customers i = 1 and j = 3,
Customer 1's arrival is the first event to occur. Customer 1's departure is the fourth event to occur. Customer 3's arrival is the third event to occur. Customer 3's departure is the sixth event to occur. The R l matrix provides two critical pieces of information. First, for the given case l, if r if < r js , then the sojourn times for customers i and j do not overlap because customer i departs prior to customer j's arrival. Because in each specific case the sojourn time for each customer comprises a uniquely determined sequence of independent time segments, consisting of either service completions distributed exponential( ) or interarrival times distributed exponential( + ), and because the sequences for customers i and j have no time segments in common, the sojourn times for customers i and j are independent. Therefore, if r if < r js , the contribution of case l to the joint PDF is created by simply multiplying the sojourn time PDFs for customers i and j. Second, by computing r if − r is and r jf − r js and then indexing across C l , the appropriate segment distributions can be combined to form the joint sojourn time PDF for customers i and j. When r if > r js , the joint probability distribution is calculated by conditioning in a similar fashion to the proof of Theorem 1. However, it is first necessary to find the independent and overlapping segments for the customers of interest. For the arrival and service completion scenario described by C 5 , Figure 11 shows sojourn times T 1 and T 3 for customers 1 and 3. The independent portion of customer 1's sojourn time consists of the two exponential + segments. The independent portion of customer 3's sojourn time consists of the two exponential segments, shown on the right side of Figure 11 . The dependent (overlap) portion between customers 1 and 3 consists of the single exponential segment falling within the dashed vertical lines. Using C 5 and R 5 , these segments can be determined without reference to Figure 11 as follows: given r 1f > r 3s , (that is, customer 3 arrives prior to customer 1 completing service) the independent portions of customer 1's sojourn time distribution are found by (a) calculating r 3s − r 1s = 3 − 1 = 2 and then (b) collecting the elements in C 5 , beginning at index r 1s = 1 and indexing r 3s − r 1s − 1 = 1 additional element of the vector. For C 5 = 1 1 2 2 2 , the first two entries, c 51 and c 52 , correspond to the two exponential + segments. Likewise, customer 3's independent sojourn time segments are found by (a) calculating r 3f − r 1f = 6 − 4 = 2 and then (b) collecting the elements in C 5 , beginning at index r 1f = 4 and indexing r 3f − r 1f − 1 = 1 additional element of the vector. This amounts to the two exponential segments in elements 4 and 5 of C 5 . The dependent portion is identified by starting at the element r 3s = 3 and indexing r if − r 3s − 1 = 0 additional elements, which is the third element of C 5 , a single exponential segment. In this case, calculating the joint PDF is straightforward because the independent portions for each customer are iid exponential random variables. Defining the independent cumulative distribution function portions for customers 1 and 3 as X 1 ∼ Erlang + 2 and X 3 ∼ Erlang 2 , respectively, and the dependent (overlap) random variable INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
INFORMS Journal on Computing 24(1), pp. 10-28, © 2012 INFORMS as W ∼ exponential , the contribution of case 5 to the joint CDF of T 1 T 3 = X 1 + W X 3 + W , conditioning on the dependent distribution segment W , is
Because closed-form versions of F X 1 t 1 − w and F X 3 t 3 − w are available, Maple is capable of evaluating this expression; for large n, however, it can be time consuming. When the independent distribution segments are not iid exponential random variables, the calculation is more problematic because we can no longer use (1) to easily express F X 1 t 1 − w and F X 3 t 3 − w . Convolution is required, and though capable, Maple, and subsequently APPL, slow very quickly with increasing n. To overcome this shortfall, let us consider Theorem 2, which appears to be a faster approach than the two suggested in Hagwood (2009) . The APPL procedure Cov(a,b,n) applies Theorem 2 to calculate the covariance between the sojourn times of customers a and b (a < b) in a system of n customers. For computational considerations (i.e., evaluating the fewest cases necessary for a given n), setting the number of customers n = b provides the fastest result. Additionally, calling Cov(a,b,n) where n > b produces a result identical to n = b because customers arriving after customer b do not affect the covariance of previous customers.
Rewriting the integral as a sum via Theorem 2 avoids the calls to Convolution(X,Y) in APPL as well as the need to integrate for each case and piece. One can always use this approach, even when the independent part of a particular customer's sojourn time contains many independent distribution segments. The times for these segments can only be exponential + distributed or exponential distributed, which implies that their sum can always be written as the sum of two independent Erlang random variables. This approach speeds computation time considerably. The symmetric variance-covariance matrix for n = 10 customers with parameters = 1, = 2, and = 1/2 is showcased in Table 5 ; exact values are provided.
CPU time is a factor in these computations. Each element in the 10th column of the variance-INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
• covariance matrix is calculated from a joint PDF that is a mixture of C 10 = 20!/ 10!11! = 16 796 component distributions, each corresponding to a unique ordering of arrivals and departures.
Because these values are difficult to compare in fractional form, the same matrix is provided again, with matrix elements rounded to four decimal places; see Table 6 .
As the traffic intensity increases, so do the values in the variance-covariance matrix. To illustrate, the same matrix is provided for the increased traffic intensity parameters = 1, = 10/9, and = 9/10. The increasing sojourn time variance along the diagonal is expected with the increasing traffic intensity. In addition, the rate that covariance between customers decreases as customer separation increases is less pronounced; see Table 7 .
Using this variance-covariance matrix for traffic intensity = 9/10, let us consider the following example.
Example 5. Let T i , i = 1 2 10, be the sojourn times for the first n = 10 customers in an M/M/1 INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
INFORMS Journal on Computing 24(1), pp. 10-28, © 2012 INFORMS queue, with arrival rate = 1 and service rate = 10/9, that is initially empty and idle. Find the variance of the average sojourn time for the first 10 customers. Define the average sojourn time as
Because the sojourn times are not independent random variables, the variance of the average sojourn time is
The result is the sum of all elements in the variancecovariance matrix in Table 7 multiplied by the constant 1/100. The sum of the variance-covariance matrix rounded to four significant digits is 177.6642; therefore the variance of T is Var T ≈ 1 7766
To verify the calculation a Monte Carlo simulation was conducted five times, using one million replications each time. The resulting 95% confidence interval for the variance of T was T ∈ 1 773 1 781 , which agrees with the analytic result.
Traditional steady-state queueing theory and analysis lacks the insight provided in these transient variance-covariance matrices. For businesses where the number of customers in a day is so small that true steady state is never achieved, routine queueing measures of performance are not representative of reality. Additionally, consider a system where the traffic intensity exceeds 1. For such a system, an analyst might be interested in customer covariance. Increasing the traffic intensity so that > 1 does not preclude covariance calculations using this method and therefore allows transient analysis of such systems.
A variance-covariance matrix for = 1, = 2/3, and = 3/2 is presented in Table 8 . Given this traffic intensity, the system is unstable, and the expected sojourn times for successive customers increase without bound. Along the main diagonal the customer variance is clearly increasing, and the covariance decreases as the separation occurs between customers. This decrease is monotonic, and although not studied in detail here, it appears that the rate of covariance decrease might be of interest for an unstable traffic intensity.
Sojourn Time Covariance with k Customers Initially Present
When k customers are present in the M/M/1 queue at time 0, the approach used to compute sojourn time covariance between customers becomes more difficult. When the two customers of interest possess indices larger than k (i.e., T i where i > k), then the approach is similar to that derived in §6. However, there are two other possibilities. The first possibility is that the first customer has an index of k or less, and the second customer has an index larger than k. In this instance, the only difference in deriving the joint CDF is that the lower-indexed customer begins his sojourn time at time 0. In the second possibility, both customers have an index of k or below. If these indices are i and j, where i < j ≤ k, the time intervals for sojourn times T i and T j begin at 0. It is obvious that T i ≤ T j , because the completion time for customer i must occur prior to the completion time for customer j. For each of these possibilities, the covariance derivation that follows will mirror the empty and idle covariance derivation in §6. To illustrate the calculations, consider an M/M/1 queue with k = 2 customers initially present at time 0 and a single additional customer, n = 1. The transition diagram where the first event (not including the k customers initially present at time 0) is an arrival, which is analogous to Figures 9 and 10, is given in Figure 12 . The total number of customers passing through the system is n + k = 3. Using a "1" to denote an arrival and a " − 1 to denote a departure, each arrival/departure ordering instance for n + k = 3 customers must contain exactly three −1s INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Additional information, including rights and permission policies, is available at http://journals.informs.org/. (completions of service) and a single 1 (arrival). The algorithm presented by Ruskey and Williams (2008) does not facilitate the listing of all orderings for an unbalanced system, where the number of departures is greater than the number of arrivals (as opposed to an empty and idle queue at time 0). However, we can produce all possible arrival/departure sequences with a simple manipulation of the algorithm as well as count the number of possible sequences. The number of possible orderings, denoted by C n k , follows, where n represents the number of customers passing through the system that arrive after time 0, and k is the number of customers present at time 0:
Arrival
for k = 0 1 2 and n = 1 2 where · denotes the greatest integer function. The case matrix C is found by applying the Ruskey and Williams (2008) algorithm for n + k customers and then deleting the instances where the first k events do not correspond to arrivals. As seen previously, the case matrix for n + k = 1 + 2 = 3 customers is
Rows 2, 4, and 5 correspond to the first k = 2 events being arrivals. Rows 1 and 3 must be deleted from the case matrix, because for each row, a completion of service occurs prior to the first two arrivals. Deleting these rows results in the case matrix
with the remaining rows representing all possible arrival/departure sequences. We can further simplify
Case 3 Case 2 Case 1 Figure 13 Three Cases for k = 2 Initial Customers and a Single n = 1 Additional Customer in an M/M/1 Queue the case matrix by deleting the first k columns, resulting in
The rows of the case matrix correspond to the three cases shown in Figure 13 .
The algorithm for computing the joint PDF, and subsequently the covariance, of the sojourn times of any two customers does not differ significantly from the algorithm presented in §6. However, for the sojourn times T 1 and T 2 in Figure 13 , a new theorem is introduced.
Theorem 3. Let X ∼ exponential 1 and Y ∼ exponential 2 be independent random variables. The joint PDF of
· 2 e − 2 y dy dx
for 0 < t 1 < t 2 . Taking partial derivatives, f T 1 T 2 t 1 t 2 is f T 1 T 2 t 1 t 2 = 1 2 e − 2 t 1 − 1 t 2 + 1 t 1 0 < t 1 < t 2 INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
INFORMS Journal on Computing 24(1), pp. 10-28, © 2012 INFORMS Theorem 3 provides the joint PDF for the sojourn times T 1 and T 2 of the first two customers initially present at time 0. It may be more complicated to calculate the joint PDFs for the sojourn times of other pairs of customers who were initially present at time 0. This is because if i j = 1 2 and i < j ≤ k, where k is the number of customers present at time 0, the time intervals of duration X and Y during which customers i and j, respectively, are served may each be composed of multiple independent, exponentially distributed time segments. Each of these multiple segments is limited to only one of two possibilities, an exponential + segment or an exponential segment. In this more complicated situation, we let T i T j = X X + Y , as in Theorem 3, and apply Theorem 2 to find the PDFs of X and Y (using the procedure conv(m,n)); we then let Maple handle the sojourn time joint PDF calculation. When the second customer of interest has an index greater than or equal to k, the sojourn time joint PDF follows an application of Theorem 1 as described in §6, when cases exist with dependence.
Using the final case matrix C above, the associated segment distribution matrix C is for arrival rate = 1 and service rate = 2.
Using the case matrix C and the segment distribution matrix C , the joint PDFs for each case are created by selecting the appropriate segments for a given pair of customers, where the segments are identified by the R l matrix discussed in §6. Once the joint PDFs are created for each case, they are mixed with the probability vector to determine the sojourn time joint PDF for covariance calculations. These calculations are coded in Maple as the procedure kCov(X,Y,a,b,n,k). The first two arguments X and Y are the distribution of time between arrivals, exponential , and the service time distribution, exponential , respectively. They are entered in the APPL list-of-lists format. The arguments a and b are the customers of interest for the covariance calculation, where a < b. The argument n is the number of customers processing through the system not including those present at time 0, which is indicated by the last argument k. Therefore, the total number of customers processing through the system is n + k, and a covariance calculation between any two of these customers can be achieved with the appropriate function call. For example, the function call kCov(ExponentialRV(1), ExponentialRV(2), 1,2, 1,3) calculates the covariance between customers 1 and 2 in an M/M/1 queue with an arrival rate = 1, service time rate = 2, three customers present at time 0, and a single additional customer processing through the system. The variance-covariance matrix for an M/M/1 queue with an arrival rate = 1 and service rate = 2, where k = 4 customers are present at time 0 and an additional n = 6 customers process through the system, is presented in Table 9 .
Unlike the previous variance-covariance matrices, some row elements-in particular, those elements associated with customers who are initially presentdo not decrease monotonically. To explain these entries, consider Theorem 4. Proof. Note that E T k = k/ for k = 1 2 n and that T i and X r are independent for 1 ≤ i < r ≤ n:
We can apply Theorem 4 to those customer pairs where both indices i j ≤ k. Therefore, the entries in the variance-covariance matrix for customer pairs 1 2 , 1 3 , and 1 4 are
Likewise, for the customer pairs 2 3 and 2 4 , Var T 2 = Cov T 2 T 3 = Cov T 2 T 4 = 1 2 Furthermore, it can be shown that, in general, Var T i = Cov T i T j = i 2 for i < j ≤ k, where k customers are present at time 0. For example, consider a single-server box office with exponential service times that will be INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
offering tickets to a popular concert the next day. If 1,000 patrons, each buying one ticket, camp out the night before to get the best seats for the concert, these k = 1 000 customers are present at time 0, and therefore we can predetermine the covariance between the sojourn times of any two of the customers. Additionally, Theorem 4 presents the counterintuitive result that Cov T 1 T 2 = Cov T 1 T 1 000 . As expected, the correlation decreases with increasing lag because of the diminishing effect of the intermediate customer sojourn times reflected in the denominator of the defining formula for correlation.
Conclusion
Previous transient analysis results for the M/M/1 and M/M/s queues have been combined with the functionality of the Maple computational engine (and subsequently APPL) to develop both symbolic and numeric exact sojourn time PDFs that can be manipulated to compute and study various measures of performance. A complete variance-covariance matrix for the first n = 10 customers and varying traffic intensity is calculated, which illustrates this approach's ability to determine the joint PDF between two customer sojourn times. The results offer a framework for describing how the well-known M/M/s queue steady-state results occur as the queue progresses toward steady state. When possible, results are checked against corresponding Monte Carlo simulation and/or previous literature. The first principle's derivation suggests that a viable alternative for future research would be to apply the approaches provided in this work to a G/G/1 queue. Computational considerations take priority as n increases. Making use of other computational formulae (such as Hagwood 2009) may offer significant time savings and is another interesting avenue for future work.
