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ABSTRACT 
Modelling Realized Variance when Returns are Serially Correlated 
by Roel C. A. Oomen* 
This article examines the impact of serial correlation in high frequency returns 
on the realized variance measure. In particular, it is shown that the realized 
variance measure yields a biased estimate of the conditional return variance 
when returns are serially correlated. Using 10 years of FTSE-100 minute by 
minute data we demonstrate that a careful choice of sampling frequency is 
crucial in avoiding substantial biases. Moreover, we find that the autocovariance 
structure (magnitude and rate of decay) of FTSE-100 returns at different 
sampling frequencies is consistent with that of an ARMA process under 
temporal aggregation. A simple autocovariance function based method is 
proposed for choosing the “optimal” sampling frequency, that is, the highest 
available frequency at which the serial correlation of returns has a negligible 
impact on the realized variance measure. We find that the logarithmic realized 
variance series of the FTSE-100 index, constructed using an optimal sampling 
frequency of 25 minutes, can be modelled as an ARFIMA process. Exogenous 
variables such as lagged returns and contemporaneous trading volume appear 
to be highly significant regressors and are able to explain a large portion of the 
variation in daily realized variance. 
 
Keywords: High frequency data, realized return variance, market microstructure, 
 temporal aggregation, long memory, bootstrap 
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Modellierung realisierter Varianz bei autokorrelierten Erträgen 
Dieser Artikel untersucht die Auswirkungen von autokorrelierten Erträgen auf 
das Maß der realisierten Varianz bei hochfrequenten Daten über die Erträge. Es 
wird gezeigt, dass die realisierte Varianz ein verzerrter Schätzer für die 
bedingte Varianz der Erträge bei Vorliegen von Autokorrelation ist. Unter Ver-
wendung eines zehnjährigen Datensatzes von Minutendaten des FTSE-100 
wird dargestellt, dass eine sorgfältige Auswahl der Stichprobenfrequenz unab-
dingbar zur Vermeidung von Verzerrungen ist. Eine einfache Methode zur 
Bestimmung der optimalen Stichprobenfrequenz, basierend auf der Auto-
kovarianzfunktion, wird vorgeschlagen. Diese ergibt sich als die höchste 
Frequenz, bei der die vorhandene Autokorrelation noch einen vernach-
lässigbaren Einfluss auf das Maß der realisierten Varianz hat. Für den 
betrachteten Datensatz ergibt sich eine optimale Frequenz von 25 Minuten. 
Unter Verwendung dieser Frequenz können die logarithmierten Erträge des 
FTSE-100 als ARFIMA Prozess modelliert werden. 
iv 1 Introduction
A crucial element in the theory and practice of derivative pricing, asset allocation and ﬁnancial risk
management is the modelling of asset return variance. The Stochastic Volatility and the Autoregressive
Conditional Heteroskedasticity class of models have become widely established and successful ap-
proaches to the modelling of the return variance process in both the theoretical and the empirical litera-
ture (see for example Bollerslev, Engle, and Nelson (1994) and Ghysels, Harvey, and Renault (1996)).
Despite the enormous amount of research on return variance modelling carried out over the past two
decades, complemented with overwhelming empirical evidence on the presence of heteroskedastic ef-
fects in virtually all ﬁnancial time series, the variety of competing variance models highlights the dis-
agreement on what the correct model speciﬁcation should be. An alternative route to identifying the
dynamics of the return variance process is to utilize the information contained in option prices. Yet,
also here, several studies have documented a severe degree of model misspeciﬁcation even for the more
general option pricing formulas that incorporate stochastic volatility, interest rates and jumps (see for
example Bakshi, Cao, and Chen (1997)). It is therefore not surprising that a growing number of re-
searchers have turned their attention to the use of high frequency data which, under certain conditions,
allow for an essentially non-parametric or model-free approach to the measurement of return variance.
The objective of this paper is twofold. First, explore the extent to which the now widely available intra-
day data on ﬁnancial asset prices can be used to improve and facilitate the estimation and modelling
of return variance. Special attention is given to the impact that market microstructure-induced serial
correlations, present in returns sampled at high frequency, have on the resulting variance estimates.
Second, analyze and model the time series of estimated (daily) return variance. Here the focus is on
identifying a suitable model plus a set of exogenous variables that is able to characterize and explain
variation in the return variance.
The idea of inferring the unobserved return variance from high frequency data is not new. In fact, it
can be traced back to Merton (1980) who notes that the variance of a time-invariant Gaussian diffusion
process (over a ﬁxed time-interval) can be estimated arbitrarily accurately as the sum of squared realiza-
tions, provided that the data are available at a sufﬁciently high sampling frequency. Empirical studies
making use of this insight include French, Schwert, and Stambaugh (1987), who estimate monthly re-
turn variance as the sum of squared daily returns and Andersen and Bollerslev (1998), Hsieh (1991),
and Taylor and Xu (1997) who estimate daily return variance as the sum of squared intra-day returns.
More recent studies that apply and develop this idea further include Andersen, Bollerslev, Diebold,
and Ebens (2001), Andersen, Bollerslev, Diebold, and Labys (2001, 2003), Areal and Taylor (2002),
Barndorff-Nielsen and Shephard (2002, 2003), Blair, Poon, and Taylor (2001), Maheu and McCurdy
(2002), and Martens (2002).
1One of the main attractions that has been put forward of estimating return variance by the sum
of squared intra-period returns, a measure commonly referred to as “realized variance” (or “realized
volatility” being the square root of realized variance), is that this approach does not require the spec-
iﬁcation of a potentially misspeciﬁed parametric model. In addition, when constructing the realized
variance measure there is no need to take the widely documented and pronounced intra-day variance
pattern of the return process into account. This feature contrasts sharply with parametric variance mod-
els which generally require the explicit modelling of intra-day regularities in return variance (see for
example Engle (2000)). Finally, calculating realized variance is straightforward and can be expected
to yield accurate variance estimates as it relies on large amounts of intra-day data. The theoretical
justiﬁcation for using the realized variance measure has been provided in a series of recent papers
by Andersen, Bollerslev, Diebold, and Labys (2001, 2003, ABDL hereafter). In particular, ABDL
have shown that when the return process follows a special semi-martingale, the Quadratic Variation
(QV) process is the dominant determinant of the conditional return variance. By deﬁnition, QV can
be approximated by the sum of squared returns at high sampling frequency, or in other words realized
variance. Moreover, under certain restrictions on the conditional mean of the process, QV is the single
determinant of the conditional return variance, thereby underlining the importance of the realized vari-
ance measure. In related work, Barndorff-Nielsen and Shephard (2003) derive the limiting distribution
of realized power variation, that is the sum of absolute powers of increments (i.e. returns) of a pro-
cess, for a wide class of SV models. It is important to note that, in contrast to conventional asymptotic
theory, here, the limit distribution results rely on the concept of “in-ﬁll” or “continuous-record” asymp-
totics, i.e. letting the number of observations tends to inﬁnity while keeping the time interval ﬁxed. In
the context of (realized) variance estimation, this translates into cutting up, say, the daily return into a
sequence of intra-day returns sampled at an increasingly high frequency (see for example Foster and
Nelson (1996)).
The recently derived consistency and asymptotic normality of the realized variance measure greatly
contribute to a better understanding of its properties and, in addition, provide a formal justiﬁcation for
its use in high frequency data based variance measurement. However, a major concern that has largely
been ignored in the literature so far, is that in practice the applicability of these asymptotic results is
severelylimitedfortworeasons. First, theamountofdataavailableoveraﬁxedtimeintervalisbounded
by the number of transactions recorded. Second, the presence of market microstructure effects in high
frequency data potentially invalidate the asymptotic results.
This paper studies the properties of the realized variance in the presence of market microstructure-
induced serial correlation. In particular, we show that the realized variance measure is a biased esti-
mator of the conditional return variance when returns are serially correlated. The return dependence
at high sampling frequencies is analyzed using a decade of minute by minute FTSE-100 index returns.
2We ﬁnd that the autocovariance structure (magnitude and rate of decay) of returns at different sampling
frequencies is consistent with that of an ARMA process under temporal aggregation. Based on this
ﬁnding, an autocovariance based method is proposed to determine the “optimal” sampling frequency
of returns, that is, the highest available frequency at which the market microstructure-induced serial
correlations have a negligible impact on the realized variance measure1.
Following the methodology outlined above, we ﬁnd that the optimal sampling frequency for the
FTSE-100 data set lies around 25 minutes. We construct a time series of daily realized variance,
conﬁrm several styled facts reported in earlier studies, and ﬁnd that the logarithmic realized variance
series can be modelled well using an ARFIMA speciﬁcation. Exogenous variables such as lagged
returns and contemporaneous trading volume appear to be highly signiﬁcant regressors, explaining a
large portion of the variation in daily realized variance. While the regression coefﬁcients of lagged
returns indicate the presence of Black’s leverage effect, there is no indication of reduced persistence in
the return variance process upon inclusion of contemporaneous trading volume. This latter ﬁnding is
in sharp contrast with the study by Lamoureux and Lastrapes (1990).
The remainder of this paper is organized as follows. Section 2 investigates the impact of serial
correlation in returns on the realized variance measure. Here, results on temporal aggregation of an
ARMA process are used to characterize the bias of the realized variance measure at different sampling
frequencies. Section 3 reports the empirical ﬁndings based on the FTSE-100 data set while Section 4
concludes.
2 Realized Variance
The notion of realized variance, as introduced by ABDL, is typically discussed in a continuous time
framework where logarithmic prices are characterized by a semi-martingale. More restrictive speci-
ﬁcations have been considered by Barndorff-Nielsen and Shephard (2002, 2003). In this setting, the
quadratic variation (QV) of the return process can be consistently estimated as the sum of squared
intra-period returns. It is this measure that is commonly referred to as realized variance. Importantly,
ABDL show that QV is the crucial determinant of the conditional return (co-) variance thereby estab-
lishing the relevance of the realized variance measure. In particular, when the conditional mean of the
return process is deterministic or a function of variables contained in the information set, the QV is
in fact equal to the conditional return variance which can thus be estimated consistently as the sum
of squared returns. Notice that this case precludes random intra-period evolution of the instantaneous
1Independent work by Andersen, Bollerslev, Diebold, and Labys (2000b), Corsi, Zumbach, M¨ uller, and Dacorogna (2001) have
proposed a similar approach to determine the optimal sampling frequency. Other related studies include A¨ ıt-Sahalia and Mykland (2003),
Andreou and Ghysels (2001), Bai, Russell, and Tiao (2001).
3mean. However, it is argued by ABDL that such effects are likely to be trivial in magnitude and that
the QV therefore remains the dominant determinant of the conditional return variance.
Below we analyze the impact of serial correlation in returns on the realized variance measure. As
opposed to ABDL and Barndorff-Nielsen and Shephard (2002, 2003), a simple discrete time model for
returns is used for the sole reason that it is sufﬁcient to illustrate the main ideas. In what follows, the
period of interest is set to one day.
Let St;j (j = 1;:::;N) denote the jth intra day¡t logarithmic price of security S. At sampling
frequency f, assuming equi-time spaced2 observations, Nf = N
f intra-day returns can be constructed
as Rf;t;i = St;if ¡ St;(i¡1)f, for i = 1;:::;Nf and St;0 = St¡1;N. By the additive property of returns, it





We assume that the (excess) return follows a martingale difference sequence and that its conditional
distribution, i.e. Rt;f;ijFt;f;(i¡1) where Ft;f;j denotes the information set available up to the jth period
of day t, is symmetric. The need for this symmetry assumption will become clear later on. While this
speciﬁcation allows for deterministic and stochastic ﬂuctuations in the return variance, it also implies
that returns are necessarily uncorrelated. Let V1 ´ R2
t, i.e. the squared day¡t return, and V2 ´
PNf
i=1 R2
t;f;i , i.e. the sum of squared intra-day¡t returns sampled at frequency f. In the current context,
V2 is referred to as the realized variance measure. Since returns are serially uncorrelated at any given
frequency f, it follows that:
















where Ft denotes the information set available prior to the start of day t. Realized variance, like squared
daily return, is therefore an unbiased estimator of the conditional return variance. However, it turns out
that the variance of V2 is strictly smaller than the variance of V1 and is therefore the preferred estimator.
To see this, it is sufﬁcient to show that E [V 2






































because the cross product of returns is zero except when (i) i = j = k = m, (ii) i = j 6= k = m, (iii)





= 0 for i > j by the martingale
2This can straightforwardly be generalized to irregularly time spaced returns.





= 0 for i < j by symmetry of the conditional distribution

























from which it directly follows that
V [V2jFt] < V [V1jFt]:
The conditional return variance over a ﬁxed period can thus be estimated arbitrarily accurate by sum-
ming up squared intra-period returns sampled at increasingly high frequency. While this result does
not depend on the choice of period (i.e. one day), it does crucially rely on the property that returns
are serially uncorrelated at any sampling frequency. The additional symmetry assumption rules out
any feedback effects from returns into the conditional third moment of returns but allows for skewness
in the unconditional return distribution. Other than that, weak conditions are imposed on the return
process. As mentioned above, the speciﬁcation of the return dynamics is sufﬁciently general so as to
allow for deterministic and stochastic ﬂuctuations in the return variance and, as a result, encompasses
a wide class of variance models.
2.1 Realized Variance in Practice
The results above suggest that straightforward use of high frequency returns can reduce the measure-
ment error in the return variance estimates provided that the return series is a martingale difference se-
quence (with a symmetric conditional return distribution). This section focuses on the implementation
and potential pitfalls that may be encountered in practice. In particular, minute by minute FTSE-100
index level data3 are used to investigate whether the method of calculating the daily realized variance
measure will yield satisfactory results. The additive property of returns allows us to decompose the























It is clear that when the returns are serially uncorrelated at sampling frequency f, the second term on
the right hand side of expression (2) is zero in expectation and the realized variance measure constitutes
an unbiased estimator of the conditional return variance. However, when returns are serially correlated
3I thank Logical Information Machines, Inc. who kindly provided the data needed for the analysis. The data set contains minute by
minute data on the FTSE-100 index level, starting May 1, 1990 and ending January 11, 2000. For each day, the data is available from
8:35 until 16:10 (except for the period from July 17, 1998 until September 17, 1999 during which the data is available from 9:00 until
16:10). The total number of observations exceeds one million.
5the cross product of returns may not vanish in expectation which, in turn, introduces a bias into the
realized variance measure. In particular, when returns are positively (negatively) correlated4, the sum
of squared intra-day returns will under-estimate (over-estimate) daily conditional return variance as the
cross multiplication of returns will be positive (negative) in expectation.
At ﬁrst sight, the practical relevance of this ﬁnding seems to be challenged by the efﬁcient markets
hypothesis which claims that the presence of signiﬁcant serial correlation in returns, if any, is unlikely
to persist for extended periods of time. It is important to note, however, that the efﬁcient markets
hypothesis concerns economic and not statistical signiﬁcance of serial correlation. Therefore, due to the
presence of market microstructure5 effects and transaction costs, a certain degree of serial correlation
in returns does not necessarily conﬂict with market efﬁciency.
In the market microstructure literature, a prominent hypothesis that is able to rationalize serial cor-
relation in stock index returns is non-synchronous trading. The basic idea is that when individual
securities in an index do not trade simultaneously, the contemporaneous correlation among returns in-
duces serial correlation in the index returns. Intuitively, when the index components non-synchronously
incorporate shocks to a common factor that is driving their price, this will result in a sequence of cor-
related price changes at the aggregate or index price level. As discussed by Lo and MacKinlay (1990),
non-synchronous trading induces positive serial correlation in the index returns. On the other hand, the
Roll (1984) bid/ask bounce hypothesis often applies to single asset returns which are typically found
to exhibit negative serial correlation. Here the argument is as follows: when at a given point in time
no new information arrives in a (dealer) market, the stock price is expected to bounce between the bid
and the ask price whenever a trade occurs. Although this phenomenon may not be apparent at a daily
or weekly frequency, it is likely to have a discernible impact on returns sampled at high (intra-day)
frequency. Finally, transaction costs and feedback trading, in addition to non-synchronous trading and
the bid-ask bounce, may also induce serial correlation in returns. For an empirical investigation of
these issues see for example S¨ afvenblad (2000). Although this paper does not aim to analyze the vari-
ous market microstructure effects in speciﬁc, we do want to highlight the presence of such effects and
study their impact on the realized variance measure.
Several studies have encountered the impact of serial correlation in returns on the estimates of
return variance. For example, French and Roll (1986) ﬁnd that stock return variance is much lower
when estimated using hourly instead of daily data, indicating the presence of positive serial correlation
in their data set. Recognizing the presence of serial correlation, French, Schwert, and Stambaugh
4When returns exhibit both positive and negative serial correlation, the effect is not clear. The realized variance measure may be
biased or unbiased depending on the relative magnitudes of the return autocovariance at different orders.
5For an in depth discussion of the relation between market microstructure and price dynamics see for instance Campbell, Lo, and
MacKinlay (1997), Lequeux (1999), Madhavan (2000), O’Hara (1995), Wood (2000) and references therein.
6(1987) estimate monthly return variance as the sum of squared daily returns plus twice the sum of the
products of adjacent returns. Froot and Perold (1995) also ﬁnd signiﬁcant positive serial correlation in
15 minute returns on S&P500 cash index from 1983-1989 and show that the annualized return variance
estimates based on weekly data are signiﬁcantly higher (about 20%) than the variance estimates based
on 15-minute data. More recently, Andersen, Bollerslev, Diebold, and Labys (2000b) document the
dependence of the realized variance measure on return serial correlation.
These ﬁndings offer an early recognition of the central idea of this paper: the results derived in the
previous section, and the consistency and asymptotic results derived in ABDL and Barndorff-Nielsen
and Shephard (2003), are not applicable to return data that exhibit a substantial degree of serial depen-
dence. In particular, the conditional mean speciﬁcation used in these studies does typically not allow
for the random intra-day evolution of the conditional mean6. It is commonly argued that this ﬂexibility
is not required at low, say daily or weekly, frequencies. However, when moving to higher intra-day
sampling frequencies, the characteristics of the data may change dramatically due to the presence of
market microstructure which in turn, leads to substantial dependence in the conditional mean of the
return process.
Because market microstructure effects are present in virtually all ﬁnancial return series, the issue
outlined above is central to the discussion of high frequency data based variance measurement. This
is emphasized in the empirical analysis which is based on minute by minute returns on the FTSE-
100 stock market index. Speciﬁcally, the 10 year average (1990-2000) of the two terms on the right
hand side of expression (2) is computed for sampling frequencies between 1 and 45 minutes and the
results are displayed in Figure 1. The implicit assumption we make here is that the return process is
weakly stationary7 so that the averaging (over time) is justiﬁed and the estimates can be interpreted as
(co)variance estimates.
It is clear that for FTSE-100 data the ﬁrst term, the realized variance measure, increases with a
decrease in sampling frequency while the second term, the summation of cross multiplied returns,
decreases. The positivity of the second term indicates that the FTSE-100 returns are positively cor-
related, introducing a downward bias into the realized variance measure, while its decreasing pattern
demonstrates that this dependence, and consequently the bias, diminishes when sampling is done less
frequently. This term, which measures the bias that is introduced by the serial dependence of returns,
is referred to as the “autocovariance bias factor” in the remainder of this paper. Figure 1 illustrates
that an ad hoc choice of sampling frequency can lead to a substantial (downward) bias in the realized
variance measure. In fact, at the highest available sampling frequency of 1 minute, the bias in the
6An exception is the general model covered by Theorem 1 in Andersen, Bollerslev, Diebold, and Labys (2003) from which it is also
clear that the realized variance measure yields a biased estimate of the conditional return variance.
7For the bootstrap analysis of Section 2.2 we need to impose strict stationarity and weak dependence on the return process.
7FIGURE 1: REALIZED VARIANCE VERSUS SAMPLING FREQUENCY
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j=i+1 Rf;t;iRf;t;j) for sampling frequencies between 1 and 45 minutes.
variance estimate is more than 35%! To stress the economic signiﬁcance of this ﬁnding, we notice
that in a Black Scholes world, a mere 10% under-estimation of the return variance leads to a 14.5%
underpricing of a 3 month, 15% out of the money option. Also the option’s delta is 8.2% lower than
its true value. Indeed, Figlewski (1998) ﬁnds that an accurate return variance estimate is of single most
importance when hedging derivatives. When the return variance is stochastic, Jiang and Oomen (2002)
also ﬁnd that for the hedging of derivatives accurate estimation of the level of return variance is far
more important than accurate estimation of the dynamic parameters of the variance process. Pricing
and hedging options aside, it is easy to think of a number of other situations where accurate return
variance estimates are of crucial importance. Risk managers often derive Value at Risk ﬁgures from the
estimated return variance of a position. Also, in a multivariate setting, the covariance matrix of returns
is the primary input for portfolio choice and asset allocation.
The above discussion naturally leads to the important question at which frequency the data should
be sampled. Figure 1 plays a central role in answering this question by providing a graphical depiction
of the trade-off one faces when constructing the realized variance measure: an increase in the sampling
frequency yields a greater amount of data, thereby attaining higher levels of efﬁciency (in theory), while
at the same time a decrease in the sampling frequency mitigates the biases due to market microstructure
effects surfacing at the highest sampling frequencies. A balance must be struck between these oppos-
8ing effects and it is argued here that an autocovariance based method, such as the autocovariance bias
factor of Figure 1, can be used to determine the “optimal” sampling frequency as the highest available
sampling frequency for which the autocovariance bias term is negligible8. Clearly, deciding whether
the bias term is “negligible”, and whether the sampling frequency is therefore “optimal”, may prove a
difﬁcult issue for at least two reasons. First, even though it may be possible to bootstrap conﬁdence
bounds around the autocovariance bias factor in order to determine the frequency at which the bias is
statistically indistinguishable from zero (see Table 1 for some related results), for many applications
economic signiﬁcance, as opposed to statistical signiﬁcance, may be the relevant metric with which
to measure “negligibility”. The optimal sampling frequency may therefore very well depend on the
particular application at hand. Second, when aggregating returns, a reduction in bias should generally
be weighed against the loss in efﬁciency. In practice, however, both the loss or gain in bias and ef-
ﬁciency will often be difﬁcult to quantify which, in turn, complicates the choice of optimal sampling
frequency. It should be noted that for a general SV model, Barndorff-Nielsen and Shephard (2003)
have shown that the realized variance measure converges to integrated variance at rate
p
N where N is
the number of intra-period observations. Also, Oomen (2003) has derived an explicit characterization
of the bias term as a function of the sampling frequency when the price process follows a compound
Poisson process with correlated innovations. While the results in these studies may yield some valuable
insights into the bias-efﬁciency trade-off, it is important to keep in mind that they are derived under po-
tentially restrictive parametric speciﬁcations for the price process. As such, they should be interpreted
cautiously when applied to high frequency data which, as we show below, are often contaminated by
market microstructure effects. Without further going into this, it seems reasonable to expect that for the
FTSE-100 data the optimal sampling frequency lies somewhere between 25 and 35 minutes, i.e. the
range indicated in Figure 1.
2.2 Serial Correlation, Time Aggregation & Sampling Frequency
We now take a closer look at the autocovariance bias term and show how its shape is intimately related
to the dynamic properties of intra-day returns at different sampling frequencies.
Table 1 reports some standard descriptive statistics for the FTSE-100 return data. Because it is
well known that ﬁnancial returns, and in particular high frequency returns, are not independently and
identically distributed we bootstrap the conﬁdence bounds around the statistics instead of deriving
them from the well known asymptotic distributions that are valid under the iid null hypothesis. For the
return volatility and the skewness and kurtosis coefﬁcients we use the stationary bootstrap of Politis and
Romano (1994) who show that this procedure is valid for strictly stationary, weakly dependent data. Let
8Independent work by Andersen, Bollerslev, Diebold, and Labys (2000b), Corsi, Zumbach, M¨ uller, and Dacorogna (2001) have
proposed a similar approach to determine the optimal sampling frequency.
9x = (x1;:::;xN) denote the original data set (i.e. time series of returns at a given sampling frequency)
and let Xi;k ´ (xi;:::;xi+k¡1) where i = 1;:::;N, k = 1;2;:::, and xj = xj mod N for j > N.
A bootstrap sample is constructed as x¤ = (Xi1;k1;:::;Xib;kb) where
Pb
j=1 kj = N, i has a discrete
uniform distribution on f1;:::;Ng, and k has a geometric distribution, i.e. P (k = m) = p(1 ¡ p)
m¡1
for m = 1;2;:::. Based on this re-sampled time series, we then compute the relevant test statistics.
By simulating a large number B of bootstrap samples we can approximate the true distribution of
the test statistics by the empirical distribution of the B values of the associated statistics. The idea
behind sampling blocks instead of single entries is that, when the block length is sufﬁciently large, the
dependence structure of the original series will be preserved in the re-sampled series to a certain extent.
Evidently, the correspondence between the distribution of the original and the re-sampled series will
be closer the weaker the dependence and the longer the block length. To choose p, or equivalently
the expected block length E [k] = 1=p, we have experimented with a number of different values but
ﬁnd, in line with several other studies (Horowitz, Lobato, Nankervis, and Savin 2002, Romano and
Thombs 1996), that the results are rather insensitive to the choice of p. The results reported in Table 1
are based on p = 1=15 (i.e. E [k] = 15 ) and B = 5;000.
The conﬁdence intervals for the correlation coefﬁcients and the critical value the Box-Ljung test
statistic are obtained by the “blocks-of-blocks” bootstrap. Instead of sampling a 1 £ k block, as is









0 and h ¡ 1 matches the maximum order of correlation coefﬁcient to be com-
puted. Analogous to the procedure described above, an h £ N bootstrap sample is constructed as



























i;: = N¡1 PN
j=1 x¤
i;j. Because the null-hypothesis for the Box-Ljung statistic is uncorrelat-
edness, we ﬁrst pre-whitened the data using an AR(15)9 and implement the bootstrap procedure on
the residuals. As above, the geometric parameter and the number of bootstrap replications are set as
p = 1=15 and B = 5;000. For more details on how to approximate the sampling distribution of the
correlation coefﬁcients and the Box-Ljung statistics using the (blocks-of-blocks) bootstrap see for ex-
ample Davison and Hinkley (1997), Horowitz, Lobato, Nankervis, and Savin (2002) and Romano and
Thombs (1996).
Based on the above bootstrap procedures we construct 95% conﬁdence bounds for the descriptive
9We note that the choice of AR-order is relatively ad hoc, and could arguably be lowered with a decrease in sampling frequency.
However, with the amount of data we work with here, it can be expected that the efﬁciency loss associated with the potentially redundant
AR-terms is minimal. Hence, for simplicity, we keep the AR-order ﬁxed across the different sampling frequencies.
10TABLE 1: DESCRIPTIVE STATISTICS OF FTSE-100 RETURNS.
Frequency No. Obs. Volatility Skewness Kurtosis BL[15]





































































































































Notes: The upper panel reports the annualized return volatility in percentage points (“Volatility”), the skewness coefﬁcient (“Skewness”),
kurtosiscoefﬁcient(“Kurtosis”), andthe Box-Ljungtest statisticon theﬁrst 15autocorrelations (“BL[15]”)for FTSE-100returns sampled
at frequencies between 1 minute and 1 day over the period 1990-2000. The lower panel reports the serial correlation coefﬁcients in
percentage points (½k denotes the k
th order correlation coefﬁcient). Bootstrapped 95% conﬁdence bounds (and critical values for the
Box-Ljung test) are reported in parentheses below. An asterisk indicates signiﬁcance at 95% conﬁdence level under the null hypothesis













statistics under the null that returns are weakly dependent and report them in parentheses in Table 1.
The statistics that are signiﬁcant are printed in bold. For comparison purposes, an asterisk indicates
95% signiﬁcance under the alternative null hypothesis that returns are independently and identically
distributed. For this case, it is well known that the square root of the sample size times the kth order
serialcorrelation, skewness, andkurtosiscoefﬁcientsofreturnsareasymptoticallydistributedasnormal
with variance 1, 6, and 24 respectively. The Box-Ljung statistic on the ﬁrst K autocorrelations, BL[K],
is asymptotically distributed as chi-square with K degrees of freedom. Turning to the results in Table
1, we ﬁnd that there is substantial excess kurtosis and serial correlation in high frequency returns.
At the minute frequency, most of the serial correlation coefﬁcients up to order 15 are signiﬁcant and
11FIGURE 2: CORRELOGRAM OF 1 MINUTE AND 5 MINUTE FTSE-100 RETURNS
Notes: Correlogram of 1 minute (left panel) and 5 minute (right panel) FTSE-100 index returns for the period 1990-2000
the kurtosis coefﬁcient indicates the presence of an extremely fat tailed marginal return distribution.
However, aggregation of returns brings the distribution of returns closer to normal and reduces both
the order and magnitude of the serial correlation (see also Figure 2). At the daily frequency, the excess
kurtosis has come down from around 3000 to about 2.5, and the serial correlation coefﬁcients of order
higher than one are all insigniﬁcantly different from zero. Consistent with the autocovariance bias term
above (Figure 1), we also see that the (annualized) return volatility increases with a decrease of the
sampling frequency. Interestingly, the 95% conﬁdence bounds for frequencies lower than 30 minutes
(i.e. 1, 5, and 10 minutes) do not include the point estimate of the annualized return variance based on
daily data. This suggests that the autocovariance bias term at these frequencies is statistically different
from zero which, in turn, corroborates our choice of “optimal” sampling frequency range on statistical
grounds.
It is also clear from Table 1 that the bootstrapped conﬁdence bounds deviate substantially from
their iid-asymptotic counterparts. As a result, a number of statistics that are signiﬁcant under the
(invalid) iid null hypothesis, turn out to be insigniﬁcant based on the bootstrapped conﬁdence bounds
which allows for weak dependence in the return data. For example, while the skewness of intra-daily
returns is signiﬁcant under the iid hypothesis, none of the skewness coefﬁcients are signiﬁcant under
the alternative null-hypothesis. Also, the maximum order of the signiﬁcant correlation coefﬁcients is
generally lower for the bootstrapped critical values than for the iid-asymptotic values. For example, at
frequencies between 5 and 30 minutes, ½15 is found signiﬁcant under the iid-hypothesis but insigniﬁcant
under the alternative hypothesis. These ﬁndings emphasize the inadequacy of the “iid-” asymptotic
distributions for this data and illustrate the value of the bootstrap method.
Turning to the speciﬁcation of the return process, we notice that the overwhelming signiﬁcance of
12the serial correlation coefﬁcients reported in Table 1 and Figure 2 suggests that the characteristics of
intra-day returns are not consistent with those of a martingale difference sequence. Instead, modelling
intra-day returns as an ARMA10 process is a natural and, as it turns out, successful approach for it is
well suited to account for the serial dependence of returns at various sampling frequencies. From a
market microstructure point of view, the AR part will arguably be able to capture any autocorrelation
induced by non-synchronous trading while the MA part will account for potential negative ﬁrst order
autocorrelation induced by the bid-ask bounce. Further, the decreasing order and magnitude of serial
correlation with the sampling frequency is, as it turns out, a consequence of temporal aggregation of
the return process.
Suppose that returns at the highest sampling frequency, R1 (the t subscript is momentarily dropped
for notational convenience), can be described as an ARMA(p,q) process:
®(L)R1;i = ¯ (L)"1;i;
where ®(L) and ¯ (L) are lag polynomials of lengths p and q respectively. As before, we also assume
that the return process is weakly stationary which justiﬁes expression 4 and the analysis below. Con-
sider the case where all the reciprocals of the roots of ®(L) = 0, denoted by µ1;:::;µp, lie inside the unit
circle. The model through which the returns at an arbitrary sampling (or aggregation) frequency can be
represented is derived using the results of Wei (1981) on temporal aggregation11. In particular, if R1
follows an ARMA(p,q) process, the returns sampled at frequency f, denoted by Rf, can be represented



















where r equals the integer part of p +
q¡p
f and "f;i =
Pf¡1
j=0 "1;fi¡j. Due to the invertibility of the AR
polynomial, the above model can be rewritten in MA(1) form with parameters fÃjg
1
j=0 and Ã0 = 1.
Let '
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h denote the hth autocovariance of the temporally aggregated returns at frequency f:
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It can be shown that the Ãj coefﬁcients decay exponentially fast in terms of j and, as a result, the
autocovariances disappear under temporal aggregation. To see this, let jÃjj < w±j for j±j < 1 and w
10More generally, one could specify an ARFIMA model for returns, thereby allowing for a hyperbolic decay of serial correlation.
However, market microstructure and efﬁciency considerations aside, casual inspection of Table 1 and Figure 2 suggests that an ARMA
process is sufﬁciently ﬂexible to capture the dynamics of the returns process at high frequency.
11Temporal aggregation for ARMA models is discussed in Brewer (1973), Tiao (1972), Wei (1981), Weiss (1984) and the VARFIMA
in Marcellino (1999).






















from which it can be seen that the autocovariances of order higher than two disappear when either the
sampling frequency, f, or the displacement, h, increases. While it does not follow from the above that
the ﬁrst order autocovariance term also disappears, Wei (1981) has shown that the limit model of an
ARMA(p,q) process under temporal aggregation is indeed an ARMA(0,0) or equivalently white noise.
ItisimportanttoemphasizethatthesetheoreticalpropertiesoftheARMAprocessappearverymuch
in accordance with the empirical properties of the return process as reported in Table 1. In particular,
at high sampling frequencies the ARMA model can account for the observed serial dependence while
at lower sampling frequencies these dependencies die off as a consequence of temporal aggregation of
the return process. In addition, as the ARMA(p,q) model converges to an ARMA(0,0) under temporal
aggregation, the model speciﬁcation for returns at high frequency does not necessarily conﬂict with a
model for returns at low frequency.
Relating the above aggregation results to the discussion of the previous section, we note that the
expression for the autocovariance function of the ARMA process can be used to check the consistency
of the model with the properties of the data by comparing the temporal aggregation implied decay of the
autocovariance bias term with the empirically observed one. To this end, we estimate various ARMA
models using the minute by minute returns on the FTSE-100 index and ﬁnd that an ARMA(6,0) model
yields satisfactory results12. Although the residuals are highly heteroskedastic, the OLS parameter
estimates remain consistent (Amemiya 1985). Moreover, the efﬁciency loss due to the non-normality
of the errors is unimportant given the large amount of data. Based on the single set of ARMA(6,0)
parameters associated with the 1-minute data, the autocovariances for the estimated return process at
















Hence, the “aggregation implied” autocovariance estimates can be used to calculate the “aggregation
implied” autocovariance bias term as in expression (4). In particular, a single set of ARMA(6,0) pa-
rameters for the 1-minute data are used to imply the autocovariance bias factor at sampling frequencies
between 1 and 45 minutes. Figure 3 demonstrates that the empirical and theoretically implied curves
are remarkably close.
12Some of the higher order AR terms could arguably be replaced by low order MA terms. However, the AR speciﬁcation has the
advantage that inference is straightforward from a numerical point of view, as opposed to an MA speciﬁcation. Since the AR and MA
speciﬁcation are largely equivalent preference is given here to the AR speciﬁcation.
14FIGURE 3: THE “AUTOCOVARIANCE BIAS FACTOR”








Term 2: Autocovariance Bias Factor 
Notes: The empirical autocovariance bias factor (solid line, see also Figure 1) and the superimposed aggregation implied autocovariance
bias factor (dotted line, see also expressions (3) and (4)) for sampling frequencies between 1 and 45 minutes.
The above results illustrate that the ARMA model is a good description of the return data at different
sampling frequencies. In fact, the decay of the (market microstructure-induced) serial dependencies in
high frequency returns is consistent with the decay of an ARMA process under temporal aggregation.
Also, it can be shown, based on expression 4, that the autocovariance bias term decays at an hyperbolic
rate under temporal aggregation (i.e.
PNf¡1
h=1 (Nf ¡ h)'
f
h < N2
f2 ). Finally, we notice that it is possible
to trace out the entire autocovariance bias factor curve, and hence determine the optimal frequency,
using solely a single set of ARMA parameters.
In summary, we have shown that the conditional return variance can be estimated consistently by the
realized variance measure, provided that the intra-day returns are serially uncorrelated. When the intra-
day returns are serially correlated, realized variance will either overestimate (with negative correlation)
or underestimate (with positive correlation) the conditional return variance. Correcting for the bias
term by adding up the cross products of intra-day returns, they are known after all, is not desirable
as this is equivalent to using the squared daily return to estimate daily realized variance. Here we
suggest that when the available high frequency return data are serially correlated, one approach13 is to
aggregate the returns down to a frequency at which the correlation has disappeared, thereby avoiding
13An alternative approach would be to utilize all of the observations by explicitly modelling the high-frequency market microstructure.
However, as noted by Andersen, Bollerslev, Diebold, and Ebens (2001), that approach is much more complicated and subject to numerous
pitfalls of its own.
15(potentially) large biases in the realized variance measure. Plotting the sum of squared intra-day returns
or the autocovariance bias factor versus the sampling frequency, as is done in Figure 1 proves a very
helpful and easily implementable strategy to determine the frequency at which the correlation has died
off. Further analysis suggests that the decay of the autocovariance bias factor is consistent with an
ARMA process under temporal aggregation. This ﬁnding provides an alternative, yet closely related,
parametric approach to determining the optimal sampling frequency.
3 Modelling Realized Variance
A number of studies14 have analyzed high frequency data for a variety of ﬁnancial securities. Regarding
the properties of the realized variance measure, several studies ﬁnd that (i) the marginal distribution of
realized variance is distinctly non-normal and extremely right skewed, whereas the marginal distribu-
tion of logarithmic realized variance is close to Gaussian, (ii) logarithmic realized variance displays a
high degree of (positive) serial correlation which dies out very slowly (iii) logarithmic realized variance
does not seem to have a unit root, but there is clear evidence of fractional integration15, roughly of order
0.40 and (iv) daily returns standardized by realized volatility16, i.e. the square root of realized variance,
are close to Gaussian.
Based on the analysis in Sections 2.1 and 2.2, which indicates that the daily conditional return
variance of the FTSE-100 can be estimated unbiasedly as the sum of squared intra-day returns sampled
at a frequency of 25 minutes, a time series of (logarithmic) realized variance is constructed and is
displayed in the left panel of Figure 4. Table 2 reports some descriptive statistics of the time series of
realized variance and returns.
We ﬁnd that our results are very much in line with the ﬁndings described above. In particular,
the unconditional distribution of the realized variance appears signiﬁcantly skewed and exhibits severe
kurtosis, while the unconditional distribution of logarithmic realized variance is much less skewed
and displays signiﬁcantly reduced kurtosis (Table 2). Furthermore, the correlogram for the realized
variance measure decays only very slowly but the Augmented Dickey Fuller test strongly rejects the
null hypothesis of a unit root (Table 2 and right panel of Figure 4). This ﬁnding indicates that the
(logarithmic) realized variance series may exhibit long memory, a feature that will be discussed below.
14See for example Andersen, Bollerslev, Diebold, and Labys (2000b, 2000b), Blair, Poon, and Taylor (2001), Dacorogna, Genc ¸ay,
M¨ uller, Olsen, and Pictet (2001), Froot and Perold (1995), Goodhart and O’Hara (1997), Hsieh (1991), Lequeux (1999), Stoll and
Whaley (1990), Zhou (1996).
15See for example Baillie (1996), Baillie, Bollerslev, and Mikkelsen (1996), Breidt, Crato, and de Lima (1998), Comte and Renault
(1998), Henry and Payne (1998), Liu (2000), Lo (1991).
16In a multivariate setting it is found that the distribution of correlations between realized variance is close to normal with positive
mean, and that the autocorrelations of realized correlation decays extremely slow.
16TABLE 2: DESCRIPTIVE STATISTICS OF REALIZED VARIANCE AND RETURNS.
Mean Volatility Skewness Kurtosis ADF[5]
Realized Variance 8:5e-5 2:6e-4 21:21 596 ¡16:2
Log Realized Variance ¡9:98 0:962 0:558 4:11 ¡8:83
Daily Returns 4:6e-4 0:009 0:063 5:29 ¡21:8
Standardized Daily Return 0:091 1:091 0:036 2:23 ¡22:3
Notes: Descriptive statistics based on the FTSE-100 data set for the period 1990-2000. The augmented Dickey Fuller test (“ADF[5]”)
includes a constant and 5 lags and has a 5% (1%) critical value of -2.865 (-3.439).
FIGURE 4: LOGARITHMIC REALIZED VOLATILITY




















Notes: Time series (left panel) and correlogram (right panel) of FTSE-100 daily logarithmic realized variance constructed at a sampling
frequency of 25 minutes over the period 1990-2000. The superimposed dotted lines in the right panel represent the correlogram of a
fractional process for values of d equal to 0.30, 0.40, and 0.45.
Finally, daily returns standardized by realized variance are close to normal (Table 2). This indicates
that the empirical ﬁndings obtained by Andersen, Bollerslev, Diebold, and Labys (2000a) on exchange
rate data can be extended to the FTSE-100 stock market index data.
3.1 Fractional Integration & Realized Variance
A time series, Xt is said to be fractionally integrated of order d if after applying the difference operator
(1¡L)d it follows a stationary ARMA(p,q) process where p and q are ﬁnite nonnegative integers. This
concept has been developed by Granger (1980), Granger (1981), and Granger and Joyeux (1980). For
17values of d between 0 and 0.5, the fractionally integrated process17 exhibits “long memory” which has
the property that the effect of a shock to the process is highly persistent but decays over time. This
is in contrast to I(1) processes, where a shock has inﬁnite persistence, or at the other extreme I(0)
processes, where the effect of a shock decays exponentially fast. The ARFIMA(p,d,q) model can be
written as
®(L)(1 ¡ L)
dXt = ¯(L)"t; (5)
where ®(L) and ¯(L) are lag polynomials of order p and q respectively. For d < 1
2 and d 6= 0, it can be
shown that the decay of the correlogram is hyperbolic, i.e.









Regarding the estimation of d, Geweke and Porter-Hudak (1983, GPH hereafter) propose the use of
a log periodogram regression. In particular, for given fXtg
T
t=1, the fractional parameter d can be es-
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odogram at harmonic frequency ¸j =
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for j = 1;:::;m ¿ T.
The “bandwidth” parameter m is required to increase at a slower rate than the sample size T and in
many applications m is set to equal to the square root of the sample size T. Robinson (1995a, 1995b)
derives an alternative estimator for d , which is shown to be asymptotically more efﬁcient than the GPH




















where c > 0 and ¡1
2 < d < 1
2.
Turning to the FTSE-100 realized variance series, it is clear that long memory features are very
much present. The right panel of Figure 4 displays the correlogram of the log realized variance series
while the right panel of Figure 5 displays the correlogram of the fractionally differenced log realized
variance series based on an ad hoc parameter value18 of d = 0:40. The serial correlations of the log real-
ized varianceseries decay at a hyperbolicrateand the resemblance between the samplecorrelogram and
the superimposed correlograms of a fractionally integrated process for various values of d is remark-
able. In sharp contrast, the fractionally differenced series is virtually uncorrelated. A supplementary
diagnostic check for the presence of long memory is based on expression (6) above. In particular, when
the realized variance series exhibits long memory, its log autocorrelation function should yield a linear
relationship in terms of log displacement, i.e. ln'h / (2d ¡ 1)lnh. Figure 6 (left panel) indicates the
17The process is stationary with long memory for 0 < d < 0:5 but stationary with intermediate memory for ¡0:5 < d < 0. For
d ¸ 0:5, the process is non-stationary.
18Various values between 0.35 and 0.45 have been used but the results appear robust to the speciﬁc choice of d:
18FIGURE 5: FRACTIONALLY DIFFERENCED LOGARITHMIC REALIZED VOLATILITY













Notes: Time series (left panel) and correlogram (right panel) of FTSE-100 fractionally differenced daily logarithmic realized variance
constructed at a sampling frequency of 25 minutes over the period 1990-2000. The dotted lines in the right panel are the 95% conﬁdence
bounds calculated as §2N
¡1=2 where N denotes the number of observations.
required linear relationship between ln'h and lnh for values of h up to 100. An OLS regression can
be used to determine the slope. Based on the entire sample (h = 250) the results suggest a value for
d of around 0:37. Ignoring the last 150 autocorrelations (h = 100) raises d to about 0:43. Finally, the
GPH and Robinson estimators, described above, are implemented. The bandwidth parameter m (con-
trolling the range of periodic frequencies used), is set equal to a range of values between19 25 and 275.
The results of this estimation are summarized in Figure 6 (right panel) where the GPH and Robinson
estimates are plotted as a function of m. For small m, the two alternative estimates both fall into the
non-stationary region while for large m (above 150) they are both below 0:5. Although it is clear from
this that the value for d will be close to 0:5, it is difﬁcult to judge on the stationarity of the process as
the choice of m is relatively arbitrary. In summary, all of the test results reported above suggest that
the FTSE-100 log realized variance series is fractionally integrated and appear roughly consistent with
Andersen, Bollerslev, Diebold, and Ebens (2001) who ﬁnd that for their data set d is around 0:40.
3.2 Empirical Results
Motivated by the preliminary tests discussed above, the focus of our modelling approach will center









19The sample size is 2445 and hence the range of m is between T
0:40and T
0:70. This is in line with e.g. Bollerslev, Cai, and Song
(2000) which set m = T
0:50 or Dittmann and Granger (2002) which set m = T
0:8.
19FIGURE 6: TWO TESTS FOR FRACTIONAL INTEGRATION
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Notes: Two tests for fractional integration. Linearity of ln'h versus lnh (left panel) and the Geweke Porter-Hudak and Robinson
estimate for d as a function of the bandwidth m (right panel).
where b ¾2
25;t denotes the day¡t realized variance measure constructed based on 25 minute intra-day
returns, ®(L) is a lag polynomial of order p, ¯(L) a lag polynomial of order q; and "t is a residual error
term. The k£1 vector Xt allows for the inclusion of exogenous variables and deterministic terms such
as a constant and time trend. Here, we consider the following speciﬁcation:
¼









¸j lnV OLt¡j +
n X
j=0
±j (IRt¡j ¡ IRt¡j¡1) (8)
where IRt and V OLt denote the day¡t short term interest rate (1 month UK Interbank rate) and daily
trading volume respectively. The inclusion of lagged returns and lagged absolute returns mirrors the
EGARCH speciﬁcation of Nelson (1991) and is, in part, motivated by the well documented Black’s
leverage effect or the asymmetric impact that lagged returns have on the return variance. In particular,
Black (1976) argues that one should expect negative returns to have a larger impact on future variance
than positive returns. In the above speciﬁcation we can test whether such a leverage effect is present at
horizon h by testing whether ³h is signiﬁcantly less than zero20.
Next, trading volume is includes because it is often argued that it is intimately related to the return
variance. A model which can rationalize such a relationship has been proposed by Clark (1973) where
prices follow a subordinated process with information ﬂow (proxied by trading volume or number of
20Suppressing subscripts momentarily, deﬁne R
+ = R when R > 0 and R
+ = 0 when R · 0. Similarly, deﬁne R
¡ = ¡R
when R · 0 and R
¡ = 0 when R > 0. Hence, R = R
+ ¡ R
¡ and jRj = R
+ + R
¡. It is now straightforward to show that





+ = ³ + ³ and ³





+ > 0 , ³ < 0.
20trades) being the subordinator. A number a papers have addressed the relationship from an empirical
point of view (e.g. Karpoff (1987), Gallant, Rossi, and Tauchen (1992) and more recently An´ e and
Geman (2000)) and invariably report positive correlation between return variance and trading volume.
In addition, an inﬂuential paper by Lamoureux and Lastrapes (1990) ﬁnds that the persistence of return
variance decreases (or even disappears) when trading volume is accounted for. Finally, the inclusion of
(changes in) the short term interest rate is motivated by Glosten, Jaganathan, and Runkle (1993) who
ﬁnd that it has a signiﬁcant positive effect on stock market volatility.
Before moving on to the estimation results, we point out that the above speciﬁcation does not
allow us to study the causal relation between return volatility and trading volume. In particular, it
could well be that, in addition to trading volume causing return volatility, return volatility also has a
feedback effect onto subsequent trade activity. Whether such dynamics can be identiﬁed at a daily
frequency is questionable but are clearly of interest. The theoretical market microstructure has studied
such relationships extensively. However, the primary focus has been on the impact of trade duration on
the price process and results are mixed (see for example, Admati and Pfeiderer (1988), Diamond and
Verrecchia (1987), Easley and O’Hara (1992), and Glosten and Milgrom (1985)). Engle (2000) has
also focussed on the impact of trade durations on the price process. Using IBM high frequency data, he
ﬁnds that low trading activity leads to a reduction in future return volatility (supporting the implications
of the Easley and O’Hara (1992) model). A related study by Renault and Werker (2002) investigates
the instantaneous causality relation between transaction durations and prices and ﬁnds that about two-
thirds of return volatility can be attributed to instantaneous durations - in other words - transaction
times cause transaction prices. Under the assumption that trade durations are inversely proportional to
trade volume, the model we have speciﬁed in (7) and (8) is directly in line with the above mentioned
work, although it should be kept in mind that we work with data at a daily frequency as opposed to
transaction level data. The feedback effect of return volatility on trade durations - or trade volume - is,
although of interest, not studied here.
Under the assumptions that (i) the roots of ®(L) are simple and lie outside the unit circle, (ii) the
residuals are i.i.d. Gaussian, and (iii) d < 1
2, the ARFIMA model, speciﬁed by (7) and (8) above, can
be estimated21 using the maximum likelihood procedure of Sowell (1992). Alternatively, the model
could have been estimated using a two-step procedure in which the fractional parameter is estimated
in the ﬁrst step (e.g. with the GPH or Robinson estimator), while the remaining ARMA coefﬁcients
are estimated in the second step based on the fractionally differenced data using ordinary least squares.
However, as documented by Smith, Taylor, and Yadav (1997), such an approach may well lead to
inaccurate or biased ARMA coefﬁcient estimates. The Sowell procedure, allowing for the simultaneous
estimation of the model parameters, is therefore preferred.
21We have used the ARFIMA package in PcGive version 10.0. See Doornik and Ooms (1999) and Doornik (2002) for documentation.
21TABLE 3: ARFIMA ESTIMATION RESULTS
Full Sample (1990-2000) Sub Sample (1990-1997)

































































































































































±0 - - - ¡0:179
(2:29)
- - - ¡0:198
(2:41)
±1 - - - 0:031
(0:39)
- - - 0:068
(0:83)
¡LogL 977:3 607:7 504:5 501:6 710:5 414:0 328:8 325:4
AIC/T 0:805 0:509 0:426 0:425 0:795 0:475 0:382 0:381
No. Par 5 13 15 17 5 13 15 17
Skew 0:675 0:371 0:385 0:380 0:721 0:330 0:345 0:345

































Notes: ARFIMA(1,d,1) estimation results for the full sample (2 May 1990 - 11 January 2000; 2445 observations) and the sub sample
(2 May 1990 - 15 June 1997; 1803 observations). The full model speciﬁcation is given by expressions (7) and (8). The table reports
all parameter estimates (except !) with absolute t-statistics in parenthesis below. The residual test statistics include skewness (“Skew”),
kurtosis (“Kurt”), and the Portmanteau (“PM[5]”, X
2
2 ) and ARCH (”ARCH[5]”, F(5;1775) for sub-sample and F(5;2419) for full
sample) statistics including 5 lags. p-values are reported in parenthesis below PM[5] and ARCH[5].
22We ﬁrst estimate the model without any exogenous variables and then subsequently add returns,
volume, and the short rate. To address the concern that long memory may be induced by infrequent
structural breaks22, we re-estimate the model on various subsamples of the data set. Table 3, summa-
rizes the estimation results23 for two different samples and p = q = 1; k = 4; and m = n = 2. The
ﬁrst sample is the full sample while the second sample covers the period May 1, 1990 until June 15,
1997. As the point estimates for the fractional parameter remain within a tight range (with one excep-
tion, all estimates are between 0:44 and 0:48) and turn out to be highly signiﬁcant irrespective of the
sample period or the model speciﬁcation, we argue that the realized variance series clearly exhibits a
long memory feature that is not caused by structural breaks. Based on the t-statistic24, however, we
cannot reject that d > 0:5 at a 95% conﬁdence level, i.e. the realized variance series is potentially
non-stationary. Turning to the exogenous variables, we notice a dramatic increase in log likelihood -
accompanied by a substantial decrease in AIC criterion - upon inclusion of lagged (absolute) returns.
In particular, for k = 4, the number of parameters increases by 8 to a total of 13 while the log likelihood
increases by almost 370! As a result, the AIC criterion drops from 0:80 to 0:50. Further, the sign and
signiﬁcance of the ³ parameters suggest that Black’s leverage effect is present at horizons up to 3 or 4
days. This ﬁnding provides support for the GJR-GARCH (Glosten, Jaganathan, and Runkle 1993) and
EGARCH (Nelson 1991) speciﬁcations which explicitly account for this asymmetric effect that returns
have on future variance. Regarding trading volume, we ﬁnd that contemporaneous values further im-
prove the ﬁt of the model. Consistent with Clark’s model, we ﬁnd that the sign of ¸0 is positive and
highly signiﬁcant. However, in contrast to the ﬁndings of Lamoureux and Lastrapes, it appears that the
persistence of the variance process (as measured by d) remains largely unchanged when trading volume
is conditioned upon. Finally, the estimate for ±0 suggests that an interest rate cut is accompanied by
higher volatility than an interest rate hike. It must be said, however, that this effect is marginally signif-
icant and that the associated likelihood increase minimal. As for trading volume, lagged changes in the
interest rate are found to have an insigniﬁcant impact. A similar pattern is observed for the sub-sample.
22See for example Diebold and Inoue (2001), Engle and Smith (1999), Granger (1999), and Granger and Hyung (1999). A simple
and representative model that can cause long memory is the stochastic break model, which takes the form: yt = ut + "t; where
ut = ut¡1 + qt¡1´t;"t » iidN(0;¾
2
y), ´t » iid N(0;¾
2
u) and qt equals 0 with probability p and 1 with probability 1 ¡ p. Diebold
and Inoue (2001) note that in order to achieve a slowly declining autocorrelation function, whatever the model may be, the key idea is to
let p decrease with the sample size so that regardless of the sample size, realizations of the process tend to have just a few breaks.
23Based on the likelihood ratio test and the AIC criterion we ﬁnd that an ARFIMA(1,d,1) model provides a parsimonious speciﬁcation.
The choice of k;m; and n is guided by the signiﬁcance of the parameters. ³4;³4;¸1; and ±1 are included for completeness.
24The validity of the t-statistics crucially relies on whether the residuals are IID Gaussian. The diagnostic tests reported in Table 3
indicate that even though the residuals appear uncorrelated some skewness, kurtosis and heteroskedasticity is present. Fortunately, these
effects diminish to some extent when lagged returns and trading volume are included and we will therefore work under the assumption
that the t-statistics - in particular for the full model - are reasonably accurate.
234 Conclusion
Under certain assumptions on the return process, a number of recent papers have shown that realized
variance is a consistent and virtually measurement error-free estimator of the conditional return vari-
ance. In this paper we show that realized variance measure constitutes a biased estimate of the return
variance when (excess) returns are serially correlated. 10 years of FTSE-100 minute by minute data
are used to illustrate that a careful choice of sampling frequency is crucial in avoiding a substantial
bias. The relation between the sampling frequency and the presence of serial correlation is analyzed
in detail and demonstrates that serial correlation in returns disappears under temporal aggregation at a
rate of decay that is consistent with that one of an ARMA process. An autocovariance function based
method is proposed for choosing the optimal sampling frequency, that is, the highest available sampling
frequency for which the autocovariance bias term is negligible. Many alternative approaches to deal
with this issue can be considered though. One route is to use all available data by explicitly modelling
the market microstructure effects. Another is to “correct” for the bias by dividing the biased realized
variance estimate by an appropriate constant (or any sort of function that achieves unbiasedness of the
estimator). A third approach, which we may explore in future research, is to use a Newey-West type
covariance estimator in order to take into account the serial correlation in the data. The advantage here
is that it is potentially more efﬁcient than the aggregation approach outlined in this paper as it makes
use of all available data while the non-parametric nature of the estimator avoids the need to explicitly
model the market microstructure.
Regarding the FTSE-100 data set, we ﬁnd that the realized variance series can be modelled as an
ARFIMA process. Exogenous variables such as lagged returns and contemporaneous trading volume
appear to be highly signiﬁcant regressors and are able to explain a large portion of the variation in
realized variance. Also, statistical tests suggest that Black’s leverage effect is signiﬁcant at three or four
days. Regarding contemporaneous trading volume we ﬁnd that, despite its signiﬁcance, the persistence
of the variance process remains largely unchanged.
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