Abstract. In this article, the quasi-Laguerre iteration is established in the spirit of Laguerre's iteration for solving polynomial f with all real zeros. The new algorithm, which maintains the monotonicity and global convergence of the Laguerre iteration, no longer needs to evaluate f". The ultimate convergence rate is + 1. When applied to approximate the eigenvalues of a symmetric tridiagonal matrix, the algorithm substantially improves the speed of Laguerre's iteration.
has been successfully used to find the eigenvalues of an n x n symmetric tridiagonal matrix T with nonzero subdiagonal entries by approximating the zeros, always real and simple, of its characteristic polynomial (2) f() det [T ,kI] .
Remarkable numerical results, in terms of both speed and accuracy, on a substantial variety of matrices have been obtained 10] . The algorithm employs the split-merge process, similar to Cuppen's divide-and-conquer strategy, which provides an excellent set of starting values that make the algorithm naturally parallel. Impressive speedups of the parallel version of the algorithm were reported in 15]. For 2, 000 2, 000 random matrices, the algorithm can reach a speedup of 52 on an N-cube with 64 nodes.
Laguerre's iteration, or modified Laguerre's iteration when clusters occur, converges ultimately with a very fast cubic convergence rate. Nonetheless, the most important advantage of Laguerre's iteration in solving (2) , in contrast to Newton's iteration, is its monotone convergence. However, compared with Newton's iteration, a major disadvantage of Laguerre's iteration is the evaluation of f", which is relatively time consuming. The purpose of this paper is to design a new algorithm in the spirit of Laguerre's iteration for finding zeros of (2) . The algorithm, without the requirement of evaluating f", maintains the monotonicity of Laguerre's iteration and converges globally with ultimate convergence rate / 1 in finding zeros of any polynomial with all real zeros.
The formula (1) of Laguerre's iteration can be derived in diverse ways. The best one seems to be to answer the following question [9] .
Question 1. Among all polynomials p(x) of degree n with n real zeros and with p(xo) f (xo) O, p'(xo) f'(xo), and p"(xo) f"(xo) at a specified real x0, which one has a zero closest to x0 and where?
In general, L+ (x0) in (1) gives the closest zero from the right of all those polynomials and L_ (x0) gives the closest one from the left.
To avoid the evaluation of f", we revise the above optimization problem as follows.
Question 2. Given two specified reals a < b, among all polynomials p(x) of degree n with n real zeros, none of which lie in [a, b] , and with p'(a) f' (a) p'(b) f' (b) (3) and p (a) f (a) p (b) f (b) which one has a zero closest to a from the right or from the left and where?
The optimization problem for this class of polynomials can be easily solved and the solution has a closed form. To convert the solution of this optimization problem to an iterative scheme, which we call the quasi-Laguerre iteration, with the assumption that x (k-l) and x (k) are available, we may (i) let a x (k-l), b x (), and X (k+l) be the closest zero to x () from the right when x -1 < x and a zero of f is bigger than x k),
(ii) let a x k, b x -, and x k+l) be the closest zero to x k from the left when x -) > x k) and a zero of f is less than x .
It is clear that the sequence so generated will converge to a zero of f monotonically. The optimization problem in Question 2 is formulated in a more general form in 2 to account for multiple zeros. The ultimate rate of convergence of our algorithm so obtained is / + 1.
Our main goal here is to use the newly derived quasi-Laguerre iteration to approximate eigenvalues of symmetric tridiagonal matrices. To shorten our presentation, we only outline the derivation of our algorithm in this article and skip most of the theoretical details, including the tedious proof of its convergence properties. They are regrouped in [3] for interested readers.
The implementation details of our algorithm are described in 4 and 5, and comprehensive numerical results on diverse types of matrices will be shown in 6. In general, our algorithm considerably improves the speed of Laguerre's iteration. Like Laguerre's iteration, our algorithm is inherently parallel and has a great capacity for vectorization. An intensive experiment in this regard will be reported in a future article.
During the writing of this paper, we became aware of an earlier unpublished work of Foster [5] in which a class of globally convergent iterations, including our quasi-Laguerre iteration for the case of simple roots, was studied. Our work here is based on a different approach and achieves much more general results. 
We pose here a more general optimization problem. Zn be all the real zeros of a given polynomial p (x) in .T" such that (5) z < z2 < < z < a < b < z+ < <__ Zn.
It follows from (4) that
=. =q(a) and (6) p(a)
Then, X > 0 for all since no Zi falls between a and b. Moreover,
(b-a)
and from (5),
Xk >" Xk-1 >"" Xl > 1 > Xn From (5), the mth zero of p(x) to the left of a is Zk-m+l which, from (10) , corresponds to Wm in (9) , and minimizing (a Z-m+l) becomes maximizing Wm. Similarly, the mth zero of p(x) to the right of a is Z+m and minimizing (Z+m -a) becomes minimizing Wn-m+. As a convention, if m > k then the mth zero of p to the left of a will be taken as the (n m + 1)st zero to the right of a and if m > n k then the mth zero of p to the right of a is the (n m + 1)st zero to the left of a.
The optimization problem in Question 3 can now be converted to the following optimizations:
The solution of (P1) gives the mth closest zero to a from the left while the solution of (P2) gives the mth closest zero to a from the right.
For any W (W1 Wn) satisfying (11) , it can be shown [3] that Wm satisfies (12) Similarly, Wn-m+l satisfies the same inequality, that is,
andtheequalityholdsiffWj Wn_m+ forallj > n-m+l and WI WI foralll < n-m+ [3] . Now, taking equalities in (12) and (13) 
Its solutions
Ym+/-
are both positive [3] . On the other hand, it follows from (12) and (13) 
and R n (q(a)
The solutions of the optimization problems in Question 3 can now be described as follows: m-} converging to z, as k --+ oo, can be generated by using urn-in (22).
To be more precise, suppose z is on the right-hand side of two starting points-0 xl -Xm+ < -m+ and none of the zeros of f lie between 0 and z/ Then, for k > 1 we may let
In other words, we replace a, b, and Um+ in (22) by y(mk_1), "m+"
(k) and x(k+)m+ respectively.
Remark. Interchanging x_ and x(m+, (25) can also be written as (26) x(k+l) x(k)
From what has been derived in the last section, it is easy to see that X(k) r(k+ 1) m+ < --m+ ZM (k) and no zeros of f fall between (k+l) and zM. So the sequence iXm+ satisfies -m+ X(0) (1) x(k) m+ < "m+ < < m+ < ZM. where s is the machine precision. A determinant evaluation subroutine DETEVL has been implemented [10] according to the recurrences (32) and (33). When i, 1 n are known, the Sturm sequence is available [13, p. 47] . Thus, as a by-product, DETEVL also evaluates the number of eigenvalues of T which are less than Let )vl < )2 < < )Vn be the zeros of f ()) and .1 < .2 < < .n be the zeros of the numerical approximation j(.). It was shown in [10] that (34)
4.2. The split-merge process. Let 1 < 2 < < n be the zeros of f in (29). To use the quasi-Laguerre iteration to approximate any i,
n, it is essential to provide a pair of starting points x () and x (1), being either x () < x (1) < )i or ,ki < x (1) < x (), with no other )j's lying between x (), x (), and i. To--fll "'" "'"
Obviously, the eigenvalues of 2? consist of eigenvalues of To and T1. After T is well split into a tree structure as shown in Figure 1 , the merging process in the reverse direction from 2 Figure 2 . Some of them may even be numerically indistinguishable.
Numerical evidence shows that to reach )i+1 from-
,+ ('-" /+1) and t+ it may take many steps of the quasi-Laguerre iteration with m 1 before showing super-linear convergence.
In this situation, the quasi-Laguerre iteration with m r in (26) may be used to speed up the (k) convergence. Exhibited in (24), the sequences/Xm/} in (26) with different m's satisfy +k-
Accordingly, x (k) is relatively closer to )i+1 Therefore if the number r of those relatively
closer zeros can be estimated, then instead of using m 1 as usual, we may let x+ tr+.
To estimate r in our algorithm, we put )j in the same group with i/l if 12j 2i+21 < 0.0112i/2 2i+11.
It might happen that i/1 < X(+ k), which can be revealed by the information of the Sturm sequence given at x(+k; in this case, the number r may be reduced. Therefore an overestimate of the number r causes essentially no harm because our algorithm can dynamically reduce r, while an underestimate may result in slow convergence. In some instances, the eigenvalues of T of interest are identified in magnitude, say the largest 20%, then they can be evaluated by using the largest 20% eigenvalues of T as starting points without computing the other 80% eigenvalues of T and T. 4 .5. Stopping criteria. Thefollowing stopping criterion was suggested by Kahan [9] :
where r is the error tolerance, This criterion is based on the following observation. Let.
Then as {x(k)}kCXZ:l converges to ) when k --cz, q is normally decreasing. Thus While this approach of obtaining initial points is the simplest one, it may not be the most efficient. Several improvements are made in our practical implementation. First, since f'/f is evaluated at every initial value j (j 1 m), one step of Newton's iteration can be performed without extra cost and the result can be considered as a candidate, besides c, for x (1). Second and more importantly, from our computing experience, the high-order convergence of the quasi-Laguerre iteration occurs only when there is no critical point of f (i.e., zero of f') between x () and i (see Figure 3) . In other words, if x t) is to the left (resp., right) of i, then it is desirablefor-f'(xt))/f(x ) to be positive (resp., negative). If there is at least one critical point in [.i, i+1], then bisection or one-step Newton iteration is used repeatedly until the above requirement at x () is satisfied. Based on these observations, our procedure for determining a pair of initial points among different choices to achieve the best possible efficiency is summarized in the algorithm INIPTS in be the monotone sequence of the quasi-Laguerre iterates. It can be shown [3] that q. q3,2, the zero of x 2 / x 0.5 0 in (0, 1), is the smallest linear ratio for multiple zeros. That is, qn,t > q3,2 when n >_ 3 The fundamental features of the acceleration process described in this section are summarized in the algorithm AccQ-LAG ( Figure 5 ). Table 1 n/2-+ for even n and 1 < < n/2, n/2 for even n and n/2 < < n, i (n 1)/2-+ for odd n and 1 < < (n + 1)/2, Type 12. Matrices with an eigenvalue 1 and the rest of the eigenvalues are evenly distributed in a small interval [10 -12 e, 10 -12 + e]. 6 .2. Speed test in evaluating eigenvalues without computing eigenvectors. We compare the performance of the following codes for evaluating eigenvalues of an n n matrix:
(1) Q-LAG, our split-merge algorithm using the quasi-Laguerre iteration. Storage requirement, 9n; For all other matrices (Types 1-8), Q-LAG is much faster than LAG (especially for Types 1, 4, and 5) and LAG is much faster than B/M. RFQR is apparently the fastest code in almost all cases, except for matrices of Types 6 and 7 where Q-LAG is about 70% and 40% (n 500) faster, respectively. Overall, Q-LAG performs very similarly to RFQR and is much more competitive than B/M. Taking into account Q-LAG's flexibility in evaluating the partial spectrum and the potential in parallel computing, Q-LAG is by far the most efficient algorithm among all the algorithms being tested here.
6.3. Speed test in evaluating eigenpairs. We compare the performance of the following codes for evaluating the eigenpairs of an n n matrix:
(1) Q-LAG, our split-merge algorithm using the quasi-Laguerre iteration plus the inverse iteration subroutine DSTEIN in LAPACK. Storage requirement, The storage requirement for D&C is relatively higher than those which use the inverse iteration code. The results of evaluations of all eigenpairs and one-third of the largest eigenvalues with corresponding eigenvectors are listed in columns A and B, respectively, in Table 2 . The results are listed in Table 3 . It appears that our algorithm Q-LAG achieves the smallest direct error on all matrices of the first five types. The direct error of our algorithm as well as B/M is independent of the matrix size, whereas RFQR and QR seem to have larger direct error when the matrix size becomes larger. For nearly all matrices, the eigenvectors generated by D&C suffer the least loss of orthogonality, whereas our algorithm and B/M enjoy the smallest residual errors, except on those occasions where clusters of eigenvalues exist and the inverse iteration fails to compute orthogonal vectors.
