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Abstract. The Higham matrix is a complex symmetric matrix A = B + iC,
where both B and C are real, symmetric and positive definite and i =
√
−1 is
the imaginary unit. For any Higham matrix A, Ikramov et al showed that the
growth factor in Gaussian elimination is less than 3. In this paper, based on
the previous results, a new bound of the growth factor is obtained by using the
maximum of the condition numbers of matrixes B and C for the generalized
Higham matrix A, which strengthens this bound to 2 and proves the Higham’s
conjecture.
1. Introduction
In this paper, we mainly consider the linear system
(1.1) Ax = b,
where the matrix A is a complex symmetric matrix. This kind of linear systems
(1.1) arise from different physical applications, for example, in modeling electromag-
netic waves under the assumption of time-harmonic variation in the electromagnetic
fields, Helmholtz’s equations with a complex shift (see, e.g., [3, 4, 5]) etc. More-
over, the complex-valued linear system (1.1) can be directly generated in the field
of lattice quantum chromo dynamics (QCD), where a model of the interactions of
fermions (or quarks) on a lattice is given in terms of a complex-valued gauge field
that directly leads to the linear system (1.1) (see, [6, 7]). In addition, this com-
plex symmetric linear system also arises in centered difference discretization of the
R22-Pade´ approximations in the time integration of parabolic partial differential
equations ([8]) and in direct frequency domain analysis of an n-degree-of-freedom
(n-DOF) linear system ([9]). There are some examples of scientific applications in
[10]. Therefore, researches on numerical solutions of the linear system (1.1) are
greatly needed.
Next, for convenience, let Mn(C) denote the set of n× n complex matrices and
A be a nonsingular matrix in Mn(C). λ1 and λn are the largest and smallest
eigenvalues of A∗A, respectively.
Recently, a complex symmetric positive definite (CSPD) matrix arising from the
linear system (1.1) in Gaussian elimination without pivoting was firstly studied
by Higham in [2], which is called by Higham matrices in [1]. Subsequently,
the paper [1] gave a broader class of complex matrices—generalized Higham
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matrices(sometimes they are also called accretive-dissipative matrices (see [19])),
i.e., for any A ∈Mn(C), if, its Hermitian decomposition1 (see, [12])
A = B + iC
satisfies that
B = B∗ > 0, C = C∗ > 0,
where B∗ is the conjugate transpose of B, then the matrix A is said to be a gen-
eralized Higham matrix and denoted by A ∈M++n (C). Here, the sign ≥ is usually
called the Loewner partial order of Hermitian matrices; i.e., we write B ≥ C if the
matrix B−C is positive semidefinite, similarly, B > C means that B−C is positive
definite. In addition, a related class of matrices defined by
A = B + iC, B = B∗ > 0, C = C∗ < 0,
will be denoted by M+−n (C) as in [1].
This paper is a continuation of [1], and they both originate from the Higham’s
paper [2].
As it is well known, for the complex symmetric linear system (1.1), the growth
factor ρn(A) in Gaussian elimination for A is defined by
(1.2) ρn(A) =
maxi,j,k |a(k)ij |
maxi,j |aij | ,
where A , (aij), A
(k) , (a
(k)
ij ) and A
(k) is the matrix obtained through the applica-
tion of the first k steps of Gaussian elimination to A (see, e.g.,[1, 11]). In particular,
A(n−1) is the upper triangular matrix resulting from the LU factorization of A.
Obviously, for the matrix A in the linear system (1.1), if one is able to prove
a satisfactory priori bound for ρn(A), then it is safe not to pivot in computing
the LU factorization of the matrix A (or to choose diagonal pivots based on other
considerations such as sparsity preservation) (see, [1, 12]).
For any Higham matrix A, the growth factor in Gaussian elimination
(1.3) ρn(A) ≤ 2
was firstly conjectured by Higham (see, [12], P.210). An incorrect proof was given
in [2], but Ikramov et al. [1] subsequently showed that
(1.4) ρn (A) < 3
for any Higham matrix A. In addition, if the Higham matrix is extended by allowing
B and C to be arbitrary Hermitian positive definite matrices, then
(1.5) ρn (A) < 3
√
2.
Moreover, Ikaramov et al noted that the above bound (1.5) remains true when B
or C or both are negative (rather than positive) definite (see, [1]).
For a very restricted subset of Higham matrices, i.e., when B = In and C is real,
symmetric and positive definite, the authors in [13] proved the better bound
ρn(A) ≤ 1 +
√
17
4
≈ 1.28078 · · · .
1It is also called the Toeplitz decomposition (see, [19]).
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In addition, A. George and K. D. Ikramov ([14]) assumed that B and C with being
positive definite, satisfy the inequality
C ≤ αB, α ≥ 0,
and they established a bound for the growth factor ρn(A) that has the limit 1 as
α→ 0.
Recently, Lin [20] proved that if A is a generalized Higham matrices, then the
growth factor for such A in Gaussian elimination is less than 4. Specially when A
is a Higham matrix, then the growth factor is less than 2
√
2.
However, as authors in [1] pointed out, in no case have they observed the growth
bigger than Higham’s guess of 2 from extensive numerical experiments with Higham
matrices. Therefore, they believed that the bound (1.3) is correct and took the proof
of this bound for an open problem (see also Problem 10.12 in [12]).
In this work, we continue studying this open problem and then give a new result
0 ≤ 4κ
(1 + κ)
2 ≤ ρn (A) ≤
2
(
1 + κ2
)
(1 + κ)
2 ≤ 2,
for the generalized Higham matrix A, where κ ∈ [1,+∞) is the maximum of the
condition numbers of B and C. This directly leads to the Higham’s result (1.3)
for any Higham matrix A, which proves the open problem. Here, for a nonsingular
matrix A, its condition number is denoted by κ(A) ,
√
λmax(A∗A)
λmin(A∗A)
, i.e., the ratio of
the largest and smallest singular value of A.
This paper is organized as follows. In Section 2, we show some new bounds on
the growth factor, based on the condition number. In Section 3, some figures and
numerical examples are given to illustrate our results.
2. Main results
In this section, let A ∈Mn(C) be partitioned as
(2.1) A ,
(
A11 A12
A21 A22
)
=
(
B11 B12
B21 B22
)
+i
(
C11 C12
C21 C22
)
,
where A is an n × n nonsingular matrix. If A11 is invertible, then the schur com-
plement of A11 in A is denoted by A/A11 = A22 −A21A−111 A12 (see, [17]).
Lemma 2.1. ([13]). Let A be a CSPD matrix, then A is nonsingular, and any
principal submatrix of A and any schur complement in A are also CSPD matrices.
Obviously, Lemma 2.1 shows that, being a CSPD matrix is an hereditary prop-
erty of active submatrices in Gaussian elimination.
Lemma 2.2. ([13]). The largest element of a CSPD matrix A lies on its main
diagonal.
Thus, for any CSPD matrix A, the definition (1.2) can be replaced by
ρn (A) =
maxj,k|a(k)jj |
maxj |ajj | ,
which greatly simplifies the analysis on bounding the growth factor for a CSPD
matrix A.
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Lemma 2.3. ([15]). If B is a nonzero n× n positive definite matrix having eigen-
values λ1 ≥ λ2 ≥ · · · ≥ λn, then for all orthogonal vectors x, y ∈ Cn, and x∗
denotes the conjugate transpose of x, the following equality holds,
(2.2) |x∗By|2 ≤
(
λ1 − λn
λ1 + λn
)2
(x∗Bx) (y∗By) .
Lemma 2.4. ([16]). Let B be as in Lemma 2.3, then for any n × p matrix X
satisfying X∗X = Ip, where X
∗ means the conjugate transpose of the matrix X, we
have that
(2.3) X∗B−1X ≤ (λ1 + λn)
2
4λ1λn
(X∗BX)
−1
.
By Lemma 2.4, it is easy to obtain the following lemma.
Lemma 2.5. ([16]). Let B =
(
B11 B12
B21 B22
)
be an n × n Hermitian positive
definite matrix, where B22 is any k × k principal submatrix of B (k > 0), then
(2.4) B21B
−1
11 B12 ≤
(
1− κ(B)
1 + κ(B)
)2
B22,
where κ(B) is the condition number of B.
Theorem 2.6. ([15]). Let B be a Hermitian positive definite matrix, then λn−t+i(B) ≤
λi(Bt) ≤ λi(B), (i = 1, 2, · · · , t), where Bt = B(i1, · · · , it) is the t × t principal
submatrix of B.
Corollary 2.1. ([18]). Let B be a Hermitian positive definite matrix, and parti-
tioned as in Lemma 2.5, then κ(B) > κ(B11).
Lemma 2.7. ([19]). Let A = B+ iC, B = B∗, C = C∗, be partitioned as in (2.1),
if B11, C11 are invertible, then
(2.5) A/A11 = B/B11 + i(C/C11) +X(B
−1
11 − iC−111 )−1X∗,
where X = B21B
−1
11 − C21C−122 .
Corollary 2.2. ([19]). Let A = B + iC, B = B∗, C = C∗ be a generalized
Higham matrix and be partitioned as in (2.1), if A/A11 = R + iS is its Hermitian
decomposition, then R ≥ B/B11, S ≥ C/C11.
Next, we give our main result.
Theorem 2.8. Let A be a generalized Higham matrix, then
(2.6)
4κ
(1 + κ)2
≤ ρn (A) ≤
2
(
1 + κ2
)
(1 + κ)2
,
where κ is the maximum of the condition numbers of B and C.
Proof. Fix the number k ∈ {1, 2, · · · , n− 1} and j, where j ≥ k+1. Denote Ak
by the leading principal submatrix of order k in A.
We consider the (k + 1)× (k + 1) matrix
Akj =
(
Ak α
βT ajj
)
= Bkj + iCkj ,
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where
αT =
(
a1j , a2j , · · · , akj
)
and βT =
(
aj1, aj2, · · · , ajk
)
,
Bkj =
(
Bk b
b∗ bjj
)
and Ckj =
(
Ck c
c∗ cjj
)
.
Note that Akj , Bkj and Ckj are principal order k + 1 submatries of A, B and C,
respectively.
It is easy to see that a
(k)
jj can be obtained by performing block Gaussian elimi-
nation in Akj ; i.e.,
a
(k)
jj = ajj − βTA−1k α.
Setting a
(k)
jj = β + iγ, β, γ ∈ R. Since both Bkj and Ckj are Hermitian positive
definite, according to the result of the Lemma 2.5, we have
b∗B−1k b ≤
(
1− κ(Bkj)
1 + κ(Bkj)
)2
bjj and c
∗C−1k c ≤
(
1− κ(Ckj)
1 + κ(Ckj)
)2
cjj .
Next, by the corollary 2.2 and f(x) = 4x(1+x)2 is decreasing in x ∈ [1,+∞), we
get
(2.7)
|a(k)jj | = |β + iγ| ≥ |Bkj/Bk + iCkj/Ck|
= |(bjj − b∗B−1k b) + i(cjj − c∗C−1k c)|
≥ | 4κ(Bkj)(1+κ(Bkj))2 bjj + i
4κ(Ckj)
(1+κ(Ckj))2
cjj |
≥ 4κkj(1+κkj)2 |bjj + icjj |
=
4κkj
(1+κkj)2
|ajj |.
where κkj = max{κ(Bkj), κ(Ckj)}.
Since a
(k)
jj = ajj − βTA−1k α = bjj + icjj − βTA−1k α, B/B11 = bjj − b∗B−1k b and
C/C11 = cjj − c∗C−1k c, by the corollary 2.2, we have
bjj −Re(βTA−1k α) ≥ bjj − b∗B−1k b, cjj − Im(βTA−1k α) ≥ cjj − c∗C−1k c.
Noting that g(x) = (1−x1+x )
2 is increasing in x ∈ [1,+∞), one has
Re(βTA−1k α) ≤ b∗B−1k b ≤
(
1− κ(Bkj)
1 + κ(Bkj)
)2
bjj
and
Im(βTA−1k α) ≤ c∗C−1k c ≤
(
1− κ(Ckj)
1 + κ(Ckj)
)2
cjj ,
equivalently,
|βTA−1k α| ≤
(
1− κkj
1 + κkj
)2
|ajj |.
Thus, we can obtain
(2.8)
|a(k)jj | = |ajj − βTA−1k α|
≤ |ajj |+ |βTA−1k α|
≤ |ajj |+ (1−κkj)
2
(1+κkj)2
|ajj |
=
2(1+κ2kj)
(1+κkj)2
|ajj |.
6 HOU-BIAO LI, QIAN-PING GUO, AND XIAN-MING GU
According to the above inequalities (2.7) and (2.8), the following inequalities is
obvious that
4κkj
(1 + κkj)2
≤ ρn(A) ≤
2(1 + κ2kj)
(1 + κkj)2
.
Note that f (x) = 4x
(1+x)2
is decreasing in x ∈ [1,+∞], and g (x) = 2(1+x
2)
(1+x)2
is
increasing in x ∈ [1,+∞] (see, Fig. 1), by Corollary 2.1, we have that
(2.9)
4κ
(1 + κ)2
≤ ρn (A) ≤
2
(
1 + κ2
)
(1 + κ)2
.
The proof is completed. 
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Figure 1. Left: the variation curve of f(κ) = 4κ
(1+κ)2
with κ decreas-
ing, Right: the variation curve of g(κ) = 2(1+κ
2)
(1+κ)2
with κ increasing.
Corollary 2.3. If A is an n× n generalized Higham matrix, then
(2.10) 0 ≤ ρn(A) ≤ 2.
Proof. Since 4κ
(1+κ)2
≤ ρn (A) ≤ 2(1+κ
2)
(1+κ)2
, we calculate simultaneously the limit
of both sides of the inequality, we have
lim
κ→∞
4κ
(1 + κ)
2 = 0 and limκ→∞
2(1 + κ2)
(1 + κ)
2 = 2.
Therefore, the result (2.10) holds. 
Remark 2.1. Obviously, the above result (2.10) holds also for any Higham
matrix, and hence the Higham’s conjecture (see (1.3)) is correct, which solves this
open problem. In addition, since κ ≥ 1 > 0, then (κ+ 1)2 = κ2 + 2κ+ 1 > κ2 + 1,
i.e., 2(κ
2+1)
(κ+1)2 < 2. So, generally speaking, ρn(A) < 2, see the following numerical
experiment.
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3. Numerical experiments
In this section, a numerical example will be described. The goal of the experiment
is to examine the effectiveness of our result.
We consider the complex symmetric system of linear equation (1.1) arises in
the centered difference discretizations of the R22-Pade´ approximations in the time
integration of parabolic partial differential equations, further details refer to [10].
For convenience, the complex coefficient symmetric matrix (see, [8]) may be
written as
A = (K +
3−√3
τ
I) + i(K +
3 +
√
3
τ
I), i =
√−1,
where I is the identity matrix, τ is the time step-size and K is the five-point
centered difference matrix approximating the negative Laplacian operator L = −∆
with homogeneous Dirichlet boundary conditions, on a uniform mesh in the unit
square [0, 1]× [0, 1] with the mesh-size h = 1
m+1 .
In our tests, we take τ = h. The matrix K ∈ Rn×n possesses the tensor-product
form K = I ⊗ Vm + Vm ⊗ I, with Vm = h−2tridiag(−1, 2,−1) ∈ Rm×m. Hence, K
is an n× n block tridiagonal matrix, with n = m2.
Denote
B = K +
3−√3
τ
I and C = K +
3 +
√
3
τ
I,
and apply MATLAB 2011b functions to compute the condition number of B and
C:
t1 = condest(B), t2 = condest(C).
Let κ = max{κ(t1), κ(t2)}, L = 2(1+κ
2)
(1+κ)2 , respectively. The numerical results as
follows (see, Table 1).
Table 1
The changes of growth factor with the increase of condition number.
Size (m) t1 t2 κ L
700 4.4239e+003 1.1861e+003 4.4239e+003 1.9991
800 5.0548e+003 1.3552e+003 5.0548e+003 1.9992
900 5.6858e+003 1.5242e+003 5.6858e+003 1.9993
1000 6.3167e+003 1.6933e+003 6.3167e+003 1.9994
1100 6.9477e+003 1.8623e+003 6.9477e+003 1.9994
1200 7.5786e+003 2.0314e+003 7.5786e+003 1.9995
1300 8.2095e+003 2.2005e+003 8.2095e+003 1.9995
1400 8.8405e+003 2.3695e+003 8.8405e+003 1.9995
Obviously, the results on this experiment conform with our theoretical analysis.
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