In this paper we study the feasibility problem of scheduling a set of start time dependent tasks on a single machine with deadlines, processing rates and identical initial processing times. First, we show that the cases with arbitrary deadlines are strongly NP-complete. Second, we show that the cases with two distinct deadlines are NP-complete in the ordinary sense. Finally, we give an optimal polynomial algorithm for the makespan problem with two distinct processing rates. We solve a series of open problems in the literature and give a sharp boundary delineating the complexity of the problems.
Introduction
Machine scheduling problems with start time dependent processing times have received increasing attention in recent years. The linear model is one of the most popular ones. Formally, these problems can be stated as follows. A task system consists of n independent tasks and is Adopting the three-field notation proposed by Graham et al [9] to describe a scheduling problem,
we denote the makespan problem as without deadlines, Gupta and Gupta [10] show that the schedule of tasks arranged in nondecreasing order of the ratios i i b a is optimal for the makespan problem. Meanwhile, Browne and Yechiali [2] obtain a similar result for a stochastic version of the problem. Cheng and Ding [7] show that the makespan problem with arbitrary deadlines is strongly NP-complete, and the case with b b i = can be solved in ( ) 5 n O time. Kononov [12] shows that the maximum lateness problem is NP-complete in the ordinary sense even with , Ho et al [11] show that the schedule of tasks arranged in nonincreasing order of the ratios i i b a is optimal for the makespan problem with identical deadlines.
Cheng and Ding show that the case with b b i = and arbitrary deadlines is strongly NP-complete [6] , while the case with b b i = and two distinct deadlines is NP-complete in the ordinary sense [4] .
Woeginger [14] and Chen [3] give two dynamic programming algorithms to solve the number of late task problem with identical deadlines in ( ) Womer [1] .
The scheduling problem with identical processing times is an important branch in classical scheduling theory (see the results surveyed in Tanaev et al [13] ). However, the corresponding problem with time dependent processing times is a virtually new area of study. In this paper, we focus on the complexity of the feasibility problems with arbitrary processing rates and identical initial processing times, i.e., a a i = . We show that the cases with arbitrary processing rates and arbitrary deadlines, denoted as
, are strongly NP-complete. We also show that the cases with arbitrary processing rates and two distinct deadlines, denoted as
, are NP-complete in the ordinary sense. Finally, we give an optimal polynomial algorithm for the makespan problem with only two distinct processing rates, denoted as
The considered models are rich in practical applications. Ho et al [11] introduce an interesting military application with negative processing rates. The task is to destroy an aerial threat and its execution time decreases with time as the longer the action is delayed, the closer the threat gets.
This application is actually a problem with a a i = , considering that the efficient scope of the action is usually a sphere. For the case with positive processing rates and a a i = , we consider medical treatment as an application example. At the outset, the treatment is common to the patients that take an identical processing time. However, if the treatment is delayed, additional efforts are needed for each treated individual, resulting in a longer time for each subsequent treatment.
. In such a case, some performance measures become non-regular. We assume 1 0 ≤ ≤ i b in this paper. Ho et al [11] make some additional assumptions, such as
, which are reasonable and indeed help eliminate some uninteresting cases. However, they are not necessary for the results in this paper. On the other hand, a similar model with arbitrary processing rates is considered in Cheng et al [5] .
Furthermore, only schedules without idle time need to be considered. Without affecting the results of NP-completeness, in Sections 2 and 3, we assume that the identical initial processing time is 1, i.e., 1 = a , is used in the formula describing the completion time of a task.
NP-completeness of the problems with arbitrary deadlines
The strongly NP-complete 3-Partition problem (see Garey and Johnson [8] ) can be reduced to
The set of tasks is
. Define 
. We assume that the processing rates and the deadlines are
Now, we analyze the structure of the feasible schedule for II (see Figure 1 ). Let S be a given feasible schedule for II . Since
, the tasks in V should be scheduled in the first v positions in S . Since the tasks in consists of the tasks in 1 Q and some tasks in R . All of their deadlines are larger than 1 D . We rearrange the task set in nonincreasing order of the processing rates. Since the processing rates of tasks in R are smaller than the processing rates of tasks in 1 Q , the resulting schedule is in the form of ( )
Since the schedule of tasks in nonincreasing order of the processing rates minimizes the total processing time (see Ho et al [11] ), the resulting schedule is also feasible. Similarly, we can swap the tasks after q i T , and before
in the form of ( )
. Finally, we obtain a new feasible schedule in the form of ( ) 
, then we obtain an ideal schedule, which is called a standard schedule. Now we illustrate that every standard schedule is feasible as follows.
Given a standard schedule S , since the processing rates are very small, all actual processing times are almost equal to 1 . For any task
Since there are exactly three tasks in j R and
, from (1), we have
If j Q is scheduled consecutively and completed exactly at j D , then the total actual processing time of j Q is its minimum, denoted as
Note that . Meanwhile, the total actual processing time of tasks in j Q is always larger than its minimum j Q P . As to the tasks in R , similar to (2), we have
Since 2 1 A A q is much larger than ( )
, from (3) and the definition of G , we get
; that is, the schedule is not feasible. Thus, we have that there are exactly three tasks in 1 R .
By induction and Remark 1, we obtain the following remark.
Remark 2. For a feasible basic schedule, there are exactly j 3 tasks in
Given a feasible basic schedule, from Remark 2, there are exactly j 3 tasks in
. Suppose that
Similar to (1), we have
From (5) and (6), we have ( )
If the other parts of the given schedule are in the standard form, then, from (2), we have
. Further, from (7) and the definition of G , we have that and G C > max , contradicting the feasibility assumption. Thus, the given schedule is standard. If there exists another sub-schedule which is not in the standard form, then, from Remark 2, the structure of this sub-schedule should fulfil the assumption for the originally given schedule. Repeating the above analysis and results, we obtain the following lemma. [6] . Thus, we obtain the following theorem. The set of tasks is
Lemma 3.
is the number of tasks in TS .
Given the threshold We assume that the processing rates are
Let S be a given feasible schedule for II . Since
, the tasks in V should be scheduled in the first v positions. Since the schedule of tasks arranged in nonincreasing increasing processing rates minimizes the total processing time (see Gupta and Gupta [10] ) and the increasing processing rates of tasks in R are larger than those of tasks in
, the tasks in R should be scheduled as early as possible. By swapping tasks in 
NP-completeness of the problems with two distinct deadlines
Now we discuss the complexity issue for cases with two distinct deadlines. The NP-complete Partition problem (Garey and Johnson [8] ) can be reduced to
Partition. Given a list The set of tasks is
, where If there exists a feasible schedule, then, using a strategy similar to the above two reductions, we get a basic feasible schedule in the form of
, where
. Moreover, if a basic schedule is feasible, then we have
and there is exactly one task, either 0
R . That is, the schedule is in a standard form such as ( )( , the sum of processing rates before , the sum of processing rates after 2 , 0 R is so small and the total actual 11 processing time after 2 , 0 R is so large that we have 2 max
. Each standard feasible schedule for II corresponds to a solution for I . A similar reduction with a detailed proof is presented in Cheng and Ding [4] . Thus, similar to Theorems 1 and 2, we obtain the following theorem.
Theorem 3. The problem of whether there exists a feasible schedule for the problem
is NP-complete in the ordinary sense.
is constructed as below: TS consists of
2 2 = and 2 3 16 E n A = . The processing rates are , 2 
Solvable cases
Now we present a polynomial optimal algorithm for the makespan problem
. In this algorithm, we try to generate a feasible schedule, in which the tasks with the smaller processing rate 1 B are scheduled as early as possible and the tasks with the larger processing rate 2 B are scheduled as late as possible (see Figure 3) . S . Apply the same operations to the remaining schedule. We get a final schedule F in the form of ( )( ) ( )
Given an instance
and a late task set L . The following two lemmas are used to show that the above algorithm is optimal.
, the final schedule is optimal if the late task set is empty. On the other hand, if the instance has a feasible schedule, then it has a canonical feasible schedule F , in which the task order is the same as that of the tasks in . Thus, we obtain the following theorem. 
Conclusions
In this paper, we have examined the single machine scheduling problems with start time dependent tasks that have identical initial processing times. We have shown that the feasibility problems, 
