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ABSTRACT We describe here a sensitive quantum cascade laser
absorption spectrometer (QCLAS) employed for aircraft based
measurements during the GABRIEL 2005 and HOOVER 2006
and 2007 campaigns. This 3-channel instrument measures CO,
HCHO, CH4 and N20 using a 64-m path double corner cube
White cell. Performance of the instrument was examined for the
four species and precisions for CO, N20 and CH4 were meas-
ured in the field to be 0.5,0.5 and 0.7% respectively (2a). The
la detection limit for HCHO was "'500 pptv for a 2 s average,
while signal averaging of the HCHO over a 2 min time interval
resulted in a 150 pptv detection limit with a duty cycle of 60%.
PACS 82.80.Gk; 07.88.+y; 42.62.-b; 92.60.H-
1 Introduction
Tunable diode laser absorption spectroscopy
(TDLAS) in the mid-infrared has widespread applications
in the field of atmospheric research [1-8]. In this technique
a monochromatic laser in the mid-infrared is tuned across
a rotational-vibrational line of a molecule of interest. Nanow-
ing the line by pressure reduction ("" 50 mbar) has minimal
effect on the line center cross section and thus maintains the
sensitivity while reducing the possible interferences by over-
lap of other species. Use of a multi-pass reflection cell can
yield sub-ppbv detection limits for many smaller molecules of
atmospheric relevance including HCHO, H20 2, N02, HN03,
NH3, OCS, HCI, C2H2, HONO, CO, CH4 and N20 [9-12].
This corresponds to minimum optical densities of 10-6_10-5
with time resolutions ranging from seconds to minutes.
Until recently, TDLAS used lead chalcogenide lasers
but recently advances in the sensitivity and stability of the
technique have been increased by employing quantum cas-
cade (QC) lasers [13-15]. Working in the mid-infrared in
continuous-wave (cw) operation requires cooling of the lasers
below 210 K. Higher output powers are obtained by cooling
to liquid nitrogen temperatures. Laser and detector noise as
well as optical noise due to unstable optical fringes generally
limit TDLAS utilizing lead-salt lasers. However, due to the
higher powers of the QC laser (25-150 mW), detector noise is
no longer an issue and pressure and temperature stability play
a larger role in the precision and detection limits. QC lasers,
with their higher powers and their stability have been shown
to reduce noise by about a factor of three compared to their
lead-salt counterparts [14].
In the atmosphere, measurement of CO, N20 and CH4 can
be important in deducing air mass origins and tracer transport
pathways, HCHO is important in understanding the chemical
mechanisms and oxidative capacity of the atmosphere, while
all of these molecules are important for validation of chem-
ical transport models. Ambient mixing ratios of CO and CH4
are much higher than HCHO and considerable precision is
often required to detect small changes in mixing ratio and sub-
tle changes in air mass origin. Formaldehyde is an important
molecule as both an intermediate in the oxidation of volatile
organic compounds (VOCs) and for the production of radicals
through photolysis. Formaldehyde is an oxidation product of
both anthropogenic and biogenic hydrocarbons, but it may
also be directly emitted in combustion processes, e.g. biomass
burning events. Once in the atmosphere, formaldehyde may
be lost through both wet and dry deposition, however its pri-
mary loss mechanism is through photolysis or reaction with
radicals. The photolysis of formaldehyde partly results in
the production of H02, which in the presence of NOx may
lead to significant OH and ozone production. Under low light
conditions, such as mornings, evenings and winter months,
formaldehyde may rival ozone photolysis as a source of the
hydroxyl radical via its production of H02 [16]. Although
mixing ratios offormaldehyde can be 10s ofppbv in urban set-
tings, mixing ratios found in rural areas tend to be less than
2.5 ppbv. In remote areas and the free troposphere formalde-
hyde mixing ratios are dominated by the oxidation of methane
resulting in formaldehyde mixing ratios often of the order of
a few hundred parts per trillion by volume (pptv).
Measurements ofHCHO using tunable diode laser absorp-
tion spectroscopy (TDLAS) were first reported in the early
1980s by utilizing the lead-salt lasers [8]. Due to the lim-
its in the power, noise and stability of the lead salt lasers,
detection limits were limited to "" 200 pptv for "" 30 min
averages [8,17].
In this paper we will present the capabilities of our
airborne TRISTAR system to measure CO, HCHO, CH4
and N20. Data collected during GABRIEL 2005 (Guyanas
Atmosphere-Biosphere Exchange and Radicals Intensive Ex-
periment with the Learjet) and HOOVER 2006 and 2007
(HOx over Europe) will be used to demonstrate the abilities
of this system. Performance of the instrument during por-
tions of three field experiments will be discussed. The goal
of the GABRIEL flights was to examine the oxidation of iso-
prene emitted from the tropical rain forest, while the goal for
HOOVER is to probe the background atmosphere and study
the oxidative capacity of the upper troposphere over Europe.
GABRIEL was an airborne campaign consisting of ten
3.5-4 h flights in Suriname during October 2005. Suriname
is located on the north east coast of South America. To the
south and west lies the Amazon rainforest, to the east a trop-
ical marsh and to the north the Atlantic Ocean. The Learjet
was based atZanderij airport (5.45° Nand 55.17° W) approxi-
mately 50 km south of the country's capital Paramaribo and
the coast. With a flight range of~ 2000 or 4000 km total flight
distance, a considerable area could be examined at various al-
titudes and times of the day.
HOOVER is an airborne campaign based out of Hohn in
northern Germany. With a flight range of 2500 km, flights to
the north can reach northern Europe (Kiruna, Sweden) and
flights to the south can reach the Mediterranean (Corsica,
France) with refueling at the two extremes. Flights in vari-
ous seasons will give a chemical overview of the background
atmosphere over Europe including the oxidative capacity of
that atmosphere. HOOVER I, the first seasonal flight, oc-
curred in October 2006 representing air over Europe in the
fall. HOOVER 11 occurred in July 2007 representing summer
air over Europe.
2 The TRISTAR instrument
The QC laser spectrometer TRISTAR (Tracer In
Situ Tdlas for Atmospheric Research) is a robust and com-
pact system which has measured trace gases in excess of 500
flight hours in a variety of field campaigns. Instrumentation
on a small aircraft implies restrictions in weight, volume and
total power requirement. Development of TRISTAR has re-
sulted in an instrument requiring only 40 cm in a 19" rack
for the electronics and permeation source and the top of two
half racks for the optical table with a 60 cm x 45 cm foot-
print. With a total weight of 125 kg (including the rack) and
using 12.5 A at 28 V (excluding the pump), this system has
been optimized for aircraft field experiments on small jet air-
crafts. During the field experiments the aircraft platform was
a Learjet 35 A, operated by GFD (Gesellschaft fUr Flugziel-
darstellung mbH), with a total instrument payload of 1300 kg
and two operators for all instruments. TRISTAR was designed
to run without an operator on board. Figure 1 shows the instru-
ment installed on the Learjet during the GABRIEL campaign
in October 2005. Only one of the half racks under the instru-
ment is required for the electronics and pump while the other
contains an H202 monitor.
2.1 Optomechanical setup
The optical setup is similar to that reported
by [18,19] and is based on a double corner cube White cell
with a base path length of 0.5 m adjusted for a 64 m folded
pathlength at 128 passes. A very rigid optical layout, initially
FIGURE I Picture of the TRISTAR onboard a LeaIjet 35A during the
GABRIEL campaign in October 2005
developed at the Fraunhofer Institut fUr Physikalische MeB-
technik (Freiburg, Germany), is used for optical stability. The
initial design has been modified to multiplex the lasers using
two pop-down mirrors and to allow the use of an all teflon
stepper valve system to control the pressure in the White cell.
The divergent QC laser beam is collected via a 26° off-
axis ellipse (OAE) mirror located 44 mm from the laser (f/2
aperture). Through a series of flat mirrors and an off-axis
parabolic (OAP) mirror, we achieve a 14 mm diameter colli-
mated beam. A series of intermediate foci designed into the
optics result in convenient alignment. The optics are actively
temperature controlled to 40 ± 0.2 °C both to minimize drift
of optical structures due to changes in the cabin temperature
as well as to stabilize the background blackbody radiation in-
cident on the detector. Three quantum cascade lasers (Alpes
Laser, Lausanne, Switzerland) can be sequentially coupled
into the White cell with use of computer controlled pneumatic
pop-down mirrors.
The lasers and the detectors are housed in a single dewar
and cooled with liquid nitrogen with an operating time of ap-
proximately 8 h between fills. The lasers are temperature con-
trolled by active heating at the laser station with mK accuracy.
Cooling is through a sapphirejunction between a copper block
in contact with the liquid nitrogen and a copper block housing
the QC laser. The sapphire junction eliminates electrical con-
tact between the laser and the housing. Due to the large heat
dissipation by the QC lasers (~ 5 W), minimum temperatures
achieved during operation are approximately 90 K. Therefore
the lasers in use at present are temperature controlled between
90 and 120 K. Detectors for both the signal and the reference
are housed within the same dewar as the lasers. The detector
temperature is stable at 78.5 ±0.5 K.
The three QC lasers used in these experiments emitted at
1268.98,2158.30, and 1759.72cm-1 and were used to meas-
ure CH4, CO and HCHO respectively. Due to the presence of
a N20 line at 1269.29 cm- 1 it is also possible to alternately
measure N20 and CH4 on one channel. Since CH4 and N20
have long lifetimes in the atmosphere, mixing ratios are not
expected to change very quickly for these species unless they
are very close to an emission source (or the stratosphere) and
alternating C14 and N20 measurements every 3 to 4 s give
adequate resolution for both species.
2.2 Electronics
The electronic setup is shown in Fig. 2 and is simi-
lar to that for the QUALITAS instrument described by [15].
Experiments in the laboratory prior to GABRIEL indicated
that active temperature control of the lasers was resulting in
an increased noise on the laser signal. Since QC lasers are
relatively insensitive to temperature tuning (approximately
2.2 GHz/K), the lasers were run with no heating, allowing an
equilibrium temperature to be established due only to heating
by the laser [14]. During GABRIEL it was noticed that there
were rapid changes in the cabin pressure (1000 to ~ 780 mb).
These changes in cabin pressure resulted in changes in tem-
perature of liquid nitrogen and changes in the laser conditions
leading to a significant change in the background spectra (see
Fig. Sa). Active temperature control of the lasers was there-
fore reestablished during the HOOVER campaigns. Active
pressure control was considered, however due to very strin-
gent weight restrictions and could not be implemented at this
time.
A saw tooth current ramp of 66 ms duration was used to
sweep the laser emission line across an individual rotational-
vibrational absorption line of the species of interest. Modu-
lation of the lasers at 20 kHz with detection of the 2f signal
at 40 kHz is used to decrease the 1/f noise. The design of
the modulation electronics allows the phase shift on the laser
current lines so that the phase is always consistent on the
detector, which reduces the settling time of the lock-in am-
plifier as the lasers are switched between channels. Two-tone
frequency modulation had been employed on a previous sys-
tem, however due to high frequency pickup in-flight as well as
cross talk between detectors mounted within the same station,
the noise could not be reduced to acceptable levels. Therefore
two-tone frequency modulation was abandoned for aircraft
measurements.
After transversing the White cell, the laser light is in-
cident on a mercury/cadmium/telluride detector (Kolmar
Technologies Inc., Newburyport, MA) followed by pream-
plification (1000 x) of the detector signal using a homebuilt
transimpedance amplifier. This resultant signal is then demod-
ulated using a FEMTO MeBtechnik, (model LIA-BV-150-S,
Berlin, Germany) lock-in-amplifier. A simple schematic of
the electronics used in TRISTAR is shown in Fig. 2.
2.3 Data acquisition
The data acquisition software allows significant
flexibility in setting the acquisition times for individual
species as well as the amount of time spent averaging each
species. Since HCHO has much lower mixing ratios, near the
detection limit of the instrument, longer acquisition and av-
eraging times for HCHO are useful. In general, averaging for
CO and CH4 was between 0.7 and 1.4 s while the averaging
time for HCHO was between 1.6 and 2 s. When operating on
only two channels the cycle time can be controlled and dur-
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FIGURE 2 Schematic of the basic
TRISTAR electronic setup
ing the GABRIEL campaign a cycle of ,.... 40% CO and 60%
HCHO was used. When using it as a 3-channel system such
as during the HOOVER I and II campaigns, the cycle is 60%
HCHO, 20% C14 and 20% CO.
At present, the total time associated with an ambient cycle
is 19.240 s. During an ambient cycle, five spectra represent-
ing 30 averaged measurements for HCHO, and five spectra
averaged from 10 measurements for both CO and CH4 are ob-
tained. Ambient measurement times are 9.900s for HCHO,
3.300 s for CO and CH4, resulting in almost 86% of the cycle
spent measuring. The rest of the time is spent settling the
lock-in amplifiers following channel switching. Between am-
bient and background measurements, a stabilization period of
15-20 s is required depending on the flow through the White
cell.
2.4 Analysis software
Analysis software was developed using IGOR Pro
(WaveMetrics) to automatically filter, subtract backgrounds if
necessary, linearly fit to a calibration spectra and determine
mixing ratios of a species of interest. In addition, 3D plots of
the change in signal with time can be used to examine back-
ground drifts or abrupt changes in the background which can
often be traced back to individual events such as a change in
cabin pressure or a sharp climb or turn of the aircraft. This is
extremely helpful in data quality control.
This analysis software also allows for sophisticated back-
ground subtraction as well as filtering of a spectrum of in-
terest. Background subtraction can be a simple time based
linear interpolation of the background for an ambient spec-
trum, or a curve fitting routine can be used for non-linear
changes in the background. The latter process results in bet-
ter background subtraction and thus better detection limits.
However this requires much more rigorous analysis where the
background structure is examined using a 3D plot of signal vs
channel and time. If the background is not changing in a lin-
ear fashion it can be fit to a polynomial or other functions. In
addition, abrupt changes in the background structure can be
isolated and the data before or after the change treated sepa-
rately. A Fourier transform of the data can also be used to filter
out high frequency noise from a spectrum of interest. This can
be used to efficiently remove small fringes caused by etalons
within the White cell, which may not have been removed by
averaging alone. This is important since etalons often change
slightly with time resulting in poor subtraction and thus poor
detection limits.
2.5 Gasflow and calibration
Ambient air was sampled from a forward facing in-
let designed by enviscope GmbH. A schematic representation
of the inlet system and the gas flow system is shown in Fig. 3.
The forward facing stainless steel inlet is lined with thin
walled 10 mm PFA tubing and is attached to a 1/2/1 looped
bypass line. The bypass line allows for high flows and thus
low residence times within the tube. Ambient air is sampled
from a short inlet line teed from the bypass line. A meas-
ured pressure drop of ,.... 30-50 hPa along the bypass lines
indicates a bypass flow of ,.... 10001/min using the Hagen-
Poiseuille law. However this assumes that the flow is laminar,
which a Reynolds number of,.... 80000 clearly shows it is not.
A similar line was tested on another instrument and a flow of
,.... 1001/min was determined using the dilation of a calibra-
tion gas. The linear velocity is 21 m/s and the residence time
within the bypass line is less than 30 ms. From the bypass line,
a sample of ,.... 5 slpm was withdrawn from the center of this
line near to the center of flow. Residence times within this line
would be ,.... 40 ms.
The possibility of compressional heating due to the ram
pressure of the forward facing inlet was examined. Since the
inlet was a subisokinetic inlet, compressional heating would
be expected. Table 1 shows the expected error in the HCHO
measured at various cloud water contents assuming all the wa-
ter evaporated and the HCHO in the liquid phase was released
back into the gas phase. The effective Henry's law constant
used in the calculation was 6.3 x 103 M atm- I [20] assuming
the HCHO formed the diol in solution. With a liquid wa-
ter content of 1 g/m3 which is applicable to dense low level
clouds, full evaporation of the water droplets would cause
a 15% error in the measured HCHO concentrations. Outside
of a cloud in outflow regions, typical cloud water contents are
closer to 0.01 g/m3 [21], resulting in an estimated error in the
HCHO measured of 0.15%. Therefore outside of the cloud,
evaporation of the liquid water containing HCHO in equilib-
rium with the gas would have little effect on the measured
HCHO concentration.
However, the evaporation of the droplet is a non-equi-
librium process. Reference [24] shows that the time scale for
equilibration of H20 with its surroundings is on the order of
0.1 to 1 s for particles> 10!Lm indicating that evaporation of
the particles in the bypass line should be far from complete
with a residence time of 30 ms. Therefore it is unlikely that
evaporation of droplets within the sample line will have any
effect on the measured HCHO mixing ratios.
Gas was sampled into the White cell via a three-way valve
allowing for sampling of ambient, calibration or background
gas to occur. The White cell was maintained at a constant pres-
sure of45 or 50 hPa, via feedback ofa measured inlet pressure
to control an all Teflon stepped valve at the inlet to the White
cell. The stepped valve consisted of an electrically driven mo-
tor (Nanotech, labeled M in Fig. 3) moving an angled piston
orthogonal to the flow, thus partially blocking the flow. Two
holes of differing sizes allow for better control of the pressure
over the large pressure range of operation. With a movement
of the piston of 0.2 mm per turn of the screw and 400 steps
per turn of the moving motor the position of the piston can be
controlled by 0.5 !Lm steps. Flow through the White cell was
limited to ,.... 5 slpm via an aperture behind the cell limiting
the pumping rate. Limiting the pumping rate was required to
maintain the pressure of the White cell even at high altitudes
when the pump is more efficient due to the lower backing pres-
sure. With a volume of 2.7 1and a flow of 5 slpm, the residence
time within the White cell is approximately 1.5 s. Flushing
times for the White cell were set to 15 s between ambient,
background and calibration measurements to allow for better
than 99% exchange of the gas within the cells and the lines.
Backgrounds for HCHO were obtained for 25-50 s every
3-4 min. Zero air was obtained for the HCHO background
and calibration by passing ambient air through a platinum on
alumina converter heated to 120°C. Flow through the scrub-
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FIGURE 3 Schematic of the inlet system used during both the GABRIEL and HOOVER I campaigns
TABLE I The maximum error in measured HCHO due to evaporation of
HCHO containing aerosols
ber only occurred during a background measurement. Exam-
ination of the background immediately following the flush
time and at the end of the background measurements during
a flight with time flowing through the scrubber showed no sig-
nificant difference in the background. The scrubber efficiently
removes HCHO while leaving many other gases unaffected.
A 5 !-Lm filter following the scrubber was used to remove
any particulate that may be liberated from the scrubber. The
efficiency of the converter was determined by introducing
air spiked with 15 ppb of HCHO and measuring the break-
through. Repetitive tests in the laboratory of more than a one-
hour duration showed no measurable HCHO breakthrough.
Scrubbing of an ambient air sample is preferable when pos-
sible since removal of the molecule of interest while leaving
other species such as CH4, N20 and water vapornear their am-
bient levels leads to better background subtraction and thus
better detection limits.
The calibration gas for CO, N20 and CH4 was obtained
from a calibrated bottled air source. Ambient air was fil-
tered and compressed into a 61 carbon composite bottle (Auer
Location
Cb
Cu
Ci
Outside cloud
Typical liquid
water content (gjm3 )
and references
[22]
0.2 [23]
0.03 [23]
0.01 [21]
Error estimate
for HCHO
measured (%)
15
3
0.45
0.15
GmbH) and calibrated against a NIST traceable standard
in the laboratory. Mixing ratios ranged from 250-350 ppbv
for CO depending on the local ambient values during com-
pression. Methane mixing ratios were consistently between
1850-1900 ppbv while those for N20 ranged from 280 to
380 ppbv. In flight calibrations of CO, N20 and CH4 generally
occurred every 30-40 min.
Calibration of HCHO involved introducing a flow from
a permeation source into a zero air stream of scrubbed am-
bient air [25]. The permeation source was a sealed wafer
device (Valco Instruments Co. Inc.) in a glass tube tempera-
ture controlled to 70°C. The 30 ml/min flow from the per-
meation source was either pulled off by a pump, or mixed
with scrubbed ambient air to produce calibration mixing ra-
tios ranging from 5 to 8 ppbv depending on the flow of the
dilution gas. The permeation sources were held at a constant
pressure of (1050 ± 0.5) mb to minimize the pressure changes
within the permeation source with altitude.
3 Instrument performance
3.1 Precision ofCO, CH4 and N20 measurements
CO was measured during both the GABRIEL and
HOOVER campaigns. Examination of the reproducibility of
in-flight calibration signals can be used to determine the preci-
sion of the measurement. Table 2 shows the precision and the
optical density (OD) for CO measurements obtained during
GABRIEL 2005 and HOOVER 2006 and 2007. The precision
in the measurement of the calibration was better than 0.5%
(2a) for 0.7 s data and 0.3% (2a) for 1.3 s data. The largest
error in the total uncertainty is due to the uncertainty in our
reference NOAA standard for CO of 1%. The limit to the pre-
cision of the CO measurement at present is thought to be due
to the stability ofpressure in the White cell and is discussed in
detail later in this paper.
Using the HITRAN database [26], the line center OD of
the 2158.3 cm- I line for 273 ppbv of CO was calculated for
a Voigt line shape to be 5.38 x 10-2. The minimum detectable
OD was calculated using the la precision and the precision
determined in each flight and is summarized in Table 1. The
GABRIEL flight was separated into flights 3-5 and flights 7-
10 since the time resolution was different during these two
periods. For GABRIEL flights 3-5 the average minimum OD
of 7.6 x 10-5 was calculated which corresponds to a normal-
ized detectable OD of 1.35 x 10-6 Hz- 1/ 2m-I. It should be
noted that with an optical density of 5% or higher, correction
of the CO data for the non-linearity at high mixing ratios was
required. The precision ofthe instrument is comparable to that
achieved in [14] of0.34%. However since the line used in [14]
was 10 times smaller in line strength, the calculated minimum
optical density for the instruments is considerably different.
This may not indicate a significant performance difference in
the instruments, but may indicate that the noise dominating
the precision is from other sources such as pressure or tem-
perature stability.
Included in Table 2 are the preflight laboratory determina-
tions of the minimum detectable OD as determined by the pre-
cision before both the GABRIEL and HOOVER campaigns.
As expected the performance of the instrument was some-
what better in the laboratory under ideal conditions. This was
thought to be due to the temperature stabilization of the lasers
since only passive cooling was used to control temperature
during the campaign. It had been noted in laboratory studies
that active temperature control of the lasers significantly in-
creased the noise on the lasers. This may have been due to very
small changes in the laser temperature due to imperfect PID
settings. In the laboratory temperature and pressure remain
relatively constant, however within the aircraft, temperature
and pressure changes in the cabin resulted in strong drifts of
the signal when under passive temperature control. This ex-
plains the decreased performance of the instrument during
flights compared to its preflight laboratory sensitivity. Unreg-
ulated cooling was abandoned during HOOVER as a result.
Advances in temperature control of the optics and pressure
control of the laser dewar may result in a decrease in this drift
and allow passive cooling alone for temperature control of
the lasers in the future or better heating control may be re-
quired to reduce the noise associated with active temperature
control.
Table 3 shows the precision and optical densities deter-
mined for CH4 measured during the HOOVER I and IT field
experiments. The precision in the measurement of our cal-
ibration was approximately 0.8% (2a) during HOOVER I
and improved to 0.61 % for HOOVER IT for 0.7 s measure-
ment. The uncertainty of the reference NOAA standard for
C~ was very good resulting in a total uncertainty of the cal-
ibration standard of 0.4% (2a). Using a Voigt line shape, the
OD of a 1903.3 ppbv line at 1268.98 cm- 1 is 4.13 x 10-2 as
calculated using the Hitran 2000 database [26]. Due to the
large optical densities at these mixing ratios, correction for the
non-linearity at this high absorption is required. A detectable
OD of 1.5 x 10-4 was calculated using the la precision of
6.9 ppbv, which corresponds to a normalized detectable OD
of 2.8 x 10-6 Hz- I/2m-I. The precision of methane meas-
urements in the 1269 cm- I region was consistently poorer
than that for the CO in the 2159 cm-I region. This may be
due to the influence of the water vapor lines and bands in the
1269 cm-I region. However, the likely cause of the reduced
precision for CH4 is due to the effect of pressure on the line
widths since CH4 at longer wavelengths has more Lorentzian
characteristics (further from the Doppler limit) than does CO,
resulting in a greater line width dependence on pressure. This
indicates that measuring only on and off line center may result
in better precision of these measurements than fitting to the
entire line. The effect ofpressure on the line width is discussed
in the next section.
During HOOVER IT, measurements of N20 were alter-
nated with measurements of CH4. This did not appear to have
an effect on the CH4 measurements other than reducing the
total number of measurements. Table 4 shows the precision
and optical densities determined for N20 measured during
Flight Time la 95% la la
resolution standard confidence minimum normalized
deviation precision OD minimum OD
(s) (ppbv) (%) (x 10-4) (x 10-6 Hz- I/2 m-I)
Pre-GABRIEL Lab 1.3 0.18 0.33 0.35 0.63
GABRIEL (1,3-5) 1.3 0.39 0.28 0.76 1.35
GABRIEL (7-10) 0.7 0.64 0.48 1.26 1.64 TABLE 2 Precision and uncertainty in CO
Pre-HOOVER Lab 0.7 0.62 0.41 1.22 1.54 measurements during GABRlEL 2005 and
HOOVER I 0.7 0.67 0.56 1.32 1.67 HOOVER I and 11. The minimum optical density
HOOVER 11 0.7 0.87 0.76 1.71 2.23 is calculated for a 64 m pathlength and the time
resolution shown
Flight Time la 95% la la
resolution standard confidence minimum normalized
deviation precision OD minimum OD
(s) (Ppbv) (%) (x 10-4) (x 10-6 Hz- 1/ 2 m-I)
TABLE 3 Precision and uncertainty in C~
HOOVER I 0.7 6.9 0.72 1.5 1.9 measurements during HOOVER I and 11. The
HOOVER 11 0.7 5.7 0.61 1.2 1.6 minimum optical density is calculated for a 64 m
pathlength and the time resolution shown
Flight
HOOVERH
TABLE 4 Precision and uncertainty in NzO
Time la 95% la la measurements during HOOVER H. The mini-
resolution standard confidence minimum normalized mum optical density is calculated for a 64 m
deviation precision OD minimum OD pathlength and the time resolution shown(s) (ppbv) (%) (x 10-4) (x 10-6 Hz- I/2 m-I)
0.7 0.87 0.54 0.81 1.1
the HOOVER 11 field experiment. The precision in the meas-
urement of our calibration was approximately 0.54% (2eT)
during HOOVER 11 for 0.7 s measurement. Using a Voigt line
shape, the OD of a 315 ppbv line at 1269.28 cm- l is 2.95 x
lO-z as calculated using the Hitran 2000 database [26]. Due
to the large optical densities at these mixing ratios, correc-
tion for the non-linearity at this high absorption is also re-
quired for NzO. A detectable ODof8.1 x 10-5 was calculated
using the leT precision of 0.87 ppbv, which corresponds to
a normalized detectable OD of 1.1 x 10-6 Hz- 1/Z m-I. The
precision and detection limits for this line were very good
for dry air, however at low altitudes a water line present
very close to the NzO line required correction of the data
for water and resulted in much poorer precisions. Although
the best line pairs used for the simultaneous measurement of
CH4 and NzO were not ideal, they did show proof of princi-
ple making alternate measurements of CH4 and NzO on the
same laser possible with little effect to the precision of the
method.
DurirIg HOOVER 11 on one of the flight legs (flight 2 -
north) a region of very well mixed air was encountered. This
allowed us to determine precisions of our instrument from ac-
tual ambient data. Precision at 95% confidence for CO was
0.45%, for CH4 was 1.06% and for NzO was 0.57%. The pre-
cision for CO and NzO were comparable to those calculated
from replicate calibrations however the precision of CH4 was
considerably larger.
3.2 Pressure dependence on CO and CH4
measurements
It has been suggested that pressure fluctuations
may be the largest sources oferror in the measurements ofCO,
CH4 and NzO [15]. Calculation of the optical density at vari-
ous pressures can indicate the sensitivity to pressure under the
operating conditions. A calibration at 50 mb was carried out
followed by incremental changes in the pressure. Figure 4a
shows the measured change in mixing ratio as a function of
pressure. The resultant curve is the apparent mixing ratio of
CO as a function of the measurement pressure. Figure 4b
shows the calculated optical density at line center as a func-
tion of pressure for CO as calculated using the HITRAN 2000
database [26]. The change in measured apparent CO as a func-
tion of pressure indicates a 1.4% per mb dependence, while
the calculation using the Voigt line shape to determine the
pressure dependence on the OD at line center yields a 0.8%
per mb change in the OD. However line width is also affected
by changes in pressure since the Lorentzian line width and
therefore the Voigt line width is directly proportional to the
pressure. Changes in the line width result in an increased error
in the fit, and thus can be as significant as the changes in the
line center. With a leT fluctuation of the pressure of 0.5 mb,
we would expect a corresponding effect on the precision to
be 0.7%. Therefore with precisions ranging from 0.3 to 0.6%,
the majority of this fluctuation can be attributed to the pres-
FIGURE 4 (a) The apparent CO mIXIng
ratio measured as a function of pressure when
calibrated at 50 mb pressure. (b) The optical
density at peak center for CO as calculated
using the Lorentzian (circle), Voigt (triangle)
and Doppler (square) line shapes
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sure. A similar calculation for methane showed the measured
fluctuation to be 1.25% per mb.
3.3 Measurement ofHCHO, precision andanalysis
ofdetection limit methods
Unlike CO, CH4 and N20, formaldehyde mixing
ratios tend to be low and often are measured near instrument
detection limits. In order to reduce the detection limits, var-
ious methods such as averaging and background subtraction
have been used [27]. Background subtraction can reduce the
detection limit by eliminating structures in the scan across an
absorption line that are not due to the absorption by HCHO
or the molecule of interest. These may include interferences
by other molecules and changes in the laser power across the
scan. The interfering molecules often include species such
as H20, which may have very large bands within a region
thereby affecting the background of a species. Additionally,
optical noise, so called etalon fringes, often arise due to back-
reflections between distinct elements of the optical path, that
give rise to undulating signals superimposed on the absorp-
tion structure under investigation. Therefore, by subtracting
a background of ambient air from which all the HCHO has
been removed, all that remains is the signal due to the pres-
ence of HCHO. However, since simultaneous background and
ambient measurements cannot be made, there may be a drift
in the background conditions possibly due to drifts in pres-
sure within the White cell or drifts in temperature of the optics
resulting in minute changes in the optical path through the
White cell and therefore the noise. Thus reduction of pres-
sure, both White cell and cabin, and temperature fluctuations
are important in the stability of the background structure. This
is readily apparent by comparing Fig. 5a and b. Figure 5a is
a three dimensional plot of all data taken during a flight be-
fore background subtraction. Time is on the x-axis, and the
256 channels that are scanned across are on the y-axis, while
the color scale in the z-axis indicates the strength of the sig-
nal. The bluer the signal, the more positive the number with
respect to the median while the redder the signal, the more
negative the number. We can see that there is considerable
drift of an etalon fringe in Fig. 5a, however drift of an etalon
fringe in Fig. 5b is considerably reduced. Also included in
Fig. 5b is a temperature measurement of a portion of the op-
tical plate very near the laser input. We can see that there is
a clear change in the signal when the heater turns on and there
is a rapid change in the temperature. Temperature stabilization
of the optics is important to minimize the change in the signal
and optimize background subtraction. Other abrupt changes
can be attributed to such things as cabin pressure changes and
changes in the acceleration of the aircraft.
Reproducibility of the background resulted in a la
standard deviation for a 1.65 s integrated measurement of
0.71 ppbv during the first half of the flights during GABRIEL
decreasing to 0.45 ppbv using a 1.98 s integration time during
the later half of the flights (Table 5). Increasing the averaging
to 120 s of elapsed time decreased this detection limit to 340
and 130 pptv respectively at la. Since only a small fraction of
this time is spent on backgrounds during this 120-s time aver-
age, a true .;N reduction ofthe detection limit is not achieved.
Averaging 120 s ofbackground results in a detection limit cal-
culated to be 53 pptv, as would be expected by a.;Nreduction
in the noise. Detection limits were similar during HOOVER I
and n. Using the reproducibility of backgrounds for the de-
tection limit may overestimate the detection limit due to slow
changes in the background structure that can be accounted for
between backgrounds.
A filter of the data for small etalon fringes was tried.
The filter utilizes a Fourier transform to remove small high-
frequency fringes. Examination of filtering of the results
shows little gain in the detection limit when averaging for 2 s,
however a slight decrease in the detection limit was noted for
some of the flights. It should be noted that using the filter on
flights with little or no etalon structure appeared to have little
effect on the calculated concentrations.
Detection limits have also been calculated by determining
the variance of a plot at the integration time interval of meas-
urement from an Allan variance plot [28, 29]. Figure 6 shows
the Allan variance as a function of time for a 6 ppbv standard
calibration. With only 15 min of data, averages longer than
100 s resulted in very few points and thus are less reliable vari-
ances. In addition, not enough time was available in order for
the longer time scale drifts to become apparent. However it
should be noted that the system is stable past 100 s, which
shows improvement from previous setups [19]. If averaging
to 120 s, then the variance would be equal to approximately
0.004 and thus the standard deviation would be 63 pptv indi-
cating a detection limit at approximately 63 pptv for a 120 s
average. However since the cycle is only ~ 60%, using a 70 s
averaging time may be more appropriate, which results in
a detection limit of 90-100 pptv. This is very similar to the
detection limit determined by using the reproducibility of the
blanks.
Detection limits were also estimated by determining the
standard deviation of measurements in relatively clean air and
Flight Time 1u 1u 1u standard 1u 1u
resolution standard minimum OD deviation minimum OD normalized
deviation for 120 s 120s minimum OD
average resolution
(s) (ppbv) (x 10-5) (ppbv) (x 10-6) (x 10-7 Hz- I/2 m-I)
GABRIEL (l, 3-5) 1.65 0.71 2.80 0.34 13.5 5.7
GABRIEL (7-10) 1.65 0.45 1.82 0.13 5.0 3.6
HOOVER I no filtering 1.98 0.56 2.26 0.18 7.5 5.0
HOOVER I filtering 1.98 0.56 2.20 0.15 5.5 5.0
HOOVER 11 1.98 1.64 2.58 0.032 1.28 5.67
TABLE 5 Detection limits in HCHO measurements during GABRIEL 2005 and HOOVER I and 11
FIGURE 5 (a) All measure-
ments from GABRlEL flight
10 for HCHO are shown. The
channels scanned (256 in total)
are shown in the y-axis, with
the intensity as a color-coding
in the z-axis. The color-coding
is such that the blue indicates
a higher number while the red
a lower number about a median
value. (b) All ambient meas-
urements from HOOVER I
flight 2a for HCHO are shown.
The channels scanned (256 in
total) are shown in the y-axis,
with the intensity as a color-
coding in the z-axis. The tem-
perature measured on the op-
tical table is shown as a dark
trace with its corresponding
scale on the right vertical axis
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dividing by the square root of the number of measurements
in the averaged interval [30]. In these cases, the standard de-
viations of very low measured mixing ratios of HCHO is
obtained during situations where the air mass is relatively
well mixed and not changing significantly with time. Dur-
ing GABRIEL these air masses were observed over the ocean
above the boundary layer. During HOOVER these air masses
could be found above the boundary layer in northern Europe
well removed from anthropogenic influences. As an indica-
tor, CO concentrations below 80 ppbv and varying only a few
ppbv were the criteria. During HOOVER IT, one such event
occurred for close to 20 min with the CO la standard de-
viation being 0.55 ppbv for the whole flight level. During
GABRIEL flight 8, a standard deviation of 136 pptv for 11
consecutive measurements yielded a detection limit of41 pptv
and during flight 9 a similar calculation was made for 14
points yielding a detection limit of 37 pptv. During HOOVER
IT the concentration of HCHO during a 20 min leg was 41 ±
550 pptv for a 1 s average. During the 120 s 29 points were
obtained resulting in a detection limit of 100 pptv. This is
4 Airborne measurements
troposphere, the mixing ratios for HCHO were near the de-
tection limit of 130 pptv while within the boundary layer the
values for HCHO were considerably higher ranging from 1.5
to 2.5 ppbv. The mixing ratio of HCHO was dependent upon
the distance from the coast, with higher mixing ratio inland.
See [1] for a comprehensive discussion.
Figure 8 shows the correlation between CO and HCHO
during flight 8. The triangles indicate air that was below 2 km
near the coast, the circles indicate air below 2 km inland from
the coast, both of which were within the boundary layer. The
squares indicate measurements obtained at altitudes above
3.5 km and therefore are likely measurements taken in the
free troposphere where trace gas mixing ratios are generally
much lower. Examination of the data indicates a slight cor-
relation between CO and HCHO in the boundary layer, but
no correlation within the free troposphere. Since both CO
and HCHO are products of hydrocarbon oxidation, a correla-
tion between them near the hydrocarbon source region would
be expected. Since the boundary layer contains numerous
sources for hydrocarbons, one would expect this correlation
within the boundary layer. However above the boundary layer
in the free troposphere a correlation between the two is less
likely due to the significantly different lifetimes of CO and
HCHO. A closer examination of the data reveals that the cor-
relation inland is different from that near the coast. The inland
section boundary layer measurements are represented by cir-
cles and show a correlation of 0.020 ppbv/ppbv (r2 = 0.63).
This is significantly larger than seen during INDOEX over
the Indian Ocean where a 0.0032 ppbv/ppbv slope was ob-
served [17], however it is also much lower than observed dur-
ing MINATROC in Tenerife (0.0425 ppbv/ppbv) [19]. It is in-
teresting to note that this production value is very close to the
0.026 ppbv/ppbv observed from a controlled burn in North
Carolina [31]. The coastal section boundary layer measure-
ments are represented by triangles and show a correlation
of 0.078 ppbv/ppbv (r2 = 0.83). This was measured near the
city of Paramaribo, which could show an increased oxidation
ofNMHC in the presence ofNOx in this region.
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FIGURE 6 Allan plot of TRISTAR measurements in the laboratory for
a 6 ppbv calibration standard. The time indicated is the averaging time on the
HCHO channel including stabilization times
similar to a detection limit of 133 pptv obtained for flight 8 or
the 87 pptv obtained for flight 9 when calculating the detec-
tion limit as the standard deviation of the backgrounds. This
would be comparable to a 46 pptv detection limit when uti-
lizing a 100 m Herriot cell and are thus comparable to the
15-50 pptv detection limit obtained by Fried et al. [3] during
TRACE-P 2001. All three methods result in detection lim-
its that agree within a factor of two, with the largest obtained
using reproducibility of the backgrounds while the standard
deviation of low concentrations of HCHO results in the low-
est. This indicates that drift of the backgrounds accounts for
a significant increase in the detection limit and that reduc-
ing the fluctuation of the background or taking more frequent
backgrounds should significantly improve the detection limit.
Figure 7 shows the measurement of HCHO and
CO as a function of time during flight 8 of the GABRIEL
campaign in October 2005. As expected the mixing ratios
within the boundary layer were considerably higher than
those in the free troposphere for both species. In the free
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5 Summaries and future work
Improvements of TRISTAR have been realized
making it very useful as a multi-species measurement tool for
airborne measurements. It is smaller and lighter than past ver-
sions and continual increases in its sensitivity have resulted
in an instrument that is useful for measurements within both
a polluted boundary layer as well as in a clean marine bound-
ary layer, the free troposphere or the lower stratosphere. Since
this system measures three to four species by the use of pop-
down mirrors, it will likely never be as stable as a system
focused solely on one species, however it is very useful for
aircrafts with limited payload space, weight and power re-
strictions. Combined with the fact that the instrument requires
minimal operator support during a flight results in an instru-
ment that is suitable for use in high-flying aircraft such as
HALO (high altitude and long range aircraft).
Precisions of 0.5, 0.5 and 0.7% have been realized for I-s
measurement of CO, N20 and CH4. This level of precision
is useful for determinations of air mass origin and transport
pathways due to ratios of various species with CO and/or CH4
and N20 such as those originating from biomass burning. In
the future the system could be utilized for eddy correlation
measurement of fluxes both from an aircraft as well as on the
ground.
Measurement of HCHO has been added to the TRISTAR
capabilities in the past two years to take advantage of the
significant improvements in the stability of the system. De-
tection limits were calculated using Allan variance, compar-
isons of replicate precisions under constant air mass periods
as well as variations in the background measurements. De-
termination of the detection limit by fitting to the residual
of replicate backgrounds resulted in a la detection limit for
2 s averaging a range of 400 to 650 pptv. When averaged
to 120 s, the detection limit ranged from'" 100 to 200 pptv.
The Allan variance approach also resulted in a detection
limit estimate of approximately 100 pptv, while the detection
limit determined as the precision of ambient air measured
under constant air mass conditions was significantly lower at
50-100pptv.
Although significant modifications have been made to
the instrument, there is room for improvement. Reduction of
size and weight of the instrument is always important in an
airborne instrument. Digital lock-in-amplifiers coupled with
new computing capabilities will decrease the weight and size
of the instrument further while increasing the ramp speed due
to lower time constants on the lock-in-amplifier. Maintain-
ing constant pressure in the laser dewar will also be imple-
mented to decrease the cooling changes due to cabin pres-
sure fluctuations. Use of room temperature QCL lasers will
also be implemented in the near future. Heating of the op-
tics are being modified to decrease the rapid changes in the
implemented scheme to increase the temperature stability of
the optics. Changing the inlet section of the White cell is
expected to result in better pressure control as well as in-
creasing the flow through the cell. Better pressure control of
the White cell pressure should increase the precision of CO
and C~. The increased flow through the White cell will de-
crease the residence time and therefore the flush times of the
cell. Decreasing the flush times can increase the frequency
of backgrounds without loss of ambient measurement time.
Implementation of these should decrease the detection limit
for HCHO as well as improve the precision for CO, CH4
andN20.
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