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$\{0,1,2, \cdots\cdot\cdot\}$ $Q_{ij}(t)$ state $i$ $j$
$t$ transition regular semi-Markov process










$u(x)=x$ stop $N$ 1






X. state $i$ depend $T$
semi-Markov process
information state space probability distribution $p$
( state space $\{0,1,2,3, \cdots\cdot\}$
$R^{1}$ compact subset









transition probability $Q_{iJ}(t)$ $q_{iJ}(t)=$
$p_{ij}g_{j}(t)$ ( $dQ.(t)\dot{J}=q_{tJ}(t)dt$ )





$i,$ $j(i<j)$ $k,$ $ltk<l$ ) $p_{ik}p_{jt}\geqq p_{it}p_{j}$
1 $(p_{\text{ }})$ $TP_{2}$ (totally positivity oforder two)
2











$x\geqq x_{ij}$ $f_{j}(x)\geqq f_{i}(x)\geqq f_{i-1}(x)\geqq\cdots\cdot$ .
state information state space $S=\{0,1,2,3\cdots\cdot\cdot\}$
probability distribution $p$ $\beta\backslash$
state information $p$ $t$
3
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transition state depend $X$ $x$





$p_{i}=P(S=i|p)$ ( $S$ state )
state space $S$ $p$ (state information)
likeliood ratio ordering
$S$ probabi}ity distribution $\mu$ $v$ $p<v$
$i,$ $j(i<j)$ $p_{i}v_{j}\geqq p_{j^{V}i}$








$(p_{\text{ }})$ 1 $(g_{j}(t))$ 5
”
$i,$ $j(i<j),$ $k,$ $l(k<l)$ $t(\geqq 0)$
$q_{ik}(t)q_{jt}(t)\geqq q_{it}(t$ } $q_{jk}(t)$ ”
Lemma 2.
$\overline{T}$ ( $\mu$ , tlx) p x non decreasing






















Lemma 4 Lemma 5 $(p_{tJ})$ $TP_{2}$ $\{p\}$
4. Formulation and Solution
$T$ semi-
Markov process state $p$
$t$ transiiton $T$
$-t$ transition $N$
$(N, T, t, p)$
$(N, T, t, p)$
$u^{N}(T, t,\mu)$
$v^{N}(T, t, \mu)=\sum_{i}^{\infty}p_{i}\sum_{j}^{\infty}q_{ij}(t)\Delta tE\max$ { $X,$ $v^{N-1}(T-t-\Delta t,$ $0$ , ZF ( $p,t+\Delta t$ \S x)}
$+(1- \sum_{i}^{\infty}\mu_{i}\sum_{j}^{\infty}q_{ij}(t)\Delta t)v^{N}(T, t+\Delta t,p)$
$\Delta tarrow 0$
$\frac{\partial}{\partial t}v^{N}(T, t, \mu)=\sum_{i}^{\infty}\mu$ . $\sum_{j}^{\infty}q_{ij}(t)\cdot\{v^{N}(T, t, p)-\phi^{N}(T, t, p)\}$
$\Phi^{N}(T, t,p)=E\max\{X, \iota;^{N-1_{(T-t,0}},\overline{T}(p , t|x)\}$






$\phi^{N}(T, t,\mu)$ $p$ $T$ non-decreasing $t$
non-increasing
Proposition $\phi^{N}(T, t,\mu)$ Lemma 4





















$\iota^{N}(T, t,p)$ $T$ $p$ $non-decres\dot{m}g$ $t$
non-inceasing $N$ non-decreasing
) $n^{N}(T, t,p)$




Corollary 1 Lemma7 $(T, t,p)$
Proposition
$t\}_{arrow}^{\vee}$ transition state depend
$x$
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