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Abstract
We develop a group-theoretical approach to the formulation of generalized abelian gauge
theories, such as those appearing in string theory and M-theory. We explore several ap-
plications of this approach. First, we show that there is an uncertainty relation which
obstructs simultaneous measurement of electric and magnetic flux when torsion fluxes are
included. Next we show how to define the Hilbert space of a self-dual field. The Hilbert
space is ZZ2-graded and we show that, in general, self-dual theories (including the RR fields
of string theory) have fermionic sectors. We indicate how rational conformal field theo-
ries associated to the two-dimensional Gaussian model generalize to (4k + 2)-dimensional
conformal field theories. When our ideas are applied to the RR fields of string theory we
learn that it is impossible to measure the K-theory class of a RR field. Only the reduction
modulo torsion can be measured.
May 17, 2006
1. Introduction
Fluxes and D-branes have been playing a central role in string theory and M-theory
for almost 10 years now. Nevertheless, many important mathematical issues remain open
in the general theory of fluxes. In this paper we focus on the question of the structure
of the Hilbert space of theories of fluxes. In particular, we consider the question of how
the Hilbert space is graded by electric and magnetic flux. We will find that in general
electric and magnetic fluxes cannot be simultaneously diagonalized. A companion paper
[1] presents the same material in a mathematically rigorous fashion.
As we explain below, our result holds for a rather broad class of theories. These
theories generalize Maxwell’s theory of electromagnetism and are known as “generalized
abelian gauge theories.” Broadly stated, we will show that in these theories the Hilbert
space may be characterized as an irreducible representation of a certain Heisenberg group.
This point of view gives a particularly elegant formulation of the Hilbert space of a self-dual
field. 1 Moreover, electric and magnetic flux sectors are defined by diagonalizing subgroups
of translations by flat fields. The translations by flat fields and by their electromagnetic
duals do not commute with each other in the Heisenberg group, and therefore one cannot
simultaneously diagonalize the topological sector of both electric and magnetic flux.
Perhaps the most surprising implication of our general result is for the RR fields of
string theory. Consider the Hamiltonian formulation of a string theory of type II or type
I on a spacetime of the form Y × IR, where Y is a compact spin 9-manifold. It is usually
assumed that the flux sectors 2 in the theory are given by a grading of the Hilbert space
H ?= ⊕x∈K(Y ) Hx (1.1)
where K(Y ) is some K-theory group (thus K0(Y ) for IIA, K1(Y ) for IIB, KO−1(Y ) for
type I, etc. These K-theory groups are in general twisted by B-fields, and are equivariant
if Y is a quotient space.) The group K(Y ) encodes both electric and magnetic fluxes,
because the RR field is self-dual. Thus, from the general remarks above we cannot expect
that an equation of the form (1.1) can actually hold! The difficulty arises because torsion
1 Another paper [2] explores some related issues in type II supergravity from the Lagrangian
point of view.
2 In this paper we are only considering free theories. Thus the flux sectors do not mix under
time evolution. If we include nonperturbative effects such as brane-antibrane creation/annihilation
then some of these sectors will mix. See §7.2 below.
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electric and magnetic fluxes do not commute. 3 Recall that K(Y ) is an abelian group and
therefore has a canonical subgroup Tors(K(Y )) of elements of finite order. We will show
that the correct version of (1.1) is
H = ⊕x¯∈K¯(Y )Hx¯ (1.2)
where K¯(Y ) := K(Y )/Tors(K(Y )). This is not to say that the torsion subgroup is irrele-
vant to the physics. If we regard the naive grading by K-theory classes as a diagonalization
of the action of the group of flat fields K(Y ; IR/ZZ) (K−1 for IIA, K0 for IIB, KO−1 for
type I string theory) then the true situation is that there is a central extension, which we
might call a “quantum K-theory group”
0→ U(1)→ QK(Y )→ K(Y ; IR/ZZ)→ 0 (1.3)
and the Hilbert space is a representation of QK(Y ). Irreducible representations of QK(Y )
where the U(1) acts as scalar multiplication are labelled 4 by K¯(Y ).
While torsion fluxes might seem somewhat esoteric to some readers, the present result
seems to us to be conceptually important because it implies that the standard picture of
a D-brane as a submanifold of spacetime with a vector bundle (and connection) should
be re-examined due to quantum effects. These quantum effects are not suppressed in the
large-distance limit. One might expect that large scale experiments are required to detect
them, but in fact, they can in principle be demonstrated with localized experiments, even
in the case of 3 + 1-dimensional Maxwell theory [3].
Before we begin with technicalities we would like to make one further general remark.
As we have mentioned, the result of this paper actually applies to a rather broad class
of theories called “generalized abelian gauge theories” (GAGTs). Let us pause to explain
that term.
To put GAGTs in context let us recall some of the history of topology. It is now
recognized in string theory that singular cohomology theory is an extremely important
tool. In mathematics it was realized in the 1940’s that the cohomology functor H∗ can be
3 There is an unfortunate clash of terminology here. “Torsion” is also used for the antisym-
metric part of a connection on a tangent bundle, and in string theory is often associated with the
fieldstrength of the B-field. In this paper we never use “torsion” in this sense.
4 albeit noncanonically
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characterized by a system of axioms - the Eilenberg-Steenrod axioms for singular cohomol-
ogy [4]. These include various axioms of naturality and glueing (Meyer-Vietoris) together
with the dimension axiom, which states that
Hℓ(pt;G) =
{
G ℓ = 0
0 ℓ 6= 0 (1.4)
where G is an abelian group known as the coefficient group. (When the coefficient group
is ZZ we will sometimes write Hℓ(M) for Hℓ(M ;ZZ).) In the 1950’s and 1960’s it was re-
alized that one could drop the dimension axiom, retaining the others and still have very
useful topological invariants of spaces. These became known as generalized cohomology
theories. Examples of generalized cohomology theories of interest in physics include cobor-
dism theory, K-theory, and elliptic cohomology. These theories enter physics in the context
of topological sectors. On the other hand, to do physics we also need local fields. There
is a useful new subject in mathematics known as differential cohomology that elegantly
combines the local field degrees of freedom with nontrivial topology. These theories have
their origin in the work of Deligne (see, e.g. [5][6]) and of Cheeger and Simons [7]. The
foundational paper on the subject is the work of Hopkins and Singer [8], which explains
in what sense these are indeed cohomology theories. They seem perfectly suited to the
needs of supergravity and string theory. See [9] and material below for an introduction to
this subject and an explanation of this statement. To a generalized cohomology theory E
we may attach its differential version Eˇ. Examples relevant to string theory include Hˇ3,
which is the proper home for the isomorphism class of B-fields in type II string theory.
Similarly, the M -theory 3-form is related to Hˇ4 [10]. Moreover, Kˇ is the appropriate
setting for the RR fields of type II string theory, while KˇO is the appropriate setting for
type I theory. By definition, a generalized abelian gauge theory (GAGT) is a field theory
whose space of gauge invariant field configurations is a differential generalized cohomology
group. 5 The adjective “abelian” refers to the property that in these theories the space
of gauge inequivalent fields forms an abelian group. This property will play an important
role below.
There are some connections to previous works which should be pointed out. A remark
closely related to ours in the case of 3+1 dimensional Maxwell theory was made in [11], as
we explain below. In [12][13] it was pointed out that the Chern-Simons terms in M-theory
leads to noncommutativity of the 7-form Page charges. Upon dimensional reduction this
5 It can be a torsor for such a group, in the presence of a magnetic current.
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should be related to the K-theoretic phenomenon discussed below [2]. Similar phenomena
have been well-known for some time in the theory of 3-dimensional Maxwell theory with
a Chern-Simons term (see [14] for a recent discussion). Also, similar phenomena appear
in the theory of abelian 2-forms in 5-dimensions, ads/cft dual to 4dimensional Maxwell
theory [15][16]. Finally, applications of noncommuting fluxes to AdS/CFT duals of quiver
gauge theories have recently been investigated in [17][18][19].
Let us now summarize the remainder of the paper. Section 2 is a pedagogical review of
the Deligne-Cheeger-Simons differential cohomology theory. We describe the structure of
the groups, and give a heuristic explanation of Poincare´ duality. Section 3 addresses gener-
alized Maxwell theories. We carefully define electric and magnetic flux sectors and explain
the role of Heisenberg groups. The main point of this paper is explained in equation (3.9)
and the subsequent paragraphs. Section 4 applies some of the ideas from sections 2 and 3
to describe the Hilbert space of a self-dual field. Section 4.1 explains how the nonself-dual
field is related to the self-dual and anti-self-dual field and explains how the “rational torus”
of two-dimensional RCFT can be generalized to CFT’s in (4k + 2)-dimensions. Section
5 applies the ideas to the RR fields of type II string theory. Section 6 describes, from
the vantage point of Heisenberg groups, how the theory is modified when one includes a
Chern-Simons term in the action. Section 7 discusses issues associated with the general-
ization to noncompact spaces Y . Section 8 mentions some possible future directions, and
appendix A provides some further mathematical background. Appendix B explains the
“tadpole constraint” on flux sectors which applies in theories with a Chern-Simons term.
2. A Gentle Review of Differential Cohomology
2.1. Motivating differential cohomology
In this section we review some basic mathematical facts about differential cohomology
which will be needed to make the physics point below. This discussion will also serve as
motivation for the discussion of the structure of differential K-theory in section 5. Our
intended audience is experts in supergravity and/or string theory with some knowledge
of topology, who wish to have a clear understanding of the topological aspects of gauge
theories of higher degree differential forms. The essential topological background can all
be found in [20][21][22].
As mentioned, the paradigmatic example of differential cohomology theory is given by
classical Maxwell theory, regarded as the theory of a connection 1-form on a line bundle
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over spacetime. 6 If M is spacetime, and we consider a fixed line bundle L→M then we
can regard the Maxwell field as a connection on L. The 2-form fieldstrength F is then the
curvature of the connection. The space of gauge equivalence classes of fields is then A(L)/G
where A(L) is the space of connections, and G is the gauge group, G =Map(M,U(1)). Of
course, this is only the description in a definite topological sector, determined by the first
Chern class of L. The full space of gauge equivalence classes of fields is actually
⋃
c1∈H2(M)
A(Lc1)/G (2.1)
where we have made a choice of line bundle for each c1 ∈ H2(M) (at some cost in natu-
rality).
There is another viewpoint on the space (2.1) which is more natural and which gener-
alizes nicely to ℓ-form fieldstrengths with ℓ 6= 2. The key remark is that the gauge invariant
information carried by a connection A is precisely encoded by its holonomy function. That
is, the function
Σ→ exp
(
2πi
∮
Σ
A
)
(2.2)
taking a closed 1-cycle Σ to a phase may be regarded as a map χA : Z1(M) → U(1),
where Z1(M) is the group of all closed 1-cycles in M . Of course, χA is well-defined even
if A cannot be defined as a smooth 1-form on all of M . Note that χA is in fact a group
homomorphism, but is not an arbitrary group homomorphism. It has the distinguishing
property that, if Σ = ∂B is a boundary in M then
χA(Σ) = exp
(
2πi
∫
B
F
)
(2.3)
where F ∈ Ω2(M) is a globally well-defined 2-form. The space of all homomorphisms
Z1(M) → U(1) satisfying (2.3) is equivalent to the space of gauge equivalence classes of
connections on line bundles on M . This reformulation of (2.1) defines the space of gauge
inequivalent field configurations in 2-form gauge theory on M . We will denote this space
Hˇ2(M). In this paper it will be very crucial that there is an abelian group structure on
Hˇ2(M). In terms of line bundles with connection the group product is tensor product.
6 In the companion paper [1] we are more careful and distinguish three versions of Maxwell
theory. The first is purely classical Maxwell theory with no quantization of [F ] or of [∗F ]. The
version used in §2.1 of this paper is the “semiclassical theory,” in the terminology of [1].
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As a simple example, consider the Lens space Lk = S
3/ZZk. It has a noncontractible
cycle γ with k[γ] = 0. We can define χ by χ(Σ) = 1 if Σ bounds. It then follows that χ(γ)
is a kth root of unity. Choosing χ(γ) = e2πir/k for some integer r defines line bundle with
a flat connection. If r 6= 0 modk then this line bundle is nontrivial.
The generalization to gauge theories with ℓ-form fieldstrengths is now immediate: 7
Definition The Cheeger-Simons group of differential characters, denoted Hˇℓ(M), is the
subgroup of all homomorphisms from closed (ℓ− 1)-cycles to U(1):
Hˇℓ(M) ⊂ Hom(Zℓ−1(M), U(1)) (2.4)
satisfying the following property: For each χ ∈ Hˇℓ(M) there is a globally well-defined
Fχ ∈ Ωℓ(M) such that, if Σ = ∂B, then
χ(Σ) = exp
(
2πi
∫
B
F
)
. (2.5)
The group structure on Hˇℓ(M) is simply pointwise multiplication of characters.
By “generalized Maxwell theory” we mean a field theory such that the space of gauge
inequivalent fields is Hˇℓ(M) for some ℓ. Ordinary Maxwell theory is the case ℓ = 2.
Let us take care of some notational matters. The space Hˇℓ(M) is an infinite-
dimensional abelian group, and we will describe its structure in detail. We sometimes
work multiplicatively, and sometimes additively. When we work multiplicatively, we de-
note characters by χ. When we work additively we replace U(1) by the isomorphic group
IR/ZZ. Also, we then denote elements of Hˇℓ(M) by [Aˇ]. The notation is meant to suggest
an (ℓ − 1)-form “potential.” However, it is important to stress that in general there is
no globally well-defined (ℓ − 1)-form. (Indeed, the superscript on Aˇ is meant to remind
us of that.) The square brackets emphasize that we are working with gauge equivalence
classes. 8 There is a class of differential characters, known as the topologically trivial char-
acters which are associated with a globally well-defined potential A ∈ Ωℓ−1(M). These are
defined in equation (2.16) below.
7 The original definition in [7] uses a different grading, shifted by one, relative to that used
here. Our grading behaves simply under the product of differential characters described below.
8 It is indeed possible to give meaning to Aˇ, rather than its gauge equivalence class, as an
object in a groupoid, but we will not need this level of detail in most of the present paper.
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Finally, we should note that there is a Cˇech approach to higher form gauge theory.
One chooses a good cover Uα of the manifold, and introduces potentials Aα on Uα so that
dAα is globally well-defined. One then has a system Aα − Aβ = dAαβ on Uαβ , and so on.
While perfectly valid, this is a very cumbersome approach to the subject, and we will be
able to understand everything we need without resorting to patches.
2.2. The structure of the differential cohomology groups
We will now describe some of the general mathematical properties of the groups
Hˇℓ(M). These will be useful to us in describing the structure of the Hilbert space of
generalized Maxwell theories.
B B’
Fig. 1: Integrating the fieldstrength over the two bounding manifolds B and
B′ must produce the same holonomy. Considering bounding manifolds that differ
slightly from each other implies dF = 0 .
First of all, by definition, to a given character χ ∈ Hˇℓ(M), we may associate a
fieldstrength Fχ. We will often drop the subscript on F when the underlying character
is understood. We stress that F is a globally well-defined form. Now, slightly different
boundaries B and B′ as in fig. 1, lead to the same χ(Σ) and hence it follows that F is in
the space of closed forms F ∈ Ωℓd(M), i.e. dF = 0. Moreover, large changes in B, as in
fig. 2, also lead to the same holonomy. Since B ∪ (−B′) will form a closed ℓ-cycle in M
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B B’
Fig. 2: Integrating the fieldstrength over the two bounding manifolds B and
B′ must produce the same holonomy. Considering bounding manifolds such that
B − B′ is a closed cycle shows that F must have integer periods.
we learn that F must be closed with integral periods. We denote this as F ∈ Ωℓ
ZZ
(M). 9
Characters with F = 0 are known as flat.
In discussions of gauge theories of differential forms physicists often stop at this point,
but one cannot stop here, because there is gauge invariant information in a character χ
which is not contained in just its fieldstrength. One way to realize this is to consider how
one evaluates the holonomy on a cycle Σ which defines a torsion homology cycle. That is,
suppose there is a natural number k such that kΣ = ∂B for an integral chain B but Σ is
not itself a boundary. We know that
(χ(Σ))
k
= exp
(
2πi
∫
B
F
)
(2.6)
but knowing F alone is not sufficient to say how to take the kth root of (2.6). The extra
information about how to do this is encoded in the characteristic class of χ, denoted
aχ. The characteristic class is an integral cohomology class aχ ∈ Hℓ(M ;ZZ). As with the
fieldstrength, we will often drop the subscript when the underlying character is understood.
When kΣ = ∂B, the characteristic class allows us to compute the holonomy of a character
around Σ via the formula
χ(Σ) = exp
[
2πi
k
(∫
B
F − 〈a,B〉)] (2.7)
9 The notation makes sense because if
∫
Σ
F is integral for every closed cycle then F is closed.
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Here we have lifted a to an integral cocycle in Ck(M ;ZZ), but (2.7) does not depend on
that choice of lift, thanks to the relation kΣ = ∂B. Similarly, the formula is independent
of the choice of the chain B. The reader should verify that (2.7) in fact satisfies (2.6).
Observe that if we denote h = 12πi logχ, then we may interpret (2.7) as saying
δh = F − a (2.8)
which is a key relation in [7] and the starting point for the discussion in [8]. Characters
with a = 0 are known as topologically trivial.
In what follows it will help to bear in mind the following mathematical remarks. The
cohomology group Hℓ(M ;ZZ) is a finitely generated abelian group. It contains a torsion
subgroup Tors(Hℓ(M ;ZZ)) consisting of the elements of finite order. The quotient by this
finite subgroup is a free abelian group which will be denoted H¯ℓ(M ;ZZ), thus
0→ Tors(Hℓ(M ;ZZ))→ Hℓ(M ;ZZ)→ H¯ℓ(M ;ZZ)→ 0 (2.9)
The reduction modulo torsion H¯ℓ(M ;ZZ) is isomorphic to ZZbℓ where bℓ is the Betti number
of M . In general the sequence (2.9) does not split naturally so that one cannot naturally
speak of the “torsion part” of an integral cohomology class. Still, loosely speaking, we can
say that “torsion information” in a is missing in the fieldstrength F .
We have now defined two maps, the fieldstrength map F : Hˇℓ(M) → Ωℓ
ZZ
(M) and
the characteristic class map a : Hˇℓ(M) → Hℓ(M ;ZZ). It follows from (2.7) that these
maps are compatible. Namely, since F is closed we can define a DeRham cohomology class
[F ] ∈ HℓDR(M). Meanwhile, we can reduce modulo torsion by taking a→ a¯ ∈ Hℓ(M ; IR).
Using the isomorphism Hℓ(M ; IR) ∼= HℓDR(M) we have a¯ = [F ]DR, in other words, the
diagram
Hˇℓ(M) - Ωℓ
ZZ
(M)
Hℓ(M ;ZZ)
?
- Hℓ(M ; IR)
? (2.10)
commutes. One might get the mistaken impression from (2.10) that Hˇℓ(M) is the setwise
fiber product R := {(a, F )|a¯ = [F ]DR} ⊂ Hℓ(M ;ZZ) × ΩℓZZ(M). This is not the case
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because there are nontrivial characters which are both flat and topologically trivial. In
the Maxwell case these correspond to “Wilson lines” – i.e. flat connections on the trivial
bundle – which can be continuously connected to the trivial connection. In general the
space of topologically trivial flat fields is Hℓ−1(M) ⊗ IR/ZZ. This space, which will be
denoted Wℓ−1(M), is a connected torus of dimension bℓ−1. If we introduce a metric on M
we can write this in terms of the harmonic forms Hℓ−1(M), namely
Wℓ−1(M) := Hℓ−1(M)⊗ IR/ZZ ∼= Hℓ−1(M)/Hℓ−1
ZZ
(M). (2.11)
We are now in a position to describe a complete picture of the space Hˇℓ(M). The struc-
ture of this space is nicely summarized by two exact sequences. The first exact sequence is
based on the fieldstrength map. A flat gaugefield evidently defines a homomorphism from
Hℓ−1(M) into IR/ZZ, and hence:
0→
flat︷ ︸︸ ︷
Hℓ−1(M ; IR/ZZ)→ Hˇℓ(M) fieldstrength−→ Ωℓ
ZZ
(M)→ 0. (2.12)
If α ∈ Hℓ−1(M ; IR/ZZ) we will denote its image in Hˇℓ(M) by αˇ. We must stress that flat
fields are not necessarily topologically trivial. These topologically nontrivial flat fields will
play an important role in our discussion below, so let us describe them in some detail. In
general the space of flat fields Hℓ−1(M ; IR/ZZ) is a compact abelian group. The connected
component of the identity is the torusWℓ−1(M) we have just discussed. In addition, there
is a group of components, which is isomorphic to Tors(Hℓ(M ;ZZ)). 10 Put differently we
have the exact sequence
0→Wℓ−1(M)→ Hℓ−1(M, IR/ZZ) β→ Tors(Hℓ(M))→ 0. (2.13)
where β is known as the “Bockstein map.”
Let us pause to note some simple examples of groups of flat fields with nontrivial
components. In Maxwell theory on a Lens space Lk = S
3/ZZk we have ℓ = 2, while
H1(Lk; IR/ZZ) ∼= H2(Lk;ZZ) ∼= ZZk. In M -theory on a product of Lens spaces we will
encounter
H3(Lk × Lk; IR/ZZ). (2.14)
10 One proves this using the long exact sequence of cohomology groups associated with the
short exact sequence 0→ ZZ → IR→ IR/ZZ → 0 of coefficient groups.
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where both the first and third terms in (2.13) are nonvanishing. Heuristically, one can
picture this group of flat fields as a “sum” of k copies of a two-dimensional torus.
The second exact sequence is based on the characteristic class map:
0→ Ωℓ−1(M)/Ωℓ−1
ZZ
(M)︸ ︷︷ ︸
Topologically trivial
→ Hˇℓ(M) char.class−→ Hℓ(M ;ZZ)→ 0 (2.15)
The topologically trivial characters are in fact associated with a globally well-defined (ℓ−1)-
form potential A ∈ Ωℓ−1(M). Indeed, given such a globally well-defined A we can define
the differential character:
χA : Σ→ exp
(
2πi
∫
Σ
A
)
(2.16)
When working additively we denote such characters by [A], without the .ˇ Clearly, the
fieldstrength of such a character is F = dA. Since A is globally well-defined [F ]DR = 0.
Comparing with (2.7) we see that in fact the characteristic class is likewise equal to zero.
Since Hˇℓ(M) is the space of gauge inequivalent fields we should be careful to identify the
space of topologically trivial characters with the quotient Ωℓ−1(M)/Ωℓ−1
ZZ
(M) since, after
all, if we shift A→ A+ω, where ω ∈ Ωℓ−1
ZZ
(M) is a closed (ℓ−1)-form with integral periods
then the holonomy, and therefore the gauge equivalence class, of the field has not changed.
In the physics literature, these shifts A→ A+ω constitute the standard formulation of
gauge transformations of form-valued fields. In the literature, when ω is exact, ω = dΛ, it is
referred to as a small gauge transformation, and when [ω] is nontrivial, it is called a large
gauge transformation. In topologically nontrivial sectors one can choose a “basepoint”
with associated fieldstrength F• and introduce a global A via
F = F• + dA. (2.17)
This is what is implicitly done in much of the literature. Of course, such a formulation
relies on an unnatural choice of basepoint, and isn’t well-suited to including effects of
torsion. 11
11 Moreover, it is precisely at this point that the viewpoint of Aˇ as an object in a groupoid
becomes a significant improvement, for it has an automorphism group Hℓ−2(Y, IR/ZZ) with im-
portant physical consequences. In physics, this group should be understood as the group of global
gauge transformations, and is closely connected with “tadpole constraints” and “Gauss laws.” See
[10][12][23] for further discussion.
11
Note that the space of topologically trivial fields Ωℓ−1(M)/Ωℓ−1
ZZ
(M) is not a vector
space. Rather we have the fibration:
Ωℓ−1d (M)/Ω
ℓ−1
ZZ
(M) → Ωℓ−1(M)/Ωℓ−1
ZZ
(M)
↓
Ωℓ−1(M)/Ωℓ−1d (M)
(2.18)
where Ωℓ−1d (M) is the space of closed forms. Note that Ω
ℓ−1
d (M)/Ω
ℓ−1
ZZ
(M) is isomorphic
to a torus. In fact it is once again the torus of topologically trivial flat fields
Ωℓ−1d (M)/Ω
ℓ−1
ZZ
(M) ∼=Wℓ−1(M). (2.19)
Meanwhile, Ωℓ−1(M)/Ωℓ−1d (M) is a vector space. (Indeed, if we introduce a metric, then
we can identify it with the vector space Imd†. )
H (M;Z)l
Fig. 3: As schematic picture of the group of differential characters.
In summary, the infinite-dimensional abelian group Hˇℓ(M) can be pictured as a union
over components, labelled by Hℓ(M ;ZZ), of a torus bundle over an infinite-dimensional
affine space, as in fig. 3. By choosing a basepoint, as in (2.17) we may identify the affine
space with the vector space Ωℓ−1(M)/Ωℓ−1d (M).
Let us give some examples of differential cohomology groups.
1. It is easy to show that the nonzero differential cohomology groups of a point are
Hˇ0(pt) = ZZ (given by the characteristic class) and Hˇ1(pt) = IR/ZZ (given by the
topologically trivial flat fields).
2. For any manifold M , Hˇ1(M) is exactly the same thing as the space of differentiable
maps f :M → U(1). The characteristic class is f∗([dθ]) where [dθ] is the fundamental
class of S1 and F = 12πid(log f).
3. A very significant special case of the previous example is Hˇ1(S1), which may be
thought of as the fieldspace of a periodic scalar field on a circle, familiar from string
theory. The topological components are the winding number. The topologically trivial
12
fields are Ω0(S1)/Ω0
ZZ
(S1) = T × Ω0/IR. 12 The flat fields are just the factor T of
constant maps. The vector space V = Ω0/IR are the loops in IR with center of mass
equal to zero. Altogether we have
Hˇ1(S1) ∼= T× ZZ× V (2.20)
This corresponds to the explicit decomposition,
ϕ(σ) = exp 2πi
[
φ0 + wσ +
∑
n6=0
φn
n
e2πinσ
]
(2.21)
where σ ∼ σ + 1 parametrizes S1 and φ¯n = φ−n.
4. As we have seen, Hˇ2(M) is the group of isomorphism classes of line bundle with
connection over M .
5. The B-field of type II string theory defines a class in Hˇ3(M). Differences of C-fields
in M -theory are valued in Hˇ4(M) (for more information see [10].)
6. The WZ functional in the 2D WZW model is based on an element in Hˇ3(G) where G
is the group manifold of the WZW model. This was indeed the occasion for one of the
first occurances of differential cohomology in the physics literature [24][25]. For some
other early papers introducing differential cohomology into the physics literature see
[26][27].
2.3. Product
There is a product on Cheeger-Simons characters:
Hˇℓ1(M)× Hˇℓ2(M)→ Hˇℓ1+ℓ2(M). (2.22)
The fieldstrength of a product of characters χ1 ⋆χ2 is simply F1∧F2, and the characteristic
class is a1 ⌣ a2. However, the holonomy is somewhat subtle to define. (For discussions
from different viewpoints see [28][29][8][30]). The product (2.22) is not to be confused
with the pointwise product making Hˇℓ(M) an abelian group. In fact, the product χ1 ⋆ χ2
in (2.22) induces a ring structure on Hˇ∗(M). The distributive law is more transparently
written in additive notation:
([Aˇ1] + [Aˇ
′
1]) ⋆ [Aˇ2] = [Aˇ1] ⋆ [Aˇ2] + [Aˇ
′
1] ⋆ [Aˇ2] (2.23)
12 We denote the circle S1 by T when we wish to emphasize the U(1) group structure. Thus,
S1 = U(1) = T ∼= IR/ZZ are four notations used for the circle group.
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In fact Hˇ∗(M) is a graded commutative ring (with the grading we have adopted) [7][31].
There are two important cases where the product is readily described. These occur
when one of the factors is flat or topologically trivial. If, say, χ1 = χA1 is topologically
trivial, then so is the product character χ1⋆χ2. Indeed the product character only depends
on the fieldstrength F2 of χ2. Written additively [A1] ⋆ [Aˇ2] = [A1 ∧ F2]. In particular if
both are topologically trivial
[A1] ⋆ [A2] = [A1dA2]. (2.24)
Note in particular that the product of two fields which are topologically trivial and flat
must vanish. We will use this fact later.
On the other hand, if χ1 is flat and hence of the form χ1 = αˇ1 for α1 ∈ Hℓ1−1(M ; IR/ZZ)
then the product is also flat, and hence in the image of Hℓ1+ℓ2−1(M ; IR/ZZ). Indeed, the
product only depends on χ2 through its characteristic class a2 and is given by the image
of α1 ⌣ a2 ∈ Hℓ1+ℓ2−1(M ; IR/ZZ).
As an exercise, the reader might wish to contemplate the simplest nontrivial product,
namely Hˇ1(M)× Hˇ1(M)→ Hˇ2(M). That is, from two circle-valued functions on M one
must produce a line bundle with connection (up to isomorphism).
2.4. Integration
If M is compact and oriented, and of dimension dimM = n then evaluation on the
fundamental cycle [M ] defines an integration map
∫ Hˇ
M
: Hˇn+1(M)→ Hˇ1(pt) ∼= IR/ZZ (2.25)
We stress that this is not the integral of the fieldstrength (which has the wrong degree)
but the “holonomy around M .” Any class in Hˇn+1(M) must be topologically trivial,
hence represented by a globally defined form A ∈ Ωn(M) and the integral (2.25) is just∫
AmodZZ. More generally, suppose X is a family of spacetimes with a projection π :
X → S with typical fiber M . In physical applications S might parametrize metrics or
other data on the spacetime M . In this case there is an integration
∫ Hˇ
M
: Hˇk(M)→ Hˇk−n(S) (2.26)
and (2.25) is the special case of S = pt.
14
For examples we have ∫ Hˇ
pt
: Hˇ1(pt)→ IR/ZZ (2.27)
is just evaluation of the IR/ZZ valued function on the point. As a second example:∫ Hˇ
S1
: Hˇ2(pt)→ IR/ZZ (2.28)
is 1
2πi
loghol(A) where hol(A) is the holonomy of the connection around S1. As a third
example, if dimM = 2p+ 1, and [Aˇ] ∈ Hˇp+1(M), then, when p is odd,∫ Hˇ
M
[Aˇ] ⋆ [Aˇ] (2.29)
is a Chern-Simons term. Note that from (2.24) it follows that if [A] is topologically trivial
then (2.29) becomes the familiar expression
∫
AdA. In the physics literature, when “A”
is not globally well-defined, this integral is often defined by extending F to an extending
field F˜ on a 2p+ 2 dimensional bounding manifold B and taking ∫B F˜ ∧ F˜ . 13 When p is
even (2.29) is ZZ2-valued, as discussed below.
We would like to place this integration procedure in a more general context. In
any generalized cohomology theory there is an integration procedure. For a generalized
cohomology theory E we can define an “integration”∫ E
M
: Eq(M)→ Eq−n(M) (2.30)
where n = dimM . This integral will be defined if M is “E-oriented.” Typically, an E-
orientation involves some extra structures on M . In order to define the integral (2.30) we
embed M into a large sphere SN . The normal bundle of M must be E-oriented, which
simply means there is a Thom isomorphism
Φ1 : E
q(M)→ Eq+N−ncpt (N ). (2.31)
Now, Φ1(x) can be extended from the tubular neighborhood N of M in SN to all of N
by “extension by zero.” Call this extension Φ˜1(x). Next, choose any point P not in the
13 Such a definition is in fact ambiguous, since one can always add to the extending field F˜ a
compactly supported closed form on B vanishing at the boundary. Rather, one must extend the
entire differential character, and not merely F . Moreover, there can be obstructions to making
such an extension.
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tubular neighborhood. The normal bundle of P is just the ball BN around P . There is
also a Thom isomorphism Φ2 : E
s(pt)→ Es+N(BN ). Finally we restrict Φ˜1(x) to BN and
then apply the inverse Thom isomorphism. This defines the integral:∫ E
M
x := Φ−12 Φ˜1(x)|BN ∈ Eq−n(pt) (2.32)
More generally, if we have a family X → S and a class x ∈ Eq(X ) then ∫ EX/S x ∈ Eq−n(S) is
integration along the fibers. As examples,
∫H
M
is defined if M is oriented, and corresponds
to the usual notion of integration. Meanwhile
∫K
M
is defined if M has a Spinc structure.
If dimM is even then
∫K
M
x = Index( /Dx) by the Atiyah-Singer index theorem. The case
when dimM is odd will be used and explained below. By combining the above integration
for generalized cohomology theories with integration of ordinary differential forms one can
define an integration procedure
∫ Eˇ
on differential generalized cohomology theories [8]. We
have already introduced
∫ Hˇ
above and will have occasion to use
∫ Kˇ
below (an explicit
formula is given in equation (A.1) below.)
2.5. Poincare´-Pontrjagin duality
Finally, Poincare´ duality for differential cohomology plays a very important role in
what follows. Poincare´ duality states that if M is compact and oriented, of dimension
dimM = n, then we have a perfect pairing
Hˇℓ(M)× Hˇn+1−ℓ(M)→ IR/ZZ (2.33)
The pairing is given by multiplication of characters followed by the integration described
above:
〈χ1, χ2〉 :=
∫ Hˇ
M
χ1 ⋆ χ2 (2.34)
The adjective “perfect” means that every homomorphism Hˇℓ(M) → IR/ZZ is given by
pairing with an element of Hˇn+1−ℓ(M). 14
In order to justify Poincare´ duality we consider two exact sequences. The first is the
fieldstrength sequence in degree ℓ
0→ Hℓ−1(M ; IR/ZZ)→ Hˇℓ(M)→ Ωℓ
ZZ
(M)→ 0 (2.35)
14 We are glossing over some technicalities here. We are using the smooth Pontrjagin dual; we
refer to [29] for a rigorous discussion.
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together with the characteristic class sequence in degree n+ 1− ℓ:
0→ Ωn−ℓ(M)/Ωn−ℓ
ZZ
(M)→ Hˇn+1−ℓ(M)→ Hn+1−ℓ(M ;ZZ)→ 0. (2.36)
Now note that there is a standard perfect pairingHℓ−1(M ; IR/ZZ)×Hn+1−ℓ(M ;ZZ)→ IR/ZZ
given by multiplication and integration. On the other hand there is also a perfect pairing
Ωℓ
ZZ
(M)×
(
Ωn−ℓ(M)/Ωn−ℓ
ZZ
(M)
)
→ IR/ZZ (2.37)
given by (F,AD) 7→
∫
M
F ∧ AD modZZ.
Now we use the following general fact. Given two short exact sequences
0 - A - B - C - 0
0 - A′
?
- B′
?
- C′
?
- 0
(2.38)
if the first and third vertical arrows are isomorphisms then the middle arrow is an isomor-
phism. Apply this to (2.35) and the dual of (2.36)(recall that Hom(·, IR/ZZ) is an exact
functor).
Remarks
1. Let us return to the example of the periodic scalar, i.e. Hˇ1(S1) discussed in (2.20).
An explicit formula for the pairing 〈ϕ1, ϕ2〉 can be given as follows. Let ϕ = exp(2πiφ)
where φ : IR → IR satisfies φ(s + 1) = φ(s) + w. Here w ∈ ZZ is the winding number
and σ = smod1. The pairing is then [7]
〈ϕ1, ϕ2〉 =
∫ 1
0
φ1
dφ2
ds
ds− w1φ2(0) modZZ. (2.39)
To prove this consider the outer product ϕ1×ϕ2 ∈ Hˇ2(S1×S1), where we pull back and
then multiply. This describes a line bundle with connection on S1×S1. We can identify
〈ϕ1, ϕ2〉 with (the inverse of ) the holonomy h along the diagonal. That holonomy
can be computed by considering the triangle ∆σ0 obtained by projecting the triangle
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in IR2 bounded by C1 = {(s0 + x, s0 + x)|0 ≤ x ≤ 1}, C2 = {(s0 + x, s0)|0 ≤ x ≤ 1},
and C3 = {(s0 + 1, s0 + x)|0 ≤ x ≤ 1}. Then
h(C1) = exp
(
2πi
∫
∆s0
F
)
h(C2)−1h(C3)−1 (2.40)
Now F = dφ1 ∧ dφ2 so∫
∆s0
F = φ1(s0)w2 −
∫ 1
0
φ1(s0 + x)
d
dx
φ2(s0 + x)dx (2.41)
On the other hand, h(C2) can be computed by noting that if π : S1×{σ0} → {(σ0, σ0)}
then h(C2) = π∗(ϕ1 × π∗ϕ2(σ0)) = (ϕ2(σ0))w1 and similarly h(C3) = (ϕ1(σ0))−w2 .
Combining with (2.40) we obtain an expression which is independent of s0. Setting
s0 = 0 gives (2.39).
2. Note that Poincare´ duality gives a simple way of characterizing the differential char-
acter induced by a source (i.e. a “brane”) wrapping a cycle Σ ∈ Zn−ℓ(M). Such a
cycle defines a homomorphism Hˇn+1−ℓ(M) → U(1) by evaluation and hence defines
δˇ(Σ) ∈ Hˇℓ(M). That is, 〈δˇ(Σ), χ〉 = χ(Σ). (Of course, this differential character is
not smooth.)
3. Hamiltonian Formulation of Generalized Maxwell Theory
Let us now consider spacetimes of the form M = Y × IR. In generalized Maxwell
theory the gauge equivalence classes of fields are [Aˇ] ∈ Hˇℓ(M). We take the action to be
simply
S =
∫
M
πR2F ∗ F (3.1)
where R2 can be thought of as 12e2 , with e the coupling constant. Alternatively R can
be viewed as a “target space” radius. In this paper we put c = 1, but we do not put
h¯ = 1. Maxwell theory is the case ℓ = 2. The quantization of this theory is completely
straightforward. The phase space is T ∗Hˇℓ(Y ). The Hilbert space is H = L2(Hˇℓ(Y )), and
a typical state will be denoted ψ(Aˇ).15
15 In this paper we are not careful about questions of analysis such as the definition of L2 on
the infinite-dimensional space Hˇℓ(Y ). Since we are dealing with free field theory these points can
be dealt with rigorously [1].
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Now, there is a natural grading of the Hilbert space by (the topological class of the)
magnetic flux:
H = ⊕mHm m ∈ Hℓ(Y,ZZ). (3.2)
This is immediate, since m labels the connected components of the configuration space
Hˇℓ(Y ). On the other hand, generalized Maxwell theory enjoys electro-magnetic duality.
A completely equivalent theory is based on a dual potential [AˇD] ∈ Hˇn−ℓ(M) with action
(3.1) with
RRD = h¯. (3.3)
It follows immediately that there must also be a grading by (the topological class of the)
electric flux:
H = ⊕eHe e ∈ Hn−ℓ(Y,ZZ), (3.4)
where, for the moment, we think of e as classifying the connected component of the dual
field space. Having said this, the question naturally arises whether we can simultaneously
measure both electric and magnetic flux. That is, can we find a simultaneous grading:
H ?= ⊕e,m He,m. (3.5)
The natural response of the reader to the question (3.5) might be that the answer is
“yes!” The reason is that one generally thinks of measuring magnetic flux via the period
integrals
∫
Σ1
F where Σ1 is a closed ℓ-cycle. Similarly, one measures electric flux via
∫
Σ2
∗F
where Σ2 is a closed n−ℓ-cycle. Now in the Legendre transform to the Hamiltonian version
of the theory the canonical momentum conjugate to [Aˇ] is Π = 2πR2(∗F )Y (where ∗F is
restricted to the spatial slice Y ). Using the standard quantum mechanical commutation
relations we have
[
∫
Σ1
F,
∫
Σ2
∗F ] = 2πR2[
∫
Σ1
F,
∫
Σ2
Π]
= 2πR2[
∫
Y
ω1F,
∫
Y
ω2Π]
= 2πih¯R2
∫
Y
ω1dω2 = 0
(3.6)
where ωi are closed forms Poincare´ dual to Σi. Thus, it would seem, electric and magnetic
fluxes clearly commute. The problem with this argument is that the above period integrals
only measure the flux modulo torsion. After all, a real number like
∫
Σ
F cannot be torsion:
If N
∫
Σ
F = 0 for some integer N then
∫
Σ
F = 0. But the fluxes e,m in (3.4),(3.2) are
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elements of abelian groups. As we have stressed, these groups in general have nontrivial
torsion subgroups.
In order to understand what happens at the torsion level we need to understand
the grading by electric flux more deeply. We motivated it above by appealing to the
electromagnetic dual formulation of the theory, but we need to understand it directly
in the formulation in terms of [Aˇ]. In order to do this let us note that diagonalizing
(∗F )Y means diagonalizing Π, but the momentum Π is the generator of translations. This
motivates the following definition:
Definition A state ψ of definite electric flux Eˇ ∈ Hˇn−ℓ(Y ) is a translation eigenstate
on Hˇℓ(Y ), i.e.
∀φˇ ∈ Hˇℓ(Y ) ψ(Aˇ+ φˇ) = exp
(
2πi
∫ Hˇ
Y
Eˇ ⋆ φˇ
)
ψ(Aˇ) (3.7)
In general, working with states of definite electric flux is not useful. We are often
only really interested in working with states of definite topological sector of electric flux.
Observe that Eˇ1 and Eˇ2 are continuously connected (i.e. have the same characteristic class)
if and only if ∫ Hˇ
Y
φˇf ⋆ Eˇ1 =
∫ Hˇ
Y
φˇf ⋆ Eˇ2 ∀φf ∈ Hℓ−1(Y, IR/ZZ) (3.8)
(To see this consider the discussion above on the Poincare´ dual pairing.) Therefore we can
make the more useful definition:
Definition A state of definite topological class of electric flux is an eigenstate under
translation by flat characters Hℓ−1(Y, IR/ZZ) ⊂ Hˇℓ(Y ), i.e.
∀φf ∈ Hℓ−1(Y, IR/ZZ) ψ(Aˇ+ φˇf ) = exp
(
2πi
∫
Y
eφf
)
ψ(Aˇ) (3.9)
for some e ∈ Hn−ℓ(Y ;ZZ).
Note that if ψ is in a state of electric flux Eˇ then e = aEˇ , and the phase in (3.7)
reduces to the phase in (3.9) for translations by flat fields.
It follows from the definition of (3.9) that (3.4) is the decomposition of H in terms of
characters of the group of translations by Hℓ−1(Y, IR/ZZ). Dually, the decomposition by
magnetic flux can be understood as the diagonalization of the group of flat dual connections
Hn−ℓ−1(Y, IR/ZZ).
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We are now in a position to see that in fact the simultaneous decomposition (3.5)
is in general impossible. Suppose the two translation groups could be simultaneously
diagonalized and that ψ is in a state of definite magnetic flux m ∈ Hℓ(Y,ZZ). That is,
suppose the support of the wavefunction ψ is entirely contained in the topological sector
labelled by m. Such a state cannot be in an eigenstate of translations by flat characters if
there are any flat, but topologically nontrivial characters. This is simply because translation
by such a topologically nontrivial flat character must translate the support to a different
topological magnetic flux sector. In this way we conclude that one cannot in general
measure both electric and magnetic flux. This is the main point of this paper, but we
would like to understand it more deeply. Doing so requires some further mathematical
background.
3.1. Heisenberg groups and their representations
We have have just argued that in general electric and magnetic fluxes do not commute.
In order to understand this phenomenon better and more systematically we must digress
and review the theory of Heisenberg groups. We will be somewhat heuristic and imprecise
at some points below. For a more precise discussion see appendix A of [1] and references
therein.
To begin, let S be any topological abelian group with a measure. 16 Consider H =
L2(S). On the one hand, H is a representation of S. After all, for all s0 ∈ S we can define
the translation operator:
(Ts0ψ)(s) := ψ(s+ s0). (3.10)
On the other hand, H is also a representation of the Pontrjagin dual group of characters,
denoted Sˆ. If χ ∈ Sˆ is a character on S then we define the multiplication operator Mχ on
H via
(Mχψ)(s) := χ(s)ψ(s). (3.11)
Note that H is not a representation of S × Sˆ. This simply follows from the easily-verified
relation
Ts0Mχ = χ(s0)MχTs0 . (3.12)
16 We will consider S = Hˇℓ(Y ) in our application. This does not have a measure, but by
considering wavefunctions with suitable Gaussian falloff it can be thought of as a group with a
measure. We assume the measure is sufficiently well-behaved under translation.
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The proper way to interpret this relation is thatH is a representation of a central extension
of S × Sˆ. We therefore pause to review the theory of central extensions
A central extension of a group G by an abelian group A is a group G˜ such that
0→ A→ G˜→ G→ 0 (3.13)
with A in the center of G˜. We can think of G˜ concretely as a set of pairs (g, a) with a
twisted multiplication:
(g1, a1)(g2, a2) = (g1g2, c(g1, g2)a1a2). (3.14)
In order to satisfy the associativity law the function c : G×G→ A must satisfy the cocycle
relation c(g1, g2)c(g1g2, g3) = c(g1, g2g3)c(g2, g3). Cocycles that differ by coboundaries,
i.e., c′(g1, g2) =
f(g1g2)
f(g1)f(g2)
c(g1, g2) for some function f : G → A, define isomorphic central
extensions.
In this paper we are concerned with the special case that G is abelian and A = U(1).
The formulae are a little clearer if we write G additively, and G˜ multiplicatively. In this
case the group commutator is easily shown to be:
[(x1, z1), (x2, z2)] = (0,
c(x1, x2)
c(x2, x1)
) (3.15)
and therefore the group is abelian iff c is symmetric. Let s(x1, x2) =
c(x1,x2)
c(x2,x1)
, be the
commutator function. Note that
1. s is skew : s(x, y) = s(y, x)−1.
2. s is alternating: s(x, x) = 1.
3. s is bimultiplicative: s(x1+x2, y) = s(x1, y)s(x2, y) and s(x, y1+y2) = s(x, y1)s(x, y2).
The third property follows by applying the cocycle identity. If s is nondegenerate, that
is, if for all x there is a y with s(x, y) 6= 1, we say that G˜ is a (nondegenerate) Heisenberg
group. In this case G˜ is maximally noncommutative in the sense that its center Z(G˜) is the
group U(1). If s is degenerate we sometimes speak of a “degenerate Heisenberg group.”
Often a “Heisenberg group” is understood to be nondegenerate.
We now need some basic facts about central extensions and Heisenberg groups. (See
[32][1] for a careful discussion and references for these well-known results.)
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Theorem 1 Let G be a topological abelian group. 17 The isomorphism classes of central
extensions of G by U(1) are in one-one correspondence with continuous bimultiplicative
maps
s : G×G→ U(1) (3.16)
which are alternating (and hence skew).
In otherwords, given the commutator function s one can always find a correspond-
ing cocycle c. 18 This theorem is useful because s is invariant under change of c by a
coboundary, and moreover the bimultiplicative property is simpler to check than the co-
cycle identity. (In fact, one can show that it is always possible to find a cocycle c which is
bimultiplicative. This property automatically ensures the cocycle relation.) It is important
to realize that s only characterizes G˜ up to noncanonical isomorphism: to give a definite
group one must choose a definite cocycle.
The next result we need is
Theorem 2 If G˜ is a central extension of a locally compact topological abelian group
G by U(1), then the unitary irreps of G˜ where U(1) acts by scalar multiplication are in
1− 1 correspondence with the unitary irreps of the center of G˜, where U(1) acts by scalar
multiplication.
In particular, applying this result to Heisenberg groups we obtain the Stone-von Neu-
mann theorem, which guarantees the essential uniqueness of the irreducible representation
of a Heisenberg group ρ with ρ(0, z) = z. We will actually need a generalization of this
statement to infinite-dimensional groups (which are not locally compact). In this case, one
needs to add the data of a polarization. Physically, this is a positive energy condition. See
[1].
Returning now to equation (3.12) and our discussion of H = L2(S) for an abelian
group S, we note that there is a natural Heisenberg group extending S × Sˆ. It is defined
so that
((s, χ), z)→ zTsMχ (3.17)
17 There are some restrictions on G. See [1], appendix A.
18 In fact, a stronger statement is that the category of extensions with given commutator is
equivalent to the category of cocycles with coboundaries as morphisms.
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defines a homomorphism into the group of invertible operators on L2(S). This in turn
forces us to choose the cocycle
c
(
(s1, χ1), (s2, χ2)
)
=
1
χ1(s2)
(3.18)
whose antisymmetrization is
s
(
(s1, χ1), (s2, χ2)
)
=
χ2(s1)
χ1(s2)
. (3.19)
As an example, consider the case S = IR, then we can define an isomorphism IR ∼= IˆR
so that χr(s) = exp[ih¯rs]. If we interpret r ∈ IR as a coordinate (corresponding to the
operator eirxˆ) and s ∈ IˆR as a momentum (corresponding to the operator eispˆ) then the
commutator function gives the canonical symplectic pairing on the phase space IR × IR.
We now recognize the above theorem as the Stone-von Neuman theorem as usually stated
in quantum mechanics texts.
In section 6 we will need the following construction of the unique irrep of the Heisen-
berg group. Let
0→ U(1)→ G˜→ G→ 0 (3.20)
be a Heisenberg extension of an abelian group G. Choose a maximal isotropic subgroup
L ⊂ G. This is a maximal subgroup of G on which the restriction s|L×L = 1. The inverse
image L˜ ⊂ G˜ is a maximal commutative subgroup of G˜. The Heisenberg representation is
then an induced representation of G˜ based on a character of L˜ such that ρ(x, z) = zρ(x).
Note that such a character must satisfy
ρ(x)ρ(x′) = c(x, x′)ρ(x+ x′) ∀x, x′ ∈ L (3.21)
(Note that c need not be trivial on L, but it does define an abelian extension L˜ which,
by theorem 1, must be a product L × U(1), albeit noncanonically. Different choices of ρ
are different choices of splitting. ) The induced representation is, geometrically, just the
space of L2-sections of the associated line bundle G˜×L˜C defined by ρ. The representation
is independent of the choice of ρ, and any two choices are related by an automorphism of
L given by the restriction of an inner automorphism of G˜.
More concretely, our representation is the space F of functions f : G˜→C such that
f ((x, z)(x′, z′)) = ρ(x′, z′)f (x, z) ∀(x′, z′) ∈ L˜ (3.22)
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Note that this implies f(x, z) = zf(x, 1), so defining F (x) := f(x, 1) we can simplify the
description of F by identifying it with the space of functions F : G→C such that:
F (x+ x′) = ρ(x′)c(x, x′)−1F (x) ∀x′ ∈ L. (3.23)
The L2 condition states that ∫
G/L
|F (x)|2dx < +∞. (3.24)
The group action is simply left-action of G˜ on the functions f(x, z). When written in terms
of F (x) the representation of (x, z) ∈ G˜ is:
(ρ(x, z) · F )(y) = zc(x, y)F (x+ y). (3.25)
As an example, if G = P ⊕Q is a vector space with P = Q∗ and canonical symplectic
form Ω, then we can choose the cocycle eiπΩ. Then we can take L = P⊕0. The equivariance
condition (3.23) reduces the function F to a function ψ depending only on Q and one easily
checks that (3.25) reduces to the familiar translation and multiplication operators:
(ρ(0⊕ q, 1) · ψ)(q′) = ψ(q′ + q)
(ρ(p⊕ 0, 1) · ψ)(q) = e2πiΩ(p,q)ψ(q)
(3.26)
3.2. Application to Generalized Maxwell Theory
Let us apply the remarks of the previous section to S = Hˇℓ(Y ). By Poincare´ duality
we know that the Pontrjagin dual group is Sˆ = Hˇn−ℓ(Y ). Thus, we may nicely characterize
the Hilbert space of the theory as the unique irrep of the Heisenberg group
Heis := Heis
(
Hˇℓ(Y )× Hˇn−ℓ(Y )) (3.27)
defined by the cocycle (3.18). Thus, by (2.34)
s(([Aˇ1], [Aˇ
D
1 ]), ([Aˇ2], [Aˇ
D
2 ])) = exp
[
2πi
(〈[Aˇ2], [AˇD1 ]〉 − 〈[Aˇ1], [AˇD2 ]〉)]. (3.28)
As we have mentioned, there is a unique representation (after a choice of polarization) on
which the central elements (0, z) are realized as multiplication by z.
Now let us recall our interpretation of electric and magnetic fluxes as the characters
of the group of translation by flat fields of the potential (Hℓ−1(Y, IR/ZZ)) and of the dual
potential (Hn−ℓ−1(Y, IR/ZZ)), respectively. When lifted to subgroups of (3.27) these two
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groups do not commute, and hence electric and magnetic flux sectors cannot be simulta-
neously measured. We can quantify this as follows: If φf ∈ Hℓ−1(Y, IR/ZZ) let Uel(φf )
be the unitary operator on H whose value on He is exp
(
2πi
∫
Y
eφf
)
, and similarly for
φDf ∈ Hn−ℓ−1(Y, IR/ZZ) let Umg(φDf ) be exp
(
2πi
∫
Y
mφDf
)
on Hm. Then it follows from
(3.28) that
[Uel(φf ), Umg(φ
D
f )] = exp 2πi
∫
Y
φfβ(φ
D
f ) = exp 2πiT
(
β(φf ), β(φ
D
f )
)
. (3.29)
On the left-hand side we have a group commutator. On the right hand side β is the
Bockstein map of (2.13), and T - which is defined by the middle equality - is the pairing
Tors
(
Hℓ(Y )
)× Tors (Hn−ℓ(Y ))→ U(1) (3.30)
known as the torsion pairing or the link pairing. In topology textbooks it is shown that
this is a perfect pairing [21]. 19 Note especially that there is no factor of h¯ on the right-
hand-side of this uncertainty relation!
Despite the uncertainty relation (3.29) there is a useful simultaneous decomposition of
the Hilbert space into electric and magnetic sectors in the following sense. It follows from
the discussion around (2.24) that the cocycle defining the Heisenberg pairing in (3.27) is
equal to one on topologically trivial flat fields. Therefore we can simultaneously diagonalize
the translations by Wℓ−1(Y ) × Wn−ℓ−1(Y ). The character group is H¯n−ℓ(Y ) × H¯ℓ(Y ),
and hence we get the decomposition
H = ⊕e¯,m¯He¯,m¯ (3.31)
in harmony with (3.6).
The theory of Heisenberg representations also allows us to understand more deeply
the summand He¯,m¯. Let Heis0 denote the connected component of the identity in Heis.
We have
0→ Heis0 → Heis→ Hℓ(Y,ZZ)×Hn−ℓ(Y,ZZ)→ 0 (3.32)
19 The central fact is that Hℓ(Y,ZZ) ⊗ Hn−ℓ−1(Y, IR/ZZ) → IR/ZZ is a perfect pairing. Now
consider (2.9) and (2.13)(with ℓ→ n− ℓ). Observe that H¯n−ℓ(Y, IR)/H¯n−ℓ(Y,ZZ) ∼=Wn−ℓ−1 and
since H¯ℓ(Y ) × H¯n−ℓ−1(Y ) → ZZ is perfect we learn that Wn−ℓ−1 × H¯ℓ(Y ) → IR/ZZ is perfect.
Therefore, by (2.38) the torsion pairing is perfect.
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Now recall that each connected component of Hˇℓ(Y ) is a principal homogeneous space for
Ωℓ−1(Y )/Ωℓ−1
ZZ
(Y ), which in turn is a torus bundle over a vector space as in (2.18). Thus
we have
0→Wℓ−1(Y )×Wn−ℓ−1(Y )→ Heis0 → Heis′0 → 0 (3.33)
where Heis′0 is the Heisenberg extension of the vector space:
Ωℓ−1(Y )/Ωℓ−1d (Y )× Ωn−ℓ−1(Y )/Ωn−ℓ−1d (Y ). (3.34)
The Heisenberg group Heis′0 is the usual infinite dimensional Lie group whose Lie algebra
is formed by the commutators [A(x), E(x′)] = ih¯δ(x − x′) familiar from standard discus-
sions of the quantization of the free electromagnetic field. By the Stone-von Neumann
theorem there is a unique irreducible representation H0¯,0¯ of Heis′0. Meanwhile, as we have
said, the tori Hℓ−1(Y,ZZ) ⊗ IR/ZZ and Hn−ℓ−1(Y,ZZ) ⊗ IR/ZZ have zero pairing under the
Pontrjagin pairing and hence by Theorem 2 of §3.1 the irreducible representations of Heis0
are labelled by (e¯, m¯) ∈ H¯n−ℓ(Y ;ZZ)×H¯ℓ(Y ;ZZ). These irreducible representations are the
summands in (3.31). To be quite explicit, He¯,m¯ consists of “L2 functions” on Ωℓ−1/Ωℓ−1ZZ
with representation 20
(ρ([B] · ψ)([A]) = ψ([A+B]) [B] ∈ Ωℓ−1/Ωℓ−1
ZZ
(ρ([BD] · ψ)([A]) = e2πi
∫
Y
BD(m¯+dA)
ψ([A]) [BD] ∈ Ωn−ℓ−1/Ωn−ℓ−1
ZZ
(3.35)
which satisfy, in addition
ψ([A] + [af ]) = e
2πi
∫
Y
e¯afψ([A]) [af ] ∈ Ωℓ−1d /Ωℓ−1ZZ (3.36)
Equation (3.31) should not be construed to mean that there is no information in the
Hilbert space about the torsion fluxes. Indeed, since the pairing (3.30) is perfect we may
introduce the finite Heisenberg group
Heis(Tors(Hℓ(Y ))×Tors(Hn−ℓ(Y ))). (3.37)
We can lift elements of Tors(Hℓ(Y )) and Tors(Hn−ℓ(Y )) to flat fields, and then lift these
to the group Heis in (3.27). When acting on H0¯,0¯ the choice of lifting does not matter, and
we conclude that the summand H0¯,0¯ is naturally a representation of this finite Heisenberg
group.
20 This formula fixes some sign ambiguities we have hitherto left unspecified.
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Example
We can give a simple example already in the “physical” case of n = 3, ℓ = 2, i.e.
3 + 1-dimensional Maxwell theory. Suppose Y = S3/ZZn is any 3-dimensional Lens space.
In this case H2(Y,ZZ) = ZZn. The Heisenberg group Heis(Tors(H
2(Y ))× Tors(H2(Y ))) is
the standard extension of ZZn×ZZn by U(1). In this case we can measure magnetic flux or
electric flux, but never both simultaneously.
Remarks
1. A Gedankenexperiment. It has occasionally been suggested that the topology of our
(spatial) universe is not IR3 but rather a 3-manifold of nontrivial topology. Of the
various candidates that have been considered the simplest are the Lens spaces. See, e.g.
[33]. This raises the amusing question of whether our universe is in a state of definite
electric or magnetic flux. In such a universe the phenomenon we are discussing could in
principle be demonstrated experimentally as follows. One first adiabatically transports
an electron around a nontrivial loop, and compares the phase of the wavefunction
before and after transport. This measures the magnetic flux via the Aharonov-Bohm
phase. The universe is then in a definite state of magnetic flux. One then does the
same thing with a magnetic monopole. If one then repeats the experiment with the
electron then all possible magnetic fluxes will be measured with equal probability.
It is, of course, more interesting to find more realistic manifestations of the basic
phenomenon. One proposal for how this could be done is in [3].
2. Relation to AdS/CFT. A closely related observation to what we have explained, dis-
covered in the special case of Maxwell theory on a Lens space, was made by Gukov,
Rangamani, and Witten in [11]. The authors of [11] pointed out that it is nontrivial
to define an ’t Hooft loop for U(1) gauge theory in the presence of nontrivial topology.
In string theory, the effect we have discussed implies that the number of absorbed F1
and D1 strings in a D3 brane cannot be simultaneously measured, as required by the
AdS/CFT correspondence [11]. Recently, generalizations of this remark have been
investigated in [17][18][19].
3. ’t Hooft loops and Wilson loops. The present formalism is well-suited to discussing ’t
Hooft and Wilson loops taking into account subtleties of torsion. Let Σ ∈ Zℓ−1(Y ) be
a closed cycle. Then we can define an operator W (Σ) on the representation of (3.27)
by realizing it as H = L2(Hˇℓ(Y )) and simply using the evaluation map:
(W (Σ)ψ)([Aˇ]) := exp(2πi
∫
Σ
[Aˇ])ψ([Aˇ]) (3.38)
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The ’t Hooft loop Wd(Σd), associated to a cycle Σd ∈ Zn−ℓ−1(Y ) is defined exactly
the same way if we realize the Hilbert space as L2(Hˇn−ℓ(Y )). The two representations
are related, of course, by a formal Fourier transform. Using this one finds the action
of the ’t Hooft loop operator in the first realization is
(Wd(Σd)ψ)([Aˇ]) := ψ([Aˇ] + δˇ(Σd)) (3.39)
where δˇ(Σd) was defined in Remark 2 of §2.5. (This generalizes the original description
of ’t Hooft using singular gauge transformations.) Assuming that Σ and Σd do not
intersect the commutation relations are
Wd(Σd)W (Σ) = e
2πi〈δˇ(Σ),δˇ(Σd)〉W (Σ)Wd(Σd) (3.40)
If Σ and Σd are disjoint then we can choose nonintersecting tubular neighborhoods
around them, and find representative cocycles for δˇ(Σ) and δˇ(Σd) with support in
these neighborhoods. It follows that the pairing is in fact zero and the ’t Hooft and
Wilson loop operators in fact always commute in U(1) gauge theory:
Wd(Σd)W (Σ) =W (Σ)Wd(Σd). (3.41)
(There is a small discrepancy with [11]. The discussion in that paper did not take
account of the fact that acting by an ’t Hooft operator does not commute with restrict-
ing the domain of the wavefunction to the flat fields.) The unexponentiated Wilson
and ’t Hooft operators were considered in [34] and shown not to commute. But their
commutator is given by a Gauss linking number so that the exponentiated operators
do commute.
4. Vertex operators. In the special case of Hˇ1(S1) the Hilbert space L2(Hˇ1(S1)) is
familiar from the quantization of a periodic scalar field. In this case the “Wilson
operator” corresponding to p ∈ S1 is a vertex operator changing the momentum
by one unit, while the “’t Hooft operator” at p ∈ S1 is a vertex operator changing
winding number by one unit. The theory of ’t Hooft and Wilson loops can be viewed
as a generalization of the vertex operator calculus.
5. Quite generally, if G′ ⊂ G is a normal subgroup then G′′ = G/G′ acts on Irrep(G′),
the set of isomorphism classes of irreducible representations of G′. (Lift elements of
G′′ to G. Conjugation by these elements induces an automorphism of G′ which acts on
the representations of G′.) Apply this to G′ = Heis0 and Irrep(G′) = H¯n−ℓ(Y ;ZZ)×
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H¯ℓ(Y ;ZZ). The action of (e,m) ∈ G′′ on (e¯1, m¯1) ∈ Irrep(G′) is (e¯1, m¯1) → (e¯1 +
(−1)n−ℓ2e¯, m¯1 − 2m¯). Note that the torsion information in (e,m) drops out.
6. Refinements of the grading. One can give a finer grading than (3.31). One need only
choose a maximal commutative subgroup of the Heisenberg group. Thus, for example,
choosing Hℓ−1(Y )⊗IR/ZZ×Hn−ℓ−1(Y, IR/ZZ) one can grade the Hilbert space by pairs
(e¯, m). As we explain in the following remark, this grading is natural if we formulate
the Hilbert space in terms of wavefunctions ψ([Aˇ]). Nevertheless, there is no natural
“largest abelian subgroup,” so the natural grading is (3.31).
6. The quantum Gauss law. The quantization of electric flux can be understood from
another point of view. We work in a definite component of magnetic flux m ∈ Hℓ(Y ),
and represent the gauge field by A ∈ Ωℓ−1(Y ), for example, by means of a basepoint as
in (2.17). Let us denote the generator of translations A→ A+ω by G(ω) = 2πi ∫ ωPˆ,
where Pˆ is an operator valued in Ωn−ℓ(Y ). The quantum mechanical Gauss law,
which states that the physical wavefunction must be gauge invariant, is
exp
(
2πi
∫
Y
ωPˆ
)
ψ = ψ ∀ω ∈ Ωℓ−1
ZZ
(Y ) (3.42)
The spectrum of the operator Pˆ is therefore in Ωn−ℓ
ZZ
(Y ). In particular the Hilbert
space is graded by (e¯, m) ∈ H¯n−ℓ(Y,ZZ)×Hℓ(Y,ZZ). Heuristically, we may think of Pˆ
as the fieldstrength of the electric flux Eˇ defined in (3.7).
7. The semiclassical limit. In the classical theory the equation of motion is
d
(
2πR2 ∗ F ) = 0
where ∗ is Hodge star on M . It follows that the spatial components (∗F )Y are closed,
and the equation of motion shows that d
dt
(∗F )Y is exact. Thus [(∗F )Y ] ∈ Hn−ℓDR (Y )
is a conserved quantity, but it is not quantized in the classical theory. Indeed, [∗F ]
obviously cannot be quantized since it varies continuously with the metric. How-
ever, in the Legendre transform to the Hamiltonian formalism the momentum is
Π = 2πR2(∗F )Y ∈ Ωn−ℓ(Y ). Semiclassically, −ih¯ δδA → Π and therefore in the semi-
classical limit there is a correspondence between the generator of translations with
∗F , or, more precisely, as h¯→ 0,
Pˆ → R
2
h¯
(∗F )|Y . (3.43)
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This means that, semiclassically, the quanta of [(∗F )Y ] are proportional to h¯ (and
depend on the metric), but have a discrete spectrum. It is only in this sense that [∗F ]
is quantized in the semiclassical theory. There is an uncertainty relation between the
topologically trivial flat fields and the cohomology class [(∗F )Y ], which can be made
arbitrarily small for h¯ → 0. However, there is no tunable h¯ for the pairing between
the topologically nontrivial flat fields. Put differently, the basic pairing (3.28) which
we use to define the Heisenberg group does not admit continuous deformations, unlike
the symplectic form on a vector space. Another aspect of the semiclassical limit is
that it can be equivalent to the large distance limit. Note that a constant conformal
scaling of the background metric g → Ω2g is equivalent to a scaling h¯ → h¯Ω2ℓ−n so
for ℓ < 1
2
n scaling the metric up is equivalent to the semiclassical limit. Therefore,
the noncommutativity of electric and magnetic flux sectors is a quantum effect which
cannot be suppressed by taking the limit of large distances: It is a “macroscopic”
quantum effect. A final aspect of the semiclassical limit that deserves attention is that
the limit is best taken with coherent states. These will have Gaussian wavefunctions
in A and hence will be linear combinations of plane wave states of definite electric
flux.
4. The self-dual field
In the previous section we defined the Hilbert space of generalized Maxwell theory in
terms of the unique irreducible representation of (3.27). This viewpoint has the elegant
property that it is a manifestly electric-magnetic dual formulation. This viewpoint also
allows us to give a very crisp formulation of the Hilbert space of a self-dual field. For other
descriptions of the Hamiltonian quantization of the self-dual field see [35][36] and references
therein. Our discussion differs significantly from previous treatments. In particular, in
part because the phase space is disconnected, the standard principles of quantization are
insufficient to give a complete definition of the quantum theory. We thus are forced to
invent some new rules. Further justification that our definition fits into a coherent physical
picture compatible with known results on the partition function of self-dual fields is left
for the future.
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Suppose dimY = 2p−1. We can then consider imposing the (anti)-self-dual constraint
F = ±∗F on the p-form fieldstrength, where ∗ is the Hodge operator in the 2p-dimensional
spacetime. 21
Two heuristic arguments suggest that the quantization of the (anti)-self-dual field
should be based on the definition of a Heisenberg extension of a single copy of Hˇp(Y ).
First, the two factors
Hˇℓ(Y )× Hˇn−ℓ(Y ) (4.1)
from which we form our Heisenberg group for the nonself-dual field represent translations
in the field and the dual field, respectively. When n = 2p, ℓ = p we might expect the
translations by self-dual fields to be the diagonal subgroup, consisting of elements lift-
ing (χ, χ). Similarly, we might expect the translations by the anti-self-dual fields to be
translation by the subgroup defined by (χ, χ), where the bar denotes complex conjugation.
Heuristically, the wavefunction of a self-dual field should be “invariant” (perhaps up to a
phase) under translation by an anti-self-dual field. Roughly speaking, the quotient of (4.1)
for n = 2p, ℓ = p by the anti-diagonal leaves a single copy of Hˇp(Y ). In §4.1 we will see
this intuition is only roughly correct, but it gives the right idea.
A second line of thought which leads to the same idea is to note that, due to the
self-duality equations, the phase space of a self-dual field, that is, the space of gauge-
inequivalent solutions of the equations of motion may be identified with Hˇp(Y ). 22 This
manifold is a Poisson manifold and we wish to quantize it.
21 In Minkowskian signature we must have p = 1mod2 so that ∗2 = 1. In physical applications
with Minkowskian signature one often imposes self-duality constraints where p = 0mod2 and
the fieldstrengths are valued in a symplectic vector space. After all, one could always perform
a Kaluza-Klein reduction from a theory in 2p1 dimensions to a theory in 2p2 dimensions where
p1 > p2. If p1 is odd and p2 is even then we will encounter self-dual theories of this type. This
is in fact what happens in certain supergravities. For example, if the type IIB string is reduced
on a Calabi-Yau manifold Z then the 4-dimensional theory has a self-dual abelian gauge theory
with F valued in H3(Z; IR). For simplicity, we will simply take p odd in what follows. A general
framework for a self-dual field is described in [1].
22 This is to be contrasted with the nonself-dual field, where the phase space is T ∗Hˇℓ(Y ), and
not Hˇℓ(Y ) × Hˇn−ℓ(Y ). The two spaces are very similar but are definitely different. Thus, the
phase space of the non-self-dual field does not decompose as a product of phase-spaces for the
self-dual and anti-self-dual fields.
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With this motivation, let us try to define a Heisenberg extension of Hˇp(Y ) in the case
where p = 2k + 1 is odd (so dimM = 4k + 2). The natural guess is that we should take
the commutator function to be the pairing of Poincare´ duality:
strial([Aˇ1], [Aˇ2]) = exp 2πi〈[Aˇ1], [Aˇ2]〉. (4.2)
In terms of topologically trivial fields, we may write:
strial([A1], [A2]) = exp
(
2πi
∫
Y
A1dA2
)
. (4.3)
Because the product (2.22) is graded commutative it follows that strial is skew, and Poincare´
duality implies that it is nondegenerate. However, as we saw in §3.1 a commutator function
must also be alternating, i.e. s([Aˇ], [Aˇ]) = 1 for all [Aˇ]. Because the product is graded
[Aˇ] ⋆ [Aˇ] = −[Aˇ] ⋆ [Aˇ] and this only suffices to show that [Aˇ] ⋆ [Aˇ] is two-torsion. In fact, it
turns out that strial is not alternating! Rather, one can show [31] that
strial([Aˇ], [Aˇ]) = (−1)
∫
Y
ν2k⌣a (4.4)
where ν2k is a characteristic class of Y , valued in H
2k(Y,ZZ2), known as the Wu class. In
general the Wu classes can be written as polynomial expressions in the Stiefel-Whitney
classes wi(TY ). For an oriented manifold the first few Wu classes are
ν0 = 1
ν2 = w2
ν4 = w4 + w
2
2 .
(4.5)
In order to produce a commutator function we introduce a ZZ2-grading, that is, a
homomorphism ǫ : Hˇp(Y )→ ZZ2. We define
ǫ([Aˇ]) =
{
0
∫
a ⌣ ν2k = 0mod 2
1
∫
a ⌣ ν2k = 1mod 2
(4.6)
and then define the commutator function
s([Aˇ], [Aˇ′]) := exp 2πi
[〈[Aˇ], [Aˇ′]〉 − 1
2
ǫ([Aˇ])ǫ([Aˇ′])
]
. (4.7)
One may check this is skew, alternating, and nondegenerate. In this way we define a
Heisenberg group extension of Hˇp(Y ), denoted HeisSD. Similarly, the anti-self-dual group
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HeisASD is obtained by replacing s → s−1. Note that the Heisenberg group we have
obtained is in fact ZZ2-graded, in the sense that there is a homomorphism ǫ : HeisSD → ZZ2.
We can now invoke the essential uniqueness of the irreducible ZZ2-graded representation
of the ZZ2-graded Heisenberg group.
23 By this we mean that the representation space H
is ZZ2 graded and that the representation is compatible with the ZZ2 grading on End(H).
The groups HeisSD,HeisASD have unique irreducible representations HSD and HASD,
respectively. We will take these as the definitions of the Hilbert spaces of the self-dual and
anti-self-dual fields.
Example The first example, p = 1 is already somewhat nontrivial. This is the case of
the self-dual scalar field. L2(Hˇ1) is the standard Hilbert space of the non-selfdual scalar
field, and represents Heis(Hˇ1× Hˇ1). On the other hand, Heis(Hˇ1) is nothing other than a
central extension of the loop group LT, which is studied as an ungraded central extension
in [37][38]. In this case the Wu class is ν0 = 1 and hence, referring to the decomposition
(2.21), we have the degree
ǫ(ϕ) =
{
0 w = 0 mod2
1 w = 1 mod2
(4.8)
It follows from (2.39) that
s(ϕ1, ϕ2) = exp 2πi
(
1
2
∫ 1
0
(
φ1
dφ2
ds
− φ2 dφ
1
ds
)
+
1
2
(φ1(0)w2 − φ2(0)w1)
)
(4.9)
Here we have used∫ 1
0
φ1
dφ2
ds
ds−w1φ2(0)− 1
2
w1w2 =
1
2
∫ 1
0
(
φ1
dφ2
ds
−φ2 dφ
1
ds
)
+
1
2
(φ1(0)w2−φ2(0)w1). (4.10)
Substituting the explicit decomposition (2.21) we have
s(ϕ1, ϕ2) = φ10w
2 − φ20w1 + 2πi
∑
n6=0
1
n
φ1nφ¯
2
n. (4.11)
Thus we recognize the level one central extension of the loop group. Note that the winding
number and the zeromode are paired by the standard Pontrjagin dual pairing of T with
ZZ.
The representation of the oscillator modes is straightforward. As for the zero-modes
the Heisenberg group extension of T × ZZ has the representation L2(T) ∼= L2(ZZ). Note
23 We say “essential” because one must choose a polarization. The theorems of §3.1 are easily
extended to the ZZ2-graded case.
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that, according to (4.10) the operators e2πiwφ(θ) anticommute for odd winding number.
This is, of course, the correct answer, since the 1 + 1 dimensional self-dual scalar field is
equivalent to a free fermion. The natural ZZ-grading on L2(ZZ) is the grading by fermion
number.
Remarks
1. As this example shows, in forming the “level one” Heisenberg group and its repre-
sentations one must introduce extra structures. While the ZZ2-graded irrep is unique
up to isomorphism, there are choices in defining an explicit representation, and these
choices affect, for example, the Hamiltonian. In the case p = 1 one must introduce
a spin structure. The higher dimensional case requires the introduction of a general-
ization of a spin structure, in keeping with the discussion in [39][8][23]. We hope to
return to this rather subtle issue elsewhere.
2. In a recent preprint [40] central extensions of Hˇ2k+1(Y ) for dimY = 4k+ 2 and their
representations were independently considered. These representations are at “level
two” and involve slightly degenerate Heisenberg groups, and should be distinguished
from the “level one” representations needed for the self-dual field.
3. Note in particular that the above discussion shows that vertex operators in self-dual
theories in higher dimensions will sometimes be fermionic. This is natural since the
compactification of a self-dual theory from 4k + 2 dimensions to 2 dimensions along
a 4k-manifold will be a chiral conformal field theory. The parity of vertex operators
will be related to the intersection form on the 4k-manifold. As an example consider
the self-dual field in six dimensions on Y = S1×K, where K is a compact 4-manifold
with b1 = b3 = 0 and no torsion in its cohomology. Then the flat fields H2(Y, IR/ZZ)
lift to a commutative subgroup of Heis(Hˇ3(Y )) and hence we can decompose H =
⊕x∈H2(K,ZZ)Hx where Hx is the sector with eigenvalue xdθ. The decomposition into
even and odd sectors is
H+ = ⊕x2=0mod 2Hx H− = ⊕x2=1mod 2Hx (4.12)
This example is related to the discussion in [41].
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4.1. Relating the self-dual field to the non-self-dual field in (4k + 2)-dimensions
When working with fieldstrengths, or with oscillator modes, it is rather straightforward
to decompose the nonself-dual field into a theory of self-dual and anti-self-dual fields.
However, when one takes into account nontrivial topology the situation becomes quite
subtle. The formulation of the selfdual field is already rather delicate (but well-known) for
the case of the periodic scalar field (k = 0). We will now show how chiral splitting fits into
our formalism, and how that may be used to approach the theory of the self-dual field.
Quite generally, if S is a locally compact abelian group, with a nondegenerate Heisen-
berg extension S˜ then there is an S˜ × S˜ equivariant isomorphism
L2(S) ∼= H∗ ⊗H (4.13)
where H is the Heisenberg representation of S˜. (See [32] Proposition 1.6 for a clear expla-
nation of this.) This is not the chiral splitting of the nonself-dual Hilbert space but it is
related to it. In order to explain chiral splitting we must generalize (4.13) somewhat. Let
us identify S with its Pontrjagin dual Sˆ by a perfect pairing 〈·, ·〉. Then, on the irrep of
Heis(S × S), realized as L2(S), we may define translation and multiplication operators
(Taψ)(b) := ψ(b+ a)
(Maψ)(b) := e
2πi〈b,a〉ψ(b).
(4.14)
For any pair of integers k, l ∈ ZZ the operators
ρk,l(a) := TkaMla (4.15)
define a “level” 2kl representation of Heis(S). That is ρk,l represent a central extension of
S with commutator function
sk,l(a, b) = e
2πi2kl〈a,b〉. (4.16)
Let us denote by Gk,l the group of operators on L2(S) generated by ρk,l. Then the groups
Gk,l and Gk′,l′ are in each others commutant if kl′ + k′l = 0. In particular Gk,l and Gk,−l
commute. The Hilbert space H may be decomposed into irreducible representations of
Gk,l × Gk,−l.
Let us now consider the case S = Hˇ2k+1(Y ). 24 The groups Gk,l are groups of vertex
operators forming a level 2kl extension of Hˇ2k+1(Y ). In general these vertex operators
24 Once again, this group is not locally compact, but we believe the following considerations
can be made rigorous.
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have nothing to do with the self-dual and anti-selfdual degrees of freedom. However, in
special circumstances they are related to self-dual and anti-selfdual degrees of freedom.
In order to explain the chiral splitting it is necessary to consider the dynamics of the
fields. In general the nonself-dual field with action (3.1) has a phase space T ∗Hˇℓ(Y ) with
its canonical symplectic structure. We may identify a cotangent vector with an element
of Ωn−ℓd (Y ) and we will denote it by Π. Assuming a product metric on M = Y × IR, the
Hamiltonian is (Hodge ∗ here and below refers to the metric on Y ):
H =
∫
Y
1
4πR2
Π ∗Π+ πR2F ∗ F. (4.17)
The equations of motion are
d
dt
[Aˇ] =
1
2πR2
∗Π
∗ d
dt
Π = −2πR2d†F.
(4.18)
(In the first equation ddt [Aˇ] denotes the tangent vector to the curve.) Upon quantization
these become operator equations in the Heisenberg picture.
When ℓ = 2k + 1, n = 4k + 2 the wave operator splits as
∂2t + d
†d = (∂t − ∗d)(∂t + ∗d) (4.19)
Note that ∗d : Ω2k(Y ) → Ω2k(Y ). Moreover, this operator has a purely imaginary spec-
trum since d† = − ∗ d∗. We can decompose tangent vectors δA to solutions of the equa-
tions of motion into self-dual (“left-moving”) and anti-self-dual (“right-moving”) parts
δA = δAL + δAR where
(∂t − ∗d)δAL = 0
(∂t + ∗d)δAR = 0
(4.20)
From the Hamiltonian equations of motion it follows that
Π = 2πR2 ∗ d
dt
A = 2πR2(dAL − dAR). (4.21)
Let us now consider the subgroups of operators Gq,p acting on L2(Hˇ2k+1(Y )). In
particular, let us focus on the vertex operators ρq,p([A0]) where [A0] is topologically trivial.
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It is straightforward to show that 25
ρq,p([A0]) = exp 2πi
[∫
Y
A0
{(
h¯−1R2q − p)dAL − (h¯−1R2q + p)dAR}
]
(4.22)
Thus, when
R2 =
p
q
h¯ (4.23)
the vertex operators in the level 2pq extension Gq,p are right-moving, or anti-chiral.
Similarly, Gq,−p are left-moving, or chiral. Moreover, Gq,p × Gq,−p is of finite index in
Heis(Hˇ2k+1(Y )× Hˇ2k+1(Y )). Therefore, the Hilbert space of the nonself-dual field will be
decomposed into a finite sum of irreducible representations of this subgroup.
The center of Gq,p is U(1) × T2pq where T2pq is the set of 2pq-torsion points in
H2k(Y, IR/ZZ). We wish to represent the U(1) canonically. Thus, by theorem 2 of §3.1
the group of irreps is the finite group Tˆ2pq. Accordingly, the chiral decomposition of the
Hilbert space takes the form
H = ⊕α,βNαβH∗α ⊗Hβ (4.24)
where α, β run over Tˆ2pq, and Nαβ accounts for degeneracies.
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The Hamiltonian evolution likewise splits. Let ωi, i = 1, . . . , b2k+1(Y ) be a basis of
H2k+1(Y ) with integral periods. Then we split the fields into zeromodes and oscillator
modes as
Π = ωipi +Πosc
F = ωiwi + Fosc
(4.25)
where wi are integral and pi = 2πh¯ni, with ni integral. Then the Hamiltonian is H =
HL +HR where
HL =
π
2
R2
(
wi +
h¯
R2
ni
)(
wj +
h¯
R2
nj
)
gij +HL,osc
HR =
π
2
R2
(
wi − h¯
R2
ni
)(
wj − h¯
R2
nj
)
gij +HR,osc
(4.26)
25 In fact, we conjecture that by broadening the geometrical interpretation of Aˇ we can define
operators AˇL, AˇR such that the general vertex operator is
ρq,p([Aˇ0]) = exp 2πi
[(
h¯−1R2q − p
)
〈Aˇ0, AˇL〉 −
(
h¯−1R2q + p
)
〈Aˇ0, AˇR〉
]
26 From the example of the the scalar field we know that Nαβ depends on the factorization of
the integer K = 2pq.
38
where gij =
∫
Y
ωi ∗ ωj.
For completeness we give the expressions for the Hamiltonians in oscillator modes. Let
{λn} be the spectrum of d†d on Imd† ⊂ Ω2k(Y ). Each eigenvalue is (generically) two-fold
degenerate. We can introduce complex eigenmodes diagonalizing ∗d,
∗de+n = i
√
λne
+
n ∗ de−n = −i
√
λne
−
n (4.27)
with
∫
Y
e+n ∗ e−m = λ−1/2n δn,m and the other overlap integrals vanishing. Then the usual
oscillator expansions are:
AL,osc =
1√
4πR2
∞∑
n=1
ei
√
λnte+n an + e
−i√λnte−n a
†
n
AR,osc =
1√
4πR2
∞∑
n=1
ei
√
λnte−n a˜n + e
−i√λnte+n a˜
†
n
(4.28)
With [a†n, an] = h¯δn,m, etc. and
Hosc =
∞∑
n=1
√
λn(a
†
nan + a˜
†
na˜n). (4.29)
The above discussion generalizes the well-known chiral splitting of the Gaussian model
at the rational conformal field theory points. However, to define the theory of a self-dual
scalar we must go further. When p = 2, q = 1, i.e. R2 = 2h¯, (or by (3.3), when R2 = 12 h¯)
we can define the self-dual theory by taking a double cover of the “target space” U(1).
This defines a level one extension of Hˇ2k+1(Y ), which is the desired level for the theory of
a self-dual field.
Let us recall the well-known case of k = 0. The radius R2 = 2h¯ (equivalently R2 = h¯
2
) is known as the free fermion radius, 27 and the theory of the self-dual field is equivalent
to the theory of a chiral (Weyl) fermion. From this point of view, the dependence of
the theory on spin structure is obvious. The four irreducible representations of the chiral
algebra at level four are associated with the chiral vertex operators 1, e±
i
2
φ, eiφ where we
normalize φ so that eiφ is the chiral fermion. The Neveu-Schwarz sector of the fermion is
HNS = H1 ⊕Heiφ (4.30)
27 Note, in particular, that the theory of a self-dual field is not obtained by factorizing the
theory at the self-dual radius!
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where the summands on the right hand side of (4.30) are ZZ2 even and odd, respectively.
Similarly, the Ramond sector is
HR = H
e
i
2
φ ⊕He− i2φ (4.31)
where again the two summands are even and odd, respectively.
We end this section with a conjecture. We conjecture that the example of the self-dual
field in 1 + 1 dimensions generalizes to k > 0 as follows: The selfdual theory is obtained
by “factorizing” the nonself-dual theory at R2 = 2h¯, or, equivalently, at R2 = h¯2 . (Note
this is precisely the normalization occuring in the Lagrangian in [39].) When R2 = 2h¯
the group G1,2 at level four has irreducible representations labelled by the Pontrjagin dual
Tˆ4 of T4 ⊂ H2k(Y, IR/ZZ). The vertex operators TAˇ1MAˇ2 admit a formal decomposition
into a product of chiral and anti-chiral parts. Roughly speaking we would like to use the
chiral parts of these vertex operators to define the vertex operators of the self-dual theory.
The fusion rules of the nonself-dual theory are simply given by the abelian group law on
Tˆ4. Therefore, the operators associated to the elements of Tˆ4 of order two form a closed
subalgebra. By general principles of conformal field field theory there is a state-operator
correspondence. Therefore, we conjecture that the “chiral algebra” of the self-dual theory
may be identified with ⊕Hα where the sum runs over the elements in (Tˆ4) of order 2.
Denote this group by (Tˆ4)2. The analog of NS and R representations - i.e. the “spin
representations” - are then labelled by Tˆ4/(Tˆ4)2. This group may be identified with 2-
torsion elements of H2k(Y ;ZZ) ⊗ IR/ZZ. From (4.26) the Hamiltonian will be (up to a
Casimir shift in the energy)
HSD = h¯π(ni + θi)(nj + θj)g
ij +
∑√
λna
†
nan (4.32)
where θ ∈ H2k+1 has half-integer periods and projects to the corresponding 2-torsion
element in H2k(Y ;ZZ)⊗ IR/ZZ.
5. Ramond-Ramond fields and K-theory
In this section we consider the implications of the above results for type II string
theory. 28 The RR fields of type II string theory are classified topologically by (twisted)
28 A related discussion of the Hilbert space and its conserved charges, starting with an action
principle for type II RR fields, and carefully deriving the Hamiltonian formulation of the theory
from Legendre transformation is being carried out in joint work with D. Belov and will appear
elsewhere [2].
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K-theory, and hence it is generally assumed that on IR×Y where Y is a compact 9-manifold
the Hilbert space is likewise graded by K-theory:
H ?= ⊕x∈Kǫ,B(Y ) Hx (5.1)
where ǫ = 0 for IIA and ǫ = 1 for IIB theory, and B is the twisting. The K-theory
element x encodes both the electric and the magnetic fluxes, and hence the considerations
of this paper strongly suggest that this naive statement must be corrected.
The gauge invariant classes of RR fields are identified with elements of twisted differ-
ential K-theory, Kˇǫ,Bˇ(Y ). We will denote RR fields in this group as [Cˇ]. Here the twisting
is by a “B-field,” regarded 29 as an element [Bˇ] ∈ Hˇ3(Y ). We denote its characteristic
class by h ∈ H3(Y,ZZ) and its fieldstrength by H ∈ Ω3
ZZ
(Y ).
The precise definition of Kˇǫ,Bˇ(M), for any manifoldM , can be found in [9][8] (for the
untwisted case. See also appendix A.). It satisfies properties closely analogous to those of
differential cohomology. First of all we have a characteristic class map
Kˇǫ,Bˇ(M)→ Kǫ,B(M) (5.2)
mapping to ordinary twisted K-theory. Here B is a cocycle for h derived from a differential
cocycle Bˇ. In order to define the fieldstrength map we need some notation. Let R =
IR[u, u−1] be a graded ring where u is the inverse Bott element of degree 2. Let dH :=
d−u−1H be the twisted DeRham differential of degree 1. The space of dH -closed differential
forms of total degree j is denoted
Ω(M ;R)jdH . (5.3)
In physics, an element of this space is the total fieldstrength. For example, if j = 0, as in
IIA theory,
F = F0 + u
−1F2 + u−2F4 + u−3F6 + u−4F8 + u−5F10 (5.4)
and dHF = 0 is the standard supergravity Bianchi identity.
30 In order to state the analog
of (2.10) we note that in twisted K-theory there is an analog of the Chern character map:
chB : K
ǫ,B(M)→ HǫdH (M) (5.5)
29 A subtle point is that the group Kˇǫ,Bˇ(Y ) depends on the choice of “cocycle” Bˇ, but the
isomorphism class of this group only depends on [Bˇ]. That is, automorphisms of Bˇ act nontrivially
on Kˇǫ,Bˇ(Y ). Similarly, in the topological case, if B denotes a cocycle representing h, then we
write Kǫ,B(M) for the twisted K-theory.
30 In the supergravity literature one often finds the notation F˜ reserved for the fieldstrength
we have used. We will not try to introduce a second fieldstrength, closed under d. This is an
unnatural (albeit common) maneuver.
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(here ǫ is a ZZ2-grading. H
ǫ denotes the even/odd cohomology for ǫ = 0/1). This Chern
character was defined in [42][43][44], and is briefly recalled in appendix A. The Dirac
quantization law on the fluxes is [45][46][9][47]
[F ]dH = chB(x)
√
Aˆ. (5.6)
for some x ∈ Kǫ,B(M). This is the analog of (2.10). We denote by
Ω(M ;R)jdH ,ZZ (5.7)
the subspace of (5.3) whose periods are quantized according to (5.6).
As before, the differential K-theory is an extension of the setwise fiber product
Rj = {(F, x) : chB(x)
√
Aˆ = [F ]dH} ⊂ Ω(M ;R)jdH,ZZ ×Kj,B(M) (5.8)
by the torus of topologically trivial flat RR fields:
0→ Kj−1,B(Y )⊗ IR/ZZ → Kˇj,Bˇ(Y )→ Rj → 0. (5.9)
As before there are two exact sequences, analogous to (2.12) and (2.15):
0→
flat︷ ︸︸ ︷
Kℓ−1,B(M ; IR/ZZ)→ Kˇℓ,Bˇ(M)→ Ω(M ;R)ℓdH ,ZZ → 0 (5.10)
0→ Ω(M ;R)ℓ−1/Ω(M ;R)ℓ−1dH,ZZ︸ ︷︷ ︸
Topologically trivial
→ Kˇℓ,Bˇ(M)→ Kℓ,B(M)→ 0 (5.11)
Note that it follows easily from the sequences that
Kˇ0(pt) = ZZ Kˇ−1(pt) = Kˇ+1(pt) = IR/ZZ. (5.12)
There is a periodicity Kˇℓ+2(M) ∼= Kˇℓ(M).
In the application to the RR field, topologically trivial fields are denoted by [C]
where C ∈ Ω1/0(M ;R), in the IIA/IIB cases, and C is globally well-defined. The gauge
invariance is C → C+ω where dHω = 0, and moreover ω satisfies a quantization condition:
ω ∈ Ω(M ;R)1/0dH,ZZ. The fieldstrength of a topologically trivial field is F ([C]) = dHC. The
flat RR fields are Kǫ(M ; IR/ZZ) where ǫ = −1 for IIA and ǫ = 0 for IIB. This is again a
compact abelian group and is a sum of tori:
0→Wǫ(M)→ Kǫ(M ; IR/ZZ)→ TorsKǫ+1(M)→ 0 (5.13)
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whereWǫ(M) = Hǫ(M ; IR)/Λ and where Λ is a full lattice given by the image of the Chern
character.
As in the differential cohomology case there is a product
Kˇℓ1,Bˇ1(M)× Kˇℓ2,Bˇ2(M)→ Kˇℓ1+ℓ2,Bˇ1+Bˇ2(M) (5.14)
such that
[C1] ⋆ [Cˇ2] = [C1 ∧ F (Cˇ2)]. (5.15)
As we mentioned in §2.4 by general principles for M compact and Kˇ-oriented there
is an integral 31 ∫ Kˇ
M
: Kˇℓ(M)→ Kˇℓ−n(M). (5.16)
For topologically trivial fields: ∫ Kˇ
M
[C] = u[n/2]
∫
M
C modZZ (5.17)
where dimM = n.
Thus far, the discussion has been completely parallel to that for the generalized
Maxwell field. Now, however, we must take into account that the RR field is self-dual.
Here we will simply argue by analogy with the formulation of the self-dual field discussed
in §4.
The key will be to introduce a perfect pairing on Kˇǫ,Bˇ(Y ), where Y is the spatial
slice. In this case the integral is valued in:∫ Kˇ
Y
: Kˇ0(Y )→ Kˇ−9(pt) ∼= Kˇ−1(pt) ∼= IR/ZZ (5.18)
and we can therefore define a pairing:
〈[Cˇ1], [Cˇ2]〉 :=
∫ Kˇ
Y
[Cˇ1] ⋆ [Cˇ2]. (5.19)
Here y¯ denotes the “complex conjugate” of y. This is an automorphism of Kˇǫ,Bˇ(Y ) which
takes the characteristic class to its complex conjugate, acts on the fieldstrength by u→ −u,
and reverses the twisting Bˇ → −Bˇ. We now have a key
31 We won’t give a precise definition of a Kˇ-orientation, which can be found in [8]. If M is a
Riemannian spinc manifold then it admits a Kˇ-orientation, the obstruction being W3.
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Theorem Let Y be odd-dimensional, compact, and Kˇ-oriented. Then
Kˇℓ,Bˇ(Y )× Kˇℓ,Bˇ(Y )→ U(1) (5.20)
defined by (5.19) is a perfect pairing. 32
As in the case of differential cohomology this can be justified by considering the two
exact sequences (5.10) and (5.11). For example, in the case of ℓ = 0 (type IIA) we have a
perfect pairing
Ω(Y ;R)0dH ,ZZ ×
(
Ω(Y ;R)1/Ω(Y ;R)1dH ,ZZ
)
→ U(1) (5.21)
given by
(F, c′)→ exp[2πi
∫
Y
F ∧ c¯′] (5.22)
On the other hand, there is a standard perfect pairing (see remark 1 below):
K0(Y )×K−1(Y, IR/ZZ)→ U(1) (5.23)
In the IIB theory we exchange gradings 0,−1 above. ♠
When dimY = 3mod4 the pairing (5.19) is symmetric, and when dimY = 1mod4 (in
particular, when dimY = 9) the pairing is antisymmetric. This is easily seen at the level
of topologically trivial fields where the pairing is simply
exp
(
2πi
∫
cdHc′
)
. (5.24)
As in §4 we introduce a trial pairing:
strial([Cˇ1], [Cˇ2]) = exp 2πi〈[Cˇ1], [Cˇ2]〉 (5.25)
This is skew, but in general it is not alternating. (An example where it is not alternating
can be given using remark 3 below.) As before we define a degree ǫ([Cˇ]) ∈ {0, 1} by
〈[Cˇ], [Cˇ]〉 = 1
2
ǫ([Cˇ]) (5.26)
The degree is defined modulo two and only depends on the characteristic class. That is,
it is an element of Hom(Kℓ(Y ),ZZ2).
33 We can therefore define a ZZ2-graded Heisenberg
group (up to noncanonical isomorphism) by
s([Cˇ1], [Cˇ2]) = exp 2πi
(
〈[Cˇ1], [Cˇ2]〉 − 1
2
ǫ([Cˇ1])ǫ([Cˇ2])
)
(5.27)
32 The remarks concerning distributions in footnote 14 again apply here.
33 The degree can be identified with the mod-two index of the 9-dimensional Dirac operator
coupled to x⊗ x¯.
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This Heisenberg extension has, (up to noncanonical isomorphism) a unique irreducible
ZZ2-graded representation. Thus we take as definition:
Definition The Hilbert space of the RR field HRR is the unique ZZ2-graded irrep of
Heis(Kˇǫ,Bˇ(Y )) defined by (5.27) where ǫ = 0, 1 for IIA,IIB.
Now we can return to the issues raised in the introduction. The hypothetical grading of
HRR by topological sectors x ∈ Kǫ,B(Y ) would be the grading induced by diagonalizing the
translation by the flat RR fields Kǫ−1,B(Y, IR/ZZ). However, elements in this group do not
commute in the Heisenberg extension of Kˇǫ,Bˇ(Y ). As in the case of differential cohomology,
the cocycle pairs trivially on topologically trivial flat fields (this follows from (5.21)(5.22)).
In this way we arrive at (1.2). Moreover, as in the case of differential cohomology, the
pairing on Kǫ−1,B(Y, IR/ZZ) descends to the torsion pairing on Tors(Kǫ,B(Y )), and this is
known to be a perfect pairing. For more details see [48] and Appendix B of [1].
Remarks
1. The torsion pairing in K-theory. The pairing
TorsKǫ,B(Y )× TorsKǫ,B(Y )→ U(1) (5.28)
is defined as usual by multiplication and integration. The product lives in TorsK0(Y )
so the main task is to understand the K-theory integral
∫K
Y
: Tors(K0(Y )) → IR/ZZ.
This can be constructed as follows: If x = [E − N ] is torsion (where N is the rank
of E and also stands for the trivial bundle of rank N) then for some k there is an
isomorphism ψ : E⊕k → kN . Choose any connection ∇ on E and let ∇0 denote the
trivial connection with zero holonomy. Then we define∫ K
x := η( /D∇)− η( /D∇0)−
1
k
∫
Y
CS(ψ∗(∇⊕k),∇⊕k0 )Aˆ(Y ) modZZ (5.29)
where η is the eta-invariant of Atiyah-Patodi-Singer. The expression on the right-hand
side is independent of the choice of E, k, ψ,∇ and the metric used to define η.
2. As a simple example let us consider Y = Lk×S6 where Lk is a three-dimensional Lens
space. Then Tors(K0(Y )) = ZZk ⊕ ZZk. Natural generators are given by L − 1, where
L → Lk is the line bundle whose first Chern class generates H2(Lk), and (L− 1)⊗E,
where E → S6 has index 1 and rank 0. Physically, these may be thought of as classes
of the RR 2-form and 8-form fieldstrength, respectively. We have seen that in the
quantum theory one cannot simultaneously specify these two components!
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3. As a more elaborate example, consider Y = S2n+1/ZZq where ZZq acts on the unit
sphere in Cn+1 by multiplication by e2πi/q. Then we have [49]
K0(S2n+1/ZZq) = ZZ+ (ZZqs+1)
r + (ZZqs)
q−r−1 (5.30)
where n = s(q−1)+r, 0 ≤ r < q−1. Let σ = H−1 be the pullback fromCPn. Then
σ, σ2, . . . , σq−1 generate the (q − 1) factors. We may apply this to n = 4 to obtain
various examples of nontrivial Heisenberg groups.
4. In type I string theory the space of “RR fields” is a torsor for KˇO
−1
(M) (the field
itself should be viewed as a trivialization of a background magnetic current: see
[9]). The fieldstrength is obtained by replacing R→ IR[u2, u−2], and the structure of
KˇO
−1
(M) then follows the same pattern as (5.10)(5.11). It would be very worthwhile
to investigate the properties of the relevant Heisenberg groups for general orientifolds
of type IIB strings.
6. Generalized Maxwell theory with a Chern-Simons term
One important way to modify generalized Maxwell theory is by adding a Chern-Simons
like term. In this section we consider the case of odd-dimensional Maxwell-Chern-Simons
theory from the viewpoint of the present paper. We will see that this modification has
dramatic consequences for the grading of the Hilbert space by flux sectors.
The action for odd-dimensional Maxwell-Chern-Simons theory is:
S = πR2
∫
Y×IR
F ∗ F + 2πk
∫ Hˇ
Y×IR
[Aˇ] ⋆ [Aˇ] (6.1)
Here dimY = 2p and [Aˇ] ∈ Hˇp+1(M), k is an integer, and we assume p is odd. 34
In the Hamiltonian framework, where we consider a path integral with boundary Y
(at fixed time), the Chern-Simons term should be interpreted as a section of a line bundle
34 If we choose extra structures on Y then we can consider fractional k. In particular, in
three dimensions, if we choose a spin structure then k can be half-integral. See [14] for a recent
discussion of the Hilbert space of the theory in this case.
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with connection (Lk,∇) over A with A = Hˇ2p(Y ). 35 The phase space is accordingly
T ∗A but with symplectic form:
Ω = Ωc + F(∇) (6.2)
where Ωc is the canonical symplectic form on T
∗A.
There is an important subtlety introduced by the “tadpole condition.” There are only
gauge invariant wavefunctions on the component (or components) with ka = 0 where a is
the characteristic class of [Aˇ]. 36 This replaces the usual grading by magnetic flux. We
give an explanation of this condition in Appendix B.
The Hilbert space of the theory is, heuristically, the space of L2 sections of Lk, re-
stricted to the ka = 0 component(s), and the Hamiltonian is the Laplacian. Once again,
the Hilbert space can be elegantly formulated as a representation of a Heisenberg group.
Our goal in this section is to describe that Heisenberg group.
It is more convenient to work in the framework of Hamiltonian reduction from a space
of gauge potentials. For simplicity we will assume that ka = 0 implies a = 0. (This holds
in particular for the important cases of p = 1 or k = 1.) The tadpole constraint then
restricts our attention to the topologically trivial fields. We can therefore formulate the
theory in terms of Hamiltonian reduction, beginning with the phase space Ωp(Y )×Ωp(Y )
of pairs (Π˜, α) with a gauge group Ωp
ZZ
(Y ) acting by (Π˜, α) → (Π˜, α+ λ) for λ ∈ Ωp
ZZ
(Y ).
The Chern-Simons term defines a line bundle with connection (Lk,∇) on the space Ωp(Y )
of all gauge potentials. In physical notation the curvature of ∇ is
F(∇) = 2πk
∫
δA ∧ δA. (6.3)
Thus, the symplectic form can be written explicitly:
Ω
(
(Π˜1, α1), (Π˜2, α2)
)
=
∫
Y
Π˜1α2 − Π˜2α1 + 4πk
∫
Y
α1 ∧ α2 (6.4)
35 One way to understand this is as follows. We can form a universal “connection” [Aˇ] on
M × Hˇp+1(M). If M is compact and we multiply and integrate over M we obtain an element
of Hˇ1(Hˇp+1(M)). This U(1)-valued function of the gauge field is of course the exponentiated
Chern-Simons term. If we apply the same construction over Y we obtain an element of Hˇ2(A).
This is the line bundle with connection mentioned above.
36 When k is half-integral the condition sets a to be a certain torsion class associated with a
quadratic refinement. See [41][8][23] for a discussion.
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The moment map for the action of the gauge group is
µ = dΠ˜ + 4πkF (6.5)
Note that µ = 0 is the restriction of the equations of motion to the spatial components.
We will now present a rather general construction, and then specialize it to the case
relevant for Maxwell-Chern-Simons theory. First, quite generally, suppose (M,Ω) is a
symplectic manifold equipped with a “prequantum line bundle.” This is a line bundle
L → M with connection ∇ such that the curvature F (∇) is the symplectic form Ω.
In this situation we can consider the group Ham(M,L,∇) of all automorphisms of the
structure (M,L,∇), i.e. all pairs consisting of a diffeomorphism f of M and a bundle
map fˆ : L → L covering it which preserves the connection ∇ on L. Clearly such an f
must be a symplectomorphism, f ∈ Symp(M). In general, given f ∈ Symp(M) we can
define the flat bundle Lf = f
∗L ⊗ L−1. The map f → Lf gives us a homomorphism
Symp(M)→ H1(M ;T) which fits into the exact sequence
1→ H0(M,T)→ Ham(M,L,∇)→ Symp(M)→ H1(M,T). (6.6)
Now suppose that M is an affine space for a connected abelian group G and that Ω is
translation-invariant. Then we can define the subgroup Ham(M,L,∇)aff of Ham(M,L,∇)
consisting of elements for which f ∈ G. Now, Ham(M,L,∇)aff is a Heisenberg group,
and will be the Heisenberg group we seek. (When G is not connected there are further
subtleties, but we will not need this case. )
As a simple example, if we take M to be IR2n with the usual symplectic structure
and connection given by d + ipdq, where (p, q) ∈ IR2n are Darboux coordinates, then
Ham(M,L,∇) is the usual Heisenberg group. To see this, note that the translations
Tq0 : (p, q)→ (p, q + q0) and Tp0 : (p, q)→ (p+ p0, q) lift to automorphisms of the bundle
with connection:
Tˆq0 : (p, q, z)→ (p, q + q0, z)
Tˆp0 : (p, q, z)→ (p+ p0, q, eip0·qz)
(6.7)
Clearly, these generate the Heisenberg group.
We now would like to understand Ham(M,L,∇)aff in the special case that M is a
quotient of a linear space. Let V be a vector space equipped with a symplectic form Ω.
Using Ω we define a central extension
0→ T→ V˜ → V → 0. (6.8)
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We can view V˜ as the set of pairs (v, z) with the product given by a cocycle
(v, z)(v′, z′) = (v + v′, zz′c(v, v′)) (6.9)
such that
c(v, v′)
c(v′, v)
= e2πiΩ(v,v
′).
It is natural to take c(v, v′) = eiπΩ(v,v
′), corresponding to a distinguished trivialization of
the principal U(1) bundle V˜ → V . The bundle V˜ has, moreover, a natural connection. The
connection is defined by writing the parallel transport from (w, z) ∈ V˜ along a straightline
path pw,v := {w + tv|0 ≤ t ≤ 1}. The parallel transported point is simply given by
left-multiplication by (v, 1). Thus, using (6.9) we have the parallel transport law:
U(pw,v) : (w, z)⇒ (w + v, c(v, w)z) (6.10)
It is straightforward to check that the curvature of this connection is precisely Ω.
Now suppose that we have a subgroup Λ ⊂ V with Ω integral when restricted to Λ.
The subgroup Λ can be a lattice (not necessarily of full rank) or a product of a lattice and
a vector subspace. Roughly speaking, we want to repeat the above construction on the
quotient M = V/Λ, but we must be a little careful.
Consider first the case that Λ is a lattice. We can construct a principal U(1) bundle
with connection over V/Λ. To do this we split the sequence (6.8) over Λ. That is, we
choose a function ǫ : Λ→ U(1) with
ǫvǫv′ = e
iπΩ(v,v′)ǫv+v′ ∀v, v′ ∈ Λ (6.11)
Since Ω is integral on Λ× Λ we may regard ǫ as a quadratic refinement of the symmetric
bilinear form eiπΩ(v,v
′). Now v → (v, ǫv) defines a homomorphism Λ → V˜ embedding Λ
in the group V˜ . Let us call Λǫ the image of this homomorphism. It now makes sense to
take the quotient V˜ /Λǫ. This space is a principal U(1) bundle over V/Λ. Moreover, if we
define V/Λ as a space of right-cosets then it is clear that the connection (6.10) descends
to a connection on V˜ /Λǫ since it is defined by left-multiplication. The curvature of this
connection is again Ω. As a simple exercise, let us compute the holonomy at [w] ∈ V/Λ
around a closed curve lifting to pw,λ, where λ ∈ Λ. We compute
(λ, 1)(w, z) = (w + λ, eiπΩ(λ,w)z)
= (w, e2πiΩ(λ,w)ǫ−1λ z)(λ, ǫλ)
(6.12)
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Since (λ, ǫλ) ∈ Λǫ we conclude that
Hol(pw,λ) = e
2πiΩ(λ,w)ǫ−1λ . (6.13)
When the subgroup Λ is not a lattice, and has a nontrivial connected component of
the identity, denoted Λ0 ∼= Lie(Λ), the above construction must be modified because we
identified T (V/Λ) with V in the above discussion. In general, the tangent space to V/Λ
is V/Λ0. Left-multiplication by ([v], 1) on [(w, z)] is only well-defined when v and w are
both in V0, the zeroset of the moment map. Explicitly, V0 is given by:
V0 := {v ∈ V |Ω(v, λ) = 0 ∀λ ∈ Λ0}. (6.14)
Thus, we must actually choose M = V0/Λ. Note that Λ ⊂ V0 since Ω is integral on Λ
and Λ0 is contractible to zero. Now, to repeat the above construction we must also choose
ǫ so that ǫλ = 1 for λ ∈ Λ0. Then we can form V˜0/Λǫ as a principal U(1) bundle with
connection over V0/Λ. We will denote by L the associated line bundle. The formula (6.13)
remains unchanged.
We are interested in automorphisms of L preserving the connection and covering
translations in V0/Λ. Let ξ ∈ V0/Λ, and λ ∈ Λ. Consider the holonomy, around a curve
lifting to pw,λ, of the bundle ξ
∗L⊗ L−1. From (6.13) it follows that this holonomy is
e2πiΩ(λ,w+ξ)ǫ−1λ e
−2πiΩ(λ,w)ǫλ = e2πiΩ(λ,ξ) (6.15)
Note that the choice of lift of ξ into V does not matter. Also note that the w-dependence
in (6.13) has cancelled, as expected, since ξ∗L ⊗ L−1 is flat. Thus, the holonomies are
preserved if ξ lifts to an element in
Λ⊥ := {v ∈ V0|Ω(λ, v) ∈ ZZ ∀λ ∈ Λ}. (6.16)
Indeed, one can define what is manifestly an automorphism of the bundle V˜0/Λǫ, together
with its connection, by using right-multiplication by the subgroup of V˜0 which commutes
with Λǫ. The reason is simply that the connection was defined by left-multiplication. The
inverse image Λ˜⊥ ⊂ V˜0 of Λ⊥ under (6.8) (with V replaced by V0) is easily checked to be
the commutant of Λǫ in V˜0. Of course, right-multiplication by Λǫ acts trivially on V˜0/Λǫ,
so we finally find that the group of affine linear Hamiltonian automorphisms is
Ham(V0/Λ, L,∇)aff = Λ˜⊥/Λǫ. (6.17)
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The symplectic form Ω descends to a nondegenerate symplectic form on V0/Λ0, and Λ/Λ0
is a lattice in this vector space (not necessarily of full rank). Using this fact it is easy to
show - using a canonical form for Ω - that ((Λ/Λ0)
⊥)⊥ = Λ/Λ0 and hence that Λ˜⊥/Λǫ is
a nondegenerate Heisenberg group.
Let us now specialize the above construction to model more closely the situation in
Maxwell-Chern-Simons theory. Accordingly, we take V = P ⊕Q where Q is a vector space,
P = Q∗ is the dual space, and Λ ⊂ Q is a subgroup. (In Maxwell-Chern-Simons theory
P = Ωp(Y ), Q = Ωp(Y ) and Λ = Ωp
ZZ
(Y ). ) Suppose, moreover, that
Ω = Ωc + ω (6.18)
where Ωc is the canonical form on P⊕Q = T ∗Q and ω is a translation invariant symplectic
form on Q, integral on Λ. Denoting elements of V by (p, q) one easily computes that
Λ⊥ = {(p, q) ∈ V0|p+ ω(q, ·) ∈ Λ∗}, where Λ∗ = {p ∈ P |p · λ ∈ ZZ ∀λ ∈ Λ}. (Note that
if Λ is not of full rank then Λ∗ is a vector space times a lattice.)
The Heisenberg group Λ˜⊥/Λǫ has a unique irreducible representation (with the canon-
ical representation of scalars and a fixed choice of polarization). Recall from the discussion
following (3.20) that we can construct this representation by choosing a maximal La-
grangian subspace. We do this as follows. Note that p 7→ (p, 0) injects Λ∗ into Λ⊥. To see
this note that (p, 0) ∈ V0. The reason is that if λ ∈ Λ0, then on the one hand p · λ ∈ ZZ,
since p ∈ Λ∗, but since λ ∈ Λ0 is continuously connected to 0 we have p · λ = 0, and hence
(p, 0) ∈ V0 by (6.14). In fact Λ˜∗ injects into Λ˜⊥/Λǫ as a maximal commutative subgroup.
and moreover there is an exact sequence
0→ Λ˜∗ → Λ˜⊥/Λǫ → Q/Λ→ 0 (6.19)
since Λ∗\Λ⊥/Λ ∼= Q/Λ. 37
37 One way to prove these statements is by using a canonical form for Ω and reducing to the
four-dimensional case with P = IR2, Q = IR2,Λ = ZZ2, and
Ω =

0 0 0 1
0 0 1 0
0 −1 0 k
−1 0 −k 0

where the statements are straightforward to check.
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The Heisenberg representation of Λ˜⊥/Λǫ is the representation induced by a character
ρ of Λ˜∗. Geometrically, the induced representation is nothing other than the sections of
the line bundle (
Λ˜⊥/Λǫ
)×Λ˜∗ C→ Q/Λ. (6.20)
Denoting this line bundle as Lǫ we find that the Hilbert space is
H = L2(Q/Λ;Lǫ). (6.21)
A few comments are in order concerning a closely related Hilbert space. Using the
constructions explained above it is easy to see that the data (Q,Λ, ǫ, ω) also define a line
bundle with connection Lǫ → Q0/Λ whose curvature is ω. Here Q0 is the zero-locus of the
moment map associated to ω. Moreover, by considerations analogous to those above, the
automorphisms of the bundle with connection Lǫ → Q0/Λ are given by right-multiplication
of the Heisenberg group Λ˜⊥,Q/Λǫ where Λ⊥,Q = {q ∈ Q0|ω(q, γ) ∈ ZZ ∀γ ∈ Λ}.
This is a finite Heisenberg group. The Hilbert space L2(Q0/Λ;Lǫ) can be decomposed
into eigenspaces of the Laplacian ∇2 on Lǫ, and it follows that these eigenspaces are
representations of this finite Heisenberg group.
Finally, we now return to Maxwell-Chern-Simons theory. We apply the above dis-
cussion with P = Ωp(Y ), Q = Ωp(Y ), and Λ = Ωp
ZZ
(Y ). From (6.4) we see that
ω(α1, α2) = 4πk
∫
Y
α1 ∧ α2. In the case of Maxwell-Chern-Simons theory the space Q0/Λ
is the moduli space of topologically trivial flat fields (a finite-dimensional torus). The
Hilbert space (6.21) is a product for the harmonic and oscillator modes. The wavefunction
of the harmonic modes lives in L2(Q0/Λ;Lǫ) and the finite Heisenberg group Γ acting on
eigenspaces of the Laplacian is an extension
0→ ZZk → Γ→ Hp(Y,ZZk)→ 0. (6.22)
This generalizes the familiar noncommuting Wilson line operators in three-dimensional
Chern-Simons theory and makes contact with the Heisenberg group discussed in [15][16][14].
To summarize, in the presence of a Chern-Simons term the grading by electric and
magnetic flux is significantly changed. The grading by magnetic flux is replaced by one
(or at most a finite) number of components from the tadpole constraint, while instead
of grading by electric flux the Hilbert space is a representation of a Heisenberg group of
noncommuting Wilson line operators.
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7. Comments on noncompact spatial slices and charge groups
In this section we make some preliminary remarks aimed at generalizing our story in
various directions.
7.1. Noncompact Y
A very natural generalization we might wish to consider is the case where the spatial
slice Y is noncompact. Let us focus in particular on geodesically complete spaces Y so
that we discuss asymptotic boundary conditions on the fields. We have seen that electro-
magnetic duality is closely related to Poincare´ duality of differential cohomology groups.
Now, in the noncompact case there is a perfect pairing [29]
Hˇℓcpt(Y )× Hˇn−ℓ(Y )→ Hˇncpt(Y ) ∼= IR/ZZ. (7.1)
(A differential character is compactly supported if there is a K such that χ(Σ) = 1 for Σ
outside of K.) This seems to introduce a fundamental asymmetry in the theory between ℓ
and n− ℓ, which appears to ruin electric-magnetic duality. It is therefore natural to try to
formulate an L2 version of Hˇℓ which is Pontrjagin self-dual (under ℓ→ n− ℓ). This raises
many new issues and is beyond the scope of this paper, but it should be pursued.
7.2. Inclusion of Sources
First let us include external sources. When working with sources we cannot work just
within the framework of differential cohomology. We must introduce a notion of cochains
and cocycles. In the formulation of [8][9] we can consider currents to be differential cocycles.
The electric current jˇe ∈ Zˇn−ℓ+1(M) and the magnetic current jˇm ∈ Zˇℓ+1(M). What is
normally called the current is - in this formulation - the “fieldstrength”
Jm = F (jˇm) ∈ Ωℓ+1(M), Je = F (jˇe) ∈ Ωn−ℓ+1(M). (7.2)
Interaction with an external current is taken into account by including a term in the action:
Selec = 〈[Aˇ], jˇe〉 =
∫ Hˇ
Y×IR
Aˇ ⋆ jˇe (7.3)
Smag = 〈[AˇD], jˇm〉 =
∫ Hˇ
Y×IR
AˇD ⋆ jˇm (7.4)
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Note that in the topologically trivial sector we have [A]⋆jˇe = [A∧Je] which gives the usual
electric coupling. We cannot add both Selec and Smag together in a local Lagrangian.
In the Hamiltonian picture the action of a current on the wavefunction is the operator
P exp
∫ Hˇ
Y×I
Aˇ ⋆ jˇe (7.5)
where I is a time interval. Here Aˇ is operator valued. In the limit that jˇe has support in
an infinitesimal time interval I we have(
P exp
∫ Hˇ
Y×I
Aˇ ⋆ jˇe
)
ψ(Aˇ) = e
2πi〈
∫
I
jˇe,Aˇ〉ψ(Aˇ) (7.6)
(
P exp
∫ Hˇ
Y×I
AˇD ⋆ jˇm
)
ψ(Aˇ) = ψ(Aˇ+
∫
I
jˇm) (7.7)
These satisfy an exchange algebra with phase
e
2πi〈
∫
I
jˇe,
∫
I
jˇm〉 (7.8)
which is therefore related to an anomaly.
The next step is to include backreaction of the electric and magnetic sources. This
leads to the equations:
dF = Jm
d ∗ F = Je
(7.9)
The first remark is that, within the support of Jm we can no longer consider the gauge
field Aˇ to be in Zˇℓ(M). Similarly there is no AˇD in the support of Je, so a full account
goes beyond the framework of this paper. Nevertheless, in free field theories such as those
we are considering we can always use the principle of linearity. If we have a solution of the
equations (7.9) then we can consider that solution as a background. Then, other solutions
obtained by physically realistic deformations of this background differ by solutions of the
vacuum equations of finite energy. This brings us back to the quantization of the system
we considered above. Roughly speaking, we are writing A = Aclassical + Aquantum where
Aclassical solves the equations with sources.
Finally, we should consider dynamical charge sources. If we consider the branes to be
dynamical then they can be pair-produced from the vacuum and reannihilate. There are
finite-action processes where a brane-antibrane pair is produced, one brane moves around
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a nontrivial cycle, and then they reannihilate. We will now explain how such a process
will lead to mixing between different flux sectors.
Suppose, for example that in Y there is a cycle of the form Σn−ℓ−2 × S1. Then we
can imagine wrapping magnetic branes on Σn−ℓ−2 in a BB¯ pair, move one brane around
the S1, then let them reannihilate. More generally, if we have any cycle Sn−ℓ−1 ⊂ Y then
by slicing it with a Morse function we can interpret this as the worldhistory of a similar
process. Such a process produces a magnetic current:
δˇ(Sn−ℓ−1) ∈ Hˇℓ(Y ) (7.10)
Now consider a state Ψi at the initial time in the cylinder Y × I. Suppose a process of the
above type takes place in a short time interval. Then the effect on the wavefunction is
Ψi(Aˇ)→ e−SΨi(Aˇ+ δˇ(Sn−ℓ+1)) (7.11)
Here e−S is the tunneling amplitude, which to leading order will be
S ∼ T
∫
Sn−ℓ−1
vol
where T is the tension of the brane.
For this reason, the grading of the flux Hilbert space will not be preserved by time
evolution in the full theory with dynamical branes, since the matrix elements (7.11) mix
sectors a and a+ PD[Sn−ℓ+1], in other words, all sectors mix! 38
Similarly, if we consider a process involving electric (ℓ−2)-branes from a cycle Sℓ−1 ⊂
Y we get
Ψi(Aˇ)→ e−Se
2πi
∫
Sℓ−1
Aˇ
Ψi(Aˇ) (7.12)
This will consequently modify the electric flux sector of the wavefunction, e → e +
PD[Sℓ−1].
When the tunneling amplitudes are small, e−S ≪ 1, the Hilbert space has an approx-
imate grading in the sense that the support of an eigenstate of the Hamiltonian can be
taken to be predominantly in one particular flux sector.
38 Actually, there could be fermion zeromodes in the instanton amplitude which kills mixing
between some sectors. For example, one might guess that the ZZ2 grading of the self-dual Hilbert
space discussed in section 4 would be preserved.
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7.3. Uncertainty principle for charges?
It is natural to expect that an uncertainty principle for fluxes leads to a similar
uncertainty principle for charges. Philosophically, at least in the context of string theory,
the AdS/CFT correspondence and geometric transitions suggest that classification of fluxes
and branes should be treated democratically. It is, however, difficult to make a precise
argument. One argument that suggests that an uncertainty principle for fluxes implies a
similar relation for charges is the following.
Let us recall the relation between the charge group and the group of fluxes as measured
at infinity. (See, for example, [45][9].) We simply analyze the basic equation dF = Jm on
a spacetime M .
Suppose that F, Jm are smoothly defined everywhere. First dJm = 0 but Jm is
trivialized by F and hence [Jm] ∈ Hℓ+1(M) vanishes. This is similar to the the standard
vanishing of the total charge in a closed universe, but it applies whether or not Y is
compact, given our assumption that F is everywhere defined.
Now, let Nm be the support of Jm. Then the pair (Jm, F ) defines a cocycle in
Zℓ+1(M,M −Nm), however it is trivialized by (F, 0) ∈ Cℓ(M,M −Nm). But [(Jm, 0)] =
−[(0, F )] defines a potentially nontrivial cohomology class. [(Jm, 0)] is in the kernel of the
map to Hℓ+1(M). Hence, from the long exact sequence for the pair (M,M −Nm),
· · · → Hℓ(M)→ Hℓ(M −Nm)→ Hℓ+1(M,M −Nm)→ Hℓ+1(M)→ · · · (7.13)
we find that the group of magnetic charges is
Qm = Hℓ(M −Nm)/ι∗Hℓ(M) (7.14)
The physical interpretation of this formula is that the group of charges is measured by
“fluxes at infinity” which cannot be smoothly continued in to all of spacetime. Similarly,
the group of electric charges is
Qe = Hn−ℓ(M −Ne)/ι∗Hn−ℓ(M) (7.15)
where Ne contains the support of Je.
Let us now apply this to the case of domain walls. That is, consider the case Y =
IR × Z, with Z compact. Consider the case of branes wrapping cycles within Z located
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at a point p ∈ IR. Then we can take N = (p− ǫ, p+ ǫ)× Z. Note that now the group of
charges is the quotient by the diagonal, and hence
Qm ∼= Hℓ(Z;ZZ)
Qe ∼= Hn−ℓ(Z;ZZ)
(7.16)
One would expect that one cannot simultaneously measure the electric and magnetic charge
if the corresponding fluxes cannot be simultaneously measured.
The conclusion above leads to some puzzles, and since the above arguments are not
very precise (and Y is noncompact) we again leave it as an open problem whether charges,
in particular, whether D-brane charges satisfy a Heisenberg uncertainty principle. Indeed,
one counterargument suggesting that there should be no uncertainty principle is that D-
branes with definite K-theory torsion charge have already been described in the literature
[50][51]! For example, [51] study branes in an interesting Calabi-Yau manifold with torsion
[52]. This manifold is the quotient Z = (S×E)/ZZ2 where S is aK3 surface with fixed point
free holomorphic involution double-covering an Enriques surface, and E is an elliptic curve.
The ZZ2 acts as (σ,−1) where σ is the Enriques involution. In [53] the torsion K-theory
classes for Z have been carefully described, and a definite assignment of specific BPS states
with definite K-theory classes is proposed. (This assignment is, however, not entirely clear
in the heterotic dual theory, so the example definitely merits further investigation.)
8. Conclusions
8.1. Implications
One of the most striking conclusions we have found is that the K-theory class of RR
flux cannot be measured due to a quantum mechanical uncertainty principle. When the
manifold has torsion in its K-theory there is no parameter, or effective h¯ one can introduce
to “turn off” quantum effects, even in the long-distance limit.
In this paper we have focussed on the theory of free gauge theories, without discussing
sources in any detail. In section seven we were only able to make some very tentative
comments on the implications of our results for D-brane charges. Naively, one would
think that, while quantum effects might modify the standard picture of a D-brane as a
submanifold of spacetime equipped with vector bundle, nevertheless, quantum effects can
be made arbitrarily small in the long-distance limit. This is typically assumed when, for
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example, one identifies D-branes in Calabi-Yau manifolds with certain vector bundles (or
sheaves) at large values of the Kahler moduli. However if the effect we have discussed for
fluxes has a counterpart for D-brane charges, then it survives at long distances. It would
follow that the standard picture of D-branes must be altered in the quantum-mechanical
setting. We find this possibility surprising and radical. On the other hand, if there is
no uncertainty principle for charges, but there is for fluxes, then there is a fundamental
asymmetry between charge and flux groups which is also quite surprising and radical. It
is highly desirable to decide which of these two surprising conclusions is in fact correct.
On the purely mathematical side, it might be interesting to explore what implications
there are for the formulation of topological D-branes in terms of derived categories. This
formulation is a refinement of the K-theory classification of D-branes. Perhaps one can
formulate a noncommutative version of the derived category, analogous to the Heisenberg
group extensions of K-theory we have studied above.
The Heisenberg groups studied in this paper are direct higher dimensional general-
izations of vertex operator algebras which are used in the construction of two-dimensional
conformal field theories. One severe limitation of the present paper is that the “target
space” for these higher dimensional generalizations of loop groups is abelian. It is natu-
ral to ask if there is a higher-dimensional analog of the Frenkel-Kac-Segal construction of
representations of affine Lie algebras [54][37], or if there are higher-dimensional analogs of
higher level nonabelian current algebras (i.e. WZW models). String theory predicts the
existence of nonabelian 5-brane theories, suggesting that such generalizations indeed do
exist.
8.2. Applications
One potential application of our considerations is to superstring cosmology, and in
particular to the the Hartle-Hawking wavefunction for the RR fields of string theory. In
general, in a physical theory a manifold M with boundary Y defines a state in a Hilbert
space H(Y ). In the context of supergravity this state is the Hartle-Hawking wavefunction.
We can understand the wavefunction for the RR fields in the long-distance/weak-coupling
limit of the theory. In this limit the wavefunction is essentially a Θ-function times some
determinants. However, writing detailed formulae for these two factors raises several subtle
topological issues. Clarifying the nature of the Hilbert space, as we have done, is a first
step in formulating this wavefunction precisely.
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Another application of some interest is the generalization of [11] to spacetimes of the
form AdS5×Z where Z is a Sasaki-Einstein manifold. These are expected to be holograph-
ically dual to conformal field theories. Proposals have been made for the holographically
dual quiver gauge theories [55]. While many Sasaki-Einstein manifolds of interest have
torsion-free cohomology, in general, Sasaki-Einstein manifolds will have torsion in their
cohomology and in their K-theory. A simple example is S5/ZZk. The states which are non-
perturbative in the large-N limit will then be classified by nonabelian Heisenberg groups
QK(Z) of the type we have studied. These Heisenberg groups should emerge as groups of
discrete symmetries of the quiver gauge theory. This is an important test of the proposed
holographic duals. Some recent work elaborating this idea can be found in [17][18][19].
8.3. Relation to M-theory
The noncommutativity of RR fluxes discussed above should also be related to the
noncommutativity of Page charges discussed in [12]. Using the duality between M theory
on Y × S1 and IIA theory on Y we find that for the RR 6-form we expect a commutation
relation such as
[
∫
Y
F6ω
1
3 ,
∫
Y
F6ω
2
3 ] =
i
2π
∫
Hω13ω
2
3 (8.1)
where ω13 , ω
2
3 are two closed 3-forms on Y . Similarly, in IIB theory, using the duality
between M theory on a T 2 fibration on Y8 and IIB theory on a circle fibration on Y8 we
find that the self-dual 5-form must satisfy
[
∫
Y8
F5ω
1
3 ,
∫
Y8
F5ω
2
3 ] =
i
2π
∫
Y8
F2ω
1
3ω
2
3 (8.2)
where F2 is the fieldstrength of the KK gauge field arising from reduction on S
1. The
relation of these commutation relations to those derived in type II string theory will be
discussed in [2].
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Appendix A. Some mathematical background
We include here some technical definitions which are not essential, but are included
for completeness.
A.1. A rough definition of differential K-theory
One explicit model of Kˇ(M) is the following. (We are following the discussion of
[56][8][9].) We will define “gauge potentials” and an equivalence relation saying when these
are “gauge equivalent.” More mathematically, we indicate how one can define a category
whose isomorphism classes are elements of Kˇ(M). The category is a groupoid, i.e., all
morphisms are invertible. The objects in the category correspond to “gauge potentials.”
Morphisms between objects express gauge equivalence. An object is (E,∇, c) where E is a
vector bundle, ∇ is a connection on E and c ∈ Ω(M)odd. The fieldstrength is G = ch(∇)+
dc. (Pre)-morphisms between (E,∇, c) and (E′,∇′, c′) are triples on M × I such that
ι( ∂∂t )G = 0. In particular, this imposes equivalence relations such as: c− c′ = CS(∇,∇′).
If M is odd-dimensional and oriented for Kˇ(M) (which entails a choice of Spinc
structure and Riemannian metric on M) then the pairing on objects can be written as:
〈(E1,∇1, c1), (E2,∇2, c2)〉 = 1
2
{
η( /D∇1⊗1+1⊗∇¯2)
+
∫
c1Tre
−F (∇2) +
∫
c¯2Tre
F (∇1) +
∫
c1dc¯2
}
modZZ
(A.1)
A proof that this is the same as the integration defined in [8] is being worked out in the
thesis [57].
An analogous formulation of Kˇ1(M) can be formed by integrating classes in Kˇ0(M ×
S1), trivial when restricted to a point in S1, along S1. This results in the following
description. For fixed M we consider pairs (g, c) where g : M → U(N) for sufficiently
large N (depending on M), and c ∈ Ωeven(M). The fieldstrength is again G = ch(g) + dc.
To define ch(g) we consider the connection ∇g := d+sg−1dg where s ∼ s+1 is a coordinate
along S1 and set ch(g) =
∫
S1
ch(∇g). This defines ch(g) as a pullback of a sum of suitably
normalized Maurer-Cartan forms. (Pre)-morphisms between (g, c) and (g′, c′) are triples
on M × I such that ι( ∂∂t )G = 0. In particular, this imposes equivalence relations such as:
c−c′ = ω(g, g′), where ω(g, g′) is a familiar object in physics from the Polyakov-Wiegmann
formula.
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The above description is closely related to a physical interpretation in terms of brane-
antibrane annihilation in boundary string field theory [58]. (One replaces bundles by
ZZ2-graded bundles for the brane/antibrane, and one replaces the connection by a super-
connection. The scalar part of the superconnection is the tachyon field. ) Unfortunately,
no such physical description exists for twisted differential K-theory. The best available
definition is given in [8] in terms of differential function spaces. This formulation of the
theory stresses maps into certain classifying spaces.
Briefly, one interprets a K0-theory class as a homotopy class of a map Ψ : M → F ,
where F is the space of Fredholm operators. In the differential case we include the data of
the map itself, and moreover fix a representative ωuniv of the Chern character on F . Then
the differential K-theory class is represented by a triple (Ψ, c, G) where G ∈ Ωeven is the
fieldstrength, c ∈ Ωodd, and G = Ψ∗(ωuniv) + dc. Now, to introduce a twisting one wants
to replace the Fredholm operators by a bundle of Fredholm operators over M (determined
by the twisting) and replace Ψ by a section of that bundle. It is best to choose a universal
bundle E of Fredholm operators over K(ZZ, 3). Now, choosing ι ∈ Z3(K(ZZ, 3), IR) to
represent the generator of H3 we think of Bˇ as a map ψB : M → K(ZZ, 3), together with
H ∈ Ω3(M) and b ∈ C2(M ; IR) with H = ψ∗B(ι) + δb. A twisted differential K-theory
class is defined by a lifting of this map into E . A similar construction with F replaced by
skew-adjoint odd Fredholm operators on a ZZ2-graded Hilbert space leads to twisted odd
differential K-theory.
It would be very nice to find a physical model for twisted differential K-theory which
is more obviously connected to the physics of D-branes.
A.2. A heuristic description of the twisted Chern character
We give a simple heuristic definition of the twisted Chern character chB : K
0,B(M)→
HevendH (M). We represent a twisted K-theory class by local bundles Eα defined over an open
covering Uα of M . 39 On overlaps we have Eα ∼= Eβ ⊗ Lαβ. The Eα are equipped with
connections ∇α, and the twisting is thought of as a gerbe Bα. Note that H = dBα is
globally well-defined. On overlaps we have Bα = Bβ +Fαβ and F∇α = F∇β −Fαβ1 where
Fαβ is fieldstrength of a connection on the line Lαβ . With this data we can define
ch(x)|Uα = eBαTrEαeF (∇α) (A.2)
39 In general we must use virtual bundles. If the cohomology class [H] is nontorision then, since
the AHSS differential is Sq3 + [H], the virtual dimension of Eα must vanish if it is to represent a
K-theory class.
61
This gives a globally-defined dH-closed form. The odd case can be obtained, formally, by
considering M × S1, as usual.
Appendix B. Mathematical formulation of the tadpole condition
The “tadpole condition” is the quantum mechanical implementation of the familiar
fact that the total charge in an abelian gauge theory must vanish on a compact manifold
Y . In this appendix we take a point of view explained at length in [10]. See also [12] for
a brief account. We first sketch the physical idea and then sketch how it can be made
mathematically precise.
In the classical theory of (6.1) the equations of motion are
2πR2d ∗ F + 4πkF = 0 (B.1)
and hence do not admit a solution unless the DeRham cohomology class [F ] = 0. In the
quantum theory, this is refined to a condition on the characteristic class a ∈ Hp+1(Y,ZZ).
Quantum mechanically, one wants to work with wavefunctions Ψ(Aˇ), where Aˇ is some kind
of “gauge potential,” which are gauge invariant, i.e. satisfy the Gauss law:
g ·Ψ(Aˇ) = Ψ(g · Aˇ) (B.2)
where g is a “gauge transformation.” For the case p > 1 this terminology is presently
ambiguous but will be made precise below. If g is a “global gauge transformation” then
g · Aˇ = Aˇ, i.e. g is an automorphism of Aˇ. On the other hand, one can define the total
electric charge of a state Ψ as the character of the action of global gauge transformations:
g ·Ψ(Aˇ) = ρQ(g)Ψ(Aˇ) (B.3)
In the case [Aˇ] ∈ Hˇp+1(Y ) we have Aut(Aˇ) = Hp−1(Y, IR/ZZ) and ρQ(g) = exp[2πi〈g,Q〉]
for Q ∈ Hp+1(Y,ZZ). From (B.2) we learn that if Ψ is to be nonzero then Q = 0, as
expected.
Mathematically, we can make these notions precise as follows. As we have mentioned
in footnotes 8 and 11, Hˇℓ(Y ) may be regarded as isomorphism classes of objects in a
category. Unlike nonabelian gauge theory there are different but equivalent physically
useful categories we can use for the groupoid of gauge potentials, but we will choose for
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definiteness the category of differential cocycles Zˇℓ(Y ) defined in [8]. The Chern-Simons
term:
Aˇ→
∫
Y
Aˇ ⋆ Aˇ (B.4)
is proved in [8] to be a functor from Zˇp+1(Y )→ Zˇ2(pt) (recall dimY = 2p). Moreover, the
category Zˇ2(pt) is equivalent to the groupoid of lines with invertible linear transformations.
In particular, automorphisms of Aˇ map to automorphisms of the line LAˇ. This map is a
group homomorphism Hp−1(Y, IR/ZZ)→ U(1). Applying the functor (B.4) to the universal
connection gives an element of Zˇ2(Zˇp+1(Y )), that is, a line bundle with connection over
the groupoid Zˇp+1(Y ).
In general, a line bundle over a groupoid Ξ is a continuous functor from Ξ to the
groupoid of lines with invertible linear transformations. Let us spell out what this entails.
If Ξ0 is the space of objects in Ξ then we have, first of all, a line bundle L→ Ξ0. Next, if
Ξ1 is the set of morphisms then there are two maps p0, p1 : Ξ1 → Ξ0 given by source and
target. We have an isomorphism ξ : p∗1L→ p∗0L, equivalently, a nonzero element
ξϕx1,x2 ∈ L−1x1 ⊗ Lx2 (B.5)
for each morphism ϕ : x1 → x2. If ϕ2, ϕ1 are composable morphisms then we require:
ξϕ1x1,x2ξ
ϕ2
x2,x3
= ξϕ1ϕ2x1,x3 . (B.6)
A section of a line bundle over a groupoid is a section s of L→ Ξ0 which is invariant, i.e.
ξ(p1s) = p0s, or in other words s(x2) = s(x1)ξ
ϕ
x1,x2 . Note, in particular, that s(x) can only
be nonzero if Aut(x) acts trivially on Lx.
Now, a physical wavefunction must be a section of the line bundle over the groupoid
Zˇp+1(Y ). It follows that nonzero wavefunctions only exist if the automorphisms act triv-
ially.
One way of producing physical wavefunctions is via the path integral over a manifold
X with boundary Y . Denote the inclusion ι : Y →֒ X . Fix an object Aˇ∂ ∈ Zˇp+1(Y ), and
consider a set of pairs (Aˇ, θ) where Aˇ ∈ Zˇp+1(X) and θ : ι∗Aˇ → Aˇ∂ is an isomorphism.
Impose an equivalence relation (Aˇ, θ) ∼= (Aˇ′, θ′) if there is a morphism Φ in Zˇp+1(X) with
θ = θ′ι∗Φ. Denote the resulting space of equivalence classes B(Aˇ∂). The Chern-Simons
action
CS(Aˇ) = e
2πik
∫
X
Aˇ⋆Aˇ
(B.7)
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is an element of LAˇ∂ , and moreover the Chern-Simons action on a manifold with boundary
is in fact gauge invariant in the sense that
ξι
∗Φ
ι∗Aˇ,ι∗Aˇ′
CS(Aˇ) = CS(Aˇ′). (B.8)
See [59] for a detailed explanation of this. By (B.6) the images under θ in LA∂ are equal. It
therefore makes (formal) sense to integrate the exponentiated action (6.1) over the equiv-
alence classes B(Aˇ∂) to produce an element Z(Aˇ∂) ∈ LAˇ∂ . This is indeed gauge invariant,
i.e., a section of the line bundle over the groupoid since, if ϕ : Aˇ∂ → Aˇ′∂ is a morphism
then (Aˇ, θ) → (Aˇ, ϕθ) gives a map B(Aˇ∂) → B(Aˇ′∂) mapping Z(Aˇ∂) appropriately, again
by “gauge invariance” of the Chern-Simons action.
Finally, one can give a general formula for the action of Aut(Aˇ∂) on LAˇ∂ . Consider
(π∗Aˇ∂ , θ) on Y × [0, 1] where π∗ is the pullback to the cylinder, θ0 = 1 and θ1 ∈ Aut(Aˇ∂).
By the functorial definition of a field theory this cobordism represents an action of the
automorphism θ1 on LAˇ∂ . This action must be a complex number, which, by gluing is
given by CS(π∗Aˇ∂ , θ) where we regard (π∗Aˇ∂ , θ) as a “twisted connection” on Y ×S1. For
further justification of this last step see §6.3 of [10]. Applying this construction to (B.7)
we find that for θ ∈ Hp−1(Y, IR/ZZ) the Chern-Simons functional of the twisted connection
is
exp[2πik〈θ, a〉] (B.9)
and hence the tadpole condition is ka = 0. As noted above, there is a version of this
argument when k is half-integral. See [41][8][23] for a discussion of this.
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