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§1. Introduction
We are concerned with the distribution of the argument of the Riemann zeta function
ζ(s) on the critical line. We shall continue our study in Fujii [2]. We shall give some
explicit bounds on S1(T ) under the Riemann Hypothesis.
If T is not an ordinate of the zeros of ζ(s), let S(T ) denote the value of
1
π
arg ζ
(
1
2
+ iT
)
obtained by the continuous variation along the straight lines joining 2, 2 + iT , and 12 + iT ,
starting with the value zero. If T is an ordinate of the zeros of ζ(s), let
S(T ) = 1
2
(S(T + 0) + S(T − 0)) .
It is a classical result of von-Mangoldt (cf. (9.4.2) on p. 214 of Titchmarsh [8]) that for
T > To we have
S(T ) = O(logT ) .
It is also a classical result of Littlewood [5] that under the Riemann Hpothesis we have
S(T ) = O
(
logT
log logT
)
.
It is well-known that S(T ) appears as the oscillating term of the counting function (the
Riemann-von Mangoldt formula) of the zeros of ζ(s) in the box 0 < (s) < 1, 0 <
(s) ≤ T and is very important in the study of the distribution of the zeros of the Riemann
zeta function (cf. (9.3.2) on p. 212 of Titchmarsh [8]).
We next define S1(T ) by
S1(T ) =
∫ T
0
S(t) dt + C ,
where C is the constant defined by
C = 1
π
∫ ∞
1
2
log |ζ(σ )|dσ .
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Cramer [1] proved that for any ε > 0
S1(T ) = O(T ε)
for T > To. Littlewood [5] refined this and proved that for T > To we have
S1(T ) = O(log T ) .
Littlewood [5] also proved that under the Riemann Hpothesis we have
S1(T ) = O
(
log T
(log log T )2
)
for T > To. A further refinement is an important open problem. It is well-known that the
Lindelöf Hypothesis which states that for any ε > 0
ζ
(
1
2
+ it
)
 tε (t ≥ to(ε))
is equivalent to
S1(T ) = o(log T )
as T → ∞ (cf. Littlewood [5] and Theorem 13.6(B) on p. 333 and Theorem 13.8 on p. 335
of Titchmarsh [8]).
Concerning the explicit upper bound of | S(T ) |, Karatsuba and Korolev (cf. Theorem
1 on p. 464 of [4] ) have shown that
|S(T )| < 8 · log T
for T > T0. Assuming the Riemann Hypothesis, Ramachandra-Sankaranarayanan [6] have
shown that
|S(T )| ≤ 3.51588780218300 · · ·+ ε
π
· log T
log log T
for T > To(ε). In Fujii [2], we have shown under the Riemann Hypothesis that
|S(T )| ≤ 0.83 · logT
log logT
for T > To (cf. the section 5 below). This refines Ramachandra-Sankaranarayanan’s result.
Recently, these results under the Riemann Hypothesis have been refined by Goldston and
Gonek [3]. They have shown under the Riemann Hypothesis that
|S(T )| ≤
(
1
2
+ o(1)
)
· log T
log log T
for T > To.
Concerning the explicit upper bound of |S1(T )|, Karatsuba and Korolev (cf. Theorem
2 on p. 465 of [4]) have shown that
|S1(T )| ≤ 1.2 · log T
and that under the Riemann Hypothesis
|S1(T )| ≤ 40 · log T
(log log T )2
for T > To.
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The purpose of the present note is to refine the last result.
We shall prove the following theorem.
THEOREM (On the Riemann Hypothesis). Let T > To. Then we have
|S1(T )| ≤ 0.51 · log T
(log log T )2
.
We shall prove Theorem from Lemma 1 which will be stated in the next section. In the
section 3, we shall give some preliminary lemmas. Lemma 1 will be proved in the section
4. In the last section, we shall give a supplemental remark to some results in our last work
Fujii [2].
§2. Proof of Theorem
We shall first describe an explicit formula for S1(t) in the following form which is a
modification of Selberg’s one given in pp. 181–185 of Selberg [7].
Let s = σ + it . We suppose that σ ≥ 12 and t ≥ 2. Let X be a positive number
satisfying 4 ≤ X ≤ t2. We put
σ1 = 12 +
1
log X
.
We put
ΛX(n) =
⎧⎨
⎩
Λ(n) for 1 ≤ n ≤ X
Λ(n)
log X
2
n
logX for X ≤ n ≤ X2
with
Λ(n) =
{
log p if n = pk with a prime p and an integer k ≥ 1
0 otherwise .
Using these notations, we have the following.
LEMMA 1. Suppose that t ≥ 2 and X is a positive number satisfying 4 ≤ X ≤ t2.
Then we have
πS1(t) + C =
(
σ1 − 12
)

{ ∑
n<X2
ΛX(n)
nσ1+it log n
}
+ 
{ ∑
n<X2
ΛX(n)
nσ1+it log2 n
}
+ O
(
1
log2 X
∣∣∣∣
∑
n<X2
ΛX(n)
nσ1+it
∣∣∣∣
)
+ Ξ(t) ,
where Ξ(t) satisfies
Ξ(t) ≤ log t
2 log2 X
{
1
2
− 1
3
1
1 + 1
e
(
1 + 1
e
) +
1
e
(
2 + 34e
)
1 − 1
e
(
1 + 1
e
)
}
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and
Ξ(t) ≥ − log t
log2 X
1
4 + 54 1e
(
1 + 12e
)
1 − 1
e
(
1 + 1
e
) .
Since∣∣∣∣
∑
n<X2
ΛX(n)
nσ1+it log2 n
∣∣∣∣ ≤
∑
n<X
Λ(n)√
n log2 n
+ 1
log X
∑
X≤n<X2
Λ(n) log X2
n√
n log2 n
 X
(log X)3
,
∣∣∣∣
∑
n<X2
ΛX(n)
nσ1+it log n
∣∣∣∣ ≤
∑
n<X
Λ(n)√
n log n
+ 1
log X
∑
X≤n<X2
Λ(n) log X2
n√
n log n
 X
(log X)2
and ∣∣∣∣
∑
n<X2
ΛX(n)
nσ1+it
∣∣∣∣ ≤
∑
n<X
Λ(n)√
n
+ 1
log X
∑
X≤n<X2
Λ(n) log X
2
n√
n
 X
log X
,
we get, by taking X = log t ,
S1(t) ≤ 1
π
log t
2(log log t)2
{
1
2
− 1
3
1
1 + 1
e
(
1 + 1
e
) +
1
e
(
2 + 34e
)
1 − 1
e
(
1 + 1
e
)
}
+ O
(
log t
(log log)3
)
≤ 0.31252 · log t
(log log t)2
and
S1(t) ≥ − 1
π
log t
(log log t)2
1
4 + 54 1e
(
1 + 12e
)
1 − 1
e
(
1 + 1
e
) + O
(
log t
(log log t)3
)
≥ −0.5090251 · log t
(log log t)2
.
Consequently, we have
−0.5090251 · log t
(log log t)2
≤ S1(t) ≤ 0.31252 · log t
(log log t)2
.
This proves the theorem as is stated in the introduction.
In the next two sections, we shall prove Lemma 1.
§3. Some preliminary lemmas
We recall first the following lemma which is a modification of Selberg’s formula (2.3)
on p. 183 of Selberg [7].
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LEMMA 2. Suppose that t ≥ 2 and X is a positive number satisfying 4 ≤ X ≤ t2.
Then for σ ≥ σ1, we have
ζ ′
ζ
(σ + it) = −
∑
n<X2
ΛX(n)
nσ+it
− (1 + X
1
2 −σ )ωX 12 −σ(
1 − 1
e
(
1 + 1
e
)
ω′
) 
( ∑
n<X2
ΛX(n)
nσ1+it
)
+ (1 + X
1
2 −σ )ωX 12 −σ(
1 − 1
e
(
1 + 1
e
)
ω′
) 1
2
log t + O(X 12 −σ ) ,
where ω satisfies |ω| ≤ 1 and ω′ satisfies −1 ≤ ω′ ≤ 1.
This has been proved in pp. 88–90 of Fujii [2], although the espression is slightly
different. For completeness, we shall give a proof of this lemma.
We start with the following lemma.
LEMMA 3 (Lemma 1 on p. 182 of Selberg [7]). If X > 1, s = 1, s = −2q (q =
1, 2, 3, . . . ) and s = ρ, then we have
ζ ′
ζ
(s) = −
∑
n<X2
ΛX(n)
ns
+ X
2(1−s) − X1−s
(1 − s)2 log X +
1
log X
∞∑
q=1
X−2q−s − X−2(2q+s)
(2q + s)2
+ 1
log X
∑
ρ
Xρ−s − X2(ρ−s)
(s − ρ)2 .
Now, since for σ ≥ σ1,
1
log X
∣∣∣∣
∑
ρ
Xρ−s − X2(ρ−s)
(s − ρ)2
∣∣∣∣ ≤ X
1
2 −σ
log X
∑
γ
1 + X 12 −σ(
σ − 12
)2 + (t − γ )2
≤(1 + X 12 −σ )X 12 −σ
∑
γ
σ1 − 12(
σ1 − 12
)2 + (t − γ )2 ,
we have
1
log X
∑
ρ
Xρ−s − X2(ρ−s)
(s − ρ)2 = (1 + X
1
2 −σ )ωX
1
2 −σ
∑
γ
σ1 − 12(
σ1 − 12
)2 + (t − γ )2
with |ω| ≤ 1. Since for σ ≥ 12 and for X ≤ t2,∣∣∣∣X
2(1−s) − X1−s
(1 − s)2 log X
∣∣∣∣  X
2(1−σ)
t2 log X
 X
1−2σ
logX
≤ X
1
2 −σ
log X
,
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we get for σ ≥ σ1
ζ ′
ζ
(σ + it) = −
∑
n<X2
ΛX(n)
nσ+it
+ O
(
X
1
2 −σ
log X
)
+ (1 + X 12 −σ )ωX 12 −σ
∑
γ
σ1 − 12(
σ1 − 12
)2 + (t − γ )2 .
In particular, we have
ζ
′
ζ
(σ1 + it) = −
( ∑
n<X2
ΛX(n)
nσ1+it
)
+ O
(
1
log X
)
+
(
1 + 1
e
)
1
e
ω′
∑
γ
σ1 − 12(
σ1 − 12
)2 + (t − γ )2 ,
where −1 ≤ ω′ ≤ 1.
On the other hand, we have the following formula.
LEMMA 4 (cf. 2.12.7 of Titchmarsh [8]).
ζ ′
ζ
(s) = log(2π) − 1 − 1
2
Co − 1
s − 1 −
1
2
Γ ′
Γ
(
1
2
s + 1
)
+
∑
ρ
(
1
s − ρ +
1
ρ
)
= log(2π) − 1 − 1
2
Co − 1
s − 1 −
1
2
log
(
1
2
s + 1
)
+ O
(
1
|s|
)
+
∑
ρ
(
1
s − ρ +
1
ρ
)
.
Hence, we get
ζ
′
ζ
(s) = 
{
− 1
s − 1 −
1
2
log
(
1
2
s + 1
)}
+ O(1)
+
∑
γ
σ − 12(
σ − 12
)2 + (t − γ )2 .
In particular, we get for t ≥ 2
ζ
′
ζ
(σ1 + it) = −12 log t +
∑
γ
σ1 − 12(
σ1 − 12
)2 + (t − γ )2 + O(1) .
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Combining the above two expressions of  ζ ′
ζ
(σ1 + it), we get(
1 − 1
e
(
1 + 1
e
)
ω′
)∑
γ
σ1 − 12(
σ1 − 12
)2 + (t − γ )2
= −
( ∑
n<X2
ΛX(n)
nσ1+it
)
+ 1
2
log t + O(1) .
Hence, we get for σ ≥ σ1,
ζ ′
ζ
(σ + it) = −
∑
n<X2
ΛX(n)
nσ+it −
(1 + X 12 −σ )ωX 12 −σ(
1 − 1
e
(
1 + 1
e
)
ω′
) 
( ∑
n<X2
ΛX(n)
nσ1+it
)
+
(
1 + X 12 −σ )ωX 12 −σ(
1 − 1
e
(
1 + 1
e
)
ω′
) 1
2
log t + O(X 12 −σ ) .
This is Lemma 2.
§4. Proof of Lemma 1 and the completion of the proof of Theorem
To prove Lemma 1, we start with the following expression (cf. Littlewood [5] and
p. 186, p. 217 and p. 242 of Selberg [7]).
πS1(t) + C =
∫ ∞
1
2
log |ζ(σ + it)| dσ
= −
∫ ∞
1
2
(
σ − 1
2
)
ζ
′
ζ
(σ + it) dσ
= −
∫ ∞
σ1
(
σ − 1
2
)
ζ
′
ζ
(σ + it) dσ −
(
σ1 − 12
)2
2
ζ
′
ζ
(σ1 + it)
+
∫ σ1
1
2
(
σ − 1
2
)

(
ζ ′
ζ
(σ1 + it) − ζ
′
ζ
(σ + it)
)
dσ
= J1 + J2 + J3 , say .
Inserting our expression of ζ
′
ζ
(σ + it) of Lemma 2, we get
J1 = −
∫ ∞
σ1
(
σ − 1
2
)

{
−
∑
n<X2
ΛX(n)
nσ+it
− (1 + X
1
2 −σ )ωX 12 −σ(
1 − 1
e
(
1 + 1
e
)
ω′
) 
( ∑
n<X2
ΛX(n)
nσ1+it
)
+ (1 + X
1
2 −σ )ωX 12 −σ(
1 − 1
e
(
1 + 1
e
)
ω′
) 12 log t + O(X
1
2 −σ )
}
dσ
=
∫ ∞
σ1
(
σ − 1
2
)

{ ∑
n<X2
ΛX(n)
nσ+it
}
dσ + η1(t) , say .
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We have first∫ ∞
σ1
(
σ − 1
2
)

{ ∑
n<X2
ΛX(n)
nσ+it
}
dσ
=
(
σ1 − 12
)

{ ∑
n<X2
ΛX(n)
nσ1+it log n
}
+ 
{ ∑
n<X2
ΛX(n)
nσ1+it log2 n
}
.
Next, we have
|η1(t)| =
∣∣∣∣
∫ ∞
σ1
(
σ − 1
2
)
(1 + X 12 −σ )X 12 −σ (ω)(
1 − 1
e
(
1 + 1
e
)
ω′
) dσ
∣∣∣∣
·
∣∣∣∣
( ∑
n<X2
ΛX(n)
nσ1+it
)
− 1
2
log t
∣∣∣∣ + O
(∫ ∞
σ1
(
σ − 1
2
)
X
1
2 −σ dσ
)
≤ 1(
1 − 1
e
(
1 + 1
e
)) ·
∣∣∣∣
( ∑
n<X2
ΛX(n)
nσ1+it
)
− 1
2
log t
∣∣∣∣
·
∫ ∞
σ1
(
σ − 1
2
)
(1 + X 12 −σ )X 12 −σ dσ + O
(∫ ∞
σ1
(
σ − 1
2
)
X
1
2 −σ dσ
)
≤
(
2 + 34e
)
(
1 − 1
e
(
1 + 1
e
))
1
e
1
log2 X
1
2
log t + O
(
1
log2 X
∣∣∣∣
∑
n<X2
ΛX(n)
nσ1+it
∣∣∣∣
)
= η2(t) + O
(
1
log2 X
∣∣∣∣
∑
n<X2
ΛX(n)
nσ1+it
∣∣∣∣
)
, say .
We have directly
J2 = − 12 log2 X
{
−
∑
n<X2
ΛX(n)
nσ1+it
−
(
1 + 1
e
)
ω 1
e(
1 − 1
e
(
1 + 1
e
)
ω′
)
( ∑
n<X2
ΛX(n)
nσ1+it
)
+
(
1 + 1
e
)
ω 1
e(
1 − 1
e
(
1 + 1
e
)
ω′
) 1
2
log t + O(X 12 −σ1)
}
= O
(
1
log2 X
∣∣∣∣
∑
n<X2
ΛX(n)
nσ1+it
∣∣∣∣
)
+ η3(t) , say ,
where we put
η3(t) = − 12 log2 X
(
1 + 1
e
) 1
e
ω′(
1 − 1
e
(
1 + 1
e
)
ω′
) 1
2
log t .
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For the estimate of J3, we use the formula (2.12.7) of Titchmarsh [8] which is stated
in Lemma 4 above.

{
ζ ′
ζ
(σ1 + it) − ζ
′
ζ
(σ + it)
}
= 
{
− 1
σ1 + it − 1 +
1
σ + it − 1
}
+ 
{
− 1
2
log
(
1
2
(σ1 + it) + 1
)
+ 1
2
log
(
1
2
(σ + it) + 1
)}
+ 
{∑
ρ
(
1
σ1 + it − ρ +
1
ρ
)
−
∑
ρ
(
1
σ + it − ρ +
1
ρ
)}
+ O
(
1
t
)
=
∑
γ
(σ1 − σ)
(
(t − γ )2 − (σ1 − 12 )(σ − 12))((
σ1 − 12
)2 + (t − γ )2)((σ − 12 )2 + (t − γ )2)
+ O
(
1
t
)
.
Hence, we get
J3 =
∫ σ1
1
2
(
σ − 1
2
)∑
γ
(σ1 − σ)
((
t − γ )2 − (σ1 − 12)(σ − 12 ))((
σ1 − 12
)2 + (t − γ )2)((σ − 12)2 + (t − γ )2)
dσ
+ O
(
1
t
1
log2 X
)
=
∑
γ
1(
σ1 − 12
)2 + (t − γ )2
·
∫ σ1
1
2
(
σ − 1
2
)
(σ1 − σ)
(
(t − γ )2 − (σ1 − 12 )(σ − 12))(
σ − 12
)2 + (t − γ )2 dσ
+ O
(
1
t
1
log2 X
)
=
∑
γ
1(
σ1 − 12
)2 + (t − γ )2 K(γ ) + O
(
1
t log2 X
)
, say .
When t = γ , then
K(γ ) = −
∫ σ1
1
2
(σ1 − σ)
(
σ1 − 12
)
dσ
= −1
2
(
σ1 − 12
)3
.
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When t = γ , then, for simplicity, we change the variables v = σ − 12 and write Δ =
σ1 − 12 = 1logX and B = |t − γ |. Then we have
K(γ ) =
∫ Δ
0
v
(Δ − v)(B2 − Δv)
v2 + B2 dv
=
∫ Δ
0
(
Δv − (B2 + Δ2) + B
2(B2 + Δ2)
v2 + B2
)
dv
= Δ
3
2
− (B2 + Δ2)Δ + B(B2 + Δ2)
∫ Δ
B
0
1
1 + u2 du
= −Δ
3
2
− B2Δ + B(B2 + Δ2)Arctan
(
Δ
B
)
.
We put y = Δ
B
. Then the last result is rewritten as
K(γ ) = Δ3
{
Arctan(y) ·
(
1
y
+ 1
y3
)
− 1
y2
− 1
2
}
= Δ3
{
g(y) − 1
2
}
, say .
We notice first that as y → 0,
g(y) =
(
y − y
3
3
+ y
5
5
− · · ·
)
·
(
1
y
+ 1
y3
)
− 1
y2
= 2
3
− 2
15
y2 + O(y4) .
We notice second that as y → ∞,
g(y) → 0 .
We notice further that for y > 0,
g ′(y) = 1
y4
(3y − Arctan(y) · (3 + y2)) < 0
and
g ′(0) = 0 .
Hence, we get
0 ≤ g(y) ≤ 2
3
,
−1
2
≤ g(y) − 1
2
≤ 1
6
and
−1
2
Δ3 ≤ K(γ ) ≤ 1
6
Δ3 .
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Thus we get
J3 ≤ 16
(
σ1 − 12
)2 ∑
γ
σ1 − 12(
σ1 − 12
)2 + (t − γ )2 + O
(
1
log2 X
)
and
J3 ≥ −12
(
σ1 − 12
)2 ∑
γ
σ1 − 12(
σ1 − 12
)2 + (t − γ )2 + O
(
1
log2 X
)
.
Since, by applying the previous section,
∑
γ
σ1 − 12(
σ1 − 12
)2 + (t − γ )2 =
1
1 − 1
e
(
1 + 1
e
)
ω′
1
2
log t + O
( ∣∣∣∣
∑
n<X2
ΛX(n)
nσ1+it
∣∣∣∣
)
,
we get
J3 ≤ 16
(
σ1 − 12
)2 1
1 − 1
e
(
1 + 1
e
)
ω′
1
2
log t + O
(
1
log2 X
∣∣∣∣
∑
n<X2
ΛX(n)
nσ1+it
∣∣∣∣
)
= η4(t) + O
(
1
log2 X
∣∣∣∣
∑
n<X2
ΛX(n)
nσ1+it
∣∣∣∣
)
, say ,
and
J3 ≥ −12
(
σ1 − 12
)2 1
1 − 1
e
(
1 + 1
e
)
ω′
1
2
log t + O
(
1
log2 X
∣∣∣∣
∑
n<X2
ΛX(n)
nσ1+it
∣∣∣∣
)
= −η5(t) + O
(
1
log2 X
∣∣∣∣
∑
n<X2
ΛX(n)
nσ1+it
∣∣∣∣
)
, say .
Combining all these together, we get
πS1(t) + C =
(
σ1 − 12
)

{ ∑
n<X2
ΛX(n)
nσ1+it log n
}
+ 
{ ∑
n<X2
ΛX(n)
nσ1+it log2 n
}
+ O
(
1
log2 X
∣∣∣∣
∑
n<X2
ΛX(n)
nσ1+it
∣∣∣∣
)
+ Ξ(t)
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where Ξ(t) satisfies
Ξ(t) ≤η2(t) + η3(t) + η4(t)
≤ log t
2 log2 X
{ 1
e
(
2 + 34e
)
1 − 1
e
(
1 + 1
e
) − 12
1
e
(
1 + 1
e
)
ω′
1 − 1
e
(
1 + 1
e
)
ω′
+ 1
6
1
1 − 1
e
(
1 + 1
e
)
ω′
}
≤ log t
2 log2 X
{ 1
e
(
2 + 34e
)
1 − 1
e
(
1 + 1
e
) + 1
2
− 1
3
1
1 − 1
e
(
1 + 1
e
)
ω′
}
≤ log t
2 log2 X
{ 1
e
(
2 + 34e
)
1 − 1
e
(
1 + 1
e
) + 1
2
− 1
3
1
1 + 1
e
(
1 + 1
e
)
}
and
Ξ(t) ≥ − η2(t) + η3(t) − η5(t)
≥ log t
2 log2 X
{
−
1
e
(
2 + 34e
)
1 − 1
e
(
1 + 1
e
) − 1
2
1
e
(
1 + 1
e
)
ω′
1 − 1
e
(
1 + 1
e
)
ω′
− 1
2
1
1 − 1
e
(
1 + 1
e
)
ω′
}
≥ log t
2 log2 X
{
−
1
e
(
2 + 34e
)
1 − 1
e
(
1 + 1
e
) + 1
2
− 1
1 − 1
e
(
1 + 1
e
)
ω′
}
≥ log t
2 log2 X
{
−
1
e
(
2 + 34e
)
1 − 1
e
(
1 + 1
e
) + 1
2
− 1
1 − 1
e
(
1 + 1
e
)
}
≥ − log t
log2 X
1
4 + 54 1e
(
1 + 12e
)
1 − 1
e
(
1 + 1
e
) .
This proves Lemma 1 as stated above.
§5. A supplemental remark to Fujii [2] with a correction
We have shown on p. 88 of Fujii [2] that
|S(t)| ≤
1
π
(
1 + 1
e
) 1
e
+ 14
(1 − 1
e
(
1 + 1
e
)) log t
log log t
(
1 + O
(
1
log log t
))
.
Since
1
π
(
1 + 1
e
) 1
e
+ 14(
1 − 1
e
(
1 + 1
e
)) = 0.825665 · · · ,
0.67 in the statement of Corollary on p. 88 should be replaced by 0.83 as we have stated
our result in the corrected form in the introduction above.
If we use Lemma 2 of the present article, then Lemma 1 on p. 87 of Fujii [2] can be
replaced by the following.
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LEMMA 5. Suppose that t ≥ 2 and X is a positive number satisfying 4 ≤ X ≤ t2.
Then we have
S(t) = 1
π

{ ∑
n<X2
ΛX(n)
nσ1+it log n
}
+ O
(
1
log X
∣∣∣∣
∑
n<X2
ΛX(n)
nσ1+it
∣∣∣∣
)
+ Ξ(t) , say ,
where Ξ(t) satisfies
|Ξ(t)| ≤
1
π
(
1 + 34e
) 1
e
+ 14(
1 − 1
e
(
1 + 1
e
)) log tlog X .
This gives a slight refinement
|S(T )| ≤
1
π
(
1 + 34e
) 1
e
+ 14(
1 − 1
e
(
1 + 1
e
)) · log T
log log T
≤ 0.81 · log T
log log T
,
although as notioced in the introduction, Goldston-Gonek’s result [3] gives a further refine-
ment.
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