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Abstract
A framework that makes use of Connected components and su-
pervised Support machine to recognise texts is proposed. The
image is preprocessed and and edge graph is calculated using a
probabilistic framework to compensate for photometric noise.
Connected components over the resultant image is calculated
,which is bounded and then pruned using geometric constraints.
Finally a Gabor Feature based SVM is used to classify the pres-
ence of text in the candidates. The proposed method was tested
with ICDAR 10 dataset and few other images available on the
internet. It resulted in a recall and precision metric of 0.72 and
0.88 comfortably better than the benchmark Eiphstein’s algo-
rithm. The proposed method recorded a 0.70 and 0.74 in natural
images which is significantly better than current methods on nat-
ural images. The proposed method also scales almost linearly for
high resolution ,cluttered images.
Index Terms: Text detection ,Text localization, Connected com-
ponents ,Probabilistic Edge graph, Gabor feature ,Support Vec-
tor machine
1. Introduction
This report is divided into 3 sections ;Section 1 introduces to the
problem and argues the need for a new framework. It concludes
with presenting the proposed framework.
Section 2 describes the proposed framework ,It is further
subdivided into subsections describing the modules the frame
work uses. Each subsection argues the purposes of the module
in the framework, the algorithm used and concludes with a
pragraph stating the exact values of the parameters used in the
implementation accompanying this report.
Section 3 discusses the Results and further improvements in the
framework.
Readers who are interested in the a quick overview of the
implemented method can read the last paragraphs of the
corresponding sections and subsections.
2. Introduction
An essential prerequisite for text-based image search is the
robust location of text within them. This is a challenging task
due to the wide variety of variations in text appearances like
font and style, geometric and photometric distortions, partial
occlusions, and different lighting conditions. Text detection has
been considered in many recent studies and numerous methods
are reported in the literature [1] [2]. These techniques can
be classified broadly into two categories: texture-based and
connected component (CC)-based.
Texture-based approaches view text as a special texture that
is distinguishable from the background. Typically, features are
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extracted over a certain region and a classifier (trained using
machine learning techniques or by heuristics) is employed to
identify the existence of text. In [11], Zhong et al. assume
that text has certain horizontal and vertical frequencies and
extract features to perform text detection in the discrete cosine
transform domain. Ye et al. collect features from wavelet
coefficients and classify text lines using SVM [3]. Chen et al.
feed a set of weak classifiers to the Adaboost algorithm to train
a strong text classifier [4] [5].
Methods using machine learning are computationally inten-
sive since they compute features for all sections of the image at
different resolutions using a moving window of varying size.
However the maturity of learning algorithms further the chances
of figuring out the best representation of an image which could
be used for text detection problems. For example, Convlutional
Neural Network has been trained recently by reCaptcha Team
at google [6] to classify regularized texts in doors with 99+ %/
accuracy and the computational power required to achieve the
result renders any ordinary computer to shame.
The CC-based approach extracts regions from the image
and uses geometric constraints to rule out non-text candidates.
Adaptive binarization are usually used to find CCs. Text lines
are then formed by linking the CCs based on geometric proper-
ties. Recently, Epshtein et al. [1] proposed using the CCs in a
stroke width transformed image, which is generated by shooting
rays from edge pixels along the gradient direction. Shivakumara
et al. extract CCs by performing K-means clustering in the
Fourier-Laplacian domain, and eliminate false positives by
using text straightness and edge density [7].
CC based methods are computationally inexpensive since
they reject most of the candidates before scrutinizing for text
information. Hard pruning necessitates the graph constructed,on
which Connected components are formed, [edge graph] to be
robust towards lighting changes , clutter etc., These methods
completely discard texture information pertaining to text making
them inefficient in cluttered backgrounds. Texture ’similarity’
within a group of text is also discarded in these methods , which
will make a huge difference in poor resolution pictures.
Modelling texts against non-texts are problems of high
dimensions due to the sheer number of poses , fonts , textures
and other possibilities of texts occurring in natural images,
tackling them using low-dimensional models may not improve
our chances of success. Hence , we would be treating the
problem in high dimensions leveraging machine learning
techniques to solve the problem.
Supervised Machine learning classifications are computationally
intensive. The complexity of the method is predominantly not
due to its complexity involved in transforming and classifying
the region of interest but in the number of candidates on which
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the classification rule is run. it is general procedure to generate
candidates by sliding a window of fixed dimensions over the en-
tire image and on its scaled form. This procedure generates huge
number of candidates exponentially increasing the complexity
of the algorithm. Instead of considering possibility of texts in
all possible locations in an image ,one could apply CC based
method to narrow down the number of possible candidates to be
considered and then apply machine learning methods on these
regions to classify. This reduces the complexity by leaps and
bounds. This route is taken in this report to solve the problem.
3. Framework
In simple terms the problem could be defined as following.
Given an image , isolate text components in separate bounding
box as highlighted in yellow below
The image is initially pre processed to remove distortion due
Figure 1: Possible textual content in this image is bounded by
yellow boxes by the proposed algorithm.
to lighting, increase sharpness through histogram equalization
methods and sharpening filters. An edge graph of the resulting
image is constructed based on Marimonts probabilistic frame-
work [8] which computes the probability of the presence of an
edge at a certain pixel modelling noise due to photometric distor-
tion. This edge map is segmented into distinct regions based on
its nearest neighbour using breadth first search. The independent
regions,which are possible text candidates, are bounded using
rectangular boxes. These candidates are then discarded based on
geometric constraints specific to english texts. Few candidates
are also discarded based on extent of overlap. Finally, Gabor
features [9] of remaining candidates are calculated and passed
through an SVM classifier to assert the presence of text. A con-
cise flow of the algorithm explained is presented in the form of
blocks of pseudo code and the details of which are explained in
the succeeding pages. The framework is explained in detail in
the succeeding paragraphs.
Algorithm 1 Overview of the process followed for detecting
texts
Pre-process the Image I through S,Sharpening filter and H,
Histogram equalization filter to obtain O
Generate Edge map E using Marimont’s framework on O
Segment E using Connected component to Pi
for i = 1 to ELEMENTS do
Calculate Gabor feature Gi on resized Image Pi
Classify Gi using trained SVM
end for
3.1. EdgeMap
The input image is preprocessed to increase sharpness us-
ing Matlabs built in Imsharpen method which uses a Lapla-
cian Kernel. Lighting distortion is tackled by using local his-
togram equalization methods. Contrast Local Adaptive His-
togram Equalization method which is present in Matlab [10] was
used to offset poor lighting and contrast. The preprocessed im-
age is used to create an edgemap.
The edge map forms the crux of detecting textual can-
didates. Hence a lot of importance is placed to ensure that
the graph generated captures the details and remains robust
during poor lighting. A canonical filter like sobels or canny
would undermine the potential of the proposed algorithm to
a large extent in natural scenes. Nevertheless, they work just
fine in digitally born images where clutter is the main problem
and not poor lighting. To tackle the uncertainty of lighting in
natural scenes we use the statistical framework proposed by
Marimont and Rubner [8] and generate the edge map instead of
a spontaneous second derivative canny edge.
The edge map is calculated from two probability maps ,
a zero crossing map and a confidence map. The presence of
an edge at a pixel can be either due to noise in the image or
the presence of edge at the position. The statistical approach
works significantly well in capturing minute edge details in
natural images. The method is chosen for its robustness and
its successful application in many low-level image processing
algorithms [11] [12] [13].
The edge map algorithm models the input signal S(x,y) as
the sum of true signal R(x,y) and additive gaussian noise
etta(x, y). The zero crossing edge map is generated by apply-
ing the directional Lindberg operator on the raw image which is
a modified bessel function. The second and third derivative of
the image calculated using the Lindberg operator [14] is used
reject phantom edges. The probability of a zero crossing is
written as an integral sum as in equation,where the conditional
probability of the presence of edge given directional derivative
is obtained using the Lindberg operator. For our purposes we
replace the integration with summation over fixed intervals. The
conditional probability is taken to be a normal distribution with
unit variance around the gradient of highest descent.
p(edge|θ, r) = G(σ3
σ2
f(δx))−G(−σ3
σ2
f(δx))
(1)
p(edge|θ, r) = G(σ3
σ2
f(δx))−G(−σ3
σ2
f(δx))
(2)
G(t) = L(a− bt
1− t2 − b,
t
1− t2 ) + L(
−a+ bt
1− t2 + b,
t
1− t2 )
(3)
The confidence map that would be generated measures the
odds that the edge detected is due to true signals zero crossing
and not due to the noise. The fundamental notion of estimating
the confidence of a signal with additive gaussian noise as dis-
cussed by Murihead [15] has been borrowed. A confidence Ker-
nel k(n) is constructed around each pixel, which is then used as
parameters for a χ2 distribution. The confidence of the presence
of an edge is measured as the top 2
The implementation of the algorithm here assumes the
variance of the sensor noise as 1. It uses a 3X3 Lindberg
operator varying its direction in steps of 30 degrees. The
presence of an edge at a pixel is calculated as a weighted sum of
confidence and the edge density along 8 adjacent neighbours. If
their mean exceeds 0.5 then an edge is assumed to be present.
To summarize, the edgemap generation algorithm involves
calculating kernel matrix and calculating the top 2 % of the
χ2 distribution for generating the confidence map ; calculating
the directional lindberg derivative over 12 directions per pixel
to compute presence of zerocrossing;.Though complexity is
asymptotically linear , it may behave quadratically for images
of smaller size. The edgemap this generated are used to extract
regions of interest.
3.2. Prunning
The edgemap representation of the image is segmented into con-
nected components. Specifically ,a Breadth first search to ana-
lyze 4 connected neighbors ,in the edge map, is performed di-
viding the edge map into a labeled graph. Then,for each discon-
nected graph center , maximum height and width that encom-
passes its component are calculated and the distinct connected
region is bounded by a rectangular box. Candidates [bounding-
box] having Euler number ¡ 2 , and those having an area of ¡2
3.2.1. Feature Extraction
Gabor Wavelet is a sinusoidal plane wave with particular fre-
quency and orientation modulated by a Gaussian envelope. It is
a filter of the following equation
h(x, y) = e
( x
2
σ2x
+ y
2
σ2y
)
e−j2pi(ux+vy) (4)
Gabor Filters, which operate directly on gray-level im-
ages,have several advantages [3]. First, Gabor features have
been used for capturing local information in both spatial and
frequency domains from images, as opposed to other global
techniques such as Fourier Transforms. The Filtering output
is robust to various noises since G. However the orientation
specificity of Gabor wavelets force us to use filters in different
directions adding to the complexity. The major motivator comes
for success in using gabor filters for recognizing texts [16] [9].
In the subsequent filtering and isolation of text candidates
using SVM learning method , we extract the gabor filter features
for each bounding box. Features are obtained by convoluting a
3*3 gabor matrix over the candidate region. The resultant region
is resampled to 20*20 block. Four Gabor filters along different
orientations, by variying σx, σy equally, are applied to the input
image leading to 4, 20*20 features per candidate. These were
reduced to fewer dimensions along Principal components. PCA
for these features were calculated and the top 20 (3˜0%) were
retained . It was then classified using trained SVM classifier
written. Python was used for Spectral decomposition [17].
3.2.2. Training
Support Vector Machine (SVM) learner/classifier is used in the
problem. The idea behind Binary SVM is to dichotomize the
given dataset using a line or find a line that shatters the dataset
as maximally as possible. Clearly the idea assumes linear
separability of the dataset ,which might not be the case with
most data, certainly not with text and non-text data. A kernel
trick ,using a non-linear error measure,makes it possible to use
SVM for non-linear data too. The theory behind SVMs are not
discussed for the sake of brevity. Extensive discussions on SVM
can be found in [8].
The SVM with gabor features as input was trained on a
database consisting of 600 samples labeled as text obtained
from ICDAR datasets and 200 other manually labelled natural
texts using the sci-kit learn package [18]. Non-text labelled data
was also collected from the same sample. Radial basis function
kernel to train the SVM where the normalised kernel bandwidth
s was determined through cross-validation among s with a
granularity of 0.1 from -1 to 1. The python machine learn-
ing library scikit learn was used to implement the algorithm [17].
4. Results and Discussion
4.1. Complexity
The complexity of the framework is linear. The code was written
for readability and re usability ,hence critical parts were not writ-
ten in languages like C/C++ (that generates fast assembly code)
compromising the efficiency of implementation. The approxi-
mate time taken to solve the problem against the no of pixels
used are provided below for objective comparison. The algo-
rithm ran in a 32 bit Matlab 2011R b (64 bit Windows OS) using
Core i5 4GB ram 2.4Ghz Dell Inspiron Laptop. The SVM clas-
sifier ran on pythons scikit learn library. The SVM classifier
training took 50 minutes using the same laptop
Figure 2: Time taken in millisec vs Number of Pixels. The graph
indicates asymptotic linearity in complexity for most images.
4.2. Robustness
The goal of a rectangle based object detection evaluation scheme
is to match a list of ground truth object rectangles Gi and a list
D of detected object rectangles Di and to measure the quality
of the match between the two lists. The quality measure should
penalize information loss, which occurs if objects or parts of ob-
jects have not been detected, and it should penalize information
clutter, i. e. false alarms or detections which are larger than
necessary. Precision and recall metrics are used to evaluate mea-
sure the matching. Intuitively , recall is the ratio between re-
gions of ground truth that has been correctly detected and the
ground truth. Precision is the amount of false positive area be-
ing detected by the algorithm. These metrics are mathematically
defined for matches between one ground truth and one detected
region as shown in the equation.
Rar =
Area(Gi
⋂
Di)
Area(Di)
(5)
Par =
Area(Gi
⋂
Di)
Area(Gi)
(6)
This definition is extended by Wolf et., al [18] for matching mul-
tiple ground truth with multiple detected regions as shown below.
This handles the case of a subset of detected regions cover sin-
gle ground truth much better than the earlier definition but not as
completely as desired.
BestMatchD = max(
Area(Gi
⋂
Di)
Area(Gi +Area(Di)
), i ∈ 1, 2, ...|D|
(7)
BestMatchG = max(
Area(Gi
⋂
Di)
Area(Gi +Area(Di)
), i ∈ 1, 2, ...|G|
(8)
PICDAR(G,D) =
∑|G|
i=1BestMatchD(Gi)
|D|
(9)
RICDAR(G,D) =
∑|D|
i=1BestMatchG(Di)
|G|
(10)
The robustness results are defined based on metrics defined.
Precision measures ability the minimality of false positives. Re-
call measures the minimality of true negatives. The overall met-
ric favours lower Recall rates non linearly over high precision.
The algorithm as expected was able to detect all text regions ,
However it also misclassified non-text regions more often than
expected.
Figure 3: Comparison Table
Eiphstein’s algorithm and ours were compared using the val-
idation test. The algorithm was tested in IDCAR database and
encouraging results were obtained. It was also tested on natural
images and the results were encouraging too. The exact details
on IDCAR dataset are provided below
Figure 4: Results observed in natural and digital images
4.3. Observation and Improvements
There were few observations about the algorithm which can
be considered to improve the quality of the output generated.
Labelled Negative samples were not sufficiently confusing for
the SVM This is clearly discernible since texts were mostly
confused with dense dark strokes -twigs and eyes share. It was
also found that careful coalescing of region of interests which
are close-enough would significantly improve the performance
of the system , since Isolated texts are hard to distinguish than
word strings. For eg., I,independently can be easily confused
with other dark strokes ,on the contrary a string of letters
are clearly distinguishable. A Spanning Tree based merging
followed by pruning could be a possible way to handle them. It
was implemented as an extension.
The strongest motivation behind choosing SVM over other
learning methods is because of its unmatched results in Im-
age processing and its scope for incremental learning. Support
Vector Machines could be modified to suit reinforced learning
structure which would lead to a more robust learning framework
evolves over time [19].
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