Abstract-Some real-time kernels (such as a recent realtime version of Linux) permit to execute interrupt handlers in dedicated threads, to control their interference on realtime applications. However, from the stand-point of real-time analysis, such threads are challenging and cannot be dealt with in the traditional ways. Furthermore, the application of traditional scheduling solutions (such as fixed priorities) proves ineffective in striking a good trade-off between predictability and hardware performance. This paper shows how the problem can be tackled by using the resource reservation abstraction and an appropriate model for schedulability analysis.
I. INTRODUCTION
A recent trend in real-time research is to support complex applications for which the restrictive assumptions made by the standard real-time theory are not applicable. For example, when real-time applications heavily interact with the external environment (reading or writing large amount of data from hardware devices), the classical model of real-time tasks as independent activities, activated with a given temporal pattern, and using only one type of resources (typically the CPU) is at risk of losing fundamental details. Indeed, I/O operations (and hence the execution of device drivers) can generate timing problems of unexpected harshness when they are not adequately handled and taken into account.
From the scheduling point of view, device drivers can introduce very long priority inversions, potentially disrupting the temporal guarantees. Therefore, a necessary condition to process device information in real-time system is to execute them inside schedulable entities (typically threads). In the past, this solution has been mainly used in μkernel based systems or in small real-time kernels. More recently, even widely used OS kernel such as Linux offered the possibility of executing interrupt handlers in dedicated threads, by applying a real-time patch to the kernel. The recent adoption of interrupt threads in the main stream Linux kernel (starting from version 2.6.30) raises strong expectations on the future popularity of these technique among developers.
In this new context, a very important issue is the impact of the scheduling policy on the device drivers performance. As of today, interrupt threads are frequently scheduled with a fixed priority assigned in empirical ways. The result is often unsatisfactory: the system has to be designed with a conservative assignment of resources and temporal guarantees are difficult to provide. Hence, there is a pressing need for theoretical models for interrupt threads scheduling enabling well-founded choices of the scheduling parameters.
The scheduling analysis of interrupt threads cannot be carried out using the standard approaches because many hardware devices have finite queues which impose an upper bound on the number of pending interrupts (e.g., interrupts awaiting the CPU allocation). This situation is not normally considered in the standard real-time scheduling theory. Finite queues are obviously dealt with in the framework of queueing theory [1] , but this type of analysis is not directly concerned with real-time constraints.
Besides the difficulty in modelling the scheduling problem, the use of standard scheduling solutions could be inadequate in many situation of interest. For instance Modena and other [2] showed that by using fixed priority it is impossible to guarantee both the timing constraints of realtime tasks and the performance of hardware devices. In other words, we can easily find situations in which there does not exist a priority assignment allowing us to respect the constraints of real-time tasks and to maintain an acceptable value of throughput for non real-time applications at once. An example of this kind is discussed in Section III-A.
The adoption of advanced scheduling solution such as reservation-based scheduling [3] , [4] , [5] allows us to overcome this difficulty, as shown in Section V-B. The basic idea of reservation-based interrupt scheduling is that each interrupt thread can be reserved a fraction of the CPU time. This approach (as compared to fixed priorities) enables a finer grained control of the CPU. In this framework, the scheduling design problem becomes identifying the correct choice of the reservation parameters. Standard techniques for dimensioning these parameters [6] require that the interarrival time of the threads be large enough compared to the reservation period (which is one of the parameters to choose). However, in the case of interrupt threads, this assumption fails because the inter-arrival time of interrupts can be very small.
To cope with this problem, two novel analysis techniques (the first one deterministic and the second one stochastic) have been developed to identify a correct choice of the reservation parameters so that the number of pending interrupts can be controlled. Finally, an extensive experimental validation carried out on a real implementation is presented that validates the theoretical analysis and proves that the ap-proach based on interrupt threads and resource reservations is actually viable in real-life situations and it enables a good trade-off between predictability and throughput.
A. Related Work
The effects of device drivers on user space applications have been previously analysed mainly considering network devices and the network subsystem. Some modifications of such subsystem have been previously proposed in order to improve the network throughput, or to eliminate the so called "receive livelock" [7] , [8] , [9] , but, excluding some notable exceptions [10] , [11] , real-time aspects have not been investigated.
Interrupt handlers have been traditionally executed inside dedicated threads in μkernel environments [12] , [13] , and the idea of scheduling device drivers have been previously considered also in real-time theory [14] . Reservation-based scheduling has also been proposed in the past as a way to serve interrupt threads [15] . However, none of the papers mentioned above provide a theoretical analysis of a system including interrupt threads. Moreover, they require heavy modifications to the kernel structure, while the approach proposed in this paper is based on a widely-supported kernel (Linux) plus two fairly maintainable patches [16] , [17] .
More recently, interrupt threads scheduling in Linux has been evaluated in the context of real-time scheduling [18] , [19] . However, the experiments and analysis presented in such works are limited to fixed priorities, and fixed priorities do not seem to provide enough flexibility to properly serve device drivers without affecting real-time tasks [2] .
B. Structure of the Paper
The rest of this paper is organised as follows: Section III provides some definitions and introduces the problem; Section IV presents the theoretical analysis and some simulative validation; Section V describes an implementation of the proposed approach and some experiments on real hardware. Finally, Section VI concludes the paper and describes our future work.
II. DEFINITIONS AND BACKGROUND
Real-time systems are traditionally modelled as sets Γ = {τ i , i ∈ N } of real-time tasks 1 τ i , where a real-time task is a stream of jobs (or instances) J i,j . Job J i,j becomes ready for execution (arrives) at time r i,j , it requires a computation time c i,j , and finishes at time f i,j . Each job J i,j is also characterised by a deadline
In this paper, we will use reservation based scheduling: each task τ i is served by a reservation 1 The word "task" is used to identify a schedulable entity, being it a thread or a process. Resource reservations present the great advantage of providing temporal isolation between tasks, meaning that the worst case behaviour of task τ i is not affected by the other tasks running in the system. As a result, the performance of each task can be analysed in isolation, without considering all the other tasks; this is very important from the analysis point of view, because a system containing IRQ threads can be very complex, and including all the possible interrupts and tasks in the model can make it intractable.
The reservation mechanism used in the paper is the Constant Bandwidth Server (CBS) [4] . When a task τ i is served, the CPU time consumed by it is accounted by decreasing a variable q i called budget, and tasks are scheduled based on scheduling deadlines d T s i ≤ 1; for a further discussion on the CBS algorithm and on its properties, the reader is referred to the original paper [4] .
III. THE PROBLEM
Based on the system model introduced in Section II, which only considers applications using one hardware resource (the CPU), the schedulability of a real-time task set (i.e., the fact that the tasks' deadlines are respected) can be guaranteed by using a proper scheduling algorithm and an admission test. The admission test can be carried out in different ways (utilisation-based test, response time analysis, or time demand analysis) and is traditionally based on C i and P i . However, this model is simplistic because it does not consider the time consumed by the OS kernel to handle interrupts raised by the hardware devices connected to the system. For example, consider a traditional kernel, in which hardware interrupts are generally served in two phases:
• a short Interrupt Service Routine (ISR) is invoked as soon as an interrupt fires and is responsible for ac-knowledging the hardware interrupt mechanism, postponing the real data transfer and processing to a longer routine, to be executed later; • a longer routine (soft interrupt, or bottom half) is executed later to correctly manage the data coming from the hardware device.
ISRs generally execute with interrupts disabled, while soft interrupts always execute with interrupts enabled and are served when switching from kernel space (where ISRs run) to user space (where user programs are executed). Therefore, soft interrupts can be preempted by ISRs. Both ISRs and soft interrupts have a higher priority than user tasks, and can "steal" execution time from them. Such "stolen time" can be accounted for in real-time guarantees by modelling it as a blocking time B i (the admission tests mentioned above can be enhanced to account the blocking times). This implies that a low-priority task can affect the schedulability of high-priority tasks by causing the generation of a large number of hardware interrupts.
This problem is generally solved in real-time kernels by scheduling the interrupt handlers: for example, the RealTime Preemption patch (RT-preemtp) [16] introduces realtime features in the Linux kernel and transforms ISRs and soft interrupts in kernel threads (the hard IRQ thread and the soft IRQ thread), that are schedulable entities handled by the kernel scheduler in the same way as user tasks (so, IRQ threads can have lower priorities than real-time tasks, and can be preempted by them). Hence, some new tasks τ i are added to the system, representing the IRQ threads which are used to serve hardware interrupts. The arrival times r i,j of these new tasks correspond to the times when the interrupts fire.
This solution can present a slightly higher overhead, and requires a more careful synchronisation, but has the advantage to correctly accounting the handler code in a realtime system (that is, the CPU time required to execute the handler can be correctly accounted in order not to break the system's guarantees).
A. A Motivational Example
The possibility to schedule interrupt handlers (provided by IRQ threads) permits to reduce the interference from hardware devices (by giving user-space real-time tasks higher priorities than interrupts). However, identifying a correct scheduling policy for this type of threads is largely an open issue, as discussed in the following example. On a Linux based systems (see Section V for a more detailed description of the experimental setup), we have executed a periodic realtime task τ = (C = 20ms, P = 50ms) along with a non real-time task receiving UDP packets from the network (the netperf 2 benchmark has been used for this purpose, for it generates the desired workload and evaluates the network throughput). When the real-time task runs alone on an unmodified Linux kernel, the maximum measured response time is around 20ms (corresponding to the WCET) as expected. When running the network server alone on an unmodified Linux kernel and using small packets (around 192 bytes), the measured network throughput is around 74Mbps. However, when the two tasks are executed simultaneously the worstcase response time of the real-time task grows to more than 150ms (even if the program receiving UDP packets is executed as a non real-time task), as shown in Figure1 (representing the Cumulative Distribution Function -CDFof the response times).
When executing the two tasks on a preempt-RT kernel, it is possible to set the priority of the IRQ threads so that the real-time guarantee for τ is not jeopardised: if the priority of the IRQ threads is less than τ 's priority, then the worstcase response time is still very close to 20ms (see Figure2). However, the network throughput drops to 48Mbps. As one would expect, the network throughput returns to 74Mbps if the priority of the network IRQ threads is raised to a value higher than the priority of τ , but the response time of the latter is in this case out of control. These results confirm the outcome of some previous work [2] in showing that fixed priorities do not allow to find good trade-offs between the real-time performance of user-space tasks and the throughput of hardware devices.
B. Reservation-Based Scheduling of Interrupt Threads
The work presented in this paper addresses the problem of finding good latency/throughput trade-offs by using reservation-based scheduling for the IRQ threads (in particular, a CBS with hard reservation behaviour is used).
The CBS parameters Q s i and T s i must be properly dimensioned to avoid dropping too many interrupts. For example, some hardware devices have a limited amount of memory for incoming data, and interrupt handlers are used to get data from this buffer. If too many interrupts are pending, the buffer can overflow and some input data can be lost (in the next sections, a network card which can buffer at most N c input Ethernet frames will be considered). Hence, the CBS used to schedule the IRQ thread for the device must be dimensioned to control the number of pending interrupts.
A typical strategy for dimensioning a reservation is to choose a reservation period T s smaller than the minimum inter-arrival time of the served task. Such a choice allows one to model a reservation as a queue and to use standard tools for Markov Chain analysis to compute the probability distribution of the response time. Unfortunately, this approach is not viable in our setting: indeed, two interrupts can even be separated by an interval of time of a few microseconds. On the other hand, choosing a value for T s smaller than 1ms leads to an unacceptable scheduling overhead. As discussed next, this consideration induces a different modelling technique than the one typically used in these cases.
IV. THEORETICAL ANALYSIS
In this section, the problem of correctly dimensioning the CBS parameters for serving an IRQ thread is addressed, starting with a deterministic model and then providing a stochastic analysis of the system. As already explained in Section III, thanks to the temporal isolation property provided by the CBS it is possible to analyse a single IRQ thread in isolation; hence, the analysis can be developed considering one single interrupt type.
A. Deterministic Analysis
In the deterministic case, which is simpler to analyse, interrupts are assumed to fire with a minimum inter-arrival time P , and the interrupt handler is assumed to need a maximum time C to serve an interrupt request. Based on such assumptions, the worst case situation is represented by periodic interrupt requests (with period P ), with the interrupt hander serving each one of them in a constant time C.
In this situation, the IRQ thread can be modelled as a periodic task τ = (C, P ) and properly dimensioning a CBS (Q s , T s ) so that no interrupt is lost is quite simple. For the sake of simplicity and without loss of generality, T s is set as a multiple of P . In a server period n = provide the Q s time units at the end of the server period, as shown in Figure 3 ; hence, in the first T s − Q s time units of the server period the IRQ thread will not execute, and
pending interrupts will be queued. This number should be smaller than the maximum number of pending interrupts N c . As a result, the conditions expressed in Equation 1 must be satisfied:
As noticed above, this kind of conservative analysis can be applied even if the IRQ thread is not periodic (and/or its execution times are not constant), by substituting C with the WCET of the IRQ thread, and P with the minimum inter-arrival time between interrupts. However, assuming this kind of worst case conditions for the workload can be very pessimistic, often resulting in over-provisioning and in a suboptimal system utilisation.
To evaluate the degree of conservativeness of Equation 1 for real-world workloads, a stochastic model (offering a fine grained description of the system evolution) has been developed.
B. Stochastic Analysis
A stochastic analysis of a reservation-based system has already been performed in the past [6] , [4] , [20] , but such previous approaches cannot be used in this context for the reasons explained at the end of Section III. Hence, a new stochastic model has been developed.
The model is constructed assuming that the inter-arrival time between the h th and (h + 1) th interrupts is a stochastic process and that the time needed for serving the h th interrupt is also a stochastic process. Both these stochastic processes are assumed to be independent and identically distributed (i.i.d.). However, the stochastic analysis presented in this paper differs from the previous ones because it is based on a discrete-time model, where all the times are multiple of a small time interval Δ. The system evolution is necessarily observed at each time interval Δ (this difference respect to the previous works allows to handle inter-arrival times smaller than T s and to count the number of pending jobs). Applying standard modelling techniques based on Discrete Time Markov Chains (DTMC) 3 it is possible to find the probability of dropping an interrupt. The state of the IRQ thread can be described by a 5-tuple S i = (x, h, z, t, q) where:
• x is the number of the pending interrupts;
• h is the time to the arrival of the next interrupt;
• z is the residual execution time of the currently served interrupt; • t is the time elapsed from the beginning of the last server period; • q is the residual budged of the CBS. Each variable is described by an integer number of time intervals Δ, therefore the number of states is numerable. Since the system cannot queue more than N c pending interrupts, x ≤ N c . All other variables are also bounded, hence the number of states is finite (i.e., model is finite).
The transitions between the states are driven by 1) the evolution of time (which has an impact on h, z, t), 2) the arrival of a new interrupt (that has an impact on x), 3) the allocation of the CPU by the scheduler (which decreases q, z and, when the current task finishes, may determine a decrease of x). The probability to execute a task served by a CBS at time t is estimated by Equation 2 Exec(q, t) := 1 with probability
(remember that q is the current budget and t is the time elapsed from the beginning of the period). At the beginning of a reservation period (when the deadline is postponed), the task has a probability to execute equal to Q s /T s . After 1 time unit, the execution probability becomes (Q s −1)/(T s − 1) if the task executed, or Q s /(T s − 1) if the task did not execute. Note that if the task does not execute for T s − q time units, then it is guaranteed to execute in the next time unit (Exec(q, t) gives an execution probability equal to 1). This function models the properties of a hard CBS, so that a task executes for Q s time units every T s time units. The resulting set of states transitions is clearly very large and complex, and due to space constraints it is not possible to fully describe it. However, the most important transitions are described in the following.
The initial state of the system is S 0 = (0, 0, 0, 0, 0). A set of states with x = −1 is used to model the situation in which an interrupt is lost (an interrupt arrived when there already are N c pending interrupts).
An interrupt is completely served (and the corresponding job of the IRQ thread finishes) when z arrives to 0; then, if there is a pending interrupt it can be served. Hence, a new job for the IRQ thread is generated, and its execution time is computed based on the Probability Distribution Function (PDF) of the service times U (c) = P {c i,j = c}.
In the same way, a new interrupt fires (and becomes ready to be served or pending) when h arrives to 0; in this case, the arrival time of the next interrupt is computed based on the PDF of the inter-arrival times V (δ) = P {r i,j+1 − r i,j = δ}.
The CBS budget is recharged at the next scheduling deadline (the end of the current server period) according to the hard reservation behaviour, so when t arrives to T s its value is reset to 0 and q is recharged to Q s . As previously mentioned, the complete model is much more complex than this (there are many state transitions that have not been mentioned above), and the complete transition function between S i and S i+1 is described in Figure 9 , at the end of this paper.
The presented model permits to compute the probability to drop an interrupt, which is equal to the steady state probability of the (−1, h, z, t, q) states. Such probability can be computed by finding the steady state probabilities through some numerical tool: in practice, if π(n) is a vector containing the state probabilities at time nΔ (that is, the i th component of π(n) is probability that at time nΔ the system is in the i th state -remember that the states are numerable), then π(n + 1) = π(n)M , where M is a transition matrix containing the values from the model presented in Figure 9 . The searched steady state probabilities are given by π = lim n→∞ π(n), and can be found by numerically solving the equation π = πM (that is, finding the eigenvector with eigenvalue 1 for the matrix M ).
Although M can be a very large matrix, it has a sparse structure (the non-null terms are a small percentage of the elements of the matrix). Therefore, the computation is tractable appropriate tools for sparse matrix (in particular we used the sparse matrices libraries from the Trilinos Project 4 ).
C. Selected Results
The proposed model has been numerically solved using different PDFs for the execution and inter-arrival times, and different (Q s , T s ) settings, verifying that the results are consistent with Equation 1.
A first set of results shows that if the PDFs of the execution and inter-arrival times are deterministic, then the results exactly match the deterministic analysis. To achieve this result, the PDF of the execution times has been set to U (2) = 1, and the PDF of the inter-arrival times has been set to V (4) = 1 (hence, interrupts are periodic with period P = 4 and each interrupt needs 2 time units to be served). Then, when solving the eigenvector problem mentioned above it turns out that the probability to drop an interrupt
5, things are more interesting and the probability to drop an interrupt depends on the period. Consistently with Equation 1, if
·4 then such probability is 0. For example, Figure 4 shows the probability to drop an interrupt when T s = 2Q s and N c = 4 and it is possible to see that interrupts are not lost for
The effect of the maximum number of pending interrupts N c is also shown in Figure 5 , which plots the interrupt loss probability for a (20, 40) CBS as a function of N c . Finally, Figure 6 shows how the interrupt loss probability depends on both Q s and T s . The advantages of using a stochastic model become even more visible when execution and inter-arrival times are not fixed. For example, consider a simple example with V (δ) : V (4) = 0.2, V (5) = 0.8 and U (c) : U (2) = 0.3, U(3) = 0.7 (hence, the maximum load is 3/4 = 0.75). The maximum amount of pending interrupts is assumed to be N c = 3. According to the deterministic analysis, the reserved fraction of CPU time must be Q s /T s > 0.56250, and the maximum budget must be Q s > T s −3·4 = T s −12. However, Table I shows that even if these two conditions are not respected the probability to drop an interrupt can be very low.
V. IMPLEMENTATION AND EXPERIMENTS
An implementation of the CBS scheduler for Linux [17] has been used to schedule the IRQ threads in the 2.6.21.4- Interrupt Loss Probability Figure 6 . Interrupt loss probability for P = 4, C = 2, and Nc = 32 as a function of (Q s , T s ). rt12-cfs-v17 of the RT-Preempt for the Linux kernel. This patch transforms both the ISRs and the bottom halves in kernel threads (the hard IRQ threads and the soft IRQ threads), and the CBS scheduler is used to handle such threads (in the experiments reported in this section, a hard reservation behaviour has been used, to leave some execution time to non-real-time userspace tasks). The experiments reported in this section focus on the network card as a hardware device, because it is a good example of a high-throughput device (up to 100Mbps) for which it is possible to control the input load (this is needed for checking the consistence between the theoretical analysis and the experimental results). In particular, the test system used a "National Semiconductor Corporation DP83815" ethernet card (handled by the "natsemi dp8381x" Linux driver), which has an input ring buffer able to store up to 32 ethernet frames. This means that at most 32 ethernet IRQs can be simultaneously pending without dropping any input packet (N c = 32). The test system is based on an Intel Pentium 4 CPU running at 1700MHz, equipped with 256MB of RAM.
To generate a controlled load on the network card, the test machine has been connected to a traffic generator through a cross network cable. The traffic generator is another PC based on RT-Preempt, which is able to send UDP packets according to a specified distribution of the inter-packet times.
A. Validation of the Theoretical Model
First of all, the theoretical analysis developed in Section IV has been validated through a set of experiments, by using the traffic generator to send fixed-size UDP packets to the test system according to a specified PDF of the interpacket times, shown in Table II . The amount of time needed by the IRQ thread to receive an ethernet frame has then been measured by using accurate CPU accounting and measuring the execution time for receiving a large number of ethernet frames. A large number of runs revealed that the amount of CPU time needed by the IRQ thread to receive an ethernet frame does not depend on the frame size and is between 22μs and 25μs.
Then, the number of network card IRQs in the test machine has been measured by reading /proc/interrupts (to check if it matched the number of ethernet frames sent by the traffic generator), and the number of correctly received packets has been measured by using the netstat command. Based on these two measurements, it has been possible to compute the fraction of lost ethernet frames (equal to the fraction of dropped ethernet IRQs), displayed in the second column of Table III. The stochastic model has then been used to compute the packet loss probability (using a PDF of the execution times consistent with the numbers measured above), and the results are displayed in the third column of Table III . These results show that there is a good match between the theoretical model and the experiments, and that the stochastic model is pessimistic (it always gives a probability to drop an interrupt that is slightly higher than the one measured in the real experiments). This last property is important for providing stochastic real-time guarantees. Note that the deterministic model can be used by considering the minimum inter-arrival time between interrupts (100μs) and the maximum interrupt service time (25μs). The results obtained by using Equation 1 indicate that only the (300μs, 1000μs) configuration results in no lost interrupt, but do not provide any information about the amount of lost interrupts. On the other hand, the stochastic model shows that some other configurations can also be useful (for example, (3000μs, 10000μs) .
B. Back to the Motivational Example
The analysis presented in the previous section can be used to assign the reservation parameters so that the problem with netperf and small network packets showed in Section III-A is solved. After estimating the PDF of the inter-arrival times of the packets generated by netperf and of the computation time, we used the stochastic model to compute the packet loss probability when a (4ms, 10ms) CBS is used for the network hard IRQ thread. The resulting probability was 0. The experiments confirmed this result, showing a network throughput of 74Mbps (which is equal to the network throughput measured when the network hard IRQ thread is scheduled with the maximum fixed priority). In the same experiment, we used a (20ms, 50ms) CBS to serve the periodic real-time task, and the worst case response time has been measured as 46ms (which is consistent with the expectations: since Q s = 20ms is larger than the WCET, the worst case response time is expected to be less or equal than T s = 50ms [4] ). The worst case response time of the periodic task can be reduced by using a smaller server period and reserving a larger fraction of the CPU time to the periodic task. To verify this hypothesis, the experiment has been repeated scheduling the periodic task with a (5ms, 10ms) CBS, and using a (2ms, 10ms) CBS for the IRQ thread (a fraction of the CPU time has been left unused for the netperf server, or for non real-time activities or other IRQ threads). The stochastic model allowed to compute a probability to drop an interrupt equal to 17.8%, and the throughput measured in the experiment was 65Mbps (a drop rate of about 12% w.r.t. the previous 74Mbps). The difference between the expected 17.8% and the measured 12% is probably due to the slight divergence of the IRQ thread from the theoretical model, since it used to serve more than one interrupt at time, with a polling mechanism. The expected worst case response time was less than C/Q s T s = 40ms, and indeed a worst case response time of 36ms has been measured. Figure 7 shows the CDFs of the real-time task's response times measured in the two experiments described above (using a (20ms, 50ms) CBS or a (5ms, 10ms) CBS to serve the real-time task).
Summing up, the previous two examples show how the CBS can be used to find latency/throughput trade-offs, and the proposed theoretical model can be used to analyse the CBS parameters assignments. Practical experiments on real hardware show a reasonable consistence with the theoretical analysis. that the worst case response times of the periodic tasks are not affected). The test focused on the network hard IRQ thread (running the ISR for the network card) and UDP traffic, and the results for 2 different packet sizes (1024 bytes and 512 bytes) are displayed in Figure 8 . From the figure it is possible to notice that when the reserved CPU time is enough the network throughput using IRQ threads and CBS is comparable with the network throughput of a standard Linux kernel (quite near to the theoretical maximum). Hence, the proposed approach does not affect the network performance too badly. It is also worth noting that the network throughput is linearly proportional to Q s /T s , and that the scaling factor depends on the packet size. This last result is consistent with the fact that each ethernet frame needs an almost-constant time to be processed, independently from the size, as previously measured (in particular, note that the slope of the curve for packet size = 512 is about half of the other curve, showing that the CPU time needed by the IRQ thread is about double).
C. Controlling the System Performance
In the following experiment, a stream of UDP packets has been sent from the traffic generator to the test system, with a fixed inter-packet time P = 100μs, measuring the times when the packets were received by a user-space realtime application running on the test system. The difference between the reception times of two consecutive packets (expected to be 100μs) depends on the (Q s , T s ) scheduling parameters of the IRQ thread. The results showed that if the fraction of CPU time reserved to the ethernet IRQ thread is not enough, then the times between the reception of two consecutive packets can be very large. But if enough CPU time is reserved, then the inter-packet times are very stable (more stable than for an unpatched Linux kernel). The maximum inter-packet times are reported in Table IV. VI. CONCLUSIONS AND FUTURE WORK This paper presented the application of reservation-based scheduling (more specifically, the CBS algorithm) to interrupt threads. Two analysis techniques have been presented for correctly dimensioning the reservation parameters, and the analysis has been validated through a set of experiments on a real-time version of the Linux kernel.
As a future work, the stochastic model will be simplified (the current model is quite complex, and the number of states and transitions can probably be reduced), and a continuoustime model will be tested as an alternative. Moreover, it will be extended to analyse more complex situations (chains of interrupt threads, etc...). Additional experiments will also be performed using different hardware and multiple cooperating resources.
