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QUALITATIVE PROPERTIES OF SINGULAR SOLUTIONS TO
SEMILINEAR ELLIPTIC PROBLEMS
F. ESPOSITO*, A.FARINA+ AND B. SCIUNZI*
Abstract. We consider positive singular solutions to semilinear elliptic problems with
possibly singular nonlinearity. We deduce symmetry and monotonicity properties of the
solutions via the moving plane procedure.
1. introduction
The aim of the paper is to investigate symmetry and monotonicity properties of singular so-
lutions to semilinear elliptic equations. We address the issue of problems involving singular
nonlinearity. More precisely let us consider the problem
(1.1)


−∆u = f(x, u) in Ω \ Γ
u > 0 in Ω \ Γ
u = 0 on ∂Ω
where Ω is a bounded smooth domain of Rn with n ≥ 2. Our results will be obtained by
means of the moving plane technique, see [1, 2, 13, 19]. Such a technique can be performed
in general domains providing partial monotonicity results near the boundary and symmetry
when the domain is convex and symmetric. For semplicity of exposition we assume directly
in all the paper that Ω is a convex domain which is symmetric with respect to the hyperplane
{x1 = 0}. The solution has a possible singularity on the critical set Γ ⊂ Ω. Furthermore in
all the paper the nonlinearity f will be assumed to be uniformly locally Lipschitz continuous
from above far from the singular set. More precisely we state the following:
Definition 1.1 (hf). We say that f fulfills the condition (hf) if f : Ω \ Γ× (0,+∞)→ R
is a continuous function such that for 0 < t ≤ s ≤M and for any compact set K ⊂ Ω \ Γ,
it holds
f(x, s)− f(x, t) ≤ C(K,M)(s− t) for any x ∈ K ,
where C(K,M) is a positive constant depending on K and M . Furthermore f(·, s) is non-
decreasing in the x1-direction in Ω∩{x1 < 0} and symmetric with respect to the hyperplane
{x1 = 0}.
A typical example is provided by positive solutions to
(1.2) −∆u =
1
uα
+ g(u) in Ω \ Γ
where α > 0 and g is locally Lipschitz continuous. Such a problem, in the case Γ = ∅, as
been widely investigated in the literature. We refer the readers to the pioneering work [11]
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and to [3, 6, 7, 9, 10, 15, 21, 17]. In particular, by [15], it is known that solutions generally
have no H1-regularity up to the boundary. Therefore, having this example in mind, the
natural assumption in our paper is
u ∈ H1loc(Ω \ Γ) ∩ C(Ω \ Γ)
and thus the equation is understood in the following sense:
(1.3)
∫
Ω
∇u∇ϕdx =
∫
Ω
f(x, u)ϕdx ∀ϕ ∈ C1c (Ω \ Γ) .
Remark 1.2. Note that, by the assumption (hf ), the right hand side in the equation of
(1.1) is locally bounded. Therefore, by standard elliptic regularity theory, it follows that
u ∈ C1,αloc (Ω \ Γ),
where 0 < α < 1.
Let us now state our main result
Theorem 1.3. Let Ω be a convex domain which is symmetric with respect to the hyperplane
{x1 = 0} and let u ∈ H
1
loc(Ω \ Γ) ∩ C(Ω \ Γ) be a solution to (1.1). Assume that f fulfills
(hf) (see Definition 1.1). Assume also that Γ is a point if n = 2 while Γ is closed and such
that
Cap2
Rn
(Γ) = 0,
if n ≥ 3. Then, if Γ ⊂ {x1 = 0}, it follows that u is symmetric with respect to the hyperplane
{x1 = 0} and increasing in the x1-direction in Ω ∩ {x1 < 0}. Furthermore
ux1 > 0 in Ω ∩ {x1 < 0} .
Remark 1.4. Theorem 1.3 is proved for convex domains. It will be clear from the proofs
that this is only used to prove that ∂Ω ∩ {x1 = λ} is discrete in dimension two while
∂Ω ∩ {x1 = λ} has zero capacity for n ≥ 3. Therefore the result holds true more generally
once that such an information is available. In all this cases we could assume that Ω is
convex only in the x1-direction.
First results regarding the applicability of the moving plane procedure to the case of singular
solutions go back to [5] (see also [22]) where the case when the singular set is a single point
is considered. We follow and improve here the technique in [18], where the case of a smooth
(n− 2)-dimensional singular set was considered in the case of locally Lipschitz continuous
nonlinearity. Let us mention that the technique introduced in [18] also works in the nonlocal
context, see [16].
On the other hand, in the case Γ = ∅, symmetry and monotonicity properties of solutions
to semilinear elliptic problems involving singular nonlinearities, have been studied in [7, 8].
Also in this direction our result is new and more general. In fact, while in [7, 8] it is
necessary to restrict the attention to problems of the form (1.2), here we only need to
consider nonlinearities that are locally Lipschitz continuous from above. Actually, all the
nonlinearities of the form
f(x, s) := a1(x)f1(s) + a2(x)f2(s) ,
where f1 is an increasing continuous function in [0,∞), f2(·), is locally Lipschitz continuous
in [0,∞) and a1, a2 ∈ C
0(Ω), a1 ≥ 0 on Ω, satisfy our assumptions.
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The technique, as showed in [18], can be applied to study singular solutions to the following
Sobolev critical equation in Rn, n ≥ 3,
(1.4)
{
−∆u = u2
∗−1 in Rn \ Γ
u > 0 in Rn \ Γ.
In [18] it was considered the case of a closed critical set Γ contained in a compact smooth
submanifold of dimension d ≤ n− 2 and a summability property of the solution at infinity
was imposed (see also [22] for the special case in which the singular set Γ is reduced to a
single point). Here we remove both these restrictions and we prove the following:
Theorem 1.5. Let n ≥ 3 and let u ∈ H1loc(R
n \ Γ) be a solution to (1.4). Assume that the
solution u has a non-removable1 singularity in the singular set Γ, where Γ is a closed and
proper subset of {x1 = 0} such that
Cap2
Rn
(Γ) = 0.
Then, u is symmetric with respect to the hyperplane {x1 = 0}.
The same conclusion is true if the hyperplane {x1 = 0} is replaced by any affine hyperplane.
Some interesting consequences of the previous result are contained in the following
Corollary 1.6. Let n ≥ 3 and let u ∈ H1loc(R
n \ Γ) be a solution to (1.4) with a non-
removable singularity in the singular set Γ.
(i) If Γ = {x0}, then u is radially symmetric with respect to x0.
(ii) If Γ = {x0, x1}, then u has cylindrical symmetry with respect to the axis passing through
x0 and x1.
More generally we have :
(iii) assume 1 ≤ k ≤ n−2 and suppose that Γ is a closed subset of an affine k−dimensional
subspace of Rn. Then, up to isometry, the solution u has the form u(x) = u(x1, ..., xk, |x
′
|),
where x
′
:= (xk+1, ...xn) and |x
′
| :=
√
x2k+1 + ...+ x
2
n.
The following example shows that Theorem 1.5 and item (iii) of Corollary 1.6 are sharp for
n ≥ 5 and also that singular solutions exhibiting un unbounded critical set Γ exist.
For n ≥ 5 and 1 ≤ k < n−2
2
, k integer, we set p = p(n) = n+2
n−2
> 1 and A = A(n, k) =
[(n
2
− k − 1)n
2
]
n−2
4 > 0. Then, the function v(r) = Ar−
2
p(n)−1 is a singular positive ra-
dial solution of −∆v = vp(n) in Rn−k \ {0
′
}, which is smooth in Rn−k \ {0
′
}. Hence
u = u(x1, ..., xn) := v(|x
′
|) is a singular solution to (1.4) in Rn \ Γ, with Γ given by
the k−dimensional subspace {x1 = ... = xk = 0} ⊂ R
n, moreover u ∈ C∞(Rn \ Γ).
The remaining part of the paper is devoted to the proofs of our results.
1Here we mean that the solution u does not admit a smooth extension all over the whole space. Namely
it is not possible to find u˜ ∈ H1
loc
(Rn) with u ≡ u˜ in Rn \ Γ.
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2. Notations and preliminary results
For a real number λ we set
(2.5) Ωλ = {x ∈ Ω : x1 < λ}
(2.6) xλ = Rλ(x) = (2λ− x1, x2, . . . , xn)
which is the reflection through the hyperplane Tλ := {x1 = λ}. Also let
(2.7) a = inf
x∈Ω
x1.
Since Γ is compact and of zero capacity, u is defined a.e. on Ω and Lebesgue measurable
on Ω. Therefore the function
(2.8) uλ := u ◦Rλ
is Lebesgue measurable on Rλ(Ω). Similarly, ∇u and ∇uλ are Lebesgue measurable on Ω
and Rλ(Ω) respectively.
It is easy to see that, if Cap2
Rn
(Γ) = 0, then Cap2
Rn
(Rλ(Γ)) = 0. Another consequence of our
assumptions is that Cap2
Bλǫ
(Rλ(Γ)) = 0 for any open neighborhood B
λ
ǫ of Rλ(Γ). Indeed,
recalling that Γ is a point if n = 2 while Γ is closed with Cap2
Rn
(Γ) = 0 if n ≥ 3 by
assumption, it follows that
Cap2
Bλǫ
(Rλ(Γ)) := inf
{∫
Bλǫ
|∇ϕ|2dx < +∞ : ϕ ≥ 1 in Bλδ , ϕ ∈ C
∞
c (B
λ
ǫ )
}
= 0,
for some neighborhood Bλδ ⊂ B
λ
ε of Rλ(Γ). From this, it follows that there exists ϕε ∈
C∞c (B
λ
ǫ ) such that ϕε ≥ 1 in B
λ
δ and
∫
Bλǫ
|∇ϕε|
2dx < ε.
Now we construct a function ψε ∈ C
0,1(Rn, [0, 1]) such that ψε = 1 outside B
λ
ε , ψε = 0 in
Bλδ and ∫
Rn
|∇ψε|
2dx =
∫
Bλǫ
|∇ψε|
2dx < 4ε.
To this end we consider the following Lipschitz continuous function
T1(s) =


1 if s ≤ 0
−2s+ 1 if 0 ≤ s ≤ 1
2
0 if s ≥ 1
2
and we set
(2.9) ψε := T1 ◦ ϕε
where we have extended ϕε by zero outside B
λ
ε . Clearly ψε ∈ C
0,1(Rn), 0 ≤ ψε ≤ 1 and
∫
Bλǫ
|∇ψε|
2dx ≤ 4
∫
Bλǫ
|∇ϕε|
2dx < 4ε.
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Now we set γλ := ∂Ω ∩ Tλ. Recalling that Ω is convex, it is easy to deduce that γλ is
made of two points in dimension two. If else n ≥ 3 then it follows that γλ is a smooth
manifold of dimension n− 2. Note in fact that locally ∂Ω is the zero level set of a smooth
function g(·) whose gradient is not parallel to the x1-direction since Ω is convex. Then it
is sufficient to observe that locally ∂Ω ∩ Tλ ≡ {g(λ, x
′) = 0} and use the implicit function
theorem exploiting the fact that ∇x′g(λ, x
′) 6= 0. This implies that Cap2
Rn
(γλ) = 0, see e.g.
[12]. So, as before, Cap2
Iλτ
(γλ) = 0 for any open neighborhood of γλ and then there exists
ϕτ ∈ C
∞
c (I
λ
τ ) such that ϕτ ≥ 1 in a neighborhood I
λ
σ with γλ ⊂ I
λ
σ ⊂ I
λ
τ . As above, we set
(2.10) φτ := T1 ◦ ϕτ
where we have extended ϕτ by zero outside I
λ
τ . Then, φτ ∈ C
0,1(Rn), 0 ≤ φτ ≤ 1, φτ = 1
outside Iλτ , φτ = 0 in I
λ
σ and
∫
Rn
|∇φτ |
2dx =
∫
Iλτ
|∇φτ |
2dx ≤ 4
∫
Iλτ
|∇ϕτ |
2dx < 4τ.
3. Proof of Theorem 1.3
In the following we will exploit the fact that uλ is a solution to:
(3.11)
∫
Rλ(Ω)
∇uλ∇ϕdx =
∫
Rλ(Ω)
f(xλ, uλ)ϕdx ∀ϕ ∈ C
1
c (Rλ(Ω) \Rλ(Γ))
and we also observe that, for any a < λ < 0, the function wλ := u−uλ satisfies 0 ≤ w
+
λ ≤ u
a.e. on Ωλ and so w
+
λ ∈ L
2(Ωλ), since u ∈ C
0(Ωλ). To proceed further, we need the following
two results
Lemma 3.1. Let λ ∈ (a, 0) be such that Rλ(Γ) ∩ Ω = ∅ and consider the function
ϕ :=
{
w+λ φ
2
τ in Ωλ,
0 in Rn \ Ωλ,
where φτ is as in (2.10). Then, ϕ ∈ C
0,1
c (Ω)∩C
0,1
c (Rλ(Ω)), ϕ has compact support contained
in (Ω \ Γ) ∩ (Rλ(Ω) \Rλ(Γ)) ∩ {xN ≤ λ} and
(3.12) ∇ϕ = φ2τ (∇wλχsupp(w+
λ
)∩supp(ϕ)) + 2φτ (w
+
λ χsupp(ϕ))∇φτ a.e. on Ω ∪Rλ(Ω).
If λ ∈ (a, 0) is such that Rλ(Γ) ∩ Ω 6= ∅, the same conclusions hold true for the function
ϕ :=
{
w+λ ψ
2
εφ
2
τ in Ωλ,
0 in Rn \ Ωλ,
where ψε is defined as in (2.9) and φτ as in (2.10). Furthermore, a.e. on Ω ∪ Rλ(Ω),
(3.13) ∇ϕ = ψ2εφ
2
τ (∇wλχsupp(w+
λ
)∩supp(ϕ)) + 2(w
+
λ χsupp(ϕ))(ψ
2
εφτ∇φτ + ψεφ
2
τ∇ψε).
In particular, ϕ ∈ C0,1(Ωλ), ϕ|∂Ωλ = 0 and so ϕ ∈ H
1
0 (Ωλ).
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Proof. Let us consider the case when λ ∈ (a, 0) is such that Rλ(Γ) ∩ Ω 6= ∅ (the other
case being similar and easier). We first prove that for every x ∈ Ω there is an open ball
Bx centered at x, such that Bx ⊂ Ω and ϕ ∈ C
0,1(Bx), and then that there exists η > 0
such that supp(ϕ) is contained in the compact set {x ∈ Ω : dist(x, ∂Ω) ≥ η} ∩ {xN ≤
λ} ∩ (Rn \ V ) ⊂ (Ω \ Γ) ∩ (Rλ(Ω) \ Rλ(Γ)), where V is any open set contained in the
neighborhood Bλδ appearing in the construction of ψε.
If x ∈ Ω ∩ {xN > λ} then ϕ ≡ 0 in an open neighbourhood of x and so ϕ ∈ C
0,1(Bx) for
a suitable ball Bx. If x ∈ Ω ∩ Tλ then we can find a small open ball Bx ⊂ Ω such that
Bx ∩ (∂Ω ∪ Rλ(Γ)) = ∅. Therefore, both u and uλ belong to C
1(Bx ∩ {xN ≤ λ}) and so,
ϕ ∈ C0,1(Bx ∩ {xN ≤ λ}), thanks to the lipschitz character of φτ and ψε. On the other
hand we also have that ϕ ≡ 0 on Bx ∩ Tλ, by definition of wλ. Thus ϕ ∈ C
0,1(Bx) and we
are done also in this case. If x ∈ Rλ(Γ) ∩ Ω then ϕ ≡ 0 in an open neighbourhood of x
by definition of ψε and so ϕ ∈ C
0,1(Bx) for a suitable ball Bx. Finally, if x ∈ Ωλ \ Rλ(Γ)
then, as before, we can find a small open ball Bx such that Bx ⊂ Ωλ \Rλ(Γ). In this case,
both u and uλ belong to C
1(Bx). This yields wλ ∈ C
0,1(B) and so is ϕ, again thanks to
the lipschitz character of φτ and ψε.
To prove the second part of the claim we observe that ϕ ≡ 0 on Ω \ Ωλ and that, for any
point x of the compact set (∂Ω)∩{xN ≤ λ} there is a small open ball Bx, centered at x, such
that ϕ = 0 on Bx ∩Ω. The latter clearly holds for any point of γλ, by definition of φτ , and
for any point of ∂Ω∩Rλ(Γ), by definition of ψε. It is also true for any x ∈ (∂Ω)∩{xN < λ},
since u− uλ is well-defined, continuous and negative on the set [(∂Ω) ∩ {xN < λ}] \Rλ(Γ).
The arguments above immediately yield that ϕ ∈ C0,1c (Ω) and the formula (3.13). A similar
argument also shows that ϕ ∈ C0,1c (Rλ(Ω)).
To compute ∇ϕ we also took into consideration the Remark 1.2.

Lemma 3.2. Under the assumptions of Theorem 1.3, let a < λ < 0. Then w+λ ∈ H
1
0 (Ωλ)
and
∫
Ωλ
|∇w+λ |
2 dx ≤ c(f, |Ω|, ‖u‖L∞(Ωλ)),
where |Ω| denotes the n−dimensional Lebesgue measure of Ω.
Proof. We first prove that ∇wλχsupp(w+
λ
) ∈ L
2(Ωλ) and then that the distributional gradient
of w+λ is given by ∇wλχsupp(w+
λ
). We do this only for the case in which λ is such that
Rλ(Γ) ∩ Ω 6= ∅, the other case being similar and easier. For ψε as in (2.9) and φτ as in
(2.10), we consider the function ϕ defined in Lemma 3.1. In view of the properties of ϕ,
stated in Lemma 3.1, and a standard density argument, we can use ϕ as test function in
(1.3) and (3.11) so that, subtracting, we get
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∫
Ωλ
|∇wλχsupp(w+
λ
)|
2ψ2εφ
2
τ dx = −2
∫
Ωλ
∇wλ∇ψεw
+
λ ψεφ
2
τ dx− 2
∫
Ωλ
∇wλ∇φτw
+
λ ψ
2
εφτ dx
+
∫
Ωλ
(f(x, u)− f(xλ, uλ))w
+
λ ψ
2
εφ
2
τ dx
≤ −2
∫
Ωλ
∇wλ∇ψεw
+
λ ψεφ
2
τ dx− 2
∫
Ωλ
∇wλ∇φτw
+
λ ψ
2
εφτ dx
+
∫
Ωλ
(f(x, u)− f(x, uλ))w
+
λ ψ
2
εφ
2
τ dx.
Here we also used the monotonicity properties of f(·, s), see (hf ). Exploiting Young’s
inequality we get that
∫
Ωλ
|∇wλχsupp(w+
λ
)|
2ψ2εφ
2
τ dx ≤
1
4
∫
Ωλ
|∇wλχsupp(w+
λ
)|
2ψ2εφ
2
τ dx+ 4
∫
Ωλ
|∇ψε|
2(w+λ )
2φ2τ dx
+
1
4
∫
Ωλ
|∇wλχsupp(w+
λ
)|
2ψ2εφ
2
τ dx+ 4
∫
Ωλ
|∇φτ |
2(w+λ )
2ψ2ε dx
+
∫
Ωλ
(f(x, u)− f(x, uλ))w
+
λ ψ
2
εφ
2
τ dx.
(3.14)
Now we observe that the last integral is actually computed on the set {x ∈ Ωλ \ Rλ(Γ) :
u(x) > uλ(x) > 0} ⊂ Ωλ ⊂ Ω \Γ and so, we can apply condition (hf) with the compact set
K = Ωλ and M = ‖u‖L∞(Ωλ). We get therefore that∫
Ωλ
(f(x, u)− f(x, uλ))w
+
λ ψ
2
εφ
2
τ dx ≤ c(f, ‖u‖L∞(Ωλ))
∫
Ωλ
(w+λ )
2ψ2εφ
2
τ dx(3.15)
and so, from (3.14), we infer that∫
Ωλ
|∇wλχsupp(w+
λ
)|
2ψ2εφ
2
τ dx ≤ 8
∫
Ωλ
|∇ψε|
2(w+λ )
2φ2τ dx+ 8
∫
Ωλ
|∇φτ |
2(w+λ )
2ψ2ε dx
+ 2c(f, ‖u‖L∞(Ωλ))
∫
Ωλ
(w+λ )
2ψ2εφ
2
τ dx.
(3.16)
Taking into account the properties of ψε and φτ , we see that
(3.17)
∫
Ωλ
|∇ψε|
2 dx =
∫
Ωλ∩(Bλε \B
λ
δ
)
|∇ψε|
2 dx < 4ε,
(3.18)
∫
Ωλ
|∇φτ |
2 dx =
∫
Ωλ∩(Iλτ \I
λ
σ )
|∇φτ |
2 dx < 4τ,
which combined with 0 ≤ w+λ ≤ u, immediately lead to∫
Ωλ
|∇wλχsupp(w+
λ
)|
2ψ2εφ
2
τ dx ≤ 32(ε+ τ)||u||
2
L∞(Ωλ)
+ 2c(f, ‖u‖L∞(Ωλ))||u||
2
L∞(Ωλ)
|Ω| .
By Fatou Lemma, as ε and τ tend to zero, we deduce that ∇wλχsupp(w+
λ
) ∈ L
2(Ωλ). To
conclude we note that ϕ→ w+λ in  L
2(Ω), as ε and τ tend to zero, by definition of ϕ. Also,
∇ϕ → ∇wλχsupp(w+
λ
) in L
2(Ωλ), by (3.13). Therefore, ∇wλχsupp(w+
λ
) is the distributional
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gradient of ∇w+λ and w
+
λ in H
1
0 (Ωλ), since ϕ ∈ H
1
0 (Ωλ) again by Lemma 3.1. Which
concludes the proof.

Proof of Theorem 1.3. We define
Λ0 = {a < λ < 0 : u ≤ ut in Ωt \Rt(Γ) for all t ∈ (a, λ]}
and to start with the moving plane procedure, we have to prove that
Step 1 : Λ0 6= ∅. Fix a λ0 ∈ (a, 0) such that Rλ0(Γ) ⊂ Ω
c, then for every a < λ < λ0,
we also have that Rλ(Γ) ⊂ Ω
c. For any λ in this set we consider, on the domain Ω, the
function ϕ := w+λ φ
2
τχΩλ , where φτ is as in (2.10) and we proceed as in the proof of Lemma
3.2. That is, by Lemma 3.1 and a density argument, we can use ϕ as test function in (1.3)
and (3.11) so that, subtracting, we get
∫
Ωλ
|∇w+λ |
2φ2τ dx = −2
∫
Ωλ
∇w+λ∇φτw
+
λ φτ dx+
∫
Ωλ
(f(x, u)− f(xλ, uλ))w
+
λ φ
2
τ dx
≤ −2
∫
Ωλ
∇w+λ∇φτw
+
λ φτ dx+
∫
Ωλ
(f(x, u)− f(x, uλ))w
+
λ φ
2
τ dx.
Exploiting Young’s inequality and the assumption (hf), withK = Ωλ0 andM = ||u||
2
L∞(Ωλ0 )
,
we then get that∫
Ωλ
|∇w+λ |
2φ2τ dx ≤
1
2
∫
Ωλ
|∇w+λ |
2φ2τ dx+ 2
∫
Ωλ
|∇φτ |
2(w+λ )
2dx
+ c(f, ‖u‖L∞(Ωλ0 ))
∫
Ωλ
(w+λ )
2φ2τ dx.
Taking into account the properties of φτ , we see that
(3.19)
∫
Ωλ
|∇φτ |
2(w+λ )
2dx ≤ ‖u‖2L∞(Ωλ)
∫
Ωλ∩(Iλτ \I
λ
σ )
|∇φτ |
2 dx ≤ 4‖u‖2L∞(Ωλ) · τ.
We therefore deduce that∫
Ωλ
|∇w+λ |
2φ2τ dx ≤ 16||u||L∞(Ωλ) · τ + 2c(f, ‖u‖L∞(Ωλ0 ))
∫
Ωλ
(w+λ )
2φ2τ dx.
By Fatou Lemma, as τ tend to, zero we have∫
Ωλ
|∇w+λ |
2 dx ≤ 2c(f, ‖u‖L∞(Ωλ0 ))
∫
Ωλ
(w+λ )
2 dx
≤ 2c(f, ‖u‖L∞(Ωλ0 ))c
2
p(Ωλ)
∫
Ωλ
|∇w+λ |
2 dx,
(3.20)
where cp(·) is the Poincare´ constant (in the Poincare´ inequality in H
1
0 (Ωλ)). Since c
2
p(Ωλ)→
0 as λ→ a, we can find λ1 ∈ (a, λ0), such that
∀λ ∈ (a, λ1) 2c(f, ‖u‖L∞(Ωλ0 ))c
2
p(Ωλ) <
1
2
,
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so that by (3.20), we deduce that
∀λ ∈ (a, λ1)
∫
Ωλ
|∇w+λ |
2 dx ≤ 0,
proving that u ≤ uλ in Ωλ \ Rλ(Γ) for λ close to a, which implies the desired conclusion
Λ0 6= ∅.
Now we can set
λ0 = sup Λ0.
Step 2: here we show that λ0 = 0. To this end we assume that λ0 < 0 and we reach a
contradiction by proving that u ≤ uλ0+ν in Ωλ0+ν \ Rλ0+ν(Γ) for any 0 < ν < ν¯ for some
small ν¯ > 0. By continuity we know that u ≤ uλ0 in Ωλ0 \Rλ0(Γ). Since Ω is convex in the
x1−direction and the set Rλ0(Γ) lies in the hyperplane of equation { x1 = −2λ0 }, we see
that Ωλ0 \Rλ0(Γ) is open and connected. Therefore, by the strong maximum principle we
deduce that u < uλ0 in Ωλ0 \Rλ0(Γ) (here we have also used that u, uλ0 ∈ C
1(Ωλ0 \Rλ0(Γ))
by Remark 1.2, as well as the assumption (hf ).)
Now, note that for K ⊂ Ωλ0 \ Rλ0(Γ), there is ν = ν(K, λ0) > 0, sufficiently small,
such that K ⊂ Ωλ \ Rλ(Γ) for every λ ∈ [λ0, λ0 + ν]. Consequently u and uλ are well
defined on K for every λ ∈ [λ0, λ0 + ν]. Hence, by the uniform continuity of the function
g(x, λ) := u(x) − u(2λ − x1, x
′
) on the compact set K × [λ0, λ0 + ν] we can ensure that
K ⊂ Ωλ0+ν \ Rλ0+ν(Γ) and u < uλ0+ν in K for any 0 ≤ ν < ν¯, for some ν¯ = ν¯(K, λ0) > 0
small. Clearly we can also assume that ν¯ < |λ0|
4
.
Let us consider ψε constructed in such a way that it vanishes in a neighborhood of Rλ0+ν(Γ)
and φτ constructed in such a way it vanishes in a neighborhood of γλ0+ν = ∂Ω ∩ Tλ0+ν . As
swown in the proof of lemma 3.2, the functions
ϕ :=
{
w+λ0+νψ
2
εφ
2
τ in Ωλ0+ν
0 in Rn \ Ωλ0+ν
are such that ϕ→ w+λ0+ν in H
1
0 (Ωλ0+ν), as ε and τ tend to zero. Moreover, ϕ ∈ C
0,1(Ωλ0+ν)
and ϕ|∂Ωλ0+ν
= 0, by Lemma 3.1, and ϕ = 0 on an open neighborhood of K, by the above
argument. Therefore, ϕ ∈ H10(Ωλ0+ν \K) and thus, also w
+
λ0+ν
belongs to H10 (Ωλ0+ν \K).
We also note that ∇w+λ0+ν = 0 on an open neighborhood of K.
Now we argue as in Lemma 3.2 and we plug ϕ as test function in (1.3) and (3.11) so that,
by subtracting, we get
∫
Ωλ0+ν
|∇w+λ0+ν |
2ψ2εφ
2
τ dx ≤ −2
∫
Ωλ0+ν
∇wλ0+ν∇ψεw
+
λ0+ν
ψεφ
2
τ dx
− 2
∫
Ωλ0+ν
∇wλ0+νφτw
+
λ0+ν
ψ2εφτ dx
+
∫
Ωλ0+ν
(f(x, u)− f(x, uλ))w
+
λ0+ν
ψ2εφ
2
τ dx
where we also use the monotonicity of f(·, s) in the x1-direction. Therefore, taking into
account the properties of w+λ0+ν and ∇w
+
λ0+ν
we also have
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∫
Ωλ0+ν\K
|∇w+λ0+ν |
2ψ2εφ
2
τ dx ≤ −2
∫
Ωλ0+ν\K
∇w+λ0+ν∇ψεw
+
λ0+ν
ψεφ
2
τ dx
− 2
∫
Ωλ0+ν\K
∇w+λ0+ν∇φτw
+
λ0+ν
ψ2εφτ dx
+
∫
Ωλ0+ν\K
(f(x, u)− f(x, uλ))w
+
λ0+ν
ψ2εφ
2
τ dx.
Furthermore, since f is locally uniformly Lipschitz continuous from above, we deduce that
∫
Ωλ0+ν\K
|∇w+λ0+ν |
2ψ2εφ
2
τ dx ≤ 2
∫
Ωλ0+ν\K
|∇w+λ0+ν ||∇ψε|w
+
λ0+ν
ψεφ
2
τ dx
+ 2
∫
Ωλ0+ν\K
|∇w+λ0+ν ||∇φτ |w
+
λ0+ν
ψ2εφτ dx
+ c(f, ||u||L∞(Ω
λ0+
|λ0|
4
))
∫
Ωλ0+ν\K
(w+λ0+ν)
2ψ2εφ
2
τ dx.
(3.21)
Now, as in the proof of Lemma 3.2, we use Young’s inequality to deduce that∫
Ωλ0+ν\K
|∇w+λ0+ν |
2ψ2εφ
2
τ dx ≤ 8
∫
Ωλ0+ν\K
|∇ψε|
2(w+λ0+ν)
2φ2τ dx
+ 8
∫
Ωλ0+ν\K
|∇φτ |
2(w+λ0+ν)
2ψ2ε dx
+ 2c(f, ||u||L∞(Ω
λ0+
|λ0|
4
))
∫
Ωλ0+ν\K
(w+λ )
2ψ2εφ
2
τ dx,
(3.22)
which in turns yields∫
Ωλ0+ν\K
|∇w+λ0+ν |
2ψ2εφ
2
τ dx ≤ 32||u||
2
L∞(Ωλ0+ν¯)
(ǫ+ τ)
+ 2c(f, ||u||L∞(Ω
λ0+
|λ0|
4
))
∫
Ωλ0+ν\K
(w+λ )
2ψ2εφ
2
τ dx.
(3.23)
Passing to the limit, as (ǫ, τ)→ (0, 0), in the latter we get
∫
Ωλ0+ν\K
|∇w+λ0+ν |
2 dx ≤ 2c(f, ‖u‖L∞(Ω
λ0+
|λ0|
4
))
∫
Ωλ0+ν\K
(w+λ0+ν)
2 dx
≤ 2c(f, ‖u‖L∞(Ω
λ0+
|λ0|
4
))c
2
p(Ωλ0+ν \K)
∫
Ωλ0+ν\K
|∇w+λ0+ν |
2 dx ,
(3.24)
where cp(·) is the Poincare´ constant (in the Poincare´ inequality in H
1
0 (Ωλ0+ν \ K)). Now
we recall that c2p(Ωλ0+ν \K) ≤ Q(n)|Ωλ0+ν \K|
2
N , where Q = Q(n) is a positive constant
depending only on the dimension n, and therefore, by summarizing, we have proved that
for every compact set K ⊂ Ωλ0 \ Rλ0(Γ) there is a small ν¯ = ν¯(K, λ0) ∈ (0,
|λ0|
4
) such that
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for every 0 ≤ ν < ν¯ we have
∫
Ωλ0+ν\K
|∇w+λ0+ν |
2 dx ≤ 2c(f, ‖u‖L∞(Ω
λ0+
|λ0|
4
))Q(n)|Ωλ0+ν \K|
2
N
∫
Ωλ0+ν\K
|∇w+λ0+ν |
2 dx.
(3.25)
Now we first fix a compact K ⊂ Ωλ0 \Rλ0(Γ) such that
|Ωλ0 \K|
2
N < [20c(f, ‖u‖L∞(Ω
λ0+
|λ0|
4
))Q(n)]
−1,
this is possible since |Rλ0(Γ)| = 0 by the assumption on Γ, and then we take ν¯0 < ν¯
such that for every 0 ≤ ν < ν¯0 we have |Ωλ0+ν \ Ωλ0 |
2
N < [20c(f, ‖u‖L∞(Ω
λ0+
|λ0|
4
))Q(n)]
−1.
Inserting those informations into (3.25) we immediately get that∫
Ωλ0+ν\K
|∇w+λ0+ν |
2 dx <
1
2
∫
Ωλ0+ν\K
|∇w+λ0+ν |
2 dx(3.26)
and so ∇w+λ0+ν on Ωλ0+ν \ K for every 0 ≤ ν < ν¯0. On the other hand, we recall that
∇w+λ0+ν on an open neighbourhood of K for every 0 ≤ ν < ν¯, thus ∇w
+
λ0+ν
on Ωλ0+ν for
every 0 ≤ ν < ν¯0. The latter proves that u ≤ uλ0+ν in Ωλ0+ν\Rλ0+ν(Γ) for every 0 < ν < ν¯0.
Such a contradiction shows that
λ0 = 0 .
Step 3: conclusion. Since the moving plane procedure can be performed in the same way
but in the opposite direction, then this proves the desired symmetry result. The fact that
the solution is increasing in the x1-direction in {x1 < 0} is implicit in the moving plane
procedure. Since u has C1 regularity, see Remark 1.2, the fact that ux1 is positive for x1 < 0
follows by the maximum principle, the Ho¨pf lemma and the assumption (hf).

4. Proof of Theorem 1.5 and Corollary 1.6
Proof of Theorem 1.5. We first note that, thanks to a well-known result of Brezis and Kato
[4] and standard elliptic estimates (see also [20]), the solution u is smooth in Rn \ Γ.
Furthermore we observe that it is enough to prove the theorem for the special case in which
the origin does not belong to Γ. Indeed, if the result is true in this special case, then we can
apply it to the function uz(x) := u(x+ z), where z ∈ {x1 = 0} \ Γ 6= ∅, which satisfies the
equation (1.4) with Γ replaced by −z + Γ (note that −z + Γ is a closed and proper subset
of {x1 = 0} with Cap2
Rn
(−z + Γ) = 0 and such that the origin does not belong to it).
Under this assumption, we consider the map K : Rn \ {0} −→ Rn \ {0} defined by K =
K(x) := x
|x|2
. Given u solution to (1.4), its Kelvin transform is given by
(4.27) v(x) :=
1
|x|n−2
u
(
x
|x|2
)
, x ∈ Rn \ {Γ∗ ∪ {0}},
where Γ∗ = K(Γ). It follows that v weakly satisfies (1.4) in Rn \ {Γ∗ ∪ {0}} and that
Γ∗ ⊂ {x1 = 0} since, by assumption, Γ ⊂ {x1 = 0}. Furthermore, we also have that Γ
∗ is
bounded (not necessarily closed) since we assumed that 0 /∈ Γ.
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The proceed further we need the following lemmata
Lemma 4.1. Let F : Rn\{0} −→ Rn\{0} be a C1−diffeomorphism and let A be a bounded
open set of Rn \ {0}. If C ⊂ A is a compact set such that
(4.28) Cap2
A
(C) = 0,
then
(4.29) Cap2
F (A)
(F (C)) = 0.
Proof. By hypothesis (4.28) and by definition of 2-capacity, for every ε > 0 let ϕε ∈ C
∞
c (A)
such that
a.
∫
A
|∇ϕε|
2 dx < ε
b. ϕε ≥ 1 in a neighborhood Bε of C.
Let ψε := ϕε ◦ G, where G := F
−1. By definition of ψε, we immediately have that ψε ≥ 1
in a neighborhood B
′
ε of the compact set F (C). Moreover∫
F (A)
|∇ψε(y)|
2 dy =
∫
F (A)
|JG(y1, ..., yn) · ∇ϕε(G1(y1), ..., GN(yn))|
2 dy1 · · ·dyn
≤
∫
F (A)
‖JG‖∞,F (A)|∇ϕε(G1(y1), ..., GN(yn))|
2 dy1 · · · dyn
≤ C(F,A)
∫
F (A)
|∇ϕε(G1(y1), ..., GN(yn))|
2 dy1 · · · dyn
= C(F,A)
∫
A
|∇ϕε(x1, ..., xn)|
2| det(JF (x1, ..., xn))|dx1 · · · dxn
≤ C˜(F,A)
∫
A
|∇ϕε|
2 dx < C˜(F,A)ε.
Since C˜(F,A) is independent of ε, the desired conclusion follows at once.

Lemma 4.2. Let Γ be a closed subset of Rn, with n ≥ 3. Also suppose that 0 6∈ Γ and
(4.30) Cap2
Rn
(Γ) = 0.
Then
(4.31) Cap2
Rn
(Γ∗) = 0.
Proof. Since 0 belongs to the open set Rn\Γ, there exists r0 ∈ (0, 1) such that Br0(0)∩Γ = ∅.
Therefore, Γ =
+∞⋃
m=1
[
Γ ∩ (Bm(0) \Br0(0))
]
and so
Cap2
Rn
[
Γ ∩ (Bm(0) \Br0(0))
]
= 0, ∀m ∈ N,
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since (4.30) is in force. The latter and n ≥ 3 imply that
Cap2
Am
[
Γ ∩ (Bm(0) \Br0(0))
]
= 0, ∀m ∈ N,
where Am := Bm+1(0)\B r0
2
(0)) is an open and bounded set for every m ≥ 1. An application
of lemma 4.1 with F = K, the inversion x → x
|x|2
, A = Am and C = Γ ∩ (Bm(0) \ Br0(0))
yields
Cap2
K(Am)
K
(
Γ ∩ (Bm(0) \Br0(0))
)
= 0, ∀m ∈ N
and so
Cap2
Rn
K
(
Γ ∩ (Bm(0) \Br0(0))
)
= 0, ∀m ∈ N.
But Γ∗ = K(Γ) = K(
+∞⋃
m=1
[
Γ ∩ (Bm(0) \Br0(0))
]
) =
+∞⋃
m=1
K
(
Γ ∩ (Bm(0) \Br0(0))
)
and the
2-capacity is an exterior measure (see e.g. [12]), so the desired conclusion (4.31) follows.

Let us now fix some notations. We set
(4.32) Σλ = {x ∈ R
n : x1 < λ} .
As above xλ = (2λ−x1, x2, . . . , xn) is the reflection of x through the hyperplane Tλ = {x =
(x1, ..., xn) ∈ R
n | x1 = λ}. Finally we consider the Kelvin transform v of u defined in
(4.27) and we set
(4.33) wλ(x) = v(x)− vλ(x) = v(x)− v(xλ).
Note that v weakly solves
(4.34)
∫
Rn
∇v∇ϕdx =
∫
Rn
v2
∗−1ϕdx ∀ϕ ∈ C1c (R
n \ Γ∗ ∪ {0}) .
and vλ weakly solves
(4.35)
∫
Rn
∇vλ∇ϕdx =
∫
Rn
v2
∗−1
λ ϕdx ∀ϕ ∈ C
1
c (R
n \Rλ(Γ
∗ ∪ {0})) .
The properties of the Kelvin transform, the fact that 0 /∈ Γ and the regularity of u imply
that |v(x)| ≤ C|x|2−N for every x ∈ Rn such that |x| ≥ R, where C and R are positive
constants (depending on u). In particular, for every λ < 0, we have
(4.36) v ∈ L2
∗
(Σλ) ∩ L
∞(Σλ) ∩ C
0(Σλ) .
Lemma 4.3. Under the assumption of Theorem 1.5, for every λ < 0, we have that w+λ ∈
L2
∗
(Σλ),∇w
+
λ ∈ L
2(Σλ) and
(4.37) ‖w+λ ‖
2
L2
∗ (Σλ)
≤ C2S
∫
Σλ
|∇w+λ |
2 dx ≤ 2C2S
n + 2
n− 2
‖v‖2
∗
L2
∗(Σλ)
,
where CS denotes de best constant in Sobolev embedding.
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Proof. We immediately see that w+λ ∈ L
2∗(Σλ), since 0 ≤ w
+
λ ≤ v ∈ L
2∗(Σλ) . The rest of
the proof follows the lines of the one of lemma 3.2. Arguing as in section 2, for every ε > 0,
we can find a function ψε ∈ C
0,1(RN , [0, 1]) such that∫
Σλ
|∇ψε|
2 < 4ε
and ψε = 0 in an open neighborhood Bε of Rλ({Γ
∗ ∪ {0}}), with Bε ⊂ Σλ.
Fix R0 > 0 such that Rλ({Γ
∗ ∪ {0}) ⊂ BR0 and, for every R > R0, let ϕR be a standard
cut off function such that 0 ≤ ϕR ≤ 1 on R
n, ϕR = 1 in BR, ϕR = 0 outside B2R with
|∇ϕR| ≤ 2/R, and consider
ϕ :=
{
w+λ ψ
2
εϕ
2
R in Σλ,
0 in Rn \ Σλ.
Now, as in Lemma 3.1 we see that ϕ ∈ C0,1c (R
n) with supp(ϕ) contained in Σλ ∩B2R \
Rλ({Γ
∗ ∪ {0}}) and
(4.38) ∇ϕ = ψ2εϕ
2
R(∇wλχsupp(w+
λ
)∩supp(ϕ)) + 2(w
+
λ χsupp(ϕ))(ψ
2
εϕR∇ϕR + ψεϕ
2
R∇ψε).
Therefore, by a standard density argument, we can use ϕ as test function in (4.34) and in
(4.35) so that, subtracting we get
∫
Σλ
|∇wλχsupp(w+
λ
)|
2ψ2εϕ
2
R dx = −2
∫
Σλ
∇wλ∇ψεw
+
λ ψεϕ
2
R dx− 2
∫
Σλ
∇wλ∇ϕRw
+
λ ϕRψ
2
ε dx
+
∫
Σλ
(v2
∗−1 − v2
∗−1
λ )w
+
λ ψ
2
εϕ
2
R dx
=: I1 + I2 + I3 .
(4.39)
Exploiting also Young’s inequality and recalling that 0 ≤ w+λ ≤ v, we get that
|I1| ≤
1
4
∫
Σλ
|∇wλχsupp(w+
λ
)|
2ψ2εϕ
2
R dx+ 4
∫
Σλ
|∇ψε|
2(w+λ )
2ϕ2R dx
≤
1
4
∫
Σλ
|∇wλχsupp(w+
λ
)|
2ψ2εϕ
2
R dx+ 16ε‖v‖
2
L∞(Σλ)
.
(4.40)
Furthermore we have that
|I2| ≤
1
4
∫
Σλ
|∇wλχsupp(w+
λ
)|
2ψ2εϕ
2
R dx+ 4
∫
Σλ∩(B2R\BR)
|∇ϕR|
2(w+λ )
2ψ2ε dx
≤
1
4
∫
Σλ
|∇wλχsupp(w+
λ
)|
2ψ2εϕ
2
R dx
+ 4
(∫
Σλ∩(B2R\BR)
|∇ϕR|
n dx
) 2
n
(∫
Σλ∩(B2R\BR)
v2
∗
dx
)n−2
n
≤
1
4
∫
Σλ
|∇wλχsupp(w+
λ
)|
2ψ2εϕ
2
R dx + c(n)
(∫
Σλ∩(B2R\BR)
v2
∗
dx
)n−2
n
(4.41)
where c(n) is a positive constant depending only on the dimension n.
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Let us now estimate I3. Since v(x), vλ(x) > 0, by the convexity of t → t
2∗−1, for t > 0,
we obtain v2
∗−1(x) − v2
∗−1
λ (x) ≤
n+2
n−2
v2
∗−2
λ (x)(v(x) − vλ(x)), for every x ∈ Σλ. Thus, by
making use of the monotonicity of t → t2
∗−2, for t > 0 and the definition of w+λ we get
(v2
∗−1 − v2
∗−1
λ )w
+
λ ≤
n+2
n−2
v2
∗−2
λ (v − vλ)w
+
λ ≤
n+2
n−2
v2
∗−2(w+λ )
2. Therefore
I3 ≤
n+ 2
n− 2
∫
Σλ
v2
∗−2(w+λ )
2ψ2εϕ
2
R dx
≤
n+ 2
n− 2
∫
Σλ
v2
∗−2v2dx =
n+ 2
n− 2
∫
Σλ
v2
∗
dx =
n+ 2
n− 2
‖v‖2
∗
L2
∗(Σλ)
(4.42)
where we also used that 0 ≤ w+λ ≤ v. Taking into account the estimates on I1, I2 and I3,
by (4.39) we deduce that
∫
Σλ
|∇wλχsupp(w+
λ
)|
2ϕ2εϕ
2
R dx ≤ 32ε‖v‖
2
L∞(Σλ)
+ 2c(n)
(∫
Σλ∩(B2R\BR)
v2
∗
dx
)n−2
n
+ 2
n+ 2
n− 2
‖v‖2
∗
L2
∗(Σλ)
.
(4.43)
By Fatou Lemma, as ε tends to zero and R tends to infinity, we deduce that ∇wλχsupp(w+
λ
) ∈
L2(Σλ). We also note that ϕ → w
+
λ in L
2∗(Σλ), by definition of ϕ, and that ∇ϕ →
∇wλχsupp(w+
λ
) in L
2(Σλ), by (4.38) and the fact that w
+
λ ∈ L
2∗(Σλ). Therefore, ∇wλχsupp(w+
λ
)
is the distributional gradient of ∇w+λ and so ∇w
+
λ in L
2(Σλ) with (taking limit in (4.43))∫
Σλ
|∇wλ|
2 dx ≤ 2
n+ 2
n− 2
‖v‖2
∗
L2
∗(Σλ)
.(4.44)
Since ϕ ∈ C0,1c (R
n) we also have
(∫
Σλ
ϕ2
∗
) 2
2∗
≤ C2S
∫
Σλ
|∇ϕ|2(4.45)
where CS denotes de best constant in Sobolev embedding. Thus, passing to the limit in
(4.45) and using the above convergence results, we get the desired conclusion (4.37).

We can now complete the proof of Theorem 1.5. As for the proof of Theorem 1.3, we split
the proof into three steps and we start with
Step 1: there exists M > 1 such that v ≤ vλ in Σλ \Rλ(Γ
∗ ∪ {0}), for all λ < −M .
Arguing as in the proof of Lemma 4.3 and using the same notations and the same construc-
tion for ψε, ϕR and ϕ, we get
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∫
Σλ
|∇w+λ |
2ϕ2εϕ
2
R dx = −2
∫
Σλ
∇w+λ∇ϕεw
+
λ ϕεϕ
2
R dx− 2
∫
Σλ
∇w+λ∇ϕRw
+
λ ϕRϕ
2
ε dx
+
∫
Σλ
(v2
∗−1 − v2
∗−1
λ )w
+
λ ϕ
2
εϕ
2
R dx
=: I1 + I2 + I3 ,
(4.46)
where I1, I2 and I3 can be estimated exactly as in (4.40), (4.41) and (4.42). The latter yield∫
Σλ
|∇w+λ |
2ϕ2εϕ
2
R dx ≤ 32ε‖v‖
2
L∞(Σλ)
+ 2c(n)
(∫
Σλ∩(B2R\BR)
v2
∗
dx
)n−2
n
+ 2
n+ 2
n− 2
∫
Σλ
v2
∗−2(w+λ )
2ψ2εϕ
2
R.
(4.47)
Taking the limit in the latter, as ε tends to zero and R tends to infinity, leads to∫
Σλ
|∇w+λ |
2 dx ≤ 2
n+ 2
n− 2
∫
Σλ
v2
∗−2(w+λ )
2 < +∞(4.48)
which combined with Lemma 4.3 gives∫
Σλ
|∇w+λ |
2 dx ≤ 2
n+ 2
n− 2
∫
Σλ
v2
∗−2(w+λ )
2dx
≤ 2
n+ 2
n− 2
(∫
Σλ
v2
∗
dx
) 2
n
(∫
Σλ
(w+λ )
2∗ dx
) 2
2∗
≤ 2
n+ 2
n− 2
C2S
(∫
Σλ
v2
∗
dx
) 2
n
(∫
Σλ
|∇w+λ |
2 dx
)
.
(4.49)
Recalling that v ∈ L2
∗
(Σλ), we deduce the existence of M > 1 such that
2
n+ 2
n− 2
C2S
(∫
Σλ
v2
∗
dx
) 2
n
< 1
for every λ < −M . The latter and (4.49) lead to∫
Σλ
|∇w+λ |
2 dx = 0 .
This implies that w+λ = 0 by Lemma 4.3 and the claim is proved.
To proceed further we define
Λ0 = {λ < 0 : v ≤ vt in Σt \Rt(Γ
∗ ∪ {0}) for all t ∈ (−∞, λ]}
and
λ0 = sup Λ0.
Step 2: we have that λ0 = 0. We argue by contradiction and suppose that λ0 < 0. By
continuity we know that v ≤ vλ0 in Σλ0 \Rλ0(Γ
∗ ∪ {0}). By the strong maximum principle
we deduce that v < vλ0 in Σλ0 \Rλ0(Γ
∗ ∪ {0}). Indeed, v = vλ0 in Σλ0 \Rλ0(Γ
∗ ∪ {0}) ) is
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not possible if λ0 < 0, since in this case v would be singular somewhere on Rλ0(Γ
∗ ∪ {0}).
Now, for some τ¯ > 0, that will be fixed later on, and for any 0 < τ < τ¯ we show that
v ≤ vλ0+τ in Σλ0+τ \ Rλ0+τ (Γ
∗ ∪ {0}) obtaining a contradiction with the definition of λ0
and proving thus the claim. To this end we are going to show that, for every δ > 0 there
are τ¯(δ, λ0) > 0 and a compact set K (depending on δ and λ0) such that
K ⊂ Σλ \Rλ(Γ
∗ ∪ {0}),
∫
Σλ\K
v2
∗
< δ, ∀λ ∈ [λ0, λ0 + τ¯ ].
To see this, we note that for every every δ > 0 there are τ1(δ, λ0) > 0 and a compact set K
(depending on δ and λ0) such that
∫
Σλ0\K
v2
∗
<
δ
2
and K ⊂ Σλ \ Rλ(Γ
∗ ∪ {0}) for every
λ ∈ [λ0, λ0 + τ1]. Consequently u and uλ are well defined on K for every λ ∈ [λ0, λ0 + τ1].
Hence, by the uniform continuity of the function g(x, λ) := u(x) − u(2λ − x1, x
′
) on the
compact set K× [λ0, λ0+τ1] we can ensure that K ⊂ Σλ0+τ \Rλ0+τ (Γ
∗∪{0}) and u < uλ0+τ
in K for any 0 ≤ τ < τ2, for some τ2 = τ(δ, λ0) ∈ (0, τ1). Clearly we can also assume that
τ2 <
|λ0|
4
. Finally, since v2
∗
∈ L1(Σ
λ0+
|λ0|
4
) and
∫
Σλ0\K
v2
∗
<
δ
2
, we obtain the existence of
τ¯ ∈ (0, τ2) such that
∫
Σλ\K
v2
∗
< δ for all λ ∈ [λ0, λ0 + τ¯ ].
Now we repeat verbatim the arguments used in the proof of Lemma 4.3 but using the test
function
ϕ :=
{
w+λ0+τψ
2
εϕ
2
R in Σλ0+τ
0 in Rn \ Σλ0+τ .
Thus we recover the first inequality in (4.49), which immediately gives, for any 0 ≤ τ < τ¯∫
Σλ0+τ\K
|∇w+λ0+τ |
2 dx ≤ 2
n+ 2
n− 2
∫
Σλ0+τ\K
v2
∗−2(w+λ0+τ )
2 dx
≤ 2
n+ 2
n− 2
(∫
Σλ0+τ\K
v2
∗
dx
) 2
n
(∫
Σλ0+τ\K
(w+λ0+τ )
2∗ dx
) 2
2∗
≤ 2
n+ 2
n− 2
C2S
(∫
Σλ0+τ\K
v2
∗
dx
) 2
n
(∫
Σλ0+τ\K
|∇w+λ0+τ |
2 dx
)
(4.50)
since w+λ0+τ and ∇w
+
λ0+τ
are zero in a neighbourhood of K, by the above construction. Now
we fix δ < 1
2
[2n+2
n−2
C2S]
−n
2 and we observe that with this choice we have
2
n+ 2
n− 2
C2S
(∫
Σλ0+τ\K
v2
∗
dx
) 2
n
<
1
2
, ∀ 0 ≤ τ < τ¯
which plugged into (4.50) implies that
∫
Σλ0+τ\K
|∇w+λ0+τ |
2 dx = 0 for every 0 ≤ τ < τ¯ .
Hence
∫
Σλ0+τ
|∇w+λ0+τ |
2 dx = 0 for every 0 ≤ τ < τ¯ , since ∇w+λ0+τ is zero in a neighborhood
of K. The latter and Lemma 4.3 imply that w+λ0+τ = 0 on Σλ0+τ for every 0 ≤ τ < τ¯ and
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thus v ≤ vλ0+τ in Σλ0+τ \Rλ0+τ (Γ
∗ ∪ {0}) for every 0 ≤ τ < τ¯ . Which proves the claim of
Step 2.
Step 3: conclusion. The symmetry of the Kelvin transform v follows now performing the
moving plane method in the opposite direction. The fact that that v is symmetric w.r.t.
the hyperplane {x1 = 0} implies the symmetry of the solution u w.r.t. the hyperplane
{x1 = 0}. The last claim then follows by the invariance of the considered problem with
respect to isometries (translations and rotations).

Proof of Corollary 1.6. The function v(x) = u(x+x0) satisfies the assumptions of Theorem
1.5 with Γ = {0}. An application of Theorem 1.5 yields that v is symmetric with respect
to every hyperplane through the origin and so the original solution u must be radially
symmetric with respect to x0. This proves item (i). Since item (ii) is a special case of item
(iii) with k = 1, we need only to prove item (iii). To this end we observe that, up to an
isometry, we can suppose that the affine k−dimensional subspace is {xk+1 = ... = xn = 0}.
Therefore, we can apply Theorem 1.5 to get that u is symmetric with respect to each
hyperplane of Rn containing {xk+1 = ... = xn = 0}; i.e., u is invariant with respect to every
rotation of Rn which leaves invariant the set {xk+1 = ... = xn = 0}. Note that we can apply
Theorem 1.3 since any affine k−dimensional subspace of Rn, with 1 ≤ k ≤ n− 2, has zero
2-capacity in Rn (and so Cap2
Rn
(Γ) = 0).

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