In a pioneering classic, Warren McCulloch and Walter Pitts proposed a model of the central nervous system; motivated by EEG recordings of normal brain activity, Chvátal and Goldsmith asked whether or not this model can be engineered to provide pseudorandom number generators. We supply evidence suggesting that the answer is negative.
for some linear threshold functions f 1 , f 2 , . . . , f n . We will refer to such mappings Φ as McCulloch-Pitts dynamical systems.
Chvátal and Goldsmith [4] asked whether or not these dynamical systems can produce trajectories which are irregular, disorderly, apparently unpredictable in the sense of generating random numbers. In making the meaning of their question precise, they took the point of view of the practitioners, who mean by a random number generator any deterministic algorithm that, given a short sequence of numbers, called a seed, returns a longer sequence of numbers; such a random number generator is considered to be good if it passes statistical tests from some commonly agreed on battery. (This point of view is expounded in [13, Chapter 3] .) Since each vector in {0, 1} n is a binary encoding of an n-bit nonnegative integer, every mapping Φ : {0, 1} n → {0, 1} n induces a mapping Φ * : {0, 1, . . . , 2 n − 1} → {0, 1, . . . , 2 n − 1}, which can be construed as a random number generator: given any seed x in {0, 1, . . . , 2 n − 1}, it returns the sequence
Chvátal and Goldsmith asked whether or not there is a McCulloch-Pitts dynamical system Φ : {0, 1} n → {0, 1} n such that the sequence (1), scaled down by 2 n , passes all ten statistical tests for sequences of uniform random numbers in the interval [0, 1) that form the battery SmallCrush implemented in the software library TestU01 of L'Ecuyer and Simard [7, 8] .
In this note, we take the point of view of the theorists, who mean by a pseudorandom generator any deterministic algorithm that, given a randomly generated short sequence of bits, returns a longer sequence of bits that looks random in the sense that no polynomial-time randomized algorithm can distinguish with a non-negligible probability between this sequence and a randomly generated sequence of the same length. (For a rigorous version of this vague definition, we refer the reader to [9, Chapter 3] .) Given a McCulloch-Pitts dynamical system Φ : {0, 1} n → {0, 1} n and an integer t greater than n, we consider the mapping
t defined by letting Φ t (x) denote the sequence of the first t bits in the concatenation of x, Φ(x), Φ(Φ(x)), . . . . Our main result shows that such mappings cannot provide pseudorandom generators unless t is small relative to n: (ii) if y is chosen uniformly from {0, 1} t and if t ≥ (2 + ε)n 2 for some positive constant ε, then the algorithm returns random with probability at least 1 − e −δn , where δ is a positive constant depending only on ε.
We do not know whether or not Theorem 1 can be strengthened by reducing the lower bound (2 + ε)n 2 on the length of y even just to 2n 2 . Nevertheless, this lower bound can be reduced all the way to n + 1 if we are allowed to sample not just one, but multiple sequences Φ t (x).
Theorem 2.
There is a polynomial-time deterministic algorithm that, given sequences y 1 , . . . , y m of n + 1 bits, returns either the message McCulloch-Pitts or the message random in such a way that [18] . O'Connor [20] proved that an infinite binary sequence appears random to all finite-state machines if and only if it is ∞-distributed. Pseudorandom generators for space-bounded computation have been constructed by Nisan [19] .)
Proofs
A dichotomy of a set Y is its partition into two disjoint sets. Unlike Cover [5] , for whom a dichotomy is an unordered pair of sets, we view every dichotomy as an ordered pair of sets. A dichotomy (Y + , Y − ) of a subset of R n is linearly separable if there are numbers x 1 , x 2 , . . . , x n+1 such that
Our proofs of Theorem 1 and Theorem 2 rely on the following result, which is implicit in the work of Winder [23] , Cover [5] , and Muroga [17] . 
which pass through the origin. We will prove (i) by exhibiting a one-to-one mapping from D to R. (Actually, the mapping that we will exhibit is a one-to-one correspondence between D and R, which implies that (i) holds with the sign of equality; however, the inequality is all we need to prove the lemma.) Given a linearly separable dichotomy (Y + , Y − ) of Y , we choose numbers x 1 , x 2 , . . . , x n+1 that satisfy (2); now point (x 1 , x 2 , . . . , x n+1 ) belongs to one of the open regions that belong to R and this is the region that we assign to (Y + , Y − ). Since every point ( x 1 , x 2 , . . . , x n+1 ) in this region satisfies it satisfies, by virtue of (2),
and so our mapping from D to R is one-to-one.
Next, we claim that, for all choices of positive integers m and n, we have
To justify this claim, consider any m pairwise distinct hyperplanes in R n that pass through the origin; call one of these hyperplanes 'new' and call the other m − 1 hyperplanes 'old'. Since all the old hyperplanes are distinct from the new hyperplane, each of them intersects the new hyperplane in a linear subspace of dimension n − 2; these at most m − 1 linear subspaces of dimension n − 2 (at most rather than exactly m − 1 since distinct old hyperplanes may intersect the new hyperplane in the same linear subspace) divide the new hyperplane into at most R(m − 1, n − 1) regions. Since each of these regions in the new hyperplane is a boundary between two regions in R n demarcated by the m hyperplanes, at most R(m − 1, n − 1) regions of the at most R(m − 1, n) regions demarcated by the old hyperplanes are split by the new hyperplane into two. setting α = ε/6, we conclude that p ≤ 2e −βm , which proves the lemma.
We will also use the following well-known fact, whose proof we include just to make our exposition self-contained. Proof. Note that y 1 , y 2 , . . . , y m are pairwise distinct with probability
Proof of Theorem 1. The algorithm goes as follows: Given a positive integer n and a sequence y of t bits, write m = ⌊(t − 1)/n⌋ and define
If this dichotomy is linearly separable, then return McCulloch-Pitts; else return random.
To see that this algorithm runs in polynomial time, observe that testing whether a finite dichotomy is linearly separable amounts to solving a linear programming problem; the epoch-making result of Khachiyan [12] guarantees that this can be done in polynomial time.
To prove (i), let us assume that y = Φ t (x) for some McCulloch-Pitts dynamical system Φ : {0, 1} n → {0, 1} n defined by Φ(x) = (f 1 (x), f 2 (x), . . . , f n (x)) and for some x in {0, 1}
n . Now To prove (ii), let us assume that y is chosen uniformly from {0, 1} t and that t ≥ (2 + ε)n 2 for some positive constant ε. Since the probablity that the algorithm returns random increases as t increases, we may replace the assumption that t ≥ (2 + ε)n 2 by the assumption that t = ⌈(2 + ε)n 2 ⌉.
Since y is chosen uniformly from {0, 1} t , the points of Y are chosen independently and uniformly from {0, 1} n , and so Lemma 3 with N = 2 n guarantees that |Y | = m with probability 1 − O(2 −n/3 ). When |Y | = m, the assumption that y is chosen uniformly from {0, 1} t implies that the dichotomy (Y + , Y − ) of Y is chosen uniformly from all dichotomies of Y , in which case Lemma 2 guarantees that (Y + , Y − ) is linearly separable with probability at most e −γn . We conclude that the algorithm returns random with probability at least 1 − O(2 −n/3 ) − e −γn , which is at least 1 − e −δn for some positive δ.
Proof of Theorem 2.
The algorithm goes as follows: Given sequences y 1 , . . . , y t of n + 1 bits, write y i = (y If this dichotomy is linearly separable, then return McCulloch-Pitts; else return random.
Analysis of this algorithm is just like the analysis in the proof of Theorem 1.
