I. INTRODUCTION
Forecasting technique has become very important in the literature of finance for performance analysis of the firm and assisting investor before making decisions. Particularly, when traditional statistic techniques perform low performance to deal with nonlinearities and non stationary of economic and financial data, the authors in this field have been encouraged to apply machine learning technique such as neural networks, genetic programming and support vector regression. The traditional statistic techniques commonly used in finance are multiple linear regressions (MLR) and generalized autoregressive conditional heteroscedasticity (GARCH). Both models are widely applied since their methodology has been established very well.
However, neural networks model has attracted many researchers to be applied as an alternative and becoming more popular in recent years since the ANN outperforms the traditional statistic model in terms of explained variance and out-of sample predictive accuracy [18] . Furthermore, the research motivation in bank's performance analysis and forecasting is mostly intended to provide information for management or policy maker. For example, [14] using regression technique to predict conventional bank failure using financial ratio variables. Additionally, [13] uses ANN to assess credit risk in Islamic bank. On the contrary, this research aims to examine the superiority of the ANN model in providing prediction information of one-month time deposit return for Islamic bank depositors by signaling the appropriate time to put monies in the bank when deposit return tends to rise or otherwise. To do so, the paper compares the forecasting performance of ANN, MLR and ARCH/GARCH model.
We justify the importance of this research according to the following reasons: First, the time deposit product of Islamic bank is developed using the profit and loss sharing principle. Second, prior studies suggested that Indonesian people in patronizing Islamic banks is expecting a better return rather than religion motives. Third, they freely put or withdraw their monies since the banks charge no penalty to break the time deposit account at any time. Therefore, applying the most appropriate technique for predicting one or two months ahead of time deposit return is very important to facilitate their profit motive.
According to our knowledge, this paper is considered to be the first experiment in Islamic banking research which compares neural networks and traditional statistic techniques in modeling depositor return prediction. For this purpose, this paper employs Eviews software version 5.0 to develop MLR and GARCH model and Alyuda neuro intelligent software version 2.2 to develop ANN model under Windows XP environment.
II. LITERATURE REVIEW

A. The role of macroeconomic variables in affecting bank's performance
This study follows the bank failure theory which issued by [9] . The theory said, "Extremely bad management may not prove fatal to a particular bank until economic condition leads to unexpected capital outflows or loan losses". Therefore, this research uses only macroeconomic variables to predict Islamic bank's performance which is reflected by time deposit return delivered to depositors.
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Deposit Return of Islamic Bank Saiful Anwar, Yoshiki Mikami Generally, the macroeconomic variables determine bank's profitability in the following ways: Reference [7] reports that market expansion would enable banks to increase profits as represented by a strong relationship between money supply and profit. Furthermore, stock indices may lead to a higher growth of the firm, industry and country level. Such conditions will give more profit to the banks from financing activities. Meanwhile, [5] informs that inflation positively affects the bank's profits if the revenue that accrues from business is larger than the arising of overhead cost due to inflation. Interest, on the other hand, affects the majority offunding and financing activities of a bank and later on the bank's profit.
Lastly, exchange rate does not affect profits of Islamic bank from foreign exchange trading, as it does to conventional bank, since it is prohibited. It benefits Islamic bank through its impact on the fluctuation of the price of goods that affect business trading and market.
B. The uniqueness of Islamic bank time deposit
One of the main sources of fund in Indonesian Islamic banks is called mudharabah time deposit. The banks use the fund to finance the business which is not prohibited by Islamic law and lately share the profit with depositors [10] . Unlike interest that provides fix regular revenue, the return of mudharabah time deposit which is represented by monthly rate of return is uncertain. Additionally, the rate is varied among Islamic banks since it depends on the bank's profitability and pre-agreed profit and loss sharing (PLS) ratio offered to depositors. Every month, the Islamic banks publish the RR report to assist depositors, comparing the current rate of return with current market interest rate.
Recently, the fund of mudharabah time deposit product contributes approximately 58 percent from the total depositor fund of Indonesian Islamic banks. Furthermore, the one-month mudharabah time deposit which offers the highest rate, contributes the largest portion of total time deposit fund for approximately 70 percent (Bank of Indonesia). Interestingly, the return of one-month time deposit is higher in some particular periods rather than the interest rate of one-month time deposit as depicted in figure 1. 
C. Artificial Neural Networks (ANN) Model
Accumulated studies have shown that ANN is better than traditional statistic model in making prediction. Reference [16] reported that ANN outperforms MLR in predicting housing value. Moreover, [17] reported the same evidence that ANN is the more powerful tool in predicting bank performance by comparing the mean square error (MSE) and mean square prediction error of both models.
Moreover, [2] Actually, ANN is a part of machine learning technique which tries to simulate the way of learning of the human brain. Its function mimics biological neurons in which the structure consists of a group of artificial neurons which are interconnected, creating networks.
The main elements of neuron for learning or information processing are: Inputs, Weight, Summation Function, Transformation function and output. Similar to the human brain, the process of training the networks is needed to recognize patterns, develop generalization and learn to improve the performance. Accordingly, ANN is powerful to solve problem in areas of prediction and classification.
Technically, the process of ANN is briefly explained as follows. Initially, there is a neuron j which has a certain number of inputs (x 1 ,x 2 , x 3, …x j ) and single output (y j ). Each input has a weight (w 1j , w 2j , w 3j, ...w ij ) as an indicator of importance of the incoming signal into neuron (j). The net value (u j ) of the neuron is then calculated with the sum of all the input value multiplied by their respective weight. Further, with reference to a threshold value (t j ) and activation function, the neuron (j) determines an output value (y j ) which will be sent as output to other neuron. Each neuron has its own unique threshold value (t j ). If the net value (u j ) is greater than the threshold (t j ), the neuron (j) will send output (y j ) to other neurons. In addition, the activation function is a function used to transform the activation level of a unit (neuron) to an output signal. Currently, sigmoid and logistic are the most popular activation functions used. All the processes are depicted in fig.2 . The typology of most neural networks generally involves a collection of neurons that are configured in two or more layers [18] . Therefore, the research combines some neurons into multilayer structures to have the power of pattern recognition and prediction. For this reason, this research employs a multi layer feed-forward networks which is the most common type of neural network currently in use. The multi layer feed-forward network comprises of input layer, hidden layer and output layer.
Specifically, the input layer is a layer that is directly connected to outside information. All data in the input layer will be feed-forwarded to the hidden layer as the next layer. Meanwhile, the hidden layer functions as feature detectors of input signals and releases them to the output layer. Finally, the output layer is considered as a collector of the features detected and as a producer of the response. In the networks, the output from output layer is the function of the linear combination of hidden unit's activation; whereas the hidden unit's activation function is in form of a non-linear function of the weighted sum of inputs. Mathematically, the ANN model can be written as in the following:
Where x is the vector of explanatory variables, θ is weights vector (parameters) and ε is the random error component. Then, Equation (2) is the unknown function for estimation and prediction from the available data. As such, the model can be formulated as:
Where: Y = network output f = output layer activation function v 0 = output bias m= number of hidden units h= hidden layer activation function λ j = hidden unit biases (j = 1,. . . ,m) n= number of input units x i = inputs vector (i = 1,. . . ,n) w ij = weight from input unit i to hidden unit j v j = weights from hidden unit j to output (j = 1,. . . ,m)
D. Multiple linear regression (MLR) models
MLR is a technique used for modeling the relationship among more than two variables linearly. It is considered as the most common technique used in banking and finance area, especially for examining the financial performance in Islamic bank. For example [4] uses MLR model to measure profitability of two Sudanese Islamic bank. This model should be clear from autocorrelation, multicolinearity, and heteroscedasticity to produce Best Linear Unbiased Estimate (BLUE) model. The model is formulated as follows:
Where:
Heteroscedasticity is a definition for unconstant size of expected error term of a particular time series data, wherein the expected error term depends on the size of independent variable. This condition violates the assumption of the least squares model which requires homoscedasticity in which the expected value of all error terms is the same at any given point and does not depend on the size of independent variable [8] . Accordingly, Engle in 1982, introduced the possibility of modeling the heteroscedasticity of mean error and the variance error of data series simultaneously by developing ARCH model. The essence of this model is to specify a stochastic process for the error terms and predict the average size of error terms when models are fitted to empirical data [8] .
Later on, Bollerslev in1986 extended the ARCH model since the model usually needs many parameters to sufficiently describe the volatility of time series data namely Generalized Autoregressive Conditional Heteroscedasticity (GARCH). This model has only three parameters that allow for an infinite number of squared roots to influence the current conditional variance [12] . Bollerslev explained the GARCH(p,q) model mathematically as following: Where: Y t = dependent variable at current period t σ t = standard deviation at current period t {∈ t }= a sequence of independent and identically distributed data with mean is 0 and variance is 1.0. α = mean value Table 2 shows descriptive statistics of data which used for in-sample data prediction. All data are collected from Indonesian central bank (Bank of Indonesia). 
Moreover, the accuracy performance of each model is evaluated using following ways: 1. investigating actual vs. predicted graph using in-sample data. 2. Analyzing the statistical parameters. 3. Calculating accuracy rate of prediction using out of sample data
A. Working with ANN
In the beginning, all data are preprocessed to simply convert the input data into a new version for three reasons [6] . (1) To ensure the size of data reflect the importance level in determining the output. (2) To facilitate the random initialization of weights before training the networks. (3) To normalized all data to avoid different measurement due to different unit of input. Next, Alyuda provides an exhaustive search feature to design the neural networks architecture. As a result, this research use N (8-6-1) for learning and testing process which will be conducted later on. The configurations used for learning process are as following: (1) The logistic function is selected for all neuron. (2) The sum-of-squared errors are selected to minimize the output errors. These are summation of squared differences between the actual values and model's output. (3) The networks outputs are set up between 0 and 1 due to logistic activation function used.
Furthermore, the ANN is trained with specific condition to avoid over fitting such as using back propagation as learning algorithm, the learning and momentum rates are set at 0.1, and for completeness, the process should be stop when mean squared error reduces by less than 0.000001 or the model completes 20,000 iterations, whichever condition occur first. As a result, the process provides information about significant rate of each independent variable.
The quality of networks is investigated by using some criteria as shown in table 3. The value of correlation ( r ) and R 2 are the indicators of multiple correlations between independent variables and dependent variable. The coefficients of r can range from -100 to +100 percent. When the closer r is to 100 percent, the stronger the positive linear relationship between both variables. Meanwhile, mean of ARE (in absolute value) is error values that show the quality of in-sample prediction of the model. It means that the smaller the error is the better quality of the networks will be 
B. Working with MLR
Initially, the research runs four times examinations to search the best MLR model which has no autocorrelation problem. However, the first three models are not sufficient to be chosen according to R [11] recommended 30% of out of sample data to be used for testing the model. In this research, the out of sample testing uses 21% of total of initial sample size due to the limitation in collecting data.
Next, the least square method is used to do regression for the proposed MLR equation using AR(1). The results of least squares regression can be seen in table 5. 35 ) From the first order regression output, it was found that only two independent variables are significant in affecting RR volatility namely INTR, and BIRT. This is indicated by value of t-statistic which are 3.99, and -2.35 respectively. The value indicates should an independent variable be included in a model for 95% confident level. In other words, the research tolerates only a 5% chance that a particular independent variable does not belong in a model. Therefore, a value of t-statistic which is greater than 1.98 (if the coefficient is positive) or less than -1.98 (if the coefficient is negative) will be considered to be significant statistically. Moreover, all independent variables in the equation 5 are able to explain all variations of RR for about 85.19% as indicated by the R 2 value. Finally, the value of Akaike's information criterion (AIC) which is used to measure the goodness of fit of an estimated statistical model indicates the model is a good model (AIC value is 1.90).
C. Working with GARCH
Some trials have been conducted to find the best-fit model. Then, GARCH model combined with AR(1) sounds to be an appropriate model. This model is called as AR (1)-GARCH(1,1) which consists of the first lag of the squared RR or ARCH (1) and the first lag of the conditional variance or GARCH (1) combined with AR(1) process. The model is selected according to R 2 , and AIC as shown in table 6 and normality test using Jarque-Bera statistic (see figure 3) . Accordingly, the AR(1)-GARCH(1,1) model for predicting RR are formulated as it follows: RR = 6.77+ 0.016INFR-8.28e-005EXCH+ 0.66INTR - 1.47e-004STIN -1.87e-006M1 -0 Before goes to making prediction, this is necessary to do pre-estimation analysis by checking the presence of GARCH process in the selected GARCH model. This is to conform to homoscedasticity assumption which means the least square regression must have a constant variance. The analysis is conducted qualitatively and quantitatively. The former is carried out by creating plot of the sample autocorrelation function and the partial-auto correlation function to see the sign of correlation. Meanwhile, the later is carried out by calculating Ljung-Box-Pierce Q-Test. The indication of presence of GARCH process, qualitatively and quantitatively, is found as can be seen in table 7. It shows that there is a possible correlation between present and previous volatilities which indicates the fact that the variables are appropriate to be analyzed using GARCH model. Finally, according to table 6, the significant variables which influence the volatility of RR can be determined. It shows that EXCH, INTR, and BIRT are significant statistically for 95% confident level.
D. Accuracy Performance Comparison
The research uses three methods to compare the performance of each model as follow: (1) Comparing graph of actual and predicted RR using in sample data. (2) Comparing four statistical parameters such as R 2, AIC, mean absolute error (MAE) and normalized means squared error (NMSE). Actually, NMSE and MAE are parameters used to evaluate how close the prediction results are to the eventual outcomes MAE and NMSE parameter are calculated as follow: Furthermore, using statistical criteria as shown in table 8, it supports the graph finding that ANN's performance is better in which the value of R 2 is higher than such value of MLR and GARCH. On the other hand, the AIC, and MAE of ANN are lower than both models. Interestingly, the NMSE value of ANN is slightly higher than GARCH model which indicates the normalized mean squared error of prediction generated by ANN is larger. Thus, according to equation 9, the NMSE value of ANN has strengthened the previous finding in which the ANN's variance (σ 2 ) in making prediction is smaller than GARCH. Therefore, the ANN model is more appropriate to be used as prediction model rather than GARCH model due to its ability to reduce the volatility of error as needed when making prediction. The all conditions mentioned above demonstrate that ANN outperforms traditional technique in explaining RR volatility statistically. Finally, the out of sample data prediction is carried out using formula 10 which the result is shown in table 9. It demonstrates that, in average, GARCH outperforms ANN and MLR model in this prediction which accuracy are 80.2%, 78.6% and 77.0% respectively. However, ANN provides better accuracy in predicting one and two months ahead of RR with 94.1% and 89.7%, respectively. 
V. CONCLUSION
From the study, we may conclude that ANN model can be used for predicting RR due to its better performance compared with traditional statistics model such as MLR and GARCH. Furthermore, the utilization of MLR and GARCH in modeling bank's performance based on macroeconomic variables is not as easy as ANN. The research needs extra effort to conform to the underlying assumption of regression model. It shows that developing regression model using macroeconomic variable is not an easy task since macroeconomic data are characterized as non linear time series data which violate the assumptions of linear regression [15] . On the contrary, with Alyuda neuro intelligent software, such task is quiet simple. The ANN's ability in self learning benefits the model which no needs preliminary assumptions. Additionally, the ANN, MLR and GARCH model provides information that market interest rate (INTR) is the leading indicator for predicting RR. Thus, the information will benefit depositor to simply concentrate on market interest rate to predict future RR.
Besides giving benefit for depositors and Islamic banks, the utilization of RR prediction model will also promote the expansion of Islamic bank industry. Because, the prediction information will provide more options for depositors to find other Islamic bank which probably provide better return. As a result, it will keep depositor funds stay longer in Islamic bank industry before shifting to conventional bank.
Somehow, this research has limitation that Alyuda software cannot provide the internal process of learning which describe the reasoning behind a prediction provided by neural networks. Therefore, the future research will be conducted by employing other software which is able to provide it.
