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Abstract
In this thesis electron microscopy was employed to characterise the nanoscale and
atomic scale structure and chemistry of organic and inorganic materials.
In chapter 4, the thin film morphology of the organic blend of [poly(9,9-dioctylfluorene-
co-benzothiadiazole)] (commonly referred as F8BT) and poly[9,9-dioctyfluorene-co-
N-(4-butylphenyl)-diphenylamine] (abbreviated as TFB) was investigated, mainly by
bright field transmission electron microscopy (BF-TEM).
F8BT and TFB are conjugated polymers, which are candidates to replace inor-
ganic semiconductors in many applications because of their simple preparation and
processing procedures. The phase separation of the F8BT:TFB blend was investigated
at diﬀerent compositions. Polymer domains were found in the thin film, with sub-
micrometer size which varies with concentration. The 1:1 weight ratio sample showed
sub-micrometer TFB rich areas in a F8BT matrix, while the 1:4 weight ratio thin film
presented F8BT phases, whose areas are mostly below 0.02 µm2, in a TFB layer. Since
some electronic applications, especially in optoelectronics, show increased eﬃciency
after addition of quantum dots in the polymer blend, the eﬀect of CdSe quantum dots
on the phase separation of the organic blend was investigated together with their eﬀect
on the nanoscale morphology. The CdSe quantum dots were found to aggregate in
clusters with limited dispersion within the polymer domains, which did not present
significantly morphology changes as a consequence of quantum dots (QDs) addition.
The atomic structure and chemistry of the inorganic Ba6−3xNd8+2xT i18O54 mi-
crowave ceramic was quantitatively investigated in chapter 4, using high resolution
scanning transmission electron microscopy (HR-STEM) and electron energy loss spec-
troscopy (EELS). These materials are an essential part of telecommunication systems,
they can be found in components such as resonators and antennas, on account of their
high permittivity, temperature stability and the very low dielectric loss at microwave
frequencies. The unit cell was refined with sub-Å precision based on extensive data
analysis of HR-STEM images and the unit cell structure showed no significant changes
as a consequence of changes in composition or cooling rate after annealing. Ba was
found to substitute preferentially to specific Nd atomic columns in the structure, and
these trends apply across the whole composition range. These results were confirmed
by comparisons with image simulations and provided a starting point for improved
refinements of X-ray data.
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Chapter 1
Introduction
1.1 Relevance of morphology study and nanocharac-
terisation
Miniaturisation and nanotechnology have greatly increased the interest in morphology
and characterisation on microscopic scale, at micrometer, nanometer, and even atomic
lengths. This is essentially due to physics eﬀects and phenomena acting on such minus-
cule distances and providing functionality and improved performances to technological
devices. It is then necessary to investigate materials, interfaces and even entire devices
on that scale, with both good resolution and in situ analysis of chemistry and struc-
ture, as all of these can be relevant for final applications. Good comprehension of
morphology, elemental structure and local composition can provide essential feedback
for eﬃciency of devices and improve means of production.
This thesis is meant to provide an insight on nanocharacterisation, focusing partic-
ularly on two diﬀerent materials: an organic polymer blend mixed with quantum dots
and an inorganic crystalline ceramic. These two materials require investigations on a
diﬀerent scale and distinct analyses, so a perception of characterisation of two separate
field of research is presented here. In this introductory chapter the reasons behind this
research are discussed, with details of technological and economic relevance of these
materials. This also requires a brief introduction to the basic physical eﬀects involved
in the applications. In chapter 2 a fundamental description of electron microscopy is
presented, in order to better understand results, challenges and scope of the analyses.
Chapter 3 deals with data analysis and simulation of resulting models, in order to
explain the process which led to our result and provide details to replicate our method.
Chapter 4 presents our structural and chemical studies of microwave ceramics, with
atomic modelling of the material and characterisation of stoichiometry in relation with
production parameters. In chapter 5 the investigation of organic blend of polymers,
with and without quantum dots, is described: the morphology and interaction of the
blend with the nanoparticles are examined. Finally, chapter 6 summarises the res-
ults and conclusions of this work, presenting possible follow-ups, developments and
18
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applications of this research.
1.2 Inorganic-Organic Blends
This study is focused on polymer blends, which are a simple and eﬀective compound
characterised by interfaces on a micrometer scale. However, they need to be stud-
ied to understand the interaction of the materials and their morphology, which can
be linked to performances and eﬃciency of real devices. Here, the focus is on dif-
ferent blends (1:1 and 1:4 weight ratio) of F8BT:TFB (corresponding to poly(9,9-
dioctylfluorene-co-benzothiadiazole) and poly[9,9-dioctyfluorene-co-N-(4-butylphenyl)-
diphenylamine]), which are electron and hole conductive polymers respectively. Their
interface is crucial for the optoelectronic phenomena which make it an interesting com-
pound for LED (Light Emitting Diode) and photovoltaic devices (see section 5.2.1).
Moreover, the introduction of inorganic nanoparticles is believed to further improve
the functionality [1], so the addition of cadmium selenide (CdSe) quantum dots (QDs)
in the blend is studied here to understand its eﬀect on morphology, preparation of the
material and interfaces.
Most related devices are based on thin films (about a micron thick or less) which we
will investigate here: we focus on bright field electron microscopy (BFTEM) to analyse
morphology on micrometer scale, together with a description of QDs distribution which
require a further eﬀort to resolve nm features.
1.2.1 Conjugated Polymers
Conjugated polymers are a new kind of conductive and semiconductor material which
could replace inorganic semiconductors like silicon in a number of devices [2, 3, 4, 5, 6],
as they do not require expensive production, facilities and processing, possibly at the
expense of shorter durability. Their conduction is based on the bonding and antibond-
ing p orbitals (also referred to as π and π∗) which extend along the polymer backbone
and act like elongated molecular orbitals, in which charges can move [7]. Both electron
and hole-transport polymers are available (called n and p-type, respectively), so they
constitute an alternative to inorganic semiconductors. Moreover, preparation of such
materials and related interfaces is much more simple [8] than that of inorganic semicon-
ductors. Since their invention [9, 10] they created a growing interest for technological
applications, as transistors [11, 12, 13] and integrated circuits [14, 15]. Electrolumin-
escence eﬀect was also detected in these materials [16], which led to optoelectronic
devices, such as LEDs [7], solar cells [17, 18, 19], full colour display [20] and even
lasers [21, 22, 23, 24]. Most recent results include organic memory storage devices [25],
wavelength specific photodetectors [6], integrated optical detection with polymer op-
tical fiber [26] and detection of X-ray and alpha particles [27, 28, 29, 30]. In particular,
F8BT and TFB were investigated with regards to charge transport and mobility [31],
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electroluminescence of F8BT nanofibers [32] and a TFB electron blocking layer in a
near infrared photodetector [33]. A polymer blend of F8BT and TFB was investigated,
in a research on the optimisation of green LED performances[34]. More details on the
literature regarding the F8BT:TFB blend can be found in 5.2.
Even though working prototypes exist, there is a need of studying the best prepar-
ation parameters in order to optimise performances and production.
1.2.2 Electroluminescence and Optoelectronic Devices
Electroluminescence refers to emission of photons from a material as a consequence of
an electrical current. It is caused by recombination of electron and hole couples (also
called excitons), where the first decays from a higher band (typically the conduction
band) to a lower energy level occupied by holes (such as the valence band): this is called
radiative recombination. The electrical current support the phenomenon by supplying
charges for recombination and photon emission (see fig. 1.1).
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Figure 1.1: Photon absorption and exciton creation in polymers. HOMO and LUMO
orbitals correspond to the two main energy levels. When a photon with an energy
bigger than the energy gap is absorbed, an electron is promoted to the LUMO level
and a hole is left in the HOMO one. The bound state of the two particles is called
exciton (shown as a blue ellipse).
HOMO and LUMO are originated by interaction between atomic orbitals in the
molecule: in the case of conjugated polymer the π and π∗ orbitals overlap, forming the
HOMO and LUMO wavefunctions which cause the delocalisation of electrons along the
polymer [7]. Since the structure of polymers is not typically rigid, vibrations and rota-
tion of molecules can result in changes of the energy level of orbitals, coupling between
orbitals of diﬀerent polymer chains is possible too, resulting in exciton migration [35].
As a consequence, the energies of the orbitals can vary, causing the range of emission
wavelength to be wider than inorganic semiconductor, up to about 50-100 nm [8], with
both blue [36, 37] and red tails [38, 39].
The eﬃciency of an optoelectronic material or device can be described by external
quantum eﬃciency (EQE): it is the ratio of radiative recombination to the number
of charge carriers, because a non-radiative process may happen as well. In fact, an
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electron decay can also release energy as heat, in form of phonons. These processes
are heavily influenced by the molecular orbitals of the material and by the presence of
impurities or doping, which can add energy states to the band structure of the material.
The external quantum eﬃciency can be influenced by morphology and interfaces,
as n and p-type materials need to coexist to provide electron and hole conduction
respectively, while interfaces are essential for emission and absorption of photons. In
the case of LEDs for example, both hole and electrons can be found at the interfaces,
promoting radiative recombination and emission of photons. Alternatively, in the case
of solar cells and photodetectors, a photon promotes an electron to a higher energy
orbital, leaving a hole in the original level. The two charged particles form a bound state
called exciton, which moves based on a diﬀusion behaviour. If the exciton encounters
an interface it can split into the two charges, which move to the relative n and p-type
material, to contribute to the current.
1.2.3 Quantum Dots in Optoelectronic Devices
Quantum dots are crystalline nanoparticles with a few nm diameter, containing about
1500 atoms [40].They are typically composed of elements of II and VI of the periodic
table such as CdSe, CdS and ZnO [41]. These nanoparticles show excitons formation,
in case of interaction with photons whose energy is bigger than the energy gap of the
material [41]. Since the quantum dots can be smaller than the characteristic radius of
the exciton (called Bohr radius), it is considered to be confined within the quantum
dots. As a result, both electron and hole, which are involved in the exciton state,
are held inside the nanoparticle [42, 43]. This confinement of charges in QDs results
in discrete energy levels, instead of continuous energy bands of bulk materials, causes
optical and electronic properties to change [44]. For example, the energy gap is aﬀected
by the size of the quantum dot [45]: the energy gap is an important factor in optical
properties, so changes in the size of QDs result in varying optical properties due to
the diﬀerences in energy gaps [41]. A well known example is the diﬀerent colour
luminescence of quantum dots with various sizes. Another interesting optical property
is the wide absorption spectrum, which is useful in solar cells, and narrow emission, to
the advantage of biolabelling applications [41].
Quantum dots have beneficial eﬀects when mixed with conjugated polymers in op-
toelectronic devices. For example, changes of shape or size can modify the energy
band arrangement and can promote exciton splitting and energy transfer between in-
organic nanoparticles and organic materials [46]. This behaviour is due to the relative
alignment of energy levels between the quantum dots and the conjugated polymers.
Since the size of the nanoparticles influences their energy states, the alignment can be
modified by choosing an suitable diameter.
The modified energy states result in eﬃcient energy exchange and charge transfer
between quantum dots and conjugated polymer blends. The energy transfer is mediated
by dipole-dipole interactions: in this process, the energy of an exciton, which is an
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excited state, is transferred across the interface to the other material. This follows
the relaxation of the original exciton, causing the decay of the electron to its ground
state, while the transferred energy results in an excited state in the other material and
the creation of an exciton[35]. This process could also lead to charge transfer, which
corresponds to exciton splitting, if the energy levels are suitable. An example of these
mechanisms are shown in fig. 1.2.
Figure 1.2: Schematics of possible interaction between quantum dots and conjugated
polymers, based on Bhattacharyya[35]. Energy transfer is caused by electron decay:
the energy causes an excited state in the other material and can ultimately lead to a
hole transition. The charge separation is the final condition in case of hole or electron
transfer. Energy levels are approximated and diﬀerent configurations are possible.
The interaction of quantum dots and polymer blends resulted in many advant-
ages: QDs were found to increase photoconductivity (increase of conductivity after
illumination)[35], charge mobility between nanoparticles and properly arranged poly-
mers [47], as well as exciton dissociation. This last eﬀect is attributed to additional
energy transfer from plasmon, which promotes the separation of excitons [35]. These
improvements led to the introduction of quantum dots in many conjugated polymer
devices: LED [48, 49, 50], solar cells [51, 52, 53], sensors and various biological applic-
ations [41].
1.3 Barium Neodymium Titanate Atomic Structure
Study
Barium Neodymium Titanate, Ba6−3xNd8+2xT i18O54, is a microwave (MW) ceramic,
which is a class of dielectric materials of great interest for telecommunication applica-
tions, especially for portable ones, such as mobile phones or wireless devices, which are
the biggest drivers for this research. MW dielectric play a huge role in the diﬀusion and
development of telecommunication devices, mobile phones in particular, and are linked
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to miniaturisation. Mobile phones had a huge market expansion in the 1990s and new
models became increasingly small and lightweight, while long antennas became more
and more integrated inside the phone itself and did not represent a cumbersome ex-
tension anymore. This was also due to miniaturisation of MW dielectrics components
which caused the global ceramics market to be worth hundreds of millions dollars [54],
influenced by the diﬀusion of mobile phones.
The miniaturisation of important components of telecommunication equipment,
such as antennas, resonators and filters, was based on the invention of the dielectric
resonator [55], which allows to tune in the desired frequency, in order to communicate
to the intended network or devices. This device relies on the resonance of a standing
electromagnetic wave inside a small dielectric puck, shaped as cylinder or rectangle [56].
This resonator is normally few cm wide or less and the production simply requires to
shape the appropriate material in the right form and size. Moreover, it is mechanic-
ally stable and there is a remarkable flexibility of the design, since small changes can
modify the resonating frequency and the polarisation mode. This is necessary in order
to couple such components with the rest of the devices, particularly with waveguides
or transmission lines [56]. The limitations and constraints of the resonator are mostly
related to the material itself: the value of permittivity at high frequency determines
the size of the component, while the dielectric loss of the material limits the frequency
selectivity and results in the ineﬃcient use of bandwidth. Also, the temperature re-
sponse is mainly dependent upon the material. Microwave ceramics are suitable for
telecommunication application and are responsible for miniaturisation, eﬃciency of
frequency tuning and finally the range of operating temperatures of the components,
which heavily influences the performances of the entire device.
In order to understand the working principles, the properties and suitability of MW
ceramics, we need to introduce some concepts from the theory of dielectrics.
1.3.1 Theory of Dielectrics
One of the most important property of dielectrics in the relative permittivity (εr),
which describes the behaviour of the material when exposed to an electromagnetic
field. In the most simple case, which is a linear dielectric without any ferroelectric
polarisation, εr is defined as a proportionality factor between electrical displacement
field D and electric field E
D = εrε0E (1.1)
where ε0 is the vacuum permittivity equal to 8.8541878..×10−12 F/m [57]. However,
εr is not constant with frequency and a more precise description requires to account
for that. So in the case of a oscillating electric field
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D0e
−iωt = ε0εrE0e−iωt (1.2)
where D0 and E0 are the amplitude of the polarisation and electric field, ω is the
frequency and t is the time [57]. εr is then described as a complex function:
εr =
D0
E0
(cosδ + i sinδ) (1.3)
where δ is the loss angle [57]. The real and imaginary parts of εr are significant and
have specific physic equations: the first is related to propagation of the electromagnetic
field, while the second represents the energy loss in the material. An alternative and
common definition of permittivity is in terms of refractive index n
√
ε0εr = n+ ik (1.4)
where k is the extinction coeﬃcient [57]. The permittivity is also a function of the
frequency, but we always refer to values of εr at about 3 GHz [58]: this is the relevant
frequency (called “carrier wave”) for telecommunication devices, which are the main
expected applications of Ba6−3xNd8+2xT i18O54.
Relative permittivity is also relevant for the induced polarisation density P , as it
is related to susceptibility χ [57]:
χ = εr − 1 (1.5)
P = ε0χE (1.6)
so relative permittivity can be intuitively linked to polarisation (P ) of a material,
which indicates some properties of perovskite structure (see 1.3.3), such as the possib-
ility for cations to move within the unit cell as a response to electric field. This has
been formalised in the Clausius-Mossotti (CM) equation, which states the dependency
between permittivity, εr, and polarisability, α, as
εr − 1
εr + 2
=
4π
3
￿
j
Njαj (1.7)
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where Nj is the concentration of a given element and j refers to the various atoms in
the crystal. α represents the microscopic polarisability of the dipole moment induced
by electromagnetic radiation [57].
1.3.2 Physical Properties of Microwave Ceramics
The main reason behind the use of these ceramics are high relative permittivity εr,
which is related to reduction of component size, high quality factor Q, used to select
the desired frequency, and good thermal stability (τf ) of the resonating frequency for
everyday use in a reasonable range of temperature.
The high value of relative permittivity, εr, allows miniaturisation of resonators and
filters while keeping the same working frequency f0, according to the following formula
[58]
f0 ≈
c
Dε
1/2
r
(1.8)
where c is the speed of light in vacuum (2.998× 108m/s ), D is the diameter of the
resonator.
The formula above predicts how the diameter D of a toroidal resonator can be
reduced as εr increases, thus justifying interest in high permittivity materials: this
is the principal reason for use of ceramics in these devices, as they can reach values
as high as 90, in case of Ba6−3xR8+2xT i18O54 [59] (R stands for suitable rare earth
elements, x accounts for variations in composition).
The second essential parameter for the choice of a material for resonator is quality
factor Q, which is linked to both selectivity and power loss. It represents how much the
desired frequency f0 is amplified while the rest is attenuated. An equivalent definition
is the ratio between energy of f0 and power loss. Mathematically, it can be defined in
diﬀerent ways
Q =
f0
∆f
(1.9)
or, alternatively
Q = 2πf0
energy stored
power loss
(1.10)
where ∆f is the range of frequency (also called bandwidth) attenuated less than
3dB when compared to f0, so it shows how much of the spectrum is amplified as the f0
frequency. A similar formulation includes energy of resonating wave and corresponding
loss. An alternative representation of Q is
Q ≈ 1/ tan δ (1.11)
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where δ is again the loss angle and its tangent represents the ratio between real
and imaginary component of permittivity, which translates roughly as ratio between
propagation and absorption of electromagnetic waves in the material
tan δ =
ωRe (ε) + σ
ωIm (ε)
(1.12)
where ω is the angular frequency and σ the conductivity. Since we are dealing with
dielectrics materials, σ is normally negligible.
According to theory, Q should be inversely proportional to f0, as shown in the fol-
lowing formula [60], so Q×f0 is frequently reported as a rough, frequency-independent,
indication of selectivity. Its values are in the range of 10,000-300,000 [59].
Q ≈
￿
ω2T
γ
￿
f−1 (1.13)
where ωT is the resonant frequency of the optical mode of phonons and γ is the
damping factor. However experimental values of Q × f0 were found to decrease for
increasing f , possibly because of the processing and ultimately grains size. The reason
behind this is that larger grains resonate at lower frequencies and they are more likely to
find defects in wider areas, while smaller ones (used for higher frequencies), are mostly
defect free [58]. A more accurate parameter is the value of Q at a given frequency, i.e.
30,000 at 3GHz is a common requirement for base stations [58].
Thermal stability of resonant frequency is the last essential property required by
devices, in order to tune in the desired signal over the range of temperature of everyday
use. The frequency shift due to temperature needs to be few parts per million (ppm),
typically less than ±2ppm/ºC, and to compensate thermal expansion of the device.
The temperature coeﬃcient for frequency is defined as [58]
τf = −
￿
1
2
τ￿ + αL
￿
(1.14)
where τ￿ is the temperature coeﬃcient of permittivity and αL is the linear expansion
coeﬃcient of the material.
1.3.3 Atomic Structure and Crystallography
The microwave dielectrics often present a perovskite structure (e.g. SrT iO3) or, at
least, a partial resemblance: these are called complex perovskite structures[58]. The
perovskite configuration is therefore relevant for these materials. The general com-
position is ABO3, where A represents one or more cations of big atomic radius while
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B is the second smaller cation. For example, Ba atoms are normally in the centre of
octahedra formed by the oxygen atoms, encapsulating the A cations (see fig. 1.3). The
complex perovskite structures have a similar arrangement in part of their unit cells: the
Ba6−3xNd8+2xT i18O54, which is a complex perovskite, presents Nd sites surrounded by
T iO6 octahedra, in a perovskite fashion. On the other hand, Ba atoms in this material
show a diﬀerent configuration: they are considered pentagonal sites, as each Ba column
has five neighbouring T i atoms (see fig. 1.3). More precisely, the Ba6−3xNd8+2xT i18O54
crystal is described as a tungsten-bronze structure, with an orthorhombic unit cell and
Pnma space group symmetries (see 4.2.4 for more details).
Perovskite Structure Ba6−3xNd8+2xT i18O54 Structure
Figure 1.3: The perovskite structure of BaTiO3 is shown on the left, while
Ba6−3xNd8+2xT i18O54 configuration is presented on the right. In BaTiO3, Titanium
is inside the octahedra formed by Oxygen atoms (in red), while Barium (in green) sits
in between those. The unit cell is shown on the bottom left, delimited by black lines.
In the Ba6−3xNd8+2xT i18O54 structure on the right, Nd and T i atoms are shown in
orange and light blue respectively: they form a perovskite structure, as shown in the
dashed rectangle. Barium (in green) presents a diﬀerent arrangement. The unit cell is
shown within solid black lines. Oxygen is not displayed for simplicity.
The A cation is then able to move between the octahedra and react to oscillating
electromagnetic waves. This behaviour is part of the response to electric field and it
can be interpreted as increased polarisation, even though it is not due to electron cloud
displacement. In fact, the movement of the A cation causes ionic polarisation, where
an ion is displaced similarly to the electrons’ orbitals (but in the opposite direction) as
a consequence of an electric field: the result is an additional adjustment of the lattice
and a stronger polarisation of the material. This is valid as far as the deformation does
not introduce a permanent polarisation, as in ferroelectric materials.
The configuration of sites in the crystal was related to the relevant properties of mi-
crowave dielectrics. Namely, the dielectric constant and the temperature coeﬃcient for
frequency, τf , were found to be proportional to the volume of the unit cell in perovskite-
like materials, such as Ba6−3xR8+2xT i18O54 (where R represents a rare earth element)
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[61]. These results were also linked to tilt and misalignment of T iO6 octahedra, which
aﬀect the size of the cell[61].
Many other factors are involved in the properties of ceramics, on various levels
and length scales, from lattice considerations to grains sizes or even impurities [59].
In this work we mostly focused on production parameters, namely composition and
annealing temperature and their eﬀect on atomic structure. Slower annealing is known
to improve cation ordering in some MW ceramics and, possibly as a consequence, the
quality factor (Q) [62, 63, 64]. As a possible interpretation, the entire crystal structure
has also been directly linked to intrinsic loss of dielectrics [65], formalised as oscillation
damping factor γ in the following formula
tan δ =
￿
γ
ω2T
￿
f (1.15)
where ωT is the resonance frequency of optical phonons, which describe the re-
sponse of the lattice to electromagnetic waves. Cation ordering, or any other structural
changes, then seem to aﬀect damping, loss tangent, and Q.
Annealing eﬀect on structure of Ba6−3xNd8+2xT i18O54 is not known, but higher
degree of order was generally found to enhance selectivity [59]: investigation of a pos-
sible relation is further discussed in chapter 4.3. At the same time, cation ordering was
investigated in relation to changes of composition, since substitutional Ba was consist-
ently found in Nd sites. The role of impurities and doping was reported in literature
[59], with both positive and negative eﬀects on relevant properties: in this study, the
aﬀects of intentional and unintentional composition changes on the structure was in-
vestigated. Finally grain boundaries play a role, mostly related to trapped impurities
which concentrate there. This confinement proved to be relevant and beneficial for
another MW ceramic, (Zr, Sn)T iO4 [59], therefore, the composition of boundaries in
the specimens used in this study was also investigated.
1.3.4 Aim of this Work
Since the properties of Ba6−3xNd8+2xT i18O54 are closely related to its crystallographic
structure and composition, which are investigated in this work and compared with
the ongoing research on similar materials. In this current study, atomic structure and
composition of barium neodymium titanate, Ba6−3xNd8+2xT i18O54, was analysed. To-
gether, results from a previous study using X-ray diﬀraction [66] and a complementary
description of chemistry impurities were integrated in this current study. This work
was carried out on diﬀerent samples, with a set of varying production parameters (com-
position and annealing ratio), in order to understand the influence of production on
crystalline structure.
Atomic resolution data were collected for us at SUPERSTEM facility by high resol-
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ution microscopy technique (see 2.4.1.3 for details) and chemical characterisation was
performed together with the structural one, in order to collect a complete set of data
for a precise model. Statistical treatment of data was carried out to account for the
large amount of noise during the data collection and to build a new accurate model of
the material as it changes its preparation conditions.
Also a new kind of 3D characterisation was introduced, in order to overcome the
limitation of projection in transmission microscopy. Our conclusions were integrated
and validated by X-ray diﬀraction refinements and simulations (see section 4.3).
Chapter 2
Experimental Techniques
2.1 Introduction
The understanding of the basic principles of electron microscopy and related techniques
is essential for the comprehension of the scope of this work, the necessary steps involved
in preparation of specimens and finally the interpretation of results. A first general
overview of the techniques is provided in this chapter, starting with basic concepts
of microscopy (section 2.3) and electron optics (section 2.3.3), followed by the theory
underlying the investigation, namely elastic and inelastic electron scattering (section
2.4.1). After the presentation of such phenomena, related instruments and their work-
ing principles is described: Bright-Field TEM (section 2.4.1.1), EELS spectroscopy
(section 2.4.2.2) and STEM (section 2.4.1.3). This chapter ends with the analysis of
results and their interpretation for each technique. When relevant, a description of
single components of the instrument is presented (section 2.3.3).
2.2 Relevance of TEM in Morphology Study
Transmission electron microscopy (TEM) is able to include diﬀerent analysis techniques
in a single instrument. Instrumental setups and various types of interaction between
an electron beam and the specimen can be exploited to probe diﬀerent characteristics.
Electron elastic scattering is best suited to study the morphology of the material on
diﬀerent scales: Bright Field TEM (BFTEM) is based on a wide interaction of electrons
over hundreds of nm or microns wide areas; scanning TEM (STEM) employs instead
on a sub-nm probe which is scanned across the material for a higher spatial resolu-
tion. On the other hand, inelastic scattering allows spectroscopy studies of chemistry
and stoichiometry, based on energy losses of electrons: the technique is called electron
energy loss spectroscopy (EELS). These analyses are detailed later in this chapter, as
they are widely used in this work. Many other characterisation methods are avail-
able, for example crystallographic or magnetic studies (diﬀraction pattern and Lorentz
microscopy, respectively), however they are not relevant for this work.
The huge range of analyses available in TEM has led to its use in various fields
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of research. One may immediately think of nanotechnology and material science, but
also polymers, organic and biological samples have been studied with this technique:
biology and medicine benefit hugely from TEM and it is used massively in those field of
research. This capability is due to the great flexibility of TEM (and possible variants),
which may provide exceptional spatial resolution for both imaging and spectroscopy.
This allows the study of various characteristics of a material, for example its crystal-
lography [67], its magnetic behaviour [68] or chemical composition [69, 70].
It is also worth mentioning the post-processing data analyses, which can directly
create models from TEM data, which then integrate 3D or functional simulations.
As a result, most eﬀects and properties which are confined in a µm or smaller scale
may be eﬀectively investigated by some form of TEM.
2.3 Working Principles and Physics of Electron Mi-
croscope
2.3.1 Structure of TEM
The structure of an electron microscope hardly resembles that of common optical mi-
croscopes because of specific requirements of electrons: first, an electron beam has to
be formed and shaped with appropriate electron optics; secondly, a vacuum is necessary
for the propagation of electrons towards the specimen and detectors. It also prevents
electrostatic breakdown, which would be caused by the high operating voltages.
2.3.1.1 Vacuum System
The vacuum system is essential for the functioning of the electron microscope and it is
based on a series of vacuum pumps and stages, in order to provide the diﬀerent levels
of vacuum required by the sections of the microscope. For example, a field emission
electron gun (FEG) may need a pressure in the order of 10−9Pa [71, 72], while the
column, where the electron beam is shaped and projected on the specimen, requires
approximately 10−7Pa [69]. Atmospheric pressure is about 105Pa, so the diﬀerence
is more than ten order of magnitude and it needs to be separated between following
stages of increasing vacuum. In the first one, there is a pressure drop from normal
atmosphere to 10−1Pa (normally called rough vacuum), by means of roughing pumps.
These are typically reliable rotating pumps which, unfortunately, risk to introduce some
contamination because of the lubricating oil used in the moving components. They are
based on a rotating element and valves which mechanically suck air in its chamber and
push it out to the exterior. A second stage brings the vacuum down to the desired value,
normally 10−7Pa (called high vacuum): typically turbomolecular pumps are used to
achieve those values, even though diﬀusion pumps are suitable as well. Turbomolecular
pumping is based on coaxial alternated rotating and stationary blades, where the first
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ones transfer momentum to gas molecules to push them towards the stationary blades,
which channel them outside the pump itself. A separate second stage, still connected to
roughing pumps, is used for FEG electron gun which has special vacuum requirement:
10−9Pa (ultra high vacuum) as mentioned before. It uses some ion pumps based on a
double working principle: it emits electrons which ionise gas molecules and sputter Ti
atoms from a target. Ionised gas is attracted by the anode and the Ti atoms deposit
on the chamber trapping more gas molecules [69].
2.3.1.2 Electron Related Components
Here the various basic components of the microscope structure are presented to show
how the electron beam is created by electron guns, modified by lenses and measured
by detectors. In the section 2.3.1.3 the structure and working principles of the electron
microscope are presented.
Electron Guns The electron guns are the first part of the illumination system as they
provide the electron beam. Their main role is to grant the desired brightness (defined
as the current density over the solid angle of the electron gun) and probe size, which is
further modified by the rest of the illumination system. The diﬀerences between guns
are mainly due to the mechanism of electron emission, which is either thermoionic
eﬀect or field emission. Thermoionic guns generally use a sharp LaB6 tip, because its
low work function helps electron emission. If it is heated up to 1700 C° its electron
have enough energy to leave the crystal. This type of gun grants good brightness
and stability but the beam size is large (the initial diameter is 10 ￿m) and following
lenses can not reduce it by large means. Therefore, electron guns are mainly used to
illuminate and analyse “wide” areas of the specimen, which is suitable for BFTEM (see
2.4.1.1).
Field emission guns, on the other hand, can produce a very bright beam of smaller
size so they are more suited for STEM (it was actually invented for that purpose
[71, 72]), for high resolution techniques (e.g. high angle annular dark field, HAADF)
and EELS spectroscopy, because they all require a tiny electron probe (see 2.4.1.3 and
2.4.2.2). They provide huge brightness of the beam, together with a sharp probe size
and phase coherence. They exploit huge electrical field (in the order of 1010 V/m)
on sharp tips to extract electrons from crystal which were previously thinned down
to reduce the emission area. This is only few nm wide. Also crystal orientation is
carefully chosen to increase electron yield, resulting in high phase coherence. Schottky
FEG employs heating too, in order to improve electron emission, at the cost of increased
source size and energy spread. Cold FEG operates at 300K and provides a source size
as little as 0.7 Å [73] and results in a small energy spread, but it requires ultra-high
vacuum (about 10−9Pa). A comparison of the mentioned guns is shown in table 2.1.
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LaB6 Schottky FEG Cold FEG
Crossover Size [nm] 104 15 0.07
Brightness [A/m2sr] 5 x 1011 5 x 1012 1013
Energy Spread [eV] 1.5 0.7 0.3
Operating Temperature [K] 1700 1700 300
Table 2.1: Comparison of diﬀerent electron guns [69, 73]. Crossover size is the smallest
diameter of the beam produced by the gun focusing field. Brightness represents the
current density over a steradian.
In this work a LaB6 gun was used to perform BFTEM analysis and a cold FEG
was employed for STEM microscopy.
It is also worth mentioning the importance of the high-tension (HT) unit, which
provides stable power supply to the electron gun. It is required to generate the extrac-
tion fields around the electron source, which helps to control the brightness and shape
of the electron flux.
Electron Lenses There are many electron lenses within an electron microscope in
order to manipulate the electron beam shape and convergence angle.
The preferred design of electron lenses is based on magnetic field and electromag-
nets, so they are conventionally called magnetic lenses. Their working principle is
based on the Lorentz force, which results in an acceleration of electrons that do not
travel exactly parallel to the optical axis of the microscope, along the centre of the
instrument. The Lorentz force is given by:
￿F = −e( ￿E + ￿v × ￿B) (2.1)
e is the magnitude of the charge of the electron, ￿E is the electric field (normally
zero in an electromagnetic lens), −→v is the velocity of the electron and ￿B is the magnetic
field. The eﬀect of this force is an acceleration perpendicular to the optical axis that
leads to electrons spiralling around the centre of symmetry of the lens, with a radius r
and cyclotron frequency ωc are given by following formulas.
r =
mv⊥
eB
(2.2)
ωc =
eB
m
(2.3)
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where v⊥ is the component of velocity perpendicular to the axis, B is the absolute
value of the magnetic field and m is the mass of the electron.
The trajectories of electrons in a magnetic field are helical (see fig. 2.1) so the
image formed by such electrons undergoes a rotation that depends on magnetic field,
which also sets the “strength” of the lens in this situation. However, rotation of image
is frequently compensated automatically from inverse rotation by other lenses.
The “helical” eﬀect is essential to influence the propagation of electrons, as they
tend to spiral around the direction of the magnetic field ￿B. Electrons would otherwise
spread without much control, away from the optical axis.
Figure 2.1: Schematic diagram of an electron trajectory (in blue) in a magnetic field B.
z is the direction of the electron beam. The trajectory of electrons is helical, so images
undergo rotation.
Thanks to a properly shaped magnetic field, the eﬀect of a cylindrical magnetic lens
on an electron beam is similar to that of a convex lens on light rays (see fig.2.2) in the
paraxial approximation, that is for small angles, so it satisfies the thin lens equation
[74]
1
f
=
1
s
+
1
s￿
(2.4)
where f is the focal length, s is object distance and s￿ image distance.
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Figure 2.2: Schematic of a electromagnetic lens. The current in the coils generates a
magnetic field (shown as blue dashed lines) which is concentrated in the gap of the soft
Fe case, near the optical axis (the black vertical line). This field deflects the electrons,
because of Lorentz’s force (see eq. 2.1).
The magnetic field in an electron lens is easily controlled by a simple change of
current, which results in a change of focal length. This allows diﬀerent configurations
to be selected and switched in an electron microscope (e.g. change of magnification,
image to diﬀraction mode) by changing currents in the various lenses. The magnetic
hysteresis has to be considered in case of substantial change of operating conditions,
because magnetic field response is not linear, so the eﬀect of the lens on the beam could
be imprecise. In fact, there is a “memory” eﬀect in ferromagnets which counteracts
the magnetisation and the linear response. It may be necessary to compensate for
the residual field before setting a new value with the desired precision. Appropriate
materials with low coercivity, such as soft iron, can reduce the hysteresis but this
non-linearity remains, as it is an intrinsic property of ferromagnets.
Detectors Electron microscopes usually have a viewing screen to visualise the elec-
tron intensity, which relies on ZnS grains’ fluorescence. However, it is normally used
for preparation of appropriate imaging conditions, while the acquisition and recording
employ digital detectors, because they simplify storage and processing. These sensors
are either charged-couples device (CCD), semiconductor p-n junctions or scintillators.
A CCD detector is commonly found in digital cameras and it is based on transistor-like
structure of metal-dielectric-semiconductor layers. A bias voltage creates a depletion
region in the semiconductor, near the dielectric: when this detector is hit by a high
energy electron, it creates a electron-hole couple which is separated by the bias field.
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The charged particles are then collected in the semiconductor and its charge can be
measured: it is proportional to energetic electrons intensity [69]. This detector is highly
eﬃcient and reliable, since it is based on well-understood semiconductor technology. It
can also provide high resolution and frame rate (with the appropriate readout strategy).
These detectors are the most expensive but they present good response, even to low
energy electrons in a microscope.
Semiconductor junction detectors use a similar working principle, because a de-
pletion region is employed again, either between p and n doped zones or at a metal-
semiconductor interface (Schottky diode design). Again, an electron-hole couple is
created and split, but its eﬀect in this device is an increase of current, which is meas-
ured. When compared to CCD, these detectors are more noisy, insensitive to low
energy electron and less reliable, but also cheaper. They use similar technology, so
good resolution and frame rate can also be achieved.
Scintillators are similar to fluorescent viewing screen, since an energetic electron
yields a photon by cathodoluminescence. This photon then enters in a photomulti-
plier and interact with a photocathode which releases a single electron, because of the
photoelectric eﬀect. This triggers the creation of more electrons from the multiplier
by secondary electron emission, which results in a measurable electric signal. This
structure is very sensitive to low signals, because in principle even a single electron can
be detected. Scintillators have a low level of noise when compared to semiconductor
detectors and exhibit a much faster time response than other detectors. However, they
are less reliable than other designs [69].
All these detectors are suitable for high energy electrons, either on-axis (for BFTEM)
or slightly oﬀ-axis (ADF, HAADF). STEM requires higher frame rate because it is
based on sequential and fast analysis of a large number of pixel: since each acquisition
requires a time in the order of µs, scintillators are preferred for STEM because of their
fast response time [69]. Similarly electron spectroscopy, such as EELS, employs scintil-
lators or CCD detectors to measure electrons, after they have been filtered according
to their energies. This way, a plot of energy-dependent intensities can be created [70].
2.3.1.3 Illumination and Imaging System
The electron microscope has a complicated structure which includes many lenses and
detectors for various analysis. It can be divided into two parts, the illumination and
imaging one, separated by the specimen. The first forms the electron beam of the
desired size, which is significantly diﬀerent between the techniques, such as BFTEM
and STEM.
First the electron beam is produced by the electron gun, which is meant to provide
an intense and stable illumination, while the illumination system manipulates the beam
to control its size and convergence angle, since diﬀerent techniques require dedicated
settings. BFTEM uses a convergent beam of variable size to illuminate the area of
interest. A diﬀraction pattern (DP) ideally needs the beam and the optical axis to be
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parallel to each other (see section 2.4.1.1 for details). STEM and EELS are based on
smallest possible electron probe, obtained by a convergent beam. In order to fulfil these
necessities, a number of lenses, scan coils and apertures are located inside the column
(see fig. 2.3), beside an optional aberration corrector (see section 2.3.3). The first lenses
after the gun are called condenser lenses: typically the first, called C1, modifies the size
of the beam from the gun, by creating a crossover before the second lens, C2, which
can help to set the convergence angle (α) of the beam. However, in fig. 2.3 the C2
lens is switched oﬀ because other lenses are usually present in the illumination system
(in order to grant more flexibility), such as C3 lens, which sets the value of α. These
additional lenses are necessary to switch between diﬀerent illumination condition, such
as BFTEM and DP, which require convergent and parallel beam respectively [69].
Another important characteristic of the illumination system is the size of the elec-
tron probe on the specimen. This is influenced by the electron gun (see par. 2.3.1.2),
but the set of condenser lenses can modify its width . The magnification of a lens is
defined as the ratio do/di, where do is the distance between the object plane and the
lens, di is the distance between the lens and the image plane. In fig. 2.3, the mag-
nification refers to the C3 lens: do is then the distance between C3 and C1, because
the object plane is located on this first lens, which acts as a virtual object plane; di
is the distance between C3 and the specimen. This particular configuration in fig. 2.3
refers to the highest demagnification possible, since a small electron probe is desirable
to increase the brightness of the probe.
Magnification of the electron beam can be then modified by setting the strength
of the lenses and the possibility applies to the incident angle α (see fig. 2.3). It is
also relevant to note the C2 aperture helps to constrain the size of the beam and stop
electrons from unwanted angles [69] (see paragraph 2.3.3 for more information about
the apertures).
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Figure 2.3: Schematic of Bright Field TEM illumination system, based on Willams
and Carter [69]. C2 lens is switched oﬀ in this situation, while it is useful for diﬀerent
techniques. Ratio di/do represents the magnification of the electron gun probe for this
illumination setting. Note that in this schematic demagnification setting is reported,
since normally a smaller beam is preferable. Angles, such as α, are exaggerated to
illustrate the eﬀect of lenses. Typical angles are in the range of 10-100 mrad. Scan
coils are not shown for simplicity.
An important parameter is the focus of the convergent beam: if the crossover point
is on the sample, the C3 lens is focused, which corresponds to the “in focus” condition.
If the crossover is beyond the specimen, the lens is underfocused (negative focus). On
the contrary, if the crossover is before the sample, an overfocus is present.
Most parameters of the illumination system, such as focus, angle of convergence
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and beam size are influenced by many of the lenses and aperture, so the components
are ultimately controlled by a computer to provide desired values.
On the other hand, the STEM illumination system focuses on the reduction of the
probe size and its raster movement across the specimen (see fig. 2.4). This setting
exploits scan coils, which vary the local magnetic field to tilt the beam at a requested
angle. A set of two coils can scan the beam across the specimen. In the BFTEM
illumination condition the coils place the beam along the optical axis, in the centre of
the column. Scanning coils are not shown in fig. 2.3 for sake of simplicity. In STEM,
the C1 creates a crossover which allows C2 lens and aperture to set the collection angle
of the electron probe. The scan coils raster it and C3 renders the beam parallel to the
optical axis [69].
A more detailed description of the STEM techniques is presented in 2.4.1.3.
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Figure 2.4: Schematic diagram of STEM probe formation and scan process, based on
Willams and Carter [69]. Angles are exaggerated to illustrate the eﬀect of lenses and
scan coils.
The BFTEM imaging system magnifies the outgoing electron beam which has in-
teracted with the specimen and focus them towards the detector (see fig. 2.5). Again,
a combination of lenses and aperture can allow good flexibility of imaging conditions.
Objective lens, the related aperture and the intermediate lens can change magnification
and work in both image and diﬀraction mode (see section 2.4.1.1 for details on DP). The
beam then propagates to the projector lens, for final magnification and optimisation
for detectors.
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Figure 2.5: Schematic of Bright Field TEM imaging, based on Willams and Carter
[69]. Angles are exaggerated to illustrate the eﬀect of lenses. Typical angles are in the
range of 10-100 mrad. The objective aperture is located on the back focal plane (bfp).
The contrast in BFTEM images is formed by diﬀerence in intensity of coherent
electron waves. They are scattered by the specimen and projected in diﬀerent direc-
tions, but only the electrons which pass through the sample at low angle of scattering
are collected by the BFTEM detector, which is on the optical axis (see fig. 2.7). This
imaging technique reflects the morphology of the sample, as well as changes in density
and thickness. See section 2.4.1.1 and 2.4.1.2 for more details on contrast and 2.4.1 for
a discussion on interaction between electrons and the specimen.
Another possible configuration for the imaging system is diﬀraction mode (see fig.
2.6), where diﬀraction patterns are projected on the detectors. The main diﬀerence is
the strength of the intermediate lens, for which the back focal plane (bfp) now acts as
a object plane in this configuration. The diﬀraction pattern lies on the bfp, so it is
transferred to the image plane of the intermediate lens, then to the projector lens and
the detector.
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Figure 2.6: Schematic of diﬀraction pattern imaging, based on Willams and Carter
[69]. Angles are exaggerated to illustrate the eﬀect of lenses. Typical angles are in the
range of 10-100 mrad
There are almost no lenses employed in the STEM imaging system: the electrons
that exit from the specimen are collected by detectors placed below the specimen [75]
(see fig. 2.7), while a post-specimen lens can simply converge the beam on the detectors.
The collection angle β is relevant because diﬀerent techniques are based on electrons
within a given range of angles. There are dedicated detectors for each analysis, which
collect electrons up to about 200mrad, such as HAADF detectors. The size of STEM
investigation area corresponds to the scanning zone, the resolution depends on the size
of the probe itself.
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Figure 2.7: STEM probe and detectors, based on Willams and Carter [69]. The terms
Bright Field, Annular Dark Field, and High Angle Annular Dark Field have been
abbreviated to BF, ADF, and HAADF respectively.
2.3.2 Maximising Resolution of Electron Microscope
The main reasons for the invention of electron microscope [76] and the use of electrons
in general is the improvement of resolution when compared to optical microscopy. The
latter uses typically visible light, whose photons have a wavelength in the order of
hundreds of nm, so any detail below that size can not be investigated properly. This
was formalised with the Rayleigh criterion [77], which defines the resolution (δ) in
terms of wavelength λ
δ =
0.61λ
nsinβ
(2.5)
where n is the refractive index of the viewing medium and β the semi-angle of
collection of the imaging lens.
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Electrons, on the other hand, have a wavelength which depend on the accelerat-
ing voltage and can then be reduced, as the voltage V and λ are almost inversely
proportional, as shown in the following formula.
λ =
h￿
2moeV (1 +
eV
2m0v2
)
￿1/2 (2.6)
where e is the charge of electron, V is the voltage applied to it, m0 is their rest
mass, v their velocity [69]. Electron wavelengths of the order of pm can be achieved,
with obvious improvement of resolution (which now allows atomic imaging). For in-
stance, a typical accelerating voltage of 100kV yields a 0.00370 nm wavelength, which
can be reduced to 0.00087 nm for a 1MV (see tab. 2.2 for more details). However,
electron optics problems reduce the collection angle β degrading the performances and
resolution. More details are discussed in sec. 2.3.3.
2.3.2.1 TEM
As mentioned before, electron microscopes were invented to reach high resolution (δ),
which is defined as the smallest distance that one can resolve. The Rayleigh criterion
(see eq. 2.5) states the importance of wavelength λ, but the collection angle β has to
be considered as well. In particular, nsinβ, which is called the numerical aperture or
NA, represents a limiting factor: it ranges from unity or even above (in case of light
microscopy) to about 0.6 in electron microscopes. This happens because of constraints
of the instrument: n is always 1, the value of the vacuum, while β is normally quite
small in such microscopes (of the order of 0.6-0.8°) because electron optics introduce
distortion at higher angles (see 2.3.3). The resolution is then proportional to the
wavelength and this justifies the use of electrons, since their wavelength depends on
operating voltage of the microscope. This seems to suggest that a proper voltage would
grant any desired resolution (see 2.2), so voltages in the range of 80kV-1MV are used
in electron microscopes while, in this work, we used 100-200 kV for STEM and TEM
respectively. However, the small value of β really worsens the final result.
Accelerating Voltage (kV) Relativistic Wavelength (nm) Resolution (nm) (β = 0.8°)
100 0.00370 0.16165
200 0.00251 0.10966
300 0.00197 0.08607
1000 0.00087 0.03801
Table 2.2: Accelerating voltages, related relativistic wavelengths, and final resolution,
according to Rayleigh criterion. The collection semi-angle β is considered to be 0.8°.
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Further improvement of resolution is now mostly linked to the increase of β, which
is limited by the poor quality of electron lenses. A wider collection angle would cause
distortion in the electron beam and eventually degrade the quality of the results. This
is caused by aberrations, a non-ideal behaviour of lenses which depends on β (among
other parameters) and typically worsens when such angle increases.
2.3.2.2 STEM
A diﬀerent technique used to improve resolution is Scanning TEM (STEM), which is
based on creation of smallest possible electron probe to scan the area of interest, while
collecting the outgoing beam. The resolution is then fixed by the size of the probe,
which is the quadratic sum of three contributions[78]:
1. Source Size
d2s =
4Iprobe
π2Brα2
(2.7)
where Br = jπα2 (j is the current density), α the probe convergence angle, Iprobe
is the probe current.
2. Diﬀraction (also called Abbe Limit)
d2d =
(1.2λ)2
α2
(2.8)
where λ is the wavelength of the electrons
3. Aberrations (as a first approximation)
dsph = 2Csα
3 (2.9)
where Cs is the spherical aberration coeﬃcient and its value is about 1-3 mm in most
lenses or well below in case of high resolution microscopy (see 2.3.3).
The value of α is roughly 0.6-0.8°, because electron lenses present distortion at
higher angles (see 2.3.3), so a wider value of α would mostly introduce artefacts instead
of any improvement. The size of the electron probe is essential for the resolution in
STEM, because it influences the area of the specimen which interacts with the beam.
This results in a single intensity value from the STEM detector (or spectrum, in case
of EELS, see sec. 2.4.2.2) which will be represented as a pixel in the final image: this
area is then the smallest available detail of the specimen. Since the source size can not
be significantly improved by the illumination system, the diameter of the probe and
ultimately the resolution are limited by Abbe diﬀraction limit, so it is paramount to use
the biggest possible collection angle. Unfortunately wider angles introduce aberrations
which worsen the resolution.
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2.3.3 Electron Optics
Electron Lenses and Aberrations The eﬀect of electron lenses is commonly de-
scribed by use of the paraxial approximation, which essentially assumes small angles
between the optical axis and the trajectories of photons (or electrons). Unfortunately,
the requirements of a better resolution are based on bigger angles as stated by Abbe
diﬀraction limit (see eq. 2.8 and par. 2.3.2.2), so the paraxial approximation is no
longer a proper description of the optics. Diﬀerences and non-ideal behaviours are
called aberrations, which can be divided into chromatic and geometric. The first pro-
duce deviation of electrons’ paths because of their energy diﬀerences; the geometric
aberration is instead influenced by the convergence angle β and by the azimuthal angle
ϕ, so that focal length changes according to position or incoming angle of the beam. A
simple example of geometric distortion is the spherical aberration (see fig. 2.8), where
a diﬀerent convergence angle changes the focal length of the lens. This shows how a
wider angle introduces distortion and degrades the image quality, instead of improving
the resolution.
Figure 2.8: Eﬀect of spherical aberration of a lens. At focal length the rays do not
converge in a single point because of spherical aberration. z is the direction of the
electron beam.
Instead of a crossover point there is a disc formed by the rays. The point where
the diameter is smaller is called Gaussian plane and the diameter is
dsph = 2Csβ
3 (2.10)
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where Cs is the spherical aberration coeﬃcient and its value is about 1-3 mm in
most lenses [69]. For small angles, below 10 mrad, the eﬀect of the aberration can
be minimised, but at wide angles the resolution decreases by orders of magnitude: at
200kV, with a 10 mrad semiangle, Abbe limit estimates a probe of approximately 0.13
nm, but spherical aberration with a 1 mm Cs increases the diameter to roughly 2 nm:
any improvement from higher voltage would then be neglected. Scherzer proved that
aberrations are unavoidable in round magnetic lenses, even though it can be reduced by
defocus [79]: In a latter paper [80] he worked on the best condition of resolution, based
on aberration and focus distance, defining the Scherzer focus. He also modelled the
behaviour of the lenses as power series expansion of wave aberration function χ [79],
which represents the phase diﬀerence between a perfect wavefront and the actual one,
originated by the lens. The problem is that there is a number of relevant aberration
and, in theory, an infinite amount of them. This is because aberration can be described
by a Taylor expansion of the wave aberration function χ. Its expression as a Taylor
expansion is [79]:
χ (θ,ϕ) = K + θ[C01a cos (ϕ) + C01b sin (ϕ)] +
θ2
2 [C10 + C12a cos (2ϕ) + C12b sin (2ϕ)] + . . . =
= K +
￿
N
θN+1
N+1 [CNSa cos (Sϕ) + CNSb sin (Sϕ)]
(2.11)
where θ is the angle with respect to optical axis and ϕ is the azimuthal one, relative
to a plane perpendicular to the column. K and C are numerical coeﬃcients to fit
various lenses. This introduces the various kinds of aberration, each described by
a C coeﬃcient. Aberration can be divided into two groups: rotationally symmetric
(independent from ϕ) and ϕ-related astigmatisms. The first ones includes C10, related
to defocus contrast, C30, which is the spherical aberration coeﬃcient CS, C50 etc. The
second ones introduce 2-fold astigmatism and similar 3-fold, 4-fold, 6-fold ones etc. The
ϕ-related eﬀects are particularly noticeable in multipole lenses (see fig. 2.9), where the
focal length depends on the azimuthal angle ϕ so, for example, electron trajectories on
perpendicular planes would be focused diﬀerently. If the ϕ-related astigmatisms are
corrected, the widening of the beam can be related to remaining aberration coeﬃcients
[78]:
d2s = A
2
nC
2
n,0α
2n (2.12)
where An is a numerical constant that gives the diameter of the disc of least con-
fusion, which is the plane where the minimum beam size is detected (usually diﬀerent
from the Gaussian plane).
Aberration correction requires a new lens design, because aberrations are intrinsic
in round lenses [79]. They cannot be corrected as no divergent lenses are possible with
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such design. Scherzer then proposed three alternative designs [80], in order to solve
the problem
1) Field along the optical axis
2) Time varying field
3) Break of rotational symmetry
The first two solutions proved impractical, so the third one was developed and it
led to multipole lenses [81, 82] (see fig.2.9): a complex series of these new lenses and
additional coils can act as divergent lenses, helping to reduce the aberrations.
Figure 2.9: Schematics of simplest multipole lenses. Poles are shown in red and blue, to
distinguish polarity, the black lines represent the magnetic field and the central shape
is the form of the beam in the lens field. Original electron beam section is circular.
This design does not have a cylindrical symmetry but is based on a variable number
of poles. Main diﬀerence from rotational symmetric lens is that field lines are perpendic-
ular to the optical axis and form a characteristic pattern[78] (see fig.2.9). Analytically,
this can be described by magnetic scalar potential Φ, which satisfies Laplace’s equation:
Φ(r, θ) = rN [pNcos(Nθ) + qNsin(Nθ)] (2.13)
where 2N is the number of poles in the lens (N=2 refers to a quadrupole lens, N=3
to a hexapole one, etc.), r and θ are polar coordinates. The magnetic field in the lens
is equal to the gradient of Φ.
The purpose of a quadrupole lens on a beam is to form a elliptical beam on a
plane perpendicular to the optical axis: the resulting beam is smaller in one direction
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and wider in the perpendicular one. Similarly, hexapoles form a three-spiked shape
(three-fold symmetry), while octupoles creates a cross outline (see fig.2.9). Generally
speaking, the beam is elongated in N directions (positive spherical aberration) and
shrinked in between those N spikes (negative spherical aberration). However, this
beam deformation can be compensated by a second lens of the same kind, creating an
inverse field further down in the microscope.
On the other hand, radial deformation are more interesting as we can now com-
pensate third order aberrations (which vary as r3, such as Cs) thanks to similar beha-
viour of lenses as a function of r. Moreover, a long lens (with respect to optical axis)
has even stronger dependence on r, because of a second order eﬀect[78]: the deforma-
tion of the beam in the first part of the lens pulls the beam away from the optical axis,
increasing the strength of the lens as the electrons move along. The result is that of a
“long” octupole lens deflection is again a function of r3. The working principle of the
aberration correction is however based on a combination of many lenses, both multipole
and conventional, because many stages are necessary to compensate aberration in the
x and y plane.
Using suitable combination of these multipole lenses, two main designs of aberration
correctors for microscopes were created by the Nion [83] and CEOS [84] companies.
CEOS design uses two hexapoles beside additional conventional lenses (see fig. 2.10).
The second order eﬀect of hexapoles was detailed by Hawkes [85] and it lead to suitable
designs [86, 87] and application [88]. The poles polarity is opposite in the two hexapoles,
so first order eﬀect is the opposite in the two lenses and its influence is negligible, while
the second order becomes relevant. It requires some alignment from conventional round
lenses, called transfer lenses (TL1 and TL2) for optimal precision [78].
However in this thesis the aberration corrected data (see section 4) were acquired
on a Nion microscope in STEM mode. Its design is based on four quadrupoles and
three octupoles, originally proposed by Scherzer [89]. First, the electron beam crosses
condenser lenses C1 and C2: the former produces a crossover of the electron gun
emission, reducing its size; the latter lens selects the focus distance for the following
stages. Then the corrector is composed of four quadrupoles (Q1-Q2-Q3-Q4) and three
octupoles (O1-O2-O3) (see fig. 2.10): the quadrupoles mostly act as a conventional,
radially symmetrical lens and control the rotation of the beam, for it to align with the
octupoles. O1 and O3 compensate third order spherical aberrations respectively for x
and y plane. This causes 4-fold aberration, which can be corrected by O2. Finally scan
coils align the beam to the optical axis, so oﬀ-axis aberration can be neglected. The
result is a negatively aberrated beam, which is pre-compensated for non-ideal objective
lens (OL), producing an aberration corrected beam to probe the specimen [81].
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Figure 2.10: Nion and CEOS schematics of Aberration corrected systems for STEM
microscopy. Q stands for quadrupole lens, O for octupole, OL for Objective Lens, H
for hexapole, TL for transfer lens. Both systems have a second set of lenses (Q3-O3-
Q4 and TL2) to compensate distortions from the first ones, while they also shape the
beam.
These configurations correct aberrations up to 20-30 mrad, so a wider collection
angle can be used. This has benefits on resolving potential of the microscope (as
explained in section 2.3.2) and results in atomic resolution, sub-Å probes for STEM
and Cs well below 1mm. For example, Abbe criterion predicts a probe size of 0.63 Å
for 200kV STEM system with 20 mrad collection angle.
One convenient method for the diagnosis of aberrations in the STEM is the use
of the Ronchigram method. This involves visualising the diﬀraction pattern of an
amorphous sample (see fig.2.11). The basic assumption of this technique is that aber-
ration corrected beam is supposed to be a plane wave, which corresponds to an emission
of a distant source (far-field). The best setting to image an infinite distant object is
focusing its emission in the focal point and acquire an image in that position, which
corresponds to infinite magnification. The result is the visualisation of the phase of
the beam: ideally, if all aberrations were cancelled, it would be entirely homogeneous,
but in real cases only the central area is flat. For an uncorrected microscope, there
will be a relatively small flat area with a radius probably less than 10 mrad and then
a circular ring around this, as phase fluctuations with an angle start to appear. For
an aberration corrected system as described above, the aberration-free area is much
larger, in the order of 30 mrad. Outside this, the shape of the distorted area is no
longer round, and will take on some of the symmetry of the correcting elements, for
example a six pointed star in a hexapole corrected system and a square shape in a
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quadrupole-octupole system.
Uncorrected Ronchigram Aberration Corrected Ronchigram
Figure 2.11: An example of two Ronchigrams with and without aberration correction.
A central undistorted area, where aberrations are corrected, can be noticed in both
images. Its size increases with aberration correction and results in better image quality.
Outer zones, corresponding to higher angles, are clearly deformed because higher order
aberrations come into play, as illumination angle increases. The yellow circle in the
aberration corrected Ronchigram corresponds to 38.65 mrad. Courtesy of Dr. Sam
McFadzean.
Aperture Aperture are used to limit the electrons moving towards the following stage
of the microscope optics (see 2.12) by reducing the collection angle.
Figure 2.12: Schematic of an aperture. β is the collection angle. The electrons present-
ing a collection angle larger than β are blocked by the aperture: this is one of the
mechanism to control the electron beam and the relative angle. Apertures can also be
used to reduce aberrations related to high angles, by limiting the collection angle β.
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This is meant to cancel the contribution from the aberrated part of the Ronchigram,
which always presents some aberration at larger angles (see fig. 2.11). The electron
beam below the aperture is free of aberration.
The collection angle is then ultimately determined by the aperture, eventually de-
fining the size of the probe and the resolution, as predicted by Abbe diﬀraction limit.
2.4 Electron Scattering and Studying Materials in
TEM and STEM
Many techniques and configurations were developed to obtain the structural, chemical
and magnetic characterisation of specimens. In order to understand all these methods,
it is useful to look at the eﬀects of an electron beam on a specimen: all interactions
are due to Coulomb force, even though it results in many diﬀerent eﬀects (see fig.2.13)
on both the outgoing electrons and the specimen itself.
Figure 2.13: Some of the signals generated by interaction of an electron beam with a
specimen in a TEM.
These signals can be related to many eﬀects and properties of the specimen: here
brief descriptions of the main techniques, especially those relevant for this work, are
presented .
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Signal Technique Provided
Information
Elastically Scattered Electrons BFTEM Imaging,
Morphology
Elastically Scattered Electrons Diﬀraction Pattern Crystallography
Elastically Scattered Electrons HAADF High Resolution
Imaging,
Stoichiometry
Inelastically Scattered Electrons EELS Stoichiometry,
Chemical
Bonding
X-Rays EDX Stoichiometry,
Chemical
Bonding
Table 2.3: List of some of the available signals in a TEM, relative techniques for
analysis, and provided information.
The electrons coming out of the specimen can be influenced by diﬀerent mechanisms,
both wave and particle theories are necessary to explain all the results: for example,
quantum physics is widely used in the EELS analysis, while diﬀraction patterns are
explained by wave optics. A general (and rough) distinction is elastic and inelastic
scattering, based on the energy of outgoing electrons: those with an energy close to
the incident beam were elastically scattered; the electrons which lost 10-20 eV or more
are considered to be inelastically scattered.
Elastic scattering is associated to interaction between the electron beam and nuc-
lei in the specimen, so it can provide information about the atomic number and the
disposition of the atoms: this mechanism is therefore relevant for stoichiometry and
crystallography analyses. On the other hand, inelastic scattering is related to electro-
static interaction between the electron beam and the outer shells of the specimen, so it
is possible to probe orbitals and chemical bonds: the resulting eﬀect on electrons can
be interpreted in terms of chemical information, such as stoichiometry.
2.4.1 Elastic Scattering and imaging
In electron microscopy, elastic scattering refers to the Coulombic interaction of incom-
ing electrons with a specimen, with limited energy losses (mostly in the order of tens of
meV). It is an interaction with the whole atom mediated by its electrostatic potential
and transfer of momentum to the nucleus. It is diﬀerent from interaction with weakly
bound electrons, which is discussed in the following section (see 2.4.2.1).
It is necessary to consider electrons as waves in order to introduce the concept of
phase coherence, which is fundamental to understand coherent scattering. The electron
beam can be approximated as a plane wave with constant phase. Most of interactions
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with the specimen are small enough to preserve the phase coherence. This happens be-
cause electrons have a low probability of passing close to nuclei, then strong interaction
and energy exchange are unlikely. The final scattering angle is normally within few de-
grees and the wavelength is almost unaﬀected, so coherence is retained. However, few
electrons happen to move close to nuclei, which cause huge deflection because of the
big mass diﬀerence between the two. The wavelength is therefore changed substantially
and coherence is lost. It is also possible to excite a phonon in the lattice.
In case of a crystalline specimen, the global behaviour of the lattice can be explained
by the Huygens approach: the incoming electron beam is approximated as a plane
wave and atoms act as centre of scattering. Spherical waves are formed there and
their propagation causes interference phenomenons because of diﬀerent path length.
At specific angle constructive interference causes these waves to be in phase (see fig.
2.14), as predicted by Bragg’s law nλ = dsinθ.
Figure 2.14: Huygens description of propagation of waves. The electron beam is ap-
proximated as a plane wave, while atoms act as centre of scattering and produce spher-
ical waves (back propagation is not shown for simplicity). Wavefronts are represented
in diﬀerent colour according to direction and order of diﬀraction.
Waves cause constructive and destructive interferences creating a characteristic pat-
tern of high intensity spots, which reflect the periodicity of the crystal or typical
distances of atoms in the specimen, in case of material with only short-range order
(amorphous or glassy materials). This coherent interference gives rise to electron dif-
fraction patterns (DP), which are very useful in analysis of crystalline and amorphous
materials. It is also critical to the imaging crystalline specimens, using either diﬀraction
or phase contrast methods. See 2.4.1.1 for more details.
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In order to move to a mathematical description of this process a plane wave Ψ was
described as
Ψ = Ψ0e
2πikr (2.14)
where Ψ0 is the amplitude, k is the wavevector and r the distance of propagation
[69]. The scattering even produce a second wave Ψsc, which is spherical.
Ψsc = Ψ0f(θ)
e2πikr
r
(2.15)
the term f(θ) is called atomic-scattering amplitude and accounts for the reduction
in amplitude of Ψsc when compared to Ψ0: it depends on θ, which is the semi-angle
between the direction of the wave propagation and optical axis[69]. f(θ) was reported
to be equal to
|f(θ)|2 = dσ(θ)
dΩ
(2.16)
Where σ￿ is the cross section, a basic parameter to measure the probability of (any)
scattering of an atom. Ω is the solid angle across which electrons are scattered [69].
A simple formula of σ￿ in a specimen is
σspecimen =
N0σatomρ
A
(2.17)
where N0 is Avogadro’s number, ρ is the density and A is the atomic weight [69].
However, it is more common to think of diﬀerential cross section, with respect to
solid angle ￿: this happens because diﬀerent signals can be detected according to the
angles of collection and an integral can quantify the expected intensity.
dσ
dΩ
=
4γ2
a20
￿
Z
q2 + r−20
￿2
≈ 4γ
2Z2
a20k
4
0
1
(θ2 + θ20)
2 (2.18)
where a0 = 4πε0￿2/m0e2 is the first Bohr radius, equal to 0.0529 nm; Z is the atomic
number; k0 is the wavevector of the incident electron and ￿q is the momentum transfer
to the specimen; γ = (1 − v2/c2)−1/2 which is called relativistic factor; θ0 = (k0r0)−1;
r0 = a0Z−1/3[91, 92].
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The diﬀerential cross section is essential for quantitative analysis and simulations,
because it provides the probability of interaction of a given atom: this allows to cal-
culate the electron signal relative to the presence of a given amount of elements. Al-
ternatively, an electron flux in a certain range of scattering angles can be related to
specific atoms.
2.4.1.1 Diﬀraction Contrast TEM Imaging
The diﬀerential cross section describes the scattering angles for electrons which interact
with a single nuclei. In a crystalline specimen, this eﬀect is repeated across the lattice
and the global behaviour is similar to Huygens description in fig. 2.14 which obeys
Bragg’s law. This means that electrons are elastically scattered in regular distribution
(called diﬀraction patterns) and their direction is described by Bragg’s angles. As a con-
sequence, a detector can record periodic peaks of intensity from crystalline materials,
if the imaging system is in the diﬀraction mode (see fig. 2.6). The bright-field imaging
condition can instead present the morphology of the specimen, which corresponds to
the inverse Fourier transform of the diﬀraction pattern. A change of periodicity in
the specimen, such as in case of a polycrystalline materials or dislocations, causes the
diﬀraction patterns to be diﬀerent in the various areas of the sample. The morpho-
logy then present a contrast, caused by the two diﬀerent intensity distributions in the
crystalline structures [69].
The process is however more complicated because of dynamical scattering, a form of
multiple scattering where a diﬀracted beam undergoes a second scattering event causing
it to return to its original orientation. This is a closely related to specimen thickness,
as it implies a higher number of scattering sites. The final result is a complex relation
between intensities of diﬀracted beams, so related contrast loses sharpness. Moreover,
beam spreading has to taken into account: the convergence angle, which is either set by
the objective aperture in BFTEM, which corresponds to the collection angle after the
specimen. However, additional spreading is added by inelastic scattering, consisting
of incoherent low energy excitations (like plasmons, see section 2.4.2.2 for details and
2.4.2.1 for general overview of inelastic scattering).
2.4.1.2 Mass-Thickness Contrast
Amorphous materials, on the other hand, present little diﬀraction contrast and dy-
namical scattering. The contrast is therefore interpreted in terms of specimen cross
section,σ￿ (see eq. 2.17), and average atomic number, as the diﬀerential cross section is
a function of the atomic number Z (see eq. 2.18). This means that various elements
scatter the electrons at diﬀerent angles: more specifically, atoms with higher atomic
number deflects more. A similar behaviour can be detected in case of diﬀerent dens-
ity or thickness of the specimen: so this eﬀect is called mass-thickness contrast. It is
explained as incoherent elastic scattering (from coherent beam illumination): the elec-
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trons are scattered at higher angles by heavy atoms and thick zones of the specimen, so
that they are stopped by the aperture or they miss the detector. The signal is mostly
forward peaked and is concentrated within roughly 5º from the beam direction [69] so
the corresponding detector is placed along the optical axis (see fig. 2.7). The related
method is called bright field (BF).
2.4.1.3 HAADF STEM imaging
The STEM analyses in this work are based on the Annular Dark Field (ADF) detector
[75] because of its high spatial resolution. It is shaped like a ring, collecting electrons
in the range from tens to hundreds of mrad from the optical axis (see fig. 2.7). It relies
on incoherent elastic scattering, because the detector cannot isolate coherent signals.
This is due to two mechanisms: signals averaging and thermal diﬀuse scattering (TDS).
The first is a consequence of the shape of the detector, which acquires electrons in a
wide range of angles all around the optical axis, averaging the intensity. Most coherent
signals, such as DP, are scattered by 10-20 mrad, so they do not normally fall in the
angle range of ADF; when they do, their contribution is negligible if compared to
incoherent signals [78]. Thermal diﬀuse scattering refers to atoms vibrations which
reduces the intensity from coherent Bragg scattering, especially at high angles: it is
an inherently inelastic and incoherent mechanism [93] and its integrated intensity in
a HAADF detector is higher than that of coherent scattering. The literature is still
uncertain as to which is the main cause of incoherent scattering [78].
The most important STEM detector is the High Angle ADF (HAADF) sensor (see
fig. 2.7), which allows direct interpretation of atomic resolution imaging [94].
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Figure 2.15: Schematics of Bright Field(BF) and Annular Dark Field(ADF) detector
in STEM. Kp is the transverse wavevector of the illumination, Kf is the corresponding
value for electrons scattered towards the detector and Q is the desired spatial frequency
for the final image (see the description of eq. 2.21 for details). The range of values
for these wavevectors is limited by apertures and convergence illumination. Angles are
exaggerated.
The HAADF detector collects electrons which experienced incoherent elastic scat-
tering, in the range between few tens to few hundreds mrad from the optical axis.
The description of elastic scattering in this angle distribution is based on diﬀerential
cross section, which is proportional to Z2(see eq. 2.18). This simplifies the interpreta-
tion of atomic resolution images, as high atomic number elements correspond to higher
intensity. However, the formula is based on Rutherford model, which is based on
isolated atoms, while electron elastic interaction in crystals presents few diﬀerences
because of Coulomb potential screening [78]. Moreover, the electron propagation tends
to be directed along atom columns, because the associated periodic potential acts as
a waveguide, so electrons interact strongly with localised states, mostly with 1s [95].
This behaviour is called channeling eﬀects and it alters the intensity of HAADF signal
too, which has a slightly lower dependence on Z in the experiments: it is proportional
to Zζ where ζ is between 1.5 and 2, normally about 1.7 [78]. Nonetheless, the intensity
can be related to Z, so the brightest atom are considered the one with highest atomic
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number, which helps comprehension of atomic resolution images: this eﬀect is referred
to as Z-contrast. However, In order to understand the contrast in HAADF, in both
experiment and simulations, the channelling eﬀect and the interaction with the spe-
cimen and its structure has to be considered. The electron channelling in the crystal
can be modelled and included in the mathematical representation of wave propagation
in HAADF imaging. This description also provide details about the HAADF detector
and imaging process. First, the electron wave Ψf after interaction with the specimen
is described: it represent the signal collected by the detector and it includes the factors
which influenced it, such as the crystal lattice.
Ψf (Kf , Rp) =
￿
g
φg A (Kf − g) exp [−i (Kf − g) ·Rp] (2.19)
where φg comes from the transfer function of the specimen: in reciprocal space
a crystalline sample would contribute with its Fourier transform (as a first approx-
imation), which corresponds to a series of Bragg diﬀracted spots with amplitude φg.
g is the reciprocal lattice vector corresponding to each spot. A (Kf ) is the aperture
in reciprocal space, where Kf is the transverse wavevector of the electrons scattered
towards the detector. Rp is the position of the electron probe on the specimen [78].
The relevance of φg reflects the role of crystal structure and channeling in HAADF
image formation. This is also confirmed by Bloch wave simulations showing that in-
tensity collected by ADF originates mostly from channelling eﬀect [95].
The intensity from position Rp of the specimen, as detected by the ADF detector,
is described by the probability density of the electron wave, convoluted by the object
function O(Rp).
IADF (Rp) = |Ψf (Kf , Rp)|2 = |ψp (Rp)|2 ⊗O (Rp) (2.20)
where ψp (Rp) is the probe wavefunction and O(Rp) is the object function, which is
the amount of scattering coming from an atom [78].
IADF can be rewritten in term of Q, which is the desired spatial frequency for the
final image, to eventually isolate the contribution from the specimen, O (Rp)
IADF (Q) =
ˆ
DADF (Kf )
￿
g
φgφ
∗
g−QA (Kf − g)A∗ (Kf − g +Q) dKf (2.21)
where DADF is the detector function, which equals 1 for acquired values of Kf , 0
elsewhere [78].
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This formula is based on the two beam model, where two electrons with wavevectors
Kp and Kp+Q respectively, are scattered by the specimen respectively by g and g−Q:
if the resulting wavevector is the same, the two electrons can create interference and
produce contrast. If this common wavevector is Kf , the two beams and the relative
contrast are collected by the ADF detector [78].
Thermal diﬀuse scattering is neglected in this situation, as well as precise phase vari-
ations. The weak phase approximation, which assumes the electrons phase variations
due to interaction with the specimen to be little, is assumed in previous equations.
2.4.2 Inelastic Scattering and Spectroscopy
When a highly energetic electron beam hits a specimen, many processes happen, as
shown in fig. 2.13. Outcoming signals are due to scattered electrons or photons, but
most of those signals have an energy that is considerably lower than that of the incom-
ing beam. This is true for most of electrons which are scattered below the specimen,
for secondary electrons, as well as most photons, either in form of X-rays or cath-
odoluminescence. The many mechanisms that account for these losses of energy are
all considered to be inelastic scattering, but physical processes are considerably diﬀer-
ent. The details of these interactions are presented in the section 2.4.2.1 to introduce
the physics behind EELS spectroscopy, which analyses the energy loss from inelastic
scattering to characterise materials: this technique is described in sec. 2.4.2.2.
2.4.2.1 Theory of Inelastic Scattering
The most common eﬀect is plasmon excitation: it is caused by an interaction between
the beam and the weakly bound orbitals (also called “free electron gas”) which results in
a collective motions of electrons and a perturbation (“ripple”) of the electrostatic field
of the specimen (more details in 2.4.2.2). Plasmons can be described with good degree
of approximation by Drude model, where collective motion of free particles, reacting
to an electrostatic field, is damped.
mx¨+mΓx˙ = −eE (2.22)
m is the mass of free electron, x is the displacement, Γ a damping term and E is
the oscillatory electrostatic field [70]. This process is stronger in metals, because of
higher number of free electrons, but it can be detected in every material in principle.
Plasmons’ cross section can be even higher than that of elastic scattering (for small
scattering angle), making it the most probable inelastic scattering event: its value is
in the range of 10−22m2 at 200kV [69]. Their energy loss is proportional to plasmon
frequency, which in turn may reflect a number of properties, such as high energy bands
[96] (related to oscillating free electrons) size and shape of particles [97] or relative
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composition of elements in alloys [98].Typically the energy losses are between 15 and
25 eV and the scattering angle rarely exceeds 10mrad. These are consequences of the
excitation conditions, characterised by large impact parameter, which represents the
distance between the incoming and excited electrons. If those are relatively further
away, collective response allow energy exchange but small momentum transfer, then
little angle deviation [70]. A small impact parameter (i.e. close interaction) is a more
improbable condition, which causes suﬃcient energy transfer to overcome the ionisation
threshold and to move the excited electron to higher energy state [70]. The cross section
for this process is in the range of 10−23m2 at 200kV [69], roughly an order of magnitude
less than plasmon’s one. This is reasonable since a close interaction is less likely to
happen than a distant one, because of size and density of electrons.
Excitation of electrons can start other energy loss processes, such as X-ray and
secondary electrons emission. The process of X-rays starts after ionisation, in case the
excited electron from the core K shells leaves the atoms. It then leaves a hole in its
previous state, which is then occupied by another electron from higher energy states.
This transition creates an X-ray, whose energy is equal to the diﬀerence between the
two states. The value of cross section varies greatly as a function of atomic number and
which energy states are involved. As a consequence, X-ray emission is more probable
from high atomic number atoms. Moreover, the energy of the ray (in the order of keV)
is characteristic to the material, so it allows identification of the emitting atom.
The energy spectrum of X-rays shows sharp intensity peaks, which corresponds
to electron transitions, beside a wider background: this is called bremsstrahlung and
means “braking radiation”. It is caused by interaction with nuclei, instead of core
electrons. The momentum transfer is considerable, given the mass diﬀerence between
nuclei and electrons, and it leads to synchrotron radiation in form of X-ray emission.
The energy range is wide so it overlaps both X-ray emission from electron transition
and EELS spectroscopy signals (see sec. 2.4.2.2).
Another eﬀect of the electron beam is the emission of secondary electrons (SE) from
the specimen. These are from higher energy states, such as valence or conducting band,
so a small energy transfer from the electron beam is enough to reach the vacuum level
and to leave the specimen. As in case of plasmon, the energy transfer is limited and the
SE energy is rarely above 50 eV. The cross section is complex, but it is considered to be
below 10−25m2 at 200kV [69]. They are emitted close to the surface of the specimen,
because their low energy does not allow movement through the material for a long
distance.
Auger electrons are considered secondary electrons as well, but they are emitted in
a condition similar to characteristic X-rays. In fact, they require the ionisation of an
electron from core state and subsequent transition from a higher energy shell to replace
it. The Auger electrons absorb the energy released from this transition to reach the
vacuum level, preventing X-ray emission. Auger electrons (just as SE) are normally
emitted from surface of the specimen or nearby, because of their low energies: they
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are normally between few hundreds and few thousands eV [69]. However, emission of
these electrons is not eﬃcient, as it requires multi-body interaction, namely the ionised
electron, the transition and the Auger one.
In materials with a direct energy gap, such as proper dielectrics and semiconductors,
ionisation of valence electrons can also create hole-electron pairs which can emit a
photon. Its energy is equal to the energy gap and it can be detected to study the band
structure: this process is called cathodoluminescence (CL).
Lattice vibrations (phonons) can be another source of inelastic scattering, which
has various origins. An electron from the beam can interact with an atom transfer
enough momentum to cause a vibration, Auger electrons and X-rays are sometimes
converted to phonons as well. They have little energy (less than 0.1 eV [69]) but the
momentum transfer causes a deflection of about 5-15 mrad in the electron from the
beam [69]. Phonons ultimately increase the temperature of the specimen, particularly
those with low thermal conductivity, such as polymers: heating up to hundreds K above
the original temperature is possible with the proper electron gun, such as a thermoionic
source [69].
Beam damage to the specimen is an issue and it can present itself in many forms,
potentially altering the basic properties of the specimen. Beside heating, radiolysis can
be a problem, particularly for polymers. High energy electron illumination can change
the bonds and break the polymer chains, eventually leading to mass loss [69]. Altern-
atively, side group bonds can be broken, leaving radicals and promoting crosslinking
[69].
The electron beam may also knock out atoms from the lattice and create vacancy
or interstitial clusters, which can condense into dislocation loops. Electron microscopes
have even been used to simulate damage from nuclear reactors. This happens when
a considerable amount of energy is exchanged between the electron probe and the
specimen: in the present work losses as big as thousands of eV are considered (e.g.
EELS spectra in 2.4.2.2), whereas higher values have negligible intensities and are not
normally detected by the instruments.
All these mechanisms obey energy and momentum conservation, thus the elec-
tron energy states and ultimately the band theory have to be considered in order to
understand energy absorption of core electrons and changes of state: a quantitative
description of energy and momentum diﬀerences is explained later on in this section,
in 2.4.2.2, where orbitals calculations and states transitions are evaluated. However,
it is easier to start from cross section, to define the probability of interaction: diﬀer-
ential cross section in particular is an important parameter to determine intensities
and settings, typically angles and energy range: a good starting point for a mathem-
atical description is Bethe theory [99], where conservation of energy and momentum
constraints possible transitions between states and, consequently, energy losses.
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dσn
dΩ
=
￿ m0
2π￿
￿2 k1
k0
￿￿￿￿ˆ V (r)Ψ0Ψ∗nexp(iq · r)dτ ￿￿￿￿2 (2.23)
V (r) =
Ze2
4πε0r
− 1
4πε0
Z￿
j=1
e2
|r − rj| (2.24)
k0 is the wavevector of electron before interaction, k1 is the one after it. Ψ0 and Ψn
are atomic wavefunction responsible for the energy loss, in the first Born approximation.
In order to include energy dependence, a double diﬀerential cross section is required.
The previous formula of a diﬀerential cross section (see eq. 2.18) does not consider band
theory, so a new estimate was introduced: a non-relativistic approximation gives
d2σ
dΩdE
≈ 4γ
2R
Ek20
￿
1
θ2 + θ2E
￿
dfn(q)
dE
(2.25)
where fn(q) is the generalised oscillator strength (GOS)[99]
fn(q) =
En
R
|εn(q)|2
(qa0)
2 (2.26)
where R is the Rydberg energy, En is the energy loss and |εn(q)|2is the inelastic
form factor (also dynamical structure factor), composed by εn, the transition matrix
element between two atomic states ψ0 and ψn [70].
εn =
ˆ
ψ∗n
￿
j
exp(iq · rj)ψ0dτ =
￿
ψn
￿￿￿￿￿
j
exp(iq · rj)
￿￿￿￿￿ψ0
￿
(2.27)
The final parameter for diﬀerential cross section is the characteristic angle θE, which
arises from a Lorentzian distribution of intensity and is described by the following
formula. θE is the half width at half maximum (HWHM), however there are typically
long tails in this distribution[70].
θE =
E
γm0v2
=
E
(E0 +m0c2)(v2/c2)
(2.28)
The basic result of these formulas is a forward peaked signal at low energy loss,
while a higher energy component is centred around a typical angle θr ≈
￿
E/E0 ≈
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√
2θE , called the Bethe ridge, in the case of small angles and in a non-relativistic
approximation [100]. The energy loss corresponding to ionisation thresholds can be
calculated by consideration of transitions between atomic levels, but the interpretation
and quantification of EELS spectra and HAADF data require an accurate description
of atomic orbitals and potential. Hydrogenic model of atoms is a good starting point
to describe core states, since an isolated atoms has orbitals which are similar to those
found in bulk materials (such as a specimen). The probabilities of transitions between
these states are reflected by the the diﬀerential cross section.
Core orbitals can be calculated from Schrödinger equation with a potential given
by a parametrised eﬀective charge Zse, localised in the nucleus, which accounts for
screening from outer shells [101]: the detected ionisation energy Ek would then be
Ek = Z
2
SR− ES (2.29)
where R is the Rydberg energy and ES represents the reduction of inner-shell
binding energy due to outer orbitals. Hence the net energy Et, that is the sum of
the kinetic and electrostatic components, can be written as
Et = E − Ek = E − Z2sR (2.30)
where E is the energy loss measured in EELS spectra[101].
Therefore, the Schrödinger equation for the net energy is
(−￿2/2m0)∇2ψ − (Zse2/4πε0r)ψ = (E − Z2sR)ψ (2.31)
The Hartree-Slater central-field model [102] provides a simplified solution for this
equation, based on a spherical field around the nuclei, so the orbitals could be calculated
more easily.
[
￿2
2m0
d2
dr2
− V (r)− l
￿(l￿ + 1)￿2
2m0r2
+ Et]φn(r) = 0 (2.32)
where Et is the sum of kinetic and electrostatic energy, φn is a solution of radial
Schrödinger equation and l￿ is the angular momentum quantum number. The electro-
static potential of the atom V (r) is approximated [102] as
V (r) = −6[ 3
8π
ρ(r)]−1/3 (2.33)
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where ρ(r) is the charge density in the atom. This is a correction which accounts
for the distribution of charges, which is not considered in the assumption of a spherical
field.
However, an additional correction to the electrostatic potential is required, since a
core electron is promoted to a diﬀerent state in the process and this corresponds to a
lower charge in core shells: it is called core hole eﬀect. If the core charge is set to Z+1
there is an improvement in the accuracy of calculations, but multi-particle simulations
are required to properly account for the results because the electronic orbitals adjust
to the diﬀerent charge and change their energies. One of the reasons is core excitons,
which is a couple of hole and electron, bound by Coulomb interaction. Excitons create
new energy levels and may cause shifts and sharpen peaks [103, 104], changing the
shape on the spectrum.
Once orbital wavefunctions are well know, a transition matrix element can be con-
sidered. In case of a transition between two states εn can be approximated as
εn(q) =
ˆ
ψ∗nexp(iq · r)ψ0dτ ≈
ˆ
ψ∗n(iq · r)ψ0dτ (2.34)
thanks to the Taylor expansion of exp(iq·r) ≈ 1+(iq·r)+. . . and to the orthogonality
of ψ0 and ψn, which cancels the integral with the first term of the expansion (which
is 1). The remaining term contains the odd function q · r, which causes the result to
be zero unless ψ0 and ψn have a diﬀerent symmetry: for example a transition between
s-state (even symmetry) and a p-state (odd symmetry) is allowed . This is called the
dipole selection rule [70].
In order to consider the probability of these electron transitions, Fermi golden rule
[105] has to be considered
Ti→f =
2π
￿ |￿f |H
￿| i￿|2Nf (E) (2.35)
where Ti→f is the probability of transition from state i to f per unity of time. H ￿ is a
first order perturbation of the Hamiltonian, calculated from Hartree-Slater central-field
method and Nf (E) is the density of final states. The diﬀerential cross section dσ￿/dE
is proportional to this transition probability and directly linked to the final density of
state Nf (E). This is especially important because it allows to investigate occupation of
final states, which are outer shell at high energy, responsible for chemical bonds. When
an element has many possibly oxidation states, the diﬀerence between those is due to
the number of valence electrons shared with diﬀerent atoms, which is exactly reflected
byNf (E). EELS spectrum can then identify elements, by their characteristic ionisation
threshold, and their oxidation state, so chemistry of the specimen can studied.
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Based on these formulas, the ionisation thresholds in the spectrum (see fig.2.17) can
be identified and explained, since core states are basically identical in single atoms (like
in previous formulas) or in a complex specimen. Most common features correspond to
K, L and M edges (see tab. 2.4), which are caused by diﬀerent atomic shells and retain
a characteristic shape, such as delayed maxima for M45 peaks [106].
Edge Ionisation Orbital
K 1s
L1 2s
L2,3 2p
M1 3s
M2,3 3p
M4,5 3d
Table 2.4: List of some of the detectable edges in EELS spectroscopy, beside the related
ionisation orbital. Electron is promoted from that state to the first available empty
one, which generally depends on the sample (e.g. the M4,5 edge of Ba corresponds to
a 3d→4f transition).
The shapes of ionisation thresholds depends on the involved element and specifically
on the electronic band configuration. Most K shapes are sawtooth-like, which directly
correspond to the activation of electron transition from 1s orbital. On the other hand,
L23 features are more rounded and present a shifted peak for third row elements (from
Na to Cl). This is caused by angular momentum factor l￿ (l￿ + 1) in the Schrödinger
equation, called centrifugal potential. In the range of energies beyond the ionisation
threshold, this decreases the overlap between the 2p orbital (initial state of L23 trans-
itions) and the final states [70]. It results in a delayed maximum, at 10-20 eV above the
fundamental transition energy. A diﬀerent L23 edge shape is found for fourth period
elements, like Ti, where the dipole selection strongly enhances the transition from 2p
to 3d orbitals, causing sharp transitions with high intensities (so called “white lines”).
In this case, it is easier to notice the diﬀerence between L2and L3, which is caused by
spin-orbit coupling [70].
Similar behaviour is found in M45 edges: fifth period elements show a delayed max-
imum 50-100 eV above ionisation threshold, because of the centrifugal potential hinders
with the 3d-4f electron transition. Sixth row elements between Cs and Yb, present
white lines because f orbitals oﬀer many empty final states for electron transitions [70],
as an example of the role of the final density of state Nf (E).
These edges provide more information than the ionisation threshold energy, the
surrounding crystallographic and chemical conditions can be investigated by a wider
analysis of the shapes. First, a variation of the ionisation energy can be attributed
to chemical shift, which reflects the eﬀect of bonded atoms on the core state. Even
though the related wavefunction does not change significantly, its energy can increase
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or decrease by up to 20 eV [70, 107, 108]. In metals, this is normally caused by bonding,
since it aﬀects valence electron orbitals and their screening of the electrostatic potential
of the nucleus. In semiconductors and dielectrics, the energy gap influences the possible
transitions, so changes of the gap cause diﬀerent transitions and chemical shift. For
example, this happens when moving from conductive graphite to insulating diamond,
where the introduction of an energy band from diamond shift the ionisation threshold
[70].
Moreover, the tails at higher energy show interesting features called Energy Loss
Near-Edge Structure (ELNES): these oscillations are in a range of 50eV after the peaks
and they display smaller intensity. These features are believed to be caused by neigh-
bouring atoms, for example in terms of local joint density of states [109], molecular
orbital theory [110] and crystal-field splitting [111, 112]. This last eﬀect is a break of
degeneracy of states due to the configuration of the surrounding atoms, which modifies
the energy levels.
These formulae are essential for the quantitative analysis of EELS spectra, as the
double diﬀerential cross section (see eq. 2.25) can be related to the integrated intensity
of an EELS edge to the areal density of a material (see par. 2.4.2.2).
2.4.2.2 EELS
Electron Energy Loss Spectroscopy (EELS) is a technique which creates spectra of elec-
trons leaving the electron dispersed by energy loss: this reveals a wealth of valuable
information about the sample, since most atoms and even bondings have a character-
istic energy loss pattern.
This technique requires an instrument and settings similar to that of TEM, so the
two are frequently found together, even though they developed separately. However
all EELS data in this work were acquired from a spectrometer attached to a dedicated
STEM instrument. The ideal conditions for EELS are in fact similar to those of STEM
imaging, since a tiny electron probe of know energy is moved across the specimen
(see fig.2.4). On the other side, various scattered electrons are collected selectively,
according to their angle of scattering and energy range (detection may be diﬀerent from
STEM). As for the STEM, a well controlled electron probe improves spatial resolution
(since it interacts with a limited area of the specimen) and reduces the spread in the
response. However, a good signal-to-noise ratio requires higher intensity then STEM,
so a wider electron probe is employed. The C1 lens and the condenser aperture allow
a bigger part of the electron flux to focus on the specimen (see fig.2.4): this setting
retains some aberrations, but it is reasonable because direct imaging in not a priority.
The incident angle is then set at about 30 mrad while the collection one varies
greatly according to the specimen and the objective of the investigation. However, it is
generally in the order of 10-100 mrad. The incoming energy is that of the microscope,
so often about 60-300 keV, and the range of collection includes losses of few thousands
of eV at most.
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EELS Spectrum It is helpful to divide the analysis of the EELS spectrum in two
parts, low losses and core losses, because of diﬀerent intensities and physical processes
involved.
Low losses spectra are concentrated before 100 eV. The most intense feature is called
Zero Loss Peak (ZLP) (see 2.16) which corresponds to weakly interacting electrons from
the beam, passing through the specimen with little energy losses. Because inelastic
scattering is relatively unlikely, this intensity is order of magnitude bigger than the
other signals. Main low loss signals are related to plasmons.
Figure 2.16: EELS spectrum at low energies of a Zirconium alloy specimen. The Zero
Loss Peak (ZLP) is clearly seen on the left, at 0 eV, while the Zr plasmon peak is
located at about 17 eV. Courtesy of Kirsty Annand.
Core losses can be present from 50 eV on (such as chromium and iron M2,3 edge
[70]), but they are more easily observed above one hundreds eV (e.g. at 470 eV in
fig.2.17). They originate from interactions of the electron beam with atomic orbitals:
more details are presented in sec. 2.4.2.1. Quantification is possible, once diﬀerent
cross sections of various elements are taken into account.
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Figure 2.17: An example of EELS core loss spectrum of Ba6−3xNd8+2xT i18O54. Here,
T i, Ba, and Nd peaks are labelled with the related EELS edges, they correspond
to those used later in this work. Additional features in the 500-600 eV region were
not considered but are likely due to oxygen and further titanium contribution to the
spectrum.
The background in the core loss energy range obeys a power law decay, at least in
thin specimens
F (E) = AE−r (2.36)
where A and r are fitting parameters [70]. It is caused by various excitation mechan-
isms such as plasmons, tails of core-loss edges at lower energy and Bremsstrahlung [70].
It can be reliably fitted and removed, allowing to quantitatively analyse and compare
the features in the spectrum. As mentioned before, the elements in the specimen can
be identified by their specific energy loss peak, when associated to theoretical calcula-
tion of diﬀerential cross sections for most common shell ionisations [113, 114]. These
features can provide information beyond the elemental identification, such as density
of state or coordination number, so a description of related models is necessary.
Quantification The background in the spectrum can be reliably fitted and subtracted
so analyses and quantification (both relative and absolute) are possible. Automatic
routines are based on integration of entire sawtooth shape: this includes the spread of
the signal to higher losses, due to ELNES and elastic scattering; on the other hand,
the intensity peak alone can be influenced by near-edge structure [70].
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Figure 2.18: EELS spectrum with background (in red) and signal (in black). Ionisation
thresholds can be clearly identified, after background subtraction.
The quantification algorithm aims to find the areal density N of a given atom,
which is linked to the integrated density of the peak Ii by the following formula
Ii (β,∆) ≈ NI (β,∆) σi (β,∆) (2.37)
where I is the integrated energy loss spectrum, for a given angle range β and energy
interval ∆ [70]. I is usually approximated with the low loss region, which already
accounts for roughly 99% of the intensity. σi is the calculated cross section for a given
i shell and it requires careful estimation to grant reliable quantification. First, as a
function of energy and angle, it is treated as diﬀerential cross section d2σ/dΩdE. GOS
formulation, based on hydrogenic model (described in 2.4.2.1) represents the simplest
approximation, which neglects chemical environment or molecule orbitals influencing
high energy states and responsible for ELNES features. However, integration over
such fine structures may account for the cross section and still proves to be reliable
within the hydrogenic model: it is estimated to be correct within 5%, when a range
of energy of 20 eV or more is included in the integral [115]. The main shortcoming of
this model is that it can only provide absolute cross section and not diﬀerential one, so
it has to be calculated for every new setting and value of energy and collection angle.
This is especially important as each specimen may require dedicated settings and a
wide range of parameters could be used. This flexibility is required to handle diﬀerent
atomic numbers which modify the angle distribution of scattered electrons, which may
overlap with diﬀerent signals, such as elastically scattered diﬀraction patterns.
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In order to satisfy this requirement Hartree-Slater method was introduced, be-
cause it allows to parametrise GOS, and then cross section, as functions of energy and
wavenumber (which is linked to collection angle). This proves to be accurate as far as
the assumption of ionisation transition to the continuum energy level Et holds, while
it is less precise in case of excitation to other atomic or molecular states.
An alternative solution is the use of well-known and standard material as a reference
for specimen investigation, but it can be diﬃcult to provide the necessary purity of
composition down to the nanoscale.
The relative quantification is based on the following formula
Na
Nb
=
Iia (β,∆a)
Ijb (β,∆b)
σjb (β,∆b)
σia (β,∆a)
(2.38)
where i and j are the two shell signals to be compared and ∆a and ∆b are two
diﬀerent energy windows [70].
Incident and collection angles α and β may be diﬀerent between the investigations
of the two materials, because of change of probe size (directly dependent on α) and
improvement of signal intensity over the background (due to β). A small collection
angle β (around 5-10 mrad) enhances the signal for low-energy edges, while wider
angles increase intensities of high-energy features [70], even though such conditions
may include diﬀraction signals [116].
In order to account for diﬀerent angle settings, a correction factor was introduced
for diﬀerential angular distribution of core-loss intensity. First, the intensity has to be
calculated by integration over incident angle α[70]
dIk
dΩ
∝
ˆ α
θ0=0
ˆ 2π
φ=0
dI
dΩ
1
θ2k + θ
2
E
θ0dθdφ (2.39)
where θ and φ are polar coordinates, θ0 describes angle from optical axis which
nominally ranges from zero to α. θk is the angle of inelastic scattering, given by
θ2k = θ
2 + θ20 − 2θθ0 cosφ (see fig 4.19 eels). θE represents the Lorentzian function
width, θE = E/ (γm0v), where E ≈ Ek + ∆/2. Previous formula can be calculated
analytically [117].
The eﬀect of collection angle β on core-loss intensity Ik , such as in case of an
aperture, is expressed as [70]
Ik (α, β, θE) =
ˆ β
0
dIk
dΩ
2πθdθ (2.40)
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Thanks to previous equation we can define a F1 factor of reduction of core loss
intensity Ik, due to convergence angle of the beam.
F1 =
Ik (α, β,∆)
Ik (0, β,∆)
=
2/α2
ln
￿
1 + (β/θE)
2￿ ˆ β
0
ln
￿
ψ2 + (ψ4 + 4θ2θ2E)
1/2
2θ2E
￿
θdθ (2.41)
Due to influence of θE, F1 changes with every ionisation edge, which means for
every measured material concentration.
An additional correction factor, F2, can be defined for absolute quantification as
Ik (α, β,∆) ≈ F2Nσk (β,∆) I (α, β,∆) (2.42)
Value of F2 changes according to incident and collection angles α and β: F2 ≈
(α/β)2 F1 for α ≥ β ; F2 ≈ F1 for α ≤ β [70].
Frequently the direct absolute quantification is diﬃcult, because of inaccuracy of
cross section calculation, so relative quantification is preferred. However, if a single ele-
ment is somehow measured otherwise, relative quantification can then provide concen-
tration of all others, by measuring ratio of intensities (see previous formula). Standard
specimens can provide reference spectra and intensities. Crystallographic consideration
can provide useful insights in the absolute quantities, allowing relative quantification
to complete the picture by working out ratio between known and unknown element. A
slightly diﬀerent approach is used in this work: a crystallographic consideration [118]
was used, which assumes a HAADF specimen to have the same number of atoms in
neighbouring columns, due to limited variation of thickness and signal intensity on a
nm scale (see fig. 2.19). However, other causes of intensity variations were reported:
the channeling eﬀect causes a modulation of the electron intensity, a phenomenon called
Pendellösung eﬀect [70]; a contribution of neighbouring sites to the EELS signal was
also calculated as a consequence of thermal scattering [119].
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Figure 2.19: HAADF image of Ba4.5Nd9T i18O54 along [010] direction. Columns of
atoms are parallel to b-axis and number of atoms in each of them is assumed to be
similar, given that little thickness variation is noticeable. Ba and Nd sites are brighter
and clearly visible, T i can be noticed between the cations, even though it is more dim.
Oxygen is not visible in this image.
If the number of atoms are assumed to be roughly equal, intensities can be norm-
alised, based on the most reliable signal.
2.5 Conclusions
A general overview on electron microscopy, for what is relevant to this work, was
provided in this chapter to introduce and explain relevant techniques and their res-
ults. Basic concepts of electron microscopy were introduced, together with related
theory of electron scattering was presented. Relevant techniques were presented after
their theoretical background was introduced, with a presentation of working principles,
acquisition, results and interpretations and finally some important components.
Chapter 3
Data Analysis Methodology
3.1 Introduction
The work in this chapter is heavily based on interpretation of data, as much as ac-
quisition of them, so that proper quantitative information could be extracted from the
sample. This chapter is then meant to explain the rationale and procedures that guided
the data processing and calculation of this current study. This is intended to help com-
prehension of our data as well as favouring reproduction of similar experiments.
A brief presentation of general statistical principles is provided in the next section,
followed by a detailed description of data acquisition parameters and dedicated scripts
for processing (section 3.3). Finally there is an introduction to Dr. Probe software [123]
(developed by our collaborator Dr. Barthel) which we will later be used for simulation
based on our conclusions, in order to both confirm and integrate our results (section
4.3).
3.2 Principle of Statistical Analysis
A large experimental dataset will inevitably contain a significant variance between
measurements. There are a number of reasons for this, caused by diﬀerent sources of
noise. First, extrinsic sources can disturb the measures: for example stray electrons
might be collected by detectors [70]. Moreover, electronic components may add noise
as well, e.g. as a consequence of instability in power supply. Other contributions of
digital detectors to the variance are limited sensitivity or dynamic range, low precision
which causes quantisation noise: a limited number of values can be recorded by digital
detectors, so measured quantities are rounded and therefore introduce an error. Phys-
ical processes contribute to noise as well, for example, shot noise. This is a statistical
eﬀect, which is caused by variations of the signal at each measure, due to the probab-
ility of emission (or detection) of a signal over time, e.g. the electrons in a beam have
a chance of interactions with the specimen, described in terms of cross-sections (see
sections 2.4.1 and 2.4.2.1). A limited number of readings might be biased because of
the detection of improbable events, while an extended investigation is more likely to
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present a reliable collection of data. This diﬀerence is caused by the shot noise, which
should follow the Poisson distribution. Finally, variations of actual properties between
measurements on neighbouring areas are possible, because of statistical distribution
within the specimen itself (e.g. dopant levels on diﬀerent atomic columns).
A proper error function can describe the distribution of results and provide an
estimate of the original value before the noise contribution. By far, the most common
description of errors, which are assumed to be random uncorrelated events, is the
Gaussian function (also called normal distribution)
g (x) =
1
σ
√
2π
exp
￿
−1
2
￿
x− µ
σ
￿2￿
(3.1)
Here it is normalised so that its integral is equal to one [124]. σ is the variance
and µ is the expected value: formulae to obtain these parameters are diﬀerent for each
probability distribution, in case of the Gaussian function
µ =
1
n
n￿
i=1
xi (3.2)
σ2 =
1
n
n￿
i=1
(xi − µ)2 (3.3)
where n is the number of observed events [124].
The main reason to focus on Gaussian function is the central limit theorem [125],
which states that a collection of independent and identically distributed random vari-
ables converges to a Gaussian function as the number of data, n, tends to infinity. This
justifies the use of normal distribution (and related formulae for expected value and
variance) whenever a homogeneous distribution of error is assumed. In this work, the
expected and relevant systematic errors, like drift distortion in HAADF images and
thermal scattering in EELS data were corrected, as detailed in sections 3.3.1.1 and
3.3.1.3. The resulting sets of data were assumed to present only random and uncorrel-
ated errors (an example is shown in fig. 3.4), so the Gaussian distribution was used to
calculate statistical results.
3.3 Algorithms for the Quantifying Atomic Resolu-
tion Imaging and Spectroscopy
The following section describes the statistical treatment of the atomic resolution data-
sets used in chapter 4. In particular, we focus here on the algorithms used to evaluate
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atomic scale structures and chemistry of the materials in chapter 4. A list of the related
Matlab scripts used for this work can be found in the Appendix.
The crystalline structure and the chemistry of our samples was investigated by
HAADF STEM and EELS to create a model of the unit cell and chemical composition
of Ba6−3xNd8+2xT i18O54 to verify and possibly refine the previous Rietveld refinements
[66] with an independent set of data.
Both HAADF and EELS analyses were performed at the SuperSTEM facility us-
ing an aberration-corrected Nion UltraSTEM (Nion Inc., Kirkland, WA) instrument
equipped with a Gatan Enfina spectrometer (Gatan Inc., Pleasanton, CA). For both
imaging and spectroscopy, a probe convergence angle (α) of 30 mrad was used. This is
the largest aberration-corrected angle available for the SuperSTEM microscope: this
setting can provide the smallest aberration-free electron probe for STEM, as stated by
Abbe diﬀraction limit (see formula 2.8).
HAADF imaging was performed using an annular detector with an inner angle
of 100 mrad and an eﬀective outer angle of 185 mrad. Electron energy loss spectra
were collected using an acceptance angle (β) into the spectrometer entrance aperture
of 31 mrad. This angle was chosen again as the widest angle which does not present
aberration: a wide angle would allow to collect a bigger part of the signal from the
specimen, but aberrations from the microscope and the spectrometer come into play
at higher angles.
3.3.1 Atomic Structure Refinement from HAADF Imaging
3.3.1.1 Atomic Column Position Refinement
The achievable resolution for HAADF data is better than 1 Å in modern aberration-
corrected STEM instruments, such as the UltraSTEM used in this work, which allows
the resolution of individual atomic columns along many projections of most materials.
This led to early studies of grain boundaries with atomic resolution [126, 127]. If atomic
columns are well resolved, then the positions of these columns can be measured with
picometre precision using Gaussian peak fitting, since the profiles of the column images
in HAADF are well approximated by a Gaussian. This solution proved to be suitable
when considering the results (a posteriori), but the mathematical expression of intens-
ity of atomic columns in HAADF data is unknown. On a stationary specimen, if the
aberrations were corrected, the intensity function is likely to result from a convolution
of three factors: the profile of the tip of the FEG gun (approximately a Gaussian func-
tion, 0.5-0.8 Å wide); the probe formation aperture (see paragraph 2.3.3) which causes
the intensity to behave according to a Bessel function; the atomic potential, roughly
0.2-0.3 Å wide. The aperture is likely to provide the biggest contribution, with the
others causing only a small broadening of the intensity profile. A Gaussian function is
then a reasonable approximation of the main region of a Bessel pattern. Unfortunately,
direct Bessel interpolation was not implemented in our software packages.
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The Gaussian fit allows direct quantitative analysis and modelling of structure.
This requires fitting of pixelated image, as those from STEM, in order to locate the
centre of mass of single atomic columns [128] and then work on the statistics of those
fits to create an average model and reduce the variance. This technique increases the
precision in the localisation of atomic sites: it was first used to study the structural
changes in crystallographic planes, due to the strain caused by epitaxial mismatch [129].
It is based on peak position measurements of atomic resolution images, which is then
averaged over many unit cells, in order to obtain quantitative results at the picometre
scale. 2D Gaussian fitting was then employed to improve quantitative description of
crystallographic structures in TEM [130] and STEM [131].
In our work atom peak positions from the HAADF data (such as those shown in
fig. 2.19) are located and refined by Gaussian peak fitting using either iMtools [132]
or Image Analysis plug-in of Digital Micrograph1 in order to provide coordinates of
atoms columns. First, background subtraction is performed, either automatically (by
iMtools) or by selecting the degree of a polynomial which will fit the background (in
Image Analysis). Typically 1st or second degree is enough but a visual investigation
is recommended. The following step is the definition of site radius (in pixel, since the
algorithm ultimately works on images), which can be easily estimated by zooming in
the image until single pixels are clearly visible, so the approximate number of pixels
covered by an atoms column is obvious. The software packages can then interpolate
two dimensional Gaussian functions (shaped either as an ellipse or a circle) to fit the
atomic columns’ intensity in the HAADF raw data. This results in a list of parameters
related to the fitting process of each site:
• Coordinates of site (from 2D Gaussians fitting)
• Amplitude of Gaussian functions
• Variance/Width
• Orientation of the major axis (in the case of an elliptical fit)
• Lowest and highest values (fitting is relative to the radius of the site, so it may
not correspond to lowest intensity pixels)
Although all atoms sites were mapped, only those in a limited area were actually used:
this happened because the HAADF image shows diﬀerences which grow as the distance
between the considered areas. This can be noticed in fig. 4.6, as our model of unit cell is
compared to the original data and the replicated ideal cells tend to diﬀer progressively
from the HAADF data. Such behaviour is caused by the drift distortion in STEM, as
the sample moves during the acquisition: distant areas show larger distortion because
more time passes between their imaging, so the specimen can drift further away. As a
1A recent alpha version kindly provided by our collaborator, Bernhard Schaﬀer of Gatan.
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consequence, our acquisitions did not cover all the available data, in order to probe a
relatively homogenous area and avoid introduction of errors from distortions.
A MATLAB script was used to detect almost automatically a number of unit cells.
The algorithm was tested on the well-known perovskite structure of BiFe0.5Mn0.5O3:
the HAADF image in fig. 3.1 (courtesy of Dr. I. MacLaren) was analysed with the
Image Analysis plug-in of Digital Micrograph. It provided a 2D Gaussian fit for Bi, Fe
and Mn sites.

Figure 3.1: HAADF image of a BiFe0.5Mn0.5O3 specimen. The perovskite structure
is evident and the bright Bi atoms can be distinguished from the dimmer Fe and Mn
ones. Oxygen is not visible. Two precipitates can be seen in the centre of the image.
Courtesy of Dr. I. MacLaren.
The coordinates resulting from the fitting process are presented in fig. 3.2: the
perovskite structure is conserved in most of the area, although some sites were badly
fitted. It was also possible to select Bi or Fe sites, so the coordinates of the diﬀerent
atomic columns can be plotted. There are few errors in the attribution of sites to the
right element, but this does not hamper the identification of the structure because only
the coordinates are considered in the script. It is worth noting that the coordinates
are expressed in pixels, as it is not possible to retain the scale from fig. 3.1.
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Figure 3.2: Coordinates from the fitting process on fig.3.1. Some sites were not fitted
correctly, but the perovskite structure is conserved.
The unit cell of BiFe0.5Mn0.5O3 is cubic so it appears as a square along the
pseudocubic <100> directions [133]. It is possible to identify many unit cells of
BiFe0.5Mn0.5O3 in fig. 3.2, so one was selected as a “model“ for the identification
of some others (namely 33 cell in total). The first cell (plotted with black dots in fig.
3.3) was chosen approximately in the central area, since it is deemed to be less aﬀected
by distortions: this allowed to provide the best possible model for the search of other
unit cells. The coordinates of the five sites of the first cell were inserted in a script,
which calculated the lattice constants in order to identify more cells. In fact, these
characteristic distances describe the periodicity of features in the crystal and then the
relative positions of the cells. However, a small margin of error is allowed, due to noise
in the HAADF image aﬀecting the fitting process. In case of uncertainty, the script
asks the user to decide whether the identification of a given site is correct. This led
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to identification of 33 cells, reported in fig. 3.3 as black squares: areas with obvious
fitting errors or precipitates were not investigated.
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Figure 3.3: Unit cells’ identification from coordinates of fig. 3.2. The wide black dots
correspond to the sites of the first unit cell, which was defined by selecting individual
coordinates. The other cells, which are marked by black squares, were identified by a
semi-automated script.
The identified unit cells were overlapped to help the comparison between them: the
central bismuth site was chosen to be unique and common for all of them, to provide a
reference for the alignment. A representation of the diﬀerence between those cells can
be seen in fig. 3.4, where the central bismuth site is overlapped. The picture seems to
suggest that the coordinates present a random distributed error.
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Figure 3.4: Overlap of unit cells from fig. 3.3, aligned accordingly to the central
bismuth site. The distribution of coordinates can be seen in the corners.
In order to reach a model of the unit cell, two approaches are possible in this case:
an average correction of all errors and distortions or specific adjustments for every
cell. Both solutions were used: the results for the diﬀerent stages of the algorithm
are presented and the two final unit cell models are compared. The first stage was a
rotation of the cells, which ensures that the bottom sites are aligned to a horizontal
line. The rotation transformation is based on the following formula
￿
x￿
y￿
￿
=
￿
cosθ −sinθ
sinθ cosθ
￿￿
x
y
￿
(3.4)
Where x and y are the original coordinates, while x￿ and y￿ are the rotated ones. θ
is the anti-clockwise rotation angle. On the same set of data from fig. 3.4 two diﬀerent
rotations were applied: a common rotation (as seen in the left image of fig. 3.5), based
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on average position, and a specific rotation to correct every single cell (result in the
picture on the right in fig. 3.5). The diﬀerence between these two transformation (in
fig. 3.5) looks negligible, probably because the required rotation was minimal (roughly
in the range of 0.008-0.05 rad). This is a due to the original HAADF data being already
close to alignment to a horizontal axis.
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Figure 3.5: Slight rotations of data in fig. 3.4, in order to align the bottom sites to
horizontal axis. In the left image, the same rotation was applied to all coordinates.
The angle of the rotation was calculated accordingly to the average position of the
sites. In the right picture, each cell was rotated by a diﬀerent angle, according to the
position of its bottom sites.
The second transformation required to match the standard unit cell is the shear,
which aligns vertically the sites. It compensates the STEM drift distortion in the
images, as the specimen moves during the measurement, causing an elongation in the
detected structure. The shear transformation is based on the following formula
￿
x￿
y￿
￿
=
￿
1 λ
0 1
￿￿
x
y
￿
(3.5)
Where x and y are the original coordinates, while x￿ and y￿ are the sheared ones.
Value of λ is chosen to align left-hand sites vertically.
An average correction is shown in the left picture of fig. 3.6, starting from the data
plotted in the left image of fig. 3.5; on the other hand, left-hand sites of each cell
from the right picture of fig. 3.5 were aligned vertically. The results of this “cell-wise”
shear correction are plotted in the right picture of fig. 3.6. While the left-hand sites
are aligned as expected, little misalignment can still be noticed on the right-hand side.
This happens because the shear was calculated to compensate the other sites and the
distances between sites vary in each cell.
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Figure 3.6: Shear correction on data from fig. 3.5. In the left image, the correction
was based on the average position of the sites on the left-hand side, which were (on
average) vertically aligned. In the right picture, the correction aligned vertically the
positions of the sites on the left-hand side in each cell.
The structure of the cell is now approximately correct, but the coordinates of the
central site and the corresponding standard deviation need to be estimated. The centre
of mass approach is adopted here, where the central point is calculated as an average of
all the other sites in the cell. This is inherently based on the single cells, so there is no
“average approach” as opposed to “cell-wise” one. However, the same “centre of mass”
method was applied to the diﬀerent set of data presented in fig. 3.6, so the results
change. The estimates for the central sites are shown respectively in fig. 3.7a (for the
“average approach”) and 3.7b (from data originated by the “cell-wise” approach). This
last one presents a much wider dispersion of the central site, possibly because the “cell-
wise” transformation changed the cells singularly, increasing their relative diﬀerences,
while the average approach maintained the dispersion constant, and this is reflected in
the spread of the central coordinates.
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Figure 3.7: a) Centre of mass calculation of the central site, from the data shown in
the left image of fig. 3.6, corresponding to the “Average approach”. b) Centre of mass
calculation of the central site, from the data shown in the right picture in fig. 3.6,
corresponding to the “Cell-Wise approach”.
The last transformation needed is the scaling, to express the distances in Å in-
stead of pixels. Again, this was performed on an average and cell-wise manner (plots
are not shown), so the size of the cells corresponds to the actual lattice constants of
BiFe0.5Mn0.5O3: 3.96535 by 3.91955 Å [133].
Finally all cluster of coordinates were averaged to calculate the final unit cell: this
happened once again for both set of data. Standard deviations were calculated as well.
The unit cell from the “average approach” and “cell-wise approach” are overlapped for
comparison in fig. 3.8. This last plot shows a main diﬀerence in the central point,
which exhibits a diﬀerent position and standard deviation: it is likely a consequence
of the two central point estimations. The values of standard deviation reflected the
diﬀerent dispersions of coordinates. The position of the central site varies as well, but
not considerably. The other sites and standard deviations are all very close for both
approaches. Interestingly, the standard deviations are similar to that of the central
point from the “cell-wise approach”. This seems to be an advantage of this method,
since it calculates a similar dispersion for all sites: this seems reasonable, given the
same acquisition method was used for all. There are not direct data on the scattering
of the central point: an estimation of the dispersion is required, resulting in some
uncertainty.
The central point calculation is aﬀected by the necessity of an estimation, in absence
of direct data on its dispersion, so there is some uncertainty. The two approaches do
not seem to alter greatly the final coordinates, but just the standard deviation.
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Figure 3.8: Comparison between the unit cells of each method. The main diﬀerence
can be noticed in the central point. Error bars correspond to 3σ￿ (standard deviation).
The eﬀect of phonons in the data is not considered, but the results of this proced-
ure on a Ba6−3xNd8+2xT i18O54 sample are later employed in a simulation of HAADF
images, which includes a phonons’ estimation (see section 3.4). The comparison with
actual HAADF data shows an accurate match (see fig. 4.7).
3.3.1.2 Elliptical Fitting of non-round Columns
Some atomic sites, namely Nd[2] and Ba ones (marked with black and red arrows
respectively in fig. 3.9), consistently show some elongation at a given angle (see fig.
3.9). There seems to be a loose alignment between three sites (Ba −Nd[2] − Ba), as
shown in fig. 3.9.
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Figure 3.9: Zoom of HAADF acquisition of Ba4.5Nd9T i18O54 along [010] direction.
Nd[2] and Ba sites elongation are marked with black and red arrows respectively,
presenting a rough alignment. The sites with similar orientation are linked with dashed
red line.
This may be interpreted as a partial misalignment of atoms along a columns, so
that its projection in HAADF STEM no longer looks circular (see fig. 3.10).
Figure 3.10: Schematics of an elongated atomic column site. The misalignment of
an atom in the column result in the oblong projection, which is recorded by HAADF
microscopy.
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The measurement of these elongations can lead to a better description of the atomic
positions in the column. Starting from previous Gaussian fitting results, the angles and
width of sites can be listed. However, a new interpolation may be needed if the fitting
was based only on the central part of each site, neglecting most of the elongation. A
new fit with a wider radius proved sometimes beneficial in describing the extension of
the atom columns and then their orientation.
The new fitting angles may need a correction, because of the ambiguity in the
direction of the elongation. For example, two parallel ellipses may be fitted by angles
pointing in the opposite direction, e.g. -90º and 90º. The average value would then be
0º, which is diﬀerent from the original angles. This problem is resolved by setting a
limited range of values, which is centred around the approximate average angle: a 0º -
180º range was used in this current study, where 0º corresponds to an angle pointing in
the right direction. Any other angle was converted into the corresponding one within
the range, for instance 270º would become 90º, which represents the same orientation.
The average value is then bound to fall within the given range.
Since the original HAADF images undergo a rotation and shear transformation,
some modifications are needed for these ellipse fits and their angles, similarly to the
case of crystallographic structures above. Rotation and shear matrices were applied
to the major axis of the elongated sites (resulting from the fitting), so that the angles
and the extent of such columns were modified exactly as the unit cells. These modified
values should then be compatible for the model of the unit cells.
Beside the distinction between Nd[2] and Ba sites, a second diﬀerence was noticed:
angles are approximately aligned along two directions, which seems to correspond to the
“zig-zag” pattern of the global crystal structure (see fig. 2.19). Angles are then sorted
according to both atomic sites and “zig-zag” orientation. Finally, average values are
calculated for each subdivision. These orientations were then used to guide the creation
of a refined unit cell, which accounts for these site elongations. This characteristic can
be implemented in a unit cell by slight misalignment of atomic sites along their column,
so that they do not overlap perfectly but form an elliptical shape. Nd[2] and Ba atomic
sites are then moved to match the elongation angle and extension, until the model
overlaps the original HAADF image (see fig. 4.6). Once again, image rotation and
shear are necessary for the two to match properly. The ultimate Rietveld refinements
of the crystalline structures, based on all our results, are presented in the manuscript
in preparation [134].
Finally, it is interesting to notice that the misalignments of atomic sites do not
break the symmetry relations for Pnma crystalline structures, as the deviations from
the atomic column still obey those formulas.
3.3.1.3 Atomic Resolution Quantification of Column Cation Content
The process of EELS quantification is based on the theoretical framework discussed
in paragraph 2.4.2.2. Here, we explain the actual procedure and the parameters used,
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together with our internal standardisation approach used to produce chemically sensible
results.
First, the elements of interest are selected, in our case Ba, Nd and T i (when
available). In particular the signals integrated above the M4,5 edges for Ba and Nd
(respectively at 781 and 796 eV for Ba, 978 and 1000 eV for Nd) and above L23 for T i
(edges at 456 and 461 eV, respectively) were used. All these edges have high intensity
above the background with a pair of clear "white-lines" at the onset giving a good signal
to noise ratio, as well as being well separated, allowing reliable background fitting.
The background is automatically extrapolated and subtracted from the spectrum.
Then, the cross section σk is calculated with the Hartree-Slater model [135], based
on GOS tables [114, 136], in the form of a double diﬀerential cross section d2σkdΩdE . This
formulation can obtain the cross section of the experimental range of energy and angles
by integrating the diﬀerential cross section. This process is performed in the stand-
ard quantification procedure on Gatan Digital Micrograph. It is then integrated over
the relevant energy range for that given element and peak (see tab. 3.1) and the ex-
perimental range of angles: 30 mrad for convergence semi-angle and 31mrad for the
collection. The collection angle is wider than the convergence one to detect all the
undiﬀracted beam, which is then necessary to calculate the total integrated number
of counts (I), used in the quantification formula later. The EELS intensity Ik is in-
tegrated over diﬀerent ranges of energies for Ba, Nd and T i: the parameters and the
cross sections for each element are listed in tab. 3.1.
Element Background
Fitting
Range (eV)
Edge Integration
Range
(eV)
Cross
Section
(barns)
Ba 697.0 -
765.0
M4,5 781.0 -
821.0
3654 ±
365
Nd 873.0 -
958.0
M4,5 978.0 -
1018.0
1261 ±
126
T i 407.0 -
447.0
L23 456.0 -
481.0
3269 ±
327
Table 3.1: Parameters for elemental quantification from EELS spectra in Digital Mi-
crograph. For all these elements, the angles were set to 30 mrad for convergence
semi-angle and 31mrad for the collection. Beam energy was 100 keV. The power law
formula was used for background fitting, cross sections were calculated using Hartree-
Slater model by Digital Micrograph. Integration range was used for both cross section
σk and element intensity integration Ik.
The areal density N (atoms/nm2) can then be calculated from following formula
Ik = NIσk (3.6)
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where I is the total integrated number of counts, while σk is the cross section,
integrated over relevant angles and energies [135]. However, although I can be approx-
imated by the zero loss peak, it is not always convenient to acquire it: an alternative is
the relative quantification, which only requires the peaks of the related elements, in the
core loss section of the spectrum. In fact, the relative composition may be calculated
from following formula, without the need of the total intensity counts.
Na
Nb
=
Ia
Ib
σb
σa
(3.7)
A more specific description is given in section 2.4.2.2 and [70]. An example of areal
density mapping for diﬀerent elements is fig. 3.11.
Ba Nd
Figure 3.11: EELS-SI areal density image of Barium and Neodymium. The colour
bar shows a considerable diﬀerence between the intensities of EELS signal of the two
elements .
Our elemental maps show a huge diﬀerence in intensity throughout the specimen
(see fig. 3.12) and between elements (see fig. 3.11).
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Figure 3.12: EELS-SI areal density image of Neodymium in a specimen with x = 0.5
composition. The colour bar shows the signal intensity. The influence of specimen
thickness can be easily noticed, as intensity gradually decreases from left side of the
image to right side of the image.
There are many factors which influence the intensity level, e.g. thickness variations.
There is however a systematic diﬀerence in the peak intensity between diﬀerent ele-
ments, which leads to doubt about the accuracy of the cross sections calculated by the
Hartree-Slater model. In the case of Nd and Ba it involves the transition from 3d to
4f states and this latter orbital is quite hard to model [137, 138, 139]. A comparable
calculation for Ba, its X-ray k factor, shows considerable diﬀerences in various models
(see tab. 3.2), because they involve the description of high energy states, like d states.
On the contrary, the k factor values for T i tend to be quite similar, because they involve
the easier and reliable model of simple orbitals like s and p. The k factor is relevant
because it is proportional to ionisation cross section σ [69]:
k =
(σωa)1A2
(σωa)2A1
(3.8)
where ω is the fluorescence yield, a is the relative transition probability (for example
K or L edge, as detailed in tab. 3.2) and A is the atomic weight. The k factor represents
a sensitivity factor, which converts X-ray intensity ratio to concentration one.
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CA
CB
= k
IA
IB
(3.9)
k values based on reference samples have been reported in the literature [69], in
particular those based on iron are labelled kAFe: the values and amount of variation
can be seen in tab. 3.2. The factor refers to Ba (L edge), which means that an electron
is promoted from the L shell to the empty states beyond the Fermi level.
Moreover, a normal range of relative error for k factor is already considered to
be 10-20%, mostly because of cross section estimation and detector parameter [69].
Neodymium cross section is believed to show similar problems, since it involves 4f
destination states again, while Titanium shows less variance between the theoretical
results.
Theoretical Cross Section Method for kAFe factor
Element Mott-Massey [143] Green-
Cosslett
[144]
Powell
[145]
Brown-
Powell
[146]
Schreiber-
Wims
[147]
Zaluzec
[148]
Ba
(L
edge)
2.97 not
avail-
able
2.52 2.25 2.49 2.83
T i
(K
edge)
0.892 0.869 0.853 0.888 0.807 0.835
Table 3.2: List of theoretical X-ray kAFe values for Ba (based L edge) and T i (K edge),
according to diﬀerent theories [69].
In addition to the inaccurate cross section, there was another source of error, due to
thermal electron scattering. The EELS results are likely to include an overrepresented
contribution from Nd columns, because thermal scattering spreads the electrons of the
STEM probe over neighbouring sites: many Nd columns are then able to channel the
electrons, influencing the EELS elemental maps and eventually resulting in an exag-
gerated Neodymium content. A similar eﬀect was reported in literature for strontium
titanate [119]. In principle this could happen for every column in the specimen, but
Nd sites are more numerous (see fig. 4.2).
Thus we believe the calculated areal densities were not accurate enough for our
study and a normalisation of the data was necessary. This was performed using known
facts about the crystal structure in a similar manner to Warusawithana [118]: since all
the columns have the same number of atoms, the EELS quantification of the various
element should be similar. On the contrary, our data show a constant diﬀerence in
density between Ba and Nd, so a correction was applied to obtain the same relative
density for both elements: namely, the Ba density was increased by 2.5216.
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These results originate from the relative quantification of Ba and Nd, using T i as
a common reference: the intensity of titanium was averaged over the 4 or 5 sites sur-
rounding Ba and Nd, before the calculation of intensities and the following correction.
This technique accounts for variation of the local thickness of the specimen as well,
because T i signal acts as an internal reference: any change in the intensity due to the
thickness is likely to be comparable for Ba, Nd and T i, so the relative quantification
remains mostly unaﬀected.
A second normalisation was carried on, based on the symmetry relations described
in 3.3.1.1. The areal density of the sites with same symmetry were averaged, because
they are equivalent from the crystallographic point of view. A global variance was then
calculated for all of them.
3.4 Principle of STEM Image Simulation
Simulation of electron propagation in a bulk material can replicate the physical inter-
actions happening in a electron microscope (for either TEM and STEM), in such a way
that electrons’ wavefunctions can be calculated during and after the scattering process
from the specimen. Those wavefunctions can be converted into images, corresponding
to those of a real microscope analysing the simulated structure. This is a considerable
help in the interpretation of results, since data from electron microscopes may be hard
to interpret and simulation can provide the representation of an expected structure,
which can be compared to experimental data. Also, a number of parameters and con-
ditions can be simulated, such as diﬀerent thicknesses or illumination and acquisition
condition for the microscope.
Typically the expected structure of the specimen is divided in parallel slices, per-
pendicular to the beam, each of which will interact with the beam: this is called the
multislice method. Slices are normally composed of a single atomic plane, which will
scatter the electron probe. First this interaction is calculated, considering the elec-
trostatic potential of the atoms in the first slice, then the propagation of scattered
electrons is simulated. At this point, the contributions to diﬀerent signals (such as
HAADF) are analysed and recorded. The electron beam is now formed by scattered
electrons and the original probe, which will both propagate and interact with the fol-
lowing slice in the simulation. The additional contribution to relevant signals will be
recorded and the previous steps will be repeated for all remaining slices. The sum of all
contributions represents the response of the simulated structure to the investigation.
The mathematical formulation of such algorithm is the following
Ψn+1 (k) = [Ψn (k)Pn+1 (k)]⊗Qn+1 (k) (3.10)
where Ψn (k) is the wavefunction of the electron wave in reciprocal space, in the
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n slice. Pn (k) represents the propagation of the wave in free space, convolution with
Qn (k) accounts for the specimen interaction with the beam, also called phase grat-
ing [69]. This is calculated for all n slices which represent the simulated specimen,
which typically results in beam spreading across the sample and increasing number of
interactions (see fig. 3.13), even though channelling eﬀect can reduce this eﬀect.
Figure 3.13: First stages of image simulations. Initial electron beam (top black arrow)
interacts with first slice, modelled by convolution with Q1 (k), and propagates as de-
scribed by P1 (k). This results in a new wavefunction Ψ1 (k) which undergoes the same
steps with Q2 (k) and P2 (k). The same procedure applies iteratively for all following
slices.
A thicker slice, which includes more atom layers, would result in more wavefunctions
to come into play. This happens because a bigger real space structure corresponds to
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smaller k in reciprocal space, so a greater number of wavevectors and wavefunctions
will fall within the aperture range.
Scattering excites diﬀerent waves and the sum of all these contribution describes
the electron propagation through the specimen. Finally, a convolution of such results
with source profile is necessary to match the acquired data [140].
A corresponding formulation in real space is available, so knowledge of electron
wave propagation P can be directly employed.
Ψn+1 (r) = [Ψn (r)⊗ Pn+1 (r)]Qn+1 (r) (3.11)
The experimental results are aﬀected by blurring because of phonon interaction with
the electrons, so this eﬀect needs to be implemented to obtain comparable simulated
images. The origin of the blurring is the interaction of electrons with the atomic lattice:
this can lead to absorption or creation of phonons. As mentioned in sec. 2.4.2.1,
phonons have little energy (less than 0.1 eV) but considerable momentum, so they can
scatter electrons by 5-15 mrad [69]. This causes blurring because the trajectories of
electrons have deviated and they tend to spread across a wider area of the detectors.
This eﬀect can be included in the simulation in two ways: by modification of the
Debye-Waller factor (DWF) or, alternatively, using the frozen phonon approach. The
DFW method consists in a convolution of the atomic potential with a Gaussian func-
tion, which approximates the thermal oscillations of the atoms and their potential.
However, this solution does not describe incoherent scattering properly, which is the
origin of HAADF image formation. On the other hand, the frozen phonon approach
is well suited for HAADF simulations [123, 141]: it is based on the average of many
similar lattices, all slightly displaced from each other. The approximation is justified
by considering the velocities of electrons and atomic sites: the incoming electrons have
near relativistic velocity, which is much higher than that of the lattice vibrations, so
electrons eﬀectively interacts with a series of static lattice configurations. This reflects
the changes of atomic position due to the phonons, but it does not alter significantly
the atomic potential, so inelastic scattering is well represented in HAADF simulations.
The crystallographic structure of the specimen can lead to the calculation of the
most relevant phonons, so accurate displacements can be used in the simulation. About
80 frozen configurations are used to simulate HAADF images [142].
Chapter 4
Atomic Structure and Chemistry of
Ba6−3xNd8+2xT i18O54
4.1 Introduction
The invention of microwave resonator [55] has introduced a device which can eﬀectively
handle telecommunication frequencies with extreme precision. It can acts as filter, i.e.
it isolates the specific frequency required by transmission and reception of signals, so
it is an essential part of every telecommunication device. While filters of other kind
existed before, the resonator can be scaled to portable size, such as a component of
a mobile phone, and proved to be an essential factor in the miniaturisation of such
applications (see paragraph 4.2.3). The size reduction is closely related to high permit-
tivity of the material, but limited power loss at microwave frequencies is essential as
well because it allows high selectivity: the ability to amplify a frequency with extreme
precision, while filtering out all the other ones. These requirements are essential for the
components and applications, but only few compounds, mostly ceramics, are suitable:
these are called microwave dielectrics. Both permittivity and frequency selectivity are
related to atomic structure and chemistry of these ceramics: the study of permittiv-
ity and polarisation is based on accurate comprehension of the crystalline structure of
these materials; the power loss at microwave frequencies was related to various kind of
crystalline ordering and chemical properties, such as impurities, so local composition
of Ba6−3xNd8+2xT i18O54 was investigated as well.
In this chapter we first report a literature review (in the next section) with de-
tailed description of the property of MW dielectrics, of course with special attention
to barium neodymium titanate. First we present the physics related to this material
(see paragraph 4.2.1) and a comparison with similar ceramics (see paragraph 4.2.2).
As mentioned before, a paragraph is dedicated to applications (see 4.2.3), followed by
the available information about Ba6−3xNd8+2xT i18O54 crystallography (see paragraph
4.2.4), which we are going to integrate with our results. We report here the analyses
of both unit cell and composition, in order to provide a comprehensive model of the
material while changing parameters such as composition and annealing temperature
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(see section 4.3). Finally, our conclusions and possible follow-ups of this research are
presented in section 4.4.
4.2 Literature Review
4.2.1 Physics of Microwave Dielectric
All relevant parameters of MW dielectrics (see par. 1.3.2) were related to crystalline
structure and composition, so microscopy investigation has become a primary technique
to investigate ceramics, providing structural and chemical data.
Freer and Azough [59] summarise the connections between diﬀerent features of the
material and the eﬀect on suitable physical quantities. First, grains are considered,
since higher density and substitution of cations can improve permittivity. Both can
be altered by changing grain compositions with a mix of ceramic powders, in order to
modify relevant properties. Empirical rules are available to predict permittivity and its
temperature dependence in compounds: the Liechtenecker rule describes how mixing
changes permittivity
log εf = (1− x) log ε1 + x log ε2 (4.1)
where x is the relative composition, ε1 and ε2 are the permittivity of the materials
to be mixed, while εf is that of the final compound. An equivalent relation was found
for the temperature dependence of permittivity
τεf = (1− x) τε1 + xτε2 (4.2)
An example of ceramic powders mixture is AgNbO3 − AgTaO3 (ATN): the two
component exhibit strong and opposite temperature dependencies, but a suitable com-
position of powders balances them [179].
Grain boundaries are also relevant, as many impurities concentrate there. A com-
mon solution is to increase the purity of the material, but this is frequently expensive.
An alternative is the introduction of additional species to trap undesired species in
boundaries instead of grains, where they would lower Q: this was proved in case of
(Zr, Sn)T iO4 (ZTS), where NiO compensated Fe2O3 degradation of quality factor
from diﬀusion of Fe3+ ions [180]. Microstructures and domains within grains play a
role too, since higher Q is normally associated to bigger, uniform grains. Also, reduc-
tion of domains is strongly believed to improve frequency response [59].
Finally, lattice structure is important as well and, similarly to grains size case, the
increase of domain size improves Q. This reflects better ordering in the crystal and can
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be achieved by slower annealing and sintering [181, 182, 183], so nowadays processing
grants that most grains are entirely composed of single domains [59]. The increase of
cation-ordering in Zr0.8Sn0.2T iO4 proved beneficial for Q too [184].
A closer look at perovskite ceramics emphasised the importance of BO6 octahedral
ordering in the ABO3 perovskite. The tilting of such sub-units may be both in phase
or antiphase [185] and it influences the value of τf [186]. It was described in terms of
tolerance factor t
t =
RA +RO￿
2 (RB +RO)
(4.3)
where RA,RB and RO are the radii of A, B and O ions in perovskite structures.
A low value of t denotes distortion in the structure related to octahedra, which will
appear as a phase transition during cooling.
t controls the temperature at which the tilt begins, which in turn changes the
resonating frequency as characterised by τf : the smallest value of τf was found for
antiphase tilting, at t ≈ 0.97 [187].
4.2.2 Advantages and Disadvantages of Possible Compounds
While temperature stability is paramount for every application, a distinction arises
between mobile phone and network base station devices: the first requires high per-
mittivity, to favour miniaturisation, while the second focuses on higher selectivity to
avoid cross-talk between diﬀerent frequencies (and networks)[58]. An empirical rela-
tion was found between the two quantities when looking at a series of MW ceramics:
log10 (Q× f0) ∝ 1/εr [188], which means that a given material can only have high val-
ues of either Q or εr (see tab.4.1 for examples). This eﬀectively divides them into two
classes, where one group is more suitable for mobile phone and portable devices while
the other is better for base stations.
Material εr Q× f0 Structure
BaMg1/3Ta2/3O3 24 250 000 Complex Perovskite
BaZn1/3Ta2/3O3 29 150,000 Complex Perovskite
Ba(Co,Zn)1/3Nb2/3O3 34 90,000 Complex Perovskite
SrTiO3– LaAlO3 39 60,000 Simple Perovskite
CaTiO3– NdAlO3 45 48,000 Simple Perovskite
ZrTiO4– ZnNb2O6 44 48,000 α-PbO2
Ba4Nd9.333Ti18O54 80 10,000 Complex Perovskite / Tungsten Bronze
Table 4.1: List of some of the available MW ceramics, together with their value of
Q× f0, permittivity and crystal structure [58].
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4.2.2.1 Relevance of Ba6−3xNd8+2xT i18O54
The Barium Neodymium Titanate Ba6−3xNd8+2xT i18O54 presents one of the highest
value of permittivity, which ranges between 80 and 110 depending on composition,
near zero temperature dependence τf and reasonable Q × f0 of about 10,000 [58, 59,
61, 189, 190]. This set of properties makes it a candidate for resonators in miniaturised
devices, such as mobile phones.
A complex tungsten bronze structure combining perovskite-like and non-perovskite
structural units is behind these characteristic and it is then common in many MW
dielectrics, because the cations have the possibility to adjust their position as a response
to an external electric field, inside a relatively wide octahedra frame composed by
titanium and oxygen. A rough idea of the flexibility of cations position can be provided
by the perovskite structure in fig. 1.3, where cations and the octahedras are clearly
visible. A similar arrangement is found in the perovskite-like structure of our samples,
shown in fig. 2.19 and later in fig. 4.6: in these two pictures the bright cations can be
distinguished from the dimmer T i sites to show the distances and the relatively loose
packing of the structure.
This flexibility allows to balance the polarisation, which influences permittivity,
and the structure deformation from temperature. The relevance of polarisation, α, on
permittivity, εr, is described by Classius-Mossotti (CM) equations
εr − 1
εr + 2
=
4π
3
￿
j
Njαj (4.4)
where Nj is the concentration of a given element and j refers to the various atoms
in the crystal.
Thermal energy, on the other hand, tends to soften the structure and crystal sites
may shift slightly. A careful choice of composition can produce a material which bal-
ances the deformations induced by polarisation and temperature. A suitable structure
may provide a permanent ferroelectric polarisation, in a practical range of temperature
at least, while the polarisation still grants high values of permittivity. This optim-
isation is limited by phase transitions, which may introduce ferroelectric behaviour:
that is characterised by spontaneous polarisation, which interferes with the desired
properties.
4.2.3 Applications
The main applications of MW ceramics are resonators for base station, where they
precisely select the working frequency. However, MW ceramics are widely used in
a range of telecommunication components and devices, such as filters, wave guides
and antennas, for which miniaturisation, temperature stability and high selectivity are
important.
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The wave guides for millimetre wavelengths also have a ceramic component because
metals exhibit high conductive loss while dielectrics can confine electromagnetic field.
Dielectric filters are used in radar and satellites too. Dielectric miniature antennas are
another possible device [191].
MW ceramics can also be used for substrates of planar circuits called multilayer
circuit modules (MCM)[192] for telephone applications [193, 194, 195].
4.2.4 Crystallography
Structures similar to Ba6−3xNd8+2xT i18O54 were investigated long ago in form of tern-
ary system BaO−Nd2O3− T iO2 [196] as a variation of T iO2, which was the material
of choice in early stages of research of MW ceramics. Then Kolar et al. [197, 198]
discovered useful properties, in terms of permittivity, selectivity and temperature de-
pendence, of similar compounds BaNd2T i5O14 and BaNd2T i3O10 (which correspond
to similar mixtures of original components, respectively in 1:1:5 and 1:1:3 ratio). An
intermediate composition BaLnTi4O12 was then discovered (Ln = La or Gd), with
1:1:4 ratio, [199, 200] and chemically prepared [201, 202]. Its composition was quite
debated [203, 204, 205] until a unifying interpretation included all variations in the
general formula Ba6−3xNd8+2xT i18O54 [206]. The range of composition 0 < x < 0.7
was verified, while another phase was found for x > 0.8 [207].
The crystal structure of Ba6−3xNd8+2xT i18O54 was first identified as orthorhombic
in Ba3.75Pr9.5T i18O54, which corresponds to x = 0.75 [208]. Space groups for Ln =
La or Gd (powder ratio 1:1:4) were reported as Pna21 and Pnma respectively [209],
corresponding to the diﬀerent site symmetries reported in tab. 4.2.
Space Group Site Symmetry Operations
Pnma (1)x, z (2)− x+ 1⁄2, z + 1⁄2 (3)− x, −z (4)x+ 1⁄2, −z + 1⁄2
Pna21 (1)x, z (2)− x+ 1⁄2, z + 1⁄2 (3)− x, z + 1⁄2 (4)x+ 1⁄2, z
Table 4.2: Site symmetry operations with respect to [010] direction, for Pnma and
Pna21 space groups [210].
The unit cell of Ba6−3xSm8+2xT i18O54 (x=0.27) was investigated by Rawn et al.
[211] using X-ray diﬀraction. They used a Pnma crystal structure for the refine-
ment: the lattice constants were reported to be a=22.289(1) Å, b=7.642(1) Å and
c =12.133(1) Å. They suggested a structure with T iO6 octahedra sharing vertices be-
side cations columns, which would be aligned along c-axis. The cations sites would be
either entirely occupied by Ba, while others have mixed presence: 100% Sm [1] and
86.25% Sm [5], while another column is composed by both Ba and Sm, namely 59.25%
Ba [3] and 40.75% Sm [2]). The proposed final composition is Ba10.38Sm17.08T i36O108
with superstructure reflection along the b axis.
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The range of composition 0 < x < 0.7 were studied by Okudera et al.[212]. Their
results correspond to a Pbam structure, where 5 independent columns (R sites) are in
a rhomboid area, delimited by octahedra, while Ba atoms sit in pentagonal ones (P
sites). These configuration is shown in fig. 4.1. Contrary to Rawn [211], the R2 sites
(labelled as Nd [2] in fig.4.1) were reported to have only a minor Ba presence, with
just a 13% component beside 82% of Nd atoms. Also the R5 sites diﬀer from Rawn,
with 12% of Ba and 72% of Nd [212].
Figure 4.1: Reconstruction of Ba4.5Nd9T i18O54 unit cell as seen from [010] b-axis. Nd,
Ba and T i sites are labelled with corresponding numbers, while oxygen sites are shown
as red spheres. Barium atoms are surrounded by five titanium atoms in a roughly
pentagonal shape, while Neodymium by four.
Finally, Tang et al.[66] analysed Ba4.5Nd9T i18O54 with X-ray powder diﬀraction
and Rietveld refinement from 10 to 295K: they found an orthorhombic unit cell with
Pnma space group, with configuration equal to a tungsten bronze one and a super-
structure which doubles b axis. The lattice constants are a=22.3479(3) Å, b=7.6955(1)
Å and c=12.2021(2) Å. The Ba pentagonal sites were again reported to be fully oc-
cupied, the occupancy of rhombic sites R2 and R5 is mostly due to Nd: it fills 79.3%
of R2 site, with a 12.5% of Ba, and 70.8% in R5, where Ba is limited to 12.3%. This
mostly agrees with Okudera et al. [212], unlike the conclusions of Rawn et al. [211].
However, they all report some vacancies in R2 and R5.
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Regarding the temperature dependence, the unit cell did not change significantly
from 10 to 295K [66], as expected from a material with low τf , since a structural change
would likely modify dielectric response of the ceramic.
Based on previously mentioned findings, a tungsten bronze structure was used for
refinements in this work. It is composed of T iO6 octahedra with common vertices
and columns of atoms along c-axis: two of these are independent sites, A1(1) and
A1(2), are found between five titanium atoms; remaining five columns, A2(1)-A2(5),
are perovskite sites. The latter are mostly occupied by Nd and will be referred to as
Nd [1− 5], while the Ba is situated in “pentagonal” A1 sites, marked as Ba [1] or Ba [2]
in fig. 4.1. However, a small varying concentration of Barium was found in the Nd
sites too: precise measurements and compositions are reported in next section.
4.3 Structural and Chemical Model of Barium Neo-
dymium Titanate
Samples of ceramic Ba6−3xNd8+2xT i18O54 were prepared by the team of Prof. Freer
and Prof. Azough in the University of Manchester, using mixed oxide route. The
process employed high purity (which means 99.5% or more) powders, namely BaCO3
(Solvay, 99.5% purity), Nd2O3 (AMR Limited, 99.9%) and T iO2 (Tioxide, 99.9%). The
neodymium oxide was dried at 900 ￿ for 6 hours before the use. The powders were
weighed and wet milled for 24 hours in a vibratory mill using zirconia balls and propan-
2-ol. The mixture was then dried and calcined at 1150 ￿ for 4 hours. Wet milling
was then applied a second time for 24 hours. Processed powders were then uniaxially
compacted to form cylinder shapes of 20mm diameter by 15mm thickness at a pressure
of 50MPa before sintering at 1350-1400 ￿ for 4 hours in air. The cooling rates were
180 ￿/hr for all compositions, moreover x = 0 composition was also prepared at lower
cooling rates of 6 ￿/hr and 1 ￿/hr.
Samples for TEM and STEM investigation were prepared by both ion beam thin-
ning and crushing techniques, as both proved eﬀective in the preparation of specimens.
For ion beam-thinning, specimens were first ground on 1200 grade SiC to reduce the
thickness of about 300 ￿m. They were ultrasonically cut into 3 mm diameter disks
(Model KT150; Kerry Ultrasonic Ltd.) then dimpled (Model D500; VCR Group, San
Francisco, CA) to reduce the thickness of the centre of the disk to 30 ￿m. Finally, the
disks were ion beam thinned (using a Gatan Precision Ion Polishing System model 691;
PIPSTM, Gatan Inc., Pleasanton, CA) operating at 4–6 kV. For the crushing method,
the sintered disks were crushed to powder using an agate mortar and pestle. Grains
of individual powders were dispersed in chloroform, dropped onto a copper grid with
holy carbon film, and then dried. Structures were initially investigated at the Univer-
sity of Manchester using selected area electron diﬀraction (SAED) and high-resolution
transmission electron microscopy (HRTEM) techniques using a FEI FEGTEM (Tecnai
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G2, Eindhoven, NL for FEI Europe) operating at 300 kV. Subsequently, STEM mi-
croscopy and EELS spectroscopy were performed at the SuperSTEM facility using the
aberration-corrected Nion UltraSTEM (Nion Inc., Kirkland, WA) instrument equipped
with a Gatan Enfina spectrometer (Gatan Inc., Pleasanton, CA) and working at 100kV.
For both imaging and spectroscopy, a probe convergence angle (α) of 30 mrad was used,
generating an approximately 0.9Å wide electron probe. High angle annular dark field
(HAADF) imaging was performed using an annular detector with an inner angle of
100 mrad and an eﬀective outer angle of 185 mrad. Electron energy loss spectra were
collected using an acceptance angle (β) into the spectrometer entrance aperture of 31
mrad. The specimen alignment was achieved by changing the inclination with the
central disc of a convergent beam diﬀraction (CBED) pattern as a reference.
4.3.1 Atomic Structure Refinement from Atomic Resolution STEM
images
4.3.1.1 Cations Sites
Statistical processing of HAADF atomic resolution images, taken along the [010] axis,
allowed to detect atoms position and eventually pinpoint them with picometre preci-
sion, as in previous papers from our group [213, 214, 215]. Cations sites were fitted
with 2D Gaussian functions by using iMtools software [132] first and the alpha version
of “Image Analysis” DM plug-in (see par. 3.3.1.1) later, when elongation of sites was
measured. This provided a series of coordinates for Ba and Nd sites, but a margin of
roughly 1 nm from the edge was ignored. This is a prudential approach to avoid the
data aﬀected by scan distortion, which is more severe near the edges of the images.
More details about the modelling procedure and the deformation of data can be found
in par. 3.3.1.1. The unit cells modelled in this chapter were calculated using the “Av-
erage approach”, as it proved to be more simple and substantially equivalent to the
“cell-wise approach”. It was applied to samples of various compositions and annealing
ratio: there were four diﬀerent composition, with x = 0, 0.3, 0.4 and 0.5 (based on
the Ba6−3xNd8+2xT i18O54 formula), all annealed at 60 ￿/hr; two diﬀerent annealing
ratio, 1 and 60 ￿/hr, whose composition is x = 0.
A better statistical analysis can be achieved by considering symmetry relations
between diﬀerent sites in the unit cell (see sec. 4.3), since symmetry-related sites can
not change position independently. The Ba6−3xR8+2xT i18O54 structure exhibits Pnma
symmetries [66] (see fig. 4.2), so the equivalent Wyckoﬀ positions were averaged. The
following symmetry relations [210] were used (x and z values correspond to a and c
axis respectively):
(1)x, z (2)− x+ 1⁄2, z + 1⁄2 (3)− x, −z (4)x+ 1⁄2, −z + 1⁄2 (4.5)
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Figure 4.2: Reconstruction of Ba4.5Nd9T i18O54 cations as seen from [010] c-axis. Neo-
dymium and Barium sites are labelled with corresponding numbers. Due to symmetry
considerations, in paragraph 4.3.2 Nd [5] and Nd [4] sites are considered equivalent to
Nd [1] and Nd [3] respectively.
This leads to two or four sites being linearly dependent, so they can be treated as
a single site which replicates itself in 2-4 positions. As such, the set of data of diﬀerent
related sites can be transformed into a single one, based on symmetry operations, and
averaged together. The resulting values will be then replicated, starting from the new
average site. These are the final values, used for analyses and modelling, not to be
confused with the first average coordinates, which were employed for the corrections.
Variances on the vertical and horizontal direction are calculated from the common
set of coordinates of symmetric sites. Then, same variance is assigned to all the cor-
responding sites. These values derive from statistics of interpolated positions, which
can increase the precision of STEM analysis [213, 214, 215], which is essentially limited
by the pixel size (approximately 0.9Å in these conditions). This procedure relies on
the accuracy of initial STEM data, which show good alignment and low distortion in
fig. 2.19 and 4.7, as the columns’ projections appear roughly circular in the HAADF
images. Considerable residual aberrations would result in irregular shapes instead,
while a misalignment corresponds to a diﬀuse elongation of sites[78], which was not
detected here. However, there is a limited amount of ellipsoidal shapes, but these are
attributed to a particular feature of the crystallographic structure and are analysed in
par. 4.3.1.2.
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The resulting coordinates and variances for various specimens are listed below in
tab. 4.3, 4.4, 4.5, 4.6 and 4.7. Variances are, as expected, smaller than the pixel size
(∼0.9Å), thank to the Gaussian interpolation procedure. All distances are relative to
the centre of the cell.
Site x [Å] y [Å] σx σy
Nd[1] -3.6374 1.0882 0.1888 0.2054
Nd[1] -2.4014 -10.0226 0.1330 0.1459
Nd[2] 6.1655 11.1852 0.1643 0.2113
Nd[2] 0.0211 0.0042 0.0615 0.0974
Nd[2] -6.0686 -11.1699 0.1591 0.2109
Nd[3] -1.1316 8.5232 0.1001 0.1900
Nd[4] -4.9181 -2.6680 0.1942 0.2031
Nd[4] 4.9633 2.7071 0.1461 0.2022
Nd[5] 1.2241 -8.5232 0.1442 0.2201
Nd[5] 2.5096 10.1240 0.1575 0.2177
Ba[2] -1.1053 3.6425 0.1770 0.1736
Ba[2] 1.1996 4.2626 0.1359 0.1999
Ba[3] 4.9976 -6.8930 0.1320 0.0837
Ba[3] -4.9519 6.8843 0.1875 0.1113
Table 4.3: Coordinates from statistical analysis of Ba and Nd cations for x=0 sample
(annealing ratio 60 ￿/hr).
Site x [Å] y [Å] σx σy
Nd[1] -3.6873 1.0063 0.1751 0.2121
Nd[1] -2.4252 -10.1675 0.2647 0.2713
Nd[2] 6.0773 11.1254 0.2446 0.4608
Nd[2] -0.0065 0.0026 0.0418 0.0551
Nd[2] -6.1223 -11.0742 0.2519 0.3158
Nd[3] -1.2142 8.6070 0.1658 0.3834
Nd[4] -5.0024 -2.4743 0.2256 0.2161
Nd[4] 5.0106 2.4208 0.2566 0.2876
Nd[5] 1.1435 -8.6064 0.2958 0.2338
Nd[5] 2.4101 10.2000 0.1940 0.4260
Ba[2] -1.0620 3.6946 0.2289 0.2256
Ba[2] 1.1536 4.1798 0.1712 0.3026
Ba[3] 4.9018 -7.0579 0.3633 0.2592
Ba[3] -5.0437 7.1344 0.2036 0.3741
Table 4.4: Coordinates from statistical analysis of Ba and Nd cations for x=0.3 sample
(annealing ratio 60 ￿/hr).
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Site x [Å] y [Å] σx σy
Nd[1] -3.7065 0.9360 0.1937 0.2014
Nd[1] -2.5052 -10.1224 0.3014 0.2256
Nd[2] 6.0040 11.4163 0.4297 0.2572
Nd[2] -0.0147 0.0135 0.0601 0.0393
Nd[2] -6.1986 -11.2368 0.3252 0.2709
Nd[3] -1.2279 8.5505 0.3997 0.1975
Nd[4] -4.9318 -2.7793 0.2357 0.2422
Nd[4] 4.9068 2.7838 0.2475 0.2333
Nd[5] 1.0966 -8.4192 0.3093 0.2483
Nd[5] 2.3124 10.3021 0.4309 0.2073
Ba[2] -0.9821 3.6535 0.1914 0.1985
Ba[2] 1.1023 4.3347 0.2871 0.1542
Ba[3] 4.9221 -6.7475 0.3096 0.2618
Ba[3] -5.0304 6.8585 0.3692 0.2573
Table 4.5: Coordinates from statistical analysis of Ba and Nd cations for x=0.4 sample
(annealing ratio 60 ￿/hr).
Site x [Å] y [Å] σx σy
Nd[1] -3.6565 1.0461 0.1617 0.1316
Nd[1] -2.4906 -10.1032 0.1589 0.1734
Nd[2] 6.1455 11.1947 0.1825 0.1503
Nd[2] 0.0500 0.0479 0.1284 0.1150
Nd[2] -6.0895 -11.1725 0.1416 0.1513
Nd[3] -1.1198 8.4465 0.1659 0.1354
Nd[4] -5.0130 -2.6719 0.1661 0.1500
Nd[4] 5.0217 2.6760 0.1395 0.0897
Nd[5] 1.0246 -8.5325 0.1204 0.1597
Nd[5] 2.5097 10.0951 0.0888 0.1639
Ba[2] -1.0763 3.6014 0.1373 0.1113
Ba[2] 1.3115 4.2685 0.0997 0.1555
Ba[3] 4.8219 -6.9149 0.1454 0.1444
Ba[3] -4.8804 6.9408 0.1464 0.1313
Table 4.6: Coordinates from statistical analysis of Ba and Nd cations for x=0.5 sample
(annealing ratio 60 ￿/hr).
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Site x [Å] y [Å] σx σy
Nd[1] -3.6374 1.0882 0.1888 0.2054
Nd[1] -2.4014 -10.0226 0.1330 0.1459
Nd[2] 6.1655 11.1852 0.1643 0.2113
Nd[2] 0.0211 0.0042 0.0615 0.0974
Nd[2] -6.0686 -11.1699 0.1591 0.2109
Nd[3] -1.1316 8.5232 0.1001 0.1900
Nd[4] -4.9181 -2.6680 0.1942 0.2031
Nd[4] 4.9633 2.7071 0.1461 0.2022
Nd[5] 1.2241 -8.5232 0.1442 0.2201
Nd[5] 2.5096 10.1240 0.1575 0.2177
Ba[2] -1.1053 3.6425 0.1770 0.1736
Ba[2] 1.1996 4.2626 0.1359 0.1999
Ba[3] 4.9976 -6.8930 0.1320 0.0837
Ba[3] -4.9519 6.8843 0.1875 0.1113
Table 4.7: Coordinates from statistical analysis of Ba and Nd cations for annealing
ratio 1 ￿/hr (x=0 composition).
The final unit cell was plotted for diﬀerent compositions, which are summarised by
the corresponding x value (from the Ba6−3xNd8+2xT i18O54 formula), see fig.4.3.
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Figure 4.3: Plot of cations in the unit cell of Ba6−3xNd8+2xT i18O54 at various con-
centration (represented by value x). Distances are represented as fractions of lattice
constants, which is 22.3479 Å for X and 12.2021 Å for Z respectively. Error bars
correspond to 3σ.
The resulting coordinates show almost no change as a consequence of diﬀerent
compositions. All variations are within the experimental error, so there is no noticeable
eﬀect of the composition changes on the unit cell, which appears to be stable in this
range. This unit cell also agrees well with previous literature data [66] based on X-
ray diﬀraction, so this structure is consistent when investigated by these two diﬀerent
techniques.
Unit cells associated to varying cooling rates after annealing are presented as well
(see fig.4.4).
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Figure 4.4: Plot of cations in the unit cell of Ba6−3xNd8+2xT i18O54 at various cooling
rates. Distances are represented as fractions of lattice constants, which is 22.3479 Å
for X and 12.2021 Å for Z respectively. Error bars correspond to 3σ.
The cooling rates do not aﬀect the unit cell significantly, which was expected.
However, there was a possibility of additional phase, as the slower cooling allows the
material to reach an equilibrium configuration. Nonetheless the unit cell does not show
any significant influence of the cooling rate and the existing changes are smaller than
the experimental error. The crystal structure appears to be the same within this range
of cooling rates and it remains similar to the one reported in literature [66].
These results are compared to the HAADF data in fig. 4.6, after some further
analysis on the elongation of Ba and Nd [2] sites.
4.3.1.2 Elongated Sites
The unit cell of Ba6−3xNd8+2xT i18O54 was then further analysed to characterise the
consistent elongation of Ba and Nd [2] sites (see fig. 3.9 and par. 3.3.1.2). The eﬀect
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was studied and the elongation was quantified in terms of angles (see fig. 4.5) and
length, even though a significant variance is present.
Angle Distribution Examples of Site Elongation Angle
Figure 4.5: On the left, an example of distribution of tilt angles in Ba sites. Odd
and even refer to diﬀerent orientations of the tilt in the crystal structure, presented in
the right image, which shows the angles of Ba sites. They are mostly oriented along
two main directions, corresponding to blue and red arrows. Nd[2] sites orientation are
not considered in these figures, but they present a similar distinction (shown as black
arrows in fig. 3.9).
This led to a qualitative estimation of both tilt angles and length of ellipses observed
in HAADF data, which allowed to define a more detailed unit cell, based on a series
of comparison and increasingly accurate refinements between the model and the real
data. Thanks to a slight misalignment of atoms along [010] direction, the elongation
of the sites can be represented (see fig. 4.6 and corresponding table, tab. 4.8). The
distortion of the HAADF data can also be noticed here, as the sites in the overlapped
unit cells at the bottom and on the left seem more oﬀ-centre than those in the centre
of the picture. These small diﬀerences across the HAADF image are caused by drift
distortions, as the specimen moves during the acquisition and this eﬀect can not be
completely compensated. This eﬀect is compensated in the model, because the acquired
unit cells undergo a shear transformation which corrects the drift distortion.
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Figure 4.6: New unit cell model for Ba6−3xNd8+2xT i18O54 with tilt in Ba and Nd [2]
sites, overlapped over a HAADF image. Tilt is represented as misalignment of such
atoms along the [010] direction. A slight misalignment can be noticed in the bottom
model cells because of drift distortions in the HAADF image.
Elongated Sites Model
Site x [Å] y [Å]
Nd[1] -3.6374 1.0882
Nd[1] -2.4014 -10.0226
Nd[2] 6.1655 11.1852
Nd[2] -0.0720 0.1207
Nd[2] -6.1011 -11.1740
Nd[3] -1.1316 8.5232
Nd[4] -4.9181 -2.6680
Nd[4] 4.9633 2.7071
Nd[5] 1.2241 -8.5232
Nd[5] 2.5096 10.1240
Ba[2] -1.2080 4.1455
Ba[2] 1.1996 4.2626
Ba[3] 5.5015 -6.7558
Ba[3] -4.9519 6.8843
Tang’s Model [66]
Site x [Å] y [Å]
Nd[1] -3.6240 1.1554
Nd[1] -2.4770 -10.0186
Nd[2] 6.0766 11.0868
Nd[2] -0.0244 0.0872
Nd[2] -6.1255 -11.0868
Nd[3] -1.1348 8.4453
Nd[4] -4.9663 -2.7264
Nd[4] 4.9541 2.6840
Nd[5] 1.2446 -8.7457
Nd[5] 2.4282 10.1169
Ba[2] -1.1592 4.2349
Ba[2] 1.0738 4.3847
Ba[3] 5.0273 -6.7893
Ba[3] -4.9419 6.9390
Table 4.8: Coordinates from elongated sites model, for annealing ratio 1 ￿/hr (x = 0
composition), and from Tang [66]. Diﬀerences in some coordinates of Ba and Nd [2]
sites are bigger because the Tang model did not include any elongation. However,
there is a general similarity between the other coordinates. In addition, Tang’s model
corresponds to a diﬀerent orientation of the cell, so the relative symmetry operations
were applied to reach comparable coordinates. Standard deviation can not be estimated
as precisely as in previous models, but comparison with Rietveld X-ray refinements and
Dr. Probe simulations show good match (see fig. 4.7).
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This model was used to simulate HAADF images based on our STEM settings,
using the software package Dr. Probe [123] with the aid of Dr. Juri Barthel, at FZ-
Jülich, Germany. Simulations were performed for diﬀerent thicknesses using a wedge
shaped specimen as a input, which presents increasing number of unit cells across the
scanning area (see fig. 4.7). This produced a growing intensity through the image
together with a perfectly defined local thickness, so it allowed us to recognise which
part of the simulated specimen was most similar to our original image, determining the
thickness of the actual specimen. For example, our HAADF images (such as fig. 2.19)
seem to correspond approximately to a 8-9 nm thickness.
Figure 4.7: Comparison of HAADF data and simulations of our model of a unit cell.
a) Real HAADF data with direction of elongation of Ba and Nd [2] sites. b) and
c) HAADF data from a wedge specimen with increasing thickness: simulations of our
model are overlapped in the white rectangles. This comparison can be used to estimate
the thickness of the specimens.
The simulation accurately matches the real HAADF data from a wedge shaped
specimen, validating the model and the accuracy of our semi-quantitative description
of the elongated sites. The depiction of these features in the unit cell provides additional
information on the atoms coordinates, which led to further Rietveld refinement of X-
ray data. Two symmetry lowerings, consistent with deviations on the x-z plane and
b direction, were identified and they can be attributed to displacement along [010]
direction [134], like those we modelled.
4.3.1.3 Titanium Sites
Titanium sites were investigated to provide a more comprehensive model of the unit
cell. Since the coordinates of the cations sites proved to be approximately constant
in our samples, T i coordinates were studied in just one specimen, which is believed
to share the common crystal structure. The chosen sample was the one with x = 0
and 1￿/hr annealing ratio, because the quality of HAADF data and the number of
displayed cells. The original HAADF data are shown in fig.2.19.
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The data in fig. 2.19 were analysed with the Image Analysis plug-in of Digital
Micrograph: in order to give an idea of the quality of the results, the coordinates
resulting from the fitting process are presented in fig. 4.8. The fitting image shows the
structure is conserved in most of the area, although some sites were badly fitted.
Figure 4.8: Fitting results on fig. 2.19. Some sites were not fitted correctly, but the
Pnma structure is conserved.
The only diﬀerence from the BiFe0.5Mn0.5O3 test case (shown in sec. 3.3.1.1) is
that the perimeter of the cell was selected for automatic identification (for example,
the red dots in fig. 4.9), instead of the whole cell. This choice reduced ambiguities
in the identification of coordinates. In a latter stage, all atoms within the cell were
added. This first perimeter (plotted with red dots in fig. 4.9) was chosen in an area
where the fit was more accurate, since the rest of the figure 4.9 shows some “holes”,
corresponding to sites which were not fitted. The central part is deemed to have the
least distortion, but it is also lacking more sites: this suggested to work on another
area with better data. This process led to identification of 13 cells, reported in fig.
4.9 as black squares. It proved diﬃcult to identify more cells because of some missing
points. The coordinates of the fitting process present a vertical mirroring, so fig. 4.8
and fig. 4.9 look inverted.
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Figure 4.9: Perimeters identification from coordinates of fig. 4.8. The wide red dots
correspond to the perimeter of the first unit cell, which was defined by selecting in-
dividual coordinates. The other perimeters, which are marked by black squares, were
identified by a semi-automated script. It is worth noting the fitting process vertically
mirrors the image, so the coordinates are inverted when compared to fig. 2.19 and 4.8.
Once the perimeters were identified, all sites within were acquired and added to the
relevant cell. Few cells are missing a site, so the calculations of mean and standard
deviation were based only on available data from other cells.
The following steps of the unit cell identification are exactly as those presented in
sec. 3.3. The required rotation was about 0.4 rad, while the shear was roughly 10%
for all data. Both “average” and “cell-wise” approaches provided similar results again,
as shown in fig. 4.10.
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Figure 4.10: Comparison between the unit cells from the “Average” and “Cell-Wise”
approaches, based on cells identified in fig. 4.9.
The T i sites present the same symmetry of the cations, which is detailed in the
formula 4.5. Similarly to what happened to the cations sites, the symmetric coordinates
were grouped together to provide a better statistical analysis. The results are listed in
tab. 4.9 and are close to those reported in literature [66].
Ti Site x [Å] y [Å] σx σy
Ti[1] -0.0078 -6.0875 0.0806 0.1776
Ti[2] -3.5822 -4.8065 0.1233 0.0838
Ti[3] -2.2631 -1.2458 0.1281 0.0979
Ti[4] -1.4044 2.4349 0.0794 0.1147
Ti[5] -5.1593 4.1294 0.1690 0.0858
Table 4.9: Coordinates from statistical analysis of T i sites for x=0 sample (1￿/hr
annealing ratio).
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4.3.2 Atomic-Scale Chemical Ordering
4.3.2.1 Grains Chemical Ordering
A chemical model of Barium Neodymium Titanate Ba6−3xNd8+2xT i18O54 was created,
starting from the EELS-SI data provided by our collaborators at SuperSTEM facility.
The elemental maps were normalised as described in chapter 3.3 and the resulting areal
densities are shown in fig. 4.11.
Figure 4.11: Comparison between areal densities of Ba and Nd. Raw map on the left
shows few yellow sites, where both cations are present. Ba areal density is more clear
and shows its presence in Nd sites, which are labelled with dashed white circles and
the corresponding number of Neodymium site (mostly Nd [2] and Nd [3]).
It is evident that the Ba signal is not limited to the expected Ba[1] and Ba[2]
sites, but is also detected in many Nd sites (mainly Nd [2] and Nd [3]). This feature
led to a calculation of the global amount of the two cations in the material, based
on our new values of elemental densities. Once substitution of Ba in Nd sites was
considered (see following paragraphs for details), the new concentrations of Ba and
Nd were close to those reported in literature [206] for both diﬀerent compositions (see
fig. 4.12) and cooling ratios (see fig. 4.13). These findings supported the correctness
of our procedures and conclusion.
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Figure 4.12: Comparison between amount of Ba andNd in our findings and the formula
from the literature [206], Ba6−3xNd8+2xT i18O54, for diﬀerent x values. All samples in
this plot present a cooling ratio of 60 ￿/hr. Error bars correspond to 1σ.
1 6 600
1
2
3
4
5
6
7
8
9
°C/hr
Am
ou
nt
 
 
Nd
Nd (Tang)
Ba
Ba (Tang)
Figure 4.13: Comparison between amount of Ba and Nd in our findings and the
formula from the literature [206], Ba6Nd8T i18O54, for diﬀerent cooling ratios. All
samples correspond to x = 0 composition, so the corresponding formula is the same
for all three specimens. Error bars correspond to 1σ.
The normalised data from EELS-SI were used to map concentration of cations in
each columns, using a ratio of intensities of Ba and Nd as measured over the corres-
ponding sites. Ba columns do not show measurable presence of Nd, while Neodymium
sites proved to have a noticeable amount of Ba, which depends on stoichiometry and
preparation. In fact, a systematic investigation revealed a clear trend of Ba fraction in
the diﬀerent Nd sites when changing composition (see fig. 4.14) or cooling ratio (see
fig. 4.16).
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Figure 4.14: Comparison between amount of Ba in Nd sites for the various composi-
tions (x value comes form Ba6−3xNd8+2xT i18O54 ). A clear trend can be seen for both
x values and Nd sites. Error bars correspond to 1σ.
It is intuitive that Ba increases as its concentration in the material grows, while
the diﬀerences between the Nd sites seems to correspond to the distances between such
sites and the closest Ba column (see fig. 4.15): Nd [3] can be considered first neighbour
of Barium sites (see fig. 4.15), so it is not surprising to detect the highest fraction of
Ba in those sites. Nd [2] and Nd [1] are increasingly further apart from Ba columns,
so its fraction decreases in Nd [2] sites to reach the lowest value in Nd [1] columns.
All these sites are not significantly separated along z-axis (which corresponds to the
[010] direction), so the distances shown in fig. 4.15 show roughly the correct proximity.
Nd [5] and Nd [4] sites are considered equivalent to Nd [1] and Nd [3] respectively,
because of symmetry reasons. The elongation of Nd [2] and Ba sites is not likely to be
related to this result, as the Nd [3] column, which is even closer to the Ba sites and
show a higher fraction of barium, does not present any elongation.
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Figure 4.15: Schematic of Ba4.5Nd9T i18O54 cations’ elemental occupation, from [010]
c-axis. Ba sites (shown as green spheres) are entirely composed of Barium atoms, while
Nd ones (the orange spheres) present some Ba content: a corresponding fraction of the
sphere is then coloured in green. The distances between Nd and Ba sites are indicated
by arrows: a bigger distance corresponds to a lower Ba content. Due to symmetry
considerations, Nd [5] and Nd [4] sites are considered equivalent to Nd [1] and Nd [3]
respectively.
Additionally, the relative distances of Nd and Ba sites are approximately main-
tained for the diﬀerent unit cells, both in case of varying composition and cooling
rates, as shown in fig. 4.3 and 4.4. The 3σ error bars are presented in those images:
it is possible for few Nd [2] atoms to be closer to Ba location than Nd [3] ones, but
the probability is likely to be low for a Gaussian distribution (which is assumed in this
case): a deviation of 3σ or more is found in only 0.3% of occurrences.
On the other hand, the cooling rate plot of fig.4.16 suggests that a slower temper-
ature reduction allows cations to concentrate in their own sites, while faster cooling
leaves a higher amount of Ba in all Nd sites (see fig. 4.16). This results in an increase
of Ba concentration for faster cooling ratio, as shown in fig. 4.13 too. The distance of
Nd sites from the Ba ones seems to play a role again, as the Ba fraction grows with
the proximity between Ba and Nd sites.
CHAPTER 4. ATOMIC STRUCTURE AND CHEMISTRY OFBA6−3XND8+2XTI18O54 120
1 2 30
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
Nd Sites
Ba
 F
ra
ct
io
n
 
 
1 C/hr
6 C/hr
60 C/hr
Figure 4.16: Comparison between amount of Ba in Nd sites for various cooling rates.
A trend can be seen for both anneal and Nd sites. Error bars correspond to 1σ.
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Nd[1]:
Nd
0.83(8) 0.89(5) 0.96(10) 0.935(47) 0.85(5) 0.89(5)
Nd[1]: Ba 0.17(8) 0.11(5) 0.04(10) 0.065(47) 0.15(5) 0.11(5)
Nd[2]:
Nd
0.79(4) 0.78(6) 0.86(9) 0.921(92) 0.80(5) 0.85(4)
Nd[2]: Ba 0.21(4) 0.22(6) 0.14(9) 0.079(92) 0.20(5) 0.15(4)
Nd[3]:
Nd
0.73(10) 0.73(7) 0.85(7) 0.900(100) 0.73(5) 0.79(5)
Nd[3]: Ba 0.27(10) 0.27(7) 0.15(7) 0.100(100) 0.27(5) 0.21(5)
Nd[4]:
Nd
0.73(10) 0.73(7) 0.85(7) 0.900(100) 0.73(5) 0.79(5)
Nd[4]: Ba 0.27(10) 0.27(7) 0.15(7) 0.100(100) 0.27(5) 0.21(5)
Nd[5]:
Nd
0.83(8) 0.89(5) 0.96(10) 0.935(47) 0.85(5) 0.89(5)
Nd[5]: Ba 0.17(8) 0.11(5) 0.04(10) 0.065(47) 0.15(5) 0.11(5)
Table 4.10: Ba fraction in Nd sites. These values are plotted in fig. 4.14 and 4.16.
Our conclusions of full occupancy in Nd[2] and Nd[5] sites disagree with previous
literature [66, 211, 212], for example Tang et al. [66] reported Nd[2] sites with a 91%
occupation and Nd[5] ones with a 82%. Moreover, Tang did not report any Ba in
Nd[3] sites, while we detected the highest Ba substitution ratio in those sites. Another
diﬀerence was found in Nd[2] sites, where our data show a Barium ratio of about 15-
20% in most specimens, while Tang and Okudera [66, 212] report about a 37% Ba ratio
in those columns. These details were obtained using atomic resolution spectroscopy,
which provided a more complex description than X-ray diﬀraction studies in literature.
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These results are too detailed to be entirely confirmed by Rietveld refinement of X-ray
diﬀraction, as it can not be restricted to a limited number of sites as HAADF. However,
the fits of the Rietveld refinements were constrained according to our data to improve
the refinements. The related results will be submitted for publication shortly [134].
4.3.2.2 Phase Boundary Chemical Ordering
The composition of phase boundaries in Ba6−3xNd8+2xT i18O54 was investigated too
because of its relevance in the dielectric properties of the material [180]. This analysis
was based mostly on EELS data taken in two boundary regions of a sample with
x = 0 and 1 °C/hr cooling rate. These areas were investigated also by HAADF,
which provides a higher spatial resolution than EELS-SI and helps to understand the
orientation of the two grains at the boundary, as in fig. 4.17a and b.
a b
Figure 4.17: HAADF data from two phase boundaries analysed in this section. These
images come from a Ba6−3xNd8+2xT i18O54 sample with x = 0 composition, annealed
at 1 ￿/hr.
The grain boundaries of Ba6−3xNd8+2xT i18O54 could diﬀer from the grain in the
structure and stoichiometry, as it was already reported in ceramic materials like ZnO
[216, 217]. If this constitutes a second phase, it may influence the properties of the
material. The presence of impurities in the boundaries can result in a similar eﬀect
too [180]. It is therefore important to study the stoichiometry of such regions: EELS
spectroscopy provided compositional data from these regions, which can lead to iden-
tification of the stoichiometry in the boundary. EELS data can also be studied and
presented in the form of spectra or elemental maps. This allows two diﬀerent analyses:
the spectrum of the boundary can be studied to relate it to corresponding spectra of
known materials, while elemental maps can show the amount of a given element in the
boundary, leading to quantitative analysis of species. The results of these two studies
are now presented and compared.
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EELS Spectrum Analysis The EELS spectra of both our acquisitions show some
diﬀerences in the boundary, after the normalisation with the grains’ spectra in the
slope region between 600-700 eV, as seen in fig. 4.18.
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Figure 4.18: EELS spectra from phase boundary and nearby grains.
There is an increase in the Ba signal and a decrease in the Nd one, while the
titanium stays constant. The information about Ba, Nd, Ti and O is shown in fig.
4.20, as EELS-SI mapping, which proves that Neodymium is depleted in the boundary,
while Barium, Titanium and Oxygen are present. It is then interesting to notice a
diﬀerence in the Oxygen k-edge at 530-550 eV, which diﬀers from the grains’ spectra:
a lower second peak of the oxygen edge was reported in literature as a sign of oxygen
vacancies in BaTiO3 [218].
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Figure 4.19: Oxygen k-edge spectra from phase boundary and nearby grains.
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Unfortunately it was diﬃcult to extract additional information from the Energy
Loss Near-Edge-Structure (ELNES) because of the poor energy resolution (5 eV per
channel) and the presence of the titanium peaks (T i− L2,3 and L1) nearby.
Elemental Maps Analysis Elemental maps of Ba, Nd, Ti and O are shown in fig.
4.20. They underwent a PCA reconstruction to reduce the noise component and the
first 9 components were accepted for the first sample (fig. 4.17a) while 7 were enough
for the second (in fig. 4.17b). The percentages of the Ba and Ti were calculated over
areas on the boundary and beside it for comparison. The Nd was not considered as it
is mostly absent in the boundary, while the oxygen elemental mapping tends to show
poor spatial resolution, so it can not be reliably analysed in the boundary zone. The
ratio of Ba and Ti in the boundary was found to be similar to some barium titanium
oxides.
Ba Nd Ti O
Figure 4.20: Elemental maps of Ba, Nd ,Ti and O of phase boundaries in
Ba6−3xNd8+2xT i18O54 sample (x=0, 1 °C/hr). The investigated area correspond to
a part of the grain boundary shown in fig. 4.17a.
The expected ratio of Barium to Titanium in the grain is 33% (on average), as the
formula predicts 6 atoms of Ba and 18 of Ti for our samples for the x = 0 composition.
This value was approximately confirmed by the first specimen from fig. 4.17, where
the grain areas were investigated and the measured values were roughly 37%. However,
the second sample presents a value of about 16%, as the Ba content was lower then
predicted. On the other hand, the boundaries in both samples show diﬀerent values,
with 44% and 14% respectively. These ratios can be normalised with respect to 33%
(starting from detected values of 37% and 16%), which result in 39% and 22%. These
data are reported in the following table 4.11, together with possible barium titanate
compounds which present similar ratio.
CHAPTER 4. ATOMIC STRUCTURE AND CHEMISTRY OFBA6−3XND8+2XTI18O54 124
Sample A B
Grain’s Ratio 16% 33%
Boundary’s
Ratio
14% 44%
Possible
Formula
(Relative Ratio)
Matching ratio
not found
BaTi2O5
(50%)
Normalised
Boundary’s
Ratio
22% 39%
Possible
Formula
(Relative Ratio)
BaTi5O11 (20%)
-
Ba2T i9O20
(22%)
Ba6T i17O40
(35%)
Table 4.11: Ratios of Ba to Ti in the grains and boundary of the two samples. Possible
formulas are suggested.
The two analyses suggest presence of some barium titanates compound at the phase
boundary, but it is not clear which formula suits best our data. The consideration of
O k-edge in the EELS spectrum points at oxygen vacancies, while relative percentages
of Barium and Titanium seem to vary considerably between the two samples. The
possibility of excessive noise in the data has to be considered, however crystallographic
conditions may play a role too: the two samples in fig. 4.17a and b show a diﬀerent
angle between the structures of the grains beside the boundary. This could lead to
diverse arrangement and chemistry in the two sections, even though the composition
is the same. Another possibility is that the boundary does not allow formation of
an extended barium titanate structure, given the limited extension of the boundary:
our measure would then probe the intermediate structure between the grains and the
boundaries, together with the expected barium titanate itself. This would alter the
relative amount of elements. This is somehow supported by the Ba and Ti map in
fig. 4.20, where some Ba and Ti sites can be noticed in the boundary, with a lower
intensity. This could reflect a gradual change in the crystallographic structure.
4.4 Conclusions and Suggested Future Work
The unit cell of Ba6−3xNd8+2xT i18O54 was investigated for diﬀerent concentrations and
annealing ratios, assessing the stability of crystal structure. The unexpected elonga-
tion of the Ba and Nd [2] cations sites was interpreted as a misalignment along the
atom column, then it was modelled and showed close resemblance to real HAADF
data. The composition was probed as well, detecting clear patterns of Ba distribution
with preferential substitution onto Nd[3] sites, less onto Nd[2] sites and very little
onto Nd[1] sites. This is in marked contrast to the substitution patterns assumed in
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previous Rietveld refinements of XRD data [66, 211, 212]. It is therefore shown that
use of electron microscopy to constrain the elemental partitioning to diﬀerent sites in
a Rietveld refinement is important in such complex oxides as studied in this work.
Structural and chemical characterisation can justify changes in relevant parameters
of MW dielectrics and, even though literature on the general topic exists, an investiga-
tion on permittivity, selectivity and thermal stability for Ba6−3xNd8+2xT i18O54 would
be interesting to correlate such values with our findings. For example, although unit
cell does not change with diﬀerent annealing, more substitutional Ba is found in Nd
sites, so some eﬀect on polarisation and permittivity may be expected.
It would be interesting to asses whether substitutional Ba atoms have a pattern
or obey some periodicity, possibly related to the arrangement of the superstructures,
which have already been detected along the c axis of Ba6−3xNd8+2xT i18O54 [208]. In-
vestigation of the specimens in diﬀerent crystallographic orientation would allow a
complete 3D investigation of unit cell and substitutional Ba atoms.
Chapter 5
Morphology Study of
Organic-Inorganic Compounds
5.1 Introduction
In this chapter morphology and phase separation of organic blends will be investig-
ated, with special attention on the influence of quantum dots (QDs). This is especially
important since they are considered a possible alternative, both cheap and easily man-
ufactured, to semiconductor electronics, optoelectronics [149, 150, 151, 152], photovol-
taics [153, 154, 155, 156] and biosensing devices [157]. However, production of such
systems will require careful knowledge and modelling of blends, as parameters can
change greatly final results, particularly when mixing additional components like QDs.
In this chapter we introduce the topic of organic blends for semiconductor electron-
ics, focusing especially on morphology. A literature review is presented in the next
section, dealing first with applications and relevant technological achievements (see
section 5.2.1), then we move to the blend preparation conditions (see section 5.2.2),
including the eﬀect of nanoparticles.
Finally we move on the experimental part, starting with the details of various
specimens (see section 5.3). The analyses, results and interpretation are then presented
in section 5.4 and finally conclusions are reported at the end (see section 5.5).
BF-TEM analyses of diﬀerent organic blends have been carried on to characterise
layers of F8BT:TFB, because of its technological importance. Important details about
morphology, interfaces and interaction of the components in the blend were described
and interpreted in terms of interaction between organic and inorganic materials in the
blend, with a focus on practical applications. STEM analysis was also performed on
QDs samples to further characterise the behaviour of the nanoparticles in the sample.
The study was performed on diﬀerent compositions, both with and without QDs.
Results were compared with parallel surface AFM analyses, carried on by our collabor-
ator, Dr. Michail Kalloudis, from University of Edinburgh, working within the group
of Dr. Vasileios Koutsos and Dr. Paul Clegg. Dr. Kalloudis also prepared the samples
used in this chapter.
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5.2 Literature Review
5.2.1 Reasons of Interest and Applications
The huge technological importance of semiconductor materials, together with the com-
plex requirements of processing the inorganic semiconductors, led to consideration of
cheaper alternatives, like organic ones. These allow much easier processing, both in
terms of required time, temperature and facilities. Also, they provide a greater flexibil-
ity thanks to chemistry of composite materials, which allows combination of properties
from diﬀerent substances. For example conjugated polymers (which are conductive
thanks to delocalised electrons along π-conjugated polymer chains) have been mixed
with inorganic nanoparticles (such as quantum dots) in thin films to fabricate light
emitting diode (LED) [149, 150, 151, 152], photovoltaic cell (PC) [153, 154, 155, 156]
and biosensor materials [157]. However, organic semiconductors show a reduced dur-
ability when compared to inorganic alternatives, as well as lower conductivity. These
properties initially restricted their use to disposable electronics, which do not require
long-lasting materials, but now organic semiconductors are employed in a wider range
of products, such as LED and PC, which are meant to operate for years. The conduct-
ivity is a still an issue, so any application involving considerable current, such as power
electronics, is not suitable for organic semiconductors.
Most common conjugated polymers are polyfluorenes, thanks to their easy pro-
cessing and good optoelectronic performances, especially when compared with other
π-conjugated polymers such as the polyphenylenes (PPPs and PPVs), polythoiphenes
(PTs), polypyrroles (PPYs) and polyanalines (PANIs) [1]. Moreover they provide good
stability when mixed with inorganic nanoparticles such as quantum dots [158]. In
particular, the two polyfluorenes used in this work, F8BT, poly(9,9-dioctylfluorene-co-
benzothiadiazole) and TFB, poly[9,9-dioctyfluorene-co-N-(4-butylphenyl)-diphenylamine],
already proved to be eﬀective in heterostructures for LEDs [159, 160, 161] and PCs
[162]. However, the mobility of F8BT is approximately an order of magnitude lower
than that of TFB [163], a common distinction between hole and electron-transporting
organic materials. This diﬀerence in conductivities results in negative eﬀect on device
performance [159]. Inorganic nanoparticles however can provide a better optoelectronic
eﬃciency and help reduce the problem [1, 149]. Unfortunately, the reliable and repro-
ducible production of suitable mixture and thin film is still an open problem. The
interfaces between the materials are crucial [1, 164] and require investigation in the nm
scale, before and after the introduction of nanoparticles.
5.2.2 Physics of Conductive Organic Materials and QDs Thin
Films
A blend of two semiconductor organic materials can behave as a p-n type interface of
inorganic semiconductors, for example in common devices such as LEDs [7]. A suit-
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able solution and spin coating are enough to create such interface, so this represents a
cheaper and faster processing and production method than inorganic materials. This
also provides a good degree of flexibility when compared to inorganic processing, which
involves complex substrate preparation and doping processes. This diﬀerence in com-
plexity is partly due to precise patterning in inorganic semiconductors, while organic
blends are based on self-assembly, as the phases’ formation and then the interfaces are
governed by thermodynamic and chemical processes (e.g. nucleation and glass trans-
ition). So, the morphology and phase separation of such blends can not be directly
controlled, but composition, choice of solvent and deposition parameters can influence
the result, altering the interfaces and ultimately the performances of related devices
[8, 159, 160]. This was interpreted in terms of excitons behaviour, energy band and
photoluminescence process, which are influenced by interfaces [159].
The F8BT:TFB blend was one of the main studied blends because of its promising
application in optoelectronics, such as LEDs with high brightness and eﬃciency [8,
165, 166] and good durability of performances [167, 168]. The behaviour of phases in
F8BT:TFB thin films was studied [160] using p-xylene as a solvent, as it is able to
promote phase formation in this blend because of diﬀerence in solubility of F8BT and
TFB. The correlation of morphology with average molecular weight (Mn) was reported,
as aMn < 10kg/mol (for at least one of the components) result in limited lateral phase
separation [161]. To the best of my knowledge, there are not reports of investigation
for blends entirely composed of low molecular weight polymers, which arises for the
main focus of this chapter. This is believed to be beneficial for high operating voltages
and hole mobility in TFB [161].
A model for phase separation of F8BT:TFB in p-xylene was also proposed [160],
which explains the formation of the two phases as a consequence of solubility. The
two components segregate either by spinodal decomposition (local density fluctuations
which start aggregation), in case of 1:1 ratio, or by nucleation, in case of 1:3 composi-
tion. The phases are not expected to be completely pure, according to this model: the
1:1 ratio blend results in a F8BT-rich phases, forming islands of 2-5 ￿m size; the 1:3
ratio sample presents phases composed mostly of TFB, with an extension of 0.5-1.0
￿m, within a matrix of F8BT.
Characteristics of F8BT:TFB thin films with 1:1 weight ratio were first investigated
by Moons and collaborators [159, 165, 166, 169] and later by Friend [160, 161] by means
of atomic force microscopy (AFM): they present micrometer wide domains scattered
across a homogeneous phase. A higher fraction of TFB results in bigger patches while
an increase of F8BT reduces the domains to 200-300 nm for 2:1 w/w [159, 165, 166, 169].
The morphology of F8BT:TFB in thin film was investigated by AFM, Raman spec-
troscopy and XPS by Kim et al. [160]. Their work was carried out by dispersing the
polymers in p-xylene and depositing on Indium Thin Oxide (ITO) substrates. The
average molecular mass (Mn) of the polymer molecules was about 108.000 for F8BT,
while TFB value was approximately 56.000. This study provides a phase diagram at
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22 ￿, for a blend with a 10-20 mg/ml concentration forming a 100 nm thick thin film,
which is helpful for the preparation of spin-coating on such blend. TFB was shown to
be more soluble in p-xylene, while F8BT is almost insoluble (solubility of about 3.5% in
that solvent). It is then likely that a F8BT rich-phase will form first, soon after the start
of the evaporation, then a TFB rich-phase will aggregate. Vertical segregation is to
be expected as well, since TFB has lower surface energy (approximately 35-40 mJ/m2
while F8BT’s one is roughly 40-45 mJ/m2) so it prefers interfaces with the substrate
and with air, forming a layer on top of F8BT phases (see fig. 5.1). The tendency of
TFB to wet substrate is also ascribed to solvent concentration gradient during evap-
oration. Furthermore, this segregation is compatible with the thermodynamic process
behind the reduction of interface energies in a weakly interacting substrate-polymer
interface. Kim et al. [160] also linked their model for the evolution of F8BT:TFB
structures to performances of conjugated polymer based LED.

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Figure 5.1: Final stages of phases evolution in F8BT:TFB thin film according to Kim
et al. [160]. The phases are formed by either local fluctuation of density (in 1:1 ratio
samples) or nucleation (when components are heavily unbalanced). Solvent evaporation
promotes the glass transition, which freezes the phases configuration (schematic on the
left). Then p-xylene continues to evaporate: in presence of air, F8BT, TFB, and p-
xylene show a coﬀee stain behaviour, where the F8BT concentrates at the edges in
a crater-like shape. TFB forms a capping layer on top, because its surface energy is
lower than that of F8BT (schematic on the right). For the same reason, the interface
with the substrate is composed by TFB.
The molecular weight’s influence on vertical and horizontal phase separation of
F8BT:TFB in thin-film was investigated by Yim et al.[161], by use of AFM, XPS and
photoluminescence spectroscopy (PL). No lateral phase segregation (on a micrometer
scale) was found when one of the polymers presented low average molecular weight
(Mn < 10 kg/mol), while vertical separation was detected, as a consequence of diﬀerent
molecular weights. Interface with air was again linked to the low Mn polymer, on the
grounds of surface energy of terminations and conformational entropy. As expected,
when Mn is high for both polymers the horizontal separation is present.
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There was no investigation of blend with low and similar molecular weights for both
polymers, which could prove interesting as it preserve high performances of devices
when driven at high voltages [161]. This was linked to the lowering of mobility in TFB
when its molecular weight increases [161]. Moreover, domain size was found to decrease
lowering theMn of one of the polymers [161], so there is an expectation of smaller phases
and then wider interfaces, beneficial for exciton splitting and electroluminescence (see
par. 1.2.2). However, the phases segregation also depends on other factors, such as
relative miscibility and viscosity[161], so the morphology in low Mn blends needs to be
investigated.
5.2.3 Relevance of CdSe QDs incorporated in F8BT:TFB
Quantum dots have interesting optoelectronic properties, such as varying energy gap
as a function of size, and have been successfully integrated in inorganic solar cells
[52, 53] and LEDs [49]. Beside the narrow emission and absorption range of photons,
QDs are also useful to promote the quantum eﬃciency and charge transfer to the
rest of the device. This eﬀect was verified in polymer blends mixed with QDs as
well [170, 171, 172], leading to improved eﬃciencies in organic photovoltaic cells [173]
and OLED (organic LED) [50] when nanoparticles were added to the blend. Since
the low conductivity of electron-transport conjugated polymers is know to worsen the
performances of related devices [159], the contribution of QD electron transfer justi-
fies improvements of device performances [1]. A schematic of the eﬀect of QDs on
charge transfers in a OLED device is presented in fig. 5.2 as an example: the QDs
attract charges because of favourable energy levels, acting as recombination centres for
electrons and holes, emitting photons in the process.
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Figure 5.2: Schematic of OLED with quantum dots. These nanoparticles act as recom-
bination centres for the charges, because of favourable energy levels, promoting photon
emission [1].
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It is then relevant to consider the diﬀusion of QDs within the blend and particularly
in the F8BT phases, as it is the electron-transport material and it is meant to interact
with the quantum dots for a better charge transfer. QDs are normally coated with
surfactants to promote their dispersion, resulting in a colloidal behaviour in a solvent.
A study on F8BT:TFB blend with PbS quantum dots reported a reduction of polymer
domains’ size, but this paper did not provide detail on QD distribution, which was
simply assumed to be homogeneous [1]. A TEM investigation would then be useful to
investigate the dispersion of QDs, as nm resolution is needed to locate nanoparticles.
Phase separation in polymer blend-nanoparticle mixtures has not previously been
investigated in detail. F8BT:TFB blend with lead-sulfide (PbS) colloidal quantum dots
was studied with respect to structural morphology influence on operating optoelectronic
devices[1]. The best production procedure was blending colloidal QDs with the polymer
mixture and then proceed with the spin-coating of the active layer on a substrate.
Uniform dispersion of QDs in the blend was assumed. Confocal fluorescence analysis
showed that F8BT:TFB thin films have smaller domains when QDs are added, even
though the volume fractions were not reported [1] and this technique does not allow the
detection of nanoparticles, so direct location and investigation of QDs is not possible.
However, the introduction of nanoparticles proved to aﬀect the phase separation and
morphology. This was first investigated by optical microscopy in mixture of styrene
and ε-caprolactone oligomers: the mobility of monodispersed glass particles was linked
to the coarsening of the blend [174]. A simulated dynamics of nanoparticles with
preferential wettability in a phase-separated binary blend, suggested their influence on
morphology and velocity of phase evolution [175]. A volume fraction as small as 3%
still proved to be influential for the morphology. Slow phase growth was linked to the
“pinning eﬀect”, where the higher aﬃnity of one phase with the nanoparticles leads to
intermixing and an increase of viscosity in that domain. The interaction is influenced
by density and mobility of particles, and wettability of the blend’s constituents. This
was verified by TEM in study of PMMA-SAN blend with silica nanoparticles [176]
and by AFM on a sample of polystyrene-poly(vinyl methyl ether) polymer blend with
layered-silicate nanoparticles [177].
5.2.4 Relevance of TEM in Morphology Studies of Organic Ma-
terials
Electron microscopy has the resolution and investigation capability to study and char-
acterise thin films: it can analyse the morphology down to nm scale or more and
identify the components of a blend, their structure and even their chemistry. Well
ordered phases such as crystals and, to a lesser extent, nanocrystals can be studied
(see 2.4.1.1), with particular focus on their structure, while diﬀerent amorphous region
can be distinguished according to their average atomic number and presence of heavy
atoms (see 2.4.1.2). Specific elements and molecules can be detected too, by means
CHAPTER 5. MORPHOLOGY STUDY OF ORGANIC-INORGANIC COMPOUNDS132
of EELS spectroscopy (see. 2.4.2.2), even though we did not use that technique in
this chapter. In case of organic materials, these analyses are relevant for studies of
morphology in general and for polymer blends in particular, as interfaces are especially
relevant. It is however necessary to consider degradation of the organic specimen be-
cause of the energetic electron beam. Both structural changes and material loss are
possible [69], which could result in considerable alteration. It is then essential to assess
(and minimise) these eﬀects on the specimen, to determine whether the results refer
to the original specimen or to its damaged version.
Another detrimental eﬀect is the possible appearance of artefacts, as big values of
defocus might be necessary. However a huge defocus may introduce deformations in
the image [69] beside simultaneously increasing the contrast. This is necessary because
the density of many organic materials is typically similar, so little information can be
detected by mass-thickness contrast (see par. 2.4.1.2) unless defocus is introduced.
Moreover, these materials are normally amorphous, so the diﬀraction eﬀect does not
provide a relevant signal.
The length scale of organic materials is in the order of nm for crystalline structures
and up to microns for interfaces of diﬀerent phases.
5.3 Preparation of Specimens
The preparation of the F8BT:TFB polymer solutions is described in the PhD thesis of
Dr. Kalloudis [8]. CdSe quantum dots were isolated from the original toluene solvent
by addition of methanol and centrifugation. Then p-xylene was added to QDs to reach
a concentration of 5 mg/ml: this solution was shaken and underwent ultrasonic bath
for 60 minute. This suspension was finally mixed with the 1:4 weight ratio F8BT:TFB
solution. Droplets of all the blends (F8BT:TFB with 1:1 weight ratio concentrations,
with 1:4 ratio and 1:4 w/w with CdSe QDs) were spin coated (spincoater SPIN150-NPP,
SPS-Europe, Putten, the Netherlands) at 4000 rpm for 90 seconds, on freshly cleaved
mica sheets (Agar Scientific, Essex, UK) in ambient conditions, producing ultrathin
films (roughly 60 - 80 nm). Upon spin cast all the thin films were dried with a stream
of nitrogen.
The composite thin film layers were lifted oﬀ from mica substrates by gentle im-
mersion into a deionized water bath. The film was then then placed on a 200 square
mesh copper grid. The specimens were analysed in a FEI Tecnai T20 transmission
electron microscope (TEM) EM (FEI, Oregon, United States of America), operated at
200 kV and equipped with an Olympus-SIS Megaview III CCD camera (Olympus Soft
Imaging Solutions GmbH, Münster, Germany). We used an objective aperture of 20
￿m and defocus value of approximately 10 ￿m. Digital Micrograph (Gatan, Abingdon,
UK) was used for image processing.
STEM analyses were performed with the same sample preparation on a FEI Tecnai
TF20 microscope with Schottky FEG gun working at 200 kV and equipped with ADF
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and BF STEM detectors, a Gatan Enfina EEL spectrometer and a EDAX EDX spec-
trometer. The imaging settings for STEM analysis were approximately 9 mrad for the
probe convergence angle (α) and 13 mrad for the collection angle (β), corresponding to
a probe size of roughly 0.5 nm.
AFM analyses were performed by Dr. Kalloudis on a Bruker AFM Multimode/N-
anoscope IIIa (Bruker, Santa Barbara, CA, USA), using RTESP or RTESPA Bruker
cantilevers: their spring constant is 40 N/m and the resonant frequency is 300 kHz.
Analyses were carried on using “light tapping” mode, in order to have good contrast
while minimising the damage on the soft polymer blend. The set-point amplitude ra-
tio, which is the fraction of free oscillation and scanning amplitudes, was close to 1.
AFM Image processing employed the Scanning Probe Image Processor software (SPIP,
Image Metrology, Hørsholm, Denmark), while the comparison between AFM and TEM
images employed the Gwyddion software package [178].
5.4 Results and Discussion
Morphology of F8BT:TFB 1:1 and 1:4 (weight ratios) specimens were investigated by
BF-TEM, before and after addition of CdSe quantum dots.
The F8BT:TFB polymer blends, without QDs in this case, when investigated by
transmission electron microscopy showed the presence of phase-separated domains,
which were detected in the AFM height data [8] (see figures 5.3 and 5.4). An extensive
analysis of the domains width is presented, together with considerations on the aspect
of the phases in TEM and AFM images.
5.4.1 Analysis of F8BT:TFB Polymer Blend
The TEM images of organic samples are usually based on mass-thickness contrast
(see 2.4.1.2), which is related to the concentrations of elements with higher atomic
number. This leads to attribute the darkest domain from TEM and thickest areas
in AFM images to F8BT [8], which contains heavier elements than TFB, consistently
with a previous study of vertical segregation in F8BT:TFB thin film [161]. Moreover,
comparable lateral segregation in 1:1 thin film was reported [159, 160, 161], but it
was on the micrometer scale. Specifically, Kim et al. [160] investigated thin films of
F8BT:TFB (Mn = 108 kg/mol and Mn = 56 kg/mol respectively), in 1:1 weight ratio,
by optical microscopy and micro-Raman spectroscopy and they found F8BT domains
upon TFB ones, which created an interface with the substrate.
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Figure 5.3: Transmission electron microscopy and AFM height images of F8BT:TFB
1:1 weight ratio thin film. The AFM data are provided Dr. Kalloudis, Edinburgh
University.
TEM 1:4 blend AFM 1:4 blend
Figure 5.4: Transmission electron microscopy and AFM height images of F8BT:TFB
1:4 weight ratio thin film. The AFM data are provided Dr. Kalloudis, Edinburgh
University.
The width of the domains in the 1:1 ratio sample varies between approximately
0.5-1 µm, for both TEM and AFM data (see fig.5.4). On the other hand, the 1:4 ratio
sample shows domains which are consistently smaller, about 0.1-0.2 µm (see fig. 5.4).
In order to provide a more accurate description of the morphology, the size of phases in
two samples was investigated and the results from AFM and TEM were compared. In
order to improve the accuracy of the analysis, our data underwent some modifications
like background interpolation and subtraction, FFT filtering and correction of AFM
scan artifacts (like the “scars”, lines of constant brightness from where the tip lost
contact with the specimen). The phase identification was then performed on these
improved images, using a threshold level (an example is shown in fig. 5.6 and 5.5, for
AFM and TEM images respectively): all areas within a given range of brightness were
considered to be the same phase. The threshold level was set manually for every image,
in order to properly detect TFB phases in 1:1 ratio samples and F8BT areas in 1:4 ratio
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specimens: this was necessary because automated procedures did not provide accurate
identifications. This process was applied to both AFM and TEM data, even though
the brightness corresponds to a diﬀerent physical quantity, namely height or electron
intensity. All the image filtering and the phase identification steps were performed
with the Gwyddion software [178].
Figure 5.5: An example of TEM image F8BT:TFB 1:1 weight ratio and corresponding
phase identification by use of manual threshold (areas in red). The lower picture is a
part of the upper image where the phases are more clear. Background subtraction and
FFT filtering were applied on the original TEM image before the phase identification.
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Figure 5.6: An example of AFM height image F8BT:TFB 1:1 weight ratio (courtesy
of Dr. Kalloudis, Edinburgh University) and corresponding phase identification by use
of manual threshold (areas in red). The corresponding surface areas are shown in fig.
5.7.
The areas of the identified phases were measured and plotted using histograms:
an example is shown in fig. 5.7. A high number of small areas is detected as a
consequence of noise: this is caused by small group of pixels which happen to have the
same brightness of real phases, so the corresponding area is calculated and included
in the histogram. However, the image in fig. 5.6 point approximately at the actual
area of F8BT and TFB phases and the corresponding value can be identified in the
histograms. In fact, both fig. 5.6 and 5.7 suggest the presence of areas in the order of
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approximately 0.1-0.15 µm2, even though the variance is considerable and the influence
of noise is very noticeable in the histogram.
Figure 5.7: An example of areas’ histogram of detected phases in 1:1 weight ratio
sample (from AFM data in fig. 5.6). The huge quantity of small areas (i.e. the
leftmost column) is due to noise in the image, while the actual areas are believed to be
in the order of 0.1-0.15 µm2.
In order to provide a better statistic, the results from more images were aggregated
when possible: 4 AFM measurements for the 1:1 ratio sample, 6 for the 1:4, as well
as 2 TEM images for the 1:4 ratio. In case of TEM analysis of the 1:1 composition
sample, a single image including a large number of domains (such as fig. 5.5) was
considered adequate. Eventually, at least a hundred domains or more (in addition to
noisy pixels) were investigated for each of the comprehensive histograms. All these
findings are plotted in fig. 5.8 and 5.9, for the 1:1 and 1:4 weight ratio respectively:
the results from AFM and TEM are both shown for comparison. The leftmost column
in each graph was partly excluded because it is deemed to be heavily influenced by
noise. It is still useful however to consider the phase sizes in the images, such as fig.
5.5, to help the interpretation of the histograms of 1:1 weight ratio sample: areas of
roughly 0.2 µm2 can be seen in the pictures (see fig. 5.3). A similar order of magnitude
can be seen in the corresponding plot from TEM data, in fig. 5.8. In particular, the
TEM histogram shows small areas, mostly below 0.2 µm2. Similarly, the AFM data
present values concentrated below 0.25 µm2 (see fig. 5.8), confirming the similarity
noticed in TEM and AFM images. These values are diﬀerent from the AFM results
reported in literature [160], which present 2-5 µm domain size: some areas are close
to that extension in both images of fig. 5.3, but the majority of domains present a
smaller size in our data, roughly 0.5-1 µm.
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TEM data for 1:1 ratio sample AFM data for 1:1 ratio sample
Figure 5.8: Surface area histograms of phases in 1:1 weight ratio samples, from AFM
and TEM images. Noise tends to introduce a high number of small areas (the leftmost
column), which are not entirely presented. There seems to be a relevant fraction of
areas below 0.2 µm2 for the TEM data and 0.25 µm2 for the AFM histogram.
The 1:4 weight ratio sample, on the other hand, present similar results. In fig. 5.9
the TEM data show a diﬀerent distribution, where most of the areas are in the range of
0.005-0.02 µm2, while a great amount of domains in the AFM data are in the order of
0.02-0.05 µm2. This last histogram also show an amount of areas comparable with the
value in the leftmost column, which is not partially excluded in this plot. These latter
values are close to those reported in literature for a similar composition of F8BT:TFB:
Kim et al. [160] reports 0.5-1 µm domain width for a 1:3 weight ratio sample. The
measures from the diﬀerent techniques in the 1:4 ratio sample are similar and point
towards an average area well below that of 1:1 ratio samples: it is at least an order of
magnitude smaller.
TEM data for 1:4 ratio sample AFM data for 1:4 ratio sample
Figure 5.9: Surface area histograms of phases in 1:4 weight ratio samples, from AFM
and TEM images. Noise tends to introduce a high number of small areas. The average
area seems to be approximately below 0.02 µm2 for the TEM data and concentrated
between 0.02 and 0.05 µm2 in the AFM histogram. These values are well below those
of the 1:1 ratio sample (which are in the order of 0.2 µm2).
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The influence of quantum dots was also considered on domains, as it was reported
that nanoparticles can aﬀect the morphology of the blend (see par. 5.2.3). A specimen
prepared with 1:4 weight ratio composition and mixed with CdSe quantum dots was
investigated by TEM, as the previous samples. Three diﬀerent TEM images were used,
QDs clusters were removed from the picture adding a mask to avoid confusion in the
identification of areas. 91 domains were identified, in addition to the noisy pixels. The
measured areas are shown in fig. 5.10. The histogram presents a small peak around
0.01 µm2, which is within to the range detected in the pure 1:4 w/w specimen: 0.005-
0.02 µm2. A reduction of size was expected, according to the literature (see par. 5.2.3)
but our results are not accurate enough to support this hypothesis.
Figure 5.10: Surface area histograms of phases in 1:4 weight ratio samples mixed with
QDs, from TEM images. Noise tends to introduce a high number of small areas, but
the two measures do not agree: the average area seems to be between 0.4 and 0.1 µm2.
5.4.2 Analysis of CdSe Quantum Dots in F8BT:TFB Polymer
Blend
The detection and analysis of quantum dots was entirely a matter of electron micro-
scopy, since both nanometer resolution and in-depth investigation beyond surface are
necessary to detect nm wide nanoparticles embedded in the thin film. The significant
density and structural diﬀerence between QDs and the conjugated polymers allowed
to detect nanoparticles and the polymer blend phases to be discerned. This is thanks
to additional diﬀraction contrast from the crystalline quantum dots in the amorphous
matrix. BF-TEM data in fig. 5.11 present quantum dots as black, a consequence of
diﬀraction contrast. The F8BT dark phase and the TFB underlying matrix can also
be easily noticed.
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Figure 5.11: BF-TEM image of F8BT:TFB 1:4 thin film with quantum dots. The
phase-separated polymer blend domains and the segregated QDs (resembling a black
cloud) are presented in the image. Three diﬀerent regions (area 1, 2 and 3) in the
interface of F8BT and TFB domains were studied for QD detection.
Since the diﬀraction contrast from the QDs could be better observed by HAADF
STEM imaging, the same sample was investigated with that technique: the results
are shown in fig. 5.12. A morphology similar to previous findings (see fig. 5.11, for
example) can be discerned. The QDs provide a good intensity, as expected, but the
F8BT phases are quite dim and do not present a similar contrast, casting a doubt
about the presence of nanoparticles within those domains.
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Figure 5.12: HAADF STEM images of F8BT:TFB 1:4 thin film with quantum dots.
The phase-separated polymer blend domains, consisting of the dark matrix and grey
areas, and the QDs (the white regions) are presented in the image. The position of the
beam after the measurement is marked in the top. Image acquired by Dr. McFadzean.
The contrast in the images was then investigated to detect and quantify the expec-
ted changes due to QDs. Two samples were analysed, both with 1:4 weight ratio blend:
one had quantum dots in the blend, while the other did not. For each sample the
brightness of three diﬀerent areas where measured: in F8BT phases, TFB-rich areas
and empty zones (see fig. 5.13), the latter being used as internal reference for beam
intensity, as it can be detected where the sample is absent. The knowledge of the beam
intensity allows to compare measures taken under diﬀerent illumination conditions,
as well as to compensate the automatic contrast adjustment of the image recording
system.
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Sample Without QDs Sample With QDs
Figure 5.13: BF-TEM images of a F8BT:TFB 1:4 thin film without QDs (on the left)
and with QDs (on the right). Areas of investigation of F8BT, TFB and beam intensity
are marked: measured F8BT phases are shown in black, TFB domains in red and
empty areas in blue. The brightness of the images was normalised, as shown by the
colour bar beside the images.
It is worth noting that the brightness detected in the empty areas is not the highest
value in the image, because the defocus causes the edge of the sample to be extremely
bright: this eﬀect is called a Fresnel fringe and it can be seen in fig. 5.13. The
automated contrast adjustment then changes the brightness levels, resulting in empty
areas near the edge which are darker than the specimen (see tab. 5.1): however, the
relative contrast level are maintained, so the brightness values of the two phases were
normalised against the brightness of the empty area. This procedure was applied to
many locations or to large areas in the samples, then the average brightness level
was considered for normalisation. The contrast was calculated as a diﬀerence in the
normalised brightness between the dark F8BT phase and the light grey TFB: the
diﬀerences were in a range of 10%-22% in three samples without QDs, while 20% was
measured in the specimen with nanoparticles: the details are presented in tab. 5.1.
These percentages are referred to “empty area” intensity, so, for example, the brightness
change between a completely black area and the measured empty zone would be 100%.
The quantum dots do not seem to have a decisive influence on the brightness change
and contrast, since the value of the sample with QDs is in the range of values detected
from the sample without those nanoparticles.
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Sample
1 (No
QDs)
Sample 3
(No QDs)
Sample 3
(No QDs)
Sample
with QDs
Illumination
from empty
areas
0.71 0.63 0.49 0.93
F8BT (dark
phase)
0.63
(88%)
0.61
(96%)
0.67
(137%)
0.66
(71%)
TFB (light
grey phase)
0.70
(99%)
0.68
(106%)
0.56
(115%)
0.84
(91%)
Diﬀerence 11% 10% 22% 20%
Table 5.1: Average values of normalised brightness and relative percentages as referred
to illumination in empty areas. Some examples of acquisition areas are presented in
fig. 5.13. Values above 100% are due to extremely bright areas near the edge of some
specimens, as a result of the Fresnel fringe.
However, the identification of single quantum dots was carried on, in order to
identify their position and investigate possible patterns. The intensity profiles in
fig.5.14 were measured over single quantum dots, averaged over the width of the QDs
(that is approximately over 2nm). The drop of intensity value is attributed to the
quantum dots because their crystalline structure creates diﬀraction contrast with the
amorphous polymers: the Bragg diﬀraction deviates the electron beam from the optical
axis, where the BF detector is, resulting in a lower intensity for such nanoparticles.
Moreover, the size of the low intensity areas is consistently similar to that expected for
QDs, which is roughly 2.1 nm (according to supplier’s information).
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Figure 5.14: BF-TEM images and intensity profiles of F8BT:TFB 1:4 thin film with
quantum dots (zoom of areas 1,2 and 3 from fig.5.11). Three diﬀerent regions (area 1,
2 and 3) in the interface of F8BT and TFB domains were studied for QD detection.
Intensity profiles were taken across the red boxes of area 1(a), area 2(b) and area 3(c).
Intensities were averaged over the width of the quantum dot. Dashed white rectangles
are placed above the low intensity regions of quantum dots. Their size is approximately
2nm, as expected.
Even though the detected contrast and brightness level can be shared with samples
without QDs, the measures in fig. 5.14 were performed near a quantum dots cluster
(see fig.5.11 for an image of the entire area of investigation); together with the detected
sizes in the intensity profiles„ which match those of QDs, this seems to strongly support
the conclusion of the identification of QDs in our measures. However, no consistent
indication of distribution patterns could be proved, either by BF-TEM or STEM.
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5.5 Conclusions
BF-TEM capabilities were investigated and applied to real case of technological relev-
ance. Together with Dr. Kalloudis, we investigated the phase-separation and morpho-
logy of F8BT:TFB polymer blend in thin film, as well as the changes introduced by
addition of quantum dots. BF-TEM was used to analyse the blend and its conform-
ation, but mostly to detect single quantum dots and to study their distribution and
influence on phase separation. AFM data were used for comparison and to comple-
ment our conclusions. Phase-separation was not aﬀected by quantum dots, as domains
showed no significant change of size when nanoparticles were added to the blend. In
case of 1:1 weight ratio TFB rich sub-micrometer domains were embedded in a F8BT
rich layer. In the 1:4 F8BT:TFB polymer blend phase-separation changed, presenting
a continuous TFB rich matrix, populated by F8BT domains whose size was found to
be below 0.02 µm2.
The CdSe nanoparticles were detected in the blend by BF-TEM and HAADF
STEM: single particles were located but no consistent pattern in the nanoparticles
distribution could be detected, either by STEM analysis or contrast measurements.
Chapter 6
General Conclusions and Suggested
Future Work
6.1 General Conclusions
Electron microscopy and various related techniques, namely STEM and EELS, proved
eﬀective in describing the morphological properties of useful materials of diﬀerent kind
and related to diﬀerent devices. Inorganic, organic and composite samples were in-
vestigated, providing useful information on their morphology, which can be linked to
performances and production process: this will help to understand the best prepara-
tion method and the eﬀects of the production parameters. Diﬀerent length scales were
investigated eﬀectively, such as the angstrom scale or micrometer one, to analyse the
relevant distance for the properties of the materials: micron wide interfaces in case of
polymer blends and single unit cells in case of ceramic microwave dielectrics.
6.1.1 Atomic Structure and Chemistry of Ba6−3xNd8+2xT i18O54
Microwave Dielectric
Microwave ceramics are a class of materials which allows miniaturisation of key com-
ponents of telecommunication devices, such as mobile phones. The main relevant
properties of these ceramics are influenced by their atomic structure and chemistry,
which were investigated using HAADF data and EELS spectroscopy on a Barium Neo-
dymium Titanate (Ba6−3xNd8+2xT i18O54) sample. An extensive data analysis of those
experimental results led to the description of the unit cell of this material with sub-Å
precision. Study of samples with diﬀerent compositions and cooling rates showed that
the crystal structure was not aﬀected by those factors. The composition of the sample
was also probed with atomic resolution, showing presence of Ba in Neodymium sites,
namely with a bigger density in Nd[3], a lower one in Nd[2] sites and the least in Nd[1].
Our findings can constrain and integrate further Rietveld refinements of X-ray
diﬀraction and lead to a more comprehensive description of the atomic structure of
Ba6−3xNd8+2xT i18O54.
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6.1.1.1 Proposed Complementary Characterisation of Ba6−3xNd8+2xT i18O54
Our conclusions could be integrated and validated by additional simulations and ana-
lyses: for example it would be interesting to know the eﬀect of the beam spreading on
EELS spectroscopy. A simulation of our areal densities and EELS data could help to
identify the contribution of various elements and sites, in order to validate the fairly
complicated model we present. The integration of our result in Rietveld refinements
of X-ray can both support our findings and improve the description. It could also be
interesting to apply these two techniques to other materials, in order to prove the poten-
tial of these two complementary methods, particularly in the detection of substitution
ratios and patterns in crystals.
A more detailed investigation of Ba6−3xNd8+2xT i18O54 could benefit from a 3D
description, which could come from the same sample in a diﬀerent orientation. This
could lead to a better characterisation of atomic position and substitution in various
sites, even though it appears more complex to identify the sites (for example see fig.
4.17).
It would also be interesting to measure the properties of the materials, such as
permittivity, to link it to our crystallographic model and to the preparation methods,
in order to better understand the eﬀects and consequences of the preparation to achieve
an optimisation of the process.
6.1.2 Morphology Study of Organic-Inorganic Compounds
The conjugated polymers are considered a low cost alternative to inorganic semicon-
ductors in many applications. The addition of quantum dots in the blend caused
improvement of the eﬃciency in optoelectronic devices based on conjugated polymers.
However, the nanoscale structure of the blend can influence the performance of devices,
so it needs to be studied. The F8BT:TFB is one of the relevant compounds for opto-
electronic applications and its morphology in case of low molecular weight was studied
in this work. A thin film of F8BT:TFB polymer blend was investigated: the 1:1 and
1:4 weight ratio composition were analysed by BF-TEM and the data were complemen-
ted by AFM measurements. The phase separation changed significantly: the 1:1 ratio
specimen presents TFB sub-micrometer domains in a F8BT matrix; in the 1:4 weight
ratio sample, F8BT formed separated phases in a TFB layer, whose size is below 0.02
µm2. The introduction of CdSe quantum dots in 1:4 weight ratio blend was investig-
ated as well, with specific focus on both domains segregation and single quantum dot
detection. The majority of QDs was found to be clustered, even though some single
nanoparticles were detected. The quantum dots did not present any specific pattern in
their dispersion and the size of polymer domains did not show any noticeable diﬀerence
after the addition of QDs. Based on these result, the nanoparticles are not expected
to be hugely beneficial for a device based on this blend.
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6.1.2.1 Proposed Polymers-QDs Blend Characterisation Improvement
A further analysis of quantum dots dispersion in the phases could help to characterise
the morphology with more detail, which would improve the design of related devices.
A 3D reconstruction of the thin film would be an interesting contribution to the char-
acterisation of quantum dots dispersion, relative to the polymer phases. The electron
microscope has the ability to use tomography techniques and this sample is promising,
considered the good contrast of the QDs and its good durability under the electron
beam.
Appendix
MATLAB Scripts List
I personally wrote the following scripts (whose name are in italic, code is shown after
the description), with the exception of ploterr, which was published on internet [219]
by Felix Zoergiebel, Copyright © 2008, All rights reserved. All scripts were written
and used on MATLAB® software, on the 7.10.0 (R2010a) 64-bit version.
Ploterr plots points and their error margins in 2D. It was used to create map of
unit cells and the site variances.
Cellan identifies adjacent unit cells in a matrix. It requires the global list of sites
from the image interpolation and one initial unit cell. The number of cells to be
searched can be decided, as well as their position relative to the first one. The initial
cell is used to calculate lattice constants, which are used as characteristic distances to
locate additional cells. New sites are expected to be found by adding or subtracting
integer number of lattice constants from initial coordinates: an error margin is set for
acceptance. If no site is found, or more than one are found within the error zone, the
Atom_search script is used to select manually the right atom. The resulting cells are
overlapped by aligning to the their central atom.
func t i on [ c e l l x , c e l l y ] = c e l l a n ( datax , datay , ucx , ucy )
% ucx , ucx have to be not cente red
% corne r s o f r e c t angu l a r c e l l , Pe rovsk i t e i s s u i t a b l e
[ minx , imix ]=min ( ucx ) ;
[ miny , imiy ]=min ( ucy ) ;
[maxx , imax]=max( ucx ) ;
[maxy , imay]=max( ucy ) ;
na=length ( ucx ) ; %number o f atoms in the c e l l
nd=length ( datax ) ; %number o f atoms in data
co rn i =[ imix imiy imax imay ] ;
corn=f i nd ( d i f f ( s o r t ( c o rn i ) ) ==0, 1);% t e s t f o r same co rne r s
i f ~isempty ( corn )
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theta=pi /4 ; % in Radians
rotm=[ cos ( theta ) −s i n ( theta ) ; s i n ( theta ) cos ( theta ) ] ;
rcx=rotm ( 1 , : ) ∗ [ ucx ; ucy ] ; %counte r c l o ckw i s e r o t a t i on
rcy=rotm ( 2 , : ) ∗ [ ucx ; ucy ] ;
[~ , imix ]=min ( rcx ) ;
[~ , imiy ]=min ( rcy ) ;
[~ , imax]=max( rcx ) ;
[~ , imay]=max( rcy ) ;
c o rn i =[ imix imiy imax imay ] ;
end
a1=[ucx ( imax)−ucx ( imiy ) ucy ( imax)−ucy ( imiy ) ] ;
a2=[ucx ( imiy)−ucx ( imix ) ucy ( imiy)−ucy ( imix ) ] ;
f i g u r e
p l o t ( datax , datay , ’ . ’ , ucx , ucy , ’ r . ’ )
hold on
t i t l e ( ’ Titanium in Blue , Cations in Black ’ )
t =3.5 ; %thre sho ld
cen te r =[(maxx+minx )/2 (maxy+miny ) / 2 ] ;
s h i f t x =[ucx−c en te r ( 1 ) ] ; % cente r i s the o r i g i n to be s h i f t e d
s h i f t y =[ucy−c en te r ( 2 ) ] ;
inew=ze ro s (na , 1 ) ;
newx=s h i f t x ;
newy=s h i f t y ;
num=1;
% % TRIAL FEW CELLS
% s_a=[0 1 ; 0 −1; 1 0 ; −1 0 ; 0 0 ;0 2 ; 0 −2; 2 0 ; −2 0 ] ;
s_a=[0 0 ; 0 1 ; 1 0 ; 0 −1; 0 3 ; 1 −2; 1 −1; 1 3 ; 1 4 ; 2 3 ] ;
num=length ( s_a ) ;
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c e l l x =[ z e r o s (num, l ength ( s h i f t x ) ) ] ;
c e l l y =[ z e r o s (num, l ength ( s h i f t x ) ) ] ;
f o r s=1: l ength ( s_a)
f o r j =1:na
px=cente r (1)+ s h i f t x ( j )+s_a( s , 1 )∗ a1 (1)+s_a( s , 2 )∗ a2 ( 1 ) ;
py=cente r (2)+ s h i f t y ( j )+s_a( s , 1 )∗ a1 (2)+s_a( s , 2 )∗ a2 ( 2 ) ;
ind=f i nd ( ( abs ( datax−px)<t ) & ( abs ( datay−py)<t ) ) ;
% match between data and s h i f t e d cente r
i f l ength ( ind)~=1
inew ( j )=atom_search ( datax , datay , px , py , s h i f t x , s h i f t y , j ) ;
e l s e inew ( j )=ind ;
d i sp l ay ( ’ atom found ’ )
end
newx( j )=datax ( inew ( j )) ;% o r i g i n a l data
newy( j )=datay ( inew ( j ) ) ;
end
uc=[ imix , imay , imax , imiy , imix ] ;
p l o t (newx( uc ) , newy( uc ) , ’ k ’ )
c e l l x ( s , : )=newx ;
c e l l y ( s , : )=newy ;
end
% cente r does not have to be an atom ,
% ju s t x and y but need " l o c a l " c en t r e
end
Atom_search allows to manually identify which site actually corresponds to a given
atom of a unit cell. This is necessary when the expected position of the unit cell does
not match the real data. The script plots the expected position of a cell over the
actual coordinates of nearby sites. The position of the ambiguous atom is presented in
a diﬀerent colour and the user can click on the site which is deemed correct with the
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mouse. Its coordinates are returned to the cellan script.
f unc t i on [ i c ] = atom_search ( datax , datay , px , py , s h i f t x , s h i f t y , i )
j =0;
whi l e j==0
pcx=sh i f t x−s h i f t x ( i )+px ; pcy=sh i f t y−s h i f t y ( i )+py ;
f i g u r e
p l o t ( pcx , pcy , ’ ko ’ , datax ( 1 : 2 4 7 ) , datay ( 1 : 2 4 7 ) , ’ . ’ , . . .
%F i r s t 247 coo rd ina t e s r e f e r to one element
datax (248 : end ) , datay (248 : end ) , ’ k . ’ , . . .
%Second element , from 248 on ( d i f f e r e n t
px , py , ’ rs ’ )
%co lou r in the p l o t )
ax i s ( [ px−60 px+60 py−100 py+100])
[ x , y]=ginput ( 1 ) ;
index=f i nd ( ( abs ( datax−x)<5) & . . .
( abs ( datay−y ) <5)) ;
c l o s e % c l o s e l a s t f i g u r e
ax i s auto
i c=index ;
i f isempty ( index ) | | l ength ( index)>1
j =0;
e l s e
j=index ;
end
end
end
Seg_sort allows to select all the sites close to a line drawn by the user. It was used
to select particular sites, such as Nd[2] and Ba ones, from the global list of coordinates.
An error margin can be set with the input: all coordinates within that distance from
the drawn line will be sorted and returned by the script.
f unc t i on [ s , n]= seg_sort (x , y , mar)
% Detect ONLY po in t s near the segment de f ined by user
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hold on
p lo t (x , y , ’ . ’ )
t i t l e ( ’RIGHT MOUSE BUTTON TO FINISH ’ )
but = 1 ;
n=0;
whi l e but == 1
n = n+1;
[ xi , yi , but ] = ginput ( 2 ) ;
p l o t ( xi , yi , ’ r− ’ , ’ LineWidth ’ , 2 )
xy (n , : ) = [ x i . ’ y i . ’ ] ; %x1 x2 y1 y2
end
hold o f f
c l o s e
f o r i =1:n
i f abs ( xy ( i ,1)−xy ( i ,2)) >=0.01∗mar
p=p o l y f i t ( xy ( i , 1 : 2 ) , xy ( i , 3 : 4 ) , 1 ) ;
ind=f i nd ( abs (p (1)∗ x+p(2)−y ) <mar & . . .
min ( xy ( i ,1:2)) <= x & x <= max( xy ( i , 1 : 2 ) ) ) ;
e l s e
ind=f i nd ( min ( xy ( i ,3:4)) <= y & . . .
y <= max( xy ( i , 3 : 4 ) ) & . . .
abs ( xy ( i ,1)−x ) < mar ) ;
end
[~ , s_ind ]= so r t ( x ( ind ) ) ;
s . ( [ ’ l i n e ’ num2str ( i ) ] )= ind ( s_ind ) ;
end
end
Pinpoint plots an intensity map and collects a list of pixels selected by the user
with mouse clicks. These points are then used by the maxima script (see below) to
find a local intensity maximum within a given range, selected by the user. The pinpoint
script is used to find the maximum value of intensity corresponding to atomic columns
in areal density maps.
f unc t i on [M9, xp , yp ] = pinpo int (map , edge )
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contour f (map) hold on
% I n i t i a l l y , the l i s t o f po in t s i s empty .
M9 = [ ] ;
xp = [ ] ;
yp = [ ] ;
n = 0 ;
% Loop , p i ck ing up the po in t s .
d i sp ( ’ Le f t mouse button p i ck s po in t s . ’ )
d i sp ( ’ Right mouse button p i ck s l a s t po int . ’ )
but = 1 ;
whi l e but == 1
[ xi , yi , but ] = ginput ( 1 ) ;
p l o t ( xi , yi , ’ ko ’ , ’ MarkerSize ’ , 1 2 )
n = n+1;
x i=round ( x i ) ;
y i=round ( y i ) ;
xp (n)=x i ;
yp (n)=y i ;
end
c l o s e
[M9, xp , yp]=maxima(xp , yp ,map , edge ) ;
end
Maxima script finds which of the coordinates provided as input correspond to the
area of highest intensity: a sum of the pixel indicated by the coordinates and the 8
surrounding ones is considered to identify the highest value.
f unc t i on [M,Mx,My] = maxima( ix , iy , map , edge )
ix=round ( ix ) ; %round to p i x e l s
i y=round ( iy ) ;
s i z=s i z e (map ) ;
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f o r at=1: l ength ( ix )
x=ix ( at ) ;
i f (x<4)
%i n t e n s i t y i s analysed in an area 4 p i x e l wide , around x , y
x=4;
%o r i g i n a l c oo rd ina t e s are scanned , as we l l as the surroundings
e l s e i f (x>s i z (2)−4)
x=s i z (2)−4;
end
y=iy ( at ) ;
i f (y<4)
y=4;
e l s e i f (y>s i z (1)−4)
y=s i z (1)−4;
end
m=0;
f o r incx=−1∗edge : edge % scan around r o i
f o r incy=−1∗edge : edge
r o i x=x+incx ;
r o i y=y+incy ;
s=sum ( [map( ro iy −1, ro ix −1: r o i x +1 ) . . .
map( r o i y , ro ix −1: r o i x +1 ) . . .
map( r o i y +1, ro ix −1: r o i x +1) ] ) ;
%9 p i x e l s
i f ( s>=m)
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m=s ;
M( at)=s ;
%minus minimum in 9 p i x e l s ( so i t ’ s >0);
Mx( at)= ro i x ;
My( at)= ro i y ;
end
end
end
end
Corr scans areal densities of diﬀerent elements to normalise their concentration
and helps the user to label sites according to crystallographic criteria. Namely, sites
which are equivalent because of symmetric relations (such as Nd[1] and Nd[5]), have
their areal densities grouped together. First, given the maxima found by pinpoint areal
densities were calculated for areas of 3x3 pixels, approximately corresponding to those
of atomic columns. Nearby sites of diﬀerent elements were considered and their average
densities were calculated for normalisation. This procedure includes only neighbouring
locations to account for thickness variations. Once normalisation is completed the user
can select manually the symmetrically equivalent sites, whose areal densities are then
grouped together for later analyses.
c l c
c l o s e a l l
c l e a r a l l % c l e a r prev ious v a r i a b l e s and c l o s e f i g u r e s
load f ina l_x3_corr . mat %load s e t o f data
edge=2;
[ Tima9 , Tix , Tiy ]= p inpo int ( Ti05 , edge ) ;
[Ndma9,Ndx ,Ndy]= pinpo int (Nd08 , edge ) ;
[ Bama9 , Bax , Bay]= pinpo int (Ba08 , edge ) ;
mNd9=max(Ndma9 ) ;
mBa9=max(Bama9 ) ;
nNd=length (Ndx ) ;
nBa=length (Bax ) ;
% rNd_Ba=ze ro s (1 ,nNd ) ; % convBa=ze ro s (1 ,nNd ) ;
% Ba_map=ze ro s ( s i z e (Ba08 ) ) ; % Nd_map=ze ro s ( s i z e (Ba08 ) ) ;
Bax_2=Bax ;
Bay_2=Bay ;
Ndx_2=Ndx ;
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Ndy_2=Ndy ;
i=f i nd (Bax_2<edge+1);
i f s i z e ( i )>0
Bax_2( i )=edge+1;
end
i=f i nd (Bax_2>max( s i z e (Ba08))− edge ) ;
i f s i z e ( i )>0
Bax_2( i )=max( s i z e (Ba08))− edge ;
end
i=f i nd (Bay_2<edge+1);
i f s i z e ( i )>0
Bay_2( i )=edge+1;
end
i=f i nd (Bay_2>max( s i z e (Ba08))− edge ) ;
i f s i z e ( i )>0
Bay_2( i )=max( s i z e (Ba08))− edge ;
end
i=f i nd (Ndx_2<edge+1);
i f s i z e ( i )>0
Ndx_2( i )=edge+1;
end
i=f i nd (Ndx_2>max( s i z e (Ba08))− edge ) ;
i f s i z e ( i )>0
Ndx_2( i )=max( s i z e (Ba08))− edge ;
end
i=f i nd (Ndy_2<edge+1);
i f s i z e ( i )>0
Ndy_2( i )=edge+1;
end
i=f i nd (Ndy_2>max( s i z e (Ba08))− edge ) ;
i f s i z e ( i )>0
Ndy_2( i )=max( s i z e (Ba08))− edge ;
end
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% save BaNd08 .mat
Ba_map=Ba08/mBa9 ;
Nd_map=Nd08/mNd9;
f o r a=1:nNd
iT i=f i nd ( abs (Tix−Ndx( a))<15 & . . .
abs (Tiy−Ndy( a))<15 ) ;
iT i=f i nd ( abs (Bax−Ndx( a))<15 & . . .
abs (Bay−Ndy( a))<15 ) ;
mTi=mBa9 ;
conv=mTi/sum ( . . .
[ Nd111 ( t iy111 ( a)−1 , t ix111 ( a)−1: t ix111 ( a )+1 ) . . .
Nd111 ( t iy111 ( a ) , t i x111 ( a)−1: t ix111 ( a )+1 ) . . .
Nd111 ( t iy111 ( a)+1 , t ix111 ( a)−1: t ix111 ( a )+1 ) ] ) ;
iBa=f i nd ( abs (Bax−Ndx( a))<15 & . . .
abs (Bay−Ndy( a))<15 ) ;
peakBa=mean(Bama9( iBa )/mBa9 ) ; % a l ready 9 p i x e l s
convBa ( a)=mTi/peakBa ;
rNd_Ba( a)=mTi/( convBa ( a )∗sum ( . . .
[ Ba08 (Ndy( a)−1 ,Ndx( a)−1:Ndx( a )+1 ) . . .
Ba08 (Ndy( a ) ,Ndx( a)−1:Ndx( a )+1 ) . . .
Ba08 (Ndy( a)+1 ,Ndx( a)−1:Ndx( a )+1 ) ] ) ) ;
%s c a l e Ba as we l l
%Nd sca l ed up to Ti (9 p i x e l s )
Ba_map(Ndx_2( a)−2:Ndx_2( a)+2 ,Ndy_2( a)−2:Ndy_2( a )+2)=. . .
convBa ( a ) ∗ . . .
Ba08 (Ndy_2( a)−2:Ndy_2( a)+2 ,Ndx_2( a)−2:Ndx_2( a )+2);
%Ba s ca l ed up to Ti (9 p i x e l s )
Nd_map(Ndx_2( a)−2:Ndx_2( a)+2 ,Ndy_2( a)−2:Ndy_2( a )+2)=. . .
mTi/Nd08(Ndy( a ) ,Ndx( a ) ) ∗ . . .
Nd08(Ndy_2( a)−2:Ndy_2( a)+2 ,Ndx_2( a)−2:Ndx_2( a )+2);
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% convert Nd peak to Ti KEEP PEAK COORDINATES
% 9 adjacent p i x e l s
end
rBa_Nd=ze ro s (1 ,nBa ) ;
convNd=ze ro s (1 ,nBa ) ;
f o r a=1:nBa
iT i=f i nd ( abs (Tix−Bax( a))<15 & . . .
abs (Tiy−Bay( a))<15 ) ;
iT i=f i nd ( abs (Ndx−Bax( a))<15 & . . .
abs (Ndy−Bay( a))<15 ) ;
mTi=mNd9;
conv=mTi/sum ( . . .
[ Nd08(Tiy ( a)−1 , t ix111 ( a)−1: t ix111 ( a )+1 ) . . .
Nd111 ( t iy111 ( a ) , t i x111 ( a)−1: t ix111 ( a )+1 ) . . .
Nd111 ( t iy111 ( a)+1 , t ix111 ( a)−1: t ix111 ( a )+1 ) ] ) ;
%9 p i x e l s
iNd=f i nd ( abs (Ndx−Bax( a))<15 & . . .
abs (Ndy−Bay( a))<15 ) ;
s=0;
f o r b=1: l ength ( iNd )
i f ( ndx111 ( iNd)==1)
ndx111 ( iNd )=2;
end
i f ( ndy111 ( iNd)==1)
ndy111 ( iNd )=2;
end
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i f ( ndx111 ( iNd)==s i z ( 2 ) )
ndx111 ( iNd)= s i z (2)−1;
end
i f ( ndy111 ( iNd)==s i z ( 1 ) )
ndy111 ( iNd)= s i z (1)−1;
end
s=s+sum( sum(
Nd111 ( ndy111 ( iNd)−1:ndy111 ( iNd )+1 , . . .
ndx111 ( iNd)−1:ndx111 ( iNd )+1) ) ) ;
%9 p i x e l s
end
peakNd=mean(Ndma9( iNd )/mNd9) ;
convNd( a)=mTi/peakNd ;
rBa_Nd( a)=mTi/( convNd( a )∗sum ( . . .
[ Nd08(Bay( a)−1 ,Bax( a)−1:Bax( a )+1 ) . . .
Nd08(Bay( a ) ,Bax( a)−1:Bax( a )+1 ) . . .
Nd08(Bay( a)+1 ,Bax( a)−1:Bax( a )+1 ) ] ) ) ;
%s c a l e Nd as we l l
%Nd sca l ed up to Ti (9 p i x e l s )
Ba_map(Bax_2( a)−2:Bax_2( a)+2 ,Bay_2( a)−2:Bay_2( a )+2)=. . .
mTi/Ba08 (Bay( a ) ,Bax( a ) ) ∗ . . .
Ba08 (Bay_2( a)−2:Bay_2( a)+2 ,Bax_2( a)−2:Bax_2( a )+2);
%convert Nd peak to Ti
% 9 adjacent p i x e l s
Nd_map(Bax_2( a)−2:Bax_2( a)+2 ,Bay_2( a)−2:Bay_2( a )+2)=. . .
convNd( a ) ∗ . . .
Nd08(Bay_2( a)−2:Bay_2( a)+2 ,Bax_2( a)−2:Bax_2( a )+2);
end
Bam=rot90 ( Ba_map−min(min (Ba_map) ) ) ;
Ndm=rot90 ( Nd_map−min(min (Nd_map) ) ) ;
CHAPTER 6. GENERAL CONCLUSIONS AND SUGGESTED FUTURE WORK 161
mm=max(max ( [Bam Ndm] ) ) ;
f i g= ze ro s ( [ s i z e (Bam) 3 ] ) ;
f i g ( : , : , 1 )= f l i p ud (Bam/mm) ;
f i g ( : , : , 3 )= f l i p ud (Ndm/mm) ;
imshow( f i g , ’ I n i t i a lMagn i f i c a t i o n ’ , ’ f i t ’ )
cont=Ba_map+Nd_map;
f i g u r e
contour f ( rot90 ( cont ) )
co l o rba r
f i g u r e
imagesc (Nd08)
hold on
p lo t (Ndx_2 ,Ndy_2 , ’ . ’ , ’ MarkerSize ’ , 1 2 )
ind=ze ro s ( l ength (Ndx_2 ) , 1 ) ;
cxy = [ ] ;
n = 0 ; % Loop , p i ck ing up the po in t s .
d i sp ( ’ Centra l Points ’ )
d i sp ( ’ Right mouse button p i ck s l a s t po int . ’ )
but = 1 ;
whi l e but == 1
[ xi2 , yi2 , but ] = ginput ( 1 ) ;
p l o t ( xi2 , yi2 , ’ ko ’ , ’ MarkerSize ’ , 1 2 )
n = n+1;
x i2=round ( x i2 ) ;
y i2=round ( y i2 ) ;
cxy ( : , n ) = [ x i2 ; y i2 ] ;
end
f o r a=1: l ength ( cxy )
i 2=f i nd ( abs (Ndx_2−cxy (1 , a))<2 & . . .
abs (Ndy_2−cxy (2 , a))<2 ) ;
ind ( i 2 )=2;
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end
di sp ( ’ Press any button to continue ’ )
pause
% s i t e s 3 4
xy34 = [ ] ;
n = 0 ; % Loop , p i ck ing up the po in t s .
d i sp ( ’ Extreme Points , s i t e 3 and 4 ’ )
but = 1 ;
whi l e but == 1
[ x34 , y34 , but ] = ginput ( 1 ) ;
p l o t ( x34 , y34 , ’ ro ’ , ’ MarkerSize ’ , 1 2 )
n = n+1;
x34=round ( x34 ) ;
y34=round ( y34 ) ;
xy34 ( : , n ) = [ x34 ; y34 ] ;
end
f o r a=1: l ength ( xy34 )
i 34=f i nd ( abs (Ndx_2−xy34 (1 , a))<2 & . . .
abs (Ndy_2−xy34 (2 , a))<2 ) ;
ind ( i 34 )=4;
end
d i sp ( ’ Press any button to continue ’ )
pause
% s i t e s 1 5
xy15 = [ ] ;
n = 0 ; % Loop , p i ck ing up the po in t s .
d i sp ( ’ Middle Points , s i t e 1 and 5 ’ )
but = 1 ;
whi l e but == 1
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[ x15 , y15 , but ] = ginput ( 1 ) ;
p l o t ( x15 , y15 , ’ go ’ , ’ MarkerSize ’ , 1 2 )
n = n+1;
x15=round ( x15 ) ;
y15=round ( y15 ) ;
xy15 ( : , n ) = [ x15 ; y15 ] ;
end
f o r a=1: l ength ( xy15 )
i 15=f i nd ( abs (Ndx_2−xy15 (1 , a))<2 & . . .
abs (Ndy_2−xy15 (2 , a))<2 ) ;
ind ( i 15 )=1;
end
l=length (Ndx_2 ) ;
pBa=ze ro s ( l , 1 ) ;
sBa=ze ro s ( l , 1 ) ;
sNd=ze ro s ( l , 1 ) ;
f o r a=1: l
sBa ( a)=sum(sum ( . . .
Ba_map(Ndy_2( a)−2:Ndy_2( a)+2 ,Ndx_2( a)−2:Ndx_2( a )+2) ) ) ;
sNd( a)=sum(sum ( . . .
Nd_map(Ndy_2( a)−2:Ndy_2( a)+2 ,Ndx_2( a)−2:Ndx_2( a )+2) ) ) ;
pBa( a)=sBa ( a )/ ( sNd( a)+sBa ( a ) ) ;
end
i c=f i nd ( ind==2);
i e=f i nd ( ind==4);
im=f ind ( ind==1);
r1=pBa( im ) ; % r a t i o f o r Nd1
r2=pBa( i c ) ; % f o r Nd2 etc .
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r3=pBa( i e ) ;
mnd=[mean( r1 ) ,mean( r2 ) ,mean( r3 ) ] ;
snd=[ std ( r1 ) , s td ( r2 ) , s td ( r3 ) ] ;
f i g u r e
bar ( [mnd’ snd ’ ] , ’ grouped ’ )
t i t l e ( ’ Percentage o f Ba in Nd S i t e s ( x=0 .3 ) ’ , ’ f o n t s i z e ’ , 1 2 )
x l ab e l ( ’Nd S i t e s ’ )
l egend ( ’ Percentage ’ , ’ \ sigma ’ , ’ f o n t s i z e ’ , 1 2 , ’ Location ’ , ’ NorthWest ’ )
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