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CHAPTER: I 
Different Spectroscopic Techniques 
First, a summary of experimental techniques that have been used in this work 
or likely to be used in the further work will be presented. These are: 
1. Electron Paramagnetic Resonance Spectroscopy 
2. Nuclear Magnetic Resonance Spectroscopy 
3. Laser Raman Spectroscopy 
4. Fourier Transform Infrared Spectroscopy 
5. X-Ray DifTraction 
1. Electron Paramagnetic Resonance Spectroscopy: 
1.1. Introduction: Electron paramagnetic resonance (EPR) is a branch of 
absorption spectroscopy in which radiation of microwave frequency is 
absorbed by molecules or ions possessing electrons with unpaired spins. This 
phenomenon has been designated by different names: "electron paramagnetic 
resonance" (EPR), "electron spin resonance" (ESR) and "electron magnetic 
resonance" (EMR). 
The first experimental observations on EPR were reported by Zavoiski in 
1945 m Russia and a little later by Cummerow and Haliday in U.S.A. In 
1947, for the first time, Bagguley and Griffith in England could perform an 
experiment at 9.4 GHz in the X-band of microwave frequencies and this is the 
frequency, which is commonly used in the study of EPR. This EPR technique 
is now used in different branches of science like Condensed Matter Physics, 
Chemical, Material and Biological sciences for fundamental research. For 
easy reference, we present a brief introduction to theoretical and experimental 
development of EPR. 
1.2. Theory of Electron Paramagnetic Resonance 
An electron of spin angular momentum s=l/2 in a magnetic field can have 
values of m,= +1/2 which in the absence of the field leads to a doubly 
degenerate spin energy state. When a magnetic field is applied, this 
degeneracy is removed. The low energy state has the spin magnetic moment 
aligned with the field and corresponds to the quantum number, m^ = - Mt, 
while the high energy state, m, = + '/a, has its moment opposed to the field. In 
EPR, a transition between the two different electron spin energy states occurs 
upon absorption of a quantum of radiation in the radio frequency or 
microwave region depending upon the value of the magnetic field. The 
energy of the transition is given by: 
E=hv = gpHo 
Where h is the Planck's constant, v the frequency of radiation, p the Bohr 
magneton. Ho the field strength, and g the spectroscopic splittmg factor. For a 
free electron g has the value of 2.0023, The magnitude of g depends upon the 
orientation of the molecule containing the unpaired electron with respect to 
the magnetic field. In a solution or in the gas phase, g is averaged over all 
orientations because of the free motion of the molecules, but in a crystal, 
movement is restricted. 
Atoms or ions possessing resultant angular momentum acquire magnetic 
moment. When they are placed in an external magnetic field, there is 
preponderance of magnetic moment orientation along the magnetic field and 
the substance develops Para magnetism; i.e., a net magnetic moment in the 
direction of the magnetic field. The contribution to the resultant ^gular 
momentum comes both from orbital motion as well as intrinsic spin of the 
electrons. Electron Paramagnetism is found in the following: 
1. Atoms, molecules and lattice defects possessing an odd number of 
electrons, for examples: free sodium atoms, gaseous nitric oxide (NO), 
organic free radicals such as CH/, diphenyl picryl hydrazyl (DPPH); F 
centers in alkali halides. 
2. Free atoms and ions with a p^ ly filled inner shell i.e., the group of 
elements containing 3d,4d,4f,5d electrons. 
3. A few compounds with even number of electrons such as O2 having ground 
state with partly filled molecular shell. 
4. Metals md semiconductors with unfilled conduction bands. 
Paramagnetic ion has magnetic moment associated with it and its ground 
state is degenerate in the absence of an external magnetic field. Whenever, 
this ion is placed in a static magnetic field, degeneracy is removed wd the 
levels undergo 'Zeeman splitting'. This Zeeman splitting is somewhat 
different from the Zeeman splitting observed in Optical spectroscopy where 
splitting produces fine structure in main electronic transitions. In EPR, 
trwisitions between Zeeman levels themselves, mostly of the ground state are 
detected. Application of oscillating magnetic field induces magnetic dipole 
transitions between Zeeman levels and in the process, there is absorption of 
energy from the oscillating field. V«u-iation of static magnetic field, shows a 
series of maxima depending upon the system under investigation. The plot 
between absorption energy and magnetic field is called the EPR spectrum and 
the phenomenon itself is known as electron paramagnetic resonance. 
The magnetic moment of an atom or ion will be 
fi = -gpj (1.1) 
where, g is spectroscopic splitting factor and p is the Bohr magneton which is 
given by 
p= eh/47mic=9.27410x 10'^ ' erg/gauss 
The energy values of the system in a applied magnetic field H are given by 
the expression 
UMj=gPHMj (1.2) 
Where, Mj takes values from J, J-1, -J aaid there will be (2J+1) 
equally spaced energy levels. 
For the sake of simplicity, we consider the case of single spin with no orbital 
moment i.e., S=l/2, L=0, J=l/2 then multiplicity will be (2J+1)=2 and 
Mj=±l/2.Now in this case Eq. (1.2) becomes 
Uii/2=±l/2 gpH (1.3) 
When microwave radiation of frequency v (energy hv) is applied 
perpendicular to the magnetic field H, magnetic dipole transition t^es place 
between adjacent levels given by selection rule 
AM=±1 
U,/2-U.,/rgPH=hv 
or hv=gPH (1.4) 
Where, h is Planck's constant and Eq. (1.4) is called resonance condition. 
The splitting of a degenerate electronic level (Ms=+l/2) in a magnetic field 
has been shown in Fig.1.1. 
1.3, EPR Spectrum as Derivative Curve 
The EPR spectrum can be obtained by plotting intensity of absorption against 
the strength of applied magnetic field. However, the preferable way to 
represent EPR spectrum is as derivative curve in which the first derivative of 
the absorption is plotted against the strength of the magnetic field. The 
number of peaks in the absorption derivative curve can be determined from 
the number of the minima or maxima. The peak height of absorption or 
derivative curve does not provide much information. But, the total area 
covered by the derivative curve is proportional to the number of unpaired 
fng. 1.1: iLiiorgY wsds lor S=^  ¥i (Iree electron) In i» 
magnetic field and the resonance conditi on 
electrons in the sample and by comparing the number of electrons with a 
standard sample, number of electrons in unknown sample caui be calculated. 
1.4 Spectroscopic Splitting Factor 'g' 
The spectroscopic splitting factor g is a tensor quantity. For a free electron 
its value is 2.0023, but this value is slightly modified m molecules. If there is 
no additional splitting then £q. (1.2) is valid. The total angular momentum is 
generally expressed by symbol S which is the effective spin of the system and 
then, 
UM,= gPHM, (1.5) 
Due to the mixing of the wave functions and the choice of the quaitization 
axis, the g-factor become an isotropic and is described by symmetric tensor of 
rank 2. 
g 
Sxx Sxy gxz 
syx $yy $yz 
g« 
(1.6) 
The g value in xy plane can be obtained by the following equation 
g'= sJ cos'e + gyy' sin'e + g:^^sin20 (1.7) 
Similarly g value equations in yz and zx planes can be written. If magnetic 
field is applied in a direction with direction cosines (1, m, n) with respect to 
the prmcipal axes, the energy values are given by Eq. (1.5) where g value is 
given by the following relation. 
g='=lW+mV+«W (1-8) 
In the case of cubic symmetry, gja = gyy = ga i.e., the g-factor becomes 
isotropic and is independent of the choice of the axes. But in the case of axial 
symmetry 
g^=gyy=g±; gzz=g| and Eq.(1.8) reduces to-
g^=gj^cos^m-gi^sm^e (1.9) 
The experimentally observed g-value does not match completely with the 
theoretically predicted g-value based on the static crystal field approximation. 
It is also found that spin interaction in crystal differs from those observed 
in free ions. The magnitude of the orbital part of the magnetic moment is 
found to depend on the crystal field and is usually different for different 
directions of H i.e., it shows the angular variation and from which symmetry 
of the crystal field can be determined. 
1.5 Internal Crystalline Field Effects 
In EPR active substances, the splitting of energy levels can take place 
under the action of two types of fields namely internal crystalline field and 
applied magnetic field. In the absence of any electric or magnetic field the 
different combinations of orbital quantum number L and spin quantum 
number S have seune energy, and the ion will have an energy level (2J+1) fold 
degenerate. If an electric field (produced by ions in the surrounding lattice) 
acts on the ion, the degeneracy of the levels will be removed because different 
quantum states have different energy levels. Depending upon the magnitude 
of crystalline field with respect to other interactions, it is generally classified 
into three main classes. 
1.5.1 Weak Crystal Fidd 
If the effect of the crystal field is relatively small so that L and S coupling 
still holds then the total angular momentum vector J will precess about the 
direction of the crystalline field and the energy levels will split into different 
components depending upon different values of J i.e. Mj quantum number. 
Rare earths and actinides compounds are good examples of this type, where 
the unpaired electrons are somewhat shielded from the direct effect of the 
crystalline field. 
1.5.2 Intermediate Crystal Fidd 
In this case, the crystal field interaction is greater than spin-orbit 
interaction, so coupling between L and S is broken down and each precesses 
about the direction of electric field and J ceases to be a good quantum number 
The different energy levels will be defmed by the ML Md Ms quantum 
numbers. It is usually found that the splitting produced by intermediate 
crystalline field and ML is very large (about 10 cm ) and hence only lowest 
level is populated at ordinary temperatures. The best examples of these are 
hydrated salts of the iron group, where the unpaired electrons are most 
directly affected by the crystalline field. In such cases, the lowest field is 
(2S+l)-fold degenerate in spin and some of this degeneracy also may be lifted 
by the crystal field to produce small zero field splitting of the energy levels. 
1.5.3 Strong Crystal Field 
In this case, the effect of the crystal field can be very strong, so that it 
not only breaks coupling between L and S but also coupling between one 
electron tmd another. For the ions of 4d and 5d transition groups, there is 
tendency of covalent bonding due to which the orbitals of the paramagnetic 
ions and neighboring ligands overlap appreciably. In this case spins tend to 
pair off under Pauli exclusion principle and the effect corresponding to odd 
electron spin left over is obtained. 
1.6. The Role of Rdaxation Processes in EPR 
The relaxation processes play very important role in sustainmg population 
difference between the energy levels. This population difference is essential 
for occurrence of EPR. Whenever, microwave radiation is incident on the 
specimen sample, it tries to equalize the population in corresponding energy 
levels. As soon as population in two levels becomes equal, it will not be 
possible to absorb microwave power further i.e., no EPR signal. But in 
practice we observe EPR because of certain interaction of spins with its 
environment. There we two basic relaxation processes (spin-lattice mid spin-
spin interaction) which are mvolved in sustaining the population difference 
between the energy levels. 
1.6.1 Spin-Lattice Relaxation 
In spin-lattice relaxation process energy transfer takes place from spin 
system to the lattice and the mean time required for this energy transfer is 
called spin-lattice relaxation time Xi. Spin-lattice relaxation occurs via mainly 
three mechanisms. 
(a) Direct Process 
In direct process, for two level system, relaxation occurs through transfer 
of energy from a single spin to a single vibrational mode of crystal lattice 
which has essentially same frequency as needed in EPR. When relaxation is 
through direct process, spm-lattice relaxation time XIQC1/H^ and is 
independent of spin concentration. The direct process is important at low 
temperatures only i.e. below 4K. 
(b) Raman or Indirect Process 
At high temperatures, Raman process becomes predominant. In this 
process, a phonon is in elastically scattered in the process of flipping a spin. 
Energy is conserved and this process is found to be strongly dependent on the 
temperature. When T<8D, iiocl/T^ and for T>8D, TIQCI/T^ where 0D is the 
Debye temperature. 
(c) Orbach Process 
In this process, there is absorption of aphonon which excites the spin system 
to a much higher level at an energy A above the ground doublet. It is then 
followed by the emission of another phonon of slightly different energy so 
that the magnetic ion is indirectly transferred from one level to the other of 
the ground doublet. This process is strongly temperature dependent. 
1.6.2. Spin-Spin Relaxation 
Spin-spin relaxation is the process in which spin can exchange energy 
themselves, instead of giving it back to the lattice. In the framework of this 
process, mainly two types of interactions i.e. dipole-dipole and exchaige 
interaction have been identified. 
(a) Dipole-dipole Interaction 
The dipole-dipole interaction arises from the influence of magnetic field 
of one paramagnetic ion on the dipole moments of neighboring ions. Each 
such ion may be regarded as a magnetic dipole, which will be precessing in 
the applied magnetic field. Its component in the direction of the applied field 
will have a steady value, and this will produce an extra magnetic field at the 
neighboring paramagnetic ions which alters the total field value slightly and 
this alteration of field causes shifts in energy levels. This effect is found to 
vary with angle of the ^plied field, and the contribution of each neighboring 
dipole will have an angular dependence of the form (3Cos^6-l) where 0 is the 
angle between the lines joining dipoles and the direction of the ^plied field. 
First order spin-spin interaction is independent of both magnetic field 
strength and temperature and the only way to reduce broadening of this effect 
is to move the paramagnetic ion further apart by dilutmg the salt with 
isomorphous diamagnetic equivalent. The spin-spin interaction falls of rapidly 
with distance and in calculating the line width it is usually necessary to 
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consider the immediate neighbours. The line shape produced by this 
interaction is more or less Gaussian but not so sharp at the peak. 
(b) Exchange Interaction 
If in a parame^netic compound, paramagnetic ions are close enough i.e. 
sep^ u^ ation of the magnetic ions is less than 0.5 nm, exchange interaction may 
occur between them which can alter the line width considerably. If the spins 
^e identical, the effect of exchange is to narrow the lines at the center and 
widen at the wings but reducing the width at half maximum. The line shape 
approximates to aLorentzian. 
The anisotropic exchange generally comes into the picture when 
magnetic ions have anisotropic g-tensors, even if the exchange interaction 
between the true spins of the ions is itself isotropic. Anisotropic exchange 
interaction may also give rise to the broadening of the resonance line. 
1.7. Line Broadening 
There are many type of interactions which influence the line width. 
However, the Heisenberg uncertainty principle sets the ultimate minimum 
width AEAt> h, where AE is the uncertainty in energy and At is the 
uncertainty in tune spent by the electron m energy levels. Using hAv for AE, 
the uncertainty in resonance frequency corresponds to a half width Av=l/27ix 
where x corresponds to the relaxation time. 
The vM"ious sources which cause line broadening are dipole-dipole 
interaction between spins, spin-lattice relaxation, mteraction of spins with 
radiation field, exchange interaction, motion of unpaired spms m microwave 
field, diffusion of spin system, excitations through the paramagnetic sample, 
hyperfme interactions, anisotropy of splitting of spin levels, dipola* 
11 
interactions between spins with different Larmor frequencies and in 
homogeneities in applied d.c. magnetic field. 
1.8, Spin-Hamfltonian 
In an EPR active system, the unpaired electron is neither isolated nor 
free. It frequently interacts with a variety of nuclei and electrons in various 
degrees. So the magnetic field H in Eq. (1.4) becomes sum of various 
components. The observed spectrum contains information about different 
local fields acting on many electrons. In Quantum Mechanics, the energy of 
electrons is obtained from the total Hamiltonian which is written as follows. 
H=H„+Her+H.o+H„+H,+Hhi+Hq+H„+He (1.10) 
The various terms in Hamiltonian (H) are due to; 
Ho= free electron 
H„=CrystaI field 
H,o-electronic spin-orbit interaction 
H„=electronic spin-spin interaction 
Hx = interaction of electron with external magnetic field 
Hhrlnteraction between the electron and nuclear magnetic moment 
Hq =quadrupole mteraction 
H„= interaction of nuclei with external magnetic field 
He= exchange interaction between two types of electrons. 
The fu^ st three terms (Ho, HQ. and H^ o) usually corresponds to the energies 
relevant to the transitions in the visible and IR regions and are not observed in 
EPR. Practical EPR spectroscopy concerns itself mainly with fine structure 
Hjs, Zeeman splitting Hz and hyperfine interaction Hhf, as nuclear Zeeman and 
quadrupole interactions are negligibly small. 
The best way to consider all energy contributions in EPR is to express 
them in following form including nuclear Zeeman and quadrupole terms-
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H,=p.S.g.H+S.D.S+S.A.I-PNH.gN.I+LQ.I (1.11) 
Where, S and I are the electronic and nuclear spins respectively. The first 
term in the Eq. (1.11) represents Zeeman interaction with the s j^plied 
magnetic field H. D in the second term represents the quadrupolar coupling to 
the crystal field. The third term expresses hyperfine interaction between S and 
I, the fourth term represents the quadrupolar coupling between nuclear 
spin I wid the electric field gradient of the ion. These tensors are diagonalized 
in a system of orthogonal wes known as principal axes. In principal axes 
system Eq. (1.11) can be written as (neglecting nuclear Zeeman interaction) 
Hs=P(gxH^x+ gyHySy+ g,H,S^+D[S^l/3S(S+l)]+E[S,'-S/] 
+A^X + AyS;[y 4- AXh + Q'[I^1/3I(I+1)] + Q"[lM/] 
(1.12) 
Where, 
D = D^-(Dx+Dy)/2 
E = (D,+Dy)/2 
Q'= Qr(Qx+Qy)/2 
Q"=(Q,+ Qy)/2 
gx, By, gz and Ax, Ay, Az are components of g and A tensors respectively 
along principal axes. 
1,9, Fine and Hyperfine Structures 
When a paramagnetic ion is positioned in a diamagnetic host system, the 
surrounding diamagnetic ion will give rise to an electric field at the site of the 
pM"amagnetic ion. The degeneracy of energy levels can be removed by this 
electric field and generate a fine structure which appears when the splitting is 
small enough so that the levels are populated. Interactions like spin-orbit 
coupling, electron spin-spin coupling and the Stark effect of an asymmetrical 
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crystalline electric field are generally responsible for the fine structure. The 
tr^sition between Zeem^i levels are neither equally spaced nor of equal in 
intensity and their relative positions will depend on the orientation of the 
crystal in magnetic field because crystalline fields are anisotropic in nature 
being governed by the symmetry of the crystal. 
Hyperfme interactions are mainly because of interaction between 
electronic magnetic moment and nuclear magnetic moment of the 
•7-4-
paramagnetic ion. The quartet structure in the EPR of Cu ion Mid octet in 
the EPR of Vo^ "^  ion are the results of hyperfme interactions. The origin of 
this can be interpreted simply by assuming that the nuclear magnetic moment 
produces a magnetic field Hn at the magnetic electrons and resonance 
condition (1.4) is modified to-
hv=gpiH+Hj (1.13) 
where. He takes up (21+1) values and I is the nuclear spin. 
The interaction energy in terms of hyperfme splitting constant A can be 
written as-
Ehf=AS.I (1.14) 
The value of hyperfme constant gives idea about the effect of covalence of the 
paramagnetic ion with the legends. R. S. Title studied the paramagnetic 
resonance of Mn^ ion in variety of host lattices and from these observations, 
he concluded that hyperfme interaction constant decreases linearly with the 
increase of covalence. 
1.10. Specifications Of EPR Spectrometer 
Our EPR investigations were carried out on a JES-RE2X, JEOL(Japan) 
X-band ESR spectrometer. Detailed specifications of the spectrometer [11] 
used in present study are as follows; 
Reference frequency 8.8-9.6 GHz 
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Sensitivity 
Resolution 
Frequency stability 
Microwave output 
Cavity mode 
Detection method 
Magnetic field modulation 
Magnetic field sweep method 
Magnetic field sweep mode 
Magnetic field sweep width 
Mode 
Recorder 
1.0xlO'''/r(with lOOkHz 
magnetic field modulation) 
47 mG can be resolved with a 5mm 
sample tube at 100 KHz modulation 
1x10-' 
O.I)aW-200mW variable (minimum 
O.OOlfiW, optional) 
TEoii, cylindrical 
Horaodyne crystal detection 
0.0002-2mT(100KHz) 
0.0002.1mT (SOKHz) 
0.0002.0.2mT(25KH2) 
Direct read-out and linear field sweep 
Single sweep, repetitive sweep, 
external input sweep 
35 steps of 0,1,1.5,2.5,4,5,7.5 
X 0.01,0.1,1,10,100 
Selectable from among DY, DYT, YT 
DYT type 
Magnetic field sweep time 
• Chart width 
0.5,1,2,4,8,16,32,64,128 min/360mm 
(when observed on recorder and 
oscilloscope) 0.1,0.2,0.5,1,2,5,10,20 
sec,(when observed on oscilloscope 
only) 
DY:250(W)-360(L)mm 
15 
• Oscilloscope 
• Magnetic field interval 
(at the center) 
• Magnetic field stability: 
Power fluctuation 
Moment stability 
Prolonged stability 
• Magnetic field variable range 
magnetic field homogeneity 
• Main coil 
DYT : Dy'swidth xl.5,2 and 3 
YT:0.5,1,2,4,8,16,32,64,128 
min/360mm 
228mm persistence type 
62m m (44m m ;option al) 
±5«10-7±5% AC power 
fluctuation 
lxlO-^or0.3M,T 
IxlO-'/h at 330mT 
Residual magnetic field-1300mT 
(Tap44mm:1700mT) 
±5«10'Veffective sample volum at 
330 mT 
Low impedance cooling type 
Set up for the JEOL ESR spectrometer is shown in the Figure. 1.2 
o 
c 
-J 
O 
C 
c 
16 
2. NUCLEAR MAGNETIC RESONANCE SPECTROSCOPY: 
Introduction: Suppose we put a sample of some substance that contains 
nuclei with spin of /4 in a magnetic field B. The spins of most of these nuclei 
will become aligned parallel to B (spm-up) because this is the lowest energy 
state. If we now supply electromagnetic (em) radiation at the Larmor 
frequency VL to the sample, the nuclei will receive the right amount of 
energy to flip their spins to the higher state (spin-down). This phenomenon 
is called nuclear magnetic resonance (NMR) and it gives a way to determine 
nuclear magnetic moments experimentally. Generally, radio frequency (rf) 
radiation is supplied at a fixed frequency by a coil around the sample, and B 
is varied until the energy absorbed is a maximum. The resonance frequency 
is then the Larmor frequency for that value of B, from which |a can be 
calculated. 
In addition to acting as point electrostatic charges, some atomic 
nuclei possess magnetic moments. This was originally put forward as a 
hypothesis by Pauli to explain some of the details of hyperfme structure 
found in optical atomic spectra. If a system of nuclei with magnetic 
moments is kept in an external magnetic field, these nuclear magnets will 
experience torques and will tend to be aligned parallel to the field. The direct 
observation of such a lining up is difficult, but under ^propriate conditions 
it is possible, as they can absorb energy from a magnetic field oscillating 
with a frequency in the radio-frequency region. Such absorption gives rise to 
what are called nuclear magnetic resonance spectra often abbreviated as 
NMR spectra. If the nucleus has no magnetic moment, no magnetic 
resonance spectrum can be observed. Nuclear resonance effects were fu'st 
detected m bulk matter in 1945 by Purcell, Torrey, and Pound and by Bloch, 
Hansen, and Packard using simple materials as solid paraffin and water. 
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By measuring NMR spectra, we are using a nucleus essentially as 
a magnetic probe to investigate local magnetic effects inside a molecular 
system. This local field near a particular nucleus will depend on its chemical 
environment and is governed by a number of factors including the 
polarization of remote parts of the sample, magnetic moments (nuclear and 
electronic) of neighbouring molecules, and in terra olecular effects due to 
other nuclei ^ d electrons in the same molecule. Therefore this form of 
spectroscopy is of potential value in the problems involving the investigation 
of molecular structure and environmental effects, and its application to many 
brsuiches of chemistry has rapidly followed the development of physical 
techniques. 
Nudear Spin and Magnetic Moment: 
So far as magnetic properties of nuclei are concerned, they are best classified 
according to their angul^ momenta and spin. The general principles of 
qufmtum mechanics demand that the maximum measurable component of 
the angular momentum of ^ y system must be an integral or half-integral 
multiple of the modified Planck constant ft = {h/ln). For the maximum 
observable component of angular momentum, we may write 
P = Ifi = Ih/27i (1) 
I is referred to as the nuclear spin quantum number or more commonly the 
nuclear spin. There are a number of nuclei that have 1=0 and hence possess 
no angular momentum. This class of nuclei mcludes all those that have both 
an even atomic number and an even mass number; for example, '^C, '^0, 
and ^^ S. These nuclei can not experience magnetic resonance under any 
circumstance. A list of few nuclei that have non-zero spm is 
1= V2 : 'H, % ^^ C, ''N, ''F, ^^ P; 
1 = 1 : 'H(D), '"N; 
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I - l : '% '% ''0, ^^a, "Al, ^'Cl, "Co. 
Those ouclei that have nonspherical nuclear charge distribution have an 
electric quadrupole moment Q. Each of the nuclei having angular 
momentum possess a magnetic dipole moment, or a magnetic moment ^. 
One can think of this moment qualitatively as arising from the motion 
(spinning) of a chsffged particle. All data on magnetic properties of nuclei 
are consistent with the hypothesis that the magnetic moment is zero if I = 0, 
and that if I is nonvanisbing the moment is always parallel to the angulu* 
momentum. We can express this fact by writing 
" ? = Y " ? (2) 
The constant of proportionality y is called the magnetogyric ratio and is 
different for different nuclei, since it reflects nuclear properties not 
accounted for by the simple picture of a spinning charged particle. 
Sometimes y is termed as the gyromagnetic ratio. 
Classical Mechanical Description of NMR; 
In considering the interaction of a magnetic moment with an applied 
magnetic field, we can use either a classical mechanical or a quantum 
mechanical treatment. Each has some advantage; particularly for the 
understanding of transition effects and exchange processes, it is very 
convenient to use a classical approach, whereas in discussing chemical shifts 
and spin couplings, it is necessary to use energy levels resulting from a 
quantum treatment. 
Let us consider the interaction of a magnetic field Ho (typically 10,000-
25000 gauss) with a magnetic moment"]!. As shown in figure 2.1, the 
moment lies at some angle 0 with respect to the field. The magnetic 
interaction between Ho and j^S generates a torque tending to tip the moment 
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toward Ho. Because the nucleus is spittnmg, the resultant motion does not 
change 0 but rather causes the magnetic moment to precess around the 
magnetic field, as indicated by the dashed path traced out by the end of]J. 
Mathematically the torque L is given by classical magnetic theory as 
L ='t x% (3) 
From classical mechanics 
d?/dt = L (4) 
so 
dp/dt = "jj xTto (5) 
or d(fl/Y)/dt = "ft xlf, 
or dfj/dt = y]! X H, (6) 
Since the length of jj, is constant, equation (6) expresses the fact that the 
motion of fi occurs with only a single degree of freedom, namely, a 
precession about Ho- Such a precession of fi with angular velocity and 
direction given by cOo is expressed by 
dp/dt = "w<, x ^ (7) 
Comparing equations (6) and (7) we see that 
«>o = - y Ho (8) 
Thus the nuclear moment precesses about HQ with a frequency 
Vo= \ CO J/In =ynn% (9) 
Equation (8) and (9) is often called the Lannor equation. The precession (or 
Larmor) frequency is thus directly proportional to the applied magnetic field 
and also dependent on y (or ]x) which varies from one nucleus to another. 
From the Larmor equation we notice that frequency is angle 
independent. Hence the nucleus precesses at a frequency governed by its 
r 
Fis. 2,1: Vectorial Representation oiLarmor Precession 
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own characteristic properties and that of the magnetic field. On the other 
hand the energy of this spin system does depend on 0, since 
E = -TiH<, = -^HoCose (10) 
Now if we place a small magnetic field Hj at right angles to H,,, and"|il is 
made to rotate aboutHo at a frequency Vo (Figure 2.1), then'p experiences 
the resultant of Ho and Hi and 0 changes by d0. Energy is thus absorbed 
from the field Hi into the nuclear spin system, rotates at any frequency 
\^ V(„ then it is alternately in and out of phase with"]!, and no net energy 
absorption occurs. Hence the absorption of energy is a resonance 
phenomenon, sharply tuned to the natural nuclear precession frequency. 
Although the production of such a rotating field Hi is obtained from a 
linearly polarized electromagnetic field that results from the passage of 
electric current at frequency v through a coil. Such a field may be regarded 
as being the resultant of two components rotatmg in phase but in opposite 
directions. If this field is polarized along the x axis, it may be thought of as 
resulting from two equal fields counter rotating in the xy plane. 
Mathematically 
Hr = (Hi)x Cos 27ivt + (Hi)y Sin 27T:vt 
(11) 
H, = (Hi)^ Cos 27i:vt - (Hi)y Sin 2itvt 
Obviously the sura of Hr and Hi has only an x component. One of these 
components will be rotating in the sane sense as the precessing nuclear 
magnet with which it will interact when the frequencies are the same. The 
Fio. 2.2: I lie 21 i 1 Of icntaiion niii With Respect To 
Ho And The Quantization of The Projection of 
fi On Ho. The Case iikistrated is for I = 3/2. 
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other component will have no effect on the nucleus and need not be further 
considered. 
The source of line^Iy polwized radio frequency radiation is a radio 
frequency oscillator capable of generating a signal of constant frequency the 
power of which can be varied if necessary. This signal is fed to a coil 
situated in the pole gap of the magnet and wound with its axis perpendicular 
to the direction of the magnetic field. Such sn arrangement provides for a 
magnetic component of the electromagnetic field to rotate in a plane at right 
angle to the main field direction. Thus, if a sample is placed inside the coil it 
will be effectively submitted to a rotating magnetic field correctly oriented 
for the induction of nuclear magnetic transitions. 
Quantum Mechanical Description of NMR; 
As with other branches of spectroscopy, an explanation of many aspects of 
NMR requires the use of quantum mechanics. Luckily, the particular 
equations needed are simple and can be solved exactly. 
In quantum theory, the energy of interaction between a magnetic moment 
and an applied field, given by equation 10, appears in the Hamiltonian 
operator H., 
H = "^^o (12) 
By substituting from equation I and 2, we have 
H = 7h1[,T (13) 
Here I is interpreted as an operator. From the general properties of spin 
angular momentum in quantum mechanics, it has been shown that the 
solution of this Hamiltonion gives energy levels in which 
E^=.YfamH, (14) 
The quantum number m may assume the value 
22 
-1,-1+1, ,1-1,1 
There are thus 21+1 energy levels, each of which may be thought of as arising 
from an orientation ofj l with respect to Ho such that its projection on Ho is 
quantized (see Fig. 2.2). For the particularly importimt case of 1= '/j there are 
just two energy levels; in this case we often spes^ of a nuclear spin as 
having 'flipped' from an orientation with the field to one opposed to the 
field. The energy separation between the states is linearly dependent on the 
magnetic field. 
In these terms NMR arises from transitions between energy levels, just as 
in other branches of spectroscopy. Transitions are induced by the absorption 
of energy from an applied electromagnetic field. The presence of this field is 
treated by adding to the Hamiltonian a term expressing interaction between 
- > 
the spin system and the applied radio-frequency field Hi. 
H' = 2^iCos27rvt (15) 
From the well- established results of time dependent perturbation theory we 
fmd that the probability of transition per unit time between levels m and m' 
is 
Ptnm- = r' Hi' I < m / I,/m '> M 5 ( v ^ . - v) (16) 
2Hi is the magnitude of the radio-frequency field applied in the x direction, 
with Ho in the z direction; < m/ljm' > is the quantum mechanical matrix 
element of the x component of the nuclear spin operator and is zero unless 
Vmm' = v; Vnm' is the frequency corresponding to the energy difference 
between states m and m', as given by Bohr relation 
Vn„„' = AE^./h (17) 
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which finally comes to 
v=(Y/27t) H, (18) 
The resonance condition is expressed in the delta function. Actually the delta 
function would predict an infinitely sharp line, which is unrealistic; therefore 
it is replaced by a line shape function g (v) which has the property that 
{o"g(v)dv = 1 (19) 
Then equation (16) becomes 
Ptmn' = r 'HiM<ra/I^m'>| 'g(v) (21) 
Spin- lattice Rdaxation Time-
As it is clear that a uniform static magnetic field Ho separates the energies of 
the two spin states (for a nucleus with spin Va) by an amount 2 |jflo, where }x 
is the nuclear magnetic moment. If a whole assembly of such nuclei is in 
thermal equilibrium at temperature T, the lower of these two states will be 
more populated and the ratio of the populations will be given by the 
Boltzmann factor exp(2pHo/kT). The probabilities of a given nucleus being 
in the upper or lower state are respectively, 
V2 (1 - pRJkl) and V2 (1 + pHo/kT) (22) 
And if the assembly of nuclei- spins (with I = H) is not in a magnetic field, 
the populations of the two nuclear spin states are equal. 
Let n. and n+be the number of nuclei per unit volume in the upper and lower 
states, respectively, we attempt to determine the value of the difference 
n = n+ - n. (23) 
as a function of time. 
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Suppose W. _» + and W+ ^ . be the probabilities per unit time for a given 
nucleus to make upward or downward transitions by interaction with other 
molecular degrees of freedom. These two probabilities will be slightly 
different, for in equilibrium the total number of upward transitions per unit 
time must be equal to the corresponding number of downward transitions. 
Thus, 
n. W . ^ . = n. W.^ . (24) 
using the equilibrium value of n+ and n, from Eq. (22) 
[W.^.]/[W.^ .] = n./n.= [l + 2fxHo/KT] (25) 
Since an upward transition decreases the excess number n by 2 
and a downward transition increases it by 2, we have the 
differential equation 
dn/dt= 2n. W.^ + - 2n+W+^ . 
If we write W for the mean of W. _,+ and W+_> . , 
W.^ + = W [1+ ^H,/KT] 
W.^^ . = W [1-^Ho/KT] 
Putting these values in Eq. (26) we have. 
(26) 
(27) 
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dn/dt = W (1 + ^Ho/KT) (2n .)-W (1 - ^Ho /KT)(2n+) 
dn/dt = 2W (n. - n+) + i^Ho/KT (n. + n+) 
or dn/dt = 2W (n+-n.)- iiEJKT (ii+ + n.) 
dn/dt = -2W (n - n «,,) (28) 
where Oeq = [|^ Ho/KT] (n+ + n.) (29) 
the rate of approach to equilibrium is proportional to the 
departure from equilibrium. 
It is usual to define a time Ti by 
Ti= 1/2W (30) 
n - neq = (n - Ueq) eVlj (31) 
The difference between the excess population and its equilibrium 
value, therefore, is reduced by a factor e after a time Ti. This 
time is a measure of the rate at which the spin system comes into 
thermal equilibrium with the other degrees of freedom. It is 
usually referred to as the spin-lattice relaxation time. 
Line Widths -
We know that an NMR line is not infinitely sharp, and we 
assume some function g(v) as the line shape. The existence of 
spin-lattice relaxation implies that the line must have a width at 
least as great as can be estimated from the uncertainty Principle: 
AE. A t~h (32) 
Since the average life-time of the upper state can not exceed Ti, 
this energy level must be broadened to the extent of h/Ti, and 
thus the half-width of the NMR line resulting from this transition 
must be at least of the order of 1/Ti. 
26 
Besides spin-lattice relaxation, the interaction between nearby 
nuclear magnetic moments also increases the line-width. The 
field experienced by one nuclear moment and caused by another 
of magnitude ^ at a distance r is proportional to ^/r . A given 
nucleus experiences a field of this magnitude from each of its 
neighbours, and each such contribution may either augment the 
field applied to the sample or subtract from it, depending on the 
orientation of each magnetic moment with respect to the applied 
field. It is apparent that not all nuclei in a macroscopic sample 
will experience the same internuclear field thus the response 
frequencies of the nuclei will differ, and the observed line will 
be broadened. 
Therefore, when the line width is greater than that predicted 
from Ti it is convenient to define another time T2 (shorter than 
Ti), which is called the spin-spin relaxation time. T2 is defined 
as 
v ' / sTz- l (33) 
where vVi is the width of the line at half maximum intensity. 
Also a more precise definition of T2 can be formulated in terms 
of the line shape function g(v) as follows: 
T2 ='/2 [g(v)].„. (34) 
Chemical Shifts 
The chemical shift, which is really the corner stone of chemical 
applications of NMR, has its origin in the magnetic screening of 
nuclei produced by electrons. Thus a nucleus experiences not the 
magnetic field that is applied to the sample (H^), but rather the 
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field after it has been altered by the screening or shielding of the 
electrons surrounding the nucleus. Since electrons are magnetic 
particles also, their motion is influenced by the imposition of an 
external field; in general, the motion induced by an applied field 
is in a direction so as to oppose that field. Thus at the nucleus 
the magnetic field is 
H (nucleus) = Ho - (T Ho 
H, ( 1 - 0 ) 
Here cr is known as screening factor or shielding factor. This c is 
dependent on the orientation of the molecule relative to the 
applied field. 
With the inclusion of the shielding factor, the Larmor equation 
relating the resonance frequency and the applied magnetic field 
(Ho) is 
Vo = Y/27IHO(1-CT) 
we can now distinguish two cases; 
(a) Suppose the field is held fixed at H© and the frequency is 
varied to scan the spectrum. The resonance frequencies of the 
sample and reference are 
V, = y/27i:Ho(l-a) 
VR = 7/271 Ho (1-(JR) 
If we define chemical shifts as: (in part per million) 
8 = [(Vs - VR)/VR] X 10^ 
we get 
S=(<iR- as)x 10' 
28 
since <j « 1. (b) Now if radio frequency is held constant at VQ 
and magnetic field varied, then 
V, = y/ln Hs (1 - (Js) 
Vo = y/ln HR (1 - CR) 
To obtain consistency with the foregoing definition of 8 
we must define 
5 - [ H R - H , / H R ] X 10' 
we obtain 
5 = [((TR- as )/l-<Ts] X 10' 
((TR - as) X lO' 
If we examine the NMR spectra of a given species of nuclei in 
various chemical environments, either in different molecules or 
in different chemical positions in the same molecule there will 
be a corresponding set of different values of the screening 
constant. 
When two or more nuclei in a given molecule have identical 
screening constants and give rise to identical chemical, shifts, 
they are said to be equivalent. Normally such type of nuclei 
occupy chemically equivalent positions in the molecule. For 
example, the three protons of the methyl group in ethyl alcohol 
form a set of equivalent nuclei, and the two protons of the 
methylene group form another distinct set. The number of 
protons giving rise to each signal can be derived from the 
relative intensities when the chemical shifts are large. From the 
known structure of the compound, one can determine the 
equivalent nuclei by inspection of the chemical formula. 
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Molecules containing only one species of magnetic nuclei 
provide the simplest type of NMR spectrum as all the nuclei are 
equivalent. Such compounds give a spectrum consisting only of a 
single sharp line, with no fine structure. Compounds of this type 
are therefore particularly well suited as reference compounds in 
chemical-shift measurements. 
As a result, resonance will occur in a different part of the 
spectrum for each chemically distinct position. This 
displacement of a signal for different chemical environments due 
to variations in screening constants is referred to as a chemical 
shift. 
Let us consider CH3CH2OH ethyl alcohol, as an example. In this 
molecule there are three types of proton: the three protons on the 
methyl group, the two protons on the methylene group, and one 
proton on the hydroxyl group. A typical proton magnetic 
resonance spectrum of liquid ethyl alcohol under conditions of 
low resonance is given as following: cv\^ 
It clearly shows three separate signals corresponding to the three 
types of protons. Further, the intensities are approximately in the 
ratio 3:2:1 allowing immediate identification. A variety of 
experimental methods has been devised to observe resonance 
signals; the continued improvement and development of the 
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methods has made possible the field of high-resolution NMR 
spectroscopy. 
The Nuclear Magnetic Resonance Experiment 
The simplest experiment and arrangement for observing NMR 
absorption may be illustrated by means of the schematic diagram 
in Fig. 2.3. A sample containing nuclei which possess a magnetic 
moment is placed between the poles of a magnet of magnetic 
field strength Ho. The magnetic moments of the nuclei in the 
sample tend to orient in the direction of the field, giving rise to a 
resultant macroscopic magnetic moment. The effect of the 
magnetic field, is to cause a precession of the macroscopic 
moment about the direction of the field with an angular 
frequency yHo. If now a small coil T, connected to an rf signal 
generator, is wound around the sample so that the axis of the coil 
is at right angles to the direction of the applied field, there is 
introduced a small alternating magnetic field of strength Hi 
which rotates about the H^  direction with the particular radio 
frequency used. The field Hi tends to tilt the direction of the 
moment away from the Ho direction as the radio frequency is 
increased close to the precession frequency; at the resonant 
frequency, transitions correspond to some of the nuclear magnets 
changing their orientation in the field. The energy absorbed in 
this process produces a drop in rf voltage in the tuned circuit 
containing the transmitter coil; the voltage drop may be detected, 
amplified, and fed into the vertical deflection plates of an 
oscilloscope. In practice, the radio frequency of the signal 
-2 
u 
a. 
o 
es 
u 
cs a 
CL 
< 
a 
I— 
• « 
31 
generator is fixed and the applied field Ho is varied near the 
value at which resonance occurs. This is accomplished by 
mounting, on the pole faces of the magnet, coils which can be 
used to sweep the field with an amplitude of a few gauss at some 
low frequency (about 50 cycles/sec). The same sweep signal can 
be fed into the horizontal deflection plates of an oscilloscope, 
and the recurring absorption signal is displayed on the screen. 
In 1946, NMR absorption was first detected, independently, by 
two groups of workers. Purrell, Torrey, and Pound observed 
changes in the sample coil (Fig. 2.3) when resonance was 
obtained in the sample, while Bloch, Hansen, and Packard 
investigated the signal induced in a receiver coil wound around 
the sample but at right angles to a second (transmitter) coil. Both 
methods were applied immediately to accurate measurement of 
nuclear magnetic moments. In the course of this work, it was 
found that the value obtained for a particular nucleus depended 
slightly on the chemical compound chosen. 
Single-coil Method (Bridge Method) 
In the arrangement shown in Fig. 2.3 the signal voltage induced 
across the tuned circuit is very small, and difficulties are 
encountered in obtaining a sufficiently high signal-to-noise ratio. 
In order to reduce the rf level at the input to the amplifier so that 
considerable rf amplification level at the input to the amplifier 
so that considerable rf amplification can be effected and also 
reduce the relative magnitude of the output fluctuations arising 
from amplitude fluctuations in the signal generator, a bridge 
-' . -I ° 
2 < o _ i u 
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circuit was used to balance out the extraneous noise and allow 
only the voltage change due to the absorption of power by the 
nuclei to come through to the amplifier, 
A successful bridge circuit was used first by Purcell, Torrey, 
and Pound and improved by Bloembergen, Pureell, and Pound. A 
schematic diagram of their apparatus is shown in Fig.2.4. The 
field (ca. 7,000 gauss) was provided by a permanent magnet. A 
signal generator of fixed radio frequency of about 30 Mc/sec was 
employed, so that the magnet was then swept in this region with 
an amplitude of about 15 gauss at a frequency of 30 cycles/sec 
by means of the sweep coils at the poles of the magnet. The 
sample and coil were in one arm of a balanced bridge, so that 
resonance absorption in the sample caused a change in bridge 
balance. The other arm of the bridge had a dummy circuit which 
was identical to that containing the sample, but not in the 
magnetic field. The resonance unbalanced the bridge and gave 
rise to an absorption signal, a disperson signal, or a mixture of 
the two according to the amplitude and phase balance of the 
bridge. Either phase or amplitude unbalance could be obtained as 
desired, yielding in the first case the dispersion curve and in the 
second case the absorption curve. 
For detecting weak signals, a narrow-band amplifier and 
balanced mixer were used after the rf amplifier and detector. 
This combination is usually referred to as a "lock-in" or phase-
sensitive, amplifier. It should be pointed out that the output of 
the lock-in amplifier in the case of amplitude unbalance gives 
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the derivative of the absorption curve, whereas for phase 
unbalance the derivative of the dispersion curve is obtained, i.e., 
a large peak flanked symmetrically by two minima. 
Double Coil Method: 
Nuclear resonance is detected in the single-coil method by 
changes in the impedance of a tuned circuit. In the induction 
method two coils at right angles are used. The receiver coil is 
wound around the sample with its axis y perpendicular to both 
the axis of a transmitter coils x and the direction of the field z. 
In this arrangement the signal picked up by the receiver coil is 
that resulting from the absorption of energy by the nuclei. This 
signal is thus isolated from the background rf signal by a 
geometrical arrangement of two coils, whereas in the bridge 
method isolation is accomplished by balancing two electrical 
circuits. 
A schematic diagram of the crossed-coil nuclear-induction 
apparatus, first used by Bloch, Hansen, and Packard, is shown in 
Fig. 2.5. This apparatus employed a permanent magnet of field 
strength 1,826 gauss, which for proton resonance corresponds to 
a fixed radio frequency of 7.76 Mc/sec. The resonance signal, 
after amplification, was displayed by sweeping the field at a 
frequency of 60 cycles/sec. As in the bridge method, for 
detection of weak signals a narrow-band amplifier and balanced 
mixer may be used after the rf-amplifier- detector system, that is, 
a lock-in amplifier. 
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We recall that the driving field Hi is TC/Z out of phase with the 
signal to be observed. Further, since Hi is very much larger than 
the weak signal to be detected, the coupling between transmitter 
and receiver coils must be small. This is accomplished by having 
the axes of the two coils almost at right angles to each other. 
Under these conditions, the residual coupling effect of Hi, called 
leakage, serves as a source of carrier signal, but as mentioned 
above, it is %ll out of phase with the signal to be detected. If the 
leakage is denoted by a large vector and the resonance signal by 
a small vector at right angles to it, it is readily seen that 
variations in the signal cause variations is amplitude of the 
vector sum which are quadratic in the signal (a small effect). 
However, if the phase of the leakage is changed by 7c/2 so that 
the vectors are collinear, vaiations of signal amplitude appear 
linearly in the vector sum, and the resulting amplitude 
modulation is readily detected. 
In order to achieve the desired phase shift of the leakage, a 
rather ingenious device was introduced. A paddle, which is a 
semicircular sheet of conductor mounted on a spindle lying along 
the axis of the transmitter coil, was used to regulate the 
magnitude of the leakage, or more precisely, the amount of 
component of the leakage which is %ll out of phase. 
APPLICATION OF NMR SPECTROSCOPY; 
NMR turns out to be far more useful than just a way to find 
nuclear magnetic moments. The electrons around anucleus partly 
shield it from an external magnetic field to an extent that 
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depends on the chemical environment of the nucleus. The 
relaxation time needed for the nuclei to drop to the lower state 
after having been excited also depends on this environment. 
These properties of NMR enable chemists to use NMR 
spectroscopy to help unravel details of chemical structures and 
reactions. For instance, the hydrogen nuclei in the CH3, CH2, and 
OH groups have slightly different resonant frequencies in the 
same magnetic field. All of these frequencies appear in the NMR 
spectrum of ethanol with a 3:2:1 ratio of intensities. Ethanol 
molecules are known to contain C atoms, six H atoms, and one 0 
atom, so they must consist of the three above groups linked 
together. The formula CH3CH2OH thus better represent ethanol 
than C2H6O, which merely lists the atoms in its molecule. The 
intensity ratio 3:2:1 corroborates this picture since the CH3 
group has three H atoms, CH2 has two and OH has one. The NMR 
spectra of other spin -1/2 nuclei, such as C and P are also of 
great help to chemists. In medicine, NMR is the basis of an 
imaging method with higher resolution than X-ray 
chromatomography. In addition, NMR imaging is safer because 
rf radiation, unlike X radiation, has too little quantum energy to 
disrupt chemical bonds and so can not harm living tissue. What 
is done is to use a non uniform magnetic field, which means that 
the resonance frequency for a particular nucleus depends on the 
position of the nucleus in the field. Because our bodies are 
largely water, H2O, proton NMR is usually employed. By 
changing the direction of the field gradient, an image that shows 
the proton density in a thin slice of the body can then be 
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constructed by a computer. Relaxation times can also be mapped, 
which is useful because they are different in diseased tissue. 
3. Laser Raman Spectroscopy: 
Introduction: When light passes through any material, some of it is always 
deflected from the main propagation direction, i.e. it is 'Scattered.' Raman 
scattering is inelastic while Rayleigh scattering is elastic. In the Raman 
effect the original photon energy hvo may be either reduced or augmented 
and the (observable) difference is accounted for by an energy transition in 
the material. When a photon is entirely absorbed or spontaneously emitted as 
in normal infrared, ultraviolet, or visible absorption or emission 
spectroscopy, the radiation is in resonance with the energy level transition of 
the material during the process. The energy change in Raman scattering is 
therefore said to be due to 'non-resonant' 'absorption' or emission. The 
information available about the energy levels of the scattering material is 
quite different from that obtained from resonance methods. This is partly 
because the effect is no longer dominated by one transition moment, and 
partly because the scattered photon brings extra information away with it. 
Although vibrational or rotational states are generally involved, 
electronic states have also been examined by Raman Spectroscopy. In the 
latter, resonant absorption occurs but is followed, after a measurable (« 10"^  
sec) lifetime of the excited state, by resonant emission involving either the 
sane lower state (resonance fluorescence) or a different one. Raman 
scattering aid fluorescence tu"e frequently difficult to separate 
experimentally. In theory also the distinction is not so clear-cut as might be 
supposed. Conventionally, a Raman process is one in which the lifetime of 
the excited state is of the order of a vibrational period about 10''^ sec. 
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Fluorescence occurs after a more definite occupancy (perhaps about 10'^  sec) 
of a particular excited state. However, in the resonance Raman effect one 
transition moment dominates the scattering probability, and an arbitrary line 
h ^ to be drawn between the two time scales, at which resonance Raman 
passes into short-lived (partially quenched) resonance fluorescence. In 
practice this region is seldom encountered. 
In a Raman spectrometer an intense monochromatic light source is 
required ; experimental and theoretical considerations generally place this 
some where in the visible region. An optical system for collecting scattered 
light is followed by a highly discriminating monochromator, and a detection 
system. This system may be modified with the probable advent of a tunable 
source. 
A Raman spectrum can always be obtained from an ideal sample, but lasers 
have made it much easier to obtain the spectra of non-ideal smnples. For 
coloured materials the helium-neon md ruby lasers provide an intense st^le 
red source, whereas previous red sources have often been weak, unst^le, or 
'dirty,' The large majority of coloured samples absorb least at the red end of 
the spectrum. In the case of powders it is necessary for the excitation to be 
very intense over a small area; this is easily achieved by focusing a laser 
beam. 
Basic Units of a Modem Raman Spectrometer: 
Source : The primary advantages of the laser sources over the discha-ge 
lamp are the lack of continuum away from the laser emission, and the single 
intense line. 
The helium- neon source emits at 6328 A°, has a power of upto 100-200 
mw, a line width of less than 0.1 cm'\ and apart from some relatively weak 
spurious lines from the neon energizing discharge, virtually no background 
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continuum. Use of a 'spike' filter to isolate the laser line removes this 
spurious radiation and therefore, in most respects, produces the ideal Raman 
source. 
Pre-SIit Optics and Sampfing Systems; Almost every laser-Raman 
instrument seems to have its own unique sampling system and pre-slit 
optics. However, the basic requirements are the same in each case. To 
illuminate the sample in such a way that dn acceptable image is produced to 
be passed efficiently to the entr^ce slit of the monochromator. 
The basic geometry is the conventional 90^  system where the laser beam 
passes normally to the direction of view. 
Monochromators; It has been pointed out already that the Raman bands 
are extremely weak relative to the radiation at the exciting frequency v, and 
these bands are, of course, close to v in frequency. If one is to study 
opalescent materials, or to use optical arrangements other than the ideal, the 
ratio Iv /IRaman becomes even more unfavourable. It is therefore essential to 
use a monochromator system with very high discrimination. If a 
monochromator is illuminated with a perfect monochromatic source of 
frequency v, the radiation leaving the system should theoretically be zero 
until the monochromator is scanned across v, when the signal will maximize 
and then return immediately to zero beyond v. 
The efficiency of a monochromator, as far as its energy transmission is 
concerned, is a function (amongst other things) of the slit height and the 
focal length. It is therefore desirable to use as high a slit as possible. 
Detectors, Amplifiers, and R«»rders: Photoelectric recording is achieved 
normally by the use of aphotomultiplier, amplifier, ^ d recorder. 
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PhotoffluUipHer for laser Raman work are always of the low-noise 
type and are sensitive at longer wavelengths. A photocathode of the Si or 
(for red lasers) the 520 type is normally used. These tubes although sensitive 
out to 8500 A°, show a very steep fall-off m performance from the green to 
longer wavelengths. As a result, with the helium-neon laser, performance of 
the spectrometer falls off rapidly to the Stokes side of the exciting line. 
A number of amplification systems ^e in current use. In the most popular, 
lock-in or synchronous amplification, the optical beam is interrupted before 
the detector at a low audiofrequency, and the a.c. signal from the detector is 
amplified by a phase sensitive amplifier, filtered to remove 'noise', and 
rectified to produce an output d.c. potential proportional to the intensity of 
the radiation to be detected. 
Recording presents little problem, since an enormous range of millivolt 
recorders can be bought. In Ram^ spectroscopy it is essential to be able to 
examine bands again and again in order to choose the optimum slit and gain 
settings, ^ d therefore the chart must be mechanically synchronized with the 
wavelength derive. 
We now describe the laser Raman spectrometer available in our lab. It is 
spectra physics 700. The spectra physics laser spectrometer is shown in the 
Fig. 3.1. Main components of the spectrometer are: 
Source: He- Ne laser or Argon-ion laser. 
Sample System : Focused laser, 90° system; liquid cells available; powders 
and crystals accessible, analyzer and polarization scrambler incorporated. 
Monochromator: Double Ebert system with gratings mounted back-to-
back; 400mm focal length; pre-set slits at 1, 2, 4, and 8 cra'^ ; aperture f/5.6; 
gratings 1180 lines/mm, blazed at 5000A° range 23, 500-11, 300 cm"'; 
Scanning by stepping motor. 
^O^pL. 
*~ \ \ 
_J \ \ 
CO \ \ 
LU \ \ 
^~ \ \ < 1 ' 
Q \ 
LU \ 
S \ 1 
(X \ i 
lU \ / 
*~\ 1/ ^w 
V /<^\ 1/ / I / 2 \ U / 
/ \ / f- \ A / 
\ / < \ / \ / V ^ \ / \ / 
Avv^ \ / %.l 
^^"O'H^y ^ - ' 1 
^^ i^  
a 
ML 
o 
U) 
^ 
r 
o 
cr CO 
o 
40 
Detfictor-Amplifier- Recorder: I.T.T.-FW 130 tube; cooler available at 
extra cost; photon counting detection plus automatic switching to d.c. at high 
light levels; stepping motors driven together for scanning the recorder and 
monochromator; recorder of x-y type, with 11x7 inch platten. 
We will briefly describe LASER. 
The term LASER stands for Light Amplification by Stimulated Emission of 
Radiation, and is used to cover a wide range of instruments producing 
radiation in the ultraviolet, visible, Mid near and far-infrared. 
There are two types of lasers: pulsed and continuous. 
The pulsed laser has been joined by a large number of devices which will 
operate continuously. With adequate design (especially efficient cooling) 
and use of ver>' powerful sources such as the tungsten-iodine-inquartz 
incandescent lamps, it is possible to operate some of the normal pulsed 
lasers in a continuous manner. The Nd^ ^ in yttrium aluminium garnet and 
ruby devices ^e typical in this respect, and outputs of the order of 1 watt 
have been obtained with them by far the most important continuous lasers 
are those based on gaseous discharges. The classical device is the helium-
neon laser which consists of a discharge tube containing the gases (He-Ne 
pressure 1:7) inside a resonator cavity. The radiation produced by such a 
device is plane-polarized as well as being coherent. The cavity is generated 
normally by using either one plane and one convex or two convex mirrors. 
Typical characteristics for a powerful helium-neon laser of value in 
Raman spectroscopy are: wavelength 6328 A°; linewidth- 0.1 cm''; power 
30-150 mw (+0.5 % or less, fluctuation); divergence of beam ZZT; power 
consumption -100 W; cooling by air. Lifetimes are now very extended; 
Spectra Physics have reported a tube life of >15,000hr. 
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Probably the most widespread is the argon ion device, which is used in our 
laboratory and is shown in the Fig. 3.2 
Typical Characteristics are: wavelength of most powerful lines 4880 or 
5145A°; linewidth~o.25cni"'; power 1-2 W per line (+ 2-10% fluctuation); 
divergence <1°; power consumption upto 10 kW normal; water cooling; life 
of tubes --lOOOhr. In order to generate large numbers of cations, an ultra-
intense discharge is produced (0.3 cm diameter tubing often used to carry a 
current of 30 amp) in the cavity. To confme laser action to one line, a prism 
is usually placed inside the cavity and arr^iged so that rotation there of 
makes the cavity aresonator for only one wavelength. 
Argon Ion Laser Theory: The argon ion laser is representative of a class of 
gas lasers that produce continuous wave (CW) output and have high plasma 
temperatures. The energy level diagram of singly-ionized argon is shown in 
Fig. 3.3. It can be assumed that the two ground state sublevels of the 4s^ p 
states that constitute the two lower states for all of the argon ion laser 
transitions have very short lifetimes and very high probabilities of emitting 
energy and droppmg to the argon ion ground state. Unlike the neutral atom 
lasers, where by far the greater part of the entire population is in the ground 
state, the population at any given time in an ionic ground state is not very 
large, owing to recombination processes that return the ion to levels in the 
neutral atom energy level scheme. Thus there is no tendency for self -
absorption to develop a "bottleneck" that would tend to build up a 
population in the lower laser levels by collisions. In addition, the energy 
separation between the lower laser levels and the ground state of the ion is 
very-large-about 17 electron volts-so that, even through the plasma is at a 
high temperature, there is no tendency for a Boltzmann population 
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equilibrium to be established between the ionic ground state and the lower 
laser levels. 
In argon, the existence of only two common lower states for a large 
number of visible laser transitions would cause one to think that stronger 
competition effects might exist between the various lines ending on a 
common level. Such competition effects would be manifested 
experimentally by the observation that certain lines would be much stronger 
if observed singly (by me^s of a resonator containing a prism) than when 
all lines are observed together. 
It has been found that in argon, however, that, although such effects 
exist, they are generally minor, and use of the prism does not change the 
power in the principal lines by more than about 10%. Similarly, there does 
not appear to be much competition, even in the case of upper state 
populations which are shared by more than one laser transition. For this 
reason, the use of a prism or other dispersing element in a laser resonator is 
not a particular advantage in CW ion lasers and, if used. Serves the purpose 
of allowing the user to obtain only one wavelength at a time. A more 
interesting effect in the case of argon, specifically, is that of relative 
intensity and gain ratios in the case of the two strong lines, 488 nm and 
514.5 nm. Most of the visible laser transitions in the CW argon ion laser 
have approximately the same power to gain ratio as the 488 nm line, 
although they are weaker than that line and generally have less gain. The 
514.5 nm line, however, has only about Vi the gain of the 488 nm line, but 
has approximately 25% more power output when the gain is sufficient to 
overcome internal losses. This effect is largely due to difference in the 
atomic constants that determine the power-to-gain ratio, owing to the fact 
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that the 514.5 tira upper state comes from a different family of levels t h^ do 
those of most of the other transitions. 
A magnetic field is generated by a solenoid surrounding the plasma 
tube. It tends to force the electrons away from the walls of the tube. Since 
the electrons are not lost as quickly to the walls, there is a shift of energy 
distribution of the free electrons toward higher values. The atomic levels can 
only be populated through collisions with electrons having at least the 
energy of the state being excited. Therefore, the result of the magnetic field 
is a stronger population inversion. 
The magnetic field also causes zeeman splitting of the laser lines. 
These split lines have elliptical polarization. The Brewster windows of the 
plasma tube will only allow oscillation of lines polarized very near the 
vertical direction. The energy which would appear as light polarized in other 
directions is lost. 
Laser power, then, is increased by the stronger population inversion 
but decreased by the Zeeman effect. The net result is that there tends to be 
an optimal value for the magnetic field which is slightly different for the 
several lines. 
4, IR and FTIR Spectroscopy; 
For recording infrared spectra, single and double beam 
spectrometer are used. 
The single beam instrument measures directly the amount of energy 
transmitted by the sample and the spectrometer optics. The single beam 
instrument yields the most accurate transmittance measurements and is 
particularly useful for quantitative analysis. The single beam is a simpler and 
more reliable system than double beam; but the latter was introduced to 
facilitate rapid recordmg of survey spectra covermg a wide range. 
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Double beam mstruments are more often used. The optical layout of a 
typical double beam instrument Perkin Elmer 21 spectrometer is shown in 
the Fig. 4.1. The IR spectrometer mainly consists of infrared source light, a 
monochroraator and detector. Infrared light is passed through the sample, 
split into its individual frequencies by the monochromator and the relative 
intensities of the individual frequencies Ju^ e measured by the detector. The 
infrared spectrometer operate on the double beam principle. In the figure S is 
a Nerst glower which acts as a source of infra-red radiation. Two beams are 
picked up by two mirrors Mj and M'l rendered convergent by means of 
concave mirrors M2 and M2'. The beams are then allowed to traverse the 
space between the two enclosures, which are the locations of the samples 
and reference materials. The two beams are directed by a series of mirrors 
into opposite sides of a rotating sector RS enclosed with photometer 
housing. The rotating sector passes the reference beams and reflects the 
working beam on to the focousing mirror M3. The light then passes through 
the slit S, into the monochromator, when it is dispersed by double passing 
through the prism P. Mg is a mirror that has been used to select the radiation 
which fall on the exit slit S2. The selected beam is then focused on the 
detector D. An alternating potential which is the signal from the detector is 
converted into the frequency. The frequency of the alternating potential can 
be determined by the rate of rotation of sector mirror. The magnitude of the 
signal mcreases with the departure of the two beams from equality and 
becomes zero when drives a comb shaped attenuator across the reference 
beam. The comb is driven m the direction which results in its reduction and 
vice versa. The comb is tied mechanically to the recording pen and paper 
drive is similarly synchronized with the automatic rotation of the wavelength 
mirror. 
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Automatic scanning spectrophotometers for the mid infrared region 
are available in confusing abundance. These instruments ^e either available 
as low cost models for routine identification work or as research instruments 
equipped with vmous refinements, such as higher precision, higher 
resolution, greater wavelength span, and more versatility with respect to 
mode of presentation of the spectrum or with respect to type of sample 
holder. Most of these instruments are based on double be^n principle. 
4. Fourier Transform Infrar^ Spectroscopy: FTIR spectrometer is much 
more verstatile and has very high resolution and sensitivity. 
An interferometer receives infonnation from the entire range of a 
given spectrum during each sc^ , whereas a conventional grating 
spectrometer receives information from only the very narrow region which 
lies within the exit slit of the instrument. Thus the interferometer receives 
information about the entire spectral r^ge during an entire scan, while the 
grating instrument receives information only in a narrow band at a given 
time. 
The interferometer can have a large circular source at the input or 
entrance £4)erture of the instrument with no strong limitation on the 
resolution. Also, it can be operated with small f/numbers or with large solid 
imgles at the source and detector. However, the resolution of a conventional 
grating-type spectrometer depends linearly on the instrument's slit width, 
Mid the detected power depends on the square of the area of equal slits. A 
grating type spectrometer requires long and narrow slit which never can 
have the same area for the same resolving power as the interferometer. Also, 
for high resolution, a spectrometer requires large radii for the colliraation 
mirrors, and this condition in turn necessitates large f/numbers or small solid 
angles. 
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Since radiant energy consists of electromagnetic waves of many 
frequencies superimposed, the instantaneous electrical and magnetic fields at 
any point will be the resultant of those due to the individual frequencies. 
Hence it is possible to retrieve all the information carried by a beam by 
allowing it to fall on a radiation detector and plotting the response as a 
function of time. According to Eving (1972) this approach has a difficulty 
that the alternating fields, measurable in units of 10'^  Hz, are many orders of 
magnitude and these are too fast to follow with any detector. This difficulty 
caused by speed can be overcome by making use of interferometer as used in 
a Fourier Transform Spectrophotometer. The simple diagram is shown in the 
Fig. 4.2 
Light from the source is collimated by lens L and abeam spletter BS 
divides the light into two equal parts. The plane mirrors Mi and M2 reflects 
the beam back. Portions of both beams are finally incident on the detector. 
If the distance of the mirrors Mi and M2 is equal from the spletter BS, the 
detector will see the same time varying electrom^netic fields that is would 
have been without the interferometer, but they will only be half intense. If 
mirror M2 is then allowed to move to the right along the optical axis» the 
phases of two beams reaching the detector are expected to differ. As a result, 
interference will take place. The ret^dation of the phase for a given increase 
in path length is dependent on the wavelength of radiation, and detector 
observes them as a series of successive m^imamid minima of intensity. 
Let the source be a He-Ne laser with A.= 632.6 nm. When the 
distance in the two arms art equal, the two opticals paths followed by the 
beam are equal and reach the detector at the same time. At this point (ZPD 
or zero path difference) both beams combine constructively (interfere) and 
are summed at the detector. When we move M2 in the interferometer Vi of 
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the source wavelength (position P2), the signal at the detector will be zero 
since the beam from one of the arms will be exactly H out of the phase with 
that from the other arm. The beams house destructively interfere. Moving 
M2 to position P3, or another 4^ , begins this cycle of constructive and 
destructive intereference is also shown in figure. 
It has been observed that any combination of frequencies with 
corresponding amplitudes will produce an interferogram containing all the 
spectral information of the original radiation. Interferograms obtained by 
this technique can be interpreted well with electronic assistance. For this, 
either a digital mini computer or time shared access to a standard computer 
is required. The interferogram, from a mathematical point of view, is the 
FOURIER TRANSFORM of the spectrum and the task of the computer is to 
apply the inverse Fourier transform. 
Interfere metric or Fourier Transform Spectroscopy (FTS) makes use of 
all the frequencies from the source simultaneously, rather than sequentially 
as in a scMining instrument. This was first proposed by Fellgett and so it is 
also called as Fellgett advantage of FTS. Fellget advantage is an 
improvement in the signal to noise ratio of M " \ where M is the number of 
resolution elements desired in a particular spectrum. The FTS has also 
greatly increased sensitivity, because of large amount of radiation entering 
the slitless system, in addition to Fellgett advantage. The optical diagran of 
an actual FTIR instrument is shown in Fig. 4.3 
IRSource 
t' Interferometer 
Oscillating 
Mirror B 
MirrorA 
osci l lat ing^ 
Mirror 
C 
ISample compartment 
'.Reference holder 
TGS detector 
Micro sampling position 
Sample 
Holder 
Fig. 4.3: Optical Diagram of a F.T, Spectrometer 
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S.X-RAY DIFFRACTION: 
The ordered arr^mgement of atoms in a crystal behaves as a diffraction 
grating for waves of suitable wavelength. It is known that for diffraction to 
occur, the wavelength of the radiation must be of the order of the grating 
constant. The wavelength of radiation needed for the diffraction by Na is a 
few angstroms, in the range of x-rays. 
Consider the beam incident on a set of atomic planes in the crystal with 
spacing d as shown in Fig. 5.1. The rays reflected from successive planes 
have a path difference PQR=2dSin6 where 6 is the gl^icing angle. When 
this path difference is equal to an integral number n of the wavelength, there 
will be constructive interference and a maximum intensity is obtained in this 
direction . 
So, 2dSme = nX 
gives the Bragg reflection condition. The Bragg reflection can occur 
only for %< 2d. 
The X-ray diffraction method has been used extensively to determine 
the structure of solids. It consists of a radiation source, a monochromator to 
select a narrow b ^ d of wavelengths mA to suppress unwanted radiation, a 
diffractometer with sample holder to scan through the scattering angle 20, 
mid a radiation detector with associated electronic equipment. The 
diffraction pattern i.e., the intensity scattered by N atoms in the sample, must 
be determined as a function of the length of the diffraction vector k=(4'ji^) 
Sin0, where 20 is the angle between the incident beam and the scattered 
beam. This can be accomplished by varying (I) the scattering angle 20 using 
a single wavelength (variable 20 method), or (II) the wavelength of the 
incident beam at a fixed scattering angle 20 (variable wavelength method). 
WD 
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In the Fig.5.2 the sealed x-ray tube acts as a line source. From this tube, 
x-rays come out and pass through the primary Seller slit which limit the 
divergence of x-radiations vertically, that is, it provides optimum scattered 
radiation suppression. The beam then strikes the divergence diaphragm 
which limits the divergence of x-rays horizontally. This is used to measure 
small surfaces as it delimit the height of radiation. The sample is kept at the 
diffractometer center. After diffracting from the sample, the x-rays strike the 
scattered radiation diaphragm which measures the range of small angles, this 
is fixed to the tube holder flange and screens out scattered radiation of the 
primar}' radiation beam. After this, the beam passes through the secondary 
Seller slit which provides optimum scattered radiation suppression 
particularly in the range of small angles and facilitates automatic 
measurements from 26 to larger angles. Then the x-rays strike the Kp filter 
absorber which suppresses the characteristic Kp radiation, thus the Ka line 
intensity is attenuated to a value between half ^ d two third of the original 
value and we obtain only the Ka lines. Next, the beam enters the detector 
which detects the respective ka lines. The raw XRD pattern thus obtained 
can be processed in the following manner: 
(1) The background noise can be subtracted using a spline fitting routine. 
(2) The contribution of ka2 radiation was subtracted using the standard 
software. 
(3) The d values corresponding to different peaks were determined using the 
''peak search" routine. Making use of the standard data which gives the d 
values corresponding to different h, k, 1 planes, all the diffraction lines can 
be indexed. Next, the h, k, 1 and d values can be used as input to a least 
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square fitting programme in order to determine the best fit values of the 
lattice parameters of the specimen. 
Generally for analyzing a powder pattern, using Bragg's law, the 
following equations are used for the interpretation of data. 
For the cubic system the equation relating the cell dimension, a, to the 
interplaner spacing d is; 
d - a/A/[(h^+k^+l^)] 
combining this with the Bragg equation I = 2dSin6, we obtain: 
Sin^eM = A(h^+k'+P) 
Where A=X/A2L , likewise, simile expressions are derived for the other 
symmetry groups. 
For the tetragonal system, 
Sin^ehid = A(hVkVCl^ 
Where, A-=;i'/4a^ and C=KV4C\ 
For the hexagonal system, 
Sin^ewd=A(h'+hk+kVCl^ 
Where A=X'/4a'and C=X'/4c'. 
The latter expression can also be used for a cell with rhombohedral 
symmetry which is based on a larger hexagonal cell of three times the 
volume. 
For the rhombohedral system the relationship between Sin^ 0 and the cell 
dimension, aais; 
Sin'epqr= X'/4[ (CosW2) / a^Sina/2Sin3a/2]{(p'+qV) 
-[(l-tanW2)(pq+qr+rp)3} 
Where pqr are the Miller indices for that system and a is the rhombohedral 
angle. 
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This expression can be rewritten as: 
S'm\^- ;i^/4[{(p^+qV)sin W2(pq+qr+rp) ( C o s V Cosa)} 
/a^(l-3cosV2Cos^a)] 
As this expression is cumbersome, it is easier to transform the rhombohedral 
to the corresponding hexagonal constants and employ the quadratic form for 
the hexagonal system given the relationships between the rhombohedral 
Miller indices and the hexagonal indices are; 
3p = h-k+I, 3q = h+2k+l, 3r=-2h-k+l 
and between the rhombohedral cell constats and hexagonal cell constants 
are; 
a \ - a^ /3 + cV9; Smo(/2= (3/2)W[3+(c/a)^] 
For the orthorhombic and monoclinic systems and the corresponding 
expressions are 
Sm^Ohid^Ah^+Bk^+Cl^  
Where A=A.V4a^ , B-XV4b^ and C=xV4c^ and 
Sin*eud=Ah^+BkVci^-Dhl 
Where, A=X'/4a'Sin^P; B=X'/4b'; C=X'/4c'Sin^P; 
D= X^Cosp/2acSin^P; and b is the unique axis. 
For the triclinic system the expression for Sin^ 0 is best stated in terms of the 
reciprocal lattice: 
Sm-e= X^/4[(hV^+k^b*UlV^+2klb*c*Cosa* + 2 hIc*a*cosp*+2hk 
a*b*Cosy*)] 
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Where 
a* = bcSinoA?, Cosa* = [CospCosy- Cosa]/SinpSmy 
b*= caSinpA ,^ Cosp*= [Cosy Cosa-Cospj/SinySina 
c*= abSinyA ,^ Cosy*= [CosaCosp—Cosyj/SinoSinp 
and V=abcV[(l+2 CosaCospCosy-Cos^ a-Cos^p-Cos\)] 
The position of atoms inside the unit cell is determined by the comparison of 
intensities of different reflections and structure factor analysis. 
CHAPTER: H 
EPR Study Of High-Tc Materials: Review 
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2.1 Introduction: Bednorz and Muller [1] discovered high-Tc 
superconductors in 1986. Since then magnetic properties of Copper-oxide 
superconductors have attracted much attention. Tremendous efforts have 
been made to understand the mechanism of high-Tc superconductivity. A 
number of theoretical and experimental studies on the magnetic properties of 
these materials have been done, which suggested that the magnetism is 
associated with the Cu-0 network. EPR is one of the most powerful 
technique to study the local copper environment and its interaction with the 
neighbouring ions. EPR signal in the cuperate superconductors is expected 
because the majorit}^ of the copper ions are in the Cu^ states, as given by 
various methods as the nuclear magnetic resonance, neutron scattering, 
photoemission and muon spin resonMce studies [2-6]. In view of these, a 
large number of EPR studies have been reported for HTSC's and their 
related compounds, which are summarized in this chapter. 
During the last fifteen years EPR studies of HTSC are reported in 
enormous number, due to this it is a very difficult to include the details of all 
of them. So, herein, we discuss only a few examples. The review is based on 
an article published by Alex Punnoose [7], our research collaborator, with 
some alterations ^ d modifications. 
Several groups have observed the EPR signal in HTSC, but it has been 
controversial since the very beginning [8]. Some groups attributed the 
observed signal to pure superconducting phase ^ d some others to impurity 
phases such as Y2BaCu05 [9], which are formed durmg the preparation of 
the samples. Keeping these points in mind, the present review has been 
divided into following five sections. 
EPR signals in HTSC, EPR studies of oxygen-deficient compounds. 
EPR m the parent and related systems of HTSC, experimental evidences 
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suggesting the extrinsic origin of observed signals in HTSC and theoretical 
explanations of EPR absence m the high-Tc superconducting materials. 
2,2 EPR SIGNALS IN HIGH-Tc SUPERCONDUCTORS: 
High-Tc superconductors are divided mainly into five categories as La-M-
Cu-0 (M= Ba,Sr and Ca), R-M-Cu-0 (R=Y and rare earths), Bi-Sr-Ca-0, 
Tl-Ba-Ca-Cu-0, and Hg-Ba-Ca-Cu-0 systems. Cu^ ions is the signal giving 
species in all these compounds but q)pears in different manifestiations. The 
EPR signals observed in these compounds have been interpreted by various 
workers and attributed to different origins. 
2,2.1. Isolated Cu^Mons: 
In a large number of EPR investigations on the different HTSC compounds, 
spectrum from an isolated Cu^ ^ ions was observed [10-29]. Few studies were 
ciuried in crystalline forms. 
It was suggested by Durny et. al. [27] suggest that Cu^ ^ exists only in the 
non-super conducting parts of the sample. In the rest of the sample the atoms 
have fluctuating valence bond. Shaltiel et. al. [38] have reported the EPR 
spectrum of 123-corapound, which have Dysonian line sh^e and hence 
indicate semiconducting behaviour. The EPR of Ag, Eu and Gd doped 
superconductors have been reported by Lue [30,31], but in these samples the 
signals are believed to arise from Cu*^  which have dx2.y2 as the ground state. 
In many other cases, the observed signals were found to show considerable 
changes in intensity and other EPR parameters at Tc and so these signals 
[11,12,18,22] were interpreted as directly related to the superconductivity. 
Some workers [32,33] have explained the observed EPR signals in the g«2 
region owing to the presence of high spin and low spin tetravalent [32] and 
high spin trivalent [33] copper ions. 
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It was found that mostly, the p^ent systems of high-Tc superconductors 
are antiferromagnets. Many authors attribute the origin of the observed 
signals to short range magnetic ordering effected due to hole doping which 
reduces the long range antiferromagnetic order. In many EPR studies, the 
observed signal displayed anomalously large g-shift, intensity variation and 
line broadening effects below Tc [16,34,38]. These effects were explained 
due to the presence of low dimensional AF short raige order of Cu^ * spins 
[39]. 
2.2.3. SPIN GLASS STATE BEHAVIOUR: 
Several workers explained the behaviour of the observed EPR signals due to 
spin glass phase [42-45]. Kanoda et. al. [46] and Oseroff et. al. [36] have 
observed such an EPR signal below 40k in the RBa2Cu307.i system. 
2.2.4 CONDUCTION ELECTRON SPIN RESONANCE (CESR): 
Many workers [47-51] interpreted the obsereved EPR signals from these 
HTSC materials in terms of conduction electron spin resonance. Lue and Wu 
[50] have attributed the observed signal due to CESR in YBa2Cu307^ system 
above Tc. 
Shaltiel et. al. [49] have discussed the CESR m Bi-Ca-Sr-Cu-0 family of 
superconductors. 
2.2.5 EXCHANGE COUPLED COOPER PAIRS: 
All of these HTSC materials have at least two different Cu sites per unit cell; 
it is assumed that exchange interaction may couple these ions as they are 
supposed to be close enough. If the exchange energy is higher than the 
Zeeman and hyperfine energies, only a single exchange narrowed resonance 
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line for all the different interacting Cu^ ^ ions will be expected. Many groups 
[40,41] have ^ributed the observed EPR signal to exchange coupled Cu^* 
ions pairs with resultant electronic spin S=l, 
2.3. EPR IN THE PARENT AND RELATED SYSTEMS OF HIGH-Tc 
SUPERCONDUCTING COMPOUNDS: 
Many groups have suggested that any observed EPR spectrum from 
HTSC materials actually is due to the presence of other related or parent 
phases: To clarify this point, it was essential to have a deeper knowledge of 
the EPR properties of these related systems. Here, the results of EPR studies 
carried out in various parent and related compounds will be discussed: 
2.3.1 Cupric Oxide (CuO): 
In recent years, studies on cupric oxide received a renewed interest 
due to its close relationship with the high-Tc Cuprate superconductor. It is, 
one of the essential staling materials for all high-Tc oxides. Several workers 
[60-66] reported this compound to be EPR silent at all the temperatures 
studied. It has been suggested [61-63, 65, 66] that a proper understanding of 
this unusual silence of CuO may lead to better understanding of the high-Tc 
superconductors. Various magnetic studies [67-70] showed that this 
compound is antiferromagnetic (AF) at lower temperature with two 
magnetic transition at 213k and 230k, above which it is supposed to be in the 
paramagnetic state. Several magnetic studies indicated the presence of 
strong short range magnetic order upto 800k [71-73]. Several workers [61, 
63,74] could not observe EPR signal from CuO. In few cases [60,75,76], a 
very weak signal was observed, which was considered to be due to some 
impurity. Kindo et. al. [77] observed a very broad signal at gss2 region. 
However, recently strong EPR signals were observed by the workers [58] on 
CuO sample after annealing at higher temperatures. In the oxygen deficient 
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CuO, EPR spectra due to Cu^ ^ monomers, dimers and tetramers were 
observed. The S=l dimers and S=2 tetramers were characterized by the 
presence of 7-components [Fig. 6.1] and 13 components [Fig. 6.2] hyperfme 
structure respectively. 
2.3,2 M-Cu-O System (M=Ba, Sr, Ca, Bi); 
In this series, among the various phases of Ba-Cu-0 system, BaCu02 
was found to be more studied. This compound was found as an impurity 
phase m the super conducting sample, so it has been studied widely [78-81]. 
The reported results on EPR spectra of BaCu02 were quite different. Some 
workers [78-82], reported a ven,' broad signal, while some others reported a 
sharp line with an anisotropic g-factor. The broad signal was attributed 
[78,79] to the presence of ferromagnetic behaviour in this compound. In the 
temperature variation EPR studies of BaCu02, the broad signal [79,82] 
showed the changes in the reson^ce field and line width, while sharp line 
did not show any change with temperature. N. Guskos et. al. [56] observed 
an intense exchange-narrowed EPR Ime in oxygenated and non-oxygenated 
phases, which is ascribed to the copper clusters. At low temperature [56], the 
divergent behaviour of EPR parameters mdicates that antiferromagnetic 
ordering may occur. Recently, in EPR studies of BaCu02 by some workers 
[58], spectrum consisting of 8-lines [Fig. 6.3] was observed, which is 
ascribed to the S=2 copper tetramers formed by the cyclic ferromagnetic 
exchange interaction between four adjacent copper spins, mediated by 
intervening oxygen ions. 
Two other barium cuperates, Ba2Cu03 and Ba2Cu305+5 have also 
been reported from structural studies [83-86], but we did not fmd any 
detailed EPR study on these two compounds in literature. EPR on SrCu02 
and Sr2Cu03 [91-93] have been tried in the sub millimeter wave region but 
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no resonance absorption has been observed. Magnetic susceptibility of 
SrCu02 and Sr2Cu03, which is very small (^lO'Smu/mol) has been 
measured by Sreedhar and Ganguly [87]. Very small magnetic susceptibility 
has been observed in the related compound Ca2Cu03 [87-91]. This very 
small value of magnetic susceptibility explains why EPR signals of SrCu02, 
Sr2Cu03 and Ca2Cu03 are not observed [92]. But Tagaya [92] reported a 
strong EPR signal from Ca2Cu03. In the case of M-(M')-Cu-0, no detailed 
EPR studies have been found except in the case of Sro,6Cao,4Cu03 [93]. In 
this compound a signal at g«2.J8 with 7-lines (hyperfme structure) was 
observed, which is attributed to the S=l species. 
In the Bi-Cu-0 system, Bi2Cu04 has been studied by several groups [87-89]. 
H.ohta et. al. [94] observed paramagnetic resonance in single crystal of 
Bi2Cu04 at temperature from 4.2k to 265k. In the paramagnetic state (TN 
=42k) g-values have been determined to be gii= 2.26+0.01 and gi = 2.04+ 
0.01. In the temperature variation study [95] on the single crystal, critical 
broadening of the EPR line width was seen near the Neel temperature (TH ). 
2.3.3 R-Cu-0 System (R=Y and rare earths); 
In this series, compounds of the formula R2CUO4 have been found to 
be more EPR studied. In a large number of studies [61,63,78,96,97], no EPR 
spectrum was observed in La2Cu04 compound. The absence of EPR signal 
in this compound was explained by several workers [63,98,99] in terms of 
large spin correlation length present even above TN- The EPR behaviour of 
several 2D antiferromagnets has been studied by several workers [100-102] 
in most of which a clear EPR signal was observed only at temperatures well 
above 2TN. To clarify this, many groups [61, 63, 103] have extended the 
EPR studies to temperature above 2TK [=500k], and very recently upto 
1150k [104], but in all the cases, no EPR signal was detected. Lazuta et. al. 
59 
[99] reported that the absence of EPR signal in La2Cu04 is due to the 
oxygen non-stoichiometry and argued that EPR signal may be obtained with 
a niininium, line width at 2TH . Simon et. al [104] reported the complete 
EPR silence in La2Cu04 in the temperature range 260-320k. Several workers 
[105-108] have suggested the possible presence of spin glass phase in 
La2Cu04. Recently, some workers [54] reported the EPR signal in this 
compound only after deoxygenation, which is attributed to the copper 
tetramers. Stepaaiov et. al. [110] reported the low temperature magnetic 
resonance measurement of Gd2Cu04 single crystal and the spectrum is 
assigned to Cu^ ^ ions. EPR study of Fe^ ^ ions doped in La2.xSrxCu04 [111] 
with various Sr contents [X=0.0-0.25] has been c^ried out. In the high 
temperature region the EPR line width was determined by the Korringa 
relaxation, and by extracting the korringa contribution they calculated a 
dependence of density of states N? on X. Mehran et. al. [112] have reported 
the EPR study of a compound La2Cu034 [113, 114], when 5=0, No signal 
was observed, which is attributed to the possibility of copper being in S=0 
state. When 6 goes above zero, a strong signal was observed with gn =2.65 
and gi = 1.91 at 433 k. In mixed versions of R-(R')-Cu-0, G.B. Martms et. 
al. [115] reported EPR signal of Gd"^ ^ and Er"^ * in doped single crystal of Prj. 
xCexCu04 (0<x<0.15) at liquid helium temperature which shows crystal-
field (CF) effects corresponding to a C4V point group symmetry. 
R2CU2O5 (R=Y and rare earths) are another well established series of 
compounds in the R-Cu-0 system. Among them, Y2Cu205, which is the so-
called blue-green phase and is the well known impurity phase of the high-Tc 
superconductorYBazCugO?^ is one of the most interesting materials. The 
crystal structure of Y2CU2OJ belongs to the ortho-rhombic system. In the 
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EPR study of Y2CU2O5 [116] a single broad isotropic signal at 
g=2.108+0.003 ^ d App=640G was observed. Also, other workers 
[60,83,87] reported the similar type of EPR signals in this compound. S. 
Kimura et. ai; [117] reported the temperature dependences of EPR 
absorption lines of Y2CU2O5 and In2Cu205. In both cases the EPR absorption 
lines become broader as the temperature is decreased and then change to 
AFMR absorption line below the Neel temperature TN. 
2.3.4 R-M-Cu-O system: 
Several workers [78-118] found that copper is EPR silent in the doped 
La2.xMxCu04+5 (M=Ba, Ca and Sr) system also, which is attributed to the 
presence of strong short range antiferromagnetic interactions [63,98,99]. 
Many workers [21,119] studied the EPR behaviour of Zn-doped La-based 
system, such as LaigSro2Cui.yZny04, in which EPR signal was observed 
with large variation in g-value, line width and intensity with temperature. 
Several workers [44,97] have reported the EPR spectrum of Cu^ ^ at g«2 
from La2.xSr2CuOy with varying oxygen content. The EPR spectrum [120] 
observed from the compound La4Ba2Cu20io shows a ferromagnetic 
transition at about 5k. The variation of g-values and line width of the EPR 
signals showed the characteristic behaviour of the ferromagnetic exchange at 
low temperature [120]. 
Among the Y-Ba-Cu-0 derivatives, R2BaCu05 (R=Y and rare earths) was 
found to be most well established phase [60]. Several workers [60, 121-127] 
observed EPR spectrum in Y2BaCu05. In many temperature variation 
studies, a peak in the intensity, line width, and g-value of the EPR signal was 
observed in the rang 30-50k [128-129], which was attributed to the 
antiferromagnetic transition in this compound. In the EPR studies on 
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.2+ Gd2BaCu205, no Cu signal was observed separately due to a strong, very 
broad Gd^ ^ EPR signal [123-128]. Koksharo et. al. [123] observed Cu^ "" EPR 
signal in R2BaCu05 (R= Y, Sm, Eu, Gd, Ho etc) at room temperature. Only 
when R is non-magnetic. EPR was applied to Y2BaCu205 material by K. 
Sugawara et. al. [130] for the quMititative measurement of the compound 
dispersed in raelt-powder-melt-growth Y-Ba-Cu-0 superconductor and heat-
treatment dependence of this compound in Yi+2nBa2+nCu3+nOy (0.1<n< 0.4). 
For RBa2Cu307j with 6=1, the compound is antifcromagnetic [131] at room 
temperature and no Cu^ * EPR signal was Observed from this phase [132, 
133J. When the oxygen content increases above 6, a Cu^ EPR signal was 
observed in the tetragonal phase by several workers [133-135]. Owen et. al. 
[133] reported an EPR signal from the non-HTSC YBaiCusOg 15 phase. For 
the signals observed from the oxygen deficient YBa2Cu307.^  samples, large 
variation of resonance field, line width and intensity with temperature have 
been also reported [133,135]. 
J. Sichclschmidt et. al. [136] observed the Cu-EPR signal m the single 
crystalline materials of YBa2Cu306+i in the narrow oxygen concentration 
range 0.7<5<0.9 and for temperature 80k<T<200k, arising from the Cu^ ^ 
ions located in -Cu-O-Cu- chain fragments. Some workers [137] observed a 
new EPR spectrum m YBCO single crystals doped by AP^ ions. The 
spectrum was assigned to trivalent Cu^ ^ (S=l) ions in Cu (1) position. The 
theoretical consideration and numerical estimation carried out showed that 
the ground state of Cu^ ^ ions in the YBCO system might be a triplet and 
thus, the possibility of the observation of its EPR spectrum has been 
confirmed. 
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Guskas et. al; [134-138] observed the EPR signal below 30k from 
tetragonal non-HTSC GdBa2Cu307^ samples. The signal was attributed to 
exchange coupled Cu^ ^ pairs with electronic spin S=i. N. Guskos et. at. 
[139] reported the EPR spectra of Gdo.sREojBaiCuaOT^ (RE= La, Pr, Nd, 
Sm, Eu, Dy, Ho, Y, Er, Tm, Yb, and Lu) in tetragonal (non-HTSC) phase in 
the temperature range 3 to 40k. The observed signal was attributed to the 
isotropic exchange interaction of coupled pairs of Cu^ * ions. Powdered 
samples of Pro.5REo5Ba2Cu306+j compounds (RE = Yb, Ho, Tm, Er, and Y) 
were investigated [140]. by EPR in the range 2.8-20k. EPR spectra of these 
materials in tetragonal phase, arising from the exchange mteraction of 
coupled pairs of divalent copper ions and Cu in tetragonal local crystal 
field symmetry were recorded. 
2.4. EPR STUDIES OF OXYGEN-DEFICIENT COMPOUNDS: 
Many workers reported that deoxygenated compounds give EPR spectra. 
La^ CuO^ has been reported to be EPR silent [7,52,53]; On deoxygenation 
La2Cu04 was found to give EPR spectra [54]. Mesquita et. al. [55] have 
reported a clear increase of EPR line uitensity on the degree of 
deoxygenation of samples. Based on this he suggested that removal of 
oxygen produces more Cu*"" ions. N. Guskos et. al. [56] reported that the 
evaluation of the EPR spectrum is most likely related to change in the 
oxygen ordering in the disordered part and not to the formation of another 
compound [55]. For non oxygenated samples the Cu^ ^ spectrum is observed 
down to 30-40k. CuO is found to show large tendency to become oxygen-
deficient [56-59]. In this oxygen deficient CuO, Cu^ "^  - monomers, diraers 
(S=l) and tetramers (S=2) were detected [58]. 
2.5 THE EXTRINSIC ORIGIN OF Cu^' EPR IN HIGH-Tc SUPER 
CONDUCTING COMPOUNDS: In a large number of EPR mvestigations 
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HTSC systems [78,96,118,133,141-147], absence of Cu^ ^ EPR signals have 
been reported. In this section, We discuss the experimental evidence given 
by various workers about the extrinsic origin of any observed EPR signal 
from high-Tc superconducting materials. 
2.5.1 DETECTION OF EPR ACTIVE IMPURITY PHASES: 
Several workers [83,60, 80-82] compared the characteristic parameters of 
the EPR signals obtained in the HTSC sample with their related compounds 
to ascertain whether observed signals are due to presence of impurity phases. 
Comparing the g-values, line width and intensity of the signals mid their 
temperature variation with that of parent compounds, it was conclude that 
the signals are actually originating from the non-HTSC impurity phases. 
Most common impurity phases are R2BaCu05 [36,46,83], BaCu02 [46,62] 
and Y2CU2O5 [60,83]. Yu et. al; [82] studied the EPR spectrum of BaCuOj, 
Y2CU2O5 and Y2BaCu05 at temperatures between 3.6k-300k. The observed 
spectra were quite similar to that reported in the HTSC compounds. 
Similarity, Jones et. al; [83] reported the EPR spectra of the various 
constituent phases in the Y203-BaO-CuO system Mid compared the results 
obtained from HTSC YBa2Cu307^ s sample. The EPR study suggests that any 
EPR spectrum observed in YBa2Cu307^ arises from the impurity phases. 
Similar results were reported from a number of studies [60,75,80,82]. 
Tagaya et. al. [92] reported the EPR signal from Bi(Pb)-Sr-Ca-Cu-0 HTSC 
compound to be originating from the presence of Ca2Cu03 formed during 
the sample preparation. An EPR signal previously reported [95] from a Bi-
HTSC sample is also claimed to be due to impurity phase [148,149]. 
2.52 MECHANICAL PROCESSING AND ANNEALING EFFECTS; 
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<^-":, workers [150,151] found that appearance or disappearance of Cu 
EPR signal in YBa2Cu307 ,^ should be attributed to the effect of mechanical 
processing. Stankowski et. al; [151] observed that while a pressed pellet of 
the specimen exhibited complete EPR silence but after powdering, a clear 
spectrum was observed. Several workers [18, 24, 133, 147, 151-153] have 
tried to explain the possible origin of the observed signal in HTSC sample 
with varying oxygen contents attained by annealing process. Romanyakha 
et. al; [135] investigated a large number of compounds of the form 
YBa2Cu307.5 and YBa2(Cui.xFex)307..5, with different oxygen contents and 
found interesting; dependence of the EPR behavior of the sample on oxygen 
content. 
2.53 Due To Exposure To Atmosphere D^radation Effects: 
Tyagi et. al; [154] could not observe any signal from a freshly prepared 
YBa2Cu307^ sample, but when this sample was left in the atmosphere for 
five days, a clean EPR signal was observed. The signal of this sample 
recorded after cleaning the sample, again disappeared, while powder 
removed from the surface showed same signal as observed from the bulk 
piece. This is explained that the observed signal is arising from impurity 
phases formed due to atmospheric degradation. Similar effects have also 
been reported by several workers [80,81,155,85,153,156,157]. 
2.6. THEORETICAL EXPLANATION OF THE EPR SILENCE IN 
HIGH-Tc MATERIALS: 
Copper containing compounds were investigated from the very early ages of 
EPR spectroscopy. The total absence of EPR signal from high-Tc materials 
^;comes one of the most intriguing and puzzling problem in this field. In 
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this section we discuss the various important explanations suggested for the 
EPR silence of HTSC. 
2.6.1 SKIN EFFECT: According to this effect, the volume of the sample 
which could be penetrated by the microwave radiation decreases with 
increasing electrical conductivity. Several workers [10, 17, 134, 138] 
explained the EPR behavior of a large number of compounds by fitting the 
observed variation of the EPR signal intensity and electrical conductivity 
using the relation suggested by Godlewski et. al; [158] 
l/Io = 2exp(-o)) + {1- exp(-2o))}/(i) 
[l+exp(-2)]^ 
where oj= d/s, d is the thickness of the sample and S= (2/p^v(T)^ '^  is the skin 
depth. V is the microwave frequency and a is the electrical conductivit)'. 
The failure of EPR signal from HTSC sample may be either due to small 
mass of the single crystal or the high electrical conductivity of the sample 
which prevents the microwave from penetrating the whole sample [10,19], 
but this suggestion was strongly contradicted by a number of researchers 
[80, 133, 146, 159, 160, 161]; because no EPR could be detected even when 
they experimented with samples of dimensions much less than skin depth 
calculated by using the conductivity data. F Homi et. al; [162] observed the 
EPR spectra in Y2BaCu05 powder sample and EPR spectra strongly 
decreased in the bulk materials due to the skin effect. 
2.6.2 NON-MAGNETIC LINE BROADENING MODELS: 
Bowden et. al, [60] explained the absence of Cu^ ^ in the HTSC materials on 
the basis of line broadening due to itinerant nature of the conduction band 
electrons in the metallic state, which was supported later theoretically by 
several workers [87, 163]. Elliot [164] studied spin-relaxation in metals and 
considered that electron relaxation occurs through the combined effects of 
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resistivity scattering via electron phonon interaction and spin-orb it 
interaction. 
It has been noticed that while many related non-superconducting phases 
such as BaCu02, Y2BaCuOs, Y2CU2OS etc. show strong EPR signals due to 
Cu^ ,^ the same is absent in the corresponding super conducting phase. Jones 
et. al; [83] argued that the fundamental qualitative behavior that sets the 
metallic HTSC phases from their non-metallic related compounds is the 
demoralized nature of the d-electrons. The spin-spin and spin-lattice 
relaxation associated with these itinersuit d-electrons in metallic HTSC 
samples is arising from the scattering of these high velocity electrons by 
lattice phonons. Thus, they suggested that the EPR of metallic HTSC 
samples would be difficult to observe at room temperature owing to the 
rapid spm-relaxation expected for conduction electrons at high temperatures. 
Here, instead of a localized Cu"^ ^ signal, they suggested that a conduction 
electron spin resonance (CESR) may be the most probable to be detected. 
Enz [8] considered that there are two types of c^riers in these materials as 
Cu-holes and 0-holes, which interact through s-d type coupling. The main 
contribution to the s-d type coupling comes from the spin flip term. Using 
the reported data [165] of resistivity of the high-Tc materials, the spin flip 
relaxation time was estimated, to be proportional to T '^ and its value is four 
orders of magnitude shorter than the EPR period for which no signal can be 
detected near RT. Mehran et. al; [23, 128] suggested the possibility of a 
kondo compensation relation to the Jahn-Teller effect which may be the 
cause of EPR silence of cuprate high-Tc superconductors. 
2.6.3 COPPER VALENCE STATES : Some workers [154, 155, 161, 166] 
interpreted the EPR signal of copper in HTSC materials in terras of valence 
state of copper. They argued that copper in HTSC phase may be occurring in 
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the Cu or Cu ' states. Zuotao [167] considered that in these compounds 
there exists a resonance between Cu and Cu through the oxygen bridges. 
Hence no EPR signal can be observed. 
2.6,4 RVB Mechanism and Anyon Explanation: Anderson [168,169] 
suggested that a system with large quantum spin fluctuations arising from 
low dimensionality or frustration may not undergo a spontaneous symmetry 
breaking and the conventional long range AF ordering. Instead, it may 
remain as a special paramagnet, more specifically, as a liquid of singlet 
pairs. These pairs will resonate among various singlet configuration and will 
form the so called resonating valence bond (RVB) state. In such a state, 
since the spin pairs remain in the singlet (S=0) state, no EPR signal can be 
observed. This explanation was evoked by a large number of researchers 
[60,61,154,170,171] to explain the EPR silence of Cu^ ^ in HTSC. Oseroff et. 
al; [103] and Mehran et. al; [63] made an unsuccessful attempts to detect 
such an S=l EPR spectrum from HTSC and their related compound such as 
CuO, La2Cu04, YBa2Cu306 etc. up to temperature of 570K. They explained 
this silence as due to the strong exchange interaction rendering the triplet 
(S=l) state accessible only at high temperature. 
Mehran et. al; [172] suggested that spin half entities present in HTSC system 
are not fermions but they srt anyons m a chiral spin liquid state [173, 174], 
and they would not obey time-reversal symmetry and so they would not 
show kramers degeneracy. For non-kramer degenerate centers, splitting due 
to the local random fields, which vary from site to site, will cause the 
extensive broadening of the EPR line and are therefore not generally 
detectable. Even the temperature at which the chiral spin liquid state sets in 
is not known exactly. Anyon theor>' [173,174] suggests that this would be of 
the order of exchange interaction parameters J=1000-1500k. But Simon et. 
68 
al; [94] reported absence of EPR signal from LajCuOA even up to 1150k, 
which is also quite close to the exchange energy. 
2,6.5 MAGNETIC FLUCTUATION MODELS; Fluctuating two 
dimensional antiferomagnetic spin correlations in the Cu02 planes have been 
reported to exist upto much higher temperature in superconductivity and 
their insulating antiferromagnetic related systems. From the various studies 
of La2Cu04 [3, 105] it was seen that the instantenous 2D spm correlation 
length exceeds 200 A° with an exchange constant of the order of 1500k, and 
the spm correlation length changes from 1000A° to 30A° as the temperature 
was raised from 200k to 525k. Chattopadhyay et. al; [175, 176] reported the 
existence of large spin correlation length in CuO of the range 200-700A^ 
above TM . Assuming these observations, Mehran and Anderson [68] initially 
attempted to explain the EPR silence of Cu^ ^ in HTSC and their related 
compounds in terms of the large EPR line width due to the very large spin 
correlation and length. They obtained a linear dependence ^/a, where ^ is the 
temperature dependent spin correlation length, a is the spin-spin nearest 
neighbour distance. Chakravarty and Orbach [98] theoretically explamed the 
EPR line width using a nearly (^/a)" dependence and have obtained a value 
of 100 kilo- gauss at 400k, 34k gauss at 450k and 13k gauss at 500k. They 
argued that while the enormous line width may make any EPR signal 
undetectable at and near RT, the spectrum may be observable at temperature 
above 500k. Lazuta [99] calculated the line width for La2Cu04 single crystal 
(TN=250k) to be 2.8 kilo-gauss at 300k and 0.6 kilo-gauss at 400k, which 
should be easily observable. But according to Mehran et. al; [61,63] and 
oseroff et. al; [103], no EPR signal was observed from all these systems 
even up to 570k. Lazuta explained their absence of the EPR signal due to the 
non-stoichiometry of the sample. He further predicted that the EPR signals 
J L_J __. : I i ^ _ _ 
0-55 0-50 
TH/X 
0-65 
Fig.6.4: Calculated Expressions For EPR Line Width Dependence 
On (e/a)" [n = 1,2 and 3] And The Chakravarty-Orbach 
Expressions V e^rsus Tjy IT Compared With The 
Experimental Data For Cu(HCOO)2. 4H2O Along b-Axis. 
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may be observable if experimented with high purity stoichiometric La2Cu04 
with TK = 300-330k. Due to the seemingly difficult possibilities of getting 
any verification of these theoretical predictions from the complicated cuprate 
systems, Castner and seehra [177] studied the validity of these models using 
the experimental data obtained from a well known antiferrora^netic 2D 
spin 2D spin V2 copper compound Cu(HCOO)2.4H20 in the critical region. 
They found that the EPR line width shows a linear temperature dependence 
between 2TH to 20 T^ where (T^ == 17k). From a comparision between the 
theoretical values of EPR line width (AHc) in the critical region employing 
(£,/a), (s'^ 'a)* and (£,/&)" dependence plus that obtained using Chakravarty and 
Orbach's expression [99], [between {IJa) 2nd (£/a) ] with the 
experimentally obtained data, the (£/a)'^  dependence of line width was found 
to be in agreement with experimental data [Fig. 6.4]. 
AH the models explaining the Cu^ ^ EPR silence or absence in terms of the 
large line width due to the presence of temperature dependent spin 
correlation length indeed furnishes an estimated value of few hundred gauss 
for the line width at temperature near 1000k. In such a case> one expects a 
very intense signal, clearly detectable using standju^ d EPR set up. But the 
recent report by Simon et. al; [104] about the absence of any divalent copper 
EPR signal even upto 1150k in La2Cu04, with T>i varying over a large range, 
strongly contradicts all these existing magnetic fluctuation models. 
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EPR Spectra Of De-oxygenated High-Tc Superconductors 
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3.1 Introduction: High temperature Superconductors (HTSC) are EPR 
silent but all important CUO2 planes of the superconductors ajid also their 
constituents can be proved if the substances are deoxygenated. In this 
chapter CuO, BaCuOi, CaCuOi. Y2 CU2O5, Y-123, Tl-2223 and Hg-1223 
have been investigated. All kinds of the spectra are being reported and 
attempts have been made to identify the species giving the spectra and 
analyze them. Each substance after deoxygenation, does not always give the 
same spectrum and to understand the complexity and capriciousness of the 
spectra is the mam aim of this study. 
3.2 Experimental-
Substances were prepared by usual solid state reaction route. Details of 
each preparation is given below. 
Substances were prepared by usual solid state reaction route by 
calcining the samples for 40 hours (BaCu02 and CaCuO^ at 900''C, Y2CU2O5 
and YBa2Cu307 at 950^C) with three intermediate grindings. Some of the 
samples were heated for 70-80h. In some samples oxygen reduction was 
achieved by dynamic vacuum (10 ~^  mm Hg) by maintaining the samples at 
500°C for three days. In the Y-123 compound, oxygen reduction was 
achieved by heating the already prepared samples at 450°C in flowing 
nitrogen for two days. In all cases, the oxygen reduction was estimated by 
the weight loss of the samples. 
The samples Bi-Sr-Ca-Cu-0 were prepared by solid state reaction 
route. In th is method Bi203, SrCO ,^ CaCO^ and CuO were mixed in the 
stoichiometric ratio Bi: Sr: Ca: Cu: 0 = 2 : 2 : 0:L 2 : 2 ; 1 : 2, 2 : 2 : 2 ,3 
and grinding thoroughly. The grinding material of Bi-2201, 2212 and 2223 
were heated at 850° C, 840°C and SeO^ C respectively for 32 hours with four 
mtermediate grindings and then slowly cooled to room temperature in five or 
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six hours. The sample of Bi-2201, 2212 and 2223 were pressed into pellets. 
Samples were deoxygenated by suddenly dropping the substance from a 
temperature a little higher then its preparation temperature into a liquid 
nitrogen bath. 
The Tl-Ba-Ca-Cu-0 HTSC samples were synthesized via a two step 
process. In the first step, high purity powders (99.99 %) of BaCOs, CaC03 
and CuO were mixed in the ratio 2 : 2 : 3 and thoroughly ground. The 
resuhing powder was calcined in air at 900^ C for '- 40h with three 
intermediate grindings. In the second step, the precursor (Ba-Ca-Cu-0) thus 
prepared was mixed with TI2O3 to fonn a mixture with nominal composition 
of Tl: Ba : Ca : Cu : 0 = 2 ; 2 : 2 :3 and ground in a closed glove box. The 
resulting mixtures were pressed into pellets. The pellets were wrapped in 
Au-foil and transferred into a silica tube fitted with oxygen flowing system. 
It was finally sintered in a preheated programmable furnace at - 890° + 1°C 
in flowing oxygen for 1 to 1.5h and allowed to cool at the rate of 'fc per 
minute. 
The bulk samples Hg-Ba-Ca-Cu-0 were prepared by solid state 
reaction between stoichiometric mixtures of yellow HgO and precursor 
powders of Ba2Ca2Cu307. The precursor Ba2Ca2Cu307 was obtained by solid 
state reaction of stoichiometric quantities of BaO, CaO and CuO in air at 
900^ C for 48h with three intermediate grinding. The black precursor 
powders obtained were taken immediately into a dry and decarbonated glove 
box, where powders of HgO and Ba2Ca2Cu307 were ground well and 
pressed into a pellet. The pellet (3xx3xlO mm'^ ) was introduced into a quartz 
tube which was then evacuated and sealed. The sealed quartz capsule (6mm 
ID X 11mm OD x 150mffl length) was placed in a long horizontal steel tube 
which was kept inside a furnace. The sides of steel tube were packed with 
83 
sand powder to contain Hg vapors if the tube were to explode. The samples 
were heated slowly to 800°C in 3-4h held at 800°C for 5h and then slowly 
cooled to room temperature in 5-6h. 
In Tl-2223 and Hg-1223, deoxygenation were carried out by sucking 
out air continuously by vacuum pump from an open quartz or steel tube 
containing the substance maintained at different temperatures. 
Purity of the prep^ed substances verified by XRD were taken on 
Philips model (PW 1710) diffractometer. They tallied with the earlier 
reported XRD patterns of these substances. In most of the cases, XRD were 
taken before and after deoxygenating of the samples and no significant 
difference was found in the relative intensity, line profile and the width the 
diffraction lines in the two conditions. Only in the case of Bi-2223(quenched 
from 860°C to liquid nitrogen temperature) two new, but very faint lines 
appeared in the quenched SMiples over and above the unquenched one. As 
will be shown later, this is the one substance which after quenching gave 
EPR spectrum with systematic angular variation. It is inferred that 
comparatively bigger crystallites of the deoxygenated material is found in 
this case which may explain angle dependent spectra as well as the 
appearance of two new faint XRD lines in the quenched samples. The two 
new faint lines may be due to superlattice associated with ordered 
distribution of isolated (CuO)4 unit or ordered oxygen vacancies. On the 
basis of two new lines, it is difficult to determine parameters of superlattice 
or ordered oxygen vacancies in the quenched samples. The two faint lines 
should not be collected with any impurity'. Transition temperature (Tc) of all 
the samples were measured by D.C. four probe technique. None of the as 
prepared samples gave EPR spectra suggesting their superconducting nature 
due to EPR silence. Only after deoxygenation, they gave EPR spectra. 
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Weight of the samples were measured before and sifter 
deoxygenation. In a few cases, the weight loss was found to be 2-3% and m 
others, no weight loss was registered. The weight loss was attributed to the 
loss of oxygen content. Both kinds of the deoxygenated samples, with or 
without weight loss, gave EPR spectra. In cases , where weight loss was 
registered, it was inferred that some Cu-Oxygen bonds have ruptured and 
oxygen ejected out of the bulk and in cases where there was no weight loss 
but still giving EPR spectra, it was inferred that some oxygen ions have been 
displaced from their equilibrium positions. It is assumed that on 
deoxygenation, CUO2 planes of the superconductors are broken in to 
fragments of various sizes. Small fragments of CUO2 plane which are 
magnetically isolated from the bulk due to Cu-0 bond breaking or 
displacement of oxygen ions from their equilibrium positions give EPR 
spectra. They are situated as small islands in the bulk. This is Y, the 
deoxygenation does not bring about any significant change in the XRD 
patterns, as monitored earlier. Even in transition temperatures (Tc's), the 
deoxygenation does not bring about significant change. It is thought that the 
super conducting current path which is broken by the Cu-0 bond breaking or 
displacement of oxygen ions from their equilibrium sites is short-circuited 
by the neighbouring continuous super conducting paths. Small fragments of 
CUO2 plane which are responsible for producing EPR spectra come from 
different CUO2 planes and from different places in the planes of the micro 
crystallites of the material, which are themselves oriented at random and 
hence the spectra have mostly powder characteristics. In some cases, when 
the deoxygenated pieces are bigger in size, they have characteristics of 
crystal spectra. 
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EPR spectra were recorded on JEOL (JES-RE2X) X-Band ESR 
spectrometer with lOOKhz field modulation. All the spectra were recorded at 
room temperature. 
3.3 Results and Discussion: 
EPR spectra were recorded for more than 100 samples, from different 
batches of preparation and from different portions from the same batch. Ttie 
aim was to record all the variety of the spectra in these samples. Different 
samples of the same compounds gave different spectra, some of which were 
repetitive, but some spectra of the samples of different compounds were also 
similar. It was understandable, because even,' spectra came from CUO2 plane 
of the super conductors which is broken in to fragments of various sizes on 
deoxygenation. Breaking of CUO2 sheet by quenching is a statistical process 
and every time the fragments should not be same hence variation in he 
spectra in different cycles. In all, 20 different types of spectra could be 
observed and for ready reckoning. Spectra obtained in these compounds 
have been shown in Fig. 7.1-7.6 
The spectra obtained in various cases have been analyzed in terms of Cu-
octamers, Cu-tetraniers, Cu-dimers and Cu-monomers. There is a signal 
appearing at near zero field, which could not be identified because it did not 
have any structures. It may be due to a fragment bigger the Cu-octamer. It is 
believed that when the substances are quenched, CuOj is broken into 
fragments of different sizes. The smaller fragments are ocatamers, tetramers, 
dimmers and monomers and the bigger fragments are not accessible by EPR 
because probably the original AFM order remains intact in them. The 
identified fragments also do not appear in one variety. This may be due to 
different type of association with surrounding oxygen ions. For example, a 
Cu-tetramer (CuO)^ may be completely isolated or attached with one oxygen 
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Fig. 7.1: EPR spectra of Bi-2201 (a) quenched from 8 4 0 0 ^ to LNT, 1) Cu-
octamer, 2) Cu-tetranier, 3) Cu-iiionomer (b) air sucked out at 840^C for 
12 hours. Dots indicate fine structure components of Cu-tetramer. 
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Fig. 7.1(c) : Hyperfine structure of octamer shown in Fig. la. Dots 
represent 25 hyp^rfme components. 
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Fig.7.3 :EPR spectra of Bi-2223 (a) a representative spectrum when the 
substance was quenched from 860®C to LNT. Dots indicate the 4 fine 
structure components of Cu-tetramer and M represents signal due to Cu-
monomer, (b) and (c) when air was sucked out at 840°C for 12 hours. In 
(c) the two signals are separated but in (b) they (1&2) are coincident The 
fixed signal (2) is due to Cu-monomer and the moving signal (1) may be 
due to Cu-tetranier. 
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Fig. 7.4; EPR spectra of \ -123 (a) after sucking out air at aOO^C for 12 
hours, (1) Cu-octamer (2) Cu-dinier. 4 small dots indicate 4 f.s. 
components of one kind of tetramer and 4 circles indicate 4 f.s. 
components of another idnd of Cu-tetramer. (b) air sucked out at 860 C 
for 12 hours. Two arrows indicate two fs components of Cu-dimer, 4 
circles indicate 4 f.s. components of Cutetramer and M shows Cu-
monomer signal (c) air sucked out at 400 C for 12 hours. Two arrows 
indicate two f.s. components of Cu-dimer, 4 dots indicate 4 f, s, 
components of Cu-tetramer and M shows Cu-monomer signa]. (d) air 
sucked out at S60^C for 24 hours. Arrow shows unsplit Cu-dimer. 4 dots 
shows 4 f. s, components of Cu-tetramer and M- shows Cu-monoimer 
signal with gn & gj 
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Fig.7.5: EPR spectra of Tl-2223 (a) air sucked out at 100^ 'C for 12 hours; 4 dots show 
4 f.s. components of Cu-tetramcr; M represents monomer with gn & gi. (b) air 
sucked out at 300°C for 12 hours; ^represents Cu-duster bigger than Cu-octamer; 
two vertical arrows represent (wo f.s. components of Cu-dimer; <f^represents unsplit 
Cu-tetranier. IVI, monomer (c) air sudted out at 30Q^C for 24 hours. Overlapping big 
duster ( i) and Cu-octamer (1) signals, 2 represents Cu-dimer. 8 dots represent f.s. 
components of two sets of Cu-tetramers; difficult to isolate them, (d) air sucked out 
at 450"C for 12 hours. Overlapping big cluster (4-) and Cu-octamer (1) signals. 2 
represents Cu-dimer. 8 dots represent f.s. components of two sets of Cu-tetramers; 
difficult to isolate them. Part of the spectrum shown at higher gain, (e) air sudied out 
at 450"C for 24 hours. 2 dots represent f.s. components of Cu-dimers. 
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Fig.7.6: EPR spectra of Hg-1223 (a) air sucked out at 350°C for 24 hours shows 13 
line hyperfine structure of Cu-tetramer, (b) air sucked out at 400^C for 36 hours 
shows unresolved Cu-tetramer signal (c) air sucked out at 350*^ 0 for 12 hours 
(different batch from that in (a), 4 dots show 4 f.s. components of Cu-tetramer. (d) 
spectrum of the precursor of Hg-1223, i.e. CajSrjCusO,, heated at 900^C for 5 days; 
shows monomer signal with gn & g^  
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ion at the top acquiring square pyramidal form or two oxygen ions giving it 
a distorted octahedral form. Alternatively, the electronic structure of CUO2 
might change from substance to substance due to different types of insulator 
plane present in the immediate vicinity of CUO2 plane. For Cu-monomers, 
difference in g-values may be due to different environment of Cu ^ ions. 
Analysis of the spectra (shown in Fig. 7.1-7.6) have not been ver '^ 
rigorous because angular variation of the spectra could not be plotted except 
in one case of Bi-2223. Octamers could be identified by hyperfine splitting 
into 25 components and then their often occurring g-values, tetramers by 
their fine structure splitting into four components with proper intensity and 
their g-values and occurrence of parallel and perpendicular components. 
Assignment of EPR spectra of particular copper-clusters has been based on 
the hyperfine and fine structure of specific spin state of clusters. The 
electronic spin of individual Cu-ion = '/2 and its nuclear spin = 3/2. It is 
assumed that the electronic spins of all the Cu-ions in a cluster align 
ferromagnetically and so also the nuclear spins.For example in a Cu-tetramer 
[(CuO)4] the total electronic spin S=2 and the total nuclear spin 1=6 which 
may give 2S=4 fine structure components and 21+1=13 hyperfine structure 
components. It is conjectured that compounding of electronic and nuclear 
spins is due to the fast motion of the electrons/holes in the skeletal framwork 
of (CuO)4 network. The Cu^ * ion in a 3d' system and its behaviour can be 
described in terms of one hole and one electron in the fifth d-subshell of the 
third orbit and henceforth, the term hole will be used. Ferromagnetic cou-
pling of spins probably ensures the lowest energy stat of the system. This 
assumption seems to be justified as it works to explain the EPR spectra 
obtained here and also in earlier cases. However, a rigorous theoretical 
treatment is required. 
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In most of the cases, there is fine structure splitting but practically no 
angular variation in it or in the g-values of the complexes. The hyp erf in e 
structure has been observed only in Cu-octamer signal (Fig.7.1c) The reason 
may be that the small pieces of deoxygenated materials are in crystalline 
state and they are distributed in a random fashion as already mentioned in 
section 2. A few cases, which show a little deviation will be specially 
mentioned here. In Fig. 7.1b, There is no angular variation in the g-value but 
a slight and erratic (not corresponding to any one of the crystal symmetries) 
variation in the D-value. The value of g=2+4A, where ^ = spin orbit 
coupling constant and A involves matrix elements connecting the ground and 
excited states via the orbital angular momentum operator. D^Djo + D^s, wher 
D,o is the contribution of the spin-spin interaction. D5o = £,^ A, but A used here 
may differ from the one used in the definition of g. In g, A connects states of 
the same multiplicity but in D.^ , it may connect states of different 
muhiplicities also. Usually, both come out to be equal in magnitude. It may 
be argued that both in g and D, the spin-orbit coupling part is averaged out 
to a small constant value and the small variation seen in D is due to spin-spin 
interaction. Due to some order left in the distribution of the crystallites, spin-
spin interaction causes slight but erratic angular dependence. In Bi-2223, 
quenched by dropping the substance from 860C into liquid nitrogen bath, 
angular variation of the fine structure components could be plotted (Fig 7.3a 
and 7.7) and spin Hamilton ion parameters could be determined. In the case 
of Bi-2223, deoxygenated by air sucking at 840c for 12h, there is a large 
variation in the g-value but no fine structure splitting (Fig 7.3b, c and 7.8). It 
seems that in these two cases larger crystallites of deoxygenated materials 
capable of showing regular angular variation were formed. In liquid nitrogen 
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Fig.7.7: Angular variation of the spectrum of Bi-2223, a representative 
spectrum of which was shown in Fig.7.3a. 
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quenched Bi-2223, small crystallites showing angul^ dependence could be 
selected out.But they were so small that they could not be handled easily in 
the experiment and hence one crystallite was embedded in wax which wais 
cut into a rectangular block of convenient size and its angular variation 
could be studied. This was repeated for many crystallites. The angular 
variation of the spectrum in zy plane has been plotted in Fig.7.7. In the case 
of Bi-2223, deoxygenated by sucking out air, no such crystallite could be 
picked out. There was variation in the g-value but the absence of the fine 
structure splitting may be attributed to one of the following reasons i.e. 
dipolar interaction, fast motion or cubic symmetry around the series giving 
the EPR signal. 
It seems that on quenching by liquid nitrogen there is chance of getting small 
crystallites but with very low probability. Sucking out air from the substance 
maintained even at low temperatures of 100-400c is quite efficient method 
of deoxygenation. The air quenching seems to be quite inefficient. 
As shown in Fig. 7.9(a), An isolated Cu-tetramers is formed by 
breaking of eight Cu-oxygen bonds in its immediate neighbourhood. It hajs 
been generally accepted that there is some degree of covalency in the Cu-O 
bond. If it is supposed that there is 12.5% of covalency in the Cu-O bond, 
the breaking of eight bonds is equivalent to the loss of an electron or the 
advent of a hole in the isolated (CuO)4 network. With these assumptions, 
two obvious questions arise: (1) what is the ground state of individual Cu" 
ions in the tetramer and (2) how is the ferromagnetic coupling realize in the 
system? In the isolated Cu-tetramer, the Cu*"^  ions with 3d^  configuration 
probably remains in the usual ground state ^Ds/^ . This can explain the 
observed total electronic spin S=2 and total nuclear spin 1=6. If the hole 
would have occupied one of the Cu^ ^ sites, it would have converted to 3d^  
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configuration and its ground state would have been •^ F4. In that case, it would 
not be possible to obtain the total electronic spin=2 i.e. from a combination 
of Si=l, S2=l/2, S3=l/2 and §4=1/2 representing the spins of the four Cu^ ^ 
ions in the tetramer. The hole probably resides on the oxygen sites only. The 
state of affairs is better represented by Fig.7.10 
The hole introduced as a result of isolation of the Cu-tetramer from 
the bulk hopes among the positions 1', 2',3',4'. Hopping is possible because 
all the oxygen sites are equivalent. The hole probably takes short sojourns in 
Px orbitals of sites V and 4' and Py orbitals of sites V mA V due to 
proximity. As the hole jumps from site 1' to 2' it forces the hole of the Cu^"*^  
(3d^ system) at the position 2 to rush towards the Cu'^ at the position 3. 
Again when the hole jumps from site V to 3", it along with hole displaced 
from the copper position 2 forces the hole on the copper position 3 to rush 
towards the position 4 and so the process goes on. As a result the four holes 
associated with the four Cu '^  ions start circulating along the outer Cu-O-Cu-
0-Cu- circuit, thus compoundmg the electronic spins (S=2) and the nuclear 
spins (1=6). The time taken to complete one round of the circuit should be 
much smaller than the precessional time of the holes. In this process, the 
hole negotiating the oxygen circuit (r,2',3',4') does not combine with the 
holes in the outer Cu-0-Cu-O-Cu circuit. The ferromagnetic coupling of the 
electronic spins of the four holes among themselves and also of the nuclei 
spins of the four Cu-ions, probably ensures minimum energy state. 
The EPR lines observed here are broad and unsymmetrical. Two reasons 
may be adduced to it: 
i. The cross relaxation between the four FM coupled holes of the four Cu-
ions (see Fig. 7.10) and the single hole hopping through the oxygen sites. 
For EPR transitions, the relaxation time of the four coupled holes may be 
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Fig.7.10: Location and motion of a hole introduced as a result of isolation 
of the Cu-tetramer from the bulk. 1, 2, 3, 4, are the Cu-positions and 1 / 
2,' 3, ' 4' are the oxygen sites. The p^and Py orbital of each oxygen is also 
shown. 
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much smaller than those of the single hole. The relaxation processes in the 
single hole may be so fast as to widen its signal beyond detection, but it may 
in turn, broaden the signal due to the four coupled holes of the four Cu-ions. 
2. The material of each sample investigated here are of two types; (a) The 
islands of isolated Cu-clusters giving EPR spectra and (b) the bulk material 
having unbroken CUO2 sheets which is EPR silent. The bulk material is 
metallic at the temperature of investigation (300K) as seen by the 
temperature vs. resistance measurement and the metallicity or conduction 
electrons/holes of the major fraction of the material part (b) may widen and 
distort the signal due to the minor fraction (a), which is the sole signal giving 
species. 
Examining the g-vaiue of the spectra, it will be ver}' glaring that they deviate 
considerably from the usual g«2 range. Experimental values of g obtained 
by the relation hv=ge^ crimenta]pHob;erved- But the true g-values may be quite 
different from the gexperimentai- As there is ferromagnetic coupling of the spins 
in the Cu-clusters, or say, spin-clusters, the effective field (Heff) may be quite 
different from the applied field (Ha) due to demagnetization effects. The 
demagnetization field strength depends upon the shape and size of the 
sample. In such cases the resonance absorption condition is written as hv=gP 
(HB)''^  where B= magnetic induction or for cylindrical shape of the samples, 
hv=gp(H+2M) where M = intensity of magnetization. As M is positive, for 
the ferromagnetic sample it may happen that the effective field is of such a 
value that will keep the g-values in the proximity of 2 as required by the 
small zero field splitting occasionally identified for some of the samples in 
this work. 
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The species of Cu-clusters that occur in our spectra are octamers, tetramers, 
dimers and monomers but never the species like trimers, pentamers, 
hexamers etc, probably, the later ones are not structurally and energetically 
favoured. The most frequently occurring species is the tetramer and appears 
at the lowest quenching temperature. It is understandable because (CuO)4 
acts as the unit cell of the two-dimensional CUO2 plane and on violent 
treatments done for deoxygenation, the breaking of CUO2 plane into units 
seems to be quite natural. 
The isolated Cu-tetramers seen in this study and the earlier seem to be of 
great significance. As mentioned earlier that the breaking of eight Cu-0 
bonds in the immediate vicinity of (CuO)4 is equivalent to the introduction 
of a hole in it, the following equalitj' should hold good; 
Isolated (CuO)4 = (CuO)4 of the actual superconductor + a hole inside it. 
Further as the conductivity in the superconductors is through holes, the study 
of the behaviour of isolated Cu-tetramers may throw light on the properties 
of the bulk superconductors and may provide clue to the mechanism of high 
temperature superconductivity. 
As had been noted in our earlier studies, Cu-tetramers are obtained in non-
superconductors also like CaCuO;, BaCuOi. etc, but the Cu-tetramers 
obtained m the superconductors are different from those obtained in non-
superconductors. A four one-half spin system is essentially 16 fold 
degenerate and by Heisenberg isotropic exchange splits into six components: 
one pentet, three triplets and two singlets. In superconductors, the pentethas 
been found to be ground state but in non-superconductors, singlet is the 
ground state. 
Fig.7.11: (A) Coupling Between The Two (CuO)4 Units With Holes Via 
Spin Fluctuations In The Intervening Unit Having No Hole. 
(B)Syniinetr3^ of The Condensate May Be d,^  _y^  . 
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A mechanism of superconductivity may be visualized on the basis of 
(CuO)4 units. At least the symmetry of the pair condensate and the 
coherence length can be well understood as explained in the Figure 7.11. 
In the Fig. 7.11(A), the holes contained in the boxes (Cu-tetramers) 1 and 2 
may couple via the spin fluctuations in the box 3 having no hole inside it. 
Under the influence of 1 and 2 whose spins are in opposite directions, the 
spins in the box 3 may continuously change direction, thus working as a 
contact person. The space between 1 and 3 or 3 and 2 is the length of a box 
which in most superconductors is of the order of 3.8A ,^ therefore the 
coherence length for coupling between 1 and 2 may be of the order of 15-
16A° as is the value for in-plane coherence length. In Fig. 7.11 (B), 1 and 3 
and 4 and 5 again may couple giving a semblance of d wave pairing. In Fig. 
7.1i(A), the spin directions of the FM coupled Cu ions in the boxes 1 and 2 
are opposite to each other and hence spins of the holes trapped in these 
boxes will also be opposite to each other and hence the pairing will give a 
singlet state as expected. 
At least, in all the magnetic theories of superconductivity, involving 
raagnons, magnetic polarons, spin bag, spin fluctuations, the S=2 systems 
represented by cu-tetramers is a potential candidate for consideration. 
It seems that in the consideration of mechanism of high temperature 
superconductivity, especially in the magnetic mechanisms, the (CuO)4 can 
play an important role. For example in the spin-bag theory, spin fluctuation 
theory, magnetic bipolaron, niagnon theories physical quasiparticles can be 
taken as Cu-tetramers with spin = 2 instead of spin - Vi fermions. The 
magnetic coupling will be stronger for the tetraniers with total electronic 
spin (S=2) than for the spin =1/2 particle and may explain the higher 
transition temperatures. 
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CHAPTER: W 
PROPOSED WORK 
Study of High Temperature Superconductors and Pero\>skite 
Type Manganites Using Different Spectroscopic Techniques 
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The work we intend to do in future can be divided into two parts: (1) 
Fligh Temperature superconductors and (2) Manganites. 
EPR work has already been done on several deoxygenated high temperature 
superconductors and their constituents and work will be continued on them 
by changing their compositions and by adding impurities. Change of 
compositions and introduction of impurities ^e found to greatly effect the 
properties of the super conducting materials ^ d our aim will be to study this 
effect. 
Further, three more aspects of the problem have to be studied. They are: 
(1) To understand the effect of ageing of these superconductors. It has been 
observed in the case of Lao.v SrvCu04 that after quenching, at different 
stages, the compound gives different types of EPR spectra and finally after 
ten days, the substance becomes EPR silent -as was the case before 
quenching. Ageing effect is attributable to internal temporal equilibration of 
oxygen ions inside the crystal. The effect of ageing on different 
superconductors has to be studied. 
(2) A great difficulty in my experiments is the lack of reproducibility of 
results. The results can be repeated fifty percent of times but not cent 
percent. In ceramic samples, some grains give EPR signal and some others 
do not give. In single crystals obtained from somewhere else, each 
quenching cycle is not found to give the same spectrum. It is guessed that 
the quenching process entails loss of oxygen content from the crystal or the 
displacement of oxygen ions from their equilibrium positions. In ceramic 
samples, some grains develop into micro crystallites large enough to give 
angle-dependent EPR spectra. But the process responsible for giving the 
spectra, both in the crystalline form or the powdered fonn seem to be 
statistical m nature and hence 100 percent reproducibility may not be 
96 
possible. However, meticulous experiments will be made to develop 
reproducibility conditions. 
(3) The most important information is to establish a systematic relationship 
between spin Hamiltonian parameters, as g, D, and E etc, given by the 
analysis of the Cu-terrier spectra in different superconductors and their 
transition temperatures. To achieve this all the HTS materials have to be 
thoroughly investigated. If any relationship could be found, the importance 
of the role of (CuO)4 unit in the mechanism of high temperature 
superconductivity will become irrefutable. 
Whatever results are obtained have to be further verified by 
other spectroscopic techniques like infra-red, Fourier transform infra-red, 
laser Raman and nuclear magnetic resonance besides EPR. At each stage of 
the preparation of samples, the structure and purity of the samples have to be 
checked by x-ray diffraction. 
The second part of the work will be on manganites, i.e. Lni. 
,M,Mn03 [where (L,= La, Pr, Nd, Eu, Gd etc.) and (M = Sr, Ba, Ca, Pb)]. 
This group of compounds exhibit wide variety of electronic and 
magnetic properties, most importantly, colossal magnetoresistance. Their 
properties depend heavily on temperature, magnetic field applied, chemical 
composition and relative portion of different elements in the compound. 
Even tiny changes in the ionic radii of A ions, oxygen stoichiometry, 
homogeneity of the sample causes tremendous changes in their properties. 
Theoretical explanation of the variation of properties have been attempted in 
terms of Zener's double exchange and Jalm-Teller effect but they have been 
found to be insufficient. Spin, charge and orbital orderings observed in these 
materials have attracted considerable interest and theory and experiments 
have been done to throw light on the nature of these phenomena. The whole 
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field still is in the state of flux and investigation into any aspect of the 
problem will be challenging and rewarding. 
A preliminar}' study shows that the EPR spectra of raanganites 
are highly dependent on the microwave power used in the experiment. We 
found phase coexistence and phase separation by microwave power. The 
study has to be extended to all kinds of manganites. Relaxation times Ti and 
T2 has been measured in La2./3Cai/3Mn03 and further these quantities will be 
measured for ail manganites. Attempt will be made to interpret the results. 
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