Abstract. A n i t e algebra C is called minimal with respect to a pair < of its congruences if every unary polynomial f of C is either a permutation, or f ( ) . It is the basic idea of tame congruence theory developed by Ralph McKenzie and David Hobby 7 ] t o d escribe nite algebras via minimal algebras that sit inside t hem. As shown in 7], minimal algebras have a v ery restricted structure.
Introduction
Tame congruence theory is a powerful, deep branch o f u niversal algebra, which h as allowed researchers to a p proach a n d s o lve problems that seemed hopelessly di cult before, and w h i c h could be applied fruitfully in other research areas as well. The m ain tools are presented in the book of Ralph McKenzie and D a vid Hobby 7 ] , b u t t he theory is not so easy to learn. Since our paper investigates one o f t hese tools (namely the structure of h i-minimal algebras), we h ave elected to w r i t e t he corresponding Secti o n 3 s o a s t o be accessible for beginne r s i n t his area. The r e a d er (having a background i n u niversal algebra) can read Section 2, and some proofs referred to i n that s e c t ion, to learn the n ecessary preliminaries, and t hen go to Section 3, which will help him understand t he structure of minimal algebras. Our route yields an alternative approach t o t he r e s u l ts o f C h apter 4 in 7] . We suggest that t he r e a d er consult t he book 7] continuously while reading t his paper.
The paper also o ers new results. The Twin Lemma 3.1 gives new information for the u nary type (see also Theorem 3.4) . This he l p s i n c haracterizing t he c l o n es of E-minimal algebras of type 1 , t hus supplementing t he r e s u l ts o f C h apter 13 of 7] .
This characterization is given in Theorem 4.4. Finally our result o n a l g e bras that are minimal with respect to m o r e t han one quotient is given in Theorems 5.2 and 5.1.
The results presented here have a p plications in the i n vestigation of residually small varieties (see 11]), and a l s o i n t he i n vestigation of minimal sets i n s u bdirect powers (see 10] ). We call the r e a d er's attention to t he paper 9] of Keith K earnes, which proves deep results on centrality, a n d s o m e i d eas of which are related to t he o n es presented here. We t hink that t he present paper is good preliminary reading for 9] .
The a uthor is greatly indebted to I v o Rosenberg and t o J o e l B e r m an for inviting him in 1987 to M o n treal and in 1990 to Chicago where the results o f t he p a p e r w ere found, and also for many s t imulating conversations on the t opic of the paper. Many thanks are due also to K eith K earnes and P eter Pr} ohle for several useful remarks concerning t he paper.
2. Basic concepts and results The notation used in the paper is mostly the same a s t hat used in 7] . In particular, algebras are denoted by b o ldface capital letters, and A is the u nderlying set of A. Boldface lower case letters, like b, d enote elements of cartesian products o f s e t s, and b i stands for the i-th component o f b. W e s t art counting t he elements from 1, so b typically denotes (b 1 : : : b n ) for some i n teger n. Many t imes, in particular, when considering p o lynomials of products of algebras, it is much e a s i e r t o u nderstand de nitions or arguments i f e l e m ents o f t hese products are written as column vectors, while multiple arguments o f f u nctions are written as row v ectors. If R is a binary relation, then by a R b we m ean a i R b i for all i.
Commutator theory, originated by J. Smith 12] , and d eveloped by C. Herrmann, W. Taylor, R. McKenzie, R. Fr e e s e , H . P . G u mm, and o t hers, was a great discovery in the period of 1976{80. Its signi cance can be compared to t hat o f t ame c o n gruence theory. T h e t wo m ain references are 5] and 2], or the r e a d er may look at t he paper 4] for a quick i n troduction. Here we s u mmarize only the facts n ecessary to u nderstand our paper.
Commutator theory works for varieties of algebras whose congruence lattices are modular. The basic idea is that for such v arieties one can give a common generalization of the concept of the commutator subgroup N M] o f t wo normal subgroups of a group, and o f t he product IJ+ JIof two i d eals of a ring. The m o d ular commutator is a binary operation on the congruence lattice of algebras, which h as useful algebraic properties, but, more importantly, give s a v ery good structure theory when the commutator is`small' (as abelian groups and r i n gs with zero multiplication are well-behaved with respect to general groups and general rings). These properties are summarized in the f o llowing t heorem. Recall that for a congruence of an algebra A and m apping : A ! B we d e ne ( ) t o b e t he congruence of B generated by all pairs ( (a) (b)) with a b . Algebras satisfying c o n ditions (a) a n d ( b) i n s t atement (4) are called a ne. Once the commutator is de ned, we can speak of abelian (solvable, nilpotent) algebras or congruences (as their de nitions from group theory carry over without modi cation).
There are several ways to a c t ually de ne t he c o m m utator operation itself, but t hese are not easy to comprehend, and for a newcomer it is probably easier to w ork with the s t atements a bove, considered as axioms. We s h all reproduce two o f t he equivalent de nitions. Both o f t hese de nitions are valid for arbitrary algebras (although modularity i s e s s e n tial in proving T h eorem 2.1). Lemmas 2.3 and 2.5 also hold without assuming m o d ularity, a n d w e strongly recommend t hat t he r e a d er prove t hem as exercises.
De nition 2.2. Let A be an algebra, L and R binary relations on A, a n d a congruence of A. T w o p o lynomials g(x) a n d h(x) o f A are called R-twins, i f t hey are of the form g(x) = f(x c) a n d h(x) = f(x d) for some p o lynomial f of A and v ectors c R d of A (of appropriate length).
We say that L centralizes R modulo , o r t hat t he hL Ri-term condition holds modulo (in notation: C(L R )) if for all polynomials f of A, e l e m ents a L b , a n d
The commutator L R] o f L and R is de ned to b e t he s m allest congruence of A with C(L R ). The largest congruence of A satisfying C( R ) i s d enoted by ( : R). We w r i t e ann (R) for (0 A : R) th i s i s t he annihilator of R. Thus, two p o lynomials are R-twins if they can be derived from the s a m e p o lynomial with di erent parameter sequences which a r e R-related componentwise, and t he hL Ri-term condition says that i f t wo u nary R-twins agree modulo at a, t hen they also agree at all other places that are L-related to a.
Note t hat i f R denotesthe compatible tolerance of A generatedby R, t hen C(L R ) is equivalent t o C(L R ). Thus it is usual to a s s u me t hat R is re exive a n d symmetric. Similarly, it is su cient t o consider those relations L that are actually congruences, as shown by t he f o llowing lemma. De nition 2.4. If A is an algebra and R is a compatible, re exive, binary relation on A, t hen the s u balgebra of A 2 with u nderlying s e t R (that is, all R-related pairs) is sometimes (particularly, w h en R is a congruence ) d enoted by A(R) ( i n s t ead of R). If L is any binary relation on A, t hen L R denotes the c o n gruence on A(R) g e n erated by fh(x x) (y y)i : x L y g :
Lemma 2.5. We have L R] = 0 if and only if the diagonal subuniverse of A(R)
(that is, the set f(x x) : x 2 Ag) is a union of L R -classes.
The c o m m utator can be de ned using t his observation by considering f a c t or algebras. In the paper 5], Theorem 2.1 is proved using t his semantic de nition. The nice pictures of the c o n gruence-class geometries presented in this paper are really helpful in understanding t he proofs. We prefer the TC-commutator (de ned in De nition 2.2) in two respects.
First, it yields a reasonably simple proof of the f u ndamental theorem of abelian algebras (statement (4) of Theorem 2.1, originally proved by C. Herrmann 6] The second reason to u s e t he TC-commutator is that i t i s b e t ter suited to go beyond c o n gruence modularity. Of course, many good properties listed in Theorem 2.1 are lost. Homomorphic images of abelian algebras are not necessarily abelian, the commutator is not necessarily commutative, a n d, despite L e m m a 2.3 (4), it is not necessarily distributive o ver joins (not even in the rst variable). It remains, however, a useful tool i n t ame congruence theory.
Since the c o m m utator is not commutative in general, it is important t o r e m ember, which s i d e i s l e f t a n d w h i c h s i d e is right in De nition 2.2. Recall that t he hL Ri-term condition says that i f t wo R-twins (R is the relation on the right) agree modulo at a, t hen they also agree at all other places that are L-related to a. T h us we m o ve around i n L (the r e l a tion on the left) with t he v ariable of the t win polynomials. So it makes no di erence if a and b are vectors or single elements, since we can move t he components o n e a t a t ime. On the o t her hand, it is important t o a s s u me t hat c and d are vectors. If these are single elements, we get the binary term condition.
De nition 2.7. Let A be an algebra, L and R binary relations on A, a n d a c o n gruence of A. W e s a y t hat t he hL Ri-binary term condition holds modulo (in notation: We s h ould really speak of a left annihilator in De nition 2.2, but w e s h all not, because there is no such n atural de nition for a right annihilator, and b e c a use in rings our de nition yields the t wo-sided annihilator, so calling it left annihilator may have been misleading.
The r e a d er can nd further information on the elementary properties of centrality in Chapter 3 of 7] . For deeper properties, the paper 9] may be consulted.
The m o d ular commutator is a useful tool for in nite a l g e bras, too. We s h all now learn the t echnique of iteration, which p lays a crucial role in tame congruence theory. This technique works only for nite algebras. From now on, we s h all consider nite algebras in this paper, unless the c o n text implies otherwise.
First let us clarify what is usually meant b y t he w ord idempotent in universal algebra. An element e of a semigroup is idempotent i f e 2 = e, a n d a semigroup itself is called idempotent i f e v ery element i s i d empotent. This has got generalized by calling a n e l e m ent e of an algebra idempotent, if f(e : : : e ) = e holds for every basic operation f. T h e o peration f is idempotent, if f(x : : : x ) = x for every x, a n d an algebra is idempotent, if every operation is idempotent.
On the o t her hand, unary functions on a set form a semigroup under composition, so such a f u nction f is idempotent (as a semigroup element) if f f = f, while it is idempotent (as an operation) if f(x) = x for every x, t hat i s , f is the i d entity m ap. Since this second m eaning is trivial, the rst usage has became accepted, and w e s h all adopt this terminology, t oo. It rarely causes confusion in practice. (x y) = f(f(f(x y) y ) y ). The function f (i) is de ned analogously. T h e phrase`we i t erate f in the i-th v ariable (to become i d empotent)' will mean that w e construct f (i) . Clearly, w h en iterating a t erm or a polynomial of an algebra, we obtain a term or a polynomial, respectively.
As the rst application of iteration we prove t hat n i t e quasigroups are Mal'cev (see Lemma 4.6 of 7] ). Recall that a quasigroup operation on a set A is a binary function f such t hat f(x a) a n d f(a x) are permutations for every a 2 A. W e s h all actually prove a slightly more general statement. Notice that i f is a quasigroup operation on A, t hen by letting B = A and f(x y z) = x z the lemma yields a Mal'cev function. So this statement is indeed a generalization of Lemma 4.6 of 7]. Its proof is also very similar. Therefore we only outline i t s s t eps, and strongly encourage the r e a d er to ll in the d etails. Proof. First, if h(x) = f(x x x) i s a p e r m utation of A, t hen there is an integer n such t hat h n is the i d entity m ap. Replace f by h n;1 f. T h en the c o n ditions remain intact, and w e h ave in addition that t he n ew f is idempotent, that i s , f(x x x) = x for every x 2 A.
Iterate f in its r s t v ariable to become i d empotent, giving a n o peration f n (1) . B y d oing t his process in the t hird variable we get f m (3) . A s t he only idempotent permutation is the i d entity m ap, we h ave f(f n;1 (1) Let A be an algebra and U 6 = a s u bset of A. Consider all polynomials f of A, which can be restricted to U, t hat is, which s a tisfy that f(U : : : U ) U. The induced algebra of A on U (denoted by Aj U ) i s d e ned to h ave u nderlying s e t U, a n d i t s basic operations are the restrictions fj U of all such p o lynomials f. The similar notation j U denotes the restriction of a congruence to t he s e t U (that i s , \ (U U)). f(U) = V and g(V ) = U, then U and V are p olynomially isomorphic.
The twin lemma
One o f t he s t arting points o f t ame congruence theory is the structure theorem of minimal algebras in Chapter 4 of 7]. Let < be congruences of a nite a l g e bra C. We say that C is minimal with respect to t he quotient h i if for every f 2 Pol 1 (C), either f is a permutation of C, o r f collapses to , t hat i s , f( ) . T h e h i-traces of C are those blocks of that consist of more than one -block. The body B of C is the u nion of all the traces, and t he tail T is the r e s t o f C. Clearly, e v ery unary polynomial that is a permutation must preserve B and T. T h e f o llowing Twin Lemma is the k ey to t he w h ole of this paper.
Lemma 3.1. (The Twin Lemma) Let C be minimal with respect to h i, and let B denote the body of C. Suppose that f and g are unary B B-twin polynomials of C such that f is a permutation but g is not. Then B is a single -class, which is a union of two -classes, and C has a binary polynomial that is a semilattice o p eration on B= j B .
Proof. We s h all call B B-twin polynomials of C simply body-twins throughout the paper. To s h ow t he r e a d er what is going on, we s h all use a special language (and enclose the formal arguments i n b r a c kets). By the minimality o f C, a n y u nary polynomial can be of two di erent characters: it is either collapsing (collapses all traces to ), or permutational. Both c haracters are clearly preserved when going down to C= . T h erefore we m ay assume i n t he proof that = 0 C . T h us, the w ord collapsing n o w m eans that t he p o lynomial is constant o n e v ery trace.
Let f(x) = h 0 (x c) a n d g(x) = h 0 (x d). Since we can move f r o m c to d coordinate by coordinate, we m ay assume t hat h 0 is binary. I t erate h 0 in its rst variable to get a polynomial h = h 0 (1) satisfying t hat h(x a) i s a n i d empotent f u nction for every a 2 C. From the process of iteration we see that h(x c) i s a p e r m utation, but h(x d) is not. We also know t hat c d 2 B.
Draw the m ultiplication table of h, w h ere the c o lumns correspond t o t he m appings h(x a), and t he r o ws correspond t o t he m appings h(a y). We c a l l t wo c o lumns (or rows) -relatedifthe y a r e o f t he form h(x u) a n d h(x v) ( o r h(u y) a n d h(v y)), where (u v) 2 In the r e s t o f t his section we s k etch t hose applications of the T w i n L e m m a, which help describe the structure of minimal algebras. First assume t hat C isah i-minimal algebra satisfying t he conclusion of the Twin Lemma. Then the i n duced algebra on B= j B has a semilattice operation, and i s t herefore nonabelian. By Lemma 4.8 of 7], this two-element algebra is polynomially equivalent t o a B o o lean algebra, or to a l a ttice, or to a semilattice. Accordingly we say that t he t ype of C with respect to h i is 3, 4, o r 5 (these are the nonabelian types). The structure of these algebras is described in Lemmas 4.15 and 4.17 of 7] . We suggest that t he r e a d er read these statements a n d t heir proofs now. The essence of the result i s t his. (1) For all x 2 C ; f 1g, hf1 x g p i is a semilattice with neutral element 1, i.e., p(x 1) = p(1 x ) = p(x x) = x for all x 2 C. (2) For all x 2 C such that x 6 = 1 and for all u 2 O, p(x u) p (u x) x . (3) For all x y in C, p(x p(x y)) = p(x y).
The r e a d er may try to prove t his using i t eration. If p and 1 s a tisfy (1) ; (3) above, then p is called a pseudo-meet operation, and t he e l e m ent 1 a neutral element with respect to p. I n t he t ype 3 and 4 cases the body is of the f o r m f0 1g, w h ere both elements a r e n eutral (1 with respect to a pseudo-meet, 0 with r e s p e c t t o a pseudo-join operation). Conversely, s u p pose that 1 6 = 1 0 are two n eutral elements with respect to p and p 0 , r e s p e c t ively. T h en both a r e i n a o n e-element -block contained in B. Thus B = f1 1 0 g, a n d t he p o lynomials p and p 0 yield a lattice structure on B, s o t he type is 3 or 4 . T h erefore in the t ype 5 case there is a unique neutral element, and this element w orks for every pseudo-meet operation (with respect to h i). We s h all use this observation in Section 5. Call C of type 2 with respect to h i if the i n duced algebra on the body B of C has a Mal'cev polynomial, and c a l l C of type 1 otherwise.
First we l o o k a t t he t ype 1 case. Let f be a k-ary polynomial, and N 1 : : : N k h i-traces of C. W e s h ow t hat f depends on at m o s t o n e v ariable on N 1 N k modulo . Indeed, we m ay assume b y factoring out t hat = 0 . Suppose, to get a contradiction, that f depends on at least two v ariables, say on the r s t a n d second o n e, on N 1 N k . T h en we can x all variables other than the rst one in N 1 N k so that t he resulting u nary polynomial is not constant o n N 1 , h ence it is a permutation of C. B y t he Twin Lemma, if we x t hese variables arbitrarily in B, we s t ill get a permutation. The same h olds for the second v ariable of f. T h erefore xing all but t he r s t t wo v ariables arbitrarily in B we get a binary polynomial that is a quasigroup operation on B. B y L e m m a 2.10 we h ave a Mal'cev polynomial on B. This contradiction proves our statement.
In particular, the i n duced algebras on the traces are essentially unary modulo .
We n o w prove t he t ype 1 case of statement (4) ), so the i n duced algebra on N= is abelian by Lemma 2.8. As N is a congruence-class and d is idempotent, we h ave d (N N N) N. Therefore the i n duced algebra on N= is Mal'cev, hence it is a ne b y Lemma 2.6. It is easy to compute, using t he minimality of C, t hat t he corresponding m o d ule must actually be a vector space. Now suppose that a t ernary polynomial d satis es (1) Lemma 3.6. Let C be a type 2 minimal algebra w i t h r espect to a quotient h i, l e t B denote the body and T the tail of C, and let d be a pseudo-Mal'cev operation of C.
Then the following hold.
(1) The body is a class of the twin congruence. The rst two inclusions in (2) are basically proved in the book 7] (see Lemma 4.25 and t he proof of Lemma 4.27 (4ii)). The proof of the t hird inclusion is very similar. We present t his argument, and t he r e a d er will surely be able to d educe the proofs of the rst two inclusions. Statement (1) is false in the t ype 1 case (take a 3-element set with n o o perations).
As an exercise, we suggest the r e a d er to prove, based on this last lemma, statement (4) of Lemma 4.27 in 7].
E-minimal algebras
A nite algebra C is called E-minimal, if it is minimal with respect to all of its prime congruence quotients. These algebras play an important r o le in the d escription of minimal algebras of type 2 , a s s h own in the second part of Chapter 4 of 7]. Namely, it is proved there that t he i n duced algebra on the b o d y o f s u ch a minimal algebra is always E-minimal. Lemma 4.29 of 7] states that if an E-minimal algebra has a nonabelian quotient, then it is a two-element algebra. Clearly, all two-element algebras are E-minimal, so there is nothing m o r e o n e can say about t he nonabelian case. E-minimal algebras of type 2 have been completely described in Theorem 13.9 of 7] . In this section we shall provide a similar characterization of the t ype 1 case.
As shown in Lemma 4.28 of 7], C is E-minimal i every idempotent u nary polynomial of C is either constant o r t he i d entity m ap. This equivalence is a straightforward consequence of the fact that e v ery minima l s e t i s t he r a n ge of an idempotent u nary polynomial (see Theorem 2.11 of 7]). Lemma 4.1. Let C be an E-minimal algebra. Suppose that f and g are unary C C-twins of C such that f is a permutation but g is not. Then C is a two-element algebra, and it has a binary polynomial that is a semilattice o p eration.
Proof. Let b e a m aximal congruence of C. T h en the h 1 C i-body of C is C, a n d therefore f and g are body-twins. So by t he Twin-Lemma, the q u o t ient h 1 C i is nonabelian, and w e are done b y Lemma 4.29 of 7] stated above. Corollary 4.2. Every prime quotient of an E-minimal algebra has the same type.
Proof. Let C be an E-minimal algebra. If a nonabelian quotient occurs in C, t hen by Lemma 4.29 of 7], C is a two-element a l g e bra, and w e are done. If C ha s a p r i m e quotient o f t ype 2 , t hen Lemma 4.1 shows that t he t win congruence must be 1 C .
By Lemma 3.6, the body with respect to t his quotient i s C, s o C has a Mal'cev polynomial. Therefore there is no type 1 quotient.
Note t hat C o r o llary 4.2 is generalized in Section 5 (see Theorem 5.2). This common type of all the q u o t ients is called the t ype of the E-minimal algebra itself.
By Lemma 4.1 the t win congruence is 1 C for an E-minimal algebra C of abelian type. Hence Theorem 3.4 (4) yields that s u ch algebras are left nilpotent. This is the statement o f T h eorem 4.36 of 7] for the t ype 2 case, and of Corollary 4.11 of 9] for the t ype 1 case. We c a l l a ttention to Lemma 4.10 of 9], which i s t he s o lvable case of Lemma 4.1 above, with a di erent proof. Another important exercise, also mentioned in 9], is to d educe from Lemma 4.1 that e v ery nite a l g e bra in the v ariety g e n erated by a nite E-minimal algebra of abelian type is also E-minimal (and h as the same type as the generator).
So far, we h ave been trying t o provide`easy' arguments for the s t atements w e stated. The r e a d er is encouraged to m o d i f y t he proof of the Twin Lemma t o prove Lemma 4.1 directly (that i s , w i t hout referring t o t he structure of minimal algebras of nonabelian type). Here is the i d ea. The only part in the proof of the Twin Lemma using t hat f and g are body-twins is the fourth paragraph showing t hat t here is only one permutational column. Let K denote t hose elements o f C that correspond t o collapsing c o lumns. By E-minimality, t hese columns are constants. If there are two permutational columns, then, as in the o t her proof, all rows are collapsing, and t he diagonal is a permutation. Hence the diagonal permutes K, a n d t he r e a d er will be able to get a quick contradiction by s h owing t hat a n i d empotent p o wer of the r o w o f c must have a xed point i n s i d e a s w ell as outside K.] We included this sketch p a r t ly because we w onder if it leads to a common generalization of the Twin Lemma, and of Lemma 4.1. From Theorem 3.4 we know t hat in a h i-minimal algebra we h ave t hat all twins of permutations are permutations if and only if C(1 C ) h olds. Thus, we are looking for conditions forcing C(1 C ).
Left nilpotence is obviously su cient. On the o t her hand, if C is solvable of type 2, then C is full-bodied by Lemma 4.27 (4) of 7], and t herefore we s t ill have C(1 C ) by T h eorem 3.4. Unfortunately, t he f o llowing algebra shows that t he same conclusion does not hold in the t ype 1 case. Let A = hf0 1 2g i, w h ere the binary operation is given by 0 1 2 0 0 0 0 1 1 1 0 2 2 2 2 It is clear from the t able that t wins of permutations are not permutations. We l e a ve as an exercise the v eri cation of the r e s t o f t he d etails.
Now w e present o u r c haracterization of the clones of E-minimal algebras of type 1. Let C be any n i t e set of at least two elements, and l e t 0 C = 0 < 1 < < k = 1 C be a chain of equivalence relations of C with k 1. Our purpose is to d e ne a clone E( 0 : : : k ) s u ch t hat t he a l g e bra E( 0 : : : k ) = hC E( 0 : : : k )i is an E-minimal algebra of type 1. Our result will then state t hat an algebra is E-minimal of type 1 if and only if it is a reduct of an algeb r a o f t he form E( 0 : : : k ) for an appropriate cha i n o f e q u i v alence relations. At t he e n d o f t his section we s h all try to e x p lain and illustrate t he u s e f u l n ess of this result.
To d e ne t he clone E( 0 : : : k ), call a unary function f on the s e t C collapsing, if f( s ) s;1 for every 1 s k. I f f is n-ary, t hen we s a y t hat f is collapsing in its i-th variable, if no matter how w e x a l l o t her variables in C, t he r e s u l ting u nary function is collapsing. Similarly, w e say that f is permutational in its i-th variable, if no matter how w e x all other variables in C, t he resulting u nary function is a permutation that preserves every equivalence relation s . ( O b viously, e v ery permutational f satis es that f( s ) 6 f( s;1 ) for every 1 s k.) Now l e t E( 0 : : : k ) b e t he s e t of all functions of C that are either collapsing i n e v ery variable, or permutational in one v ariable, and c o llapsing in all the o t hers. Proof. Clearly, a n i-th projection is permutational in its i-th v ariable, and i s c o llapsing in the o t hers. Next let f 2 E = E( 0 : : : k ) b e n-ary, a n d g 1 : : : g n 2 E be unary. W e s h ow t hat t he u nary composition h = f(g 1 : : : g n ) is a permutation if f is permutational in its i-th v ariable and g i is a permutation, and h is collapsing i n a l l other cases. Indeed, let (a b) 2 s ; s;1 for some 1 s k, a n d consider a 0 = f(g 1 (a) g 2 (a) : : : g n (a)) a 1 = f(g 1 (b) g 2 (a) : : : g n (a)) : : : a n = f(g 1 (b) g 2 (b) : : : g n (b)): If f is collapsing i n i t s j-th v ariable, or if g j is collapsing, then we clearly have a j;1 s;1 a j . Therefore h is collapsing u nless there exists a n i such t hat g i is a permutation, and f is permutational in the i-th v ariable. Assume t his. Then by f 2 E, f is collapsing in all other variables, so we h ave a j;1 s;1 a j for every j except for j = i. B u t f(g 1 (b) : : : g i;1 (b) g i (x) g i+1 (a) : : : g n (a)) is a permutation, and t herefore a i;1 s ; s;1 a i , t hus by transitivity, h(a) s ; s;1 h(b). Since any pair of equal elements i s o b viously in s;1 , w e see that h(a) 6 = h(b). But e v ery pair (a b) with a 6 = b is contained in some s ; s;1 , s o w e h ave proved that h is indeed a permutation.
Now l e t f 2 E be n-ary, a n d g i 2 E be m-ary, f o r 1 i n. W e h ave t o prove that t he m-ary composition h = f(g 1 : : : g n ) 2 E. Let 1 j m, a n d x a l l o t her variables of h arbitrarily. T h en we arrive a t t he s i t uation investigated in the previous paragraph. Thus we get a collapsing f u nction unless there is an i such t hat f is permutational in its i-th v ariable, and g i is permutational in its j-th v ariable, in which case h is permutational in its j-th v ariable. This cannot happen for two di erent values of j, since f g i 2 E for every i. T h us h 2 E as stated.
Now let E( 0 : : : k ) = hC E( 0 : : : k )i. Theorem 4.4. The algebra E( 0 : : : k ) is E-minimal of type 1. Conversely, if C is a nite E-minimal algebra o f t y p e 1, then it is a reduct of E( 0 : : : k ) for any choice o f c ongruences 0 C = 0 k = 1 C of C. Proof. First notice that a l l t he p o lynomials of E = E( 0 : : : k ) are terms, since E( 0 : : : k ) c o n tains the constant f u nctions. Now l e t e be an idempotent u nary polynomial of E that is not constant. Let a 6 = b be elements i n t he r a n ge of e, a n d choose s to s a tisfy (a b) 2 s ; s;1 . T h en e does not collapse s to s;1 , a n d t herefore it is a permutation. Thus E is indeed E-minimal. It is straightforward to see that for every s, t he i n duced algebra on any s -block is essentially unary modulo s;1 , s o t he type is indeed 1. Now let C be an E-minimal algebra of type 1 , a n d pick a n y m aximal chain of Let us explain why s u ch a result a s T h eorem 4.4 can be useful. Notice that i t i s not easy to construct minimal algebras in general. When the d esired operation tables are produced, it is always a nontrivial question if some complicated composition of the basic operations spoils minimality. S o o n e h as to c o m p u te all unary polynomials, and t hat is not always possible, not even with a computer.
On the o t her hand, to construct E-minimal algebras, one can simply pick a n y c hain of equivalence relations, and c hoose the basic operations from the s e t E( 0 : : : k ).
Thus in the t ype 1 case, E-minimal algebras provide a useful way of testing conjectures for the g e n eral nilpotent o r s o lvable case. For example, Examples 1 and 2 of 9], showing t hat left nilpotence does not imply right nilpotence in nite a l g e bras, are E-minimal. Example 1 is also interesting, because it generates a residually large variety (see 11]). We p r e s e n t i t h ere as an illustration on how t o u s e T h eorem 4.4 to construct an E-minimal algebra.
Let A denote t he algebra hf0 1 2 3g f i, w h ere the binary operation and t he unary operation f are given by t he f o llowing t able: To s h ow t hat t his algebra is E-minimal of type 1, let 0 = 0 A , 2 = 1 A , a n d d enote by 1 the partition with b locks f0 1 2g, a n d f3g. T h en f is a permutation preserving 1 . The o peration is permutational in its rst variable: indeed, all columns are permutations preserving 1 . It is collapsing i n i t s s e c o n d v ariable, since all rows have range in a 1 -block a n d all rows are constant o n t he b locks of 1 . S o w e could construct a minimal (moreover, E-minimal) algebra without h aving t o c o m p u te all unary polynomials. 5. Multiminimal algebras In this section we i n vestigate t he s i t uation when an algebra is minimal with respect to more than one quotient. This condition is weaker than E-minimality, b u t w e are still able to p r o ve strong consequences. Our main result i s T h eorem 5.2. Before formulating i t w e i n vestigate t he nonabelian case (the r e s u l ts presented in the n ext theorem have some o verlap with t he results in 1]). Recall that a n eutral element of a minimal algebra of nonabelian type is a neutral element 1 w i t h r e s p e c t t o a pseudo-meet operation, and t hat t he n eutral element i s u nique in the t ype 5 case (see Theorem 5.1. Let C be a h i-minimal algebra of nonabelian type. Let = (C) be the twin congruence. Then the following hold.
(1) If 1 is a neutral element of C, then the twin congruence is the largest congruence o f C that has f1g as a congruence-class.
(2) The twin congruence has a unique cover (so it is meet-irreducible). Next we s h ow t hat = _ is the u nique cover of . I n deed, suppose that > is any congruence. Then, by (1), contains a pair (1 a ) w i t h a 6 = 1. Let 1 6 = u 2 B. Then u = p(u 1) p (u a) a by Lemma 3.2. As is a congruence of which f1g is a block, we h ave by ( 1 ) . T h erefore, 1 u . B u t t he c o n gruence is generated by (1 u ) a n d , s o w e h ave s h own that _ = , proving (2). It is clear from Lemma 3 . 2 t hat covers . W e h ave already proved = _ and , s o ( 3 ) f o llows from the fact that is not below . I f f is a unary polynomial that is not a permutation, then f( ) , s o f( ) f( ) _ f( ) , s h owing (4).
We h ave B = 1 = 1= . Hence 1= 6 = 1 = = f1g, a n d t herefore N = 1 = is a h i-trace. So B is contained in the h i-body. T h us p demonstrates that h i is of nonabelian type, hence the trace N is the h i-body, c o n taining B. S o i f t he h i-type is not 5, t hen both bodies are two-element s e t s, and t herefore they are equal. In the t ype 5 case the element 1 i s a n eutral element f o r h i (since p induces a m eet operation on N=( j N )). As the h i-neutral element i s u niquely determined, all the s t atements a r e p r o ved. Theorem 5.2. Let C be a nite algebra that is minimal with respect to more than one quotient. Then the following hold.
(1) The type o f C with respect to any of these quotients is the same. Since the t win congruence and i t s u nique cover depend only on the a l g e bra C, a n d not on the quotient h i or h 0 0 i, w e h ave all statements s t ated in the t heorem. Now a s s u me t hat t he t ype with respect to h i is 2 , let d be a pseudo-Mal'cev operation and N 0 a 0 -trace. We prove t hat N 0 B. T o g e t a c o n tradiction suppose that t here exists an element t 2 N 0 ; B. Let t 0 ; 0 t 0 , s o t 0 2 N 0 . B y L e m m a 3.6 (2) we see that t he u nary polynomials d(x t t), d(t x t), d(t t x) m ap B to T, a n d therefore they are not permutations. Applying t he Twin Lemma f o r B 0 we s e e t hat d(t 0 x t ) a n d d(t 0 t 0 x ) are not permutations either. Therefore these maps collapse 0 to 0 , h ence In the remaining t ypes, the bodies are not necessarily equal. Any n i t e set (with no operations) is an E-minimal algebra of type 1, a n d e v ery subset is the body for some p r i m e quotient. Let S be the four-element m eet-semilattice o n f0 a b 1g with ordering 0 < a b < 1, where a and b are incomparable. It is easy to c heck t hat t he s e t s f1 a g, f1 b g, S are all bodies for suitable prime q u o t ients, for which S is minimal of type 5 .
6. Examples Although there is a lot of information known about minimal algebras, further nontrivial properties may exist, especially in the t ype 2 case. Problem 6.1. Give a complete c haracterization of h i-minimal algebras of type 2.
What w e h ave in mind is a result like T h eorem 13.9 of 7], or Theorem 4.4, which allows one t o construct examples for given purposes. What n o n trivial properties must the a l g e bra C= (C) h ave? We present t wo examples to r e f u te s o m e possible conjectures. We c a l l t he a ttention of the r e a d er to Exercise 4.37 (2) of 7] showing that a t ype 2 minimal algebra can have an arbitrarily long t ail. We n o w give a more general form of that construction, due to P eter Pr} ohle. Let C be a h i-minimal algebra, and S any m eet-semilattice. Let C = C S (disjoint u nion), and f o r a n y f u nction f on C, d e ne f (x 1 : : : x n ) = ( f(x 1 : : : x n ) if fx 1 : : : x n g C V (fx 1 : : : x n g \ S) otherwise.
That is, if there is an argument o u tside C, t hen the result i s t he m eet in the semilattice S of all these arguments. De ne an algebra C on C so that i t s basic operations are the f u nctions f , w h ere f runs over the basic operations of C. So we can come b a c k f r o m t he t ail to t he body using d (but, as is necessary by Lemma 3.6, we h ave d(t t 0) = t 2 T). Note t hat t he only nontrivial congruence of C is = (C), and t he t ype of h 1 C i is 4.
