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Abstract
We present an intrinsically discrete-time characterization of wavelet coefficient decay. To be more precise, let f = (f (n))n∈Z be
a sequence and denote by (dj,l)j1, l∈Z the coefficients obtained by passing f through a subsampled wavelet filter bank. Then it
is common practice to relate the decay properties of (dj,l) to continuous-time smoothness spaces such as the homogeneous Besov
spaces B˙αp,q(R). We discuss an alternative approach using only discrete-time notions, showing that under suitable assumptions
wavelet coefficient decay characterizes precisely the elements of the discrete-time Besov spaces defined by R.H. Torres in Spaces
of sequences, sampling theorem and functions of exponential type, Studia Math. 100 (1991) 51–74. The results do not follow as
trivial consequences of the continuous-time theory, and seem well adapted to practical applications due to their fully discrete-time
nature.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
It is a widely accepted fact that the key to the success of wavelets in applications is closely related to two features:
The availability of fast algorithms, and the fact that wavelet orthonormal bases yield unconditional bases for a large
variety of function spaces. Probably the most prominent examples are the (homogeneous) Besov spaces B˙αp,q(R),
α ∈ R, 0 <p,q < ∞, which can be characterized by decay properties of the wavelet coefficients (〈f,ψj,l〉)j,l∈Z.
To be more precise, let us define for α ∈ R, 0 < p,q < ∞, the coefficient spaces b˙αp,q(R) as the collection of all
complex-valued sequences t = (tj,l)j,l∈Z, satisfying
‖t‖b˙αp,q (R) :=
(∑
j∈Z
(∑
l∈Z
(
2−j (α+1/2−1/p)|tj,l |
)p)q/p)1/q
< ∞. (1)
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erties, f is in a Besov space B˙αp,q(R) if and only if (〈f,ψj,l〉) is in the corresponding coefficient space b˙αp,q(R); see,
e.g., [6]. In addition, we have the norm equivalence
‖f ‖B˙αp,q (R) 
∥∥(〈f,ψj,l〉)∥∥b˙αp,q (R). (2)
Note that we chose the convention to assign the negative indices to small scales (which causes the 2−j (α+1/2−1/p)
factor in (1) instead of the more common 2j (α+1/2−1/p)) for the purpose of convenience later on.
Early on, these norm equivalences have been related to the nonlinear approximation behavior of wavelet expansions
and to wavelet applications in signal and image processing, such as denoising and compression; as an exemplary and
influential paper in this respect, let us mention [3].
As a motivating example, we shortly consider the problem of approximating a function f ∈ L2(R) by N > 0 terms
of a wavelet series. For details, see [2].
Let (ψj,l)j,l∈Z be an orthonormal wavelet basis for L2(R). The task is to approximate f ∈ L2(R) from
ΣN =
{
g ∈ L2(R): g =
∑
(j,l)∈Λ
cj,lψj,l, Λ ⊂ N, card(Λ)N
}
.
This is a nonlinear problem as the spaces ΣN are nonlinear: ΣN +ΣN ⊂ Σ2N . Define the approximation error by
σN(f ) = inf
g∈ΣN
‖f − g‖L2(R).
One can now ask the question for which f ∈ L2(R) we have for a given α > 0
σN(f )MN−α,
for some M > 0, or, slightly stronger, f ∈Aαp(L2(R),ΣN), where
Aαp
(
L2(R),ΣN
) := {f ∈ L2(R),( ∞∑
N=1
(
NασN(f )
)p 1
N
)1/p
< ∞
}
.
For 0 <p < 2, α = 1/p − 1/2, one can show that f ∈Aαp(L2(R),ΣN) if and only if (〈f,ψj,l〉)j,l∈Z ∈ p(Z × Z).
As (〈f,ψj,l〉) ∈ p(Z×Z) corresponds to (〈f,ψj,l〉) ∈ b˙αp,p(Z) in this case, we can conclude that, assuming certain
support, zero moment and smoothness properties of the wavelet system,
f ∈Aαp
(
L2(R),ΣN
) ⇐⇒ f ∈ B˙αp,p(R).
Summing up, we have that for f ∈ L2(R), the approximation error decaying like O(N−α) corresponds to the mem-
bership of f in a Besov space.
In most applications however, the data under consideration are given discretely, and are processed by Mallat’s
cascade algorithm, using the discrete filters arising from a continuous time multiresolution analysis. Thus, a discrete
series (f (n))n∈Z is mapped to the family of (dj,l)j1, l∈Z of discrete wavelet coefficients. Observe that by the Fischer–
Riesz theorem, each coefficient dj,l is given by the scalar product of f with a suitable discrete time wavelet h˜j,l .
Considering the example of N -term approximation of f = (f (n)) ∈ 2(Z), one can derive a similar result as in the
continuous case: Roughly said, we have that the 2-approximation error decreases like O(N−α) for (dj,l) ∈ p(N×Z),
0 <p < 2, α = 1/p − 1/2.
This suggests using the space of (truncated) coefficient families bαp,q(Z), α ∈ R, 0 < p,q < ∞, as the collection
of complex-valued sequences s = (sj,l)j1, l∈Z, for which
‖s‖bαp,q (Z) :=
(∑
j1
(∑
l∈Z
(
2−j (α+1/2−1/p)|sj,l |
)p)q/p)1/q
< ∞. (3)
Quite often the norm equivalence (2) is the basis of heuristics which are then applied to the discrete setting, where
only the truncated coefficient series are available.
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satisfactory way from properties of the discrete filter bank and of the sequence f alone. Somewhat surprisingly,
literature so far does not seem to provide a simple answer to this question.
The continuous theory has the following to offer: Let ϕ be the scaling function associated to the multiresolution
analysis, and define the continuous-time function F =∑n∈Z f (n)τnϕ, where τnϕ denotes the translate of ϕ. Then the
wavelet coefficients of F coincide with (dj,l)j1, l∈Z for j  1, and vanish for scales j  0. Hence, assuming suffi-
cient vanishing moments, smoothness and decay of the associated continuous time wavelets, the norm equivalence (2)
provides that
(dj,l)j1, l∈Z ∈ bαp,q(Z) ⇐⇒ F ∈ B˙αp,q(R). (4)
However, the latter property may well depend on the scaling function ϕ. We have not been able to locate any result
in literature dealing with this problem; thus the continuous-time setting does not give a conclusive answer to our
question.
In this paper, we give criteria for (dj,l)j1, l∈Z ∈ bαp,q(Z), with arguments that do not use any embedding into the
continuous-time setting. In this way, we obtain that the discrete-time wavelets associated to a multiresolution analysis
are unconditional bases for a whole family of discrete-time signal spaces. It may not be too surprising that the resulting
spaces are again Besov spaces, the discrete Besov spaces Bαp,q(Z) introduced by Torres [14].
The main result of this paper, Theorem 4.5, states that—given certain properties of the filters—a sequence
f = (f (n))n∈Z gives rise to filter bank coefficients in bαp,q(Z) if and only if f ∈ Bαp,q(Z).
While our paper strictly avoids any appeal to the continuous time theory, we adopted the proof strategy and tech-
niques from the continuous setting, as presented in the book of Frazier, Jawerth, and Weiss [6] or, in a slightly more
general context, by Kyriazis [7]. The starting point is the so-called ϕ-transform characterization of Bαp,q(Z), estab-
lished by Torres; see Section 2 for details. Just as in the continuous case, this transform is in many ways quite similar
to a wavelet transform, and this similarity allows a proof of the main result by studying off-diagonal decay of certain
infinite matrices. This decay behavior is derived from certain conditions regarding support, vanishing moments and
smoothness of the discrete-time wavelets. The support and vanishing moment properties are straightforward to define
also for the discrete setting; the correct notion of smoothness goes back to Rioul [11], see Section 3 for a short review.
Let us finally comment on relations between our paper and previously published results. The study of the dis-
crete time wavelet transform as an object of independent interest was also the subject of [1,10,11], and our paper can
be regarded as a natural complement to these sources. The ϕ-transform characterization of Torres, already men-
tioned above, is quite similar to our result—to the extent that Torres in a later paper calls his result a ‘wavelet
characterization’—but as our ‘basic sequences’ are finitely supported biorthogonal wavelet bases for 2(Z) rather
than sampled versions of Schwartz functions, our results are not easily implied by [14]. As a further source sharing
certain similarities with our approach, Q. Sun [12] studied discrete-time spaces of Triebel–Lizorkin type including an
atomic decomposition theorem.
We will use the following notation: By S(R), we will denote the space of Schwartz functions and by S ′(R) its
dual, the space of tempered distributions and fˆ will denote the Fourier transform of f ∈ S ′(R).
For a sequence g = (g(n))n∈Z, suppg will be the smallest interval containing those n for which h(n) = 0 and let
g∗(n) = g(−n), where g¯ stands for complex conjugation. To avoid cluttered notation, C denotes a constant which is
allowed to change within an argument.
2. Discrete-time Besov spaces Bαp,q(Z)
In [14], R.H. Torres introduces discrete-time Besov spaces Bαp,q(Z), α ∈ R, 0 < p,q < ∞, by mimicking a
Littlewood–Paley type characterization for the continuous-time (homogeneous) Besov spaces B˙αp,q(R). Roughly
said, Bαp,q(Z) are spaces of sequences, obtained by integer sampling of band-limited distributions in correspond-
ing continuous-time Besov spaces. Torres as well develops a discrete-time ϕ-transform decomposition for Bαp,q(Z),
which will be the starting point for our considerations. We now recall some of these definitions and results.
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The following definition of Besov spaces on Z is the one employed in [14], except for a change of notation that is
convenient for our purposes.
For additional background information on the corresponding spaces on R, see, e.g., [5–9]. First, we need analogs
of Schwartz functions and tempered distributions in terms of sequences. We refer to [14] for basic facts concerning
distributions on Z.
Definition 2.1. A complex-valued sequence η = (η(n))n∈Z satisfying
sup
n∈Z
∣∣η(n)∣∣(1 + |n|)m < ∞ (5)
for every m> 0, will be called rapidly decreasing.
A sequence f = (f (n))n∈Z will be called (tempered) distribution on Z if
inf
{
m ∈ N: sup
n∈Z
∣∣f (n)∣∣(1 + |n|)−m < ∞}< ∞.
We will denote the spaces of rapidly decreasing sequences by S(Z), which is topologized by the sup-norms in (5).
S ′(Z) denotes the space of distributions on Z, which is indeed the dual space of S(Z). In order to be consistent with
the usual inner product notation, 〈f,η〉 =∑n f (n)η(n) will stand for the pairing of a distribution f and the rapidly
decreasing sequence η¯.
We next define the notion of a phi-function, which is the basis both for the Littlewood–Paley definition and of the
ϕ-transform criterion of discrete-time Besov spaces.
Definition 2.2. A phi-function is a function ϕc ∈ S(R) satisfying
(i) supp ϕˆc ⊆ {ω: π/4 < |ω| < π},
(ii) for some C, ε > 0,∣∣ϕˆc(ω)∣∣>C on {ω: π/4 + ε < |ω|< π − ε},
(iii) ϕˆc ≡ 1 in a small neighborhood of {−π/2,π/2},
(iv) ∑ν∈Z |ϕˆcν(ω)|2 = 1 for ω ∈ R \ {0}.
For ν ∈ Z, set ϕcν(x) = 2−ν+2ϕc(2−ν+2x). The superscript c serves as a reminder that ϕc is a continuous-time
function. Note that our notation differs from [14]: Here, small scales correspond to small ν. We use dilation by the
factor 2−ν+2 instead of the more intuitive 2−ν in order to obtain a unified notation later on; this has the slightly
awkward consequence that ϕc equals ϕc2.
We will now obtain a family of rapidly decreasing sequences by sampling the functions (ϕν)ν1. Set ϕν := ϕcν |Z
for ν > 1 and ϕ1 := ((χ[−π,π]ϕˆc1)∨)|Z, where the different definition for ϕ1 is due to technical considerations, see [14].
Let P(Z) denote the set of polynomials on R, sampled at the integers.
Definition 2.3. Let a phi-function ϕc ∈ S(R) be given. For α ∈ R, 0 < p,q < ∞, the discrete-time Besov
space Bαp,q(Z) is the collection of all f ∈ S ′/P(Z) (distributions on Z modulo polynomials in P(Z)), such that
‖f ‖Bαp,q (Z) :=
(∑
ν1
(
2−να‖f ∗ ϕν‖lp(Z)
)q)1/q
< ∞.
This definition is independent of the choice of ϕc.
For a distribution f ∈ S ′(Z), we have ‖f ‖Bαp,q (Z) = 0 if and only if f ∗ ϕν = 0 for all ν  1. By the conditions
on ϕ, this is equivalent to supp fˆ = {0}, or equivalently, to f ∈ P(Z). This is why the Besov spaces are defined as
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in general.
In analogy to the continuous-time case, we have a Calderón type formula for f ∈ S ′(Z):
f =
∑
ν1
f ∗ ϕν ∗ ϕ∗ν , (6)
with unconditional convergence in S ′/P(Z) [14].
2.2. ϕ-transform decomposition of Bαp,q(Z)
A ϕ-transform theorem for Bαp,q(Z) was derived in [14]. It can be understood as a critically sampled version of (6).
We thus obtain a decomposition for distributions in the discrete-time Besov space similar to an expansion into an
orthonormal basis, though nonorthogonal and with ‘basis elements’ that are compactly supported in Fourier domain.
Theorem 2.1 provides a norm equivalence that can be read as a critically sampled version of Definition 2.3, and which
yields the characterization of Bαp,q(Z) in terms of the membership of ϕ-transform coefficients in bαp,q(Z).
Consider again a phi-function ϕc ∈ S(R), and for ν, k ∈ Z let
ϕcν,k(x) = 2(−ν+2)/2ϕc
(
2−ν+2x − k).
For k ∈ Z, define ϕν,k = ϕcν,k|Z for ν > 1 and ϕ1,k = τkϕ1.
From the 1-normalization, which seems to be standard in Littlewood–Paley theory, we switched to 2-
normalization for the ϕν,k sequences as we are taking the direction towards multiresolution analysis.
In [14], starting from the formula (6) and following the lines of Frazier and Jawerth [4], it is derived that for any
f ∈ S ′(Z)
f =
∑
ν1
∑
k∈Z
〈f,ϕν,k〉ϕν,k, (7)
with convergence in S ′/P(Z). It is also well known that condition (iv) of Definition 2.2 alone guarantees that for
f ∈ 2(Z) the decomposition (7) converges in the norm.
Let the ϕ-transform Sϕ for f ∈ S ′(Z) be defined by Sϕf = s = (sν,k)ν1, k∈Z, where sν,k = 〈f,ϕν,k〉, and for a
complex-valued sequence t = (tν,k)ν1, k∈Z define the inverse ϕ-transform by Tϕ by Tϕt =∑ν,k tν,kϕν,k .
Theorem 2.1. [14] Let α ∈ R, 0 < p,q < ∞. Both of the operators Sϕ :Bαp,q(Z) → bαp,q(Z) and Tϕ :bαp,q(Z) →
Bαp,q(Z) are bounded with ‖f ‖Bαp,q (Z)  ‖Sϕf ‖bαp,q (Z) and Tϕ ◦ Sϕ = idBαp,q (Z).
In other words, under these maps, Bαp,q(Z) is a retract of bαp,q(Z), and Bαp,q(Z) can be identified with the closed
subspace Sϕ(Bαp,q(Z)) of bαp,q(Z).
We next give a more precise statement concerning the convergence of the ϕ-transform decomposition, if we know
a sequence to belong to a Besov space. Let for K ∈ N
SK(Z) :=
{
η ∈ S(Z):
∑
η(n)nm = 0, N  mK
}
and S∞(Z) := {η ∈ S(Z): ∑η(n)nm = 0 for all m ∈ N}, S−1(Z) := S(Z).
Note that the dual space of SK(Z) can be identified with S ′/PK(Z), the space of equivalence classes of distribu-
tions modulo polynomials of degreeK , where (S−1(Z))′ ∼ S ′(Z) and also (S∞(Z))′ ∼ S ′/P(Z) [6,7].
Lemma 2.2. Let (ϕν,k)ν1, k∈Z be the family of rapidly decreasing sequences defined in Section 2.2.
Any f ∈ Bαp,q(Z) can be written as
f =
∑
ν1
∑
k∈Z
〈f,ϕν,k〉ϕν,k
in the sense of (SK(Z))′, K = max{[α − 1/p],−1}, and for any η¯ ∈ SK(Z), we set
〈f,η〉 :=
∑
ν,k
〈f,ϕν,k〉〈ϕν,k, η〉.
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sense, compare to [7]. Now, let η¯ ∈ SK . Then, (20) below allows the estimate |〈ϕν,k, η〉| C2−ν(K+1+1/2)(1+|k|)−M
for M > 0. For f ∈ Bαp,q(Z), (〈f,ϕν,k〉)ν1, k∈Z ∈ bαp,q(Z) by Theorem 2.1 and particularly for any coefficient
|〈f,ϕν,k〉|C2ν(α−1/p+1/2), which gives
∞∑
ν=N+1
∑
k
∣∣〈f,ϕν,k〉∣∣∣∣〈ϕν,k, η〉∣∣ C ∞∑
ν=N+1
∑
k
2ν(α−1/p+1/2)2−ν(K+1+1/2)
(
1 + |k|)−M
 C
∞∑
ν=N+1
∑
k
2−ν(K−α+1/p+1),
which ensures convergence for K = max{[α − 1/p],−1} as
lim
N→∞
∑
n∈Z
f (n)
(
η(n)−
N∑
ν=1
〈η,ϕν,k〉ϕν,k(n)
)
= 0. 
3. Discrete-time wavelet bases
We want to characterize discrete-time Besov spaces in terms of discrete-time wavelet filters. In this section, we
will recall multiresolution in discrete time based on the filter bank algorithm, following the lines of [10]. A similar
approach is also taken in [1].
3.1. Discrete-time biorthogonal bases for l2(Z)
In this section we give a short sketch of the perfect reconstruction filters on 2(Z), the associated cascade algorithms
and discrete-time wavelets arising from these filters. We refer to [1,10] for proofs of the facts cited here.
Let g˜, h˜ ∈ 2(Z) be a pair of finite filters. The discrete wavelet decomposition of f ∈ 2(Z) associated to the filter
pair is defined as follows: Let a0 = f , and recursively
aj+1(l)= (aj ∗ g˜)(2l) =
∑
k∈Z
aj (k)g˜(2l − k), (8)
dj+1(l)= (aj ∗ h˜)(2l) =
∑
k∈Z
aj (k)h˜(2l − k). (9)
Then the family (dj (l)) = (dj,l)j1, l∈Z is called the discrete wavelet transform of f , associated to the filter pair g˜, h˜.
The Fischer–Riesz theorem implies dj,l = 〈f, h˜j,l〉, for suitably chosen h˜j,l . In fact, the h˜j,l are directly computable
as follows:
Starting with f = (f (n))n∈Z, we get by (8), (9),
a1(l) =
∑
k∈Z
f (k)g˜(2l − k) =
∑
k∈Z
f (k)g˜∗(k − 2l)= 〈f, g˜1,l〉,
where g˜1,l = τ2l g˜∗,
d1(l) =
∑
k∈Z
f (k)h˜(2l − k)=
∑
k∈Z
f (k)h˜∗(k − 2l)= 〈f, h˜1,l〉,
with h˜1,l = τ2l h˜∗.
By recursion, we get for j > 1
g˜j,0 = g˜∗ ∗ (↑2 g˜∗) ∗ (↑4 g˜∗) ∗ · · · ∗ (↑2j−1 g˜∗), (10)
where for N ∈ N, the upsampling operator acting on a sequence g is defined by ↑N g(n) = g(N−1n) if N−1n ∈ Z
and 0 otherwise.
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h˜j,0 = g˜∗ ∗ (↑2 g˜∗) ∗ (↑4 g˜∗) ∗ · · · ∗ (↑2j−2 g˜∗) ∗ (↑2j−1 h˜∗). (11)
By g˜j,l = τ2j l g˜j,0 and h˜j,l = τ2j l h˜j,0, we obtain families of discrete-time analysis wavelets (h˜j,l)j1, l∈Z and analysis
scaling sequences (g˜j,l)j1, l∈Z, satisfying aj (l) = 〈f, g˜j,l〉, dj (l) = 〈f, h˜j,l〉.
We now consider the following specific setup of biorthogonal wavelet systems: We consider low-pass filters with
finite impulse response g = (g(n))0nL, g˜ = (g˜(n))0nL˜, L, L˜ ∈ N, and choose high-pass filters h, h˜ by
h(n) = (−1)(1−n)g˜(1 − n), h˜(n)= (−1)(1−n)g(1 − n). (12)
We assume that the pair g, g˜ fulfills the perfect reconstruction relation
gˆ(ω) ˆ˜g(ω)+ gˆ(ω + π) ˆ˜g(ω + π) = 1. (13)
As the above discussion applies to g, h as well, we obtain the discrete-time families (hj,l), (gj,l), j  1, l ∈ Z, built
up in the above way, called the synthesis wavelet respectively synthesis scaling sequences. The perfect reconstruction
property, together with finite support, then implies the following facts:
(a) Biorthogonality: 〈hj,l, h˜j ′,l′ 〉 = δj,j ′δl,l′ .
(b) Dual bases: Both (hj,l)j1, l∈Z and (h˜j,l)j1, l∈Z are unconditional bases of 2(Z), fulfilling for all f ∈ 2(Z),
f =
∑
j,l
〈f, h˜j,l〉hj,l . (14)
Remark 3.1. Observe the close similarity of (14) with the phi-transform expansion (7): Both are based on building
blocks (hj )j1 corresponding to dyadic scales 2j , which are then shifted along the grid 2jZ.
Moreover, we have
∑
j1 ĥj (ω)̂h˜j (ω) = 1 for ω ∈ [−π,π] \ {0}, which corresponds to the partition of unity
property of phi-function postulated in part (iv) of 2.2. These similarities will be exploited in the proof of our main
theorem.
Remark 3.2. The characterization of continuous-time Besov spaces requires wavelets with a suitable decay behavior
(ideally: compact support), vanishing moments and smoothness. We will require similar properties for discrete-time
wavelets.
By construction, filters g, g˜ of finite impulse response give rise to discrete-time wavelet families of finite support.
In fact |supphj,l | C2j is easily seen from (12) and (11). Also, a high-pass filter h with vanishing moments of order
N ∈ N, that is ∑n∈Z nih(n) = 0 for i = 0, . . . ,N − 1, leads to discrete-time wavelets possessing the same order of
vanishing moments. The last missing ingredient, smoothness, is supplied in the next subsection.
3.2. Regularity of discrete-time wavelets
Regularity for discrete-time wavelets was studied by Rioul [11], mimicking Hölder-type regularity conditions for
discrete-time functions. As regularity of a single discrete-time signal hardly makes sense, this notion involves a whole
family of functions.
We first give a notion of Lipschitz regularity for sequences gj = (gj (n))n∈Z mimicking Lipschitz regularity in the
continuous domain. Note that the following definitions are the ones given in [11], the extra factors 2−j/2 used here
arise from 2-normalization of gj .
Definition 3.1. The system (gj )j1 will be called regular of order α, 0 < α  1, if it satisfies∣∣gj (n+ 1)− gj (n)∣∣C2−j/2 · 2−jα,
where C is a constant independent of j and n.
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sequences (gj (n)), by
Dgj (n) :=
(
gj (n)− gj (n− 1)
)
/2−j .
For N ∈ N, let the sequence of N th order differences DNgj be the sequence obtained by N -fold application of D to
(gj (n)).
The difference operator can be seen as a discrete derivation operator, and it plays the analogous role in defining
Hölder regularity.
Definition 3.2. The system (gj )j1 will be called regular of order r = N + α, 0 < α  1, N ∈ N, if it satisfies∣∣DNgj (n+ 1)−DNgj (n)∣∣ C2−j/2 · 2−jα,
where C is a constant independent of j and n.
Remark 3.3. Definition 3.1 was conceived to relate discrete-time to continuous-time wavelet transforms and their
properties in [11]. Discrete-time wavelet families arising from filters associated to analog scaling functions and
wavelets which are regular of a certain order possess the same order of discrete-time regularity as defined here.
Conversely, it turns out that a sufficient condition for a discrete-time wavelet system (hj ) to converge to a continuous-
time wavelet is the discrete-time regularity property; in this case the regularity of the limit function will be the same
as for the discrete system.
These observations cover in particular the Daubechies families, but also spline wavelets.
The Daubechies orthonormal continuous-time wavelets of length L = 4 are regular of order α ≈ 0.55, and, due to
the results in [11], so are the discrete-time wavelets arising from the associated filters. Daubechies filters of length
L = 6 give discrete-time regularity of order r ≈ 1.08, and with further increasing filter length, regularity increases as
well, see [11].
4. Wavelet coefficient decay and discrete-time Besov spaces
In this section, we consider the following setup: We consider families (hj )j1 and (h˜j )j1 in 2(Z), and associated
systems hj,l = τ2j lhj , h˜j,l = τ2j l h˜j . We assume that all involved hj , h˜j have finite supports. Thus it is possible to
define for f ∈ S′(Z) the operator Shf = (〈f,hj,l〉)j1, l∈Z, and Sh˜ likewise. Moreover, for all finitely supported
coefficient sequences d = (dj,l)j1, l∈Z, define
Thd =
∑
j,l
dj,lhj,l . (15)
Again, let T
h˜
be defined in an analogous way. Our aim is the characterization of f ∈ Bαp,q(Z) by use of the operators
Th and Sh˜.
In the following we want to provide criteria on (hj )j1, (h˜j )j1 to ensure analogs of 2.1, with Th, Sh˜ replacing
Tϕ , Sϕ . Our main result will be Theorem 4.5 below. In the proof we exploit the strong similarities of the biorthogonal
wavelet and ϕ-transforms, already observed in Remark 3.1.
But our result is not included in the ϕ-transform result: Recall that the ϕ-transform sequences ϕν,k arise by sampling
band-limited Schwartz functions with infinitely many vanishing moments. By contrast, the wavelet systems need only
have finitely many vanishing moments, and only a finite degree of smoothness. In addition, we assume a control over
the supports of the initial sequences (hj )j1 and (h˜j )j1 that cannot be obtained by sampling bandlimited functions.
This setup covers the discrete-time biorthogonal wavelet bases as described in Section 3, but it could also be applied
to even more general systems, e.g., arising from cascade algorithms where the analysis filter changes at each scale in
a controlled way.
In any case, the ϕ-transform will be the starting point for our considerations. The blueprint for the general proof
strategy is provided by the continuous time theory, as contained, e.g., in [6] or [7]. However the arguments need
to be adapted to properties of discrete-time wavelet families. The key to the proof is the study of the off-diagonal
behavior of the transition matrices A = (〈hj,l, ϕν,k〉)j,l,ν,k and A˜ = (〈ϕν,k, h˜j,l〉)ν,k,j,l , and to conclude boundedness
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of |〈hj,l, ϕν,k〉|.
Lemma 4.1. Let (hj )j1, (ϕν)ν1 be discrete-time families satisfying the following conditions:
There are N  1 and M > 0 such that∑
n∈Z
nihj (n) = 0 for i = 0, . . . ,N − 1, (16)
∣∣hj (n)∣∣ C2−j/2(1 + 2−j |n|)−(M+N+2) for n ∈ Z. (17)
Further, assume that for n, k ∈ Z there is a polynomial pν,n of degree  N , and a function Φν :Z × Z → R+ such
that
(i)
∣∣ϕν(n− k)− pν,n(k)∣∣C2−ν/22−νN (1 + |k|)NΦν(n, k),
(ii) Φν(n, k) C,
(iii) Φν(n, k) C
(
1 + 2−ν |n|)−M for |k|< |n|/2. (18)
Then, for j  ν∣∣(hj ∗ ϕν)(n)∣∣ C2(j−ν)(N+1/2)(1 + 2−ν |n|)−M. (19)
Proof. This can be verified analogously to the second part of the proof of Lemma 3.3 in [4]. 
As a consequence of Lemma 4.1, we obtain for η ∈ SK(Z) and (ϕν)ν1 satisfying the requirements of the lemma
that there is M > 0 such that∣∣(η ∗ ϕν)(n)∣∣ C2−ν(K+1+1/2)(1 + 2−ν |n|)−M. (20)
We will need a discrete-time analog to Taylor’s formula. For f = (f (n))n∈Z, consider the forward and backward
difference operators Δf (n) = f (n+ 1)− f (n) and ∇f (n)= f (n− 1)− f (n).
Lemma 4.2. Let f = (f (n))n∈Z , k ∈ Z, N ∈ N.
(i) For k  0, N  k
f (n− k) =
N−1∑
i=0
(
k
i
)
∇ if (n)+
k−N−1∑
m=0
(
k − 1 −m
N − 1
)
∇Nf (n−m)+ ∇Nf (n− k +N).
(ii) For k < 0, k < −N
f (n− k) =
N−1∑
i=0
(−k
i
)
Δif (n)+
−k−N−1∑
m=0
(−k − 1 −m
N − 1
)
ΔNf (n+m)+ΔNf (n− k −N).
Proof. First, by direct calculation, if k  0
f (n− k) =
k∑
i=0
(
k
i
)
∇ if (n)
and for k < 0
f (n− k) =
−k∑
i=0
(−k
i
)
Δif (n).
In the literature, this type of expansion is sometimes referred to as Newton–Gregory interpolation formula.
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f (n− k) =
k∑
i=0
(
k
i
)
∇ if (n) =
k−1∑
i=0
(
k
i
)
∇ if (n)+ ∇Nf (n).
N → N − 1:
f (n− k) =
N−1∑
i=0
(
k
i
)
∇ if (n)+
k−N−1∑
m=0
(
k − 1 −m
N − 1
)
∇Nf (n−m)+ ∇Nf (n− k +N)
=
N−2∑
i=0
(
k
i
)
∇ if (n)+
k−N∑
m=0
((
k −m
N − 1
)
−
(
k − 1 −m
N − 1
))
∇N−1f (n−m)
+ ∇N−1f (n− k +N − 1)
=
N−2∑
i=0
(
k
i
)
∇ if (n)+
k−N∑
m=0
(
k − 1 −m
N − 2
)
∇N−1f (n−m)+ ∇N−1f (n− k +N − 1),
where in the last equation we used that for l,m ∈ N ( m
l+1
)+ (m
l
)= (m+1
l+1
)
.
The proof of (ii) can be done in the same way. 
For the following lemma, observe that assumptions concerning support size and vanishing moments of (hj )j1
carry over to the larger system (hj,l)j1, l∈Z. Moreover, for the case of discrete wavelet bases as constructed in
Section 3, the support properties are trivially fulfilled, and the vanishing moments are ensured by having enough
vanishing moments in the initial high-pass filter h.
Lemma 4.3. For the discrete-time families (ϕν,k)ν1, k∈Z, the ϕ-transform as defined in (2.2), and (hj,l)j1, l∈Z,
satisfying
|supphj,l | C2j , ‖hj,l‖∞  C2−j/2, (21)∑
n∈Z
nihj,l(n) = 0 for i = 0, . . . ,N1 − 1, (22)
(hj,l) regular of order N2 + ε (in the sense of 3.2, 0 < ε  1), (23)
the following inequalities are valid:
There exist C, M1, M2 > 0, such that∣∣〈hj,l, ϕν,k〉∣∣C2(j−ν)(N1+1/2)(1 + |2νk − 2j l|2ν
)−M1
for j < ν, (24)
∣∣〈hj,l, ϕν,k〉∣∣C2(ν−j)(N2+1/2)(1 + |2νk − 2j l|2j
)−M2
for j  ν. (25)
Proof. We first show that for any j  1 and ν > 1, the sequences hj = (hj,0(n))n∈Z and ϕν = (ϕν,0(n))n∈Z, satisfy
the conditions in Lemma 4.1. Setting n = 2νk − 2j l in (19) will give the first of the above inequalities.
Let j  1. By assumption (22), hj satisfies (16) with N = N1 and by assumptions (21), for n ∈ supphj we have
(1 + 2−j |n|) C and∣∣hj (n)∣∣ C2−j/2(1 + 2−j |n|)−M for any M > 0.
Choosing M1 > 0 and setting M = M1 +N1 + 2 gives (17).
For ν > 1, the sequence (ϕν,0(n))n∈Z arises by sampling from a continuous-time function ϕcν,0 ∈ S(R), where
ϕcν,0(x) = 2(−ν+2)/2ϕc(2−ν+2x). By definition, ϕc corresponds to ϕc2, so we can rewrite the above equation for con-
venience: ϕν,0(n− k)= 2−ν/2ϕc(2−ν(n− k)).0
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Px(·) =
N1−1∑
m=0
(ϕc0)
(m)(x)
m! (· − x)
m.
For y ∈ R, there is ξ between x and y, such that ϕc0(y) = Px(y)+ (ϕ
c
0)
(N1)(ξ)
N1! .
Setting pν,n(k) = 2−ν/2P2−νn(2−ν(n − k)) and Φν(n, k) = sup{ (ϕ
c
0(ξ))
(N1)
N1! , ξ between x and y}, we have (18(i)),
and (18(ii)) as ‖(ϕc0)(N1)‖∞ < ∞.
Let |k| < |n|/2. In this case, for ξ between 2−νn and 2−ν(n − k), |ξ |  2−ν min(|n|, |n − k|)  2−ν |n|/2. Since
ϕc0 ∈ S(R), we obtain (18(iii)), as (ϕc0)(N1)(ξ) C(1 + 2−ν−1|n|)−M1  C(1 + 2−ν |n|)−M1 .
In order to prove the second inequality, we make again use of Lemma 4.1, exchanging the roles of ϕν and hj .
For ν  1, ϕν ∈ S(Z), which gives (17) for any N ∈ N. Since the moments of any order of ϕν vanish (16) is valid.
By showing that for any j ∈ Z, the sequence h∗j satisfies (18), we will derive from Lemma 4.1, that for ν  j∣∣(h∗j ∗ ϕν)(n)∣∣ C2(ν−j)(N2+1/2)(1 + 2−j |n|)−M,
and setting n = 2j l − 2νk will finish the proof.
As we chose the filters to be of finite length (21), supph∗j is finite. By Lemma 4.2, for n and n− k in supph∗j , for
k > 0
h∗j (n− k)=
k∑
i=0
(
k
i
)
∇ ih∗j (n)
and for k < 0
h∗j (n− k)=
−k∑
i=0
(−k
i
)
Δih∗j (n).
For n outside the support of h∗j , one has to expand the upper series in the right respectively the left endpoint of the
supporting interval.
In the case k > 0, set
p1j,n(k) =
N2−1∑
i=0
(
k
i
)
∇ ih∗j (n)
and for k < 0
p2j,n(k) =
N2−1∑
i=0
(−k
i
)
Δih∗j (n).
For any f = (f (n))n∈Z, the forward and backward difference operators satisfy Δmf (n − m) = 2−jmDmf (n) and
∇mf (n) = (−1)m2−jmDmf (n), where m ∈ N and D the difference operator defined in Section 3.2.
Summing up, Lemma 4.2 gives for k N2
∣∣h∗j (n− k)− p1j,n(k)∣∣=
∣∣∣∣∣
k−N2−m∑
m=0
(
k − 1 −m
N2 − 1
)
∇N2h∗j (n−m)+ ∇N2h∗j (n− k +N2)
∣∣∣∣∣

(
k−N2−1∑
m=0
(
k − 1 −m
N2 − 1
)
+
(
N2
N2
))
· sup
m∈{0,...,k−N2}
∣∣∇N2h∗j (n−m)∣∣

(
k
N2
)
· sup
m∈{0,...,k}
∣∣(−1)N2 2−jN2DN2h∗j (n−m)∣∣
 C2−jN2
(
1 + |k|)N2 · sup ∣∣DN2h∗j (l)∣∣.l∈{n−k,...,n}
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sup
l∈{n−k,...,n}
∣∣DN2h∗j (l)∣∣ C2−j/2
and due to the finite support of h∗j , for k < |n|/2,
sup
l∈{n−k,...,n}
∣∣DN2h∗j (l)∣∣ C2−j/2(1 + 2−j |l|)−M  C2−j/2(1 + 2−j−1|n|)−M  C2−j/2(1 + 2−j |n|)−M
for any M > 0.
Likewise, for k < −N2,∣∣h∗j (n− k)− p2j,n(k)∣∣ C(1 + |k|)N2 · sup
m∈{0,...,−k−N2}
∣∣ΔN2h∗j (n+m)∣∣
 C2−jN2
(
1 + |k|)N2 sup
l∈{n,...,n−k}
∣∣DN2h∗j (l)∣∣. 
Lemma 4.4. Let α ∈ R, 0 <p,q < ∞ and let (ϕν,k)ν1, k∈Z be the family of sequences defined in (2.2).
If (hj,l)j1, l∈Z satisfies the conditions of Lemma 4.3 with N1 > 1/(min(1,p)) − 1 − α, N2 > α, then the ma-
trix A := (〈hj,l, ϕν,k〉)j,l,ν,k , defines a bounded operator on bαp,q(Z), where As = (
∑
j1
∑
l∈Z〈hj,l, ϕν,k〉sj,l)ν,k for
s ∈ bαp,q(Z).
Also, for (h˜j,l)j1, l∈Z, satisfying the conditions of Lemma 4.3, where now N1 > α, N2 > 1/(min(1,p))− 1 − α,
the matrix A˜ := (〈ϕν,k, h˜j,l〉)ν,k,j,l , where A˜s = (∑ν1∑k∈Z〈ϕν,k, h˜j,l〉sν,k)j,l , is bounded on bαp,q(Z) as well.
Proof. The proof is quite close to the continuous case treated in [4,7]. We reproduce it here for the sake of conve-
nience.
First, we show boundedness of A:
‖As‖q
bαp,q (Z)
=
∑
ν1
[∑
k∈Z
(
2−ν(α−1/p+1/2)
∣∣∣∣∣∑
j1
∑
l∈Z
〈hj,l, ϕν,k〉sj,l
∣∣∣∣∣
)p]q/p

∑
ν1
[∑
k∈Z
(∑
j1
∑
l∈Z
2(j−ν)(α−1/p+1/2)
∣∣〈hj,l, ϕν,k〉∣∣2−j (α−1/p+1/2)|sj,l |)p]q/p
 C
{∑
ν1
[∑
k∈Z
(∑
j<ν
∑
l∈Z
2(j−ν)(α−1/p+1/2)
∣∣〈hj,l, ϕν,k〉∣∣2−j (α−1/p+1/2)|sj,l |)p]q/p
+
∑
ν1
[∑
k∈Z
(∑
jν
∑
l∈Z
2(j−ν)(α−1/p+1/2)
∣∣〈hj,l, ϕν,k〉∣∣2−j (α−1/p+1/2)|sj,l |)p]q/p}
=: C{I q + II q}.
In the case 1 <p < ∞, we have from Lemma 4.3 and Minkowski’s inequality for the first term
I q  C
∑
ν1
[∑
k∈Z
(∑
j<ν
∑
l∈Z
2(j−ν)(α−1/p+1/2+N1+1/2)
(
1 + |2
νk − 2j l|
2ν
)−M1
2−j (α−1/p+1/2)|sj,l |
)p]q/p
 C
∑
ν1
[∑
j<ν
2(j−ν)(α−1/p+1+N1)
(∑
k∈Z
(∑
l∈Z
(
1 + |2
νk − 2j l|
2ν
)−M1
2−j (α−1/p+1/2)|sj,l |
)p)1/p]q/p
.
By Hölder’s inequality, where 1/p + 1/p′ = 1, the inner p-sum can be estimated by
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k∈Z
(∑
l∈Z
(
1 + ∣∣k − 2j−ν l∣∣)−M12−j (α−1/p+1/2)|sj,l |)p]1/p
=
[∑
k∈Z
(∑
l∈Z
(
1 + ∣∣k − 2j−νl∣∣)−M1/p′(1 + ∣∣k − 2j−ν l∣∣)−M1/p2−j (α−1/p+1/2)|sj,l |)p]1/p

[∑
k∈Z
{(∑
l∈Z
(
1 + ∣∣k − 2j−νl∣∣)−M1)1/p′
×
(∑
l∈Z
(
1 + ∣∣k − 2j−νl∣∣)−M12−jp(α−1/p+1/2)|sj,l |p)1/p}p]1/p
 C2(ν−j)/p′
(∑
l∈Z
(
2−j (α−1/p+1/2)|sj,l |
)p)1/p
,
where the last inequality follows from the following inequality, which is easy to verify: For α  1, M > 0,∑
k∈Z
(
1 + α|k|)−M Cα−1.
The condition on N1 gives
I q  C
∑
ν1
[∑
j<ν
2(j−ν)(α+N1)
(∑
l∈Z
(
2−j (α−1/p+1/2)|sj,l |
)p)1/p]q/p
 C
∑
ν1
[∑
k∈Z
(
2−ν(α−1/p+1/2)|sν,k|
)p]q/p
.
Similarly, for the second term
II q  C
∑
ν1
[∑
k∈Z
(∑
jν
∑
l∈Z
2(j−ν)(α−1/p−N2)
(
1 + |2
νk − 2j l|
2j
)−M2
2−j (α−1/p+1/2)|sj,l |
)p]q/p
 C
∑
ν1
[∑
jν
2(j−ν)(α−1/p−N2)
(∑
k∈Z
(∑
l∈Z
(
1 + |2
νk − 2j l|
2j
)−M2
2−j (α−1/p+1/2)|sj,l |
)p)1/p]q/p
 C
∑
ν1
[∑
jν
2(j−ν)(α−N2)
(∑
l∈Z
(
2−j (α−1/p+1/2)|sj,l |
)p)1/p]q/p
 C
∑
ν1
[∑
k∈Z
(
2−ν(α−1/p+1/2)|sν,k|
)p]q/p
.
Now consider the case 0 <p  1:
I q  C
∑
ν1
[∑
k∈Z
(∑
j<ν
∑
l∈Z
2(j−ν)(α−1/p+1/2+N1+1/2)
(
1 + |2
νk − 2j l|
2ν
)−M1
2−j (α−1/p+1/2)|sj,l |
)p]q/p
 C
∑
ν1
[∑
k∈Z
∑
j<ν
∑
l∈Z
2p(j−ν)(α−1/p+N1+1)
(
1 + |2
νk − 2j l|
2ν
)−M1p
2−jp(α−1/p+1/2)|sj,l |p
]q/p
 C
∑[∑∑
2p(j−ν)(α−1/p+N1+1)2−jp(α−1/p+1/2)|sj,l |p
]q/pν1 j<ν l∈Z
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∑
ν1
[∑
k∈Z
(
2−ν(α−1/p+1/2)|sν,k|
)p]q/p
.
Along the same lines, for the second term in case 0 <p  1
II q  C
∑
ν1
[∑
k∈Z
(∑
jν
∑
l∈Z
2(j−ν)(α−1/p−N2)
(
1 + |2
νk − 2j l|
2j
)−M2
2−j (α−1/p+1/2)|sj,l |
)p]q/p
 C
∑
ν1
[∑
k∈Z
∑
jν
∑
l∈Z
2p(j−ν)(α−1/p−N2)
(
1 + |2
νk − 2j l|
2j
)−M2p
2−jp(α−1/p+1/2)|sj,l |p
]q/p
 C
∑
ν1
[∑
jν
∑
l∈Z
2p(j−ν)(α−1/p−N2)2(j−ν)2−jp(α−1/p+1/2)|sj,l |p
]q/p
= C
∑
ν1
[∑
jν
∑
l∈Z
2p(j−ν)(α−N2)2−jp(α−1/p+1/2)|sj,l |p
]q/p
 C
∑
ν1
[∑
k∈Z
(
2−ν(α−1/p+1/2)|sν,k|
)p]q/p
.
Reversing the roles of j and ν in the above proof gives boundedness of A˜:
‖A˜s‖q
bαp,q (Z)
=
∑
j1
[∑
l∈Z
(
2−j (α−1/p+1/2)
∣∣∣∣∣∑
ν1
∑
k∈Z
〈ϕν,k, h˜j,l〉sν,k
∣∣∣∣∣
)p]q/p
 C
{∑
j1
[∑
l∈Z
(∑
jν
∑
k∈Z
2(ν−j)(α−1/p+1/2)
∣∣〈ϕν,k, h˜j,l〉∣∣2−ν(α−1/p+1/2)|sν,k|)p]q/p
+
∑
j1
[∑
l∈Z
(∑
j<ν
∑
k∈Z
2(ν−j)(α−1/p+1/2)
∣∣〈ϕν,k, h˜j,l〉∣∣2−ν(α−1/p+1/2)|sν,k|)p]q/p}.
By Lemma 4.3, the size of |〈h˜j,l , ϕν,k〉| = |〈h˜j,l , ϕν,k〉| = |〈ϕν,k, h˜j,l〉| again can be estimated by (24), (25) respec-
tively, such that for 1 <p < ∞, we can estimate the first term in the above sum by
C
∑
j1
[∑
νj
2(ν−j)(α+N2)
(∑
k∈Z
(
2−ν(α−1/p+1/2)|sν,k|
)p)1/p]q/p
,
and the second one by
C
∑
j1
[∑
ν>j
2(ν−j)(α−N1)
(∑
k∈Z
(
2−ν(α−1/p+1/2)|sν,k|
)p)1/p]q/p
.
As in this case, we chose N1 > α, N2 > 1/(min(1,p)) − 1 − α, A˜ is bounded and the case 0 < p  1 follows using
the same arguments as above. 
We are now ready to state our main result: Under appropriate support, moment and regularity conditions on the
biorthogonal wavelet families, the membership of a distribution f = (f (n))n∈Z in a discrete-time Besov space is
fully characterized by the decay of coefficients (〈f, h˜j,l〉)j1, l∈Z. Moreover, the associated analysis and synthesis
operators are isomorphisms onto the full coefficient spaces bαp,q(Z), not just onto certain closed subspaces.
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are biorthogonal wavelet bases for 2(Z), satisfying
|supphj |, |supp h˜j | C2j , (26)
‖hj‖∞  C2−j/2, ‖h˜j‖∞  C2−j/2, (27)∑
n∈Z
nihj (n) = 0 for i = 0, . . . , N˜ − 1, (28)∑
n∈Z
nih˜j (n) = 0 for i = 0, . . . ,N − 1, (29)
(hj )j1 regular of order N + ε (in the sense of 3.2), 0 < ε  1, (30)
(h˜j )j1 regular of order N˜ + ε˜,0 < ε˜  1. (31)
Then the following statements hold:
(a) The analysis operator S
h˜
:Bαp,q(Z) → bαp,q(Z) is well defined and continuous.
(b) The synthesis operator extends uniquely to a bounded operator bαp,q(Z) → Bαp,q(Z), also denoted by Th. For
arbitrary (dj,l)j1, l∈Z ∈ bαp,q(Z),
Th
(
(dj,l)j1, l∈Z
)=∑
j,l
dj,lhj,l, (32)
with unconditional convergence in the Besov space norm.
(c) Th ◦ Sh˜ = idBαp,q (Z) and Sh˜ ◦ Th = idbαp,q (Z). Thus, Bαp,q(Z) can be identified with bαp,q(Z) under the maps Sh˜
and Th.
(d) We have the norm equivalence ‖f ‖Bαp,q (Z)  ‖Sh˜f ‖bαp,q (Z). Moreover, the wavelet expansion
f =
∑
j,l
〈f, h˜j,l〉hj,l
holds with unconditional convergence in the Besov space norm.
Proof (compare to [6,7]). For part (a), let f ∈ Bαp,q(Z), j  1, l ∈ Z and K = max{[α−1/p],−1}. Then K +1N ,
and thus
f =
∑
ν,k
〈f,ϕν,k〉ϕν,k
holds in (SK(Z))′, by Lemma 2.2. But h˜j,l ∈ SK(Z), and therefore
〈f, h˜j,l〉 =
∑
ν,k
〈f,ϕν,k〉〈ϕν,k, h˜j,l〉 =
(
A˜
(〈f,ϕν,k〉))(j, l).
Here we used the operator defined by the matrix A˜ := (〈ϕν,k, h˜j,l〉)ν,k,j,l . In short, Sh˜ = A˜ ◦ Sϕ . By the support,
size and moment conditions on (h˜j,l), (26), (27), (29), Lemma 4.4 yields that A˜ is bounded on bαp,q(Z), whereas
Theorem 2.1 contributes boundedness of Sϕ . This proves part (a).
For the operator Th, we consider the matrix A = (〈hj,l, ϕν,k〉)j,l,ν,k . Recall that hj,l =∑ν,k〈hj,l, ϕν,k〉ϕν,k holds
in l2(Z). Then for finitely supported sequences d ,
Thd =
∑
j,l
dj,lhj,l =
∑
j,l
dj,l
∑
ν,k
〈hj,l, ϕν,k〉ϕν,k =
∑
ν,k
(∑
j,l
dj,l〈hj,l, ϕν,k〉
)
ϕν,k = (Tϕ ◦A)(d).
By assumptions on the system (hj )j1, the operator A is bounded on bαp,q(Z). Hence on the finitely supported
coefficient sequences—which are dense in bαp,q(Z)—Th coincides with the bounded operator Tϕ ◦A. But then Th has
a bounded extension to the whole space, and (32) in fact converges unconditionally for all d ∈ bαp,q(Z): The net of
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net of finite partial sums in (32) converges also, which is unconditional convergence.
For the proof of part (c), consider f ∈ Bαp,q(Z). Parts (a) and (b) imply that ThSh˜f =
∑
j,l〈f, h˜j,l〉hj,l with uncon-
ditional convergence in Bαp,q(Z); therefore it remains to prove that f is the limit of the expansion. For this purpose
we first prove that f =∑j,l〈f, h˜j,l〉hj,l holds in (SK(Z))′.
Hence let η¯ ∈ SK . Then,
〈f,η〉 =
〈∑
ν,k
〈f,ϕν,k〉ϕν,k, η
〉
=
∑
ν,k
〈f,ϕν,k〉〈ϕν,k, η〉 =
∑
ν,k
∑
j,l
〈f,ϕν,k〉〈ϕν,k, h˜j,l〉〈hj,l, η〉
(∗)=
∑
j,l
∑
ν,k
〈f,ϕν,k〉〈ϕν,k, h˜j,l〉〈hj,l, η〉 =
∑
j,l
〈f, h˜j,l〉〈hj,l, η〉 =
〈∑
j,l
〈f, h˜j,l〉hj,l, η
〉
.
The order of summation in (∗) can be interchanged, because the series converges absolutely: (〈f,ϕν,k〉)ν,k ∈ bαp,q(Z)
and the matrix A˜ := (〈ϕν,k, h˜j,l〉)ν,k,j,l is bounded on bαp,q(Z) by Lemma 4.4.
This yields(∑
ν,k
∣∣〈f,ϕν,k〉∣∣∣∣〈ϕν,k, h˜j,l〉∣∣)
j,l
∈ bαp,q(Z),
and in particular∑
ν,k
∣∣〈f,ϕν,k〉∣∣∣∣〈ϕν,k, h˜j,l〉∣∣ C2j (α−1/p+1/2).
We noted in the proof of Lemma 4.3 that (hj ) fulfills the requirements imposed on the family (ϕν) in Lemma 4.1.
Hence (20) implies∣∣〈hj,l, η〉∣∣ C2−j (K+1+1/2)(1 + |l|)−M,
for M > 0, as η¯ ∈ SK(Z).
Overall, this gives∑
j,l
∑
ν,k
∣∣〈f,ϕν,k〉〈ϕν,k, h˜j,l〉〈hj,l, η〉∣∣∑
j,l
∑
ν,k
∣∣〈f,ϕν,k〉∣∣∣∣〈ϕν,k, h˜j,l〉∣∣∣∣〈hj,l, η〉∣∣
C
∑
j,l
2j (α−1/p+1/2)2−j (K+1+1/2)
(
1 + |l|)−M
C
∑
j
2−j (K+1−α+1/p) < ∞.
Hence f =∑j1∑l∈Z〈f, h˜j,l〉hj,l in (SK(Z))′.
In order to prove ThSh˜f = f in the Besov norm, note that in particular ϕν,k ∈ SK(Z), which, together with Theo-
rem 2.1, leads to∥∥∥∥∥f −
J∑
j=1
∑
l∈Z
〈f, h˜j,l〉hj,l
∥∥∥∥∥
q
Bαp,q (Z)
C
∥∥∥∥∥
(〈
f −
J∑
j=1
∑
l∈Z
〈f, h˜j,l〉hj,l, ϕν,k
〉)
ν,k
∥∥∥∥∥
q
bαp,q (Z)
= C
∥∥∥∥∥
( ∞∑
j=J+1
∑
l∈Z
〈f, h˜j,l〉〈hj,l, ϕν,k〉
)
ν,k
∥∥∥∥∥
q
bαp,q (Z)
 C
{∑[∑( ∑ ∑
2−ν(α−1/p+1/2)
∣∣〈f, h˜j,l〉〈hj,l, ϕν,k〉∣∣)p]q/pν1 k∈Z j>J, j<ν l∈Z
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∑
ν1
[∑
k∈Z
( ∑
j>J, jν
∑
l∈Z
2−ν(α−1/p+1/2)
∣∣〈f, h˜j,l〉〈hj,l, ϕν,k〉∣∣)p]q/p}
=: C{I q + II q}.
For 1 <p < ∞, we can proceed analogously to the proof of Lemma 4.4 and estimate the first term by
I q  C
∑
ν1
[ ∑
j>J, j<ν
2(j−ν)(α+N˜)
(∑
l∈Z
(
2−j (α−1/p+1/2)
∣∣〈f, h˜j,l〉∣∣)p)1/p]q/p,
and
II q  C
∑
ν1
[ ∑
j>J, jν
2(j−ν)(α−N)
(∑
l∈Z
(
2−j (α−1/p+1/2)
∣∣〈f, h˜j,l〉∣∣)p)1/p]q/p.
This yields
lim
J→∞
∥∥∥∥∥f −
J∑
j=1
∑
l∈Z
〈f, h˜j,l〉hj,l
∥∥∥∥∥
Bαp,q (Z)
= 0.
The case 0 <p  1 follows in the obvious way.
Furthermore, by the biorthogonality of hj,l , h˜j,l , any s = (si,m)i1,m∈Z ∈ bαp,q(Z) can be written as
(si,m)i,m =
(〈∑
j,l
sj,lhj, l , h˜i,m
〉)
i,m
,
which gives S
h˜
◦ Th = idbαp,q (Z).
Part (d) is immediate from (c). 
5. Concluding remarks
1. The conditions of the above theorem are fulfilled by discrete-time wavelets arising from filters associated to
classical continuous-time wavelet families, for example spline wavelets or Daubechies wavelets. Recall from
Remark 3.2 that the only property which is not immediate from the choice of filters is regularity, and here we
appeal to Remark 3.3.
2. R.H. Torres [14] characterized the discrete-time Besov spaces as spaces of sequences obtained by sampling band-
limited distributions in their continuous-time analogs.
Theorem 4.5 provides another relation between the Bαp,q(Z) and the B˙αp,q(R) spaces more in terms of multireso-
lution analysis.
Let F ∈ B˙αp,q(R), F =
∑
n∈Z anτnϕ, where ϕ a scaling function associated to a multiresolution analysis (i.e.
F ∈ V0 in MRA language).
Recalling (4) from the introduction, we have F ∈ B˙αp,q(R) if and only if the discrete wavelet coefficients
(dj,l)j1, l∈Z ∈ bαp,q(Z). By our theorem, this in fact is equivalent to (an)n∈Z to be in Bαp,q(Z).
3. There are other, more ‘intrinsic’ possibilities to describe Besov spaces in discrete time than using Littlewood–
Paley theory. For example, in [13], there is a description in terms of mean oscillation properties of sequences
for some special cases of the parameters α, p, q . Using our wavelet characterization result, it is easy to extend
this kind of description for the whole parameter family. Recent work of the authors also includes a ‘discrete-time
moduli of smoothness’ characterization of the Besov sequence spaces.
4. As the reader might guess, a similar result analogous to Theorem 4.5 can be obtained for discrete-time Triebel–
Lizorkin spaces Fαp,q(Z), as well as an extension to Zd , d > 1, for both types of sequence spaces.
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