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Abstract
An Investigation into Variability Conditions in the SRE 2004 and 2008 Corpora
David A. Cinciruk
John MacLaren Walsh, Ph. D.
In Automatic Speaker Verification, a computer must detemine if a certain speech seg-
ment was spoken by a target speaker from whom speech had been previously provided.
Speech segments are taken over many conditions such as different telephones, micro-
phones, languages, and dialects. Differences in these conditions result in a variability that
can both negatively and positively affect the performance of speaker recognition systems.
While the error rates are sometimes unpredictable, the large differences between the
error rates of different conditions provokes interest in ways to normalize speech segments
to compensate for this variability. With a compensation technique, the error rates should
decrease and become more consistent between the different conditions used to record them.
The majority of research in the speaker recognition community focuses on techniques to
reduce the effects of variability without analyzing what factors actually affect performance
the most.
To show the need for a form of variabiality compensation in speaker recognition as
well as to determine the types of variability factors that most significantly influence per-
formance, a speaker recognition system without any compensation techniques was formed
and tested on the core conditions of NIST’s Speaker Recognition Evaluations (SREs) 2004
and 2008. These two datasets are from a series of datasets that organizations in the speaker
recognition community use most often to show performance for their speaker verification
system. The false alarm and missed detection rates for individual training and target con-
ditions were analyzed at the equal error point over each dataset.
ix
The experiments show that language plays a significant role in affecting the perfor-
mance; however, dialect does not appear to have any influence at all. Consistently, English
was proven to provide the best results for speaker recognition with baseline systems of
the form utilized in this thesis. While there does not seem to be a single best phone and
microphone for speaker recognition systems, consistent performance could be seen when
the type of phone and microphone used is the same for both training and testing (matched)
and when they are different (mismatched). Higher missed detection rates could be seen in
mismatched conditions and higher false alarm rates could be seen in matched conditions.
Interview speech was also found to have a much higher difference between false alarm and
missed detection than phone speech. The thesis culminates with an in-depth of the error
performance as a function of these and other various variability factors.

1Chapter 1
Introduction
Speaker verification can be described as the task of determining if a given recording
of speech was spoken by a specific target, or desired, speaker. Speaker verification is
a familiar task for humans; however, a computer needs very complex models to obtain
a similar performance to humans [39, 20]. A significant amount of research has aimed
at creating a model and a method for speaker verification that emulates the way people
hear and discriminate voices. A particularly successful and long lived method for speaker
verification [35, 38, 14] utilizes a standard Neyman Pearson hypothesis test [33] between
a Gaussian mixture modeling (GMM) of the target speaker together and a second GMM,
known as the universal background model (UBM), which models the global properties of
all speech.
GMM/UBM based speaker recognition consists of four steps [35, 38, 14] as depicted
in Figure 1.1 and is reviewed in detail in Chapter 2. During the first step, feature extraction
(§2.1), all of the the recorded speech to be used in the experiments is reparameterized in
2a domain which separates information salient for speaker recognition, referred to as the
features, from information deemed unwanted and irrelevant. The second step attempts to
build a UBM (§2.2) capturing the global, speaker independent, properties of speech, by
fitting a single GMM to the features calculated from a large collection of speakers us an
expectation maximization (EM) training algorithm. The input speech for a UBM should
consist of a large enough variety of speakers speaking under all the conditions one expects
to find in the experiments one wants to run. After the UBM is trained, during the third
step the models for the target speakers are obtained using a Maximum a Posteriori (MAP)
algorithm to adapt the UBM to better model the features for the target speakers (§2.3).
Finally, the fourth step is the testing experiments (§2.4), during which an unknown speech
segment and putative target speaker is given for testing, then a log likelihood ratio between
the target’s model and the UBM is formed by evaluating them on the features obtained from
the unknown speech segment and compared against a threshold. If the log likelihood ratio
that is higher than the threshold, the system asserts that the unknown segment is from the
target speaker, while if it is lower, the system asserts the unknown speaker is someone else.
However, the threshold may be set too high or too low and a missed detection, in which
Figure 1.1: A Basic Flowchart for Speaker Recognition
3the system incorrectly declares the speaker an impostor, or false alarm, in which the system
incorrectly declares the speaker is the target, error may arise. Unfortunately, there are
many factors that cause these errors. This thesis aims to determine the influence of various
speaker variability factors on GMM/UBM performance.
While the factors used to evaluate performance of speaker verification systems are well
established, either in the form of equal error rates (EER), where the missed detection rate
equals the false alarm rate, or a plot of the detection error tradeoff (DET) curve [30] (§2.4),
a graph that plots the missed detection rate as a function of the false alarm rate for a given
threshold, the dataset used has an important role in determining how well a system appears
to perform. Certain datasets may be prone to higher errors than others depending on their
compositions. Thus effective comparison of eg. equal error rates requires a sufficiently
complex and common dataset.
In order to promote the development and consistent evaluation of speaker recognition
systems, the National Institute of Standards and Technologies (NIST) has conducted a set
of experiments referred to as Speaker Recognition Evaluations (SREs) annually/biannually
since 1996. The structure of these evaluations and their datasets will be discussed in Chap-
ter 3, where we will focus, as in the rest of the thesis, on the 2004 and 2008 evaluations.
The SRE datasets have evolved over time to include an increasingly large variety of
conditions under which speech segments are collected. All evaluations have involved dif-
ferent microphone conditions, as telephones utilize a variety of microphone types [19]. As
of 2001, data from various cellphone networks has been included in addition to traditional
landline data [6]. All evaluations since the 2004 evaluations contain speech segments in
different languages including conditions where the language a target speaker uses differs
4between training and testing [9]. These variations allow for a model to be trained using
speech from one set of conditions while tested in another. For instance, someone may
be speaking English on a cellphone’s built-in microphone for the segment used to train the
model. However, that same person could be speaking Russian on his landline home phone’s
speakerphone for a segment in the experiments.
In this manner, the SRE datasets include effects that introduce significant intra-speaker
and inter-speaker variations due to both channel (i.e. telephone) and language effects. The
aim of this thesis is to provide experimental substantiation on the 2004 and 2008 NIST
SRE corpuses to the widely held belief that these sources of variation heavily influence the
performance of speaker recognition.
Indeed evidence that the speaker recognition community widely holds this belief can
be found in numerous experimental techniques improving verification performance, whose
development stretches over a decade and a half, that were designed heuristically to com-
bat these effects. Some of the key variability compensation techniques that have been
introduced over the years include H-Norm [19], Feature Mapping [37], and Joint Factor
Analysis [26, 43, 24, 25, 32].
As we discuss in Chapter 4, there is significant intuitive basis for the effects of inter-
and intra-speaker variability on the performance of a speaker recognition system. How-
ever, speech research has developed as an experimental science primarily because widely
held beliefs and intuitions are frequently contradicted during experiments. For this reason,
this thesis culminates in Chapter 5 with an extensive study breaking down the contribu-
tion of gender, length of data, language, dialect, microphone, and telephone to error rates
in a baseline GMM/UBM system free from any variability compensation techniques. The
5results presented there definitively support that variability due to these factors has a signif-
icant role in determining speaker verification performance.
6Chapter 2
Overview of GMM/UBM Text
Independent Speaker Verification
In this chapter, we describe in describe in detail the longest and most widely used base-
line system for performing text independent speaker verification: the GMM/UBM system.
Figure 2.1: A Flowchart for the Training Phase of Test Independent Speaker Recognition
7Figure 2.2: A Flowchart for the Testing Phase of Test Independent Speaker Recognition
2.1 Feature Extraction
As mentioned in Chapter 1, feature extraction reparametrizes audio to a domain which
separates information salient for speaker recognition from information deemed irrelevant.
It is intuitively reasonable that the intervals of silence in a recording do not contain any
information that is useful for speaker recognition. For this reason, audio frames, windowed
excerpts of an audio signal, containing silence from the speaker are removed during feature
extraction. Voice Activity Detection (VAD) is the name given to the collection of compu-
tational methods for separating intervals when a speaker is speaking from intervals when
the speaker is quiet and will be discussed further in subsection 2.1.1.
Since humans are relatively good at speaker verification, it is intuitively reasonable to
develop a set of features that mimic the human ear. Indeed, variation in a signal which can-
not be sensed by the human ear could not be exploited for human speaker verification and
hence may well be irrelevant. For this reason, the majority of speaker recognition systems
employee mel frequency cepstral coefficients (MFCCs). As discussed in Subsection 2.1.2,
8MFCCs have these desired characteristics
2.1.1 Voice Activity Detection
A very naive system for performing VAD focuses on removing frames whose energy is
below a certain energy threshold. However, impulsive noises can also fall above this energy
threshold. An improved variant would only keep those intervals above the threshold that
were also sufficiently long in temporal duration. Alternatively, one can enhance energy
threshold based VAD by iteratively finding a new threshold to remove data until a certain
percentage of the total energy of the segment is kept.
A different energy based VAD calculates a pair of thresholds from the total energy of
the segment. This system first checks the energy of the frame against a first threshold.
If the first threshold is reached, and a later frame’s energy exceeds the second threshold
(without any of the frames falling below the first threshold), all frames that exceeded the
first threshold to the one that exceeded the second threshold is considered speech as are all
of the frames until the energy falls below the first threshold again [31, 17].
A third energy based VAD [16] determines a single energy threshold using a GMM fit
to the frame energies, following a procedure which will be discussed in §2.2.
An energy-based system discussed in [35] and additionally used in [37] and [34] in-
volved a selection of frames based off the SNR. A threshold SNR value was set and for
every frame whose SNR is above that value a counter is increased. For every frame whose
SNR is lower than the threshold, the counter decreases until 0. Once the counter reaches a
certain threshold, that frame and all the previous frames are considered speech. Each new
frame is also considered speech until the SNR drops below the threshold again.
9A non-energy based method calculates the number of zero-crossover points in a frame
of speech. If the number of zero-crossover points is very high, it is considered silence
[31, 23]. This system, however, will only work if the input speech has a lot of static.
2.1.2 Mel Frequency Cepstral Coefficients
The human ear is logarithmically sensitive to both amplitude and frequency while it
is primarily insensitive to phase. MFCCs serve as a way of modeling these factors of the
human ear. Thus, they are used to convert audio into a format that should provide the most
useful data for replicating a human’s ability to recognize a speaker.
Figure 2.3: Flowchart for Creating MFCC from Raw Data
A flowchart for calculating MFCCs is given in Figure 2.3. The details for each step will
be described below.
The first two steps of MFCC calculation are rather simple. The first step is windowing
the signal. Speech is generally quasi-stationary. This means that, over small intervals, or
windows, of about 5-100 ms, it appears statistically stationary having a constant power
spectral density while over longer time scales, the power spectral density changes. MFCCs
aim at capturing grossly the power spectral density over these windows where it appears
constant. A different MFCC vector is thus calculated for each new window. These windows
are frequently tapered using hamming windows to avoid discontinuities at the ends. After
windowing the signal, the Discrete Fourier Transform (DFT) for each window is calculated
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via the Fast Fourier Transform (FFT). The equation for the Discrete Fourier Transform is
the following:
Xk =
N−1
∑
n=0
xne−i2pik
n
N k = 0,1, . . . ,N−1 (2.1)
Next, because the ear is insensitive to phase, the magnitude squared of each DFT co-
efficient is calculated. The DFT frequencies are equally spaced in absolute; however, they
are not perceptually equally spaced. With regard to this logarithmic sensitivity of the hu-
man ear to frequency, the mel scale is useful. The mel scale maps frequencies to relative
frequencies in a manner such that two frequencies perceived to be equidistant by the human
ear are equidistant in the mel scale. Since this attempts to quantify a qualitative value, there
are multiple formulas to convert between the mel scale and the frequency scale. A popular
one used to convert frequency f to mel m is given as:
m = 2595log10(1+
f
700
) (2.2)
These formulas are also not very accurate at high frequency because the hearing range
of the human ear is roughly from 20 Hz to 20 kHz. However, the sampling rate of most
audio is such that one never encounters these higher frequencies. An alternative approxi-
mation for the mel scale is linear below 1 kHz after which it obeys the logarithmic formula
above. Mel scales are normalized such that the value of 1000 Hz corresponds to 1000 mel.
In order to map the equally spaced DFT frequencies to values that are equally per-
ceptually spaced, the MFCC calculation utilizes triangular overlapping basis functions as
depicted in Figure 2.4. The triangular basis function are equally spaced and have the same
width in the mel scale despite not being so in the frequency scale.
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These basis functions can be roughly thought of as a filter bank. Each triangle gives a
series of amplitudes which are multiplied by the magnitude squared of the associated DFT
coefficient and then summed. This series of coefficients that result are called the auditory
spectrum.
After the above is performed, in order to reflect the logarithmic sensitivity of the ear to
amplitude, the logarithm (a = 20log |x|) of the auditory spectrum is calculated.
After obtaining the logarithm of the auditory spectrum, the discrete cosine transform
(DCT) is evaluated on this spectrum in order to filter out and compress the spectrum. The
most common DCT equation (the DCT-II) is given as the following:
mk =
N−1
∑
n=0
an cos[
pi
N
(n+
1
2
k)], k = 0,1, . . . ,N−1 (2.3)
After one takes the DCT of the signal, the final step is to take the first N coefficients as
the MFCCs. The number of coefficients typically depends on the language of the data used.
It was empirically determined that 13 MFCCs are necessary to represent English speech.
Figure 2.4: An Example of the Triangular Overlapping Basis Functions Used in MFCC
Generation
12
Different languages may require more or less components [22].
2.2 Universal Background Model Training
The UBM, Universal Background Model, is the null hypothesis model in the Neyman
Pearson detector when performing speaker verification. It is associated with the hypothesis
that the speech is not from the target speaker. Simply put, this model is built to represent
the global speaker independent properties of speech.
In the process of UBM training, a statistical model is fit to a large collection of speech
data. If the data used to train the UBM does not contain a sufficient amount of hetero-
geneity, certain patterns from the data being based on only certain people or only certain
environments can emerge [14]. The training set used for the UBM should contain a large
enough collection of speech from different speakers over different conditions so that the
model would avoid falling under these patterns.
In a GMM/UBM system, a UBM is typically generated from a GMM, a sum of mul-
tiple weighted Gaussian PDFs. Typically, the feature vectors of speech (the MFCCs) are
not drawn from a well-known distribution; their distribution is far more complex. Since a
GMM of an appropriate order can arbitrarily closely approximate any continuous distribu-
tion [15], GMMs are used extensively in speaker recognition.
The general equation of a GMM can be given as the following:
p(x|λ ) =
M
∑
i=1
wig(x|µi,Σi) (2.4)
13
Figure 2.5: Expectation Maximization Flowchart
where g(x|µi,Σi) is the pdf of the Gaussian component defined as
g(x|µi,Σi) = 1√
(2pi)N |Σi|
e−
1
2 (x−mui)Σ−i 1(x−mui)T (2.5)
where wi, the weight of the ith Gaussian PDF, must sum to 1 over i.
To fit a GMM to a given collection of data, expectation maximization (EM) is per-
formed. A flowchart of the EM algorithm is shown in Fig. 2.5. The equations used for
this algorithm will be discussed in Subsection 2.2.1. The algorithm alternates between an
Expectation (E) step where the likelihoods of the parameters are calculated and a Maxi-
mization (M) step where new parameters are computed from the results of the previous
step [15].
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Gaussian mixture models can be thought of as a Markov Chain as shown in Fig. 2.6.
The mixture coefficient i which has probability p(i) = wi leads to a p(x|i) = g(x|µi,Σi).
This allows us to then form a conditional probability given i and data point xn given by:
γ(i,xn) =
p(i)p(xn|i)
∑Mk=1 p(k)p(xn|k)
=
wig(xn|µi,Σi)
∑Mk=1 wkg(xn|µk,Σk)
(2.6)
In this case, wi represents the the prior probability that the ith mixture component is selected
and γ(i) is the corresponding posterior probability [15].
2.2.1 Expectation Maximization
In the first iteration of the EM algorithm, one usually chooses an initial means (µi),
variances (Σi), and weights (wi) of the GMM. This can be done either by arbitrarily setting
the three or running an algorithm to initialize them.
The Expectation Step of this algorithm calculates γ(i,xn), the conditional probability
that data vector xn was generated by mixture i as given by Eq. 2.6 [15].
The Maximization Step of this algorithm calculates the most likely mean, covariance,
and weights given the log likelihood function (while taking into consideration that the
weights must sum to one). The new mean, covariance, and weights [15] can then be found
Figure 2.6: Markov Chain representation showing how one goes from Mixture i to Point x
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to be:
µi,new =
1
Ni
N
∑
n=1
γ(i,xn)xn (2.7)
Σi,new =
1
Ni
N
∑
n=1
γ(i,xn)(xn−µi)(xn−µi)T (2.8)
wi,new =
Ni
N
(2.9)
where
Ni =
N
∑
n=1
γ(i,xn) (2.10)
The algorithm is then iterated until convergence or until a set number of iterations have
passed.
2.2.2 UBM Training Tricks
When training a UBM, initialization is one subject of interest. One can use techniques
such as HMMs [35] or K-means [38] to create intelligent guesses for initialization param-
eters. However, with only a slight drop in performance, a speed-up can be obtained by just
forgoing all of that. Means can be chosen by randomly choosing one of the input MFCC
vectors as the mean vector for each mixture coefficient. Meanwhile, the covariance matri-
ces are initialized to the identity matrix, and the mixtures are given equal probabilities of
occurring [35, 14].
While the EM algorithm is typically run until convergence, for UBM training, this is
not necessary, because the model converges exponentially. While it does not reach a steady
state value, it can be stopped in less than a hundred iterations, because the changes in value
16
are not too different from the ”ideal” case [35, 14].
In addition to not being run until convergence, only a subset of data available to train
the UBM is used. The performance of the model converges exponentially with the amount
of data used to train the UBM. The variability of the data used to train the UBM saturates
when the amount becomes sufficiently large enough. As long as the collection of data used
to train a UBM is varied enough, an hour or two’s worth of data should be enough to train
a UBM correctly [21].
Usually the covariance matrices are restricted to be diagonal. Many times the off diag-
onal terms are rather small and can be ignored [14]. Not only does this simplify the terms
considerably, it also increases the speed of calculations.
In addition, the covariance terms usually have a hard set minimum value. For really
large values, tiny covariance terms are to be expected. This arises because of singularities
in the model’s likelihood function; there may not be enough data to sufficiently train a
component’s covariance vector. It can also arise from corrupted data (e.g. bad telephone
speech) where outliers data gives small covariances [35]. As such, the covariance floor is
usually set to prevent certain classes from giving low probabilities during the remaining
steps [16].
2.2.3 Necessary Practical Considerations for Implementing UBM Train-
ing
Generally speaking, it is not possible to implement the EM algorithm via literal im-
plementation of Eq. 2.7, 2.10, 2.8, and 2.9 verbatim; rather an alternate, more efficient,
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calculation producing the same result is required. This is because too many items need to
be saved into memory.
For example, one needs to find the probability of each MFCC vector being in each
mixture coefficient. With 4096 mixture coefficients and a total 57 dimensional feature
vector, saving these probabilities would require almost 75 times more free space than the
total amount of storage necessary for the features (i.e. all of the MFCCs). If a GMM is
trained using just the training condition of the SRE 2004 dataset as well as all of the SRE
2001 dataset and the one sided conversations of the SRE 2002 dataset (a total of about 7
gigabytes (GB)), one would need over 500 GB of free RAM in order to calculate just the
probabilities of each point for each mixture.
Not only is this unreasonable in terms of memory usage, it is also unreasonable in terms
of the time needed to calculate it. As each mixture component involves roughly twice the
feature dimension multiplications, at least 50 trillion floating point multiplies are needed
for each iteration of GMM training with this much data. Even with an ideal 1 FLOP
(floating point operations per second) per clock cycle yielding 3 GFLOP per second per
processor, if parallelism wasn’t used, about 5 hours would be necessary for each iteration
of UBM training. This doesn’t take into account that the computer has to store and then
retrieve the values. For one calculation several clock cycles are needed to find and retrieve
the value from memory, perform the multiplication, and then store it in memory again.
Performing the algorithm directly as its described in Subsection 2.2.1 would take hours
even with parallelization.
Given the form of the Gaussian PDF given in Eq. 2.5, if one takes the natural log of
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this equation one gets:
ln(P) = ln(wi)+ ln(
1√
(2pi)N |Σi|
)− 1
2
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(2.11)
Using a diagonal covariance matrix, we can then express this as:
ln(P) = ln(wi)+ ln(
1√
(2pi)N |Σi|
)− 1
2
D
∑
j=1
σ−1i, j µ
2
i, j−
D
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j=1
σ−1i, j µi, jx j−
1
2
D
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j=1
σ−1i, j x
2
j (2.12)
The majority of Eq. 2.12 can be precomputed once an iteration. The portion ln(wi)+
ln( 1√
(2pi)N |Σi|
)− 12 ∑Dj=1σ i, j−1µ2i, j does not depend on the input vector. In addition, the
multiplication of the covariance and mean terms in the portion ∑Dj=1σ i, j−1µi, jx j can also
be computed once an iteration. Finally x2j can be calculated only once at the start of the
computations and stored in memory until needed.
To save memory and time, one can compute the partial sums of Eq. 2.6, 2.7, 2.10, 2.8,
and 2.9 immediately after calculating the probabilities and conditional probabilities of one
of the data points for each mixture as shown in the following algorithm
for n = 1 to NumFeat do
for i = 1 to NumMix do
Calculate γnum(i,xn) = wig(xn|µi,Σi)
end for
Calculate γden(xn) = ∑Ni=1 wig(xn|µi,Σi)
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Calculate γ(i,xn) = γnum(i,xn)γden(xn) for all mixtures i
Calculate the partial means µi,new,partial = µi,new,partial + γ(i,xn)xn
Calculate the partial covariance term Σi,new,partial1 = Σi,new,partial1 + γ(i,xn)xn.
2
Calculate the partial covariance term Σi,new,partial2 = Σi,new,partial2−2γ(i,xn)xn
Calculate the partial Ni Ni,partial = Ni,partial + γ(i,xn)
end for
Calculate µi,new =
µi,new,partial
Ni
for all i
Calculate Σi,new =
Σi,new,partial1+Σi,new,partial2∗µi,new+Ni∗µ2i,new
Ni
for all i
Calculate wi = NiN for all i
Because one only cares about the conditional probabilities of just one point, one can
discard the other probabilities after calculating the conditional probabilities. Since the
conditional probabilities are just used in the mean, covariance and Ni equation, they can be
discarded after finishing each iteration of the outer loop.
Because the probabilities for each point for all the mixture classes may be extremely
low, the data format used to store the probabilities may cause them all to register as 0.
Since 0∑0 = NaN, the conditional probabilities may corrupt the calculations of the means,
covariances, and weights.
The conditional probabilities for each point is the likelihood that the point falls into
each class. Because of that, it can be seen as a weighted sum of all the probabilities
for the given point. One can use Eq. 2.12 for each point and find the maximum log
probability. Subtracting the log of this maximum probability from each log probability
(l(x, i) = log(wig(xn|µi,Σi)) scales it by the maximum probability of a point being from a
specific mixture as seen in Eq. 2.13. Because all of the posterior probabilities are scaled
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by the same number, this scaling does not mathematically affect their result after they are
scaled by their sum. However, this scaling improves the finite precision behavior of the
algorithm, as it ensures that at least one of the scaled probabilities is one, and that the sum
being divided by is greater than or equal to one.
lscale(x, i) = l(x, i)−max
i
l(x, i) (2.13)
Furthermore, if after subtracting the maximum component log likelihood, a component
log likelihood falls below the threshhold for which its exponentiation is less than EPS (the
smallest number in the selected floating point precision that can be added to one without
the answer being exactly one), it will not affect the sum (which involves a term – the
maximum – which is 1), and hence its scaled probability can be replaced with zero without
affecting the remaining calculations. By only utilizing the remaining non-zero γs, one can
significantly reduce the amount of calculations necessary in the Eqs. 2.7 and 2.8.
2.3 Target Speaker Model Adaptation
Model Adaptation is the process of adapting the well trained parameters UBM to a
speaker dependent model. While the UBM is generally trained on several days worth of
audio data, the amount of data given to learn a speaker dependent model is usually much
less [14]. In the SRE experiments, the amount of data given can range in length from 10
seconds up to an hour and a half depending on the dataset [6, 9, 12].
If a new GMM was formed for the target speaker model, the parameters would not be as
well trained as the background model’s [14]. The minutes of data that is typically used to
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train up a target speaker model will not accurately describe the entire range of the person’s
voice.
However, if the parameters are adapted from the parameters of the background model,
this is less of an issue. In addition, by adapting the parameters of the speaker dependent
model from the background model, it provides a tighter coupling between the two models.
This allows for much higher performance than training the two models separately [14].
Because the amount of data used to train the model is small, only the means of the
UBM are adapted. A short conversation is not enough data to adapt the other statistics
(covariance and weights).
To adapt the means, a Maximum a Posteriori algorithm is performed. The first step in
this algorithm is identical to the Expectation step of the EM algorithm for GMM training:
calculate γ(i,xn) given by equation 2.6 for all i and xn. Following that, one calculates ni
given by Eq. 2.10 [14].
Then, one can calculate the expectation given by:
Ei(x) =
1
ni
N
∑
t=1
γ(i)txt (2.14)
Finally, the adapted means can be calculated by the following:
µˆi = αiEi(x)+(1−αi)µi (2.15)
where the term αi is given as
αi =
ni
ni+ r
(2.16)
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and where r is a relevance parameter [14].
If the relevance parameter is set low, the new estimate of the means depend more on
the target data than on the old background parameters. If it is set high, the new estimate
of the means depend more on the old means than on the new estimate. If the new data has
a low probabilistic count ni then αi→ 0, the new and potentially undertrained parameters
are discarded. But if it has a high probabilistic count then αi→ 1 and the new parameters
are emphasized [14]. Most groups choose a value of 16 for their systems relevance fac-
tor [34, 16, 35]. Additionally, the performance of speaker verification systems has been
demonstrated to be relatively insensitive to the relevance factor [24].
2.3.1 Practical Considerations
In order to calculate the conditional probabilities, the method described in Subsection
2.2.3 should be followed again. One can also calculate the partial nis and the expectation
partially during the loop over the points. Once the loop is over, the values can then be
corrected.
Another situation may arise if the relevance parameter is set to 0. In case the probabilis-
tic count ni is 0, this creates the situation 00+0 when applying Eq. 2.16. If one wanted to just
choose a relevance parameter of 0, one could just set the means equal to the expectation
parameter. This check of the relevance parameter would have to be programmed into the
system on the chance that one would want that.
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2.4 Testing
The final step in text independent GMM/UBM speaker verification is testing the models
generated with experiments. A speech segment to be tested is scored against both the UBM
and the target model [14]. A log likelihood ratio, given by Eq. 2.17, is then calculated to
obtain a score.
S =
1
N
[
N
∑
n=1
log(
M
∑
i=1
wig(xn|µi,targetΣi))−
N
∑
n=1
log(
M
∑
i=1
wig(xn|µi,UBMΣi))] (2.17)
The 1N is necessary in order to scale the score against the number of feature vectors for a
given speech segment.
Neyman Pearson detection theory shows that the threshold associated with a given false
alarm rate is influenced by the target speaker’s model. Hence, in theory a different threshold
should be used for different target speakers.
Although it does not follow the same path that utilizing Neyman Pearson detection
theory and the central limit theorem would suggest, score normalization is the most widely
used technique of obtaining the effect of a variable threshold. Score normalization allows
for a single threshold to be used, because different effective thresholds are created among
different tests once their scores are normalized.
2.4.1 Score Normalization
Score Normalization is the process of normalizing the scores with respect to some con-
dition in order to remove some inter- and intra-speaker variability. Several different normal-
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ization algorithms have been proposed and performed. The basic formula for normalization
is:
S∗= S−µ
σ
(2.18)
In this subsection, four different algorithms for Score Normalization will be introduced.
Z-Norm
Z-Normalization works to remove variations in the scores caused by the variation in the
different models. Since the model may have been trained on data from a different condition
than another, this normalization technique tries to remove the variability given by the model
error. This variation typically occurs because the model may be trained using speech that
comes from a different microphone or speech spoken in a different language [14].
To perform Z-Norm, imposter utterances are typically scored (in a log likelihood test)
against a model. The mean and standard deviation of the scores are then calculated. When
a new score for a given model is acquired, it is then normalized with respect to that mean
and standard deviation [28].
T-Norm
T-Normalization works similar to Z-Normalization. However, while Z-Norm damp-
ening the effects of variations in the models, T-Norm works on dampening the effects of
variation in the test utterances [14].
For T-Norm, a test utterance is typically scored against a set of imposter models. The
mean and standard deviation of these scores is then computed, and a new normalized score
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is then calculated [13].
ZT/TZ-Norm
Since Z-Normalization and T-Normalization attempt to remove variations in models or
test utterances respectively, they are not coupled together. With this in mind, it is possible
to perform one after performing the other.
If Z-Norm is performed first, then T-Norm, this method is generally refered to as TZ-
Norm [16]. When T-Norm is performed first followed by Z-Norm, it is called ZT-Norm
[42]. One can express this cascading normalization with the following equation:
S∗=
S−µ{Z,T}
σ{Z,T} −µ{T,Z}
σ{T,Z}
(2.19)
H-Norm
The final normalization is H-Norm. This method attempts to minimize the effects of
mismatch in handset type between the training and testing [19].
Handset dependent parameters are estimated by scoring each model against imposter
speech recorded on certain handsets. During testing, the type of handset that the test seg-
ment is recorded on determines the normalization parameters used for H-Norm [19].
2.4.2 DET Curves
To determine the performance of a system to a given dataset, a DET curve is usually
plotted. Figure 2.7 shows sample DET curves. This method is ideal for comparing systems:
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better systems would have the curve approach closer to the origin.
Figure 2.7: A Sample DET Curve
Algorithmically, to plot DET curves, one moves a threshold from the minimum score
to the maximum score and calculates the missed detection and false alarm rates. The scale
used by the graph is not a normal cartesian scale. It is instead a normal deviate scale. The
scale maps the unit interval [0,1] to the scale [−∞,∞]. On this scale, if scores are distibuted
as depicted in Fig. 2.8, the associated DET curves will be straight lines. Owing to the
central limit theorem, real DET curves appear linear with increasing data.
The scores in Eq. 2.17 involve sums over a large number N of feature vectors. Because
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these feature vectors are either independent or weakly dependent in the temporal index n,
one can apply the central limit theorem to argue that, as the number N of feature vectors
grows large, the score will approach a Gaussian distribution. This Gaussian distribution
will differ depending on whether or not the speaker from whom the feature vectors are
drawn is an imposter or the target speaker, as these conditions imply different distributions
for the feature vectors that the score is a function of [30].
If one plotted the distributions of the target and imposter scores, False Positives and
Missed Detections could be visually seen for a given threshold. Figure 2.8 shows an ex-
ample of a distribution of scores from imposters and a distribution of scores from a target.
The vertical line on the graph represents a threshold.
Those scores from the false score distribution that lie to the right of the threshold line
are considered false positives. Meanwhile, the scores of the target distribution that lie to the
left of the threshold line are considered missed detections. The probability of false alarm is
the area of the pink region, while the missed detection probability is the area of the yellow
region.
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Figure 2.8: A Graph of False Positive and Missed Detection
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Chapter 3
The NIST Speaker Recognition
Evaluations
After briefly reviewing the history of the NIST SREs in section 3.1, in this chapter,
the experiments undertaken in the 2004 and 2008 SREs are discussed (§3.2 and 3.3) along
with the most influential 2004 SRE submissions (§3.4). As part of the research for this
thesis, a fully functional baseline GMM/UBM system, to be described in Section 3.5, was
developed as a hybrid between the two most influential 2004 SRE submissions discussed
in Subsection 3.4.
3.1 A Brief History of the NIST SREs from 1999 to 2003
The National Institute of Standards and Technologies (NIST) has conducted a set of
experiments referred to as Speaker Recognition Evaluations (SREs) since 1996. The goal
30
of the SREs is to help facilitate research efforts for text independent speaker recognition
as well as to provide a calibration metric for the technical capabilities of these systems [1].
Meanwhile, the goal of most organizations participating in the SREs is to provide a system
that can achieve the minimum error rate for the competition.
These experiments are performed over a multitude of different training and testing con-
ditions. These conditions have changed over time and became more complex reflecting the
complexity of contemporary speaker recognition systems.
In its first two years (1997 and 1998), the tasks were to perform speaker recognition
where the target speaker, when creating a trial segment, may have used a different phone
number/handset compared to the one used for training. The speech used for training con-
sists of two 1-minute long segments, which, depending on the condition, came from either
one phone conversation or two conversations using different phones, while testing consists
of segments about 3, 10, or 30 seconds in length [2, 3].
In 1999’s competition, new tasks were added. The training data came exclusively from
two different sessions instead of being either being from one session or two different ses-
sion as was the case in 1997 and 1998. The testing data of the ”1 speaker detection test”
is similar to previous years (the only different between the length of the file). However, it
also included a ”2 speaker detection test” where two sides of a conversation are summed
into a single channel where none, one, or both participants can be the target speaker. A
third task, introduced in SRE 1999, was Speaker Tracking. The goal for speaker tracking
is to determine the times during a conversation when the target speaker is talking [4].
SRE 2000 built off of the competition in 1999. The ”1 speaker detection test”, ”2
speaker detection test”, and speaker tracking conditions were included. However, while
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SRE 1999 had training data coming exclusively from two different sessions, SRE 2000
had only training data coming from a single session. A new side condition for the ”1
speaker detection test” included exclusively Spanish data to test how an English based sys-
tem would work on Spanish. New to this competition was Speaker Segmentation. Systems
working on Speaker Segmentation were tasked with attempting to identify when during
a 2 sided summed conversation each person is speaking (including conversations featur-
ing more than 2 speakers who may or may not be speaking English) [5]. While systems
performing speaker tracking only care about determing when a certain target speaker is
speaking, systems performing speaker segmentation have no target speakers and must de-
termine when each person is talking.
SRE 2001 was just a small expansion of SRE 2000. All the same conditions featured
in the 2000 competitions is featured in the 2001 competition. New to this competition was
the addition of cellphone data and an expanded set of training data from the Switchboard
corpus featuring up to an hour of data to explore the effects of the length of training speech
on performance [6]. As Table 3.1 shows, the amount of data given for use was just about 2
GB.
Type Development Test Evaluation Test Total
WAV-Train 108 MB 40 MB 148 MB
WAV-Test 315 MB 994 MB 1.28 GB
MFCC-Train 46 MB 18.9 MB 64.9 MB
MFCC-Test 139 MB 486 MB 625 MB
Table 3.1: Total Amount of Data in the SRE 2001 Corpus
The SRE 2002 and 2003 competitions are identical to one another [8] with the only
difference being the actual data provided. Starting with SRE 2002, the two speaker de-
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tection condition had its own set of training data where both sides of the conversation are
summed into channel. Both this condition and the main condition, one speaker detection,
came exclusively from cellphone speech. In SRE 2002 (but not in SRE 2003), an addi-
tional condition was added from forensic data from the FBI that tested how a system would
perform when training and test data are recorded using different input devices or channels.
Unfortunately, the Speaker Tracking experiments were removed in the 2002 competition
[7], while in 2003, the Speaker Segmentation experiments were removed [8]. The amount
of data given in the main corpora of SRE 2002 (minus the forensic data from the FBI) is
shown in Table 3.2.
Type Male Female Two Sided Total
WAV-Train 158 MB 346 MB 2.1 GB 2.6 GB
WAV-Test 709 MB 1.1 GB 401 MB 2.2 GB
MFCC-Train 111 MB 158 MB 783 MB 1.0 GB
MFCC-Test 332 MB 506 MB 199 MB 1.0 GB
Table 3.2: Total Amount of Non-FBI Data in the SRE 2002 Corpus
With the different set of conditions included in each year, it is not uncommon for organi-
zations participating in the SREs to run old systems used in previous years on experiments
for the current SREs [40] or to run new systems on older SREs [16]. The better results that
a new system achieves shows that the new technique that an organization develops between
competitions is important in improving the performance of a system.
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3.2 Overview of the 2004 Experiments
The 2004 competition was the first that included frames of silence into the main baseline
experiments. Before then, the data was normally separated into ones featuring silence cut
out and extended ones featuring silence. This was the first year all of the sites participating
in the competition needed to take silence into consideration for their system [9].
The manditory condition for this year featured a single channel conversation side of
about 5 minutes in length for the training data and a single channel conversation side of
about 5 minutes in length for the testing data (though in practice after silence removal only
about two minutes of usable speech remained) [9]. This is the one required experiment that
all institutes were required to perform.
Included with it were training conditions for one single sided conversation of 10 and
30 seconds and 15, 40, and 80 minutes in length. Also included was the 2 speaker condi-
tion that was included since 1999. With the testing data, only 10 seconds, 30 seconds and
5 minute single sided conversations were included along with summed channel conversa-
tions. All combinations of training conditions and testing conditions were included in the
trial files [9].
Starting with the 2004 SREs, non-English data was mixed in with the English data [9].
While Spanish was included in the 2001 SREs [6], it was a separate condition that only
consisted of Spanish data. In the 2004 SREs, however, speech spoken in Arabic, Mandarin,
Russian, and Spanish were mixed in with the English data in the mandatory condition. A
speech segment for a particular target speaker used for model adaptation may have been
recorded in English, but a segment from the same speaker used for the trials may have been
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recorded in Russian.
Type of Saved Data Training Data Testing Data Total Data
WAV 24 GB 12 GB 36 GB
MFCC 6.6 GB 3.6 GB 10.2 GB
Table 3.3: Total Amount of Data in the SRE 2004 Corpus
Since the SREs allow organizations to test their systems on a large number of different
speech conditions, the corpora needs to be large enough to include enough variability in
the data. In 2004, the total amount of training and testing data could be seen in Table 3.3.
3.3 Overview of the 2008 Experiments
By the time the SRE 2008 Experiments came around, the focus had shifted from GMM-
UBM systems to GMM-SVM ones[16, 34]. Instead of doing simple GMM-UBM based
systems with only score normalization used to compensate for variations in the data, sev-
eral organizations created GMM-SVM based systems with some sort of session variability
compensation technique.
New for this year’s SRE experiments were interviews conducted in English. Different
microphones placed in different places around a room were used for some of the files
used in the competition. In particular, an entire training and testing section, called ”long”,
consisted of 8 minute long files of this microphone speech. They were also included in the
five minute long manditory experiments [12].
The SRE 2008 experiments also contained several of the same experiments from the
2004 competition. Aside from the manditory experiment modified with additional inter-
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view speech, it also consisted of 10 seconds, 15 minutes, and 40 minutes worth of training
data done over telephones and summed-channel telephone conversations. The test condi-
tions also included the 10 second speech segments and summed-channel speech segments
[12].
Unlike the SRE 2004s, all the segments, other than the long and summed conditions,
have multiple channels of audio. In terms of wav audio, one can imagine that one side
of the conversation is played out of the right speaker while other is played out of the left
speaker. One has to be able to read in only the channels that are of interest [12]. However,
this condition also had appeared before in the 2005 competitions [10].
Type of Saved Data 10sec long short2/short3 summed Total Data
Train-WAV 4.4 GB 23 GB 65 GB 29 GB 121.4 GB
Test-WAV 1.4 GB 17 GB 47 GB 10 GB 75.4 GB
Train-MFCC 1.3 GB 13 GB 16 GB 11 GB 41.3 GB
Test-MFCC 430 MB 9.6 GB 15 GB 3.8 GB 28.8 GB
Table 3.4: Total Amount of Data in the SRE 2008 Dataset
Compared to SRE 2004, SRE 2008 contained much more data to experiment on. As
Table 3.4 shows, more data was included in just the mandatory short2 and short3 sections
of the data than the total available data in SRE 2004.
3.4 Systems submitted for SRE 2004
As discussed above, in 2008, most of the entries contained fusions of GMM and SVM
based systems. By the time of the 2004 SRE competition, most sites had settled on a com-
mon baseline GMM-UBM system with refinements. It was also one of the last major com-
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petitions that organizations submitted entries that referred heavily to GMM based systems.
Since then organizations began migrating to GMM-SVM based systems after SRE 2004,
if one wants to emulate a high-performing GMM-UBM based system, one should emulate
a system submitted for the SRE 2004 competition. Two such systems will be discussed in
detail below.
3.4.1 Lincoln Labs’s (LL) SRE 2004 System
In 2004, Lincoln Labs started to perform tests not only with GMM-based systems but
also SVM-based ones. In that year’s competition, they showed that fusing the results of the
two systems gave a slightly better performance over just using a GMM-based system [34].
The method Lincoln Labs used to generate the feature vectors followed the same pro-
cess as in Section 2.1. Lincoln Labs’ system implemented the form of VAD introduced
in [35] and discussed in 2.1.1 [34]. Their system generated 19 MFCC coeffcients and
their deltas calculated from a window size of 20ms with a window stride of 10ms. Since
non-English data was included in the 2004 experiments more MFCCs were needed. Only
MFCC filterbanks between 300 Hz and 3138 Hz were used to filter out high and low fre-
quency noise. The coefficients were filtered with RASTA before they were normalized.
While only 13 MFCC coefficients are needed to properly characterize English [22],
other languages were included in the 2004 competitions. Organizations had to take this
into account: if an MFCC system is used, one has to prepare for audio that may not fit
with an English model. Not using enough cepstral coefficients may affect the quality of the
scores for non-English tests. Since these issues are a concern, organizations, like Lincoln
Labs, used 19 MFCCs for their feature vectors.
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Lincoln Labs generated a 2048-mixture gender dependent GMM. Both T-Norm and an
adaptive version of T-Norm were used to normalize the scores.
Their system also included Feature Mapping, a form of variability compensation. To
perform feature mapping, once must adapt a channel dependent UBM to ones that are
dependent on the channel type. An input utterance is detected to be of a specific type of
channel and the feature vectors are then mapped from the specific channel dependent UBM
to the channel independent UBM for both training and testing [37].
The final equal error rate for just Lincoln Labs’ GMM based system was around 10%
[34].
3.4.2 Laboratoire Informatique d’Avignon’s (LIA) SRE 2004 System
In 2004, LIA was using a GMM-UBM system compared to Lincoln Lab’s fusion sys-
tem. However, their GMM system was quite different than the one performed by Lincoln
Labs along with others.
LIA created feature vectors differently than Lincoln Labs. Their method for performing
VAD which was introduced in Subsection 2.1.1: a three component GMM. Even though the
most popular feature vector type is the MFCC, LIA opted to instead use Linear Frequency
Cepstrum Coefficients (LFCCs) instead of MFCCs. LFCCs are very similar to MFCCs.
However, the filter bank widths are equal in linear frequency. As shown in [27], LFCCs
work better for certain phonetic regions than MFCCs such as with nasal speech and conso-
nants. In 2004, LIA decided to use 16 LFCCs and their deltas taken at the same rate as the
Lincoln Labs system and filtered out everything except signals between 300 and 3400 Hz.
Like Lincoln Labs, LIA also used RASTA filtering and normalization.
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They trained a 2048 mixture-coefficient, gender-dependent UBM on SRE 1999, 2001,
and 2002 data. Their world model training did not use all the data at every iteration. During
the first 6 iterations, 4 inner-iterations using only 10% of the data were run. Four more
iterations using all the data was then run. The world model itself was then warped using
model warping. In addition a variance floor of 0.5 was introduced.
For model adaptation, the relevance factor was set to 14. These models in addition
to the UBM was warped. Despite only adapting the means, the variances also changed
because of model warping. The warping had little improvement on the error rate; however,
since it didn’t require much computational power, LIA suggested that it should be included
in UBM training and model adaptation.
For normalization, LIA showed four cases: no normalization, Z-Norm, T-Norm, and
TZ-Norm. With no normalization LIA achieved about 12% EER. With TZ-Norm the error
rate decreased to about 10.5%.
3.5 The System Implemented to Obtain the Results in This
Thesis
The GMM-UBM system developed for this thesis was a fusion of ideas developed in
the above systems as well as those that became standard later. Both SRE 2004 and 2008
experiments were performed used this system.
Our system used MFCC based feature vectors: 19 MFCCs, their deltas, and their delta-
deltas. VAD was implemented with the iterative energy-based method as discussed above
in Subsection 2.1.1. The MFCCs were calculated with the same windowing and the same
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frequency band that the Lincoln Labs system used. Both RASTA and cepstral mean sub-
traction were included in our calculations.
A 4096-mixture gender-dependent UBM was developed using the MFCCs. This GMM
was trained on both the testing and training portions of the SRE 2001 dataset, the sin-
gle speaker training and testing portions of the SRE 2002 dataset, and the single speaker
training of the SRE 2004 dataset. Fifty iterations of GMM training over all the data was
performed with a variance floor of 0.5. After generating a UBM, the target speaker models
were adapted from the UBM using a relevance factor of 16.
While the Lincoln Labs and LIA systems described above performed score normaliza-
tion after calculating the scores, no normalization was used for the system developed for
this thesis. As this thesis aims to study the effect of variability on baseline GMM/UBM
systems, we did not include techniques to deal with variability such as score normalization
and feature mapping. This increased the equal error rates substantially relative to the best
systems from LL and LIA, in particular by about 5% and 2% respectively [34, 16]. The raw
scores, which should still be biased due to variations in the data, would provide the largest
discrepancy between scores due to different conditions between training and testing.
As seen in Figure 3.1, this system achieved an error rate of 15.1% for the SRE 2004
experiments. However, as shown in Figure 3.2, the system achieved a higher error rate of
22.6% on the SRE 2008 dataset. The reason for a higher error rate will be explored in a
couple of chapters.
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Figure 3.1: DET Curve for the Gender Dependent System for SRE 2004
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SRE 2004 Results: EER − 15.1%
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Figure 3.2: DET Curve for the Gender Dependent System for SRE 2008
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SRE 2008 Results: EER − 22.6%
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Chapter 4
Sources of Inter- and Intra-speaker
Variability
As described in Chapter 3, the SREs have provided organizations with more diversity in
the speech segments with every new competition. Differences in the scores between males
and females as well as those from different microphones were introduced during the first
competition in 1997 [2]. Speech from cellphones was added to the competitions in 2001 [6].
In 2004, other languages were mixed with English during the mandatory evaluations [9].
Interview speech joined telephone, cordless phones, and cellphones as another recording
condition in the 2008 SREs [12]. In addition, slight variations in the length of the data were
introduced in the very beginning. In the following sections, these variations, including how
they could affect performance, are explained in detail.
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4.1 Gender
While, in the SREs, no gender mismatch can be seen [2, 3, 4, 5, 6, 7, 8, 9, 10, 12], there
is a mismatch in the distribution of the scores. Since males and females have different vocal
ranges, a GMM-UBM system would score an imposter score differently depending on the
gender.
Since one would intuitively believe that a UBM trained on more data would have pro-
vide better performance than a UBM trained on less data, one would think that, for a gender
dependent UBM, the gender with more data would provide better performance. However,
it was empirically determined that there was no performance loss if only an hour versus
168 hours were used for training [14, 21].
By analyzing the frequency ranges of males and females on telephones, one can postu-
late another hypothesis. Female speech may produce more errors than male speech. The
cutoff frequency may have been set too low when calculating MFCCs. Certain useful high
frequency components of female speech may have been cut out if a low enough cutoff
frequency was used.
A different reasoning for believing that female speech produces more errors than male
speech comes from calculating the triangular basis functions of the MFCCs as referred
back to in Fig. 2.4. As can be seen back in that figure, the basis functions are spaced
closer together at lower frequencies. More male frequencies may have been represented
by the 19 cepstral coefficents than the females. Since less usable dimensions of the feature
vectors are available for female speakers over males, females may sound more similar to
one another than males. Female speech segments would score higher than male speech
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segments and so a higher false alarm rate but lower missed detection rate is to be expected.
4.2 Amount of Training and Testing Data
One variation that can affect the error rate is the amount of feature vectors available
for adapting the model as well as the amount available for testing. While the length of
each file for a given condition is roughly constant in the SRE 2004 and later experiments
( 5 minutes)[9, 10, 12], the amount of feature vectors that are calculated after VAD is
performed may vary.
It is intuitive to believe that if one is given more data, the system would be more capable
of evaluating the individual parameters of a person’s speech than if less less data is given.
For model adaptation, more available feature vectors would provide a more accurate model
of a person’s speech. For testing, more available data would provide a stronger association
between either the target model or the UBM.
However, before making assumptions, one must consider what ”good” speech is. The
best type of speech available when using an MFCC based system are vowels. Meanwhile,
nasal speech and consonants provide the worst performance for an MFCC based system
[27]. If a long file consists of mostly ”Umm”s or ”Uhh”s, for instance, performance using
this file could be much worse than a short and succinct file. If a VAD algorithm is sensitive
to any type of speech, not just vowels, then it is possible that a file that produces more
feature vectors might provide worse performance than one that produces less.
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4.3 Language
As mentioned in the previous section, ”good” speech is rich in vowels and poor in
nasals and consonants [27]. With this in mind, one can define good languages for speaker
recognition to also be rich in vowels and poor in nasals and consonants. If a language has
more consonant sounds than another, it should be intuitive to believe that speakers of this
language would be harder to verify either correctly or uncorrectly.
In addition to this, mismatched language cases should also be considered. Using one
language to train a model and another language to test the model on should produce a
higher missed detection rate. The trained model would contain certain characteristics of
the language. If another speech segment in a different language were tested with it, it
would score lower than it would if the speech was of the same language. With a similar
reasoning, one can claim that there would be a higher false alarm rate when training a
model on one language and testing it on the same language.
In a more specific case, our system may perform poorly on other languages when pre-
sented with other languages instead of just English. Our GMM, whose composition is
shown in section 3.5, was trained using mostly English speech since the 2001 and 2002
SREs contain entirely English speech (the Spanish speech was given in a separate corpora
that came separately). Monolingual people have a better ability to identify someone if the
person speaks the language they understand with an accent they grew up with than a lan-
guage they do not understand or even with a different accent [41]. One can consider the
human body to be ”trained” on that language exclusively. Without making too many as-
sumptions, a GMM trained on American English should do better as a whole on English
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speech than on other languages as a whole.
This hypothesis can be seen experimentally in [11]. Systems submitted to the SRE
2008 evaluations had overall better performance when just English speech was used over
all the speech for telephone speech used in both training and testing (the best system saw
an improvement in EER from 5% to 2%). The systems performed marginally better when
just native English speakers were used as well.
4.4 Phone and Microphone
Most research in inter- and intra-speaker variability has been done in attempting to mit-
igate the effects that the type of telephone and the microphone provide. Using techniques
such score normalization [28, 13, 29, 16], FDIC [18], JFA [26, 43, 24, 25, 32], and Feature
Mapping [37], researchers try to remove the effects that they have on a speaker recognition
system.
While a carefully designed system and interface (as well as a few assumptions about
the person) can help quell problems from other variations, speakers cannot be expected to
talk with the same phone or microphone all the time. A system based on phonecalls must
be adaptive enough that someone should expect the same performance over any range of
phone systems used.
The effects of the different microphone and telephone types can be hypothesized in a
similar fashion to the language effects as described above. When the same microphone or
telephone is used during both training and testing, the speech segment will score higher
than if it had a different microphone or telephone. Higher false alarm rates should be seen
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when matching conditions are seen while higher missed detection rates should be seen
when the conditions are mismatched.
Since a significant fraction of data in SRE 2008 is high quality interview speech [12],
the effects of the noisy channel versus a clean one could be explored in detail. Clean
speech from interviews should provide the lowest amount of errors in that corpus. As
shown in [36], the differences in clean speech compared to the same speech said through
the telephone decreased performance drastically (a difference of 39% was observed).
However, one can only consider this if the UBM was also trained with the same type of
data. All the data used to train the UBM was recorded using landline or cellphone speech.
The UBM has a built-in bias for the lossy speech seen in phones and cellphones over the
clean speech seen in telephones. This has been shown to be empirically the case. While no
details were given for the best system, the SRE 2008 results show this is the case. The EER
of the best system submitted given just English Interview speech was about 3%; meanwhile
that same system achieved an error rate of about 2% when English telephone speech was
provided [11].
4.5 Dialect
For the purpose of the SREs, people were recorded speaking their natural dialect with
no variations. While a speaker is capable of changing their dialects, his or her dialect is still
considered a part of his or her speaker parameters. A model that is adapted in one dialect
will have a tighter connection to testing files with the same dialect. While false alarm rates
would be higher if an imposter speaks with the same kind of dialect as the target speaker,
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the false alarm rate when an imposter doesn’t imitate that dialect is much lower.
Instead, one has to consider the effects that individual dialects have on the performance
of the system. As seen in the SRE 2008 results, the results are marginally improved when
restricting English speech to just those with American accents [11]. Like language, phones,
and microphones, the UBM may become biased towards a certain dialect if not enough of
other dialects are used to train the model
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Chapter 5
Evaluation of the Effect of Inter- and
Intra-speaker Variability Factors on
GMM/UBM Performance in the 2004
and 2008 NIST SREs
In this chapter, the effects of the inter- and intra-speaker vaiability factors introduced in
Chapter 4 will be explored using a real system implemented on the manditory experiments
in SRE 2004 (1side-1side) and 2008 (short2-short3). This system had achieved an EER of
15.1% when used on SRE 2004 and 22.6% when used on SRE 2008. The goal is to provide
experimental evidence showing that speaker and session variabilty play an important role
in the performance of speaker recognition systems when applied to the SRE 2004 and 2008
corpora.
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Most of the following plots in this chapter are bar graphs of the error rates for the
various conditions. For most of the conditions explored, three error rates were included.
From left to right, these are missed detection, false alarm, and total error. The vertical
axis on these graphs are the error rate percentages. Since not every condition has the same
number of data points, error bars showing the estimated standard deviation of these error
rates are included.
5.1 Gender
Figure 5.1: Error Rate Comparison for Different Genders in SRE 2004
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The first variability factor explored in this thesis is gender. We predicted in Section 4.1
that the male error rates would be lower than the female error rates. As shown in Figures
5.1 and 5.2, the overall error rates and false alarm rates at the EER point for male data
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were lower than they were for female data in both SRE 2004 and 2008 as was predicted.
However, on the SRE 2008 dataset, the male’s missed detection rate was higher than the
females.
The missed detection rates for males were higher than their false alarm rates. For males,
the higher missed detection rate may be because more MFCC coefficients are included at
the lower frequencies. With more useful components located at lower frequencies than for
females, the scores for target speakers may vary more for males than for females.
The reverse situation was true for females; their false alarm rates were higher than
their missed detection rates. The opposite reasoning may explain why females have a
higher false alarm rate than missed detection rate. In addition, as mentioned above in
Section 4.1, less triangular basis functions were created for higher frequencies. Since less
Figure 5.2: Error Rate Comparison for Different Genders in SRE 2008
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coefficients are devoted to higher frequencies, useful data in determining female speech
may be represented by less MFCCs than for useful data in determing male speech. Since
more data is represented by less MFCCs, a system would be more likely to associate a
female speaker with a female target speaker.
Because the volume of female data is on the same order of magnitude as the volume of
male data (as shown in Table A.1), a higher false alarm rate for females would also mean
that males would have a higher missed detection rate at the EER point.
5.2 Length of Training and Testing Files Kept After VAD
Figure 5.3: Missed Detection and False Alarm Rate for Increasing Size of Training File for
SRE 2004
The next condition that was examined was how the length of the training file and trial
53
file after VAD was performed on the manditory condition in SRE 2004. It was predicted
that as the length increased the error rates would decrease since more data would be avail-
able. However, as Figures 5.3 and 5.4 show, this is not the case. These figures show the
missed detection rates and false alarm rates plotted against the amount of data kept after
VAD was performed in the files used for training and the files used for testing respectively.
The scores were ordered from smallest to largest and binned equally into the bins show on
the above axises.
As can be seen, no particular trend could be observed despite what was thought. This
could suggest a VAD algorithm that was able to determine the best data in a given speech
segment. The algorithm implemented only kept a percentage of the energy in a file; this
percentage appears to be consistant in quality among the different files even if the VAD
Figure 5.4: Missed Detection and False Alarm Rate for Increasing Size of Trial File for
SRE 2004
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algorithm kept about 13 seconds for one training file and over 4 and a half minutes of
another, the algorithm kept the parts that actually mattered.
Having more training and testing data does usually decrease the error rate [11]. How-
ever, the amount given that shows this principle is much more or much less than the 5
minutes given in the manditory experiments. The error rate just appears invariant when the
training and testing data length doesn’t change too much.
5.3 Language
Figure 5.5: Error Rate Comparison for Different Languages (with Emphasis on English) in
SRE 2004
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The next condition that was analyzed was the effects that the language spoken in both
training and testing had on the datasets. It was predicted in Section 4.3 that having English
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Figure 5.6: Error Rate Comparison for Different Languages (with Emphasis on English) in
SRE 2008 Phone Speech Only
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in the training and/or testing dataset would decrease the error rates since the models were
generated mostly on English speech. In addition, the language spoken was predicted to be
one of the factors that the system considers to be part of a person when adapting the UBM
to a target speaker. As such, a lower missed detection rate was expected when the system
encounters the same language that was used for training in the experiments.
As predicted, having English data in either training or testing resulted in lower false
alarm and total error rates than using two non-English languages in the core condition of
SRE 2004 and 2008. Indeed, this is evident when comparing each of the left-most three
conditions in Figures 5.5 and 5.6 to each of the right-most two conditions. No missed
detections were reported when two different non-English languages were used in SRE 2004
since that condition was only present in two out of the over 26000 trials. Meanwhile, based
on the argument to be developed in Subsection 5.4.1, interview speech was not included
in the analysis of SRE 2008 since it would bias the error rate for English speech. While
including English speech segments in either training or testing resulted in an increased
missed detection rate, it also resulted in a lower false alarm rate and overall error rate. In
addition, it was predicted in Section 4.3 that when the same language was used for both
training and testing the missed detection rate would be lower than the false alarm rate.
This prediction was proven to be true in all language conditions evaluated except when
English was used for both training and testing in SRE 2008. This counter-intuitute result is
possibly due to an improper equal error rate threshold in the 2008 experiments derived from
the inclusion of interview speech. As will be discussed in the next section, this inclusion
of interview speech substantially worsened the error rate in these experiments.
The low missed detection rate obtained when a non-English language was used for
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both training and testing may have arisen from a confusion between the characteristics of
the language and the speaker’s identity. This hypothesis is supported by the higher false
alarm rate obtained in this condition. When a different language was used for training and
testing, the missed detection rate was much higher than the false alarm rate. This is poten-
tially again due to system confusion between distinguishing languages and distinguishing
speakers.
Figure 5.7: DET Curve for English Speakers for both Model and Trial
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SRE 2004 (English only) Results: EER − 14.8%
Figure 5.7 shows the DET curve of our system using just the subset of the SRE 2004
featuring English in both training and testing. Since over 60% of the trials feature this con-
58
dition as seen in Table A.2, the error rate was not expected to improve by much. However,
a 0.3% reduction at the EER value shows how a system developed using mostly English
data would perform without foreign languages.
A possibility for the lower English error rate may come back to the parameters used to
generate the MFCCs as well. This can be seen in the drastically low missed detection rate
and drastically high false alarm rate for the same language training and testing condition
in SRE 2008. The same parameter range will not be optimal for every language, so a
compromise had to be taken.
If one is able to remove the effects that variations in the language spoken had, the
performance of the system used would increase. By using the knowledge of the language
of the files used in the competition, which is allowed by the rules of these competitions
[9, 12], one can potentially train up a UBM with a higher concentration of foreign language
(akin to the percentage of each language in the trial files). A more radical idea would be
to outright have a more language flexible system to combat the higher error rates such as
including gender AND language dependent UBMs.
5.4 Phone and Microphone Errors
The fourth type of variation discussed is the variations that are present due to the differ-
ent types of phone and microphones. It was predicted in Section 4.4 that the type of phone
and microphone that occured the most in the data used to train the UBM would bias the re-
sults. In addition, mismatched cases were predicted to have a higher missed detection rate
than false alarm rate. The reverse was predicted when the type of phone and microphone
59
Figure 5.8: Error Rate Comparison for Different Phone Types in SRE 2004
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Figure 5.9: Error Rate Comparison for Different Phone Types in SRE 2008
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used was the same between training and testing.
Comparing the error rates between matched phone conditions and mismatched phone
conditions, as can be determined by Figures 5.8 and 5.9, shows that the hypothesis pre-
dicted was correct. However, when comparing the different matched phone conditions
between SRE 2004 and 2008, only one trend could be observed. The system developed
provided low missed detection rates when both the file used for model adaptation and the
testing file were both spoken over cordless phones in both SRE 2004 and 2008. This came
at the cost of higher false alarm rates. This effect may have arrisen because of system con-
fusion between the speaker and the characteristics of cordless phones which include the
possibility of static and other impulsive noises.
Figure 5.10: Error Rate Comparison for Different Microphone Types in SRE 2004
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An analysis of the effect that the type of microphone had on error rates is depicted in
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Figures 5.10 and 5.11. Using a different microphone for both training and testing gave a
higher missed detection rate than false alarm rate as predicted in Section 4.4. In addition,
as predicted, using the standard handset included on phones allows for the best false alarm
rates since the standard handset was what was used for most of the speech in the data used
to train the UBM.
5.4.1 Interview
In SRE 2008, interview speech was added in addition to the telephone speech normally
provided. Interview speech was overall the worst speech type encountered in that year’s
competition as depicted in Figure 5.12. This type of speech did not have much in common
with the typical phone speech used in previous years’ competitions. As predicted in Section
Figure 5.11: Error Rate Comparison for Different Microphone Types in SRE 2008
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Figure 5.12: Error Rate Comparison for the interview condition in SRE 2008
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4.4, the system wasn’t able to perform well given interview speech since the UBM was
not trained on speech like it. The difference between the matched and mismatched cases
that can be seen in other types of variability can be seen more drastically when looking
at interview speech. This condition, in particular, highlights the need for some form of
variability compensation. With such a high difference between missed detection and false
alarm rates, variability compensation would be helpful to even these error rates out.
5.5 Dialect
Dialect is the final variability factor analyzed in this thesis. Section 4.5 predicted that
the false alarm rate would be lower when a mismatch in dialect occurs compared to when
a match occurs. Because the error rates are similar to one another when the system is run
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Figure 5.13: Error Rate Comparison for Matched and Mismatched Dialects in SRE 2004
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Figure 5.14: Error Rate Comparison for Matched and Mismatched Dialects in SRE 2008
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on both SRE 2004 and 2008 as seen in Figures 5.13 and 5.14, respectively, dialect does not
play a significant role in effecting variability either positively or negatively and no other
analysis could be made using the datasets provided. While no target mismatched dialect
conditions were provided in SRE 2004 and 2008, it is possible for people to change their
dialects depending on who they are talking to.
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Chapter 6
Conclusion
This thesis provided an in-depth experimental analysis of the effects of inter- and intra-
speaker variability factors on the performance of a baseline speaker recognition system.
It began with a review of the architecture of a baseline GMM-UBM speaker verifica-
tion system. This review included a discussion of the necessary computational optimiza-
tions necessary to work with the amount of data included for typical speaker recognition
experiments on well-known datasets.
Following that was a discussion of one of the most common set of datasets used for an-
alyzing peformance of speaker recognition systems, the NIST Speaker Recognition Evalu-
ations. The history of how the competition changed over time was discussed with a partic-
ular emphasis on the 2004 and 2008 competitions. Also included was a discussion of the
two most influential submissions for the SRE 2004 competition and an introduction to the
system used to perform the analysis given by this thesis.
The various variability factors that the SRE 2004 and 2008 included were then dis-
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cussed, and the effects of these variabilities were then analyzed. The variability factors
that can be measured with these datasets include gender, amount of usable feature vectors,
language, dialect, phone, and microphone. Gender appeared to play a very small role; male
speech appeared to have a better equal error rate over female speech but only by a few
percentage. The amount of feature vectors kept after VAD was used on the core experi-
ments did not affect the error rates at all. While language, and in particular non-English
languages, seemed to play a significant role in performance when running experiments on
the SRE 2004 and 2008 datasets, the dialect had minimal effect on performances. In addi-
tion, aside from the role that matching a microphone and phone type had over mismatching
them, individual types of phones and microphones did not impact the performance of the
system. Meanwhile, the largest contributor to performance degradation in the SRE 2008
dataset was interview speech. This type had the largest variations seen between missed
detection and false alarm rates over the other types of conditions that were analyzed.
67
Bibliography
[1] Speaker Recognition Evaluation. http://www.itl.nist.gov/iad/mig/
tests/spk/.
[2] The 1997 Speaker Recognition Evaluation Plan, January 1997.
[3] 1998 Speaker Recognition Evaluation, January 1998.
[4] 1999 Speaker Recognition Evaluation, January 1999.
[5] 2000 Speaker Recognition Evaluation, January 2000.
[6] The NIST Year 2001 Speaker Recognition Evaluation Plan, January 2001.
[7] The NIST Year 2002 Speaker Recognition Evaluation Plan, January 2002.
[8] The NIST Year 2003 Speaker Recognition Evaluation Plan, January 2003.
[9] The NIST Year 2004 Speaker Recognition Evaluation Plan, January 2004.
[10] The NIST Year 2005 Speaker Recognition Evaluation Plan, January 2005.
[11] The 2008 NIST Speaker Recognition Evaluation Results. http://www.itl.
nist.gov/iad/mig/tests/spk/2008/official_results/index.
html, August 2008.
[12] The NIST Year 2008 Speaker Recognition Evaluation Plan, January 2008.
[13] Roland Auckenthaler, Michael Carey, and Harvey Lloyd-Thomas. Score normaliza-
tion for text-independent speaker verification systems. Digital Signal Processing,
10(13):42 – 54, 2000.
[14] Frederic Bimbot, Jean-Francois Bonastre, Guillaume Gravier Corinne Fredouille,
Ivan Magrin-Chagnolleau, Sylvain Meignier, Teva Merlin, Javier Ortega Garcia, Di-
jana Petrovska-Delacretaz, and Douglas A. Reynolds. A tutorial on text-independent
speaker verification. EURASIP Journal on Applied Signal Processing, 2004(4):430–
451, 2004.
[15] Christopher M. Bishop. Pattern Recognition and Machine Learning, chapter 9.
Springer Science + Business Media, LLC, 2006.
68
[16] Jean-Francois Bonastre, Nicolas Scheffer, Corinne Fredouille, and Driss Matrouf.
NIST’04 Speaker Recognition Evalutation Campaign: New LIA Speaker Detection
Plateform Based on ALIZE Toolkit. Submitted with SRE 2004 System.
[17] Dragos Burileanu, Lucian Pascalin, Corneliu Burileanu, and Mihai Puchiu. An adap-
tive and fast speech detection algorithm. In Petr Sojka, Ivan Kopeek, and Karel Pala,
editors, Text, Speech and Dialogue, volume 1902 of Lecture Notes in Computer Sci-
ence, pages 177–182. Springer Berlin Heidelberg, 2000.
[18] F.. Castaldo, D.. Colibro, E.. Dalmasso, P.. Laface, and C.. Vair. Compensation of
nuisance factors for speaker and language recognition. Audio, Speech, and Language
Processing, IEEE Transactions on, 15(7):1969 – 1978, September 2007.
[19] Douglas A. Reynolds. The effect of handset variability on speaker recognition perfor-
mance: experiments on the switchboard corpus. In 1996 IEEE International Confer-
ence on Acoustics, Speech, and Signal Processing (ICASSP), pages 113 – 116, May
1996.
[20] Craig S. Greenberg, Alvin F. Martin, George R Doddington, and John J. Godfrey.
Including Human Expertise in Speaker Recognition Systems: Report on a Pilot Eval-
uation. In 2011 IEEE International Conference on Acoustics, Speech, and Signal
Processing (ICASSP), pages 5896 – 5899, May 2011.
[21] T. Hasan and J.H.L. Hansen. A Study on Universal Background Model Training in
Speaker Verification. Audio, Speech, and Language Processing, IEEE Transactions
on, 19(7):1890 – 1899, September 2011.
[22] Xuedong Huan, Alex Acero, and Hsiao-Wuen Hon. Spoken Language Processing,
chapter 9. Prentice Hall, 2001.
[23] M. Ito and R. Donaldson. Zero-crossing measurements for analysis and recognition
of speech sounds. Audio and Electroacoustics, IEEE Transactions on, 19(3):235 –
242, sep 1971.
[24] Kenny, P. and Boulianne, G. and Ouellet, P. and P. Dumouchel. Joint factor analysis
versus eigenchannels in speaker recognition. IEEE Transactions on Audio, Speech
and Language Processing, 15(4):1435 – 1447, May 2007.
[25] Kenny, P. and Boulianne, G. and Ouellet, P. and P. Dumouchel. Speaker and session
variability in GMM-based speaker verification. IEEE Transactions on Audio, Speech
and Language Processing, 15(4):1448 – 1460, May 2007.
69
[26] Kenny, P. and Ouellet, P. and Dehak, N. and Gupta, V. and Dumouchel, P. A Study
of Inter-Speaker Variability in Speaker Verification. IEEE Transactions on Audio,
Speech and Language Processing, 16(5):980 – 988, July 2008.
[27] Howard Lei and Eduardo Lpez Gonzalo. Mel, linear, and antimel frequency cepstral
coefficients in broad phonetic regions for telephone speaker recognition. In INTER-
SPEECH, pages 2323–2326. ISCA, 2009.
[28] K.-P. Li and J.E. Porter. Normalizations and selection of speech segments for speaker
recognition scoring. In Acoustics, Speech, and Signal Processing, 1988. ICASSP-88.,
1988 International Conference on, pages 595 –598 vol.1, apr 1988.
[29] Piyush Lotia and M. R. Khan. A Review of Various Score Normalization Techniques
for Speaker Identification Systems. International Journal of Advances in Engineering
& Technology, 3(2):650–667, 1994.
[30] A. Martin, G. Doddington, T. Kamm, M. Ordowski, and M. Przybocki. The DET
Curve in Assessment of Detection Task Performance. In Eurospeech ’97, pages 1899–
1903, September 1997.
[31] Sabyasachi Patra. Robust Speaker Identification System. Master’s thesis, Indian
Institute of Science, 2007.
[32] Patrick Kenny. Joint factor analysis of speaker and session variability : Theory and
algorithms - Technical report CRIM-06/08-13. Technical report, CRIM, 2005.
[33] H. V. Poor. An Introduction to Signal Detection and Estimation. Springer, 1994.
[34] D. A. Reynolds, W. Campbell, T. Gleason, C. Quillen, D. Sturim, P. Torres-
Carrasquillo, and A. Adami. The 2004 MIT Lincoln Laboratory Speaker Recognition
System. Submitted with SRE 2004 System.
[35] Douglas Reynolds. A Gaussian Mixture Modeling Approach to Text-Independent
Speaker Identification. PhD thesis, Georgia Institute of Technology, August 1992.
[36] Douglas A. Reynolds. The effects of telephone transmission degradations on speaker
recognition performance. In 1995 IEEE International Conference on Acoustics,
Speech, and Signal Processing (ICASSP), pages 329–332, 1995.
[37] Douglas A. Reynolds. Channel Robust Speaker Verification via Feature Mapping.
In 2003 IEEE International Conference on Acoustics, Speech, and Signal Processing
(ICASSP), pages 53–56, 2003.
70
[38] Douglas A. Reynolds and Richard C. Rose. Robust Text-Independent Speaker Iden-
tification Using Gaussian Mixture Models. IEEE Transactions on Speech and Audio
Processing, 3(1), January 1995.
[39] Astrid Schmidt-Nielsen and Thomas H. Crystal. Speaker verification by human lis-
teners: Experiments comparing human and machine performance using the nist 1998
speaker evaluation data. Digital Signal Processing, 10(1–3):249 – 266, 2000.
[40] Douglas Sturim, William Campbell, Najim Dehak, Zahi Karam, Alan McCree, Doug
Reynolds, Fred Richardson, Pedro Torres-Carrasquillo, and Stephen Shum. The MIT
LL 2010 Speaker Recognition Evaluation System: Scalable Language-Independent
Speaker Recognition. Submitted with SRE 2010 System.
[41] Charles P. Thompson. A Language Effect in Voice Identification. Applied Cognitive
Psychology, 1, 1987.
[42] Shou-Chun Yin, Richard Rose, and Patrick Kenny. Adaptive Score Normalization
for Progressive Model Adaptation in Text Independent Speaker Verification. In
2008 IEEE International Conference on Acoustics, Speech, and Signal Processing
(ICASSP), 2008.
[43] Yin, S.-C. and Rose, R. and Kenny, P. and P. Dumouchel. A Joint factor analysis
approach to progressive model adaptation in text independent speaker verification.
IEEE Transactions on Audio, Speech and Language Processing, 15(7):1999 – 2010,
September 2007.
71
Appendices
72
Appendix A
Tables of Data Calculated and
Determined for Chapter 5
Gender SRE Corpora Year Missed Detection False Alarm Total Number in Series
Male 2004 156/14.6% 1300/12.5% 11507
Female 2004 104/15.5% 2298/17.2% 14717
Male 2008 2046/24.8% 6156/19.8% 39433
Female 2008 2535/21.1% 11553/24.4% 59343
Table A.1: Gender Equal Error Rate Analysis
Training Language Trial File Language Missed Detection False Alarm Total Number in Series
English English 187/13.1% 2175/15.1% 15852
English Other Language 77/20.3% 553/14.4% 4234
Other Language English 75/19.8% 555/13.5% 4498
Other Language Same Language 20/9.85% 226/24.4% 1129
Other Language Different Language 1/50% 89/17.5% 511
Table A.2: Equal Error Rate Analysis by Training Language and Trial Language for SRE
2004
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Training Language Trial File Language Missed Detection False Alarm Total Number in Series
English English 4077/22% 14994/24.8% 78587
English Other Language 177/27.9% 806/11.8% 7459
Other Language English 267/30.4% 638/9.41% 7656
Other Language Same Language 50/7.87% 1168/31.3% 4372
Other Language Different Language 10/16.4% 103/16.1%/ 702
Table A.3: Equal Error Rate Analysis by Training Language and Trial Language for SRE
2008
Phone Missed Detection False Alarm Total Number in Series
Cellphone 37/14.6% 375/18.3% 2302
Landline 109/16.8% 930/18.3% 5725
Cordless 13/7.14% 236/18.4% 1462
Mismatch 194/15.4% 1975/13.2% 16183
Table A.4: Phone Equal Error Rate Analysis for SRE 2004
Phone Missed Detection False Alarm Total Number in Series
Interview 986/8.54% 12646/55.9% 34181
Interview Train/Phone Test 693/63.9% 407/3.82% 11741
Phone Train/Interview Test 1362/54.5% 213/4.39% 7350
Total Mismatch 3377/50.1% 3081/7.18% 49635
Cellphone 143/11.3% 1428/15.9% 10239
Landline 47/12.3% 310/15.0% 2442
Cordless 28/7.55% 244/12.8% 2279
Phone Mismatch 1322/41.9% 2461/8.99% 30544
Real Phone Mismatch 349/20.75% 2216/10.9% 22090
Table A.5: Phone Equal Error Rate Analysis for SRE 2008
Microphone Missed Detection False Alarm Total Number in Series
Speakerphone 8/12.3% 26/24.5% 171
Headset 45/24.2% 117/21.1% 740
Earbud 7/13.2% 20/28.6% 123
Handset 192/13.2% 1934/15.1% 14255
Mismatch 101/17.3% 1419/14.5% 10383
Table A.6: Microphone Equal Error Rate Analysis for 2004
Microphone Missed Detection False Alarm Total Number in Series
Speakerphone 31/11.6% 67/15.5% 700
Headset 49/13.9% 147/17.5% 1191
Earbud 3/4.69% 10/15.4% 129
Handset 261/13.2% 1686/11.3% 16965
Phone Mic Mismatch 223/21.4% 2288/13.4% 18065
Table A.7: Microphone Equal Error Rate Analysis for 2008
