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A FROBENIUS FORMULA FOR THE STRUCTURE COEFFICIENTS OF
DOUBLE-CLASS ALGEBRAS OF GELFAND PAIRS
OMAR TOUT
Abstract. We generalise some well known properties of irreducible characters of finite groups
to zonal spherical functions of Gelfand pairs. This leads to a Frobenius formula for Gelfand
pairs. For a given Gelfand pair, the structure coefficients of its associated double-class algebra
can be written in terms of zonal spherical functions. This is a generalisation of the Frobenius
formula which writes the structure coefficients of the center of a finite group algebra in terms
of irreducible characters.
1. INTRODUCTION.
Given a finite dimensional algebra with a fixed basis, the product of two basis elements can be
written as a linear combination of basis elements. The coefficients that appear in this expansion
are called structure coefficients. Computing these coefficients is essential because, by linearity,
they allow us to compute all products in the considered algebra. However, it is difficult, even in
particular cases of algebras, to give explicit formulas for these coefficients.
The structure coefficients of centers of group algebras and of double-class algebras had been
the most studied in the literature. In fact, the study of the structure coefficients of centers of
group algebras is related to the representation theory of finite groups by Frobenius theorem,
see [JV90b][Lemma 3.3] and the appendix of Zagier in [LZ04]. This theorem expresses, in
the general case of centers of group algebras, the structure coefficients in terms of irreducible
characters.
The case of the center of the symmetric group algebra Z(C[Sn]) is particularly interesting
and many authors have studied it in details. To compute the structure coefficients of Z(C[Sn])
by a direct way one should study the cycle-type of the product of two permutations which can
be quite difficult, see for example the papers [BW80], [Boc80], [Sta81], [Wal79], [GS98] and
[JV90b] which deal with particular cases of these coefficients.
According to another formula due to Frobenius, see [Sag01], the irreducible characters of the
symmetric group appear in the development of Schur functions in terms of power functions.
This links the study of the structure coefficients of the center of the symmetric group algebra to
that of the symmetric functions theory.
A pair (G,K), where G is a finite group and K a sub-group of G, is said to be a Gelfand pair
if its associated double-class algebra C[K \G/K] is commutative, see [Mac95, chapter VII.1].
If (G,K) is a Gelfand pair, the algebra of constant functions over the K-double-classes in G
has a particular basis, whose elements are called zonal spherical functions of the pair (G,K).
2010 Mathematics Subject Classification. 05E15.
Key words and phrases. group algebras, double-class algebras, structure coefficients, representation theory of
finite groups, Gelfand pairs and zonal spherical functions.
1
2 O. TOUT
For a finite group G, the pair (G × Gopp, diag(G)) is a Gelfand pair, see the Example 9 in
[Mac95, Section VII.1] or the introduction of Strahov in [Str07]. We study this pair in details
in Sections 6.2 and 8.1. What makes this pair exceptional is that its zonal sphercial functions
are the normalised irreducible characters of G. This allows us to see the double-class algebras
associated to Gelfand pairs (resp. zonal sphercial functions of Gelfand pairs) as generalisation
of centers of group algebras (resp. normalised irreducible characters).
The pair (S2n,Bn) is a Gelfand pair, see [Mac95, Section VII.2]. Its associated double-class
algebra has a long list of properties similar to the center of the symmetric group algebra, see
[AC12], [DF14] and [Tou14b]. The study of its structure coefficients is also related to the
theory of symmetric functions since the zonal spherical functions of the pair (S2n,Bn) appear
in the development of zonal polynomials in terms of power-sums. The zonal polynomials are
specialization of Jack polynomials, defined by Jack in [Jac70] and [Jac72], which form a basis
for the algebra of symmetric functions.
For special cases of Gelfand pairs such as the Gelfand pair of (S2n,Bn) and that of (Sn ×
Soppn−1, diag(Sn−1)) there exists a Frobenius formula, given by Goulden and Jackson in [GJ96]
and by Jackson and Sloss in [JS12a] respectively, which writes the structure coefficients of the
double-class algebras C[Bn \ S2n/Bn] and C[diag(Sn−1) \ Sn × Soppn−1/ diag(Sn−1)] in terms of
zonal spherical functions.
According to the author’s knowledge, there isn’t such a formula which treats the general
case of Gelfand pairs. The goal of this paper is to give, for a Gelfand pair (G,K), a formula
similar to that of Frobenius which writes the structure coefficients of the double-class algebra
C[K \G/K] in terms of zonal spherical functions.
This formula can help computing the structure coefficients of double-class algebras of Gelfand
pairs when the direct calculation of these coefficients is difficult to conduct. It was already used
in the cases ofC[Bn\S2n/Bn] andC[diag(Sn−1)\Sn×Soppn−1/ diag(Sn−1)], see [BC11], [GJ96],
[JV90a] and [JV90b] for the first algebra and [JS12b] for the second.
The majority of the results presented in this paper can be found in the author’s Phd thesis
[Tou14a]. Theorem 7.6 and the application section, Section 8, results can not be found there.
The author’s Phd thesis dealt primarily with the polynomiality property of the structure coef-
ficients of some algebras and that study is where the results given in this paper come from.
However, we decided to split the content of our Phd thesis in two papers since the results pre-
sented here do not concern the polynomiality property of the structure coefficients. The author
is preparing another paper [Tou] about the polynomiality property. We do not need the results in
that paper for our work here but some results presented in this paper would be useful in [Tou].
2. STRUCTURE COEFFICIENTS IN GENERAL
In this section we define the structure coefficients in general. At the end we give a basic and
simple proposition, Proposition 2.1, in particular cases of algebras which describes the structure
coefficients. It will help us computing the structure coefficients in the next sections.
Definition 2.1. Let K be a commutative field and let I be a finite set. Suppose that B is a finite
dimensional algebra overK and that the elements of the family (bk)k∈I form a basis for B. Take
two basis elements bi and bj of B (here i, j ∈ I), then the product bibj is an element of B,
3therefore it can be written as a linear combination of the basis elements (bk)k∈I :
(1) bibj =
∑
k∈I
ckijbk
where the coefficients ckij are in K for every k ∈ I. The coefficients ckij are called the structure
coefficients of B in the basis (bk)k∈I . If there is no confusion concerning the basis elements, we
talk simply about structure coefficients without mentioning the basis.
Note that all the algebras considered in this paper are over the field of complex number C.
In some cases of algebras (like the ones considered in this paper), we can give a combinatorial
description for the structure coefficients which is explained in the coming paragraph.
Definition 2.2. An algebra basis is said to be multiplicative if the product of two basis elements
is a basis element.
Suppose that we have a finite dimensional algebra A with a multiplicative basis (bk)k∈K,
which we fix in this section, and a "type": K → I function where I is a finite set. For an
element i ∈ I, define Bi to be the set of all basis elements bk of A of type i (the elements bk
such that type(k)=i). We can suppose that all the sets Bi are non-empty.
Notation. If X is a finite set, we denote by X the formal sum of its elements,
X =
∑
x∈X
x.
The elements of the family (Bi)i∈I are linearly independent. Suppose that the vector space
B generated by the elements (Bi)i∈I forms a sub-algebra of A. In this case, there exists a
combinatorial description for the structure coefficients of the algebra B given by the following
proposition. This description will help us to compute the structure coefficients in the coming
sections.
Proposition 2.1. Let Ckij be the structure coefficients of the algebra B, defined by the following
equation:
(2) BiBj =
∑
k∈I
CkijBk.
Then Ckij is the size of the following set:
(3) Ckij = |{(x, y) ∈ A2 such that x and y are two basis elements of A
of type i and j respectively and xy=z}|,
where z ∈ A is a fixed basis element of A of type k.
Proof. This is obtained directly from the definition of the structure coefficients. 
Even if we consider algebras over the field C in this paper, we should mention that under the
conditions of this proposition, we have the following corollary.
Corollary 2.2. The structure coefficients of the algebra B are positive integers.
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3. STRUCTURE COEFFICIENTS OF CENTERS OF FINITE GROUPS ALGEBRAS AND
DOUBLE-CLASS ALGEBRAS
In this section we define the structure coefficients of centers of finite groups algebras and of
double-class algebras. These coefficients will be the core of our study in the coming sections.
3.1. Centers of finite groups algebras. Let G be a finite group. For an element g of G, we
denote by Cg its associated conjugacy class in G :
Cg := {g
′gg′−1 | g′ ∈ G}.
This size of Cg is known to be equal to the following fraction:
|Cg| =
|G|
|Stabg|
,
where Stabg := {g′ ∈ G | g′g = gg′}.
Since G is finite, we have a finite number of conjugacy classes in G. We denote C(G) the
set of conjugacy classes of G and we consider a finite set which we denote by I to index its
elements. The elements of I will be written using Greek letters. Thus, we have :
C(G) = {Cλ | λ ∈ I}.
The group algebra of G, known as C[G], is the algebra over C with basis the elements of the
group G. The center of the group algebra C[G], known as Z(C[G]), is the sub-algebra of C[G]
of invariant elements under the conjugation action of G on C[G] :
Z(C[G]) := {x ∈ C[G] | g′x = xg′ ∀g′ ∈ G}.
The conjugacy classes of G index a basis of the center of the group algebra Z(C[G]) as it is
showed in the following proposition.
Proposition 3.1. The family (Cλ)λ∈I , where
Cλ =
∑
g∈Cλ
g,
form a basis for Z(C[G]).
Proof. Suppose that X =∑g∈G cgg is an element of the centre of the group G algebra, then by
definition, for any g′ ∈ G we have:∑
g∈G
cgg =
∑
g∈G
cgg
′gg′−1.
This means that for any two elements g and g′ of G, the coefficients of g and g′gg′−1 in the
expansion of X are equals. Therefore, to be in Z(C[G]), the coefficients of any element g in
X must be equal to the coefficient of any element conjugated to g in X. Thus, the sums of the
elements of the conjugacy classes of G form a basis (it is not difficult to see that these sums are
linearly independent) for Z(C[G]). 
5Let λ and δ be two elements of I. The structure coefficients cρλδ of the center of the group
algebra of G are defined by the following equation :
(4) CλCδ =
∑
ρ∈I
cρλδCg.
3.2. Double-class algebras. Let G be a finite group and let H, K and L be three sub-groups
of G. A double-class of H and K in G is a set HgK for an element g of G where :
HgK := {hgk ; h ∈ H and k ∈ K}.
In the case where H = K and in order to simplify we will use the notion of a double-class of
K in G instead of a double-class of K and K in G. The set H\G/K := {HgK ; g ∈ G} is the
set of double-classes of H and K in G. We have the following well known proposition for the
size of a double-class.
Proposition 3.2. If H and K are two sub-groups of a finite group G, then for every g ∈ G we
have :
|HgK| =
|H||K|
|H ∩ gKg−1|
.
Proof. Since |hgK| = |K| for any h ∈ H, we have :
|HgK| = |{hgK such that h ∈ H}||K|.
If we consider the action of the sub-group H on the set of the left classes of K in G, we get :
|HgK| =
|H|
|{h ∈ H such that hgK = gK}||K|.
But hgK = gK ⇔ h ∈ gKg−1, thus we get the result. 
Proposition 3.3. Let G be a finite group and K a sub-group of G. The sums of the double-
classes KgK of K in G linearly generate a sub-algebra of C[G].
Proof. In a more general case, if H and L are two sub-groups of G, by using the decomposition
of double-classes into disjoint union of left and right classes, we can write :
HxK =
∑
i
Hxi,
where the xi’s are in the set xK. For an another double-class KyL of K and L in G, we can
also write:
KyL =
∑
j
yjL,
where the yj’s are in the set Ky. By using these two decompositions, the multiplication of two
double-classes HxK and KyL can be written as follows :
HxKKyL =
∑
i
Hxi
∑
j
yjL
=
∑
i
∑
j
HxiyjL.
We get our result in the particular case where H = L = K. 
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The double-class algebra of K in G, denoted by C[K \ G/K], is the algebra with basis the
sums of elements of the double-classes of K in G. Since we consider G as finite group, the
cardinal of H\G/K is finite. We will use a finite set J to index the set K \ G/K of double-
classes of K in G. We will use also the Greek letters to represent the elements of J . Thus, we
have :
K \G/K = {DCλ | λ ∈ J }.
Let λ and δ be two elements of J . The structure coefficients kρλδ of the double-class algebra
C[K \G/K] are defined by the following equation :
(5) DCλDCδ =
∑
ρ∈J
kρλδDCρ.
4. IRREDUCIBLE CHARACTERS AND THE FROBENIUS FORMULA
The representation theory is a useful tool to describe the structure coefficients of the centers
of finite group algebras. It is known that the number of irreducible G-modules is equal to the
number of conjugacy classes of G which is the dimension of the center Z(C[G]) of the group
algebra ofG as shown in Proposition 3.1. More than this, the Frobenius formula presented at the
end of this section writes the structure coefficients of Z(C[G]) in terms of irreducible characters
of G, which links the study of these structure coefficients to the representation theory of finite
groups.
Throughout this section, we will give important results relating the representation theory of
finite groups to that of structure coefficients. These results were already well known in the
literature. We remember them here in order to give similar results for Gelfand pairs in the next
sections.
We denote by Gˆ the set of irreducible G-modules :
Gˆ := {X such that X is an irreducible G-module}.
If X is a G-module, we will denote X its character. For a conjugacy class K ∈ C(G) and a
character X , we denote by XK the value of X on any element of K,
XK := X (g) for every g ∈ K.
Using Maschke theorem, see [Sag01, Theorem 1.5.3], we have the following proposition.
Proposition 4.1. Let G be a finite group. Its associated group algebraC[G] can be decomposed
as follows :
C[G] =
⊕
X∈Gˆ
mXX.
Moreover, we have :
1- mX = dimX for every X ∈ Gˆ.
2- dimC[G] = |G| =
∑
X∈Gˆ(dimX)
2.
Another interesting result in representation theory is the following :
Proposition 4.2. Let G be a finite group. Then we have :
|C(G)| = |Gˆ|.
7Proof. For a complete proof of this proposition see the proof of Proposition 1.10.1 in [Sag01].

It follows from this Proposition and from Proposition 3.1 that the dimension of the centre
Z(C[G]) of a finite group algebra is equal to the number of irreducible representations of G.
For the rest of this section we will give all important results which leads us to the Frobenius
formula which writes the structure coefficients of Z(C[G]) in terms of irreducible characters.
Proposition 4.3. Let V be an irreducible G-module, the function V
dimV
defined by
V
dimV
: Z(C[G]) → C
x 7→ V(x)
dimV
is a morphism of algebras.
Proof. This proposition can be obtained using Schur lemma. 
This proposition can be otherwise written as follows.
Proposition 4.4. Let G be a finite group, the function
Z(C[G]) → F(Gˆ,C)
x 7→ (V 7→ V(x)
dimV
)
is an isomorphism of algebras where F(Gˆ,C) is the set of functions defined on Gˆ with values
in C.
Proof. The Proposition 4.3 implies that this function is a morphism of algebras. It still to
remark, using Proposition 4.2, that
dimZ(C[G]) = |C(G)| = |Gˆ| = dimF(Gˆ,C). 
Theorem 4.5 (Frobenius). Let G be a finite group and let I be the finite set of elements which
indexes the set of conjugacy classes of G. Let λ, δ and ρ be three elements of I, the struc-
ture coefficient cρλδ of the center of the group G algebra can be written in terms of irreducible
characters of G as follows :
(6) cρλδ =
|Cλ||Cδ|
|G|
∑
X∈Gˆ
XλXδXρ
X (1G)
.
The Frobenius formula given in Theorem 4.5 is a particular case of a generalised one which
describes the product of more than two basis elements, see the appendix of Don Zagier in
[LZ04]. This formula is given also in [JV90b, Lemma 3.3]. It is used by many authors to
compute the structure coefficients of the center of the symmetric group algebra.
5. STRUCTURE COEFFICIENTS OF CENTERS OF GROUP ALGEBRAS AND RANDOM
VARIABLES
Using Proposition 4.1 of the last section, we can define a probability measure on the set Gˆ of
irreducible G-modules of a finite group G by the following manner.
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Proposition 5.1. Let G be a finite group. The function PG : Gˆ→ R defined by :
PG(X) =
(dimX)2
|G|
is a probability measure on Gˆ.
Proof. The fact that
∑
X∈Gˆ
PG(X) =
∑
X∈Gˆ
(dimX)2
|G|
= 1
is a consequence of Proposition 4.1 of the precedent section. 
The probability measure PG is called the Plancherel measure. Now fix an element g of G
and consider the random variable Fg defined as follows :
Fg : Gˆ → R
X 7→ X (g)
dimX
The aim of this section is to study the random variable Fg and to show the relation between
the moments of this random variable and the structure coefficients of the center of the group G
algebra. It was very helpful for me to use the notes of a course given by Féray in Edinburgh,
see [Fé14], in order to present this relation here.
The expectation EPG(Fg) of the random variable Fg is defined as follows :
EPG(Fg) :=
∑
X∈Gˆ
PG(X)Fg(X).
Proposition 5.2. Let G be a finite group and let g be a fixed element of G, then we have :
EPG(Fg) = δ{1G}(g).
Let g and g′ be two elements of G and consider the set I which indexes the conjugacy classes
of G. We suppose that g ∈ Cλ and g′ ∈ Cδ where λ and δ are two elements of I. Since the
characters of G are constant on the conjugacy classes of G, the definition of F can be extended
to the conjugacy classes by the following way :
(7) FCλ(X) := |Cλ|Fg(X),
9for every X ∈ Gˆ. In addition, for every X ∈ Gˆ we have :
Fg(X)Fg′(X) =
1
|Cλ|
FCλ(X)
1
|Cδ|
FCδ(X)
=
1
|Cλ||Cδ|
X (Cλ)
dimX
X (Cδ)
dimX
=
1
|Cλ||Cδ|
X (CλCδ)
dimX
(by Proposition 4.3)
=
∑
ρ∈I
cρλδ
1
|Cλ||Cδ|
X (Cρ)
dimX
=
∑
ρ∈I
cρλδ
|Cρ|
|Cλ||Cδ|
Fgρ(X) (by Equation (7))
where gρ is an arbitrary element of Cρ for every ρ ∈ I.
Proposition 5.3. Let G be a finite group and let g ∈ Cλ and g′ ∈ Cδ where λ and δ are two
elements of the finite set I which indexes the conjugacy classes of G. We have :
EPG(FgFg′) =
c∅λδ
|Cλ||Cδ|
,
where c∅λδ is the (trivial) structure coefficient of C1G in the expansion of the product CλCδ.
Proof. We have :
FgFg′ =
∑
ρ∈I
cρλδ
|Cρ|
|Cλ||Cδ|
Fgρ ,
where gρ is an arbitrary element of Cρ for every ρ ∈ I. Taking the expectations, we get :
EPG(FgFg′) =
∑
ρ∈I
cρλδ
|Cρ|
|Cλ||Cδ|
EPG(Fgρ).
By Proposition 5.2, we have EPG(Fgρ) = δ{1G}(gρ), thus we get the result. 
Next, we will show how the structure coefficients of the center of the group G algebra inter-
vene in the computation of EPG(Fmg ) for m ≥ 2.
We have already showed that for every X ∈ Gˆ we have :
Fg(X)Fg′(X) =
∑
ρ∈I
cρλδ
|Cρ|
|Cλ||Cδ|
Fgρ(X),
where gρ is an arbitrary element of Cρ for any ρ ∈ I. This implies that for every g ∈ Cλ and for
any X ∈ Gˆ, we have :
(8) F2g(X) =
∑
ρ∈I
cρλλ
|Cρ|
|Cλ||Cλ|
Fgρ(X),
10 O. TOUT
where gρ is an arbitrary element of Cρ for any ρ ∈ I. If we multiply Equation (8) by Fg(X), we
get :
(9) F3g(X) =
∑
ρ∈I
∑
ρ′∈I
cρλλ
|Cρ|
|Cλ||Cλ|
cρ
′
ρλ
|Cρ′|
|Cρ||Cλ|
Fgρ′ (X),
where gρ′ is an arbitrary element of Cρ′ for any ρ′ ∈ I. Using Proposition 5.2, we get :
EPG(F
3
g) =
∑
ρ∈I
cρλλ
|Cρ|
|Cλ||Cλ|
c∅ρλ
1
|Cρ||Cλ|
= cλλλc
∅
λλ
1
|Cλ|3
=
cλλλ
|Cλ|2
,
for any g ∈ Cλ. Likewise, we can prove that :
EPG(F
4
g) =
∑
ρ∈I
cρλλc
λ
ρλ
|Cλ|3
,
for any g ∈ Cλ. This highlights the fact that the mth-moments of the random variable Fg for
m ≥ 3 can be expressed in terms of the structure coefficients of the center of the group G
algebra.
The reader should remark the particular structure coefficients that appear while computing
the mth-moments of the random variable Fg. These coefficients are:
c∅λλ, c
∅
λδ, c
λ
λλ, c
δ
λλ et c
δ
λδ.
It will be then interesting to see if there exists explicit formulas for these coefficients in par-
ticular cases. In the most studied case where G is the symmetric group Sn the set I is the set
of partitions of size n. If λ and δ are two partitions of n, there exists explicit formulas for the
coefficients cδλ∅ et cδ(2,1n−2)λ, see [Tou14a]. Since every permutation of Sn is conjugated with
itself, it is not difficult to prove that c∅λδ is the size of the conjugacy class of Sn associated to λ
if λ = δ and zero otherwise.
We don’t know any explicit formula for the other particular structure coefficients in the case
of Sn. The structure coefficients cρλδ of the center of the symmetric group algebra are (by multi-
plication by the size of the appropriate conjugacy class) symmetric on the partitions λ, δ and ρ.
This is an immediate consequence of the Frobenius theorem. Thus, an explicit formula for cδλλ
implies an explicit formula for cδλδ and vice-versa. It will be then interesting to try to find ex-
plicit formulas for the two following structure coefficients of the center of the symmetric group
algebra:
cλλλ and cδλλ,
where λ and δ are two partitions of n. It appears that an explicit formula exists for cδλλ when λ
is of the form (2k, 1) [Gou14].
6. GELFAND PAIRS AND ZONAL SPHERICAL FUNCTIONS
In [Mac95, chapitre VII], the reader can find a detailed introduction to the general theory
of Gelfand pairs and zonal spherical functions. Here, we present this theory as a useful tool
(similar to that of irreducible representations in the case of centers of finite group algebras) to
describe the structure coefficients of double-class algebras.
Throughout this section, we give generalisation of some properties of irreducible characters,
presented in Section 4, to zonal spherical functions of Gelfand pairs. The most important among
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them is a Frobenius formula for the structure coefficients of the double-class algebras of Gelfand
pairs which writes the structure coefficients in terms of zonal spherical functions.
6.1. Definitions. We start this section by giving equivalent definitions for Gelfand pairs. Let
(G,K) be a pair where G is a finite group and K is a sub-group of G. We consider the set
K \G/K of double-classes of K in G. We denote by C(G,K) the set of functions f : G→ C
which are constant on the double-classes of K in G. Explicitly,
C(G,K) := {f : G −→ C such that f(kxk′) = f(x) for every x ∈ G and every k, k′ ∈ K}.
The set C(G,K) is an algebra with multiplication defined by the convolution product of func-
tions :
(fg)(x) =
∑
y∈G
f(y)g(y−1x) for any f, g ∈ C(G,K).
The algebra C(G,K) is isomorphic to the double-class algebra C[K \G/K].
Proposition 6.1. The function ψ defined as follows :
ψ : C[K \G/K] → C(G,K)
x =
∑
λ∈J xλDCλ 7→ ψx :=
∑
λ∈J xλδDCλ ,
is an algebraic isomorphism.
Definition 6.1. A pair (G,K) where G is a finite group and K is a sub-group of G is a Gelfand
pair if its associated algebra C(G,K) (or equivalently C[K \ G/K] using Proposition 6.1) is
commutative.
There is another equivalent definition for Gelfand pairs which uses the representation theory.
We consider the G-module C[G/K] where the action of G on the set of left classes is defined
by:
g(kiK) = (gki)K for every g ∈ G and every representative ki of G/K.
If V is a G-module, it can also be seen, in a natural way, as a K-module using the restriction
action of G on K. This K-module is known as ResGK V. In a more complicated way, if V is a
K-module, we can always build a G-module denoted IndGK V using V. The matrix definition of
this G-module is as follows :
IndGK V (g) = (V (k
−1
i gkj))i,j,
where the ki are the representatives of the set G/K = {k1K, k2K, · · · , klK}.
Theorem 6.2 (Frobenius). Let G be a finite group and let K be a sub-group of G. If X is a
G-module and Y is a K-module then we have :
< IndGK Y ,X >=< Y ,Res
G
K X >
where ResGK X is the character function of the K-module ResGK X and IndGK Y is the character
function of the G-module IndGK Y.
Proof. See [Sag01, Theorem 1.12.6] for a complete proof of this theorem. 
In the case V = 1 is the trivial K-module where the action of K is defined by g · 1 = 1,
IndGK V can be identified with the G-module C[G/K].
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Proposition 6.3. The G-module C[G/K] can be decomposed into irreducible G-modules in
such way that each irreducible G-module appears at most once in its decomposition if and only
if the pair (G,K) is a Gelfand pair.
Proof. See the result (1.1) in [Mac95, page 389]. 
Suppose that (G,K) is a Gelfand pair and that :
C[G/K] =
s⊕
i=1
Xi,
where Xi are irreducible G-modules. We define the functions ωi : G→ C, using the irreducible
characters Xi, as follows :
(10) ωi(x) = 1
|K|
∑
k∈K
Xi(x
−1k) for every x ∈ G.
The functions (ωi)1≤i≤s are called the zonal spherical functions of the pair (G,K). They have
a long list of important properties, see [Mac95, page 389]. They form an orthogonal basis for
C(G,K) and they satisfy the following equality :
(11) ωi(x)ωi(y) = 1
|K|
∑
k∈K
ωi(xky),
for every 1 ≤ i ≤ s and for every x, y ∈ G.
6.2. An example: the Gelfand pair (G×Gopp, diag(G)). We use Gopp to denote the opposite
group of G and diag(G) := {(x, x−1) | x ∈ G} to denote the diagonal sub-group of G×Gopp.
In this section we show that for a finite group G, the pair (G × Gopp, diag(G)) is a Gelfand
pair and its zonal sphercal functions are in fact the normalised irreducible characters of G. This
is explained in the introduction of Strahov in [Str07] and in the Example 9 in [Mac95, Section
VII.1].
We first recall that if we have two groups G and H and if X is a G-module and Y is a
H-module we can build a G×H-module denoted X ⊗ Y. The matrix definition of this G×H-
module is obtained using the tensor product of matrices. If A and B are two matrices, A⊗B is
the matrix obtained by multiplying all the entries aij of the matrix A by the matrix B,
A⊗ B =

a11B a12B · · ·a21B a22B · · ·
.
.
.
.
.
.
.
.
.

 .
We denote by X ⊗ Y the character of the G×H-module X ⊗ Y. By definition of the tensor
product of matrices, we have :
tr(A⊗ B) =
∑
i
aii tr(B) = tr(A) tr(B),
for any two matrices A and B. Thus, for every (g, h) ∈ G×H, we have :
X ⊗ Y(g, h) = X (g)Y(h).
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If we have all the irreducible G-modules and all the irreducible H-modules, we can give all
the irreducible G × H-modules using the tensor product of modules. From [Sag01, Theorem
1.11.3], one can obtain the following :
Ĝ×H = Gˆ⊗ Hˆ,
where
Gˆ⊗ Hˆ := {X ⊗ Y where X ∈ Gˆ and Y ∈ Hˆ}.
If X is a G-module, X can also be considered as a Gopp-module for the action · defined as
follows :
g · x = g−1x,
for every g ∈ G and every x ∈ X. The character of X seen as a Gopp-module is then the
function X . Suppose that
Gˆ = {Xi such that 1 ≤ i ≤ |C(G)|},
then we have :
̂G×Gopp = {Xi ⊗Xj such that 1 ≤ i, j ≤ |C(G)|}.
Proposition 6.4. If G is a finite group, the pair (G×Gopp, diag(G)) is a Gelfand pair.
Proof. The irreducible G × Gopp-modules have the form Xi ⊗ Xj where 1 ≤ i, j ≤ |C(G)|.
We have just to show that Xi⊗Xj appears at most once in the decomposition of the G×Gopp-
module IndG×Goppdiag(G) 1. The number of appearances of the irreducible G×Gopp-module Xi ⊗Xj
in the decomposition of the G×Gopp-module IndG×Goppdiag(G) 1 is equal to :
< IndG×G
opp
diag(G) 1,Xi ⊗ X j >,
where Xi ⊗ X j(x, y) = Xi(x)X j(y) for any x, y ∈ G. By Frobenius reciprocity theorem (see
Theorem 6.2), we have :
< IndG×G
opp
diag(G) 1,Xi ⊗ X j > = < 1,Res
G×Gopp
diag(G) Xi ⊗X j >
=
1
| diag(G)|
∑
(g,g−1)∈diag(G)
Xi ⊗ X j(g, g
−1) (by definition of <,>)
=
1
|G|
∑
g∈G
Xi(g)X j(g
−1)
= < Xi,X j >
= δXi,X j .
Therefore, we have :
IndG×G
opp
diag(G) 1 =
|C(G)|∑
i=1
Xi ⊗Xi.

We deduce from this result the following corollary.
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Corollary 6.5. Let G be a finite group. Then, we have :
|C(G)| = | diag(G) \G×Gopp/ diag(G)|.
The zonal spherical functions (ωi)1≤i≤|C(G)| of the pair (G × Gopp, diag(G)) are defined as
follows :
ωi(x, y) =
1
|G|
∑
g∈G
Xi ⊗Xi((x, y)
−1(g, g−1))
=
1
|G|
∑
g∈G
Xi(x
−1g)Xi(g
−1y−1)
=
1
dimXi
Xi(yx),(12)
the last equality comes from the definition of the product and from Proposition 4.3. By using
the property (11) of zonal spherical function in this case, we get :
ωi(x, 1)ωi(y, 1) =
1
|G|
∑
g∈G
ωi((x, 1)(g, g
−1)(y, 1)),
for any x, y ∈ G. If we develop this equality, we obtain :
1
dimXi
Xi(x)
1
dimXi
Xi(y) =
1
|G|
∑
g∈G
1
dimXi
Xi(g
−1xgy),
for any x, y ∈ G. If we extend this relation by linearity to the group algebra C[G], and if x and
y are two elements of Z(C[G]), we get :
1
dimXi
Xi(x)
1
dimXi
Xi(y) =
1
dimXi
Xi(xy).
Thus we re-find the result of Proposition 4.3. This allows us to look to the zonal spherical
functions as generalisations of normalised irreducible characters. In particular, the formula (11)
generalises the result of Proposition 4.3.
7. GENERALISATION OF SOME PROPERTIES OF IRREDUCIBLE CHARACTERS TO ZONAL
SPHERICAL FUNCTIONS
In this section we give some results concerning zonal spherical functions of Gelfand pairs
which generalise the properties of irreducible characters of finite groups given in Section 4. As
similar to Proposition 4.3, we show that the zonal spherical functions of a given Gelfand pair are
morphisms. Our main result is a Frobenius formula in the case of Gelfand pairs, this formula
allows us to write the structure coefficients of the double-class algebra associated to a Gelfand
pair in terms of zonal spherical functions.
The properties concerning zonal spherical functions of Gelfand pair in general, given in this
section, appear – according to the author knowledge – for the first time here. Some authors
have already given these properties in special cases of Gelfand pairs, the reader can see the
paper [JS12a] of Jackson and Sloss about the Gelfand pair (Sn × Soppn−1, diag(Sn−1)) and that
[GJ96] of Goulden and Jackson about the Gelfand pair (S2n,Bn).
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Proposition 7.1. The zonal spherical functions of a given Gelfand pair (G,K) define mor-
phisms between the algebra C[K \G/K] and C∗.
Proof. Since they are defined on the group G, the zonal spherical functions of the Gelfand
pair (G,K) can be linearly extended to be defined on the group algebra C[G]. In this case,
these functions preserve the property given by equation (11). If x and y are two elements of
C[K \G/K], then we have :
1
|K|
∑
k∈K
ωi(xky) =
1
|K|
∑
k∈K
ωi(xy) = ωi(xy).
Thus, we obtain : ωi(xy) = ωi(x)ωi(y) for every x, y ∈ C[K\G/K], which ends the proof. 
We recall the finite set J whose elements λ index the double-classes of K in G. For every
λ ∈ J , we associate the function fλ : G→ C defined as follows :
fλ(g) =
{
1 if g ∈ DCλ,
0 ifnot.
It isn’t difficult to verify that the family (fλ)λ∈J form a basis for C(G,K), therefore :
(13) dimC(G,K) = |K \G/K|.
Proposition 7.2. If (G,K) is a Gelfand pair then the number of its zonal spherical functions is
equal to the number of double-classes of K in G.
Proof. Using equation (13), the dimension of C(G,K) is equal to the number of double-classes
of K in G. Moreover, since (G,K) is a Gelfand pair, its zonal spherical functions form a basis
for C(G,K), thus we get the result. 
By Proposition 7.2, if (G,K) is a Gelfand pair then we have |J | zonal spherical functions
for (G,K). We will use a set which we denote J ′ (|J ′ | = |J |) to index the zonal spherical
functions of (G,K). If (G,K) is a Gelfand pair, then we can write :
C[G/K] =
⊕
λ∈J
′
Xλ,
where the Xλ are the irreducible G-modules. Let θ ∈ J ′, since zonal spherical functions of
(G,K) are constant on the double-classes of K in G, if λ ∈ J , we denote by ωθλ the value of
the zonal spherical function ωθ on any element of the double-class DCλ,
ωθλ := ω
θ(g),
for an element g ∈ DCλ. Among the remarkable properties of zonal spherical functions given
in [Mac95, chapitre VII], we recall the following :
1- ωθωψ = δθψ |G|X θ(1)ω
θ
2- < ωθ, ωψ >= δθψ 1X θ(1)
where X θ(1) = dimXθ.
Notation. If (G,K) is a Gelfand pair, we denote by (̂G,K) the set of its zonal spherical func-
tions.
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Proposition 7.3. Let (G,K) be a Gelfand pair, then the function
C[K \G/K] → F((̂G,K),C)
x 7→ (ωλ 7→ ωλ(x))
is an algebras isomorphism where F((̂G,K),C) is the set of functions defined on (̂G,K) with
values in C.
Proof. This proposition is a direct consequence from Propositions 7.1 and 7.2. 
Proposition 7.3 is the analogous of Proposition 4.4 for zonal spherical functions of Gelfand
pairs. For a given element θ ∈ J ′, we define the element Eθ as follows :
Eθ :=
X θ(1)
|G|
∑
g∈G
ωθ(g)g =
X θ(1)
|G|
∑
ρ∈J
ωθρDCρ.
Proposition 7.4. The family (Eθ)θ∈J ′ is a basis forC[K\G/K] formed by idempotent elements.
Moreover, we have :
DCλ = |DCλ|
∑
ψ∈J ′
ωψλEψ.
Proof. The fact that (Eθ)θ∈J ′ is a family of idempotent elements comes from the second prop-
erty above concerning zonal spherical functions. In fact, the image of Eθ by the isomorphism
given in Proposition 7.3 is the following function
(̂G,K) → C
ωφ 7→
{
1 si φ = θ
0 sinon
.
because
ωφ(Eθ) = X
θ(1) < ωφ, ωθ >,
for every φ ∈ J ′. To prove that DCλ = |DCλ|
∑
ψ∈J
′ ωψλEψ, we develop the sum on the right
hand :
|DCλ|
∑
ψ∈J ′
ωψλEψ =
∑
ψ∈J ′
ωψλ
X ψ(1)
|G|
∑
δ∈J
|DCλ|ω
ψ
δDCδ
=
∑
ψ∈J ′
∑
δ∈J
X ψ(1)
|DCλ|
|G|
ωψλω
ψ
δ DCδ
=
∑
ψ∈J
′
X ψ(1)
|DCλ|
|G|
ωψλω
ψ
λDCλ
= DCλ (because
∑
ψ∈J ′
|DCλ|
|G|
ωψλω
ψ
λ =< ω
ψ, ωψ >=
1
X ψ(1)
).
It is clear that the elements (Eθ)θ∈J ′ form a basis for C[K \ G/K] since |J
′
| is equal to the
number of double-classes of K in G. 
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This proposition allows us to give a formula for the structure coefficients of the double-class
algebra C[K \G/K] of a Gelfand pair (G,K) in terms of its zonal spherical functions.
Theorem 7.5. Let (G,K) be a Gelfand pair and let J be the set which indexes the double-
classes of K in G. Let λ, δ and ρ be three elements of J , the structure coefficient kρλδ of the
double-class algebra C[K \ G/K] can be written in terms of zonal spherical functions as fol-
lows:
kρλδ =
|DCλ||DCδ|
|G|
∑
θ∈J
′
X θ(1)ωθλω
θ
δω
θ
ρ.
Proof. By Proposition 7.4, we can write :
DCλDCδ = |DCλ|
∑
θ∈J ′
ωθλEθ|DCδ|
∑
φ∈J ′
ωφδEφ
= |DCλ||DCδ|
∑
θ∈J ′
ωθλω
θ
δEθ
= |DCλ||DCδ|
∑
θ∈J ′
ωθλω
θ
δ
X θ(1)
|G|
∑
ρ∈J
ωθρDCρ,
and the result follows. 
Theorem 7.5 is an analogous of (Frobenius) Theorem 4.5. The author did not find such
theorem in the literature which treats the general case of Gelfand pairs. A similar theorem was
given for particular cases of Gelfand pairs, see for example the paper [JS12a] of Jackson and
Sloss about the Gelfand pair (Sn × Soppn−1, diag(Sn−1)) and that [GJ96] of Goulden and Jackson
about the Gelfand pair (S2n,Bn).
Theorem 7.5 can be generalised to give an expression for the structure coefficients, of the
product of more than two double-classes, in terms of zonal spherical functions in the case of
Gelfand pairs. Especially, we have:
Theorem 7.6. Let (G,K) be a Gelfand pair and let J be the set which indexes the double-
classes of K in G. Let λ1, λ2, · · · , λr and ρ be k + 1 elements (we count with multiplicity
which means that these are not necessarily distinct elements) of J , the structure coefficient
kρλ1λ2···λr of DCρ in the expansion of the product DCλ1DCλ2 · · ·DCλr in the double-class
algebra C[K \G/K] can be written in terms of zonal spherical functions as follows :
(14) kρλ1λ2···λr =
|DCλ1 ||DCλ2| · · · |DCλr |
|G|
∑
θ∈J ′
X θ(1)ωθλ1ω
θ
λ2
· · ·ωθλrω
θ
ρ.
Proof. We reason by induction on r. The case r = 2 is proved in Theorem 7.5. Suppose that
the equation (14) is true for r − 1 double-classes and let us prove it for r. If we write:
DCλ1DCλ2 · · ·DCλr =
∑
δ∈J
kδλ1λ2···λr−1DCδDCλr
=
∑
δ∈J
∑
ρ∈J
kδλ1λ2···λr−1k
ρ
δλr
DCρ,
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then one can see that :
kρλ1λ2···λr =
∑
δ∈J
kδλ1λ2···λr−1k
ρ
δλr
.
By using the induction hypothesis and after simplification we get our result. 
8. APPLICATIONS AND ALREADY KNOWN RESULTS.
In this section we apply our main theorem, Theorem 7.5, to special cases of Gelfand pairs.
Using the Gelfand pair (G × Gopp, diag(G)), we show that the Frobenius theorem is a special
case of our main theorem.
8.1. How to get the Frobenius theorem by using the Gelfand pair (G×Gopp, diag(G)). We
showed in Section 6.2 that the zonal spherical functions of the Gelfand pair (G×Gopp, diag(G))
are not but the normalised irreducible characters of G. Let us now go further in investigating
this pair. For an element (a, b) ∈ G×Gopp and two elements (x, x−1) and (y, y−1) of diag(G),
we have :
(15) (x, x−1)(a, b)(y, y−1) = (xay, y−1bx−1).
This equality allows us to link, by a direct way, the double-classes of diag(G) in G×Gopp to
the conjugacy classes of G. In fact, the equality (15) implies that two elements (a, b) and (c, d)
are in the same double-class of diag(G) in G× Gopp if and only if ab and cd are conjugated in
G.
Recall the set I used to index the conjugacy classes of G. The set I indexes also the double-
classes of diag(G) in G×Gopp. Let λ ∈ I, the double-class of diag(G) in G×Gopp associated
to λ is denoted C ′λ. Explicitly, we have :
C ′λ = {(a, b) ∈ G×G
opp | ab ∈ Cλ}.
What we have just written is a direct proof to Corollary 6.5.
Proposition 8.1. If λ is an element of I then we have :
|C ′λ| = |G||Cλ|.
Proof. The function which sends an element (x, y) of G × Cλ to (x, x−1y) ∈ G × Gopp is a
bijection between G× Cλ and C ′λ. The function which sends an element (a, b) of C ′λ to (a, ab)
is its inverse function. 
Let λ and δ be two elements of I, the structure coefficients c′ρλδ of the double-class algebra of
diag(G) in G×Gopp,C[diag(G) \G×Gopp/ diag(G)], are defined by the following equation :
(16) C′λC′δ =
∑
ρ∈I
c′ρλδC
′
ρ.
Proposition 8.2. Let G be a finite group and let I be the set which indexes the conjugacy classes
of G. If λ, δ and ρ are three elements of I then the structure coefficients cρλδ and c′ρλδ of Z(C[G])
and C[diag(G) \G×Gopp/ diag(G)] are strongly related by :
c′ρλδ = |G|c
ρ
λδ.
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Proof. By direct computing, using Proposition 2.1,the structure coefficient cρλδ inZ(C[G]) given
by equation (4) is not but the cardinal of the set Aρλδ defined by :
Aρλδ = {(x, y) ∈ Cλ × Cδ such that xy = z},
where z is a fixed element of Cρ. By the same way, we have c′ρλδ = |A
′ρ
λδ| where
A′ρλδ = {
(
(x1, x2), (y1, y2)
)
∈ C ′λ × C
′
δ such that (x1y1, y2x2) = (z, 1)}.
The function,
A′ρλδ → A
ρ
λδ ×G(
(x1, x2), (y1, x
−1
2 )
)
7→
(
(x1x2, x
−1
2 y1), x2
)
is well defined – the image of an element of A′ρλδ is in A
ρ
λδ×G – and it is a bijection with inverse
defined by the function (
(x, y), t
)
7→
(
(xt−1, t), (ty, t−1)
)
. 
We have now all necessary informations to re-obtain the Frobenius theorem as an application
of our Theorem 7.5. The reader should remark, using the results of this section and Section
6.2, that the study of the center of a finite group G algebra is equivalent to the study of the
double-class algebra of the pair (G×Gopp, diag(G)).
We showed in Section 6.2 that the number of zonal spherical functions of the pair (G ×
Gopp, diag(G)) is equal to the number of irreducible characters of G and that the zonal spherical
functions of (G × Gopp, diag(G)) are not but the normalised irreducible characters of G. By
using Proposition 8.1, Theorem 7.5 when applied to the Gelfand pair (G×Gopp, diag(G)) gives
us the following :
c′ρλδ =
|Cλ||G||Cδ||G|
|G|
∑
X∈Gˆ
X (1)
XλXδXρ
dimX dimX dimX
.
After simplification and by using Proposition 8.2, we get :
cρλδ = |Cλ||Cδ|
∑
X∈Gˆ
XλXδXρ
dim2X
.
This equation is another form of Theorem 4.5 of Frobenius which is often used when taking the
graphs interpretation of the structure coefficients of the centers of group algebras rather than
the algebraic one (which is used in this paper). The reader can see the appendix of Zagier in
[LZ04] for more informations.
Here as well as in Theorem 4.5, we study the structure coefficients that appear in the product
of two basis elements. In the appendix [LZ04] of Zagier, the author was interested in the
structure coefficients that appear in the product of k-basis elements, where k is a finite integer.
He gave thus the general form of the Frobenius formula. I would like to mention that using the
same idea presented in this section, we can re-obtain his general form of the Frobenius formula
as an application of our general theorem, Theorem 7.6.
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8.2. The Gelfand pair (S2n,Bn). The pair (S2n,Bn), where S2n is the symmetric group of
[2n] and Bn is its hyperoctahedral sub-group, is a Gelfand pair. In [Mac95, Chapter VII, 2], the
reader can find a detailed work about this pair. The double-classes of Bn in S2n are indexed by
partitions of n. If λ is a partition of n, its associated Bn-double-class in S2n, which we denote
Kλ, is the set of all permutations of [2n] with coset-type λ. The definition of the coset-type of a
permutation of 2n can be found on Page 401 of [Mac95]. In short, if p is a permutation of 2n,
we consider all the cycles of the form
(17) i ⊲ p(i) −→ p(i) ⊳ p−1(p(i)) =⇒ p−1(p(i)) · · · =⇒ i
of p where 2k is 2k − 1 and 2k − 1 is 2k for any integer 1 ≤ k ≤ n. These cycles are of even
length’s. The coset-type of p is the partition of n obtained using the halves of the lengths of
these cycles. For example, take the following permutation t of 12,
t =
(
1 2 3 4 5 6 7 8 9 10 11 12
8 12 4 6 10 9 11 1 7 2 3 5
)
.
The cycles of t of form (17) are:
1 ⊲ 8 −→ 7 ⊳ 9 =⇒ 10 ⊲ 2 −→ 1 ⊳ 8 =⇒ 7 ⊲ 11 −→ 12 ⊳ 2 =⇒ 1,
3 ⊲ 4 −→ 3 ⊳ 11 =⇒ 12 ⊲ 5 −→ 6 ⊳ 4 =⇒ 3
and
5 ⊲ 10 −→ 9 ⊳ 6 =⇒ 5.
The lengths of these cycles are 6, 4 and 2 respectively, thus the coset-type of t is the partition
(3, 2, 1) of 6.
If λ, δ and ρ are three partitions of n, the structure coefficient bρλδ of the double-class algebra
C[Bn \ S2n/Bn] is the coefficient of Kρ in the product KλKδ.
Since the double-classes of Bn in S2n are indexed by partitions of n, the zonal spherical func-
tions of the Gelfand pair (S2n,Bn) are also indexed by the set of partitions of n by Proposition
7.2. If ρ is a partition of n, its associated zonal spherical function ωρ is defined by :
ωρ(x) =
1
|Bn|
∑
k∈Bn
χ2ρ(xk),
for x ∈ S2n, where χ2ρ is the character of the irreducible S2n-module corresponding to 2ρ :=
(2ρ1, 2ρ2, · · · ).
Using Theorem 7.5, the coefficient bρλδ is equal to :
(18) bρλδ =
|Kλ||Kδ|
|S2n|
∑
θ∈Pn
X 2θ(1)ωθλω
θ
δω
θ
ρ.
If for two partitions θ and λ of n we define φθ(λ) to be :
φθ(λ) := |Kλ|ω
θ
λ,
then from equation (18) one can re-obtain the following result given in [HSS92, Lemma 3.3] by
Hanlon, Stanley and Stembridge.
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Lemma 8.1. Let λ, δ and ρ be three partitions of n then we have :
bρλδ =
1
|Kρ|
∑
θ∈Pn
1
H2θ
φθ(λ)φθ(δ)φθ(ρ),
where H2θ = X
2θ(1)
|S2n|
is the product of hook-lengths of 2θ.
This result can be found also in the paper [GJ96] of Goulden and Jackson.
8.3. The Gelfand pair (Sn × Soppn−1, diag(Sn−1)). There are many ways to represent a permu-
tation of n. Here we consider the product of disjoint cycles way. If ω is a permutation of n,
ω = C1C2 · · ·Ck,
then we define the cycle-type of ω, denoted by cycle-type(ω), to be the partition of n obtained
using the lenghts of the disjoint cycles Ci of ω. For example, the permutation (167)(23)(4)(58)
of 8 has the cycle-type (3, 2, 2, 1).
The pair (Sn × Soppn−1, diag(Sn−1)) was studied by Brender in 1976. In 2007, Strahov shows
in [Str07, Proposition 2.2.1] that it is a Gelfand pair. The set of diag(Sn−1)-double-classes is
indexed by the pairs (i, λ) where i is an integer between 1 and n and λ is a partition of n − i.
The associated diag(Sn−1)-double-class of such a pair (i, λ) is as follows :
DC(i,λ) = {(a, b) ∈ Sn × S
opp
n−1 such that ab ∈ C(i,λ)},
where
C(i,λ) = {x ∈ Sn such that 1 is in a cycle c with length i and cycle-type(x \ c) = λ}.
The size of DC(i,λ) is known to be :
|DC(i,λ)| = |Sn−1||C(i,λ)| =
(n− 1)!2
zλ
.
Let i and j be two integers between 1 and n and let λ and δ be two partitions of n−i and n−j
respectively. The structure coefficients c(r,ρ)(i,λ)(j,δ) of the double-class algebra C[diag(Sn−1)) \
Sn × S
opp
n−1/ diag(Sn−1))] are defined by the following equation :
DC(i,λ)DC(j,δ) =
∑
1≤r≤n
ρ⊢n−r
c
(r,ρ)
(i,λ)(j,δ)DC(r,ρ).
According to Theorem 7.5, the coefficient c(r,ρ)(i,λ)(j,δ) is equal to :
c
(r,ρ)
(i,λ)(j,δ) =
|Sn−1||C(i,λ)||Sn−1||C(j,δ)|
|Sn × S
opp
n−1|
∑
θ∈Pn−k
X (k,θ)(1)ω
(k,θ)
(i,λ)ω
(k,θ)
(j,δ) ω
(k,θ)
(r,ρ)
=
|C(i,λ)||C(j,δ)|
n
∑
θ∈Pn−k
X
(k,θ)
(i,λ) X
(k,θ)
(j,δ) X
(k,θ)
(r,ρ)
dimX(k,θ) dimX(k,θ)
,(19)
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where the second equation is due to Equation (12). In [JS12a], Jackson and Sloss were inter-
ested in the coefficient of C(r,ρ) in the expansion of C(i,λ)C(j,δ) which is after simple comput-
ing nothing but
c
(r,ρ)
(i,λ)(j,δ)
(n−1)!
. Using equation (19), one can re-obtain their result in [JS12a, Section
2.2.2].
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