Abstract. We study the existence of solutions of the Neumann problem for semilinear second-order elliptic equations at resonance in which the nonlinear terms may grow superlinearly in one of the directions u → ∞ and u → −∞, and sublinearly in the other. Solvability results are obtained under assumptions either with or without a Landesman-Lazer condition. The proofs are based on degree-theoretic arguments.
Introduction
Let Ω ⊂ R N (N ≥ 2) be a smooth bounded domain in R N . In this paper we consider the Neumann problem denotes the outward normal derivative on ∂Ω and g : Ω×R → R is a Caratheodory function, that is, g(x, u) is continuous in u ∈ R for almost all x ∈ Ω, is measurable in x ∈ Ω for all u ∈ R and satisfies for each r > 0 there exists a r ∈ L p (Ω) such that |g(x, u)| ≤ a r (x) for a.e. x ∈ Ω and all |u| ≤ r. The solvability of the problem (1.1) has been extensively studied when the nonlinearity g is assumed to have linear growth in u (see [2, 3, 4, 5] ). When g is allowed to grow superlinearly in u in one of the directions u → ∞ and u → −∞, and bounded in L p (Ω) in the other, existence theorems for a solution to (1.1) are proved in [6, 9] under assumptions with a Landesman-Lazer condition (see (2.1) below) originated in [7] . The purpose of this paper is to give a solvability condition for (1.1)when g is allowed to grow superlinearly in u in one of the directions u → ∞ and u → −∞, and sublinearly in the other. More precisely, we assume that p > N/2 and (H) There exist constants a, α, β, r
and for a.e. x ∈ Ω, u ≤ −r 0
Based on degree-theoretic arguments (see [8] 
Finally, the following result is well known (cf. [1] ):
Existence results
The main result is the following Theorem 1 which is an existence theorem for a solution of (1.1) satisfying the Landesman-Lazer condition. By modifying slightly the proof of Theorem 1 and the solvability conditions of (1.1), we obtain Theorems 2 and 4 and also Corollary 3 when the Landesman-Lazer condition is excluded.
Theorem 1. Let p > N/2 and g : Ω×R → R be a Caratheodory function satisfying (H). Then the problem
Proof. We assume that the Lebesgue measure |Ω| = 1 and let f : R → R be a continuous function defined by
We consider the boundary value problems
for 0 ≤ t ≤ 1. The problem (2.2) has only a trivial solution when t = 0, and becomes the original problem (1.1) when t = 1. To apply the Leray-Schauder degree theory, it requires an a priori bound. If we can show that there exists R 0 > 0 such that u c < R 0 for all possible solutions u to (2.2) for all 0 < t < 1, then using degreetheoretic arguments it follows that the problem (1.1) has a solution u such that u c < R 0 . That would prove the theorem.
We note first that there exists Caratheodory functions g 1 , g 2 : Ω × R → R such that
for almost all x ∈ Ω and all u ∈ R. This may be done by defining
where θ : R → R is a continuous function such that for u ∈ R 0 ≤ θ(u) ≤ 1, θ(u) = 0 for |u| r 0 and θ(u) = 1 for |u| 2r 0 . Let u be a possible solution to (2.2) for some 0 < t < 1. Then u satisfies (2.3) for x ∈ Ω. By integrating (2.2) over Ω, we have
Thus by (2.3) we have
for some constants C 2 , C 3 , C 4 independent of u. It follows from (2.4), (2.5) that
for some constant C 5 > 0 independent of u. Hence there exists a constant C 6 > 0 such that
holds for all possible solutions u of (2.2) for some 0 ≤ t ≤ 1. Finally we shall show that the solutions of (2.2) for all 0 < t < 1 have an a priori bound in C(Ω). If this is not true, then there exists a sequence {u n } in W 2,p (Ω) and a sequence {t n } in (0, 1) such that u n satisfies (2.2) with t = t n and u n c ≥ n for all n. Let v n = u n / u n C . Then v n C = 1 and by (2.8) we have
With the hypothesis (α(p − 1) + β)/p 1 and β < 1, the right-hand side of (2.9) is bounded by a constant independent of n and hence by (1.2), (I − P )v n has a subsequence convergent in C(Ω). Because { v n } is bounded, we may assume without loss of generality that {v n } converges to w in C(Ω) for some w ∈ C(Ω) such that w = 0 because of v n C = 1. By (2.7) the sequence g 1 (x, u n (x))/ u n C has a subsequence convergent weakly in L p (Ω), and
weakly in L p (Ω). Since ∆ is also weakly closed, it follows that w ∈ W 2,p (Ω) and
We deduce using (2.3) that m(x) ≥ 0 for a.e. x ∈ Ω. By (2.10) we have m = 0 so that m(x) = 0 for a.e. x ∈ Ω. Consequently, w ≡ w 0 for some constant w 0 = 0. We consider only the case w 0 > 0, for the case w 0 < 0 can be treated similarly. Therefore, by the properties of N (∆) there exists an n 0 ∈ N such that v n > w 0 /2 in Ω for all n ≥ n 0 , and hence u n (x) → ∞ for each x ∈ Ω. Integrating (2.2) when u = u n and t = t n we have
since t n = 0, and by (H) that g(x, u n ) is bounded from below by a L 1 (Ω)-function independent of n for n large enough. Applying the Fatou lemma to the inequality
which contradicts the second inequality in (2.1). This completes the proof of Theorem 1.
An interesting case in which (2.1) is not satisfied is when
By slightly modifying the proof of Theorem 1, we obtain the following theorem and corollary.
Theorem 2. Let p > N/2 and g : Ω×R → R be a Caratheodory function satisfying (H). Then the problem
Proof. In proving Theorem 1, the condition (2.1) is used only in the final part of the proof to produce contradictions. Thus we can proceed in exactly the same way as the proof of Theorem 1, up to the point where we choose the case w 0 > 0 to consider and obtain results (2.11) and u n > r 0 in Ω for n large enough. It follows that c ≤ g(x, u n ) < h, which contradicts (2.12). This completes the proof of the theorem. Finally, we combine (2.1) with (2.12) to produce new solvability conditions. The following theorem can be obtained. Remarks. 1. Theorem 1 and Corollary 3 are obvious improvements of [2, 4, 6, 9] and [3, 5] , respectively.
2. By carefully examining our proof, it can be shown that our results are still true if 
