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1. INTRODUCTION 
The behavior of trajectories in the neighborhood of an isolated singular 
point at the origin for various special cases of the differential equations 
b+ = X(X,Y), (1) 
3 = Y(X,Y), (2) 
where X(0,0) = 0 and Y(0, 0) = 0, has been the subject of study since 
Poincare. His contribution towards the analysis of the system 
2 = ax + by +f(% y), (3) 
j = cx + dY + g(x, y), (4) 
where ad - bc # 0, a, b, c, d, f, and g are real, and f, g are power series in 
x and y with no terms of degree < 2, is well known. References [3], [6], 
and [8] describe some of the more significant contributions to the study of 
singular points, and give a fairly complete bibliography on the subject. 
The more recent contributions in this field are by Aggarwal [I], Cronin [4], 
Forster [5l, Lefshetz [A, and Shapovalov [9]. 
In an earlier paper [I], the author has studied the isolated singularity at 
the origin described by the differential equations 
ji = axn + by” + A&y), (5) 
j = cxn + dyn + AZ&y), (6) 
where A, , A, are power series in x and y with no terms of degree <n + 1, 
a, b, c, d real, and n a positive integer. The method used involved the deter- 
mination of the index of the singularity and zeros of 4 and ? where x = r cos 0 
and y = r sin 9, and it depended very significantly on the fact that the zeros 
of 0 are solutions to the differential equations (5) and (6) with A, and A, 
omitted. Further, it was shown in [I] for the equations (5) and (6) that 
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(9 indices of -1, 0 and + 1 correspond to four, two and zero 
hyperbolic sectors 
(ii) elliptic sectors do occur and (*I 
(iii) the index of +I corresponds to a node, a focus or a center. 
In this paper, the behavior of the trajectories for the differential equations 
R = UX’Q + by”2 + xnG’,(x) + yn,Q1(y), (7) 
j = cxn3 + dy”4 + x’W,(x) + yWl(y) (8) 
has been investigated. Here a, b, c, and d are real, n, , na , ns , and np are 
positive integers of the same parity, P,(O) = Qi(0) = RI(O) = S,(O) = 0, and 
PI, Qdr>, JGW and S,(Y) are P 1~ o nomials of degree one or higher. In fact, 
it is assumed that UPI, va, cx”s, and dyn4 are dominant terms for sufficiently 
small x and y. It may be observed that, in general zeros of 4 are not solutions 
to the differential equations (7) and (8) even with the higher-order terms 
omitted. However, it is found that the results (*) hold for the singular points 
of differential equations (7) and (8). 
It may be remarked at the onset that methods of the earlier paper are 
inapplicable to a more general class of singularities under consideration here 
and an entirely different approach is used to generalize the previous results. 
We shall prove the results (*) for the differential equations 
j = axnl + byna, 
ji = CX’- + dynl. 
(9) 
(10) 
2. GENERAL RESULTS ON INDEX 
DEFINITION: For the system of eqs. (1) and (2), defined over a closed 
region G, there corresponds the field F of vectors (X, Y) defined over a. 
Let J be an oriented rectifiable Jordan curve. The index of J with respect 
to the field F, J E Sz, X2 + Y2 # O’on J, is defined as: 
I = Index of J = & 
3 
d (arc tan Y/X) 
=& 4 
(XdY - YdX) 
(X2 + Y”) * 
Let 0 be an isolated singular point in the interior of the Jordan curve J. 
Then the index for the isolated singular point is defined as: 
Index of 0 = Index of J 
provided the interior of J contains no other singular point. 
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Let I be the index of the singular point at the origin for the pair of equations 
A! = X(x, y), j = Y(x, y). Then it may be shown that the index of the 
singular point at the origin for the equations: 
(i) 3i = Y(x, y), j = X(x, y) is --I 
(ii) 9 = (-l)iX((-l)lcx, (-l)zy),j = (-l)jY((-l)“x, (-l)‘y) 
is I(i, j, K, 1) = ( -l)+j+k+zl 
where i, j, k, 1 = 0, 1. 
These results are easily obtained by using the formula for index given 
above and by making the substitution (-1)“~ = x’, ( -l)zy = y’. 
This interest in the index arises from the fact that there is another 
expression for the index given by Bendixson [2] which is: 
Index = 1 + +(v - a), (11) 
where v  = number of elliptic sectors, and CJ = number of hyperbolic sectors. 
Therefore, given the index for the singularity, there are certain restrictions 
on the number of elliptic sectors as well as hyperbolic sectors. For example, 
index = 1, v-u=o, 
index = -1, v-u=-4, F-4 
index = 0, v--a=-2. 
Further there are certain restrictions on the numbers of elliptic and hyperbolic 
sectors because of the even or odd character of the functions axnl + bynr and 
cxns + dynp as follows: when all the n’s are odd, v  and (I must be even integers 
since the equations are unchanged by changing x to -x and y  to -y. 
Similarly, for the case when all the n’s are even, the equations are unchanged 
if x is replaced by -x, y  is replaced by -y, and t is replaced by -t. There 
again, v  and 0 are even integers. Now we shall show that the index of the 
singularity for eq. (9) and (10) is +l or -1 when n’s are odd, and zero 
when n’s are even. 
3. EVALUATION OF INDEX 
The curves for which R = 0 or j = 0 play an important role in the 
following analysis and the types of curves which are possible in the neighbor- 
hood of the singular point will be enumerated next. The general equation 
of such a curve for the class of equations under consideration may be 
expressed as 
w(x, y) = ax” + by” = 0, 
where (Y and /3 are real constants and m and n are positive integers. When a 
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real solution (besides the trivial solution x = 0, y  = 0) exists, it may be 
expressed as 
y = (-a/jpxW~ 
A curve of this form is piecewise-monotonic except possibly in a small 
neighborhood of the origin. Two possible configurations of curves are shown 
in Fig. 1. 
Y Y 
X 
-‘ +I+ 
0 0 
X 
(i) m and n odd (ii) m and n even 
FIG. 1. Curves giving zeros of X or j. 
THEOREM 1. The index for the isolated singularity at the origin for 
eqs. (9) and (10) is 1 OY -1 when n’s are odd, and 0 when the n’s are ewen. 
Proof. n’s Odd. For a given set of values for the n’s, there is a large 
number of cases depending upon the signs of a, b, c, and d. The index of all 
these cases depends upon the two cases enumerated below: 
b d 
(i) Y _ Z - 
(ii) - + - -. 
The index of the remaining cases can be evaluated with the help of the results 
of Section 2. In fact, it just involves the multiplication of X(x, y) or Y(x, y) or 
both by -1 or replacing x by --x or y  by -y in X(x, y) and Y(q y). All 
these transformations multiply the index by -1 or +I. Further, one need 
only consider the above cases 1 S, 1 > / S, 1 in a deleted neighborhood of the 
origin where S, and S, are the ordinates for the curves A = 0 and j = 0 at x, 
respectively. The case where 1 S, 1 < 1 S, I is taken care of by the con- 
sideration of the system $ = Y(cc, y), j = X(x, y) and then the aforesaid 
condition will be satisfied; however, the index has been multiplied by -1. 
In each of the two cases enumerated in terms of the signs of a, b, c, and d, 
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closed curves enclosing the origin have been obtained such that the trajectories 
and directed inward or along the curve, thereby giving an index of +l as 
shown in Fig. 2. 
(i) I 
(ii) 
FIG. 2. Configurations with index +1 and 1 .S. 1 > 1 S, I. 
The curves k = 0 and j, = 0 may be straight lines or may be curves 
depending upon the parameters. In the case of Fig. 2(i), the existence of the 
enclosing contour is obvious, whereas in the case of Fig. 2(ii) it is not so 
obvious. It will suffice to show that OD > OA for sufficiently small OA since 
in this case the point G will lie below A and the trajectories will cross the 
curve GABCDEFG inward. The solutions for the equations f = 0 and 
j = 0 are 
c 11% 
y= -- 
( ) 
&d% 
d ’ 
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respectively. OA < OD for sufficiently small OA provided 
which is equivalent to / S, j < / S, I. In this case, a similar argument holds 
if 1 S, 1 = 1 S, I. Hence, for the 71’s odd, the index is +l or -1 and the 
index may be evaluated for a given set of parameters. 
N’s Even. Let the system k = X(x, y), j = Y(x, y) have the index I; 
then we known the index for the system Ji = X(-x, y), j = Y(-x, y) 
is --I; and the index for the system R = X(x, -y), j = Y(x, -y) is also --I. 
But for the case under consideration, the equations are unchanged if x is 
replaced by -x in X(x, y) and in Y(x, y), or if the same is done for y. This 
implies that I = --I or I = 0. Hence, for the n’s even, the index is always zero. 
THEOREM 2. The index of the origin relative to the system 
x = annI + by”2 + d,(x, y), (13) 
y  = cx”1 + dyns + d,(x, y) (14) 
is the same as for itsjrst approximation (9), (IO), where the origin is an isolated 
singular point and 
4(x, Y) = x”Q-‘dx) + Y’-QJY>, 
4(x, Y) = x”%(x) + Y”‘&(Y). 
Proof. The curves where 5 = 0 and j = 0 for the systems (13) and (14) 
may be approximated by the corresponding curves for the systems (9) and (10) 
in a sufficiently small neighborhood of the origin, since for sufficiently small x 
and y  the dominant terms are axnl + by”2 and cxns + dyn4. Also, since the 
evaluation of the index for the isolated singularity at the origin depends 
upon the relative positions of the curves f f  = 0, j = 0 in a sufficiently small 
neighborhood of the origin, the indices for the above two systems are the 
same. 
Hence the restrictions on the numbers of elliptic and hyperbolic sectors 
as given by the relation (12) hold for th e class of singularities under con- 
sideration. 
5. CRITICAL DIRECTIONS 
For the determination of the number of elliptic and hyperbolic sectors, 
we require the critical directions at the singularity. 
SINGULAR POINTS OF PLANAR ORDINARY DIFFERENTIAL. SYSTEMS 209 
DEFINITION. If, as t-+ + co or t--t --co, a given trajectory r = r(t), 
0 = 0(t) tends to the origin such that e(t) + 8, and tan !?‘-+ 0 is the angle 
between the direction 0 and the direction of the field vector F(X, Y) at 
(r, 6), then 0 = 8, is a critical direction. 
From the definition of a critical direction it is clear that among the critical 
directions are contained all those directions in which the trajectories tend 
to the origin. Each hyperbolic and elliptic sector is bounded by critical 
directions. We shall determine the number of sectors such that the critical 
directions in a given sector are reached for t + +CO or t -+ -co, but not 
for both. 
Let F’ be a family of simple closed curves enclosing the origin such that 
each curve is a piecewise-smooth union of a finite number of open arcs 
without contact. The trajectories are moving in over certain portions of each 
curve in the family F’ and moving out on the remaining portions of each 
curve (excluding the points of contact), Let F” be set of curves of contact 
associated with the family of F’. These curves pass through the origin and 
divide a neighborhood of the origin into sectors such that trajectories are 
moving in or moving out in each of these sectors. A sector of this type where 
trajectories are moving in will be called a maximal sector without contact 
(maximal sector for short) if in the adjoining sector the trajectories are 
moving out or vice versa (see Fig. 3). 
FIG. 3. A family of curves with four maximal sectors. 
It may be observed that we have constructed sectors by the above method 
where all critical directions in a given sector are attained as t -+ -Ccc or -CO, 
but not both. This is because all the trajectories in a given maximal sector 
cross the curves of the family F’ inward or outward for t + 00. Hence 
Y + o < number of maximal sectors. 
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THEOREM 3. Let 
$ = a&p1 - byn2 j = cx"a - d nc , Y 
where a, b, c, d, >0, and 1 S, 1 > 1 S, I, i.e., 
w4 > n2n2, or n,n, = n2n3 and 
Then, if there is a critical direction in the sector AOB, then there is no critical 
direction in the sector COD, and conversely. (See Fig. 4). 
FIG. 4. Sectors AOB and COD. 
Proof. Let s = dyldx and m > nl/nz , then 
mn2 > n, and mn4 > n3 . 
The coordinates of any point in the sector AOB may be expressed as 
y = Aix” where A, is a constant. Hence 1 byn* 1 < 1 axnl 1 and Idyn4 I < ( cxns 1 
for sufficiently small x, since I byn2 I = I bAixmQ I and 1 dyn4 1 = dAlxnzn4 1. 
Therefore in the sector AOB, s M (c/a) x na--nl for sufficiently small X, and 
also s M (d/b) yn4-+ in the sector COD for sufficiently small y. 
If na < ni , then s -+ co as x + 0 in the sector AOB; but if there is a 
critical direction in the sector AOB then it must have finite slope. Hence 
for n3 < n, , there cannot be a critical direction in the sector AOB. 
If n2 < n4 , then s + 0 as y -+ 0 in the sector COD; but if there is a critical 
direction in the sector COD then it must have positive slope. Hence for 
n, < n4 there cannot be a critical direction in the sector COD. 
If nii= na and n2 = n4, then ad < bc, and 
n,(bc - ad)xnly%--l 
(ax% - by%~)~ 
> 0 along AB, 
as 
ax= 
n,(ud - bc)xnl--lyns 
(ax”1 - w)2 
< 0 along DC, 
d 
~]~-a = i > 0 and ~]~-a = b < 0. 
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If nr > n2 , then there cannot be a critical direction in the sector AOB, since 
the critical direction must be asymptotic to the x-axis (because 2 = 0 is 
asymptotic to the x-axis). But this is clearly impossible because the slope 
of the trajectories at y = 0 is c/a > 0 and is monotonically increasing along 
every vertical line AB. If n, < n2 , then there cannot be a critical direction 
in the sector COD since the critical direction must be asymptotic to the 
y axis (because9 = 0 is asymptotic to they axis). But this is clearly impossible 
because the slope at x = 0 is d/b > 0 and is monotonically decreasing along 
any horizontal line DC. If n, = n2 , the lines & = 0 and j = 0 are, respec- 
tively, y = (a/b)‘/% and y = (c/d) l/nz~. Let sr and sa be the limiting slopes 
of critical directions in sectors AOB and COD (if they exists); then 
f < s1 < ($)lin2 < ($)- < s2 < $, 
or bc < ad which is a contradiction. Hence, AOB and COD cannot have 
critical directions simultaneously. 
6. NUMBER OF ELLIPTIC AND HYPERBOLIC SECTORS 
There are two transformations which preserve the number of hyperbolic 
and elliptic sectors. Firstly, on reversing the time, the trajectories are 
described in the reverse direction, but the nature of the singularity and the 
number of hyperbolic and elliptic sectors are unchanged. Secondly, when 
n’s are odd and if y is replaced by -y throughout Eqs. (9) and (lo), we 
obtain a system which is the mirror image of the original system, reflected 
about the line x = 0. Again, this does not change the index or the nature of 
the singularity. Because of these transformations, we need consider only 
two cases for each value of the index, and they correspond to 1 S, 1 > 1 S, 1 
andI&I<I%I. 
For the case of n’s odd, there can be at most four maximal sectors. This 
immediately restricts the index of -1 to four hyperbolic sectors and no 
elliptic sector. However, two configurations corresponding to Y = 0, a = 0 
and v = 2, u = 2 seem possible with index of +l, but the configuration 
Y = 2, u = 2 does not arise as seen from the following analysis: 
Two configurations with an index of +l where 1 S, I > I S,, I are shown 
in Fig. 2. Obviously in these configurations we cannot have any hyperbolic 
or elliptic sectors. The two configurations with I S, I < I S, I and index 
of fl are shown in Fig. 5. From the phase plane diagram in Fig. 5(i), it is 
evident that there cannot be any hyperbolic or elliptic sectors because the 
curve enclosing the singularity has at most two maximal sectors. For the 
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(i) 
X 
(ii) I 
FIG. 5. Configurations with index +l and 1 S, 1 < 1 5’” 1. 
configuration in Fig. 5(ii) it may be shown (by the use of Theorem 3) that 
there cannot be critical directions in the sectors AOB and COD simul- 
taneously, thereby again giving Y = 0, o = 0. 
The determination of Y and u for the n’s even is done in two parts, 
depending upon whether ( S, 1 > 1 S, ) or j S, 1 < 1 S, I. I f  the former 
holds, a family of curves with two maximal sectors can always be found, 
thereby giving Y = 0, u = 2. If  I S, I > / S, 1, we can find curves with six 
maximal sectors, thereby implying the existence of the configuration Y = 2 
and u = 4. However, by using Theorem 3, it may be shown that necessary 
critical directions do not exist. Hence when all the n’s are even, there are 
only two hyperbolic sectors and no elliptic sectors. 
7. STABILITY OF A SINGULAR POINT 
It is seen in the discussion of a singular point for the homogeneous case [5j 
that a necessary and sufficient criterion to distinguish between nodes, foci, 
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and centers is very complicated. We expect a similar criterion for the 
nonhomogeneous case to be much more complicated. However, sufficient 
conditions may be given for a stable or an unstable singular point when the 
index is +I. (We already know that if the index is -1 or 0, the singular 
point is unstable.) 
Two configurations with an index of +l where 1 S, 1 > 1 S, 1 are shown 
in Fig. 2. Obviously, these configurations are stable. Now, the reversal of 
time makes an unstable singular point stable and vice versa. Also, the 
reflection of the system about the line x = 0 [replacing y by -y in Eqs. (9) 
and (lo)] does not change the nature of the singularity). Thus, when the 
index is +l and 1 S, I > I S, 1, we can determine whether the singularity 
is stable or unstable. When I S, I < I S, /, the singular point may be stable 
or unstable. 
Hence the systems 
ff = -uxn1 * byy 
j = &cx’u - dy"" 
are stable if a, b, c, d > 0 and 1 S, I > I S, I, whereas the systems 
R = ax”1 f by”* 
j = &cx”s + dy”4 
are unstable if a, b, c, d > 0 and 1 S, I > I S, I. 
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