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CHAPTER I 
INTRODUCTION 
I n  r e c e n t  yea r s  t h e r e  has been inc reas ing  i n t e r e s t  i n  t h e  appl i -  
c a t i o n  of Liapunov's d i r e c t  method t o  t h e  des ign  of p r a c t i c a l  c o n t r o l  
systems . 
t r o l l e r  which w i l l  cause t h e  p l an t  t o  t r a c k  a phase-variable model i n  
some region of t he  s t a t e  space. The e f f e c t  of t ransducer  no i se  on the  
design technique has  been examined by Taylor3 and Jorgenson! and t h e i r  
work r ep resen t s  a s i g n i f i c a n t  advance i n  t h e  pract ical  app l i ca t ion  of 
The technique involves  the  d e f i n i t i o n  of a non-linear con- 
t h e  design technique. 
The technique i s  of p a r t i c u l a r  i n t e r e s t  when appl ied  t o  systems 
which e x h i b i t  uns t ab le  open-loop response,  s i n c e  a region i n  t h e  s t a t e  
space can be  def ined ,  w i th in  which s t a b i l i t y  can be assured.  Such prob- 
lems are commonplace i n  t h e  chemical i ndus t ry .  The a t t i t u d e  c o n t r o l  of 
b 
h 
a f l e x i b l e  m i s s l e  a l s o  f a l l s  wi th in  t h i s  category,  and i n  f a c t ,  i t  w a s  
t h e  examination of t h e  f l e x i b l e  m i s s l e  problem which i n i t i a t e d  the work 
on t h i s  t h e s i s .  
\ 
c
Most of t h e  theory developed r e q u i r e s  t h a t  the  p l a n t  output  be  the  
lowest order  phase v a r i a b l e  of t he  p l an t .  I n  theory ,  t he re  is  no reason 
why a p l a n t ,  whose output  i s  formed by a l i n e a r  combination of t he  lowest 
order  phase-var iable  and other  p l a n t  states,  cannot be transformed t o  t h e  
requi red  canonic form by an appropr ia te  t ransformation.  This t r ans fo r -  
mation has  been i n v e s t i g a t e d  by va r ious  au tho r s  s6 s 7  f o r  l i n e a r  s y s  t e m s  , 
and has  been shown t o  exist when the  cond i t ions  f o r  c o n t r o l l a b i l i t y  are 
s a t i s f i e d .  
1 
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The problem i n v e s t i g a t e d  i n  t h i s  t h e s i s  i s  t h e  c o n t r o l  of an un- 
s t a b l e  l i n e a r  system whose output  i s  d i r e c t l y  r e l a t e d  t o  t h e  lowest 
order  phase v a r i a b l e  of t h e  system. 
included i n  the  system equat ions.  
A bounded d is turbance  v e c t o r  is  
I n  Chapter I1 t he  b a s i c  syn thes i s  technique i s  developed. The 
approach i s  t o  f i r s t  de f ine  a t ransformat ion  t o  t h e  requi red  canonic  
form. A semi-def in i te  Liapunov func t ion  is  def ined  as suggested by 
Taylor: and the  s y n t h e s i s  procedure then fol lows the  b a s i c  l i n e s  out- 
1 3 l i n e d  by Lindorf f .  The r e s u l t s  of Taylor ' s  work on t ransducer  n o i s e  
i s  included along wi th  the  e f f e c t  of a d is turbance  vec to r .  
I n  Chapter 111, t h e  p r a c t i c a l  problems occuring i n  t h e  appl ica-  
t i o n  of the technique are inves t iga t ed .  The reg ion  i n  t h e  state space 
i n  which the  c o n t r o l l e r  can i n s u r e  s t a b i l i t y  is  examined c lose ly .  It  
is  noted t h a t  v a l i d i t y  of t h e  c o n t r o l  l a w  w i t h i n  a reg ion  is  n o t  su f -  
f i c i e n t  to  i n s u r e  s t a b i l i t y  i n  t h a t  region.  Another reg ion  is  def ined  
wi th in  which t h e  c o n t r o l  l a w  i s  v a l i d  and system motion i s  cons t ra ined  
t o  l i e  wi th in  t h e  region.  Conservative estimates of these  reg ions  are 
noted as being u s e f u l  i n  t h e  a c t u a l  des ign  of t h e  system. 
The problem of s e l e c t i n g  an a p p r o p r i a t e  swi tch ing  l i n e  i s  examined 
i n  some d e t a i l ,  and i t  is  noted  t h a t  t h e  semi-def in i te  Liapunov func t ion  
r e s u l t e d  i n  a much more p r a c t i c a l  c o n s t r a i n t  on t h e  c o e f f i c i e n t s  of t he  
switching func t ion  than  t h a t  developed by Monopoli. C h a p t e r m  is  con- 
cluded with an example i l l u s t r a t i n g  t h e  a p p l i c a t i o n  of t h e  des ign  
technique . 
1 
An i n t e r e s t i n g  s p e c i a l  case of the material of Chapters I1 and 
111 is t r ea t ed  i n  Chapter IV. 
e l imina t ion  of t he  model. 
The problem comes about  w i th  t h e  
. 
. .  . .  
3 
In  Chapter V t h e  syn thes i s  technique is  appl ied  t o  a complex s i x t h  
order  system. 
hinged i n  t h e  c e n t e r  by a spr ing  represent ing  elas t i c  s t i f f n e s s  , mounted 
on a f r i c t i o n l e s s  cart. 
h o r i z o n t a l l y  on the  cart. 
a r e fe rence  inpu t  t o  the model. 
t h e  system are inc luded  i n  t h i s  chapter .  
The system c o n s i s t s  of a two-segment i n v e r t e d  pendulum, 
Control i s  exerc ised  through a f o r c e  a c t i n g  
Changes i n  cart p o s i t i o n  are commanded by 
The r e s u l t s  of s imula t ion  s t u d i e s  of 
CHAPTER I1 
FORMULATION OF THE SYNTHESIS TECHNIQUE 
In t roduct ion  
The problem o r i g i n a l l y  i n v e s t i g a t e d  by the  au thor  w a s  t h e  c o n t r o l  
of an inver ted  pendulum mounted on a f r i c t i o n l e s s  cart. An at tempt  t o  
apply the s y n t h e s i s  technique as ou t l ined  by Lindorff  w a s  unsuccessfu l  
f o r  t h r e e  reasons:  I )  The p l a n t  ou tput  (cart p o s i t i o n )  w a s  n o t  t h e  
lowest  order  phase v a r i a b l e  of t h e  system as requi red .  
t i o n  of the switching l i n e  by the  techniques o f  Monopoli' w a s  judged 
t o  be too cumbersome t o  be of p r a c t i c a l  u se  i n  the  des ign  of h ighe r  
order  systems. 
f i c i e n t  d e t a i l  t o  a i d  i n  the  design of t he  system. 
2 
2) The selec- 
3) The e f f e c t  of d i s tu rbances  was  no t  t r e a t e d  i n  suf -  
The f i r s t  l i m i t a t i o n  w a s  e l imina ted  by simply transforming the  
equat ions  t o  the  requi red  form. 
pu t  must be  def ined such t h a t  t he  l i n e a r  combination of states forming 
t h e  output i nc ludes  the  lowest o rde r  phase-var iable .  This  requirement 
i s  necessary t o  i n s u r e  t h a t  the r e fe rence  i n p u t  corresponds t o  a s t a b l e  
equi l ibr ium po in t .  
It should be noted  t h a t  t h e  p l a n t  out-  
The cumbersome equat ion  of Monopoli' used f o r  t h e  s e l e c t i o n  of 
t he  switching l i n e  was avoided when t h e  semi -de f in i t e  Liapunov func t ion  
suggested by Taylor w a s  employed. 
The e f f e c t  of d i s tu rbances  i n  the  system w a s  inc luded  i n  a man- 
3 n e r  s i m i l a r  t o  Taylor ' s  t rea tment  of t r ansduce r  no i se .  
4 
5 
Statement of t he  Problem 
The system is  assumed t o  b e  descr ibed  by an equat ion  of t h e  
f o m  
i 5 AY + f u  + &(Y,E,t), 
where 
y - n dimensional  state vec to r  
u - con t ro l l ed  f o r c e  
- z - q dimensional dis turbance v e c t o r  (q < n )  
A - n x n cons tan t  matr ix  
- f - n x 1 cons tan t  vec tor  
g - n dimensional dis turbance func t ion  
The system descr ibed  by equat ion 2.1 i s  assumed t o  be  c l a s s i c a l l y  
uns t ab le  b u t  con t ro l l ab le .  The d i s tu rbance  &(y,~, t) and t h e  con t ro l l ed  
f o r c e  u are bounded. 
The o b j e c t i v e  i s  t o  def ine  a c o n t r o l l e r  which w i l l  guarantee  
s t a b i l i t y  w i t h i n  some reg ion  of t h e  state space i n  t h e  presence of t h e  
d is turbance  v e c t o r ,  g(y-,z, t )  , and t o  provide an inpu t  which w i l l  a l low 
t h e  system t o  be  commanded t o  move i n  some p resc r ibed  manner w i t h i n  
t h i s  region. 
The approach ( r e f e r  t o  Figure 2.1) t o  be taken w i l l  b e  t o  f i r s t  
d e f i n e  a t ransformat ion  on the system equat ions  t o  convert  them t o  a 
canonic fonn. A phase va r i ab le  model wi th  a re ference  inpu t  w i l l  be  
chosen, such t h a t  t h e  p l a n t  w i l l  b e  ab le  t o  t r a c k  the  model i n  some 
region  of t h e  state space. The c o n t r o l l e r  and limits on c e r t a i n  of 
t he  model states w i l l  be  def ined by f i r s t  choosing a Liapunov func t ion ,  
v ,  which i s  pos i t ive-semidef in i te  i n  t h e  e r r o r  space def ined by t h e  
6 
. .  
0 -  
0 
0 
6 
7 
d i f f e r e n c e  between t h e  transformed p l a n t  states and the  model states. 
A r e l a y  c o n t r o l l e r  w i l l  then be chosen such t h a t  1) ir is negat ive  s e m i -  
d e f i n i t e  i n  some region  of t h e  state space,  where + - 0 only when 
v - 0 ,  and 2) Motion nea r  v - 0 is  s t a b l e  and bounded even i n  t h e  
presence  of an imperfec t ion  i n  t h e  switching a c t i o n  of t h e  r e l a y ,  and 
n o i s e  on c e r t a i n  of t h e  p l a n t  states. 
Transformation t o  Canonic Form 
I t  i s  des i r ed  t o  f i n d  a t ransformation 
I = e, 
which transforms equat ion  2.1 t o  the  canonic form 
5 = A& + f u + &(E,=, t ) ,  -0 -
where t h e  forms of A. and f are  -0 
and 
- f o  - 
7 
1 
0 
0 
2 -a 
- 
0 . . . . .  0 
1 . . . . .  0 
. . . . . . . 
0 . . . . .  1 
-a3 -a n_ 
(2 4 )  
a 
The ex i s t ence  of the  matrix K is guaranteed i f  t he  system is  con- 
t r o l l a b l e .  The computation of t h e  ma t r ix  K is s t ra ight - forward  and has  
been examined by Rane5 and o the r s .  697 
Formulation of the  Model 
The model i s  def ined  of t he  form shown i n  Figure 2.2 such t h a t  
t he  v a r i a b l e s  i n  the  model space 2 are phase-var iable ,  i . e . ,  
Q1 = s2 
Q2 = s3  
Q = s  n-1 n’ 
and the  na ture  of H n  w i l l  be  determined by the  s t a b i l i t y  requirements 
t o  be developed. 
An e r r o r  space may be def ined as in Figure  2.1, 
- e = s - - x .  (2  7) 
In order  t h a t  the  p l a n t  be guaranteed t o  t r a c k  the  model, i t  must 
be shown t h a t  t h e  system is asympto t i ca l ly  s t a b l e  in a reg ion  of t h e  
e r r o r  space. 
The Liapunov Function 
Consider t h e  Liapunov func t ion  g iven  by 
v = kTP€-, 
where P i s  chosen t o  be p o s i t i v e  semi-def in i te  symmetric ma t r ix  of rank 
one. The P mat r ix  is then of t h e  form 
. .  
9 
\I 
10 
P =  
2 . . . .  - 'In '1nP2n 'In 
nn 'nn P 
2 
'1nP2n . . . .  . P 2 n  
'nn 'nn . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . .  
. . . .  P2n 'nn 
r l n  - 
and v can be  expressed as 
2 v = -  (Plnel + P2ne2 + .... + P e ) . 1 2P nn n nn 
Defining 
+ P  e + . . .+  P e Y = Plnel 2n 2 nn n '  
a l lows equat ion 2.10 t o  be  w r i t t e n  as 
1 2 
Y ¶  v = -  
nn 2P 
which i s  p o s i t i v e  semide f in i t e  i f  
> 0. 'nn 
o r  
The t i m e  d e r i v a t i v e  of v can b e  expressed  as 
+ = -  1 
p Y?¶ 
nn 
+ = - -  Y(PlnB1 + P2n82 + ... + PnnBn)' 1 
nn P 
From equat ion 2.7 i t  can be  observed t h a t  
& = & - &  - -  
(2.10) 
(2.11) 
(2.12) 
(2.13) 
(2.14) 
(2.15) 
11 
S u b s t i t u t i n g  f o r  4 and & gives 
Q = e2 - hl 1 
Q = e3 - h2  2 
(2.16) 
Employing equat ion  2.16 and rear ranging  terms al lows ir t o  be w r i t t e n  as 
hl + ... ' ln + - 
'nn 
ir = -y(u - Q - alxl - a2x2 ... -a x n n n  
(2.17) 
en) 'n-ln ... -  'n-In 'In - 
hn-l + hn - =2 'nn ... +- 'nn 
The Contro l  Law 
It i s  d e s i r e d  t o  de f ine  a c o n t r o l  l a w  
u = f @  (2.18) 
such t h a t :  
f a c e  v = 0. 
1 )  6 < 0 when v # 0 ,  and 2) Motion is  s t a b l e  nea r  the  sur -  
It i s  hypothesized t h a t  t h e  d e s i r e d  u i s  of t h e  form 
u = U0SGN(y) , (2.19) 
where Uo is  made l a r g e  enough t o  c o n t r o l  t h e  s i g n  of t h e  express ion  i n  
p a r e n t h e s i s  i n  equat ion  2.17. More p r e c i s e l y ,  a reg ion  R i n  t h e  s ta te  
space ,  w i th in  which 6 < 0 when v # 0, is def ined  by 
SGN(Y) = SGN(UoSGN(y) - An - alxl - a2x2 ..... 
'2n hl +p- h2  ....... + 'In - a x  +-  
'nn nn 
'In 'n-ln - -  
n n  
-- 'n-ln en> (2.20) '2n 
e3' 'nn hn-l + hn P nn e2 pnn 
 -- 
nn P 
1 2  
The Non-ideal Con t ro l l e r  
A t  t h i s  p o i n t  it w i l l  b e  r e a l i z e d  t h a t  i n  p r a c t i c a l  systems y can- 
no t  be  measured e x a c t l y ,  and the u a c t u a l l y  implemented w i l l  be of t h e  
form 
u = UoSGN(y'), 
where 
= y + P  N + .  I n  1 + PnnNn, 
( 2 . 2 1 )  
( 2 . 2 2 )  
where N represents  t h e  measurement n o i s e  on the  v a r i a b l e  x Further-  
more, i t  w i l l  be  assumed t h a t  t h e r e  i s  a l s o  an imperfec t ion  i n  the  r e l a y  
i i' 
switching such t h a t  f o r  
I Y l  < 6R ( 2 . 2 3 )  
u is  n o t  uniquely def ined.  
i n  F igure  2 . 3 .  
Thus the  SGN func t ion  i s  implemented as shown 
Two p o s s i b l e  forms of t h e  imperfec t ion  are i l l u s t r a t e d  i n  
F igure  2 . 4 .  
The no i se  N on each measurement is assumed t o  be bounded, s o  t h a t  i 
t h e r e  exists some m a x i m u m  va lue  f o r  I yN I ,  which w i l l  be  def ined  as d N ,  
thus  
'N 3L MAx(lYN\)e ( 2 . 2 4 )  
6N can be v i s u a l i z e d  as an a d d i t i o n a l  r eg ion  f o r  which t h e  r e l a y  out- 
p u t  i s  not  uniquely def ined ,  such t h a t  t h e  e f f e c t i v e  reg ion  f o r  which 
u i s  undefined i s  g iven  by 
where 
6T = 6R + 6N' 
( 2 . 2 5 )  
( 2 . 2 6 )  
L 
13 
U 
Figure 
U 
2.3 NON-IDEAL SIGN FUNCTION 
U 
Y’ 
Figure 2.4 POSSIBLE IMPERFECTIONS 
1 4  
Thus, the a c t i o n  of t he  non-ideal r e l a y  can be descr ibed  by 
u = +uo Y ’ 6T 
0 < 14 < luol I Y l  < 6T 
u = -uo Y < 
(2.27) 
S t a b i l i t y  of t he  System 
S t a b i l i t y  of t h e  system of equat ion  2.1 wi th  t h e  non-ideal con- 
t r o l l e r  of equat ion 2.27 w i l l  be  i n v e s t i g a t e d  i n  two s t e p s .  
w i l l  be  shown when Iyl < 6T t h a t  s ta te  motion asymptot ica l ly  approaches 
the  hyperplane y = 0 ,  and secondly,  w i th in  t h e  h y p e r s t r i p  IyI < 6T t h a t  
s ta te  motion i s  s t a b l e  and bounded. 
F i r s t ,  i t  
Motion When I y I  > 6, 
I n  the  reg ion  wi th in  R for which IyI > 6T,  t h e  output  of t h e  non- 
i d e a l  r e l ay  w i l l  be  i d e n t i c a l  t o  the  i d e a l  u 
u = UoSGN(y) (2.19) 
and thus  iT < 0,  and t h e  s ta te  v e c t o r  w i l l  approach t h e  hyperplane y = 0 
asymptot ical ly .  
Motion Within the  Hypers t r ip  I y l  < d T  
The technique of Taylor3 w i l l  b e  used t o  show t h a t  t h e  motion 
w i t h i n  the h y p e r s t r i p  I y I  < 6T is  bounded and s t a b l e .  Motion i n  t h e  
e r r o r  space is  g iven  by equat ion  2.14 
p 2  - hl 
- u + a x  n 1 1  + ... + anxn - t  
(2.14) 
15 
,- 
Within t h e  h y p e r s t r i p  u i s  given by 
0 I I U I  L UO' 
and y is known t o  b e  bounded, 
Y P B  
where 
0 1. If31 < 6T. 
Solving equat ion  2.29 f o r  en g ives  
1 - 1 = - ( f 3 - P  I n  e 1 - P  2n e 2 - * * *  'n-1nen-l en Pnn 
S u b s t i t u t i n g  t h i s  express ion  i n t o  equat ion  2.14 g ives  t h e  
- - 
0 1 0 . . . . . . .  0 
0 0 1 . . . . . . .  0 . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . .  
0 0 0 1 
'In '2n 3n 
nn 
- - -  - -  
P nn 'nn P - 
= cg' + 2 
- e' + 
1 -h 
2 -h 
(2.28) 
(2.29) 
(2.30) 
(2.31) 
reduced system. 
(2.32) 
If Pln,P2n' , Pn-ln' and Pnn are chosen such t h a t  t h e  C mat r ix  is a 
s t a b i l i t y  matrix, t h e  motion i n  t h e  e r r o r  space is s t a b l e .  
s i n c e  h and f3 are both bounded t h e  i n p u t  t o  t h i s  reduced system is 
bounded, and s o ,  t h e  output  is bounded. 
Furthermore, 
Thus t h e  u l t i m a t e  bound of Taylor inc luding  a d is turbance  vec to r  
is  simply t h e  boundary of the reachable  se t  of t h e  system descr ibed by 
equa t ions  2.31 and 2.32. 
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The determinat ion of the  reachable  s e t  of a s t a b l e  system wi th  
bounded input  is  analogous t o  f ind ing  t h e  recoverable  set of an un- 
s t a b l e  s y s t e m  wi th  a bounded input .  This  problem has been i n v e s t i g a t e d  
8 9 by Higdon and Lemay. The boundary could b e  r e a d i l y  found f o r  t he  sys- 
t e m  without a d is turbance  ( i . e .  h = 9.  
when h # - 0 i s  t h e o r e t i c a l l y  p o s s i b l e ,  b u t  t h e  s o l u t i o n  by e x i s t i n g  
The determinat ion of t h e  bound 
techniques becomes q u i t e  formidable.  For t h i s  reason,  t h e  a c t u a l  
technique of determining the  reachable  set w i l l  n o t  be  d iscussed  i n  
d e t a i l .  
CHAPTER I11 
APPLICATION OF THE SYNTHESIS TECHNIQUE 
In t roduc t ion  
The a p p l i c a t i o n  of the  syn thes i s  technique of Chapter I1 b r i n g s  
up many ques t ions ,  s i n c e  some of t h e  equat ions  i n  Chapter 11, al- 
though t h e o r e t i c a l l y  meaningful, are of l i t t l e  d i r e c t  use t o  the  
des igner .  
The reg ion  of opera t ion  i s  d iscussed  i n  cons iderable  d e t a i l ,  and 
a conserva t ive  approximation of t h i s  reg ion  i s  def ined i n  t h e  p l a n t  
s ta te  space t o  a i d  t h e  designer  i n  t h e  eva lua t ion  of a p a r t i c u l a r  de- 
s ign .  Some of t he  aspec ts  of choosing a model are discussed b r i e f l y .  
The s e l e c t i o n  of t he  switching l i n e  is examined i n  sane d e t a i l .  
The express ion  def in ing  the  u l t ima te  e r r o r  bound inc luding  the  e f f e c t  
of a d is turbance  is developed. The e f f e c t  of t he  switching l i n e  on 
convergence time is a l s o  discussed,  inc luding  a s p e c i a l  case of c h a t t e r  
motion on the  switching l i n e .  
Much of t he  material of Chapters I1 and I11 is  i l l u s t r a t e d  wi th  
a second o rde r  example corresponding t o  t h e  inve r t ed  pendulum con- 
t r o l l e d  by a torque source a t  t h e  p i v o t  i n  the  presence of a wind 
d is turbance  . 
Contro l lab  l e  Zone 
The reg ion  R i n  t h e  s t a t e  space  f o r  which t h e  c o n t r o l  l a w  a s su res  
I n  t h i s  reg ion  t h e  system can cause ir < 0 is g iven  by equat ion  2.20. 
t h e  p l a n t  t o  track the  model wi th  a bounded e r r o r .  However, i t  i s  pos- 
s i b l e  f o r  system t r a j e c t o r i e s  t o  leave R wh i l e  obeying t h e  c o n t r o l  l a w ,  
and, of course,  as soon as the p l a n t  s ta te  leaves R t h e  s t a b i l i t y  of t h e  
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system can no longer  be guaranteed.  
This  r e s u l t  is  t o  be expected when one cons iders  t h e  freedom pro- 
vided i n  the design of t he  model, and i t  is recognized t h a t  t h e  system 
t r a j e c t o r i e s  a r e  determined by t h e  model. 
nique does not  even r e q u i r e  t h e  model t o  be s t a b l e !  
I n  f a c t ,  t h e  s y n t h e s i s  tech- 
The c o n t r o l l a b l e  zone, R ' ,  w i l l  be def ined  as t h a t  reg ion  wi th in  
R ,  cons i s t ing  of a l l  p o i n t s  A and B f o r  which i t  i s  p o s s i b l e  f o r  t h e  
model t o  cause the system t o  move from A t o  B and from B t o  A wi thout  
leav ing  t h e  reg ion  R. 
The regions R and R ' ,  although t h e o r e t i c a l l y  meaningful,  are 
judged t o  be much too  complex t o  be h e l p f u l  i n  t h e  o c t u n l  design of 
a p r a c t i c a l  system, s i n c e  R and R'  are a func t ion  of E ,  hY 5, 3, 6 n y  
and e. 
Two much more meaningful reg ions  would be the  worst  case  reg ions  
i n  11 space corresponding t o  the  r eg ions  R and R ' .  
g ions ,  a conserva t ive  subregion of R w i l l  be  def ined  i n  5 space wi th  
necessary  assumptions, and a conserva t ive  c o n t r o l l a b l e  zone w i l l  be 
de f ined  with r e spec t  t o  t h i s  region. 
To de f ine  these  re- 
The region R is  def ined  by equa t ion  2.20 
... - SGN(Y) = SGN(UOSGN(y) - Q n - alxl - a2x2 
'In '2n 'n-ln (2.20) 
hn-l + h 2  + ... +- .. -a x + -  n n  P nn h ~ + ~  nn 'nn 
'n-ln 
nn 
en> - -  '2n - P e - -  
nn nn 
'In - -  
+hn P 2 P e3  * * *  
Equation 2.20 would c e r t a i n l y  be s a t i s f i e d  i f  Uo were chosen l a r g e  
enough t o  c o n t r o l  t h e  s i g n  of t h e  terms on t h e  r i g h t  hand s i d e ,  
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H = M A X ( p  
I n  
'nn 
... - a x  + -  hl + ... - - a2X2 n n  u0 > 1-9, - alxl 
'2n 'n-In hl +p h2 + ... +- P hn-1 + hn ) *  'In 
nn nn nn 
e .  I 
n l  
'n-ln 
nn 
...-  P 
'n-In en - -- 'In - - '2n 
P e2 P e3 * * '  nn nn 
E = M A X (  - -  
'nn 
Since t h e  elements of h are bounded, t h e  wors t  case f o r  the terms 
involving & i n  equat ion  3.1 is simply t h e  m a x i m u m  va lue  of these terms, 
H ,  
>. 
It w i l l  be assumed t h a t  t h e  model is  implemented i n  such a way t h a t  a 
magnitude c o n s t r a i n t  i s  imposed on gn,  
I n  order  t h a t  t h e  terms i n  g i n  equat ion  3.1 be bounded, i t  i s  
necessary  t o  r e q u i r e  t h a t  t h e  e r r o r  motion be wi th in  Taylor ' s  bound, 
and t h a t  t h e  system motion remain wi th in  R. 
over ly  restrictive s i n c e  the  e r r o r  could be i n i t i a l l y  set  wi th in  the  
e r r o r  bound. The wors t  case  of t h e  terns involving 2 is then given by 
This  a s s m p t i o n  is  no t  
(3.4) 
Rw, t h e  conse rva t ive  region i n  space ,  corresponding t o  R, can 
now be def ined  as t h a t  reg ion  s a t i s f y i n g  
... - a x  , - 
nl 
u0 - M - E - H 1 J-alxl - a2x2 (3.5) 
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where i t  is  assumed t h a t  t h e  e r r o r  motion i s  wi th in  t h e  e r r o r  bound 
of Taylor. 
The worst  case c o n t r o l l a b l e  zone, R:, wi th  r e s p e c t  t o  Rw w i l l  be  
def ined  as t h a t  reg ion  wi th in  Rw, cons i s t ing  of a l l  p o i n t s  A and B f o r  
which i t  is  poss ib l e  f o r  t h e  model t o  cause t h e  p l a n t  t o  move from A 
t o  B and from B t o  A without  leaving R 
W' 
The reg ion  Rw, although conserva t ive ,  g ives  t h e  des igner  some 
f e e l i n g  f o r  t he  reg ion  i n  which t h e  c o n t r o l  l a w  w i l l  cause t h e  system 
t o  e x h i b i t  s t a b l e  motion. 
Summarizing b r i e f l y ,  t h e  region R i s  t h a t  reg ion  w i t h i n  which t h e  
p l a n t  can track t h e  model wi th  a bounded e r r o r .  
cannot t rack  t h e  model w i t h  a bounded e r r o r .  
ou t s ide  R can occur  f o r  which the  system w i l l  remain s t a b l e .  
noted t h a t  t h e r e  were p o i n t s  i n  R f o r  which i t  w a s  impossible  f o r  t h e  
system t o  f o r c e  t h e  state t r a j e c t o r y  t o  remain w i t h i n  R,  and thus  a 
second region R' w a s  def ined  as t h a t  r eg ion  contained i n  R,  w i th in  which 
t h e  system t r a j e c t o r i e s  could be  forced  t o  remain w i t h i n  R. The re- 
g ions  R and R' were judged t o  be of l i m i t e d  use  i n  an  a c t u a l  des ign ,  
and two new regions  Rw and R' were de f ined  i n  space  r ep resen t ing  a 
conservat ive estimate of R and R ' .  
the  assumption t h a t  t h e  system e r r o r  w a s  always w i t h i n  the  e r r o r  bound. 
Outside R t h e  p l a n t  
However, b r i e f  excursions 
It w a s  
W 
The d e r i v a t i o n  of Rw and R: r equ i r ed  
Se lec t ion  of t he  Model 
The s e l e c t i o n  of t h e  model s u r e l y  r e p r e s e n t s  one of t h e  most im-  
p o r t a n t  dec is ions  f ac ing  t h e  des igner ,  s i n c e  both  t h e  system response 
and t h e  region of ope ra t ion  i s  determined l a r g e l y  by t h e  model. 
cussion of what form of model i s  b e s t  w i l l  be  avoided i n  t h i s  paper ,  
A d i s -  
I 
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however, i t  is  i n s t r u c t i v e  t o  determine t h a t  model which maximizes R' 
wi th  r e s p e c t  t o  a g iven  reg ion  R 
tem w i l l  be def ined  as a system which has an e r r o r  bound of e s s e n t i a l l y  
W 
i n  an i d e a l  system. An i d e a l  sys- 
W 
ze ro  s i z e .  
Consider t he  model represented by t h e  system 
3 6 = s  2 
= s  n-1 n 6 
Q = T I  n 
where n r ep resen t s  a bounded input  
Id LM. (3.7) 
For a p a r t i c u l a r  system, M could be determined by equat ion  3.5 and 
could poss ib ly  be a func t ion  of U and E. However, throughout t h i s  0 
Chapter i t  w i l l  be assumed t h a t  t h e  des igner  has  f i x e d  M a t  some con- 
s t a n t  va lue  c o n s i s t e n t  w i t h  h i s  s p e c i f i c a t i o n s .  
The c o n t r o l l e r  f o r  t he  model is  completely i n  t h e  hands of t he  
des igner .  Suppose t h e  c o n t r o l l e r  w a s  opt imal  wi th  r e s p e c t  t o  some c o s t  
func t ion  J ,  
t 
J = 1 f ( g , t ) d t  (3 .8)  
and t h a t  a s ta te  space c o n s t r a i n t  was imposed, such t h a t  5 must remain 
w i t h i n  R,  where i n  t h i s  i d e a l  case  o f  zero e r r o r ,  2 = x. The con- 
s t r a i n t  i s  such t h a t  i n f i n i t e  c o s t  would be a s soc ia t ed  wi th  motion out- 
s i d e  R. Pont ryagin ' s  maximum p r i n c i p l e  then  determines a ~ ( t )  which 
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minimizes J. 
given R , s i n c e  i f  t h i s  were n o t  t r u e  t h e r e  would have t o  exist two 
p o i n t s  s 
Cer t a in ly  t h i s  model r e s u l t s  i n  t h e  l a r g e s t  RG f o r  t he  
W 
and gB f o r  which t h e  c o s t  J w a s  no t  minimized. -A 
In  m o s t  systems i t  would n o t  be p r a c t i c a l ,  and maybe n o t  even 
d e s i r a b l e ,  t o  cons t ruc t  a model of t h e  form above. Even s o ,  t h e  ex is -  
tence of t h i s  model could s e r v e  as a g u i d e l i n e  i n  t h e  design of a 
more p r a c t i c a l  model. 
Another important  a spec t  of t h e  model i s  i t s  input .  For a g iven  
model there  i s  a set of i n p u t s ,  r ep resen t ing  t h e  permissable  set ,  which 
w i l l  n o t  cause system motion t o  leave R. 
I n  a p r a c t i c a l  a p p l i c a t i o n  i t  may be  d e s i r a b l e  t o  choose a model 
where t h e  inpu t  i s  bounded. 
t h a t  t h e  motion of t h e  model w i t h i n  i t s  reachable  set could n o t  cause 
- x t o  leave  Rw, then s t a b i l i t y  could be  guaranteed  f o r  a l l  i n p u t s  and 
a l l  pexmissable d is turbances .  
i l l u s t r a t e d  i n  F igure  3.1. 
I f  t h e  bound on t h e  i n p u t  w e r e  chosen such 
A p o s s i b l e  form f o r  such a model i s  
Although a d e t a i l e d  d i scuss ion  of t h e  many cons ide ra t ions  t o  be 
weighed i n  t h e  designing of a model is  n o t  t h e  purpose of t h i s  s e c t i o n ,  
a few po in t s  deserve mentioning. 
t h a t  i n i t i a l l y  t h e  i n i t i a l  cond i t ions  of t h e  model would be  chosen such 
t h a t  t h e  e r r o r  2 a t  time to would be w i t h i n  Tay lo r ' s  bound, s o  t h a t ,  
t h e  system e r r o r  would remain w i t h i n  t h i s  bound provided t h e  system 
state remained w i t h i n  R. 
due t o  s t eps  are determined t o t a l l y  by t h e  model. 
model could be designed t o  g i v e  s p e c i f i c  system t r a j e c t o r i e s  t h a t  may 
be d i f f i c u l t  t o  o b t a i n  by convent iona l  techniques .  
I n  most systems,  i t  would be  assumed 
Thus i t  i s  impl ied  t h a t  p l a n t  t r a n s i e n t s  
Furthermore,  t h e  
. ' .  
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The problem of designing a model t o  system s p e c i f i c a t i o n s  poses  
another  problem i n  s o  f a r  as t h e  model states do no t  correspond wi th  
, 
t h e  measured v a r i a b l e s  of t h e  system. 
sugges ts  t h a t  i t  might be advantageous t o  treat  a model whose form is  
The ex i s t ence  of t h i s  problem 
similar to the  p l a n t .  The b a s i c  form of t h i s  c o n t r o l  conf igu ra t ion  is  
shown i n  Figure 3.2. The v e c t o r s  having t h e  same b a s i s  as t h e  o r i g i n a l  
p l a n t  va r i ab le s  are denoted by a t i l d e .  
a b a s i s  corresponding t o  t h e  canonic space.  For t h i s  model 
Vectors n o t  s o  designated have 
and 
- T  
P = (K) 
(3.9) 
(3.10) 
(3.11) 
S e l e c t i o n  of t he  Switching Line 
I n  addi t ion  t o  t h e  designing of t h e  model t h e  des igner  must a l s o  
choose a switching l i n e  
y = 0. 
For convenience a v e c t o r  i s  def ined  as 
and thus ,  
T 
Y = E x *  
(3.12) 
(3.13) 
(3.14) 
When s e l e c t i n g  y ,  t h e  des igne r  need only  s a t i s f y  t h e  requirements  
t h a t  t h e  mat r ix ,  C, i n  equat ion  2.32 b e  a s t a b i l i t y  matrix, 
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c =  
0 0 1 0 
. . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . .  
0 0 0 1 
In  2n - -  '3n . . . .  'n-ln -- - -  - -  
nn 'nn P nn 
P 'nn 
and t h a t  Pnn be chosen such t h a t  
> 0 .  'nn 
(3.15) 
(3.16) 
The c o n s t r a i n t  t h a t  t hese  requirements p l a c e  on can be r e a d i l y  ascer- 
t a ined  by t h e  a p p l i c a t i o n  of t h e  Routh-Hurwitz technique t o  t h e  charac- 
t e r i s t i c  equat ion  of t he  ma t r ix  C ,  $,(A) 
n- 1 An-2 
q A )  = Pnnh + Pn-ln + ... + P2A + P1 (3.17) 
The switching l i n e  a f f e c t s  t h r e e  a s p e c t s  of t h e  systems response: 
1 )  The region of opera t ion  
2) The e r r o r  convergence 
3) The u l t i m a t e  e r r o r  bound. 
The e f f e c t  of g on each of t hese  a s p e c t s  w i l l  be  d iscussed  i n  t h e  f o l -  
lowing paragraphs.  
The Ef fec t  of on t h e  Region of Operat ion 
For the purposes of t h i s  s e c t i o n  i t  w i l l  be  assumed t h a t  t h e  re- 
g ion  of opera t ion  i s  represented  by R:. 
wi th  t h e  region R 
how 
W '  
The reg ion  RG varies d i r e c t l y  
s o  f o r  t h e  purposes  of a q u a l i t a t i v e  d i scuss ion  of 
W '  
a f f e c t s  R' i t  w i l l  be  s u f f i c i e n t  t o  d i s c u s s  how 2 a f f e c t s  Rw. 
The region,  Rw, is  def ined  by equa t ion  3.5, 
- a x  uo - M - E - H I-alxl - ... 
n nl 
( 3  5) 
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E = M A X (  
where it i s  assumed t h a t  the  e r r o r  i s  w i t h i n  t h e  u l t ima te  e r r o r  bound. 
The only terms involving are the terms E and H ,  where 
1 'n-ln e 
nn 2 * * * - -  n P 
e -  'In 
'nn 
- -  
H = M A X ( p  
and 
'2n 'n-ln hl + ~ h *  + ... +- P hn-1 + hn 1. 'In 
nn nn nn 
(3.4) 
Thus, t h e  switching l i n e  w i l l  determine t h e  va lue  of t he  q u a n t i t y  
(E + H ) ,  and t h e  s i z e  of t he  region R 
by t h e  des igner .  I n  f a c t  t h e  region R could be  maximized wi th  r e spec t  
t o  by choosing wi th in  i t s  c o n s t r a i n t s  t o  minimize t h e  quan t i ty  
(E + H ) .  
t h e  design of a phys ica l  system w i t h  noise .  
can be  ad jus t ed  t o  some e x t e n t  
W 
W 
Jorgenson4 used t h i s  approach t o  some e x t e n t  i n  h i s  work on 
The E f f e c t  of on E r r o r  Convergence 
I n  most systems, t h e  error 2 w i l l  probably be i n i t i a l l y  set  
w i t h i n  t h e  e r r o r  bound of Taylor,  and thus  the  e r r o r  w i l l  b e  con- 
s t r a i n e d  t o  remain wi th in  t h i s  bound, assuming motion is  never ou t s ide  
R. The problem of e r r o r  convergence could arise, however, i n  systems 
where i t  i s  d i f f i c u l t  o r  impossible t o  i n i t i a l l y  set t h e  e r r o r  w i t h i n  
t h e  e r r o r  bound, o r  a f t e r  a sys t em has  experienced a bounded excursion 
o u t s i d e  t h e  reg ion  R. Although e x a c t  a n a l y s i s  of the  e r r o r  motion i s  
n o t  conceivable  s i n c e  t h e  motion is  a func t ion  of 11, 5,  2, & 
some s p e c i a l  a s p e c t s  o f  t h e  motion may be t r e a t e d .  
and 2, n' 
It  w i l l  be assumed 
throughout t h i s  s e c t i o n  t h a t  the  system i s  opera t ing  wi th in  R. 
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For t h e  sake of d i scuss ion  t h e  e r r o r  t r a j e c t o r y  can be  t r e a t e d  as 
cons is t ing  of two p a r t s .  The f i r s t  p a r t  i s  t h e  s e c t i o n  of t h e  trajec- 
t o r y  ou t s ide  t h e  s t r i p  Iyl I 6T, where t h e  c o n t r o l l e r  f o r c e s  the  e r r o r  
motion t o  approach t h e  l i n e  y = 0 a t  a l l  times by t h e  a p p l i c a t i o n  of a 
cons tan t  fo rce  ( e i t h e r  +Uo o r  -Uo). The second p a r t  c o n s i s t s  of t h e  
motion, once t h e  s t r i p  has  been reached,  where t h e  c o n t r o l l e r  fo rces  
t h e  system t o  remain w i t h i n  t h e  s t r i p .  The motion ou t s ide  t h e  s t r i p  
i s  t h e  m o s t  d i f f i c u l t  t o  ana lyze ,  and l i t t l e  can be s a i d  o t h e r  than 
t h e  motion approaches y = 0 asymptot ica l ly .  
s t r i p  is  somewhat more t r a c t a b l e  and t h e  rest of t h i s  s e c t i o n  w i l l  be  
devoted t o  t h e  a n a l y s i s  of t he  motion w i t h i n  t h e  s t r i p .  
The motion w i t h i n  t h e  
The motion wi th in  t h e  s t r i p  w a s  t r e a t e d  p rev ious ly ,  and t h e  
equa t ion  descr ib ing  t h e  motion w a s  found t o  be  
- .......... 1 0 1 0 0 0 0 1 .......... 0 . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . .  
0 . .o 0 1 
'n-ln 
'nn - -1 'In ' 2n 3n nn nn - -  - -  - -  P . * *  P P - nn 
- 
1 e 
e2 
e n- - 
- c g  + cx, 
and 
1 
+ 
- 
1 
2 
-h 
-h 
(2.32) 
(2.33) 
The homogeneous response of t h i s  system i s  dependent only on E, whi l e  
a is  a funct ion of P B and h. nn ' -
It i s  h e l p f u l  a t  t h i s  p o i n t  t o  p r e s e n t  t h e  a n a l y s i s  of a s p e c i a l  
case of the motion w i t h i n  t h e  s t r i p .  
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S p e c i a l  Case - The I d e a l  System 
I n  an i d e a l  system wi th  no n o i s e  o r  d i s tu rbances ,  and 6T = 0 ,  the  
I y I  5 6T reduces t o  a l i n e .  
of equat ion  2.32 wi th  
This s p e c i a l  case i s  simply a l i m i t i n g  case 
-+ 0 and 6T +- 0 ,  thus  t h e  e r r o r  motion along t h e  
l i n e  y = 0 f o r  t h e  i d e a l  system is  given by 
0 1 0 0 o . . . . . . .  0 
0 0 1 0 o . . . . . . .  1 . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . .  . . . .  1 r) 0 0 0 1 - 6' (3 .18)  
'n- 2n 'n- 1 n -- -- . . . . . . .  
nn P nn P 
'In 
nn 
- -  
P 
L -4 
and i s  determined completely by t h e  vec to r .  
The E f f e c t  of on t h e  Ult imate  Er ro r  Bound 
As shown i n  s e c t i o n  11, the u l t ima te  e r r o r  bound is  simply t h e  
reachable  s e t  of t h e  system descr ibed by equat ion  2.32. 
B' = cg' + 2, 
and thus ,  t h e  bound i s  a funct ion of E ,  h and tiT. 
(2.32) 
It should b e  noted t h a t  choosing t o  minimize the  e f f e c t i v e  im- 
p e r f e c t i o n  i n  t h e  r e l a y  due t o  no i se ,  6N, w i l l  n o t  n e c e s s a r i l y  r e s u l t  
i n  the  smallest e r r o r  bound, s ince  t h e  bound is  a func t ion  of both 
and h. It does fo l low t h a t  reducing 6R w i l l  reduce t h e  e r r o r  bound. 
I l l u s t r a t i v e  Example 
A t  t h i s  p o i n t  it i s  i n s t r u c t i v e  t o  provide  a s imple example t o  
i l l u s t r a t e  t h e  s y n t h e s i s  technique. 
s o  t h a t  t h e  v a r i o u s  regions can b e  r e a d i l y  d isp layed .  
A second o rde r  example is  chosen 
The example is  
a l s o  d i r e c t l y  r e l a t e d  t o  the  system t o  be  s t u d i e d  i n  Chapter V. 
. .  
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TI.- L L A E -  n...-- cncruL,.,le ch~se i i ,  referiiig t o  Figure 3 .3  c o n s i s t s  of an i n v e r t e d  
pendulum con t ro l l ed  by a torque source  u' a c t i n g  a t  the  p i v o t .  The d is -  
turbance, corresponding t o  wind, acts on the  mass m i n  a h o r i z o n t a l  
d i r e c t i o n .  The mass m is  assumed t o  appear as a p o i n t  mass on t h e  end 
of a massless rod of l eng th  1. The equat ion  of motion of t h i s  system 
is  
(3 .19)  
Linear iz ing  by l e t t i n g  s i n $  = $ and cos$ = 1 and de f in ing  
A2 = (3 .20)  1' 
d = 2 ' .  1 
(3 .21)  
(3 .22)  
gives  t h e  l i n e a r i z e d  equat ion  of motion as 
(3 .23)  2 ; p ' - h + = u - d .  . 
Defining new v a r i a b l e s  x1 = Q and x2 = $ enables  t h e  equat ion  of 
motion t o  be expressed i n  ma t r ix  form as 
Since t h i s  equat ion  i s  a l r eady  i n  canonic  (phase-var iable)  form no 
t ransformation i s  requi red .  
The con t ro l  l a w  f o r  t h i s  system i s  
u = UOSGN(P x + P x ).  
12 1 22 2 
The region R i n  which i~ < 0 i s  g iven  by 2 . 1 8  
e2) 
2 p12 
SGN(y) = SGN(UOSGN(y) - 6 + A x1 + d - - 
n p3 3 
(3 .24)  
(3 .25 )  
(3 .26 )  
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The motion w i t h i n  the  s t r i p  I y I  2 6T is given by 
el + - + d  6 = - -  p1 2 
1 p22 p22 
B el + - .  p1 2 e 2 = - -  p22 p22 
(3.27) 
(3.28) 
The reachable set of equat ion 3.27 is as derived by Higdon' is 
simp l y  
1 p22 
p1 2 p1 2 
el 2 (-)6T + (-)dma 
where 
and theref  o r e  
26T 
e2 I- + dmax* p22 
(3.29) 
(3.30) 
(3.31) 
Equations 3.29 and 3.31 d e s c r i b e  t h e  u l t i m a t e  e r r o r  bound. 
e E ,  can be determined from equat ion  The maximum value  of - p1 2 
p22 2 '  
3.31 as 
E = - - -  2p1 2 
p22 
Noting t h a t  H = dmm, the  reg ion  R is def ined  by 
W 
P +P 
1 2p12 l2  22)d ). Ixl I < T ( U 0  - M - (7 dT + ( m a x  p22 p22 
(3.32) 
(3.33) 
The model chosen is of t h e  form suggested p r e v i o u s l y ,  i l l u s t r a t e d  
i n  Figure 3.1. The bound on t h e  i n p u t  r e f e r e n c e  w a s  chosen such t h a t  
t h e  motion of t h e  model w i t h i n  i t s  reachable  set always caused the  
p l a n t  t o  remain w i t h i n  R . 
W 
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The reg ion  on c o n t r o l l a b i l i t y  as d iscussed  by Higdon i s  given by 
2 ( A  x1 + Ax2( uo. ( 3 . 3 4 )  
This  reg ion ,  which w i l l  be ca l l ed  R*, r e p r e s e n t s  t h a t  reg ion  i n  5 space 
o u t s i d e  of which no c o n t r o l  law can f o r c e  t h e  system motion t o  be  
bounded. 
For t h e  purpose of i l l u s t r a t i o n  t h e  fol lowing va lues  were assumed 
f o r  t h e  example 
MODEL: al = 1 
a2 = 2 
Q = 0 . 3  n 
PLANT: A 2  = 8.55 
uo = 1 
CONTROLLER: 
tiR = 0.05 
6N = 0 
PI2 = 1 
PZ2 = 1 
d = 0.05 max 
The r eg ions  R R i ,  and R* f o r  t h i s  system are shown i n  
W’ 
F igure  3 . 4 .  
w a s  found t h a t  no d is turbance  less than dma, and no inpu t  i n t o  t h e  
The system w a s  s imulated on an analog computer and it 
model could cause i n s t a b i l i t y  of t he  system. E r r o r  convergence w a s  
a l s o  i n v e s t i g a t e d  and a t y p i c a l  t r a j e c t o r y  is shown i n  Figure 3.5. 
X" 
0 
I 
m 
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I 
3 4  
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CHAPTER IV 
THE REGULATOR PROBLFM 
Int roduct ion  
One i n t e r e s t i n g  s i m p l i f i c a t i o n  of t h e  s y n t h e s i s  technique occurs  
when t h e  model i s  e l imina ted .  
t h a t  l e d  t o  many of t h e  more g e n e r a l  r e s u l t s  i n  t h i s  t h e s i s .  For t h i s  
problem, t h e  reg ion  R becomes a func t ion  only of E, 5 and &, thus  the  
d e f i n i t i o n  of Rw r e q u i r e s  no assumptions about t h e  system motion being 
wi th in  the e r r o r  bound. 
It w a s  t h e  i n v e s t i g a t i o n  of t h i s  problem 
Statement of t h e  Problem 
The system i s  assumed t o  b e  the  same as t h a t  considered i n  
Chapter I1 as descr ibed  by equat ion  2 . 1 ,  
The o b j e c t i v e  is  t o  d e f i n e  a c o n t r o l l e r  which w i l l  guarantee  
s t a b i l i t y  i n  some region  of t h e  state space ,  wh i l e  r e tu rn ing  t h e  system 
t o  t h e  v i c i n i t y  of y = 0. 
The approach t o  b e  taken i s  t h e  same as i n  Chapter 11, and t h e  
equat ions developed i n  Chapters I1 and I11 can b e  app l i ed  d i r e c t l y  t o  
t h i s  system by not ing  t h a t  wi th  t h e  model e l imina ted  
s = 0, (4.1) 
B = 0 ,  ( 4 . 2 )  n 
and 
- e = -5. ( 4 . 3 )  
36 
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Appl ica t ion  of t h e  Synthes is  Technique 
Thus t h e  i d e a l  c o n t r o l l e r  is g iven  by 
U =  UoSGN(-P x - P x - ... - P x ) I n  1 2n 2 n n n  
and t h e  reg ion  R i n  which t h i s  c o n t r o l  l a w  a s s u r e s  
D D 
(4.4) 
6 < 0 is def ined  by 
2n A n-ln 
nn nn 
+ (p - a3)x3 + ... + (p - an)xn 
'n-ln 
h2 + ... +- hn-1 + hn) 'In 2n 
hl +pnn 'nn + -  nn P (4.5) 
The reg ion  Rw can be def ined  by s u b s t i t u t i n g  t h e  m a x i m u m  va lue  of t h e  
terms involving h, thus Rw i s  def ined by 
The requirement 
I y I  < dT i s  t h e  same 
'ln 2n 'n-ln + (7 - a2)x2  + (p - a )x +. . .+(- -an)xnl. 
nn 3 3  P nn nn 
(4.6) 
on f o r  bounded s t a b l e  motion wi th in  t h e  s t r i p  
as i n  Chapter 11, t h a t  is, the  matrix C must be  a 
s t a b i l i t y  ma t r ix ,  s i n c e  motion w i t h i n  t h e  s t r i p  i s  def ined  by 
'n-ln - B '2n - -- 
n P 1 Pm x2 * * *  pnn 'nn 
'In 
nn 
- -  x =-n
The u l t i m a t e  bound on t h e  motion i n  
g iven  by t h e  reachable  set of equa t ion  4.7. 
as t approaches infinity i s  
It is  i n s t r u c t i v e  a t  t h i s  p o i n t  t o  consider  t h e  second order  
example of Chapter 111. 
(4.8) 
. . .  . 
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Second Order Example 
The c o n t r o l  l a w  f o r  t h e  second order  example of t he  previous 
Chapter becomes 
u = U 0 SGN(-P12xl - P 22 x 2 ) ,  ( 4 . 9 )  
and t h e  region R f o r  t h i s  c o n t r o l l e r  i s  def ined  by 
W 
(4 .10)  
The region Rw and t h e  reg ion  R' which w a s  determined exper imenta l ly  
W 
f o r  t h i s  system are i l l u s t r a t e d  along wi th  the  reg ion  R* i n  Figure 4 . 1 ,  
where t h e  system parameters are those  of the  prev ious  Chapter,  except  
t h a t  P12 = 6.5 and P22 = 1 . 0 .  
The a c t u a l  reg ion  from which 
w a s  found exper imenta l ly  and t h i s  
t h e  system could be  r e tu rned  t o  o r i g i n  
reg ion  is i l l u s t r a t e d  i n  Figure 4 . 2 .  
An i n t e r e s t i n g  s p e c i a l  case i s  when t h e  switching l i n e  i s  p a r a l l e l  
t o  t h e  boundary of R*, i .e.,  when P 
t h e  region R 
= A and P22 = 1. For t h i s  case 12 
is  maximized and corresponds e x a c t l y  t o  t h e  reg ion  R:. 
W 
Furthermore, t he  a c t u a l  reg ion  f o r  which s t a b i l i t y  could be assured  as 
determined exper imenta l ly  i s  a l s o  i d e n t i c a l  t o  Rw. The reg ions  Rw and 
R* f o r  t h i s  system are i l l u s t r a t e d  i n  F igure  4 . 3 .  
I t  should be  noted t h a t  i t  i s  n o t  u s u a l l y  p r a c t i c a l  t o  choose 1 
a l s o  determines t h e  n a t u r e  of such t h a t  Rw is maximized, s i n c e  t h e  
t h e  motion along the  switching l i n e .  
The I d e a l  Regulator Problem 
The i n v e s t i g a t i o n  of t he  i d e a l  r e g u l a t o r  problem l eads  t o  some 
s i g n i f i c a n t  conclusions about  t he  c h a t t e r  motion n e a r  y = 0. I n  f a c t ,  
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app l i ca t ion  of t h e  syn thes i s  technique r e a d i l y  y i e l d s  the  s e c t i o n  of a 
switching l i n e  about which c h a t t e r  motion can e x i s t .  
The i d e a l  problem t o  be d iscussed  i s  g iven  by l e t t i n g  
(4.11) 
and 
6* = 0 (4.12) 
i n  t h e  system of equat ion 2.1. I n  t h i s  case, i t  i s  p o s s i b l e  t o  treat 
the  region R, def ined  by 
D 
I n  
nn  
SGN(y) = SGN(UOSGN(y) - alxl + (7 + a 2 2  )x + . . . 
'n-ln 
nn 
+ (p + an)xn),  (4.13) 
d i r e c t l y ,  s i n c e  i t  i s  a func t ion  of x alone.  
Within R t h e  c o n t r o l  l a w  w i l l  f o r c e  t h e  system t o  move toward t h e  
Thus, t h e  cond i t ions  f o r  c h a t t e r  mo- switching l i n e  y = 0 when y # 0. 
t i o n ,  as ou t l ined  by Higdon, are s a t i s f i e d  on those  p a r t s  of t h e  
switching l i n e  which l i e  i n  the  i n t e r i o r  of t h e  reg ion  R,  t h e r e f o r e ,  
i t  can be concluded t h a t  t h e  system w i l l  e x h i b i t  c h a t t e r  about  t h e  seg- 
ment of the l i n e  y = 0 which l ies i n s i d e  R. 
' . .  . 
CHAPTER V 
A SIXTH ORDER EXAMPLE 
In t roduc t ion  
The problem o r i g i n a l l y  undertaken by t h e  au thor  w a s  t h a t  of 
ba lanc ing  an upr igh t  f l e x i b l e  beam mounted on a f r i c t i o n l e s s  cart 
by t h e  a p p l i c a t i o n  of a con t ro l  f o r c e  a c t i n g  h o r i z o n t a l l y  on t h e  
cart, F igure  5.1. This  problem is  of some s i g n i f i c a n c e  s i n c e  i t  is 
analogous t o  t h e  problem encountered i n  t h e  a t t i t u d e  c o n t r o l  of a 
f l e x i b l e  missle during l i f t - o f f .  I n  as much as problems encountered 
i n  the  a p p l i c a t i o n  of t h e  Liapunov s y n t h e s i s  technique t o  t h i s  sys- 
)i 
z- 
i,, & 
t e m  provided the  i n c e n t i v e  f o r  t h e  t h e o r e t i c a l  i n v e s t i g a t i o n s  con- 
t a i n e d  i n  t h i s  t h e s i s ,  i t  is  only f i t t i n g  t h e r e f o r e  t o  t reat  t h i s  
problem i n  the  conclusion of t h i s  work. 
The approach u s u a l l y  taken i n  problems of t h i s  type  is t o  d i s -  
c r e t i z e  t h e  beam i n t o  N segments. The equal- length segments are 
connected i n  a cha in- l ike  fash ion ,  wi th  t h e  connection of t h e  seg- 
ments c o n s i s t i n g  of a s p r i n g  hinge r ep resen t ing  the  elastic s t i f f n e s s  
of t h e  beam a t  t h a t  p a r t i c u l a r  s t a t i o n ,  Figure 5.2. The l i n e a r i z e d  
equa t ions  of motion of such a beam mounted on a f r i c t i o n l e s s  cart 
have been der ived  by Schaefer  f o r  an a r b i t r a r y  number of segments. 
T h e o r e t i c a l l y  any d e s i r e d  accuracy can be achieved by choosing N suf -  
f i c i e n t l y  l a r g e .  
It i s  a s s m e d  t h a t  i t  is  cnly  d e s i r e d  t o  a c t i v e l y  c o n t r o l  cart 
10 
p o s i t i o n  and t h e  f i r s t  bending mode. 
t o  reduce t h e  2N + 2 o rde r  system, r e s u l t i n g  from t h e  equat ions  of 
The technique used by Schaefer 
motion, t o  t h e  d e s i r e d  s i x t h  order  system i s  t o  transform t h e  system 
43 
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Figure 5 . 1  THE CONTINUOUS FORM OF 
THE MECHANICAL MODEL 
I 
. .  . . 
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Figure 5.2 THE DISCRETE MODEL OF THE 
FLEXIBLE BEAM 
. . . .  
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equat ions t o  Jordan normal form, and d i sca rd  the  v a r i a b l e s  repre-  
s en t ing  the h igher  o rde r  bending modes. This  approach is d e s i r a b l e  
when one wants t o  accu ra t e ly  r ep resen t  a s p e c i f i c  mechanical model. 
However, f o r  t he  purpose of t h i s  example, which i s  t o  demonstrate t h e  
app l i ca t ion  of t h e  s y n t h e s i s  technique t o  a p a r t i c u l a r  class of prob- 
l e m s  and not  t o  r ep resen t  an  accu ra t e  d e s c r i p t i o n  of any s p e c i f i c  
mechanical model, i t  is  s u f f i c i e n t  t o  t reat  t h e  d i s c r e t e  two-segment 
beam problem, F igure  5.3. The s o l u t i o n  t o  t h i s  problem i s  analogous 
t o  the  continuous beam problem. The e f f e c t  of d i s turbance  and n o i s e  
are no t  considered i n  t h i s  example, s i n c e  t h e  eva lua t ion  of t h e  e r r o r  
bound r equ i r e s  t h e  i n v e s t i g a t i o n  of t h e  reachable  set of a f i f t h - o r d e r  
system with a complex inpu t  func t ion .  The e x i s t i n g  techniques of 
Higdon’ and Lemay’ cannot handle  t h i s  problem r e a l i s t i c a l l y .  
Equations of Motion 
The two pendulum segments, each of l eng th  h ,  are assumed t o  be  
connected by a sp r ing  hinge of s t i f f n e s s  E I .  The two p o i n t  masses 
corresponding t o  each segment have e q u a l  mass m ,  and t h e  angles  of 
t he  segments wi th  r e s p e c t  t o  t h e  vertical  are des igna ted  as and 
9, as ind ica t ed  i n  F igure  5.3. 
mass of the system is r e f e r r e d  t o  as MT, 
The car t  is of mass m and t h e  t o t a l  0’ 
MT - m0 + 2m. (5.1) 
The con t ro l  f o r c e ,  u, i s  assumed t o  ac t  h o r i z o n t a l l y  on t h e  cart. 
The l i n e a r i z e d  equat ions  of motion €or t h i s  system as der ived  
by Schaefer are g iven  by 
47 
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where 
A -  3 
and 
2 E1 
=2h2m 
(5.3) 
( 5  4 )  
The b a s i c  assumption made i n  t h e  l i n e a r i z a t i o n  of t h e  system 
equat ions  is t h a t  t h e  angles  $1 and 0, are s u f f i c i e n t l y  small such t h a t  
t h e  a c c e l e r a t i o n  f o r c e s  due t o  Yl and v2 can be t r e a t e d  as a c t i n g  
h o r i z o n t a l l y .  
Mult iplying through by t h e  i n v e r s e  of t h e  c o e f f i c i e n t  m a t r i x  of 
5 g i v e s  the  equat ions  i n  t h e  somewhat more convenient  form 
where 
- 
K1 - 
- 
0 -K1 
0 -K 3 -%I 
0 -K5 -Kg 1 
I + U (5 5) 
EI-2m hL -(+I 
0 
. .  . , 
.. 
Y =  
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c 
0 
0 
0 
0 
0 
2EI 2m h2 E1 2m h2 
= C+) + (-h3M%-,' 
K3 0 
2EI m h E 1  = -(-+- + ,T), 
Mo K4 h m  
3EI-2m h' 
K6 = C+,). 
.. 
(5.7) 
(5.9) 
(5.10) 
(5.11) 
Defining a new vector y as 
(5.12) 
allows equation 5 .5  to be written as the f i r s t  order matrix equation, 
1 0  
0 -K1 
0 0  
0 -K 
0 0  
0 -K 
3 
5 
- 
0 0  
0 
0 0  
0 
0 1  
-K 0 
6 -  
-K2 
-K4 
E +  U. (5.13) 
. , . .  
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Tranformation t o  Canonic (Phase-Variable) Form 
It  i s  d e s i r e d  to define a transformation 
E = &  
which transforms equation 5.13 t o  the canonic form 
0 
0 
0 
0 
0 
-al  
1 
0 
0 
0 
0 
- a2 
0 
1 
0 
0 
0 
-a3 
0 
0 
1 
0 
0 
-a4 
0 
0 
0 
1 
0 
-a5 
0 
0 0 
0 
0 0 
1 0 
1 
U. 
(5.14) 
(5.15) 
The transformation matrix as computed by the equations of Rane 
K =  
where 
:5g -
"0 
0 
0 
0 
0 
0 
- 
0 
- K5g 
0 
0 
0 
0 
0 1 m 
- 
0 
1 - 0 a 0 -  
mO 
Kg 0 1 0 -._ - 
hO 
1 0 - -  Kg 0 -  
Kg 0 0 0 
0%- 0 0 
- 
hmO 
(5.16) 
SEI 4m h2 
a=+ (5.17) 
. 
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-1 Its  inve r se  K i s  given by 
.. 
- y o  0 
'93 
0 -  
K5g 
0 0 
0 0 
0 0 
0 0 - 
2 
mo 
K5g 
0 
0 
0 
0 0 hmO 
-hmO 0 hmO - 
The r e s u l t i n g  canonic equat ion  is  given by equat ion  5.15 where 
al = a2 = a4 = a6 = 0, 
= -K (K + K4) a3 5 3  
a5 = (K3 - K5) 
(5.18) 
(5.19) 
(5.20) 
(5 .21)  
The app l i ca t ion  of t h e  syn thes i s  technique f o r  t h i s  i d e a l  system 
wi th  no d is turbances  o r  n o i s e ,  simply involves  t h e  s e l e c t i o n  of a model 
t o  g ive  a "desired" response,  and t h e  determinat ion of a switching l i n e  
t h a t  w i l l  s a t i s f y  t h e  condi t ions f o r  s t a b i l i t y .  
The region R i n  which < 0 f o r  t h i s  system is  given by 
SGN(y) - SGN(UOSGN(y) - i6 - a3x3 - a5x5 + 
The switching func t ion  SGN(y) w a s  implemented wi th  6R e s s e n t i a l l y  zero ,  
thus  t h e  e r r o r  bound w a s  s u f f i c i e n t l y  s m a l l  such t h a t  t he  e r r o r  terms 
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could be  neglec ted  i n  the  d e f i n i t i o n  of Rw. 
reg ion  R i s  given by 
With t h i s  assumption t h e  
W 
> [ - a x  - a x  I. (5.23) 3 3  5 5  uo - M 
I n  terms of the  o r i g i n a l  v a r i a b l e s  t h e  reg ion  R i s  given by 
W 
uo - M > k3 - ~ 5 1 4 1  + ( ~ 4  + ~ 5 ) + 2 1 *  (5.24) 
The eva lua t ion  of t h e  c o n t r o l l a b l e  zone could n o t  be c a r r i e d  out  due 
t o  t h e  complexity of t h e  system. Equation 5.24 i n d i c a t e s  
t he  zone is determined mainly i n  terms of t h e  permissable  
S e l e c t i o n  of t he  Model 
Since it w a s  n o t  t he  purpose of t h i s  example t o  meet 
performance requirements t h e  model w a s  chosen w i t h  s imple 
however t h a t  
angles  $1 and 
any s p e c i f i c  
l i n e a r  feed- 
back i n t o  a s a t u r a t i o n  func t ion .  The feedback c o e f f i c i e n t s  were chosen 
by s e l e c t i n g  a t r a n s f e r  func t ion  i n  t h e  l i n e a r  r eg ion  as 
s1 1 
S (rs+1)6' . 
IREF 
-=  
The form of t h e  model i s  i l l u s t r a t e d  i n  F igure  5.4. 
Se lec t ion  of t he  Switching Line 
I n  the i d e a l  system, t h e  only necessa ry  requirement  on t h e  
switching y = 0, where 
y zi p16x1 + P x + P x + P x + P56x5 + p66x6, 26 2 36 3 46 4 
i s  t h a t  the equat ion  
5 4 3 2 P h + P56A + P46A + P + P26h + '16 0 66 36 
(5.25) 
(5.26 
(5.27) 
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b e  Hurwitz. This requirement can be r e a d i l y  achieved by simply choosing 
t h e  c o e f f i c i e n t s  i n  y t o  be t h e  c o e f f i c i e n t s  of an equat ion  known t o  be  
s t a b l e .  An equat ion  of t h e  fonn 
(s  + a15 = o (5.28) 
was chosen f o r  t h i s  example. 
S imu l a  t i on Resu l t s  
The s ix th-order  system w a s  s imula ted  on an analog computer, w i t h  
parameters chosen as 
2 E1 = 25 l b l f t  
m = 0.05 s l u g s  
m = 0.10 sl11gs 
0 
h = 2 f t  
g = 32.2 f t l s e c  2 
u = 0.01 l b  
M = 0.003 
The l i n e a r  response of t he  model w a s  chosen t o  be c h a r a c t e r i z e d  by 
the  c h a r a c t e r i s t i c  equat ion  
(5.29) 6 ( s  + 1) = 0. 
The switching l i n e  was chosen such t h a t  t h e  character is t ic  equa- 
t i o n  of the C matrix could be w r i t t e n  as 
( s  + 115 = 0, 
thus t h e  switching l i n e  w a s  g iven  by 
+ 5e + 1Oe + 10e4 + 5e5 + e6 = 0. 
el 2 3 
A t y p i c a l  s t e p  response i s  shown i n  F igure  5.5. The q u a n t i t y  
(5.30) 
( 5 . 3 1 )  
$ 1  - 0, r ep resen t s  a measure of t h e  bending mode v i b r a t i o n s .  
. .  . . 
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5!= sec 
uni ts  0.005 -l i n e  
f e e t  0 . 2  -l i n e  
radians 
' e o 2  l i n e  
radians 
0*02 l i n e  
4 -  
radians 
O*Oo5 l i n e  
t 
1 X 
0 
40 
0 
Figure 5 . 5  SIXTH ORDER SYSTEM - STEP RESPONSE 
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Error  convergence w a s  examined, and a t y p i c a l  system response f o r  
i n i t i a l  condi t ions such t h a t  t he  e r r o r  w a s  i n i t i a l l y  o u t s i d e  t h e  e r r o r  
bound, and a t y p i c a l  t r a j e c t o r y  i s  shown i n  Figure 5.5. The e r r o r  re- 
sponse along the  l i n e  y = 0 should agree wi th  t h a t  p red ic t ed  by 
equat ion  3.18, 
o r  
- - 
D 1  0 0 0 
0 0  1 0 0 
0 0  0 1 0 
0 0  0 0 1 
-1  -5 -10 -10 -5, 
5 (s + 1)  el  = 0. 
(3.18) e'  - 
(5.32) 
It i s  noted i n  Figure 5.6 t h a t  t h e  response of el f o r  t h e  pe r iod  when 
y = 0 i s  cons i s t en t  w i th  equat ion  5.32. 
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nrm 5- sec 
f e e t  0.005 -l i n e  
radians 
O*Oo5 l i n e  
radians 
O*Oo5  l i n e  
0.01 
mi ts 0.0002 line 
units 0.002 line 
Figure 5.6 SIXTH ORDER SYSTEM - RESPONSE TO AN INITIAL ERROR 
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CHAPTER V I  
AREAS FOR FUTURE INVESTIGATION 
Many of t he  problems encountered i n  t h i s  t h e s i s  i n d i c a t e  a need 
f o r  fu tu re  research .  The f a c t  t h a t  t he  reachable  sets of systems wi th  
c m p l e x  input  func t ions  cannot be r e a l i s t i c a l l y  eva lua ted  by e x i s t i n g  
techniques s u r e l y  i n d i c a t e s  a need f o r  f u t u r e  r e sea rch  i n  t h i s  area. 
The necess i ty  of t h e  t ransformat ion  t o  canonic form precluded 
t h e  t reatment  of t h e  parameter v a r i a t i o n  problem, s i n c e  t h e  t r ans fo r -  
mation is  a func t ion  of t h e  system parameters.  
handl ing the equat ions  i n  t h e  non-canonic form could p o s s i b l y  allow 
the  t reatment  of t h e  parameter v a r i a t i o n  problem. 
The p o s s i b i l i t y  of 
No a n a l y t i c a l  express ion  could be der ived  f o r  t h e  c o n t r o l l a b l e  
zone of the system, and a t  p re sen t  t h i s  reg ion  can only be  found by 
experimental  techniques.  
i n d i c a t i o n  of t he  c o n t r o l l a b l e  zone could be determined would repre-  
s e n t  a s i g n i f i c a n t  con t r ibu t ion  t o  the  use fu lness  of t h e  technique 
i n  p r a c t i c a l  systems . 
The development of a technique by which some 
It was poin ted  ou t  t h a t  f o r  a g iven  system des ign ,  t h e r e  e x i s t s  
The method of determining a permissable set of i n p u t s  t o  the  model. 
t h i s  set  of i npu t s  f o r  a g iven  system has  n o t  been s t u d i e d  i n  any de- 
t a i l .  
i n p u t s  encompassed a l l  p o s s i b l e  i n p u t s  provides  i n c e n t i v e  i n  t h i s  
area. 
The p o s s i b i l i t y  of designing a model whose permissable  se t  of 
The use of t h e  semi-def in i te  Liapunov f u n c t i o n  which w a s  ze ro  
on the  switching l i n e  raises t h e  p o s s i b i l i t y  of de f in ing  more complex 
5 8  
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Liapunov func t ions  which are zero on non-l inear  swi tch ing  l i n e s .  The 
advantages of a non-l inear  switching l i n e  would be a l a r g e r  c o n t r o l l a b l e  
zone. The f i r s t  s t e p  i n  t h i s  a rea  would be a t rea tment  of t h e  piece- 
w i s e  l i n e a r  swi tch ing  l i n e .  
The treatment of t h e  r e g u l a t o r  problem of Chapter I V  i n d i c a t e s  
t h e  p o s s i b i l i t y  of designing a system wi thout  t h e  use  of a model. 
Obviously, t h e r e  would be a l imi t ed  s e t  of i n p u t s  which could be 
app l i ed  t o  t h e  system b u t  t h i s  is  t h e  case  i n  a system wi th  a model. 
One f i n a l  area of f u t u r e  i n v e s t i g a t i o n ,  could be t h e  genera l iza-  
t i o n  of t h e  example of Chapter V t o  t h e  f l e x i b l e  beam problem, and 
t h e  cons t ruc t ion  of an a c t u a l  mechanical model. The model would be 
q u i t e  u s e f u l  i n  eva lua t ing  the r e s u l t s  of i n v e s t i g a t i o n s  suggested 
i n  t h i s  Chapter. 
, 
. . . .  
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