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Resumen El presente estudio aborda el problema de la computacion 
optima de cadenas de adición, ampliamente tratado con diferentes meto- 
dos y enfoques (tanto deterministas como estocasticos) y de interes en el 
ambito de la criptografía. En este trabajo, se propone el uso del algoritmo 
de lobos grises o GWO (por sus siglas en ingles: Grey Wolf Optimizer) 
para hacer frente a este problema a fin de comparar los resultados ob­
tenidos con otros enfoques del estado del arte. Si bien el problema en 
cuestióon ha sido tratado mediante diferentes estrategias y para distin­
tos tipos de exponentes, particularmente esta propuesta se centra en la 
optimizacion de cadenas de adicion, asociadas a exponentes de tamaño 
moderado.
1. Introducción
Los algoritmos asimétricos de criptografía utilizan la exponenciación modular 
para cifrar y descifrar datos. El costo computacional producto de la gran canti­
dad de operaciones de multiplicación, que implica resolver potencias de numero 
de orden considerable, se puede solventar mediante el uso del concepto de “ca­
denas de adicion” [2]. Sin embargo, un exponente no posee una ónica cadena 
de adición vólida asociada y por tanto hallar una cadena valida y cuya longitud 
resulte mínima constituye un problema NP completo. Se denomina exponencia- 
cion modular [8] a la operacion cuya finalidad es obtener un valor b (entero, 
positivo) para satisfacer la siguiente ecuacion:
b =  A e mód P  (1)
Dado un valor de A entero, arbitrario en el rango [1,P — 1] y un número e 
entero, positivo y arbitrario, se define exponenciacióon modular al problema de 
encontrar un valor unico y entero positivo b G [1,P — 1], capaz de satisfacer 
la ecuacion (1), siendo para el problema estudiado aquí, la funcion objetivo a 
optimizar para poder obtener un valor b mínimo (i.e., una cadena de adicion 
de longitud mínima.) El problema radica en que a medida que se incrementa 
el exponente (e), aumenta el numero de operaciones a realizar para resolver la 
ecuacioón (1), con lo cual se requiere una alternativa para optimizar el proceso: 
La alternativa es emplear cadenas de adicióon para poder reducir el nuómero de
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multiplicaciones para resolver una potencia. Ejemplo: dado el exponente e= 91, 
en vez de multiplicar la base 91 veces es factible contar con una cadena asociada 
al número 91, como ser: C =  {1, 2, 4, 6, 8,14, 22, 36, 58, 80, 88, 90, 91} y enton­
ces resolver la potencia consistiría en multiplicar la base por cada uno de los 
exponentes de C , es decir que para este ejemplo se realizan súlo 13 operaciones.
Sin embargo y teniendo en cuenta que no existe una única cadena para un 
exponente, hallar una cadena de longitud mínima, constituye un problema de 
optimización combinatoria y puede abordarse empleando una metaheurística 
para evitar las pruebas por fuerza bruta para hallar un valor optimo (cadena de 
longitud mínima).
1.1. Antecedentes
A continuaciún y a modo de síntesis, se presenta un resumen del estado 
del arte del problema objeto de estudio en el campo de las metaheurústicas. Se 
resume en el Cuadro 1 los resultados de estudios anteriores en donde se abordo 
el problema de optimizaciún de la funciún objetivo definida por la ecuacion (1) 
mediante el uso de distintas metaheurústicas ampliamente conocidas, ordenadas 
de forma cronologica por ano e indicando los rangos del exponente «e» empleados 
para cada enfoque:
Cuadro 1. Resumen del estado del arte de la problemática objeto de estudio.
Considerando que la presente propuesta se centra en el uso de la metaheurústi- 
ca GWO como estrategia de tratamiento para la problematica de generacion 
de cadenas de adiciúon, resulta interesante comparar con propuestas del estado 
del arte tambien basadas en metaheurústicas. Nedjah y De Macedo-Mourelle en 
2004, experimentaron con ACO [7] para resolver el problema de hallar cade­
nas de longitud úoptima, trabajando con exponentes de hasta una longitud de 
128-bits de longitud, no abordando pruebas con exponentes de longitud mayor 
a dicho rango, hasta un trabajo posterior donde aplicaron ACO a exponentes 
de hasta 1024-bits. Cruz-Cortúes y otros, en 2005, emplearon GA [8] logrando 
hallar cadenas úoptimas para exponentes de todos los rangos menores a 4096 
(e < 4096). En 2008 Rodríguez-Henríquez y Coello Coello, propusieron AIS [13], 
consiguiendo obtener cadenas múnimas para e G [1,4096] pudiendo obtenerse
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resultados para todos los rangos pero mejores para aquellos de longitud acotada 
entre [128,512], dejando propuesto como trabajo futuro lograr mejores resultados 
para exponentes grandes. León-Javier en 2009 implemento PSO [14] pero solo 
reporto experimentos con exponentes pequeños, dejando los otros casos como 
trabajo pendiente. Isidro Domínguez en 2011 en su tesis adapto el algoritmo EP 
[17] logrando minimizar cadenas para exponentes de los rangos 128, 256, 512 y 
1024 bits. El mismo año se propuso una alternativa de hibridación de GA con 
“Simulated Annealing” [22] mejorando con esto la convergencia del AG, pero sin 
embargo los resultados no superan a otras propuestas anteriores como el caso 
de PSO con la cual se comparó su desempeño. Finalmente en 2016 se propuso 
un GA con una serie de mejoras en los operadores de variacióon, una represen- 
tacion novedosa de soluciones y una estrategia de reparacion de soluciones [23]. 
Se optimizo exponentes en el rango [237-3, 2127-3].
2. Algoritmo basado en el comportamiento de lobos 
grises (Grey Wolf Optimizer)
En [21] se propone una metaheurística dominada Grey Wolf Optimizer (GWO) 
inspirada en el comportamiento de las manadas de lobos grises (Canis Lupus) 
y su organizacion social para la caza de presas. Los lobos grises por naturaleza 
prefieren vivir en grupo de entre 5 y 12 miembros en promedio. La manada se 
conforma de dos líderes llamados alfa (un macho y una hembra) y el resto de 
la manada. En esta estructura social, los miembros alfa son los responsables de 
la toma de decisiones sobre la caza, lugar donde dormir, hora de despertar, y 
el resto de los miembros debe seguir sus óordenes. El miembro alfa de una ma­
nada no necesariamente debe ser el mas fuerte, pero sí el mejor en terminos de 
conduccioón del grupo y capacidad para tomar decisiones. El segundo nivel en 
la jerarquía del grupo son los miembros beta (subordinados de los alfa), que 
deben colaborar con la toma de decisiones y el cumplimiento de las óordenes de 
los alfa. Estos miembros son los candidatos a convertirse en alfa cuando alguno 
de estos fallece o envejezca. Existe otra clasificacion que se encuentra mas abajo 
en la jerarquía de las manadas de lobos grises y se denomina omega, estos deben 
someterse a los alfa y betas obedecióendoles, en muchos casos suele verse en este 
tipo a miembros que ofician de niñeros de las crías, dentro de la manada [24]. 
Las principales fases de la caza en manadas de lobo gris son las siguientes:
■ Seguir, perseguir, y acercarse a la presa.
■ Perseguir, rodear, y acosar a la presa hasta que se “paraliza” .
■ Atacar a la presa.
Esta tecnica de caza fue modelada matematicamente en [21] con la finali­
dad de proponer un móetodo de optimizacióon y emplearlo en la resolucióon de 
problemas complejos.
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2.1. Modelo matemático y algoritmo
A continuación se describe el modelo matemático de la jerarquía social de las 
manadas del lobo gris en base a las tres acciones principales relacionadas con la 
actividad de la caza: seguir, rodear (acorralar) y atacar.
Jerarquía social de las manadas:
Para modelar matemáticamente la jerarquía social de los lobos en el diseño 
de GWO, se considera que la solucion mas apta para el problema que se intenta 
resolver es la alfa (a). En consecuencia, la segunda y tercera mejores soluciones 
se denominan beta (fí) y delta (á), respectivamente. El resto de las soluciones 
candidatas, se supone que son omega (w). En el algoritmo GWO la actividad de 
caza se traduce como proceso de optimizacion, y el mismo es guiado por a, fí, y 
á, mientras que los lobos w siguen a los 3 tipos previamente descriptos.
Acorralamiento de la presa:
Los lobos grises rodean la presa durante la caza. Matematicamente este com­
portamiento se modela de la siguiente manera:
D =  | C.Xp(t) -X  (t)| (2a)
X (t + 1 )  =  X p(t)-A  • D (2b)
Donde t indica la iteracion actual, A y C son vectores de coeficientes, X p es el 
vector de posiciáon de la presa, y X  indica la posiciáon vector de un determinado 
lobo gris. Por otro lado, los vectores A y C se calculan como sigue:
A =  2ar\-a 
C  =  2r2
(3a)
(3b)
Segán la formulacion original GWO en [21] los componentes del vector A 
disminuyen linealmente desde 2 hasta 0, sobre el curso de las iteraciones y ri, 
r2 son vectores aleatorios en el rango [0,1].
El modelo matemáatico de GWO describe la operaciáon de acercamiento en 
funcion de que un lobo gris en una determinada posicion (en el espacio n- 
dimensional), podráa actualizar su posiciáon respecto de la presa, trasladando la 
ubicacián del lobo (o agente) mediante el ajuste del valor de los vectores A y C.
Caza (ataque a la presa):
Los lobos grises tienen la capacidad de reconocer la ubicaciáon de la presa y 
rodearla. En la naturaleza la caza suele ser guiada por el miembro alfa, aunque 
los miembros beta y delta que le siguen en jerarquía, pueden participar even­
tualmente de la caza. Con el fin de simular matemáaticamente el comportamiento 
de caza de los lobos grises, suponemos que el miembro alfa (mejor solucián can- 
didata), beta y delta tienen un mejor conocimiento sobre la posible ubicaciáon
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de la presa. Por lo tanto, guardamos las primeras tres mejores soluciones obte­
nidas hasta el momento y obligamos a los otros agentes de búsqueda (incluidos 
los omegas) a actualizar sus posiciones de acuerdo a la posición de los mejores 
agentes de búsqueda. En este sentido se proponen las siguientes fúrmulas:
En funcioún de que cada agente actualiza su posiciúon seguún: alfa, beta y delta 
en un espacio de buúsqueda, se puede decir que el rol de alfa, beta y delta es 
estimar la posiciúon de la presa y los otros lobos actualizan sus posiciones al azar 
alrededor de la misma.
Exploración (búsqueda) versus Explotación (ataque):
Los lobos se acercan a la presa y la atacan cuando la misma deja de moverse. 
El modelo matemúatico de tal comportamiento de acercarse a la presa, se traduce 
como la disminuciún del valor del vector A (coeficiente). Cabe destacar que el 
rango de fluctuacion del vector A, tambien se reduce por el valor de “a” (3a). 
Cuando \A\ < l, GWO, obliga a los lobos a atacar a la presa. Esta característica 
esta relacionada con la explotacion del algoritmo.
GWO es propenso al estancamiento en las soluciones locales con estos ope­
radores. Y si bien es cierto que el mecanismo de “rodeo” que posee genera 
exploraciúon hasta cierto punto, necesita múas operadores para enfatizar dicha 
exploraciúon.
Los lobos tienen posiciones diferentes respectos de la presa pero convergen 
a la misma para atacar. El modelo matematico de esta divergencia se refleja en 
el uso de valores aleatorios para el vector A (mayores que l y menores que - 1) 
para asegurar divergencia y que la buúsqueda abarque de mejor manera el espacio 
de busqueda, característica relacionada con la exploracion, es decir que cuando 
\A\ > 1 se esta obligando a los lobos a divergir respecto de la presa.
En resumen, el proceso de buúsqueda en GWO se inicia con la creaciúon de 
poblaciún de lobos al azar (soluciones candidatas). En el transcurso de iteracio­
nes, los lobos: alfa, beta y delta, estiman la posiciúon probable de la presa. Cada 
solucioún candidata actualiza su distancia respecto de la presa. El paraúmetro “a” 
es disminuido desde 2 hasta 0 con el fin de enfatizar la exploracion y explotacion, 
respectivamente. Las soluciones candidatas divergen respecto de la presa cuan­
do \ A\ > l y convergen hacia la presa cuando \ A\ < l. Por uúltimo, el algoritmo 
GWO termina por la satisfaccion de un criterio de fin. Tal como describe en [21] 
GWO ha sido aplicado a una serie de problemas de optimizaciúon y dentro de 
ellos se aplico a un problema real del ambito de la ingeniería optica [21]. En el 
Algoritmo 1 se presenta el esquema general del metodo.
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2.2. Propuesta
El objetivo del presente trabajo es abordar el problema de optimización de 
generación de cadenas de adicion cuya longitud sea mínima y abordarlo con 
una metaheurística no explorada o es mente explorada para la problemática co­
mo lo es GWO y la cual es de mas reciente surgimiento que las ya utilizadas 
para el problema de referencia. Se empleo una funcion programada sobre len­
guaje MATLAB©, capaz de generar cadenas de adicion asociada a exponentes 
que recibe como parámetros de entrada [17] (ver Algoritmo 2) y la misma fue 
optimizada mediante GWO.
Algorithm 2 Producir cadena de adicián válida.
Asignar a u0 =  1 y u1 = 2
Seleccionar de manera aleatoria 3 o 4 y asignarlo a u2.
Completar la secuencia invocando la función FILL(U, Rand(3,4),e) / /  parametros 
que emplea la funcion para “llenar” la cadena.
Retornar (U, L)
En el Algoritmo 2, e es el exponente para el cual se genera la cadena de 
adicion, U : (u0, ui, u2, . . . ,  e) es la cadena de adicion completa de longitud L, 
Rand(3,4) representa el metodo que toma de manera aleatoria el valor 3 o 4 para 
generar la tercera componente de la cadena y FILL es la funcion llenar, que se 
utiliza para completar la cadena y se describe en el Algoritmo 3.
Al igual que en [17] los individuos de la poblacion serán generados aplicando 
las 3 reglas mencionadas a continuacioán, siempre con la premisa de que las dos 
primeras componentes de la cadena son 1 y 2, en este mismo orden:
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1. Se permite que un elemento de la cadena resulte de sumar al elemento pre­
vio por sí mismo. De este modo, en una cadena U, un componente ui+1 
podra ser igual a: 2uj =  (uj+1 =  u  +  Uj). Por ejemplo, para la cadena 
1, 3, 6, 9,12,15, 21, el tercer elemento se compone de sumar el segundo ele­
mento consigo mismo.
2. Suma de dos números previos, de modo que: ui+1 =  u  +  Uj_i. Tomando 
como ejemplo la misma cadena que en punto 1, el cuarto elemento (9) es 
igual al segundo sumado al tercero.
3. Suma de un numero previo mús un número aleatorio de la cadena, es decir: 
uj+i =  Uj +  urand. Siguiendo el mismo ejemplo anterior: el elemento (15) se 
conforma de la suma del quinto (12) y el segundo elemento (3).
Para adaptar el comportamiento de GWO para resolver la problemútica ob­
jeto de estudio, vamos a establecer que nuestra población de lobos (soluciones) es 
una poblacion de cadenas de adicion validas para un exponente e determinado, es 
decir secuencias numúericas de enteros y que responden a las reglas mencionadas 
anteriormente. Por otro lado, teniendo en cuenta que el proposito de optimizar 
cadenas para un exponente determinado consiste en obtener cadenas de longi­
tud mínima, la funcion de adaptacion (fitness) a utilizar, serú la longitud de las 
cadenas.
De esta manera, la funcion FILL aplica las reglas anteriores con determinados 
valores de probabilidad. Para los experimentos se ha tomado como referencia los 
valores reportados por el enfoque [17] que ha demostrado resultados competitivos 
para varios rangos de exponentes, a fin de poder comparar nuestra propuesta 
bajo condiciones similares en terminos de generacion de soluciones y desempeño 
de la metaheurística propuesta. Dichos valores son:
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■ Tasa de determinación de un elemento de la cadena a partir de la suma del 
número anterior por sí mismo (regla 1) =  0.7
■ Tasa de suma de elementos anteriores (regla 2) =  0.2
En la siguiente seccion, se presentan los resultados vertidos de una serie de 
pruebas estadísticas realizadas sobre la metaheurística GWO aplicada al proble­
ma objeto de estudio. Todos los resultados obtenidos con el enfoque GWO, han 
sido generados aplicando la siguiente configuracion de parametros:
■ SearchAgents_no= 10 (número de agentes de busqueda).
■ Max_iteration= 30 (cantidad de ejecuciones).
3. Resultados obtenidos
En esta secciún se describe de que manera se probo el desempeño de GWO. 
Para todos los experimentos se utilizo la metaheurística GWO sobre MATLAB© 
v.7.8.0 (R2009a) bajo Sistema Operativo Windows 8.1 Enterprise 64 bits, en un 
computador: Intel Core i-3. 2.10 GHz., 4 Gb. RAM.
3.1. Experimento 1
El primer experimento planteado radica en calcular el total de longitudes 
acumuladas de cadenas aditivas para conjuntos de exponentes de pequenña lon­
gitud, a fin de comparar el desempenño de algoritmo GWO con otros resultados 
obtenidos por metodos deterministas de la literatura y por otras metaheurísticas 
del estado del arte.
Cuadro 2. Promedio de resultados obtenidos por GWO sobre los siguientes rangos de 
exponentes con 30 ejecuciones independientes.
El Cuadro 2 resume los mejores resultados obtenidos por enumeraciúon para 
los exponentes de los rangos expresados, tomando el mejor de un lote de 30 
ejecuciones independientes, a fin de poder comparar tales resultados con otras 
propuestas para las que se han ejecutado experimentos empleando el mismo 
rango de exponentes.
El Cuadro 3 muestra una comparacioún de los resultados para GWO respecto 
de los metodos deterministas del estado del arte tomados de [13] cuyos resul­
tados fueron utilizados para comparar con el enfoque AIS [13]. Por otro lado, 
el Cuadro 3 brinda una comparaciúon de los mejores resultados de cadenas de
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Cuadro 3. Cadenas de adición acumuladas para todas las longitudes de exponentes 
e e [1, 512]
Cuadro 4. Comparacion de los mejores resultados acumulados para GWO con otros 
enfoques, para el mismo rango de exponentes.
adición acumuladas para el mismo rango de exponentes [1, 512] obtenidos por 
métodos estocasticos y comparados en [17], salvo PSO que no reporto resultados 
para este rango de exponentes, respecto de la propuesta GWO. En el Cuadro 
3 se puede observar ademas que GWO se aproxima al resultado del metodo 
“Optimal” [13], siendo este quien mejor desempeño logró para dicho rango de 
exponentes segón [13]. Finalmente, en el Cuadro 4 se observa que GWO llega en 
su mejor ejecucion igualar los mejores resultados que arrojaron AIS, GA, PSO, 
EP para el rango [1, 512]. En comparacion con los resultados de los metodos 
deterministas se observa que en su mejor ejecución se aproxima al mejor resul­
tado arrojado por “Optimal” , mientras que en los resultados comparativos con 
los demóas móetodos estocóasticos se acerca al óoptimo de las otras propuestas, no 
superando las mismas por un porcentaje de ~  0, 9%.
3.2. Experimento 2
El experimento plantea la comparacion del desempeño de GWO respecto de 
una propuesta reciente [22] del estado del arte.
El Cuadro 5 muestra una comparacióon de los resultados de GWO respecto 
de GA Annealing [22] para una serie de exponentes diversos y especialmente 
difíciles de optimizar. Se considera dentro de esta categoría a aquellos exponentes 
para los cuales no es posible hallar cadenas de longitud mínima mediante los 
metodos deterministas. Se puede observar que en los 5 casos, GWO ha obtenido 
cadenas de longitud igual o menor al enfoque propuesto en [22]. Si bien los 
metodos aplicados en [13], [14] y [17] tambien han sido probados con esta clase 
de exponentes diversos, no son los mismos que los empleados en [22]. Por esta
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Cuadro 5. Comparación de GA Annealing [22] y GWO para el mismo conjunto de 
exponentes.
razón, se efectúa la comparación en el Cuadro 5 y en el próximo experimento se 
hace respecto a los otros metodos del estado del arte.
3.3. Experimento 3
El experimento plantea la comparacion del desempeño de GWO respecto de 
otros abordajes del estado del arte.
Cuadro 6. Mejores resultados obtenidos por AIS [13], PSO [14], EP [17] y GWO para 
un conjunto de exponentes diversos.
El Cuadro 6 resume los resultados del tercer experimento, correspondiente 
a los mejores resultados obtenidos por GWO para un conjunto de exponentes 
diversos y difíciles de optimizar al igual que los resultados del experimento mos­
trados en el Cuadro 5 pero comparando dichos resultados con los obtenidos por
123
Optimización de cadenas de adición 11
AIS [13], PSO [14] y EP [17] para los mismos casos. GWO ha sido comparado 
tomando algunos exponentes de las metaheurísticas mencionadas en el parrafo 
anterior a excepción de [8] pues tal como se menciona en [17], todas las demas 
([13], [14]) superan sus resultados. Si bien GWO no supera los resultados ob­
tenidos para los exponentes listados mediante el uso de los otros enfoques (ver 
Cuadro 6) tampoco ha arrojado resultados de menor calidad en terminos de lon­
gitud de cadena, salvo para el caso del exponente e =  1083 empleado en este lote 
de casos de prueba. Al margen de coincidir la mayoría de los casos tomados para 
el experimento con los resultados arrojados por otras metaheurísticas, dichos 
resultados corresponden a cadenas de longitud mínima en función del cuadro de 
exponentes “diversos” presentado en [13]:
Cuadro 7. Mejores resultados obtenidos por AIS [13], PSO [14], EP [17] y GWO para 
un conjunto de exponentes diversos.
El Cuadro 7 resume los casos de exponentes mías conocidos y probados de la 
literatura para los que se conoce cadenas de longitud optima, indicando a que 
longitud corresponden dichos valores íoptimos (primera columna del cuadro). En 
funcion de esto, se verifica que por ejemplo el exponente e =  71 que se utilizo 
para el experimento del Cuadro 6, para el cual se obtuvo la cadena 1, 2, 3, 6, 7, 
14, 21, 35, 70, 71 cuya longitud es 9, esta coindice con la longitud que indica el 
Cuadro 7, ademas de existir coincidencia en la longitud tambien obtenida por 
[13], [14] y [17] para el mismo caso.
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4. Conclusión
En este trabajo se propone el uso de la heurística GWO para encontrar ca­
denas de adición de longitud mínima, asociadas a distintos exponentes. GWO 
demostró resultados competitivos para abordar la problematica, que se evidencia 
a partir de la comparacioín de sus resultados, respecto de otras propuestas del 
estado arte. En el Experimento 1 se observa que para el rango de exponentes [1, 
512], los resultados de cadenas de adición mínimas acumuladas superan amplia­
mente a dos de los metodos deterministas reportados en [13] para dicho rango 
y solo es superado escasamente por “Optimal” [13]. Respecto de las propues­
tas de abordaje con metodos estocasticos, en el segundo experimento ha sido 
comparado de forma directa con los mismos casos de exponentes reportados por 
[22], logrando igualar y superar dicha propuesta, en la mayoría de los casos. Por 
ultimo, se ha comparado la propuesta para un grupo de exponentes diversos y 
particularmente difíciles de optimizar, con relacion al desempeño de otras me- 
taheurísticas de la literatura: AIS [13], PSO [14] y EP [17], logrando igualar a 
aquellos los resultados reportados a excepcion del exponente de mayor tamaño.
Como trabajo futuro, se analizaran los parametros requeridos por GWO [21] 
o incluso hibridaciones u otras tecnicas requeridas, para ampliar los resultados 
de la metaheurística a exponentes de mayor longitud.
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