Decision trees are one of the most popular choices for learning and reasoning from feature-based examples. They have undergone a number of alterations to deal with language and measurement uncertainties. In this paper, we present another modification, aimed at combining symbolic decision trees with approximate reasoning offered by fuzzy representation. The intent is to exploit complementary advantages of both: popularity in applications to learning from examples and high knowledge comprehensibility of decision trees, ability to deal with inexact and uncertain information of fuzzy representation. The merger utilizes existing methodologies in both areas to full advantage, but is by no means trivial. In particular, knowledge inferences must be newly defined for the fuzzy tree. We propose a number of alternatives, based on rule-based systems and fuzzy control.
Introduction
Today, in the mass storage era, knowledge acquisition represents a major knowledge engineering bottleneck [23] . Computer programs extracting knowledge from data successfully attempt to alleviate this problem. Among such, systems inducing symbolic decision trees for decision making, or classification, are very popular. The resulting knowledge, in the form of decision trees and inference procedures, has been praised for comprehensibility. This appeals to a wide range of users who are interested in domain understanding, classification capabilities, or the symbolic rules that may be extracted from the tree [32] and subsequently used in a rule-based decision system. This interest, in turn, has generated extensive research efforts resulting in a number of methodological and empirical advancements [6] [11] [20] [30] [31] [32] .
Decision trees were popularized by Quinlan (e.g., [29] ) with the ID3 program. Systems based on this approach work well in symbolic domains. Decision trees assign symbolic decisions to new samples. This makes them inapplicable in cases where a numerical decision is needed, or when the numerical decision improves subsequent processing [3] .
In recent years, neural networks have become equally popular due to relative ease of application and abilities to provide gradual responses. However, they generally lack similar levels of comprehensibility [34] . This might be a problem when users want to understand or justify the decisions.
For such cases, researchers have attempted to combine some elements of symbolic and subsymbolic approaches [22] [30] [34] . A fuzzy approach is one of such extensions. Fuzzy sets provide bases for fuzzy representation [37] . Fuzzy sets and fuzzy logic allow the modelling of languagerelated uncertainties, while providing a symbolic framework for knowledge comprehensibility [38] [39] [40]. In fuzzy rule-based systems, the symbolic rules provide for ease of understanding and/or transfer of high-level knowledge, while the fuzzy sets, along with fuzzy logic and approximate reasoning methods, provide the ability to model fine knowledge details [40] . Accordingly, fuzzy representation is becoming increasingly popular in dealing with problems of uncertainty, noise, and inexact data [20] . It has been successfully applied to problems in many industrial areas ( [15] details a number of such applications). Most research in applying this new representative framework to existing methodologies has concentrated only on emerging areas such as neural networks and genetic algorithms (e.g., [7] [15] [17] [20] [34] [36] ). Our objective is to merge fuzzy representation, with its approximate reasoning capabilities, and symbolic decision trees while preserving advantages of both: uncertainty handling and gradual processing of the former with the comprehensibility, popularity, and ease of application of the latter. This will increase the representative power, and therefore applicability, of decision trees by amending them with an additional knowledge component based on fuzzy representation. These modifications, in addition to demonstrating that the ideas of symbolic AI and fuzzy systems can be merged, are hoped to provide the resulting fuzzy decision trees with better noise immunity and increasing applicability in uncertain/ inexact contexts. At the same time, they should proliferate the much praised comprehensibility by retaining the same symbolic tree structure as the main component of the resulting knowledge.
Decision trees are made of two major components: a procedure to build the symbolic tree, and an inference procedure for decision making. This paper describes the tree-building procedure for fuzzy trees. It also proposes a number of inferences.
In decision trees, the resulting tree can be pruned/restructured -which often leads to improved generalization [24] [32] by incorporating additional bias [33] . We are currently investigating such techniques. Results, along comparative studies with systems such as C4.5 [32] , will also be reported separately. In fuzzy representation, knowledge can be optimized at various levels: fuzzy set definitions, norms used, etc. Similar optimization for fuzzy decision trees is being investigated, and some initial results have been presented [12] [13] . This paper concentrates on presenting the two major components for fuzzy decision trees. This is done is section 5, after briefly introducing domains (section 2), elements of fuzzy representation (section 3), and decision trees (section 4). Even though a few illustrations are used to augment that presentation, additional illustrative experiments are presented section 6.
Domain Types
Domain types usually encountered and processed in traditional machine learning and in fuzzy systems tend to be different. Because our objective is to merge both approaches, we need to explicitly address this issue.
In general, there exist two different kinds of domains for attributes: discrete and continuous (here real-valued, not continuous in time). Many algorithms require that data be described with discrete values. Replacing a continuous domain with a discrete one is not generally sufficient because most learning algorithms are only capable of processing small-cardinality domains. This requires some partitioning, or covering in general. For nominal domains, this requires a form of clustering.
While many algorithms assume this is done apriori (e.g., ID3 [29] and AQ [22] )), some can do that while processing the data (e.g., CART [1] , and to a limited degree Dynamic-ID3 [6] and Assistant [16] , and more recently C4.5 [32] ). In this case, usually only values appearing in data are used to define the boundaries (such as those used in equality tests of Figure 3b ).
The covering should be complete, that is, each domain element should belong to at least one of the covers (subsets). This covering should be consistent (i.e., partitioning, as in traditional symbolic AI systems), or it can be inconsistent when a domain value can be found in more than one subset (as in fuzzy sets). Each of these derived subsets is labeled, and such labels become abstract features for the original domain.
In general, a discrete domain can be unordered, ordered partially, or ordered completely (as will every discretized domain). Any ordering can be advantageous as it can be used to define the notion of similarity. For example, consider the attribute SkinColor, with discrete values: White, Tan, Black. In this case one may say that White is "more similar" to Tan than to Black. Such orderings, along with similarity measures, are being used to advantage in many algorithms (e.g., AQ [22] ).
They will also be used to advantage in fuzzy trees.
Fuzzy Sets, Fuzzy Logic, and Approximate Reasoning
Set and element are two primitive notions of set theory. In classical set theory, an element either belongs to a certain set or it does not. Therefore, a set can be defined by a two-valued characteristic function , where is the universe of discourse. However, in the real world, this is often unrealistic because of imprecise measurements, noise, vagueness, subjectivity, etc. Concepts such as Tall are inherently fuzzy. Any set of tall people would be subjective. Moreover, some people might be obviously tall, while others only slightly (in the view of the subjective observer). To [30] , and decision rules have been extended by flexible matching mechanisms [22] .
Fuzzy sets provide another alternative.
In fuzzy set theory, a fuzzy subset of the universe of discourse U is described by a membership values. The defining fuzzy sets usually overlap (to reflect "fuzziness" of the concepts) and should cover the whole universe of discourse (for completeness). This is illustrated in Figure 1 , where some actual income belongs to both the Low and the Medium subsets, with different degrees.
Fuzzy sets are generally described with convex functions peaking at 1 (normal fuzzy sets). Trapezoidal (or triangular) sets are most widely used, in which case a normal set can be uniquely described by the four (three) corners -values of U. For example, Low in Figure 1 could be represented as <0,0,10,000,25,000>. Trapezoidal sets tend to be the most popular due to computational/ storage efficiency [4] [8] [35] .
Similar to the basic operations of union, intersection, and complement defined in classical set theory (which can all be defined with the characteristic function only), such operations are defined for fuzzy sets. However, due to the infinite number of membership values, infinitely many interpretations can be assigned to those operations. Functions used to interpret intersection are denoted as T-norms, and functions for union are denoted as T-conorms, or S-norms. Originally proposed by
Zadeh min and max operators for intersection and union, respectively, define the most optimistic and the most pessimistic norms for the two cases. Among other norms, product for intersection and bounded sum (by 1) for union are the two most commonly used [4] . Even though norms are binary operations, they are commutative and associative. is a fuzzy variable and is a fuzzy term from its linguistic domain. The interpretation of the proposition is defined by the fuzzy set defining , thus by . As classical propositions, fuzzy propositions can be combined by logical connectives into fuzzy statements, such as " ". If both of the fuzzy variables share the same universe of discourse, the combination can be interpreted by intersecting the two fuzzy sets associated with the two linguistic values. Otherwise, the relationship expressed in the statement can be represented with a fuzzy relation (i.e., a multi-dimensional fuzzy set). In this case, the same T-norms and S-norms can be used for ∧ and ∨, respectively. For example, for the above conjunctive proposition, the relation would be defined by:
. The nice thing about fuzzy relations is that once the relation is defined, fuzzy sets satisfying the relation can be induced from fuzzy sets on other elements of the relation by mean of composition [4] [8] .
A piece of knowledge is often expressed as a rule, which is an implication from the (often conjunctive) antecedent to the (often atomic proposition) consequent. Knowledge can be expressed with a set of such rules. Similarly, a fuzzy rule of the form "if ∧ … then " expresses a piece of knowledge. The implication can be interpreted using the basic connectives and then represented by a fuzzy relation, or it may have its own direct interpretation.
In fact, in approximate reasoning implication is usually interpreted with a T-norm. When the min norm is used, this corresponds to "clipping" the fuzzy set of the consequent. When product is used, this corresponds to "scaling" that fuzzy set, in both cases by the combined thruthness of the antecedent. These concepts are later illustrated in Figure 2 .
A fuzzy rule-based system is a set of such fuzzy rules along with special inference procedures.
As was the case with a single rule, knowledge of the rules can be expressed by a fuzzy relation, with composition used for the inference. This global-inference approach is computationally expensive, and it is usually replaced with local-inference, where rules fire individually, and then the results are combined. In fact, under many common conditions, such as crisp inputs and T-norm implications, the two approaches yield equivalent results. Because we do not deal directly with fuzzy rules, we are not explicitly concerned with this equivalence in our subsequently defined local inferences. Interested readers are referred to [4] and [8] for an extensive discussion.
In the local-inference stage of a fuzzy rule-based system, current data (facts, measurements, or other observations) are used analogously to other rule-based systems. That is, the satisfaction level of each rule must be determined and a conflict resolution used. This is accomplished with the fol- 3. to propagate satisfaction of the antecedent to the consequent (the result is often referred to as the degree of satisfaction of the consequent).
4. for the conflict resolution from multiple consequents.
is determined from the membership for crisp inputs . For fuzzy inputs, the height of the intersection of the two corresponding fuzzy sets can be used [4] . and are defined with T-norms, is defined with an S-norm. These choices are illustrated in Figure 2 , assuming a two-rule system using fuzzy linguistic variables Income (of Figure 1 ) and Employment (with similar fuzzy sets over its universe). As illustrated, the antecedent of the first rule is interpreted with product, and this level of satisfaction is aggregated with the consequent using min (the consequent's fuzzy set is clipped). The second rule is evaluated with min and product, respectively (the consequent's fuzzy set is scaled). Combinations of the two consequents with sum and max aggregations [26] are illustrated in a) and b), respectively. If some form of center of gravity is used for calculation of the crisp response, the results would depend on the choice of the operators used.
Figure 2 Illustration of the inference on fuzzy rules
In many practical applications, such as fuzzy control, the resulting fuzzy set (result of f 3 ) must be converted to a crisp response. This is important since we will expect crisp responses from our fuzzy tree. There is a number of possible methods in local inference. It may be as simple as taking the center of gravity of the fuzzy set associated with the consequent of the most satisfied rule, or it may combine information from multiple rules.
For computational reasons, this defuzzification process must also be efficient. One way to accomplish that is to replace the continuous universe for the decision variable (of the consequent) with a discrete one. Following this idea, the most popular defuzzification methods in local inference are Center-of-Area/Gravity and Center-of-Sum, which differ by the treatment of set overlaps, but the necessary computations are still overwhelming [4] .
When either a crisp value, or one of the existing fuzzy sets (i.e., to avoid representing new arbitrarily shaped functions) is desired for output, great computational savings can be accomplished by operating on crisp representations of the fuzzy sets of the consequent variable, which can all be precomputed. Then, all rules with the same consequent can be processed together to determine the combined degree of satisfaction of the consequent's fuzzy set . This information is subsequently combined, as in the Fuzzy-Mean inference [8] :
where is the crisp representation of the fuzzy set (e.g., the center of gravity or the center of Income=x Employment=y
and is the number of linguistic values of the consequent's fuzzy variable. Alternatively, all rules can be treated independently, in which case the summation takes place over all rules in the fuzzy database (for example, the Height method in [4] ). From the interpretation point of view, this method differs from the previous one by accumulating information from rules with the same consequents. Thus, care must be taken about redundancy of the rule base, and in general theoretical fuzzy sets are violated (See Yager in [15] ). Also, will adequately represent 's fuzzy set only if the set is symmetric [4] .
In methods such as the two above, one may also use additional weights to emphasize some membership functions, as in the Weighted-Fuzzy-Mean method [8] :
where summation takes place over all rules, refers to the linguistic value found in the consequent of the rule, and denotes the degree of fulfillment of the rule's consequent.
When the weights reflect areas under the membership functions (relating to sizes of the fuzzy sets), the method resembles the standard Center-of-Gravity, except that it is computationally simpler.
For extensive discussion of both theoretical and practical defuzzification methods the reader is referred to [4] [8] [26] . Our own inferences (section 5.4) will be derived from the machine learning point of view, but many of them will in fact be equivalent to some of the existing computationally simple local inferences in approximate reasoning, with summation over the rule base.
We must also refer to the interpolative nature of most of the inferences from a fuzzy rule base. 2). The interpretation of this inference is that if, given some context, one arrives at the two conflicting responses, it is safe to take the middle-ground approach. However, for nominal variables such as WhoToMarry, with domain {Alex, Julia, Susan}, this approach fails. Variables of this kind frequently appear in machine learning applications, and we need to accommodate them in fuzzy decision trees. Fortunately, some of the existing defuzzification methods in local inferencing are noninterpolative (for example, Middle-of-Maxima in [4] ). Accordingly, some of our own inferences will also be non-interpolative.
AI methods must not only provide for knowledge representation and inference procedures, but for knowledge acquisition as well -knowledge engineering by working with human experts is a That is why our objective is to use decision trees as the basis for our learning system.
Decision Trees
In supervised learning, a sample is represented by a set of features expressed with some descriptive language. We assume a conjunctive interpretations of the features representing a given sample.
Samples with known classifications, which are used for training, are called examples. The objective is to induce decision procedures with discriminative (most cases), descriptive, or taxonomic bias [21] for classification of other samples. Following the comprehensibility principle, which calls upon the decision procedures to use language and mechanisms suitable for human interpretation and understanding [23] , symbolic systems remain extremely important in many applications and environments. Among such, decision trees are one of the most popular.
Figure 3 Examples of a decision tree generated by ID3 (a) and CART (b).
ID3 (e.g, [29] ) and CART [1] are the two most important discriminative learning algorithms working by recursive partitioning. Their basic ideas are the same: partition the sample space in a data-driven manner, and represent the partition as a tree. Examples of the resulting trees are presented in Figure 3 , built from examples of two classes, illustrated as black and white. An important property of these algorithms is that they attempt to minimize the size of the tree at the same time as they optimize some quality measure [1] [24] [25] . Afterwards, they use the same inference mechanism. Features of a new sample are matched against the conditions of the tree. Hopefully, there will be exactly one leaf node whose conditions (on the path) will be satisfied. For example, a new sample with the following features:
matches the conditions leading to L 1 in Figure 3a . Therefore, this sample would be assigned the same classification as that of the training examples also satisfying the conditions (i.e., those in the can select the best features from a given set, they generally cannot build new features needed for a particular task [32] (even though some attempts have been made, such as [27] ). Another important feature of ID3 trees is that each attribute can provide at most one condition on a given path. This also contributes to comprehensibility of the resulting knowledge.
The CART algorithm does not require prior partitioning. The conditions in the tree are based on thresholds (for continuous domains), which are dynamically computed (a feature also incorporated with C4.5 [32] ). Because of that, the conditions on a path can use a given attribute a number of times (with different thresholds), and the thresholds used on different paths are very likely to differ. This is illustrated in Figure 3b . Moreover, the number of possible thresholds equals the number of training examples. These ideas often increase the quality of the tree (the induced partition of the sample space is not as restricted as it is in ID3), but they reduce its comprehensibility. Also, CART is capable of inducing new features, restricted to linear combinations of the existing features [1] .
Among important recent developments one should mention Fuzzy-CART [9] and UR-ID3, for uncertain reasoning in ID3 [19] . The first is a method which uses the CART algorithm to build a tree. However, the tree is not the end result. Instead, it is only used to propose fuzzy sets (i.e., a covering scheme) of the continuous domains (using the generated thresholds). Afterwards, another algorithm, a layered network, is used to learn fuzzy rules. This improves the initially CART-gen-erated knowledge, and produces more comprehensible fuzzy rules. UR-ID3, on the other hand, starts by building a strict decision tree, and subsequently fuzzifies the conditions of the tree.
Our objective is high comprehensibility as well, accomplished with the help of the ID3 algorithm. We base our methodology on that algorithm, and modify it to be better suited to process various domains. Therefore, we make the same assumption of having a predefined partitioning/ covering. This partitioning can eventually be optimized. This work has been initiated [13] . To deal with cases where no such partitioning is available, we plan to ultimately follow Fuzzy-CART [9] .
That is, we plan to have the CART algorithm provide the initial covering, which will be further optimized.
We now outline the ID3 partitioning algorithm, which will be modified in section 5.3. For more details, see [29] [32] . The root of the decision tree contains all training examples. It represents the whole description space since no restrictions are imposed yet. Each node is recursively split by partitioning its examples. A node becomes a leaf when either its samples come from a unique class or when all attributes are used on the path. When it is decided to further split the node, one of the remaining attributes (i.e., not appearing on the current path) is selected. Domain values of that attribute are used to generate conditions leading to child nodes. The examples present in the node being split are partitioned into child nodes according to their matches to those conditions. One of the most popular attribute selection mechanisms is one that maximizes information gain [25] . This mechanism, outlined below, is computationally simple as it assumes independence of attributes.
Compute the information content at node N, given by
, where C is the set of decisions, and p i is the probability that a training example in the node represents class i. 4. Split the node N using the selected attribute.
Many modifications and upgrades of the basic algorithm have been proposed and studied. The most important are other attribute selection criteria [25] , gain ratio accommodating domain sizes [32] , other stopping criteria including statistical tests of attribute relevance [32] , and tree-generalization postprocessing [24] [32] .
Fuzzy Decision Trees

Fuzzy Sample Representation
Our fuzzy decision tree differs from traditional decision trees in two respects: it uses splitting criteria based on fuzzy restrictions, and its inference procedures are different. Fuzzy sets defining the fuzzy terms used for building the tree are imposed on the algorithm. However, we are currently investigating extensions of the algorithm for generating such fuzzy terms, along with the defining fuzzy sets, either off-line (such as [9] ) or on-line (such as [1] [6]).
For the sake of presentation clarity, we assume crisp data form 2 . For instance, for attributes such as Income, features describing an example might be such as Income=$23,500. Examples are also augmented with "confidence" weights.
As an illustration, consider the same previously illustrated fuzzy variables Income and Employment, and the fuzzy decision Credit. That is, assume that applicants applying for credit indicated only last year's income and current employment (a very simplistic scenario). Assume that each applicant indicated the exact income amount (more informative than just income brackets) and the number of hours worked (which is again more informative than the information whether they worked at all). Each application was either rejected or accepted (a binary decision). Or, alternatively, each application could have been given a score. For example, an applicant whose reported income was $52,000, who was working 30 hours a week, and who was given credit with some hes- 
Other Assumptions and Notation
For illustration, we use only trapezoidal fuzzy sets. Currently, the tree is not pruned. Each internal node has a branch for each linguistic value of the split variable, except when no training examples satisfy the fuzzy restriction. To deal with the latter, we assume that during the inference, an unknown value in a node occurs either when the needed feature is missing from a sample's description, or the node has no branch for it. Before we define the fuzzy-build and fuzzy-inference procedures, let us introduce subsequently used notation.
1. The set of fuzzy variables is denoted by .
For each variable
2. To be consistent with many machine learning problems, we allow nominal attributes as well. Extensions to linguistic data are straightforward. 6. α denotes the area, ς denotes the centroid of a fuzzy set.
Retaining one-to-one correspondence to examples of E, this set implicitly defines training examples falling into N.
This time-space trade-off is used in the implementation [10] .
To deal with missing attribute values, we borrow the existing decision tree methodology.
It has been proposed [31] that the best approach is to evenly split an example into all children if the needed feature value is not available, and then to reduce the attribute's utilization by the percentage of examples with unknown value:
■ denote as the total count of examples in the node N with unknown values for ■ define
Procedure to Build A Fuzzy Decision Tree
In ID3, a training example's membership in a partitioned set (and thus in a node) is binary. However, in our case, the sets are fuzzy and, therefore, ideas of fuzzy sets and fuzzy logic must be employed. Except for that, we follow some of the best strategies available for symbolic decision trees.
To modify the way in which the number of examples falling to a node is calculated, we adapt 4. At each node, we search the set of remaining attributes from to split the node (as in ID3, we allow only one restriction per attribute on any path):
■ calculate , the weighted information content for , adjusted for missing features. This is accomplished by weighting the information content by the percent- . However, if a child node contains no training examples, it cannot contribute to the inference (this is a property of the inferences). Therefore, all such children are removed (nodes are folded). Moreover, when some form of tree generalization is implemented in the future [32] , additional nodes may have to be removed. This is why some internal nodes may end up with missing children.
Table 1
Numeric data for the illustration.
The above tree-building procedure is the same as that of ID3. The only difference is based on the fact that a training example can be found in a node to any degree. Given that the node memberships can be computed incrementally [10] , computational complexities of the two algorithms are the same (up to constants). Let us illustrate the tree building mechanism. Consider the two fuzzy variables Income (denoted Inc for abbreviation) and Employment (Emp), both with fuzzy sets such as those of Figure   1 , the binary decision Credit, and the eight examples as in Table 1 We continue expansion since and no complete class separation between black and white has been accomplished (we disregard other stopping criteria). We must select from the attribute which maximizes the information gain. Following section
5.3, we get
This means that Emp is a better attribute to split the root node. This can be easily confirmed by inspecting the data visualization on the right of Table 1 , where horizontal splits provide better separations. Accordingly, the root R gets expanded with the following three children . This expansion is illustrated in Figure 4 , along with the interme- The middle child must be split. Since , there is no need to select the split attribute. Using Inc, we get the expansion illustrated in Figure 5 .
At this moment, we have exhausted all the available attributes of , so nothing more can be done (in practice, decision tree expansion usually stops before this condition triggers in order to 4 . This can be any value from U C , as illustrated in Section 5.1 and 6.2.
prevent over-specialization [32] ). In the resulting tree only one of the five leaves does not contain examples of a unique class.
Figure 4
Partial fuzzy tree after expanding the root R (set elements with zero membership are omitted, and so are indexes which are obvious from the context).
Figure 5
Complete fuzzy tree after expanding the child.
This tree (its structure, along with data in the leaves) and the fuzzy sets used for its creation combine to represent the acquired knowledge. Even though we need an inference procedure to interpret the knowledge, it is easy to see that unemployed people are denied credit, while fully employed people are given credit. For part-timers, only some of those with high income get credit.
This natural interpretation illustrates knowledge comprehensibility of the tree. In the next section, we describe a number of inferences, that is methods for using this knowledge to assign such classifications to new samples.
Inference for Decision Assignment
Our fuzzy decision tree can be used with the same inference as that of ID3 (section 4). However, by doing so we would lose two pieces of information: the fuzzy sets are an important part of the knowledge the fuzzy tree represents, and the numerical features, which can be used to describe a sample, also carry more information than the abstract linguistic features. Therefore, we must define new inference procedures to utilize this information.
A strict decision tree can be converted to a set of rules [32] . One may think of each leaf as generating one rule -the conditions leading to the leaf generate the conjunctive antecedent, and the classification of the examples of the leaf generates the consequent. In this case, we get a consistent set of rules only when examples of every leaf have a unique classification, which may happen only when a sufficient set of features is used and the training set is consistent. Otherwise, we get a rule with a disjunctive consequent (which rule may be interpreted as a set of inconsistent rules with simple consequents). We get a complete set of rules only if no children are missing. Incompleteness can be treated in a number of ways -in general, an approximate match is sought. Inconsistencies can be treated similarly (see section 4). Because in fuzzy representation a value can have a nonzero membership in more than one fuzzy set, the incompleteness problem diminishes in fuzzy trees, but the inconsistency problem dramatically increases. To deal with this, we will define inferences following some of the approximate reasoning methods used in fuzzy control. We will also provide additional mechanisms to guarantee decisions in those cases where the classification fails otherwise.
To define the decision procedure, we must define for dealing with samples presented for classification. These operators may differ from those used for tree-building -let us denote them . First, we define . It does not operate independently on the fuzzy restrictions associated with outgoing branches. Instead, it requires simultaneous information about the fuzzy restrictions. As previously stated, we also assume that all sample features are crisp values. There are three cases:
1. If the sample has a nonzero membership in at least one of the fuzzy sets associated with the restrictions out of a node, then the membership values are explicitly used:
.
2. If the sample has an unknown value for the attribute used in the node, or when the value is known but memberships in all sets associated with the existing branches are zero (possibly related to ), and the variable in question has a nominal domain, then the sample is evenly split into all children: .
If the sample has the necessary value , but all memberships are zero, and the variable tested in the node has a completely ordered set of terms, then following the idea of similarity [22] fuzzify the crisp value and compute matches between the resulting fuzzy set and the existing sets:
where is defined with the triangular fuzzy set spanning over U i and centering at . This is illustrated in Figure 6 .
Let us observe that since we need to present the methodology for the decision tree and not for the fuzzy rules that can be extracted from the tree, our inferences will be defined for the tree and not for a fuzzy rule base. To decide the classification assigned to a sample, we have to find leaves Let us define to be the set of leaves of the fuzzy tree. Let be a leaf. Each leaf is restricted by ; all the restrictions must be satisfied to reach the leaf. A sample must satisfy each restriction (using ), and all results must be combined with to determine to what degree the combined restrictions are satisfied.
then propagates this satisfaction to determine the level of satisfaction of that leaf. We could use any T-norm, but in the implementation we will use the two most often used: product and min.
A given leaf by itself may contain inconsistent information if it contains examples of different classes. Different satisfied leaves must also have their decisions combined. Because of this twolevel disjunctive representation, the choice of g 3 will be distributed into these two levels.
We first propose a general form for computationally efficient defuzzification, which is based on the Weighted-Fuzzy-Mean method mentioned in Section 3 (also known as simplified Max-Gravity [26] ).
In other words, when is presented for classification, first all satisfied paths are determined, and subsequently these levels of satisfaction are propagated to the corresponding leaves. S and s reflect the information contained in a leaf (i.e., information expressed by ) in such a way that if all examples with nonzero memberships in the leaf have single classifications (all have nonzero memberships in the same fuzzy set for the decision variable, and zero memberships in all other sets), then S/s yields the center of gravity of the fuzzy set associated with that classification. For efficient inferences, S and s can be precomputed for all leaves. However, in other cases different choices for S and s reflect various details taken into account. We present a number of inferences, to be evaluated empirically in future studies, some of which have better intuitive explanations than others -they all result from trying to combine elements of rule-based reasoning with approximate reasoning in fuzzy control.
We now propose four inferences based on the above. The first two inferences disregard all but the information related to the most common classification of individual leaves. The next two inferences take inconsistencies inside of individual leaves into account.
1. A leaf may assume the center of gravity of the fuzzy set associated with its most common classification (measured by the sum of memberships of the training examples in that leaf).
The corresponding fuzzy set (and term) is denoted .
In this case even if the examples of the leaf have nonzero memberships in more than one fuzzy set of the decision variable. When the sample has a nonzero membership in only one of the leaves, or when only one leaf is taken into account, then . In the same case, but when all leaves are considered, the resulting inference is equivalent to
Weighted-Fuzzy-Mean (section 3).
2. When the first case is used and the inference combines multiple leaves, no information reflecting the number of training examples in a leaf is taken into account. Alternatively, our inference may favor information from leaves having more representatives in the training set, hopefully helping with reducing the influence of noisy/atypical training examples (one may argue both for and against this inference).
If the sample satisfies a single leaf only, then .
3. An individual leaf may assume the sum-center of gravity of all of its fuzzy sets weighted by information provided in X (i.e., by its example counts).
Note that when each leaf contains only training examples having non-zero memberships in unique fuzzy sets of the decision variable.
4. The same as case 3, except that max-center of gravity (see [26] and Figure 2 ) is used in an efficient computation. Here, represents the area of a fuzzy set restricted to the sub-universe in which the set dominates the others when scaled by , and represents the center of gravity of the so modified set. This is illustrated in Figure 7 , assuming three fuzzy sets.
Note that is generally different from the other inferences unless all fuzzy sets of the decision variable are disjoint. The next three inferences take a more simplistic approach -they only consider leaves which are most satisfied by (such a dominant leaf is denoted ). They differ by the method of inferring the decision in that single leaf. uses only the center of gravity of the fuzzy set with the highest membership among the training examples of that leaf, uses the sum-gravity, and uses the max-gravity center [4] [26] in that leaf.
Original consequent s and P counts in a leaf Finally, uses sum-gravity to combine information from all leaves, when each leaf disregards all but the its highest-membership fuzzy set.
If the sample to be classified does not satisfy any leaves, for example when missing training examples prevented some branches from being generated, no decision can be reached. This is clearly not acceptable if a decision must be taken. An alternative approach would be to report some statistical information from the tree. However, we may utilize domain type information to do better than that, using some similarity measure (see Section 2) . Therefore, when a sample does not satisfy any leaves, we force all but nominal variables to be treated as if all memberships would always evaluate to zero (i.e., we fuzzify the actual value of the attribute to -see section 5.4). If this approach still does not produce a decision, we relax all restrictions imposed on such variables:
membership is assumed to be 1 for any restriction with a non-zero membership (if such exists), and for all other sets labeling the restrictions out of the same node. In other words, we modify of section 5.4 to always use case 3, except for nominal attributes for which either case 1 or 2 is used, as needed. This will always guarantee a decision.
As an illustration, consider the previously built tree (section 5.3) and the six samples listed in Figure 8 (these are different from the training data). To assign a classification to a sample, we must first determine which leaves can contribute to making the decision. This is done by computing satisfactions of all leaves for each of the samples, using the fuzzy sets and the fuzzy restrictions from the tree. Results of this computation are illustrated in Figure 8 , separately for each of the six samples, using as previously defined and =max. It can be seen that some samples are so typical that only one leaf can deal with them (such as ), while others satisfy multiple leaves ( and ).
When some features are not available (as in and ), more of the leaves get satisfied. is a very special case when nothing is known about the sample. As expected, all leaves get satisfied
e 4 e 5 e 6 equally.
The next step is to apply the selected inference. The choice of inference will determine which of the leaves with non-zero truth value will actually contribute to the decision, and how this will be done. For example, will take centers of gravity of the sets (determined by classification of the training examples in those leaves) from all satisfied leaves, and then it will compute the center of gravity of these. Using this inference, the six samples will generate the following decisions:
(i.e., the No decision), ,
, and . A very interesting observation can be made regarding the last sample, which was completely unknown. The decision is not exactly 0.50 despite that both classes were equally represented in the training set (see Figure 4 ). This is due to the fact that the actual counts of the training examples in the leaves differ from those in the root (as pointed out in sections 5.2 and 5.3). In fact, it can be verified in Figure 5 
Illustrative Experiments
We have conducted a number of preliminary experiments with a pilot implementation FIDMV 
Continuous Output
Reference [35] presents a fuzzy-neural network designed to produce interpolated continuous output from fuzzy rules. The Mexican Sombrero function, illustrated in Figure 9a , was used to test the network's capabilities to reproduce the desired outputs. This was accomplished with thirteen nets, combined to produce a single output. In the illustrative experiment, data from a 13x13 grid was used. Each of the two domains was partitioned with thirteen triangular fuzzy sets. Function values were partitioned with seven fuzzy sets. The rules were generated by hand and assigned to the thirteen networks, whose combined outputs would produce the overall response. In our experiment, we attempted to reproduce the same nonlinear function, but in a much simpler setting. We used exactly the same data points as the training set, and the same fuzzy sets. We trained the fuzzy tree, and then we tested its acquired knowledge using a denser testing grid in order to test inferences of the tree both on samples previously seen in training as well as on new ones. Knowledge represented with is shown in Figure 9b . It can be seen that the overall function has been recovered except for details, which were not captured due to suboptimal choice for the fuzzy sets (as pointed out in [13] ). The same fuzzy tree, in conjunction with the least-information-carrying , produced the surface of Figure 9c . It is also important to point out that the fuzzy-neural system architecture was tailored to this particular problem, and that the rules were generated by hand, while the fuzzy decision tree did not require any particular data nor initial rules.
Figure 9
The original function (a), and responses of the same fuzzy tree with two different inferences.
Noisy and Missing/Inconsistent Data
As another illustration, let us continue the example used to illustrate the tree-building and inference routines (sections 5.3 and 5.4). However, let us complicate it to say that the training example had its decision raised to 0.5 (undecided about credit), and that for some reason the employment status for example could not be determined.
By carefully analyzing the space as illustrated in Table 1 , one could expect that the credit decision for fully employed people should not be affected (give them credit). On the other hand, the decision for the unemployed may be slightly affected toward giving credit (e 5 , for which we do not know the employment status, was given credit). Changes in the decisions for the PT employment status are very difficult to predict.
Using the same parameters as those in section 5.3, the new tree of Figure 10 is generated. From this tree, it can be verified that indeed the decision for full employment was not affected, while the other cases are much less clear -even income cannot unambiguously determine whether to give credit. What is the actual knowledge represented in this tree? As indicated before, it depends on the inference method applied to the tree. Response surfaces for four selected inferences are plotted in Figure 11 . These plots illustrate the fact that full employment guarantees credit, and that otherwise the level of income helps but does not guarantee anything. Moreover, based on the inference used, different knowledge details are represented. For example, using only best-matched leaves and only best decisions from such leaves ( ) produces sudden discontinuities in the response surface. This behavior is very much similar to that of symbolic systems such as ID3.
Figure 10
Graphical illustration of the generated tree.:
While the structure of the tree depends on the fuzzy sets used, Figure 11 also indicates that the actual definitions for those sets affect the resulting response surface. Therefore, further research into optimization and off or on-line data-driven domain partitioning is very important. Another important observation is that some inferences behave as filters removing the effects of noisy/ incomplete data. This observation was more heavily explored in [10] . Figure 11 Illustration of the inferences.
Summary and Future Research
We proposed to amend the application-popular decision trees with additional flexibility offered by fuzzy representation. In doing so, we attempted to preserve the symbolic structure of the tree, maintaining knowledge comprehensibility. On the other hand, the fuzzy component allows us to capture concepts with graduated characteristics, or simply fuzzy. We presented a complete method for building the fuzzy tree, and a number of inference procedures based on conflict resolution in rulebased systems and efficient approximate reasoning methods. We also used the new framework to combine processing capabilities independently available in symbolic and fuzzy systems.
As illustrated, the fuzzy decision tree can produce real-valued outputs with gradual shifts.
Moreover, fuzzy sets and approximate reasoning allow for processing of noisy and inconsistent/ incomplete data. The effect of such inferior data can be controlled by utilizing various inference methods. These inferences, as well as actual behavior in naturally noisy/incomplete domains, has to be empirically evaluated and will be subsequently reported.
In the future, more inference procedures will be proposed, and they all will be empirically evaluated. We are currently designing a preprocessing procedure based on CART, which will be used to propose the initial coverings. These sets will eventually be optimized in the tree-building procedure. We also plan to explore on-line domain partitioning. Finally, a number of empirical studies are currently under way. 
