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1 Introduction
Exploring causal effects is at the core of empirical sciences. When one draws
causal inference from data by comparing groups with different treatments, “other
thinks equal” is the targeted condition, meaning that groups should not system-
atically differ from each others in any ways, except with respect to their treat-
ment status. A randomized controlled trial (RCT) has been the golden standard
for causal inference for millennia, but in many situations it is not possible to run
an experiment [Pearl, 2009c]. In RCTs, researchers have control over the treat-
ment assignment of interest. In such cases, a simple comparison of the outcomes
between a treated and a control group is enough for drawing a causal inference:
this result is an average treatment effect (ATE) [Fisher, 1925, Splawa-Neyman
et al., 1923, 1990, Rubin, 1974]. In the world beyond experiments, researchers
cannot control the assignments, and naive comparisons are typically far from
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“other thinks equal”. However, by knowing the causal structures that are af-
fected or that affect the assignment of the treatment and by controlling them,
it is still possible to draw causal inference.
Econometrics alongside other applied empirical sciences have developed meth-
ods to handle observational (or nonexperimental) data with an aim to answer
causal questions. In some cases, it is possible to apply identification strate-
gies such as instrumental variables and differences-in-differences for drawing a
causal inference [e.g. Angrist et al., 1996, Angrist and Krueger, 1999, Angrist
and Pischke, 2008, Wooldridge, 2015]. Still in many cases these strategies are
not applicable, and one must consider which data would be enough for con-
trolling the assignment mechanism. In theory, it is possible to know which
dataset is sufficient for identifying causal effects if the underlying causal struc-
tures are known. In this thesis, this topic is covered in the Structural Causal
Models (SCM) framework. Another perspective for causal inference along with
SCM framework is the Potential Outcomes (PO) framework, which has taken
its place as the leading theoretical base for causal inference in applied economet-
rics. These two frameworks can be seen as complementary, but in some cases
these frameworks give practical suggestions that are contradictory.
The fast development of causal inference is not limited only to the use of
observational data. Another area where progress has been significant during
the second decade of the 21st century is in heterogeneous treatment effect esti-
mation. Here the aim is not only to find the ATE in the target population but
to estimate a personal treatment effect for an individual with some observed
features. In this area, machine-learning methods have shown their applicabil-
ity. Even if off-the-shelf algorithms cannot be directly applied to the estimation
tasks, the modified versions have performed well not only with experimental
data but also with observational data.
The prior covariate selection for the heterogeneous treatment effect algo-
rithms has not been in focus in earlier literature. Typically the assumed con-
dition for treatment effect estimation is unconfoundedness, meaning that the
assignment of the treatment is independent of the potential outcomes. The
approach that has been suggested in PO literature is to balance the covariate
distributions as far as it is possible, which means in practice that one should in-
clude all the observed relevant pre-treated variables to the model [Rubin, 2007,
Imbens and Rubin, 2015]. However, as it is shown in SCM literature, some
causal structures cause bias in the causal estimates when wrong variables are
conditioned [Pearl, 1995, 2009c].
The aim in this thesis is to explore, how causal structures affect covariate
selection in the heterogeneous treatment effect estimation context. The het-
erogeneous treatment effect context is especially interesting because the same
causal structures can affect not only the assignment and outcomes but also the
treatment effect. The research will be carried out in two stages:
1. By exploring the relevant causal inference literature and by comparing
their views.
2. By executing a simulation study, where a heterogeneous treatment effect
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estimation method is applied with different causal structures. In each
simulation, different sets of conditioned covariates are tested.
The simulation study gives insight on how the estimation performance changes
with respect to the given covariate sets and underlying causal structures. Based
on reviews on existing literature, it seems that no papers that consider this topic
exist. This thesis provides practical recommendations for covariate selection in
heterogeneous treatment effect estimation based on the theoretical perspective
and the simulation study results.
2 Review of Literature
The review of literature in this thesis has the following aims:
1. To familiarize a reader with treatment effects and the fundamentals of
treatment effect estimation in subsections 2.2–2.8. These subsections are
based on the context of the PO framework. This framework is the base for
the heterogeneous treatment effect estimation methods presented in sub-
sections 2.17–2.21. The methodological differences between treatment ef-
fect estimation in RCTs 2.4 and in observational studies 2.5 will be clearly
stated. The necessary assumptions for the causal estimation will be pre-
sented, as well as some estimation methods to use when these assumptions
hold.
2. To introduce the concept of SCMs in subsections 2.9–2.15. By using tools
from SCM literature it is possible to define a sufficient set of adjusted
covariates for causal inference if the underlying causal structure is known.
In subsection 2.15, PO and SCM frameworks will be compared, especially
with a focus on how these approaches come up in covariate adjusting
issue. In the simulation study the SCM approach will be applied in the
data generating process.
3. To give an overview for a reader on heterogeneous treatment effect es-
timation methods in subsection 2.17. The causal forest method will be
covered in more detail in subsection 2.21 because it will be used in the sim-
ulation study. Also the building blocks of the causal forest algorithm will
be explained in subsections 2.19 and 2.20. The subsection 2.22 provides a
glance at simulation studies in heterogeneous treatment effect estimation
literature.
In this thesis treatment can be defined as an action with the aim to affect
the output of interest. For example in medicine, treatment can mean the use of
drugs or exercises to cure a person of an illness or injury. In economics, the term
treatment is borrowed from medical trials and means actions such as taking an
insurance, when the treatment effect would be the effect on the health of a
person [e.g. Finkelstein et al., 2011], or the treatment effect of the training on
earnings [e.g. Heckman and Robb, 1985]. A treatment can be formalized to be
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some categorical or numerical variableW , but this study focuses only on binary
treatmentsW ∈ {0, 1}, whereW = 1 means treated andW = 0 correspondingly
nontreated.
2.1 The Framework of Potential Outcomes
The PO framework [Fisher, 1925, Splawa-Neyman et al., 1923, 1990, Rubin,
1974, 1978] has been one of the two mathematical languages for causality along-
side the simultaneous equations models. Both languages have their roots in the
work of Haavelmo [1943] and have been part of statistics and especially econo-
metrics ever since. It has been shown that these two are mathematically equal
[Holland, 1988, Pratt and Schlaifer, 1988, Pearl, 1995, 2009c]. The PO frame-
work has taken its place as the primary approach in causal inference literature
in economics since the 1990s and has shown its applicability [LaLonde, 1986,
Angrist, 1990, Angrist and Krueger, 1991, Krueger and Ashenfelter, 1992, Card
and Krueger, 1993]. The simultaneous equations modeling approach is not cov-
ered as its own topic in this thesis, but some of its features will be discussed as
a part of SCM in subsections 2.9–2.15.
All the heterogeneous treatment effect methods presented in this thesis are
based on the PO framework. When these methods are applied to observed
data, they aim to “mimic” RCTs similarly as described in subsections 2.6 and
2.7. All these methods are assuming unconfoundedness (subsection 2.5), which
is discussed both in PO and SCM frameworks perspectives.
2.2 Treatment Effect and the Framework of Potential Out-
comes
The following framework to analyze potential outcomes of a treatment has its
origins in the works of Fisher 1925 and Neyman [1923, 1990]. The approach
presented in this subsection is based on the work of Rubin [1974, 1978] and
is named Rubin Causal Model (or Neyman-Rubin Causal Model) by Holland
[1986]. In this framework the causal effect can be represented with the following
example: Assume that there is a unit (or an individual) who can be set on the
binary operation W ∈ 0, 1, for example, to get treated with a drug (W = 1) or
not (W = 0). The potential outcomes are Y (1) when the individual is treated
and Y (0) when the individual is not treated:
Y Obs ≡ Y (W ) =
{
Y (0) if W = 0
Y (1) if W = 1
The causal effect of the treatment τ is the difference of the potential outcomes.
τ ≡ Y (1)− Y (0)
The problem in obtaining the τ is that only one of the outcomes can be observed
at once. This problem has been called the “fundamental problem of causal
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inference” [Holland, 1986]. This means that obtaining τ for any individual is
impossible. However, in certain conditions, the average treatment effect can be
observed.
2.3 Average Treatment Effect
Consider N units, indexed by i = 1, ..., N . Each unit i is exposed to a binary
treatment Wi ∈ {0, 1}. LetW be a vector including all N treatment indicators
for the observations. With no further assumptions, the outcome for a unit i
can depend on all the N individual treatments, meaning 2Npotential outcomes
Yi(W ). This is an issue in many cases: consider a case of vaccinations against
infectious diseases where a proportion of the treated population affects the prob-
ability of infection for every individual in the population. Still, in many cases it
is reasonable to assume that the outcome for a unit i is only dependent on the
treatment Wi it has received. This assumption is called stable unit treatment
value assumption, which means that for every N units the realized outcome can
be expressed as
Y Obsi = Yi(Wi) (2.1)
Expressed in this way, the treatment effect for unit i is τi = Yi(Wi = 1) −
Yi(Wi = 0), where either Yi(Wi = 1) or Yi(Wi = 0) is observed and the other
one is a counterfactual outcome. The observed outcome for unit i can now be
rewritten as the following:
Y Obsi =
{
Yi(0) if W = 0
Yi(1) if W = 1
= Yi(0) + [Yi(1)− Yi(0)]Wi
Thus, by assuming the strong law of large numbers (SLLN), the difference
in means ∆µ of the treated (units i with Wi = 1) and control (units i with
Wi = 0) group is the following:
∆µSLLN= E[Yi |Wi = 1]− E[Yi |Wi = 0]
= E[Yi(1) |Wi = 1]− E[Yi(0) |Wi = 0] (2.2)
This expression is needed to show that the simple difference in means of the
groups is the sum of the ATE E[τi] = E[Yi(1)− Yi(0)] and the selection bias. A
counterfactual term E[Yi(0) | Wi = 1] (or symmetrically E[Yi(1) | Wi = 0]) can
be added and subtracted in equation 2.2 so that the result will not change.
∆µ SLLN= E[Yi |Wi = 1]− E[Yi |Wi = 0]
= E[Yi(1) |Wi = 1]− E[Yi(0) |Wi = 1]
+ E[Yi(0) |Wi = 1]− E[Yi(0) |Wi = 0]
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In this expression the ATE for the treated group is
E[τt] = E[Yi(1)− Yi(0) |Wi = 1]
= E[Yi(1) |Wi = 1]− E[Yi(0) |Wi = 1]
(or the ATE for the control group E[τc] in a similar way) and part
E[Yi(0) |Wi = 1]− E[Yi(0) |Wi = 0]
(or symmetrically E[Yi(1)|Wi = 0]− E[Yi(1)|Wi = 1]) can be interpreted as the
selection bias.
The selection bias means that the properties of the treated and nontreated
populations are systematically differing from each other by their characteristics,
which makes the naive difference in means between the groups a bad estimator
for the ATE. The cause of this bias is confounding: the assignment system is
selective and not independent of the potential outputs {Yi(0), Yi(1)}. This is a
typical problem when the causal treatment is estimated from observational data.
An economic example could be the effect of attendance at a private school W
on future income Y , where the compounding variable X might include variables
such as parental income and cognitive capability, which affect both treatment
assignment and future income. This kind of confounding would make naively
estimated treatment effect τ upwardly biased [Dale and Krueger, 2002].
2.4 Randomized Controlled Trials
The selection bias must be removed to find the causal inference. The tradi-
tional approach to do this is to organize a RCT, often stated as the golden
standard of causal estimation, where the assignment operation is randomized.
This makes every assignment decisionWi independent of the potential outcomes
{Yi(0), Yi(1)}:
Yi(0), Yi(1) ⊥ Wi (2.3)
Because the assumption 2.3 holds in RCTs, the difference in means ∆µ
between the treated and the control groups equals the ATE under the stable
unit treatment value assumption 2.1:
∆µ SLLN= E[Yi(1) |Wi = 1]− E[Yi(0) |Wi = 0]
= E[Yi(1) |Wi = 1]− E[Yi(0) |Wi = 1]
= E[Yi(1)− Yi(0) |Wi = 1]
= E[Yi(1)− Yi(0)]
= E[τ ] (2.4)
The estimator for ATE E[τ ], which is proposed in Splawa-Neyman et al.
[1923, 1990] is the difference in observed average outcomes between treated and
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control groups:
τˆ = 1
Nt
∑
i:Wi=1
Y Obsi (1)−
1
Nc
∑
i:Wi=0
Y Obsi (0) (2.5)
Properties of this estimator can be read from the appendices (A and B).
2.5 Observational Data and Unconfoundedness
In observational studies, selection bias can be completely eliminated only if
the treatment assignment system is fully known and the covariates affecting it
are all obtained, whereas in RCTs the randomization removes exceptionally all
bias, both observed and unobserved [Rubin, 2007]. The first problem is that
the assignment system is typically unknown. On the other hand, organizing a
RCT is impossible in many cases, especially in social sciences. Still, in many
cases when a RCT cannot be made, it is possible to draw a causal inference if
the covariates breaking Wi ⊥ (Yi(0), Yi(1)) can be controlled. In this way, the
assumption 2.3 can be generalized by conditioning the treatment Wi with Xi.
This assumption is called unconfoundedness, also known as strong ignorability
and conditional independence assumption:
Yi(0), Yi(1) ⊥ Wi | Xi (2.6)
This assumption means that in a group with the same values of covariates
X = x, the treatment assignment can be assumed to be random. To be able to
estimate the treatment over the whole covariate space, the overlapping condition
must hold:
0 < P[Wi = 1 | Xi = x] < 1 (2.7)
Similarly as in the RCTs, by assuming 2.6, it is possible to form two con-
ditional mean functions, which are the expected response given treatment and
the expected response given control:
µ1(x) ≡ E[Yi | Xi = x,Wi = 1]
and
µ0(x) ≡ E[Yi | Xi = x,Wi = 0] (2.8)
By using these two conditional means µ1(x) and µ0(x), we can construct the
conditional average treatment effect (CATE) τ(x), which is the main effect of
interest in this thesis:
τ(x) ≡ µ1(x)− µ0(x) (2.9)
This expression can be interpreted as the answer to the following question:
“Given the covariate values X = x for an individual i, what is the expected
treatment effect τ(x)?”. If the output is binary, Yi ∈ {0, 1}, the expectation of
Yi is simply the probability of observing Yi = 1.
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2.6 Methods to Remove Selection Bias from Observational
Data
The unconfoundedness assumption 2.6 states the required condition for draw-
ing a causal inference, but does not describe how the conditioning should be
applied and which set of covariates should be conditioned. The list of robust
approaches with respect to the requirements of the unconfoundedness assump-
tion include methods such as matching, subgrouping, and regression approaches
with identification strategies such as instrumental variable methods, differences-
in-means method and regression discontinuity designs. All of these methods are
in the econometrician’s toolkit (Angrist and Pischke [2008] as a good overview
on how these strategies are applied in economics). In this thesis the focus more
on matching and subgrouping methods that are applied in heterogeneous treat-
ment effect estimation methods.
It is not easy to show that the unconfoundedness assumption would hold:
the unconfoundedness assumption 2.6 is not testable without further assump-
tions of the causal structures. The data itself does not have information that
would reveal that does unconfoundedness assumption hold or not not. How-
ever, it is possible to “assess” unconfoundedness if there are multiple control
groups [Rosenbaum et al., 1987] or lagged outcomes [Heckman and Hotz, 1989],
but these methods are not covered in this thesis. Also, based merely on the
obtained data, it is impossible to know which variables should be selected to
be conditioned [Pearl, 2009c]. In section 2.9 these questions will be covered in
an asymptotic context by using prior knowledge about the causal structures.
Before this, some PO strategies with an aim of filling the unconfoundedness
assumption are presented.
According to Imbens and Rubin [2015], a good practice in covariate selection
is to balance covariate distributions: this state is called designing. In this state,
the researcher analyzes the available data, excluding the outcomes, in order to
assemble samples with improved balance in covariate distributions. This is done
by conditioning the outcomes with respect to (possibly a large number of) pre-
treatment covariates (meaning that they precede the treatment, or that they
are not themselves affected by the treatment): “Given this set of proper pre-
treatment variables, one generally wants to control for as many as possible, or
all of them.” [Imbens and Rubin, 2015]. However, the practice of controlling the
maximum number of pre-treatment covariates has been conceptually criticized
[Pearl, 2009a, Sjölander, 2009]. The critique is covered in subsection 2.16.
There is a practical issue in using high dimensional covariate space for condi-
tioning: drawing causal inferences becomes more challenging when the number
of the conditioned covariate space dimensions increases but the number of ob-
servations is finite. Consider the case where there are two binary covariates
(X2) and compare it to the case where there are twelve binary covariates (X12):
In the case of X2 there are four covariate value combinations, but in the latter
case the number of covariate value combinations increases to 4096, decreasing
the observations per subclass with covariate values X = x, possibly leaving
some subclasses empty or without comparable (and especially big enough) ob-
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servation groups for causal inference. In this situation it is credible to find
lower-dimensional functions of the covariates that are sufficient for removing
the selection bias. Balancing score functions solve this problem. The propensity
score is the most well known of the balancing score functions. These are covered
in the following subsection 2.7.
2.7 Balancing Scores and the Propensity Score
By assuming unconfoundedness 2.6 the selection bias can be removed from com-
parisons between treated and control units by adjusting for differences in ob-
served covariates Xi. Balancing score is a function of Xi, b(Xi), so that the
probability (in a infinite “super-population”, see Imbens and Rubin [2015, p. 20,
39 and 266]) of receiving the active treatment is independent of the covariates
conditioned on the balancing score:
Wi ⊥ Xi | b(Xi) (2.10)
By giving the balancing score and by assuming that the 2.1, 2.6 and 2.7 hold,
then the assignment is unconfounded given any balancing score (shown in Ap-
pendix C):
Wi ⊥ Yi(0), Yi(1) | b(Xi) (2.11)
Balancing score functions are not unique, and as an example, the simplest bal-
ancing function is the covariate vector Xi itself. The balancing scores of interest
are those with low dimensions: the propensity score being the best known one.
The propensity score is the conditional probability of receiving the treatment
given Xi = x:
e(x) ≡ P(Wi = 1 | Xi = x)
Because the propensity score is a balancing score function (shown in Appendix
D), the assignment Wi is unconfounded given the propensity score e(Xi):
Wi ⊥ Yi(0), Yi(1) | e(Xi) (2.12)
The intuition in the balancing scores is similar with the RCTs: if 2.10 holds,
differences in covariate values between treated and control units do not lead to
bias because they get canceled out when averaging over all units with the same
value for the balancing score b(x). Even though the covariate values may differ
between the individuals assigned to the treated and control group with the same
value for the balancing score b(x), they have the same distribution of covariate
values. Of course, this holds also for the propensity score: similar individuals
(or groups of individuals) in the treated and control groups are being compared,
when the similarity means that they are getting treated with approximately the
same probability e(x). [Imbens and Rubin, 2015]
There are multiple ways to apply the propensity score for achieving the
conditional independence between treatment assignment and potential outputs
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2.12. The four most applied methods are covariate adjustment using the propen-
sity score, stratification or subclassification on the propensity score, matching
on the propensity score and Inverse Probability of Treatment Weighting (IPTW)
[Rosenbaum and Rubin, 1983a, Rosenbaum, 1987]. There are fundamental dif-
ferences between these methods, although all four general approaches aim to
estimate the same treatment effects: the focus of the methods vary with respect
to the unknown components of the joint distribution of the potential outcomes,
assignment process, and covariates [Imbens and Rubin, 2015].
Covariate adjustment using propensity score, also called model-based impu-
tation, relies on building a model for missing potential outcomes. In practice,
this is normally done by regressing the outcomes with respect to the treatment-
status indicator as the independent variable, and the propensity score as the
control variable. When the outcome Y is continuous, a linear model would be
applied, and when the Y is dichotomous, a logistic regression would be selected.
The coefficient of the treatment indicator is an estimate of the treatment ef-
fect: for a linear model, the treatment effect is an adjusted difference in means,
whereas for a logistic model it is an adjusted odds ratio [Austin, 2011].
In stratification on the propensity score the observations are ordered based
on their propensity scores and then divided in J subclasses. In each J sub-
class, the observations have approximately the same propensity scores and thus
similar covariate distributions, if the propensity score is modeled correctly (one
approach for estimating the propensity score is presented in Appendix E). In
this case, group-specific differences in means gives a relatively good estimate of
the treatment effect in each group. The weighted average over the J groups
gives an estimate τˆStrat for the ATE in the population.
The class of matching methods is a widely studied and applied subject
in statistics [Rubin, 2006, Imbens and Rubin, 2015, Rosenbaum et al., 2010],
econometrics [Imbens, 2004, Wooldridge and Imbens, 2008] and health sciences
[Austin, 2008]. Originally this method has been presented in Rosenbaum and
Rubin [1983a]. The matching method involves pairing and comparing treated
and control observations that have “similar” covariate distributions. Matching
on the propensity score is only one way of performing matching with respect to
covariates X, but as in stratification , the propensity score is a relatively good
measure of the “similarity”. The matching process can be executed in many
ways, but these methods are not covered in this thesis [see e.g. Rosenbaum,
1989, Dehejia and Wahba, 2002, Austin, 2008, Austin and Stuart, 2015, Imbens
and Rubin, 2015].
The last propensity score method that is presented in here is the IPTW. In
the IPTW, the propensity score estimate is applied to create an artificial popu-
lation from the observations. As in the other three propensity score estimation
methods, the aim is to balance covariates X [Joffe et al., 2004].The IPTW is
based on the following equality:
E[τ ] = E
[
Y Obsi ·Wi
e(Xi)
− Y
Obs
i · (1−Wi)
1− e(Xi)
]
The IPTW method has become a popular method among the observational
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studies. When using the IPTW, one has to consider that the estimates become
sensitive to minor changes in the specification of the model for the propensity
score when there exists a substantial difference in the covariate distributions by
treatment status. [Austin and Stuart, 2015]
2.8 Limitations of the Potential Outcome Approach
As mentioned in section 2.6, the data itself does not give information that is it
confounded and from where the possible confounding between the treatment and
output comes [Imbens and Rubin, 2015]. In his book Pearl [2009c] argues that
by limiting ones terminology to statistical language without causal assumptions,
it is not possible to formally define confoundedness. In the same book, Pearl
shows that attempts to define confoundedness in statistical terms without causal
assumptions have all failed: definitions for unconfoundedness proposed earlier
in literature fail at either sufficiency criterion (criterion never errs when it
classifies a case as nonconfounding) or necessity criterion (criterion never errs
when it classifies a case as confounding), or both1. Without a formal definition of
what confounding means, it is impossible to state whether the unconfoundedness
assumption is valid for the sample.
As Pearl expresses in his book [2009c], concepts such as randomization, in-
strumental variable, exogeneity and intervention are similar to confoundedness
in the way that they only exist in a causal context and thus are not statisti-
cal concepts. All these concepts require some causal assumptions that are not
testable from observational data. As an example, if one has a joint probability
distribution f(x, y), one cannot test in any way whether y is originally random-
ized or not. Similarly, conditional probability P(disease | symptoms) may reveal
that a disease and some symptoms are dependent, but based on this expression
it is not possible to state that “symptoms do not cause the disease”. To get a
deeper understanding of unconfoundedness, the SCM approach is presented in
the following subsections 2.9–2.15. The SCM framework gives a way to represent
causal relations between variables with structural equations and corresponding
acyclic graphs. With this approach, it is possible to define explicitly the state
in which unconfoundedness condition holds with a given causal graph.
2.9 Structural Causal Model
SCMs have their roots in structural equation models, path analysis [Wright,
1928] and Bayesian networks [Pearl, 1985] and are mostly associated with work
by Judea Pearl and his collaborators. The SCM framework is complementary
to the PO framework and these two are mathematically equivalent (in recursive
systems where the solution for the gth endogenous variable involves only the first
g equations) [Pearl, 2009c]. Although they are mathematically equivalent, they
have their own strengths that make them appropriate to different questions.
1In econometrics the corresponding notation is exogeneity, examples of association criteria
in economics: Engle et al. 1983, Leamer 1985, Aldrich et al. 1993
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SCM framework is a formal way to represent causal structures behind rele-
vant features in a data set. These causal assumptions are based on prior knowl-
edge of the subject of interest. An SCM is a nonparametric model that consists
of exogenous variables U, endogenous variables V, and a set of functions F that
assign a joint distribution for every variable in V based on the other variables in
V and U. In an SCM, X is defined to be a direct cause of Y if it appears in the
function of Y , fY . Correspondingly, X is a cause of Y if it is a direct cause of
Y , or of any cause of Y . For every SCM, there exists a graphical causal model
G, that contains a node for every M variable in V and U. [Pearl, 1995]
2.10 Basic Terminology for Graphical Causal Models
If X is a direct cause of Y , graph G has a directed edge (an arrow) between the
nodes representing X and Y in the following way:
X // Y (2.13)
In 2.13 X and Y are adjacent, which means that they are connected with an
edge: X is a parent of Y and correspondingly Y is a child of X.
When two nodes are connected with an unbroken, nonintersecting sequence
of directed edges, so that the route is possible to be traced along or against
the arrows, they are connected with a path. If two nodes are connected with
a directed path, meaning that a route between these nodes can be traced along
the arrows, the nodes (X and Y in 2.14) before some other node (Z in 2.14) are
the ancestors of that node, and correspondingly all the nodes (Y and Z in 2.14)
that come after some other node (X in 2.14) on the path are the descendants
of that node:
X // Y // Z (2.14)
In this directed path, X is a cause of Y and Z. In general, a directed path
with three nodes with one directed edge into, and one directed edge out of,
the middle node, as in 2.14, is called a chain. The other two possible ways to
construct causal paths between three nodes are the fork:
X Yoo // Z (2.15)
and the collider :
X // Y Zoo (2.16)
In the cases of the chain (2.14) and the fork (2.15) nodes X and Z are dependent
if Y is not conditioned, whereas they are conditionally independent when node
Y is conditioned (X ⊥ Z | Y ). In the case of the collider (2.16) the logic
goes the other way around: By not conditioning Y , X and Y are independent,
but by conditioning Y , X and Y are become conditionally dependent (X 6⊥
Z | Y ). As mentioned earlier, in the chain structure X is a cause of both Y
and Z, so it is intuitive that the three variables are likely2 dependent. The
2“Likely” in the implications means the intransitive case which is the only exception for
the implication. This case is rare and can be ignored in practice [Pearl, 2009c].
14
intuition behind the logic why conditioning the middle node (Y in 2.14) in a
chain causes the conditional independence of the other two nodes (X and Z
in 2.14) is that the probability distributions of X and Z are compared in each
situation Y = y separately, making their distributions independent. Similarly
in the case of forks, the end nodes X and Z have a common cause Y making
their probability distributions likely dependent, even if they were conditionally
independent. When the common cause Y is conditioned, X’s and Z’s probability
distributions are compared in each situation Y = y separately, as in the case of
the chain.
The collider’s unconditional independence of the path’s end nodes is intu-
itive: a change in X (Z) does not have an effect on Z (X), but has an effect on
Y . In contrast, it may not be as clear why conditioning a collider Y makes two
independent variables (here X and Z) conditionally dependent. The simplest
example is the following: consider that the middle node Y is a linear combina-
tion of X and Z, fY (X,Z,UY ) = βXX + βZZ. By conditioning the Y to y,
one “forces” the other variable to compensate a change in the other variable.
For example, if βX = βZ = 1 and Y = 7, it is clear that Z = 4 if X = 3.
Just as conditioning a collider, also conditioning a descendant of a collider (E
in 2.17) makes previously independent variables (X and Z in 2.17) to be (likely)
conditionally dependent (Z 6⊥ Y | E in 2.17):
X

Z
>>
E Y
`` (2.17)
2.11 Directed Acyclic Graphs
Directed Acyclic Graphs (DAG) are the primary interest when using the SCM
framework for drawing causal inference. The term acyclic means that the graph
G does not have any paths from any node to itself, as there is in 2.18 as an
example (X → Z → Y → X or similarly for Z and Y ):
X
~~
Z // Y
`` (2.18)
It is rather clear for economists that acyclicity excludes some systems from the
scope of the DAG analysis, such as equilibrium mechanisms, which are in the
core of market mechanisms. In contrast, the PO framework provides a natural
language for simultaneous mechanisms such as competitive market equilibrium
[Imbens, 2019].
DAG is an economic way to represent conditional independence assumptions
and qualitative causal influences. Since all the independent unobserved variables
can be lumped together into a set U characterized with a joint distribution P(u),
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the full specification of an SCM consisting of variables Xn = {x1, . . . , xn}, will
have two components: a set of functional relationships
xi = fi(pai, ui), i ∈ 1, . . . , n , where pai (2.19)
represents the parents of variable xi, and a joint distribution P(u) on the back-
ground factors. A useful feature with the DAGs is the product decomposition
rule for the joint distribution of variables included in SCM :
P(x1, . . . , xn) =
∏
i
P(xi | pai), i ∈ 1, . . . , n (2.20)
The joint distribution 2.20 characterizes the graph G and allows one to derive a
post intervention distribution of an SCM, which will be presented in 2.13. In the
following subsection 2.12, the reader will become familiar with the d-separation
criterion, which is a graphical approach to determine conditional relations of
variables for any given DAG.
2.12 The d-Separation Criterion
For testing independence between nodes X and Y in the given graph G, one
can use the d-separation criterion. This happens by considering all the paths
between X and Y and by clarifying, whether these paths are d-separated, in
other words, whether the flows of dependencies are “blocked” with a conditioned
set of notes Z. The following definition for d-separation criterion uses the basic
path structures presented in 2.10 In Pearl [2009c], the definition of the criterion
is given as the following (a direct citation):
Definition. (d-Separation) A path p is said to be d-separated (or blocked) by
a set of nodes Z if and only if
1. p contains a chain i→ m→ j or a fork i← m→ j such that the middle
node m is in Z, or
2. p contains a collider i→ m← j such that the middle node m is not in Z
and such that no descendants of m is in Z.
A set Z is said to d-separate X from Y if and only if Z blocks every path from
a node in X to a node in Y .
Consider a canonical example between sales of ice cream X and drownings
Y . These two variables are d-connected by a “back-door path” through the
variable Z, temperature:
UZ

UX

Z
}} !!
UY

X Y
(2.21)
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By conditioning the node Z, nodes X and Z are d-separated and thus condi-
tionally independent.
The d-separation condition allows one to test independence implications in a
model G. This is called local testing. Local testing is a nonparametric approach,
in which one tests, does the data support the independence assumptions that
are stated on the given DAG. As an example, if one assumes that the DAG 2.21
represents the real world, the X ⊥ Y | Z should hold. If this is not the case,
one can assume that the DAG 2.21 is not correct.
2.13 Interventions in DAGs
Consider a DAG consisting of a single observed confounder X that affects the
treatment assignment W and the output Y . The DAG has also exogenous
variables UW , UX and UY :
UX

UW

X
|| !!
UY

W
τ
// Y
(2.22)
The corresponding SCM would be the following :
V = {X,W, Y },U = {UX , UW , UY }
F =

fX(UX)
fW (X,UW )
fY (X,W,UY )
There exists a “backdoor path” from W to Y , W ← X → Y making the
treatment effect confounded (selection bias). All the confounding would be
eliminated by organizing a RCT, as it is presented in 2.4. With a DAG 2.23
where the randomizing operation for assignment is represented with URand, it
can be directly seen that no “back-door path” exists from W to Y , thus the
assumption 2.3 holds:
UX

URand

X
!!
UY

W
τ
// Y
(2.23)
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F′ =

fX(UX)
fW (URand)
fY (X,W,UY )
When an RCT cannot be organized, different identification strategies must be
applied. As stated in the unconfoundedness assumption (2.6), with correct
adjustments, it is still possible to draw a causal inference. In the context of
SCMs, this is done by simulating an intervention, with do-calculus.
The intervention (or treatment) in DAG literature is represented with the
notation do(Xi = xi), or do(xi) in short, meaning that variable Xi is “forced”
to take a value xi. By using this notation, the ATE is expressed as E(Y |
do(W = 1)) − E(Y | do(W = 0)), where Y is the output variable and W is
the treatment variable. It is valuable to consider the differences between the
conditional probability P(Y = y | Xi = xi) and the post intervention probability
P(Y = y | do(Xi = xi)). In the former of these two expressions, one is observing
the probability of Y to get the value y in the population where the variable Xi
has a value xi, whereas in the latter, one is obtaining the probability for Y = y
when the variable Xi is fixed to xi for everyone in the population.
The idea in do-calculus is to modify the existing model P(x1, . . . , xn) into a
modified version Pm(x1, . . . , xn) by performing a surgery on the graph, so that
the causal effect of X on Y can be derived from the modified model by using
standard probabilistic operations. The three do-calculus rules are presented in
Appendix F (proofs and explanations are provided in Pearl [1995]). In other
words, when it is possible to draw a causal inference (this can be clarified by
using do-calculus rules), one can find a modified model of the original DAG
in which the distribution Pm(Y | X) is the same as P(Y | do(X)) by using a
combination of the assumptions embodied in the given DAG and probabilistic
tools such as conditioning. In the concept of the SCMs, the causal effect is
defined in the following way [Pearl, 2009c] (a direct citation):
Definition. (Causal Effect) Given two disjoint sets of variables, X and Y ,
the causal effect of X on Y , denoted as P(y | do(x)), is a function from X
to the space of probability distributions on Y . For each realization x of X,
P(y | do(x)) gives the probability of Y = y induced by deleting from the model
of 2.19 all equations corresponding to variables in X and substituting X = x in
the remaining equations.
Graphically, this definition of a causal effect corresponds to a subgraph of the
original graph G where all the directed edges pointing to X have been removed.
This leads to a transformation of 2.20 which is called a truncated factorization
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formula:
P(x1, . . . , xn | do(x′i)) =
{∏
j 6=i P(xj | paj) if xi = x′i
0 if xi 6= x′i
=
{P(x1,...,xn)
P(x′
i
|pai) if xi = x
′
i
0 if xi 6= x′i
(2.24)
=
{
P(x1, . . . , xn | x′i, pai) · P(pai) if xi = x′i
0 if xi 6= x′i
(2.25)
In 2.24 the joint distribution of the model is divided by a propensity score
P(Xi = x′i | PAi = pai). From 2.25 one can derive an adjustment formula for
direct causes:
P(y | do(x′i)) =
∑
pai
P(y | x′i, pai) · P(pai) , where Y (2.26)
is any set of variables disjoint of {Xi ∪ PAi}.
For using 2.26 to draw causal inference, all the parents of X should be
observed. Usually this is not the case. By applying the three do-calculus rules, it
is possible to derive the two most important causal effect identification strategies
for DAGs: the back-door criterion and the front-door criterion. In this thesis,
only the former criterion is covered because it can be applied to define if a set
of conditioned variables Z ⊆ V is sufficient for identifying P(y | do(x)) [Pearl,
1995].
2.14 The Back-Door Criterion
As stated earlier in subsection 2.8, the PO framework does not provide any
definition when the obtained covariate set Z is sufficient to fill the unconfound-
edness assumption 2.6. In the SCM framework, it is possible to test whether
conditioning a covariate set Z is sufficient for identifying P(y | do(x)) for a given
DAG G with the back-door criterion. In Pearl [1995], the back-door criterion
for a given DAG G is defined in the following way (direct citation):
Definition. (Back-Door) A set of variables Z satisfies the back-door criterion
relative to an ordered pair of variables (Xi, Xj) in a DAG G if:
(i) no node in Z is a descendant of Xi; and
(ii) Z blocks every path between Xi and Xj that contains a directed edge into
Xi.
Similarly, if X and Y are two disjoint subsets of nodes in G, then Z is said
to satisfy the back-door criterion relative to (X,Y ) if it satisfies the criterion
relative to any pair (Xi, Xj) such that Xi ∈ X and Xj ∈ Y .
With a set Z filling the back-door criterion, the causal (or treatment) effect
of X on Y is given in the following way:
P(y | do(x)) =
∑
z
P(y | x, z) · P(z) (2.27)
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The proof for the back-door adjustment formula is provided in Pearl [1993].
As an example, in DAG 2.22 the sufficient set Z for estimating the ATE
from W to Y is {X} since X is not a descendant of W and it blocks the only
path with a directed edge into W between W and Y , {Y ← X → W}. In a
more complex graph 2.28, some sufficient sets in Z for estimating P(xj | do(xi))
are {X3, X4} and {X4, X5} (the DAG is provided in Pearl [2009c]. Exogenous
variables U are not drawn into the DAG to keep it more accessible). In contrast,
adjusting for {X4} or {X6} would lead to a biased estimate:
X1
 !!
X2
}} 
X3

X4
~~   
X5

Xi // X6 // Xj
(2.28)
If the variable covariate X4 were not observed there would not be any sufficient
set Z to fill the back-door criterion because the back-door path {Xj ← X4 →
Xi} cannot be blocked3:
X1
 !!
X2
}} 
X3

X4
~~   
X5

Xi // X6 // Xj
(2.29)
The back-door adjustment formula (2.27) typically leads to similar results as
adjusting by matching (with or without propensity score), weighting (IPTW),
adjusting with propensity score or by regression, and by stratifying (with or
without propensity scores) [Imbens, 2019]. The difference in these is that the
covariate selection can be done systematically, if the assumed DAG represents
approximately the real world.
2.15 Limitations of the SCM Approach
In his essay, Imbens [2019] gives a critical overview of the SCM approach with
an economic perspective. In his essay the main critique concerns the hardship
to find real independencies, especially in social sciences. As stated in Gelman
and Imbens [2013]: “More generally, anything that plausibly could have an ef-
fect will not have an effect that is exactly zero.”. In many cases DAGs give
3In contrast, P(xj | do(xi)) in DAG 2.29 can be solved by using the front-door criterion,
which is presented in Pearl [1995]
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testable independence implications, however in general this is not the case. The
main advantage of using formal graphical methods to identify causal effects is
achieved when models become more complex. However, in modern economics,
researchers typically avoid using too complex causal models with a big number
of variables, and lean more towards credible identification strategies, such as
natural randomized experiments [Angrist and Pischke, 2010]. An article “Let’s
Take the Con out of Econometrics” by Leamer [1983] has significantly influenced
this tendency.
Imbens [2019] lists other possible reasons why the SCM framework has not
assumed a bigger role in econometrics. One is shape restrictions, such as mono-
tonicity, convexity or concavity, which can be integrated more easily with the
PO framework than with the SCM approach [Angrist et al., 1996, Matzkin, 1991,
Chetverikov et al., 2018]. The second mentioned reason is that the PO frame-
work is connected very naturally to many traditional economic topics such as
demand and supply, where potential outcomes are theoretical primitives. The
third reason is that the PO framework has been successful in heterogeneous
treatment effect estimation, where in contrast the SCM framework has yet not
shown its suitability. In addition, when comparing SCMs to SEMs, only the
latter can be used in simultaneous cases, as stated in subsection 2.11 [Heckman,
2008].
Finally, perhaps the most convincing reason is that the PO and the SEM
frameworks have been sufficient analytical tools for decades in social sciences,
whereas at the same time there is a lack of empirical papers using SCMs, at
least in economics. As Imbens [2019] states, “History suggests that those are
what is driving the adoption of new methodologies in economics and other social
sciences, not the mathematical elegance or rhetoric.”. Time will show whether
the economic community will find the SCM framework to be useful on its own
or when it is partially integrated with other methods [e.g. Moneta, 2008]: all the
empirical methods that are nowadays part of an econometrician’s toolkit have
had to have a critical mass of empirical evidence of their applicability, and this
might take time. In this thesis, the SCM approach will be used as the basis in
the data-creating process in the simulation study, which allows one to formally
define the sufficient conditioned set of variables for unconfoundedness.
2.16 When to Adjust?
In the simulation study 2.23 the back-door criterion 2.14 is used to define
whether the set of adjusted variables Z is sufficient to make causal inference un-
confounded. This can be done directly because the underlying SCM is known.
But as stated in subsection 2.15, finding the underlying (approximate) SCM is
far from easy in the real world. In the PO literature, the suggestion has been
to balance covariate distributions as far as one can by conditioning “as many as
possible” proper pretreated variables [Imbens and Rubin, 2015] (more in subsec-
tion 2.6). This approach has been criticized in SCM literature: a key example
has been a so-called M-bias [Sjölander, 2009, Pearl, 2009a]. The DAG for the
M-structure is the following (exogenous variables U are left out from the DAG
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for simplicity):
C1

  
C2
~~

Z
X
τ
// Y
(2.30)
Here one would like to estimate the effect from X to Y . In addition to these
two variables, variable Z is also observed whereas variables U1 and U2 are left
unobserved. Variable Z is a collider and d-separates the back-door path from
X to Y and thus should not be conditioned, even if it is a proper pre-treated
variable.
There has been discussion in literature as to how usual the M-structure is in
practice [e.g. Glymour, 2006, Kelcey and Carlisle, 2011, Liu et al., 2012, Ding
and Miratrix, 2015]. This question was at the very center in a well known
controversy that took place in 2007–2009, starting with an article written by
Rubin [2007], which suggested balancing covariate distributions of treated and
controlled groups as far as possible. This was questioned by Shrier [2008],
Sjölander [2009] and Pearl [2009a] with the M-structure case (to be precise, in
these papers the questioned part was the use of a propensity score including
a collider in the M-structure: in this case the propensity score would be a
descendant of the collider).
In his response, Rubin [2009] argued “I cannot think of a credible real-life
situation where I would intentionally allow substantially different observed dis-
tributions of a true covariate in the treatment and control groups”, referring to
the M-structure. As a response, Pearl [2009b] claimed that cases containing a
local M-structure are abound: “Every time we condition on a variable that is
not causally related to both treatment and outcome but merely associated with
the two, we may introduce an M-bias.”. As an example of this kind of variable,
Pearl introduced seat-belt usage (Z in 2.30), which was a variable included in a
study case presented originally in Rubin [2007] where the aim was to estimate
the effect of smoking (X in 2.30) in relation to lung cancer (Y in 2.30). The po-
tential latent unobserved variables could be attitudes affecting to smoking habits
(C1) and attitudes affecting to susceptibility to lung diseases (C2):
“Obviously, seat-belt usage has no causal effect on smoking or lung diseases;
it is merely an indicator of a person’s attitudes toward societal norms as well as
safety and health related measures. Some of these attitudes may affect smoking
habits, and some may affect susceptibility to lung diseases. If we have good
reasons to believe that these two types of attitudes are marginally independent,
we have a pure M-structure on our hand.”.
This controversy has been noted in other articles. To point out how intu-
itively implausible the M-structure would be in this particular example, Imbens
[2019] mentioned that if the DAG 2.30 represented the underlying system, it
would mean that one could estimate the causal effect of smoking in relation to
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lung cancer, but at the same time it would be impossible to estimate the same
effect for the group of seat belt users and non-users separately. In the article
written by Ding and Miratrix [2015], two possible deviations from the exact M-
structure were introduced: dependent latent variables C1 and C2 (the directed
edge 1 in DAG 2.31) and a directed edge from C2 to X (2 in DAG 2.31). The
former one would mean that the attitudes towards smoking and susceptibility
to lung diseases would be dependent. In his paper, Pearl [2009b] saw that the
assumption of the independence of these two variables (C1 ⊥ C2) would be
strong:
“But even if marginal independence does not hold precisely, conditioning on
“seat-belt usage” is likely to introduce spurious associations, hence bias, and
should be approached with caution.”
However, as Ding and Miratrix [2015] showed by using linear SCM methods,
if C1 ⊥ C2 does not hold it is almost always better to condition the collider (Z
in 2.31) in terms of the overall bias in the estimate for τ , excluding some extreme
cases with a high correlation between the collider and the latent variables si-
multaneously with a mild correlation between the latent variables. Similarly, it
seems implausible that the assumption C2 ⊥ X would hold, which would imply
erasement of the directed edge 2 in 2.31. Ding and Miratrix [2015] showed that
when all the correlations between covariates in DAG 2.31 are set as equal, con-
ditioning the Z strictly dominates the opposite strategy in terms of estimation
bias. These two results are in line with previous qualitative [Greenland, 2003]
and simulation [Liu et al., 2012] studies in the way that collider bias generally
tends to be small in real world scenarios.
C1

  
1
// C2
~~

oo
2
qq
Z
X
τ
// Y
(2.31)
The study results provided above suggest the PO approach to balance co-
variate distributions by conditioning as many proper pre-treated variables as
possible, perhaps considering the statistical efficiency, as a good practice. An-
other practice that is suggested in many sources in PO literature is to do sen-
sitivity analyses for the estimated results [e.g. Rosenbaum and Rubin, 1983b,
Imbens, 2003, Andrews et al., 2017, Andrews and Oster, 2019]. The idea in
sensitivity analyses is to test how sensitive the results are for an unobserved
confounder that affects both the treatment and the outcome. This topic is not
covered further in this thesis.
Of the studies mentioned above, only [Liu et al., 2012] was executed as an
empirical study, when all the other studies only considered asymptotic proper-
ties. Alongside asymptotic properties, also finite sample properties are highly
relevant in practice. Although theoretical discussion of the finite samples is
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more difficult, it is possible to get an insight into these questions with simula-
tion studies. Subsection 2.22 gives an overview of simulation study designs used
in heterogeneous treatment effect estimation literature.
2.17 Heterogeneous Treatment Effects
ATE, as a population average result has its own advantages and disadvantages:
if the variability of individual causal effects is wide in a target population, an av-
erage result may be relatively uninformative when it is applied to an individual
of interest. Even if in some cases the assumption of the constant treatment ef-
fect, also called additivity assumption, might be sufficient, it cannot be generally
assumed [Holland, 1986]. One step beyond the average treatment point estima-
tor is the quantile treatment estimator, which allows to analyze treatment effect
distribution across a target population [e.g. Abadie et al., 1999, Chernozhukov
and Hansen, 2005, Firpo, 2007, Bitler et al., 2006], but does not answer what
the expected treatment effect is for an individual with the characteristics x ∈ X.
Quantile treatment estimators will not be covered in this thesis.
By understanding heterogeneity of treatment effects in a target population,
relevant questions such as “which individuals benefit from the treatment?” and
“how are the treatment effects affected by the covariates?” can be better an-
swered. Also by discovering heterogeneity of treatment effects, it is in principle
possible to apply the results for populations that differ by their characteristics
from the originally investigated population, in other words, the results have ex-
ternal validity [Hotz et al., 2005, Athey and Imbens, 2016a]. This means that
if the covariate vector xi ∈ X, which fills the unconfoundedness assumption, is
obtained for a given individual i and the conditional average treatment estimate
(2.9) is known, it is unproblematic to estimate the treatment effect τ(xi) for this
individual.
A traditional approach to test and handle treatment effect heterogeneity is
to estimate ATEs for specified subpopulations based on a substantive interest
[Athey and Imbens, 2016a]. In this approach, the manner of selecting the sub-
groups is not driven by data but is, instead, based on earlier knowledge about
the subject. One raised problem in this approach is that subpopulations may be
selected ex post, implying multiple testing concerns. Generally used approaches
to avoid these concerns prevent statistical “cherry picking” by using per-analysis
plans [Casey et al., 2012] or multiple testing corrections [e.g. List et al., 2016].
2.18 An Overview of Treatment Effect Heterogeneity Es-
timation Methods
A traditional approach in heterogeneous treatment effect estimation has been
to perform subgroup analysis [Gail and Simon, 1985, Bonetti and Gelber, 2004].
One problem with this approach is to find the sufficient subgroups based on
the data by avoiding multiple testing issues and statistical “cherry-picking”.
Additionally, typically the treatment effect is not linearly dependent on the co-
variates, which complicates the task. An example of a simple way to explore
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heterogeneity in a data-driven way would be to specify a regression of the out-
come with an indicator for the treatment status. A suggested approach for the
regression would be to represent covariates as indicators and include the inter-
action terms between the covariate indicators and the treatment indicator in
the model. This method gives an unbiased estimate for τ(x) if all covariates
are given as indicators, they partition the population, and the model includes
all the interactions between the indicators and the treatment indicator [Athey
and Imbens, 2016a]. Using this approach is, however, only possible with low-
dimensional datasets.
Typically heterogeneity is explored over a high-dimensional covariate space
and thus traditional statistical methods are not generally applicable to these
problems. With high-dimensional data, machine-learning methods are more
applicable than traditional statistical approaches. However, due to the counter-
factual nature of causality, off-the-shelf versions of algorithms cannot be directly
applied in these cases. A reason why machine-learning methods are more ap-
plicable to high-dimensional data is their ability to balance accuracy in model
fitting (minimizing bias) and to reduce excessive complexity in the model selec-
tion (minimizing variance) [Hastie et al., 2009, Varian, 2014, Mullainathan and
Spiess, 2017, Athey and Imbens, 2019]. Too complex, namely overfitted, models
give poor results beyond the training data. A typical approach to balance the
tradeoff between bias and variance is to minimize some prediction-error func-
tion, for example the mean squared error (MSE), in parallel with some penalty
term for model complexity, for example the number of non-zero coefficients in
the model.
A simple example of a machine learning method used in heterogeneous treat-
ment effect estimation is a version of the linear estimating approach with in-
teraction terms mentioned above, which can be used in situations where there
are potentially a large number of covariates: as far as the underlying model
has (at least approximately) a high amount of observations per covariate (or
an interaction term) with an important effect on the outcome (or on treatment
effect heterogeneity), regularized regressions can be used to explore principal
covariates and interaction terms with respect to outcomes and heterogeneity.
From regularized regressions, the LASSO-like methods (least absolute shrink-
age and selection operator) are the most widely used in exploring treatment
effect heterogeneity [e.g. Imai and Ratkovic, 2013, Tian et al., 2012, Weisberg
and Pontes, 2015]. To fit a LASSO-regression in obtained data, the idea is to
minimize two terms at the same time with respect to a coefficient vector β: a
MSE
∑N
i=1(Yi−β>Xi)2 and a penalty term λ
∑K
k=1 |βk|, which penalizes higher
values of β. Term λ is a so-called tuning parameter, which gives a weight for
the penalty term:
min
β
{
N∑
i=1
(Yi − β>Xi)2 + λ
K∑
k=1
|βk|
}
(2.32)
An advantage of using LASSO-like methods is that they can lead to sparse
solutions, meaning that coefficients of variables that do not increase prediction
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accuracy are able to get the value zero. The general approach to tune the
parameter λ is to use out-of-sample cross-validation [Athey and Imbens, 2019].
This means that different values of λ are tested with k-fold cross-validation
(Appendix 4), which gives a cross-validation estimate for each λ [e.g. Hastie
et al., 2009]. At the end, λ with the lowest cross-validation estimate is chosen.
Another way besides specifying a parametric model is to construct a fully
nonparametric model for estimating τ(x). Nonparametric methods do not make
explicit assumptions about a function form. When the idea in parametric models
is to estimate parameter values by finding the best fit for the function so that
the form of the function is selected prior, in nonparametric methods the whole
function is estimated based on the data. A general estimating procedure of
the function for nonparametric methods is based on seeking a function that
minimizes the distance to the observed data points, without being too “rough”
or “wiggly”.
An advantage of nonparametric methods as compared to parametric methods
is their flexibility. By deciding to use a parametric function that is significantly
different by form as compared to the underlying function, it is not possible to get
the model to fit well in the data. Due to the fact that nonparametric models do
not assume anything about the form of the underlying function, they avoid the
trap of wrong modeling. At the same time, nonparametric methods have some
disadvantages as compared to parametric methods. Typically, nonparametric
models require more data than parametric methods do: when parametric models
need data for estimating (usually) a relatively small number of parameters,
nonparametric models need data to accurately estimate the whole function. The
second disadvantage is that due to their flexibility, nonparametric models can
easily suffer from overfitting, which may decrease their reliability. [e.g. James
et al., 2014]
In their article, Athey and Imbens [2016a] have listed possible goals for
using non-parametric models to estimate heterogeneous treatment effects. De-
scriptively, by using nonparametric methods, it is possible to gain insight into
which types of units have the highest and lowest treatment effects, as well as to
visualize comparative statics results, all without imposing any prior restrictions.
The second goal is to gain external validity for the results. As the third goal,
Athey and Imbens propose personalized recommendations. Their fourth goal
gives restrictions for the use of many nonparametric methods: one may want
to test hypotheses and construct confidence intervals. By desiring confidence
intervals, the number of potential nonparametric methods falls relatively low
[Athey et al., 2018].
An example of a simple nonparametric heterogeneous treatment effect es-
timation method is K-nearest neighbor matching [Athey and Imbens, 2016a].
Here, a treatment effect estimate τˆ(x) for some x is constructed by finding K
nearest treated observations Nt, where “nearness” is measured by using Eu-
clidean distance for a covariate vector, and similarly K nearest non-treated ob-
servations Nc. Under unconfoundedness, the treatment effect estimation τˆ(x)
is then constructed by averaging the output values of both treated observations
Y¯ (1) = 1K
∑
i∈Nt Yi and non-treated observations Y¯ (0) =
1
K
∑
i∈Nc Yi and then
26
by subtracting Y¯ (0) from Y¯ (1). Kernel estimation works in a relatively similar
way with the difference that Y¯ (1) and Y¯ (0) are constructed by using a weighted
average, which is based on the Euclidean distance for a covariate vector: the
outcome values of the nearer neighbors are getting more weight than the the
outcome values of the further neighbors. However, these nearest neighbor meth-
ods have performed unsatisfyingly when the dimension of covariates has been
more than three [Athey and Imbens, 2016a]. This comes from the fact that all
covariates are treated symmetrically. Ideally, the covariates with the highest
effects on heterogeneity should have more weight. This subject will be covered
in the subsection 2.21.
As the machine-learning methods mentioned above do, most of the hetero-
geneous treatment effect estimation methods assume that the data has come
from a RCT: this list includes methods such as FindIt by Imai and Ratkovic
[2013], which is based on adapted support vector machines, a method based
on the Bayesian additive regression trees [Chipman et al., 1998] by Green and
Kern [2010], another Bayesian method Taddy et al. [2014] based on the Bayesian
forests and many others. However, an increasing number of new research fo-
cuses on methods applicable to observational data [Hill, 2011, Athey and Im-
bens, 2016b, Luedtke and Laan, 2016, Hahn et al., 2017, Nie and Wager, 2017,
Powers et al., 2017, Shalit et al., 2017, Zhao et al., 2017, Wager and Athey, 2018,
Athey et al., 2019]. In this thesis, the method causal forest [Wager and Athey,
2018, Athey et al., 2019] will be used in the simulation study 2.23 for synthetic,
non-randomized data. The causal forest is chosen because it is can be applied
with observational data, it provides confidence intervals for the estimates, it is
computationally efficient, and the algorithm has an R-package in CRAN [Tibshi-
rani et al., 2020]. Before going more deeply into in causal forest in subsection
2.21, its building blocks are described in the following subsections: a predicting
algorithm regression tree in 2.19 [Breiman et al., 1984] and a modified version
of the regression tree for causal estimation called causal tree in 2.20 [Athey and
Imbens, 2016b].
2.19 Regression Tree
Tree-based methods is a nonparametric machine-learning class. This class has
a wide variety of methods from which regression trees, causal trees and causal
forests will be presented in this thesis. An umbrella term classification and re-
gression tree analysis consists of two methods, regression tree and classification
tree analysis [Breiman et al., 1984]. Alongside the classification and regression
tree algorithm, there are other decision tree algorithms such as C4.5 [Quinlan,
2014], Chi-square automatic interaction detection [Kass, 1980] and multivariate
adaptive regression splines [Friedman, 1991]. In some methods, for example in
the regression tree, the idea is to grow an individual tree, whereas in other meth-
ods, such as in random forest [Breiman, 2001] and gradient boosting [Friedman,
2002], one grows multiple trees and aggregates the results from individual trees.
The regression tree analyses are used in situations where the output of inter-
est is continuous, whereas in contrast the classification tree analysis is used for
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Figure 2.1: A two dimensional regression tree.
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Figure 2.2: The corresponding partition of the covariate space X2 for the re-
gression tree 2.1.
discrete outputs. In this thesis, the focus is on continuous outputs (this is done
for simplicity: all the methods that are considered in this paper are applicable
also to discrete cases) and thus only the regression tree is covered here. Roughly
speaking, the idea in regression tree analysis is to divide the covariate space Xp
in J distinct and non-overlapping regions, R1, . . . , Rj (usually called terminal
nodes or leafs) and to give the same predicted output value cˆj for each obser-
vation in the same region Rj . Normally, this predicted value is the mean of the
training samples output values in that region (or leaf) Rj . Regions R1, . . . , Rj
are multidimensional rectangles: in figure 2.2, a two dimensional covariate space
is divided into five rectangles with the regression tree 2.1.
A tree is constructed with a recursive binary splitting approach. This is a
top-down, greedy recursive partitioning algorithm. The term top-down means
that the whole training data set is in one node called root at the beginning
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(see example 2.1), and the algorithm goes forward by splitting the data in half
at every node, until some predefined stopping criterion has been reached (for
example, a minimum number of observations in a leaf). Greediness means that
the best binary split (see Appendix 3) in that particular step is chosen without
considering any further steps: the algorithm does no attempt to find the best
binary split in a sense that it would optimize the whole tree with respect to
the final residual sum of squares
∑J
j=1
∑
i∈Rj (yi − yˆRj )2, where J is the total
number of leafs, yi is an observation in a training sample and yˆRj is the mean
response for the training observations within the jth box.
Minimizing the final residual sum of squares with the training data is not the
desired end result: when the algorithm is used to prediction, one wants that the
algorithm performs well beyond the training sample. If there are no constraints
for the recursive binary splitting, the algorithm aims to fit the final tree T0
perfectly in the training data. At the same time, the number of observations in
terminal nodes decreases and thus the prediction variance increases, meaning
that the model gets overfitted. It is possible to reduce model complexity, namely
the size of the tree, during the tree construction process, for example by setting
a minimum threshold value for the residual sum of squares that must be reduced
in each step or the algorithm breaks. However, in this approach it is possible
that a seemingly insignificant split may lead to better splits in the following
steps. A more practical way is to construct a bigger tree T0 without complexity
restrictions and to find a less complex subtree by pruning the original tree.
Pruning means that one finds a more optimal subtree T ∗ ⊂ T0 with respect
to bias-variance tradeoff. This can be done by validating the subtrees with
a validation data set. However, it is computationally unfeasible to test all
the possible subtrees. One strategy is to use cost complexity pruning: in this
approach, one constructs a similar function for the tree model that was presented
earlier for the LASSO-method (2.32):
J∑
j=1
∑
i∈Rj
(yi − yˆRj )2 + α|T |
In this function, term
∑J
j=1
∑
i∈Rj (yi− yˆRj )2 is the residual sum of squares for
subtree T and α|T | is the complexity penalty term with the number of terminal
nodes |T | and the tuning parameter α. An advantage of this function form is
that when tuning parameter α > 0, branches get pruned from the tree in a
nested and predictable fashion [Breiman et al., 1984]. This makes it possible to
obtain the whole sequence of subtrees as a function of α. Therefore, by selecting
a tuning parameter α with the cross-validation (Appendix 4), one can select an
optimal subtree T ∗.
An advantage in decision trees is the interpretability of the results: especially
with smaller trees, visualization of the results is easy and results are understand-
able even for a non-professional. Another advantage is that decision trees can
handle all the basic data types: numeric, factors and binary data. However,
decision trees are not particularly good predictors. The biggest reason for this
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is that they suffer from a high variance [Hastie et al., 2009]. Secondly, the
prediction surface has discrete jumps between the output regions and thus a
terminal node mean can be biased for a data point lying far from a region cen-
ter [Athey and Imbens, 2019]. These both problems can be managed by growing
a large number of trees and then aggregating the results from individual trees.
Aggregating the results from a large number of trees improves the prediction
accuracy, yet at the same time it reduces the interpretability of the results.
One approach is bagging, in which multiple decision trees are grown by boot-
strapping [Breiman, 1996]. Even if none of the individual trees is pruned, mean-
ing that they have high variance but low bias, averaging over the individual
predictions of the trees reduces the variance to a lower level as compared to a
variance of a single decision tree. Nevertheless, the trees grown by bootstrap-
ping are relatively similar to each other as far as the whole covariate space X
is considered in each binary split. Therefore, the trees are highly correlated
with each other and the variance cannot be reduced as much as with a lower
correlation. In the random forest method, each split can only consider a ran-
domized subsample of the whole covariate set [Breiman, 2001]. This reduces
correlation between the trees and thus lowers the variance. Random forest has
taken its place as one of the most popular machine learning algorithms [Athey
and Imbens, 2019].
2.20 Causal Tree
In their article, Athey and Imbens [2016b] proposed a version of the regular deci-
sion tree (2.19) designed for the heterogeneous treatment effect estimation. The
article considered two main topics: how two apply the decision tree algorithm
to the problem of causal inference, and how to construct confidence intervals for
the estimations. As mentioned above, the task of estimating treatment effects
is harder than predicting outcomes because the treatment effect τi(x) is not
observable for any individual, and thus the basic residual sum of squares cannot
be directly applied in recursive splitting or in parameter tuning.
Secondly, the off-the-shelf regression tree methods cannot be used directly
in estimation purposes because they are adaptive, meaning that the same data
is used for the construction of trees and estimation. This leads to a bias in esti-
mations that disappears slowly when the sample size increases. As an example,
one can think of a splitting criterion, where the data is divided into two children
{{L,R}} 7→ {{L}, {R}} if the subtraction of the means in the children leaves
is greater than a threshold value c, Y¯L − Y¯R ≥ c. Normally Y¯L − Y¯R would be
a unbiased estimator for µ(L) − µ(R), but conditionally on Y¯L − Y¯R ≥ c this
does not hold. For solving this problem, Athey and Imbens [2016b] proposed
an honest estimation approach, in which half of the data from the training set
S would be used in the tree construction (indicated as J ) and the other half
in the terminal node estimation (indicated as I). This is required in order to
get unbiased estimates and for constructing confidence intervals. The cost of
the honest estimation is the loss of statistical power when a smaller number of
observations are used in estimation.
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The aim in the causal tree algorithm is to find a partition in which the
observations i falling into the same terminal nodes i : Xi ∈ R would have
similar covariate distributions with respect to important covariates according to
treatment effect heterogeneity. Then one can estimate the conditional treatment
effect τˆ(x) in each terminal node by simply subtracting the conditional mean
µˆ(x,Wi = 0) from µˆ(x,Wi = 1):
τˆ(x) = 1|{i : Wi = 1, Xi ∈ R}|
∑
{i:Wi=1,Xi∈R}
Yi
− 1|{i : Wi = 0, Xi ∈ R}|
∑
{i:Wi=0,Xi∈R}
Yi (2.33)
Here, the |{i : Wi = w,Xi ∈ R}| represents the number of observations per
group in a terminal node. [Wager and Athey, 2018]
The article by Athey and Imbens [2016b] provided several different spitting
criteria for the causal tree method that are based on minimizing the estimated
squared error loss in treatment effects. The follow-up paper Wager and Athey
[2018] proposed a criterion that is based on the finding that maximizing the
variance of τˆ(x) is equivalent to minimizing the estimated squared-error :
max
(p,t)
{∑
i∈J
V̂(τˆ(Xi))
}
The criterion is maximized with respect to covariate p ∈ X and the cutpoint
t. If a single causal tree were used in causal estimation, the tree would be
pruned with cross-validation. Instead, if one uses multiple trees as discussed in
subsections 2.19, there is no need for pruning.
2.21 Causal Forest
As for the basic decision tree, there exists a random forest approach for causal
trees called causal forest, proposed originally by Wager and Athey [2018]. This
method also uses the honest approach in treatment effect estimation, allowing
the estimation of confidence intervals. Similarly as the random forest algorithm
by Breiman [2001], the correlation between the individual causal trees is reduced
by randomizing the subsamples of the data in tree construction and the possible
set of covariates that the algorithm can consider in each split. In causal forest
algorithm, the honest approach is more “efficient” with respect to the data as
compared to its use in the construction of individual causal tree because each
data point can be used in tree construction in some trees and in estimation in
some other trees.
The causal forest method was synchronized into the class of generalized ran-
dom forests in the paper by Athey et al. [2019]. This version of the method uses
a gradient-based loss criterion in lieu of the exact loss criterion in the spirit of
the gradient boosting algorithm by Friedman [2002], which makes the algorithm
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computationally more efficient. Another difference between the methods is that
the new version of the causal forest does not estimate the treatment effect by
simply subtracting the conditional means in the leaves (2.33) and averaging the
tree-specific results but by counting the forest-based weights. A weight αi(x)
represents the similarity of training example i with respect to the estimation
target with the features x. The weight is constructed by counting the frequency
of times when the ith training observation falls into the same leaf as the target
x. As it is discussed in subsection 2.18, the normal nearest-neighbor methods
are not robust when the dimension of the covariate space increases. In contrast,
when the kernel weights are derived in the forest-based way as in causal for-
est, the estimates are not as sensitive to the covariates that have only a little
effect on treatment effects, making them more robust with a higher number of
covariates.
To make the treatment effect estimates more robust on confounding, Athey
et al. [2019] proposed to combine a method called orthogonalization, proposed
originally by Robinson [1988], in the method. This means that before run-
ning the causal forest algorithm, one computes the propensity score estimates
eˆ(x) = E(Wi = w | Xi) and marginal outcome estimates mˆ(x) = E(Yi = y | Xi)
by training separate random forests. Then the residual treatments Wi − eˆ(Xi)
and outcomes Yi − mˆ(Xi) are counted and used in the causal forest algorithm.
In the simulation study 2.23, the causal forest methods with and without the or-
thogonalization are compared. The original paper by Robinson [1988] proposed
an estimator for a partially linear model with a constant treatment effect, which
was then later modified for heterogeneous treatment effect estimation [Nie and
Wager, 2017].
By combining the methods mentioned above, one gets the CATE estimator
for the causal forest [Athey and Wager, 2019]:
τˆ(x) =
∑n
i=1 αi(x)
(
Yi − mˆ(−i)Xi
) (
Wi − eˆ(−i)Xi
)∑n
i=1 αi(x)
(
Wi − eˆ(−i)Xi
)2 , where the subscript (−i)
denotes “out-of-bag” prediction. This means, that an outcome Yi is not used to
count mˆ(−i)Xi and an assignment observation Wi is not used to count eˆ(−i)Xi.
In their paper Athey et al. [2019] showed that the estimates of the causal forest
are consistent and asymptotically Gaussian, and they provided an estimator for
the asymptotic variance that enables valid confidence intervals. However, many
empirical studies, including a simulation study in the original paper [Athey
et al., 2019] and the simulation study of this thesis (2.23), have showed that in
many scenarios the coverage of the confidence intervals is still unsatisfying.
2.22 Earlier Treatment Effect Estimation Simulation Stud-
ies
Due to the “fundamental problem of causal inference” (2.2), methodological
papers considering treatment effect estimation have traditionally favored simu-
lation studies. This is especially true for the papers considering heterogeneous
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treatment effect estimation [e.g. Hill, 2011, Athey and Imbens, 2016b, Hahn
et al., 2017, Powers et al., 2017, Atan et al., 2018, Carvalho et al., 2019] and
observational data estimation methods [e.g. Maldonado and Greenland, 1993,
MacKinnon et al., 1995, Fewell et al., 2007], where RCT results would either
not reveal the true underlying heterogeneity or not have the assignment mech-
anisms of interest. In this thesis in which the topic is heterogeneous treatment
effect estimation from the observational data, neither of these subjects would be
empirically covered. Nevertheless, some papers have tried to mix observational
studies with RCT data. An article by Shadish and Cook [2009] compared re-
sults estimated with propensity score methods from observational data to the
corresponding RCT results with an aim to asses credibility for the methods.
However, this approach was criticized by Pearl [2009c]: propensity score meth-
ods are sensitive to covariate selection, and the fact that the method works for
a particular dataset does not give external validity for the method.
One way to execute an empirical study is to generate semi-simulated data.
Hill [2011], Johansson et al. [2016], Atan et al. [2018] used data from an RCT
that evaluated the impact of the Impact of the Infant Health and Development
Program on the subjects’ IQ scores at the age of three [Brooks-Gunn et al.,
1992, Bradley et al., 1994], from which a subset of the treated population (all
children with non-white mothers) was removed to introduce selection bias. The
two outcome surfaces were generated with the RCT covariates so that uncon-
foundedness and overlap assumptions were filled and the true treatment effects
were known. Wendling et al. [2018] compared heterogeneous treatment effect
estimation methods with health care database data where real covariate and
treatment assignment data were used and only outcomes were simulated based
on nonparametric models of the real outcomes.
Similarly, in the work shop 2018 Atlantic Causal Inference Conference eight
groups of researchers analyzed a synthetic observational dataset that was gen-
erated using the statistical results from a recent large-scale RCT in education
Carvalho et al. [2019]. The idea was to create an observational dataset with
the original covariate distributions, data structures, and effect sizes, but where
it was possible, researchers added a synthetic data generating-process to the
original data [Yeager et al., 2019] and fitted semiparametric models to the post-
treatment outcomes from the original study. The confounding was generated in
the data by a two-step process: at first, observations were dropped with proba-
bility 1−Φ(−0.5 + 1.5µ(wij)), which simulates “a scenario where students with
high expected outcomes under control were more likely to receive the treatment,
yielding naive treatment effect estimates that are too high”. Then, selected units
from the treatment arm were dropped to induce a more complicated functional
form for the confounding structure.
In the simulation study of this thesis, data is created by defining underly-
ing SCMs and then generating it with a Monte Carlo simulation. The same
approach was used in an article written by Liu et al. [2012] where small sam-
ple properties of the M-structure (2.16) were studied. In the study, data for
independent variables was generated independently by using results from the
existing literature related to substance [McCall et al., 2002, Arday et al., 2002],
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and the data for remaining variables was structurally derived from the indepen-
dent variables, by using parameters that are based on epidemiological literature
[Levy, 1981, Wilson et al., 1988, Friedman et al., 1997, Wilson et al., 1998, Fed-
erman et al., 2001, Arday et al., 2002, McCall et al., 2002, Crystal et al., 2003,
Ford et al., 2003, Wulsin and Singal, 2003, Ma et al., 2005]. In the simulation,
binary variables were simulated with logistic regression models and continuous
variables with log-linear models.
2.23 Simulation Study
The simulation study is done with the R-program (information about the used
codes and packages in Appendix K). The data is generated based on the SCMs
that are presented in the following nine subsections 2.23.1–2.23.9. The treatment
effects are estimated by fitting different kinds of causal forest models for each
nine datasets. The aim is to compare estimation accuracy with models that
differ in the covariate sets offered for the adjusting in different kinds of causal
structures. Also, the orthogonalization is tested with SCMs 2.23.3 and 2.23.7.
The prediction accuracy is measured with the root mean squared error (RMSE)
RMSE (τˆ(x)) =
√√√√ 1
n
n∑
i=1
(τˆi(x)− τi(x))2
and the 95 percent confidence interval coverage. The inner function of the
RMSE, MSE 1n
∑n
i=1 (τˆi(x)− τi(x))2, is also called the reducible error, which is
the other component of the expected prediction error alongside the irreducible
error Vτ |X [τ | X = x]. As the name suggests, the reducible error part is the one
over which one has some control with model selection, whereas the irreducible
error is the noise in the parameter of interest, namely the part that one does
not like to learn. The mean squared error can be decomposed forward into to
parts: square of the bias of an estimator and variance of the estimator:
MSE (τ(x), τˆ(x)) = (τ(x)− E [τˆ(x)])2︸ ︷︷ ︸
bias2(τˆ(x))
+E
[
(τˆ(x)− E [τˆ(x)])2
]
︸ ︷︷ ︸
V(τˆ(x))
This is the formalization of the bias-variance tradeoff that is mentioned in sub-
section 2.18. The reason why RMSE is used instead of MSE is that the root
operator makes the measure based on the same units as the quantity being esti-
mated, increasing the interpretability of the results. The 95 percent confidence
interval coverage is provided to test the robustness of the standard deviation
estimates.
The DAGs in the following subsections use the following notations: the
group of observed variables is {W,Y,X,Z,C,M} and unobserved {U}. Variables
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{X,Z,C,U} are assumed to be exogenous. For simplicity, the DAG structure
Y
X1
66
X2
==
. . . X9
aa
X10
hh
is indicated as the following:
Y
X1, . . . , X10
OO
Simulations 2.23.1 and 2.23.6 have random assignments, simulation 2.23.2 has
a non-random but unconfounded assignment, and the remaining ones have con-
founded assignments. Simulations 2.23.1–2.23.5 have a constant treatment effect
τ = 10, and 2.23.6–2.23.9 heterogeneous treatment effects. The parameter val-
ues of the simulation study can be found in Appendix J. In each simulation,
the sample size is N = 10, 000. The output functions fY are generated with
linear models in each simulation, and the treatment assignment functions fW
with logistic functions in each non-random case. The overlapping assumption
2.7 is filled in every simulation.
2.23.1 Randomized Controlled Trial with Constant Treatment Ef-
fect, Including Covariates Affecting the Output
The first simulation is an RCT with an assignment variable W , an exogenous
unobserved variable UY , and ten observed covariates X1, . . . , X10 that affect the
outcome Y :
UY

W
τ
// Y
X1, . . . , X10
OO
fW = Bern
(
1
2
)
fY (W,X1, . . . , X10, UY ) = τ ·W +
10∑
k=1
βXkXk + UY , where
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
UY ∼ Norm(µY (0), σ2Y )
XK ∼ Norm(µK , σ2K) when k is odd and
XK ∼ Bern
( 1
2
)
when k is even
Two causal forest models are compared this simulation: one with the whole
set of observed covariates in the adjusted set {X1, . . . , X10} = Zfull, and another
with a subset {X1, X3, X5, X9} = Zsubset. The latter adjusted set Zsubset is
chosen by selecting the four most important variables from the set Zfull when
the importance is measured by a simple weighted sum of how many times feature
Xp was split at each depth in the forest.
The distributions for the predicted treatment effects for the models are plot-
ted on figure 2.3. The estimated ATEs are approximately the same for both of
the models, 10.23 with standard deviations 0.20. As regards to this, it seems
likely that both of the models are upwardly biased (p-value for ATE E(τ) = 10
is under five percent). As it can be seen from table 1, the full model performs
slightly better than the subset model. Both of the coverages are over 95 percent.
2.23.2 Constant Treatment Effect with Unconfounded Assignment,
Including Covariates Affecting the Output
The second simulation is similar to the first one with the difference that the
treatment assignment is not random. Still, the causal model is unconfounded:
Z1, Z2

UY

UW // W τ
// Y
X1, . . . , X10
OO
fW (Z1, Z2, UW ) =
1
1 + exp
{
−
(∑2
j=1 γZjZj + UW
)}
fY (W,X1, . . . , X10, UY ) = τ ·W +
10∑
k=1
βXkXk + UY , where

UW ∼ Norm(0, σ2W )
UY ∼ Norm(µY (0), σ2Y )
Z1, Z2 ∼ Bern
( 1
2
)
XK ∼ Norm(µK , σ2K) when k is odd and
XK ∼ Bern
( 1
2
)
when k is even
For this model, two forest models were fitted: one with all the observed
variables {Z1, Z2, X1, . . . , X10} = Zfull and the other excluding the observed
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Figure 2.3: Simulation 1 predicted treatment effects.
RMSE
Full X 0.6108580
Subset of X 0.6979229
Coverage
Full X 0.9917
Subset of X 0.9875
Table 1: RMSEs and coverages in simulation 1.
RMSE
Without Z 0.6930577
With Z 0.6742028
Coverage
Without Z 0.9842
With Z 0.9877
Table 2: RMSEs and coverages in simulation 2.
37
0200
400
600
8 9 10 11 12
Treatment Effect
Co
un
t
Simulation 2 without Z
0
200
400
600
7 8 9 10 11 12
Treatment Effect
Co
un
t
Simulation 2 with Z
Figure 2.4: Simulation 2 predicted treatment effects.
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parents of the assignment variable {X1, . . . , X10} = Zsubset. Asymptotically
both of the adjusted sets fill the unconfoundedness criterion. In this case, the
causal forest that considers all the observed variables gives a slightly lower
RMSE, as can be seen from table 2. In this case, both of the models estimate
the ATE relatively accurately with approximately the same estimations 9.93
with the standard deviations 0.20.
2.23.3 Constant Treatment Effect with Confounded Assignment, In-
cluding Covariates Affecting the Output
In addition to the variables of the previous simulation, this simulation has ten
confounders {C1, . . . , C10}:
C1, . . . , C10
xx ''
UY

UW // W τ
// Y
Z1, Z2
OO
X1, . . . , X10
OO
fW (Z1, Z2, C1, . . . , C10, UW ) =
1
1 + exp
{
−
(∑2
j=1 γZjZj +
∑10
l=1 γClCl + UY
)}
fY (W,X1, . . . , X10, C1, . . . , C10, UY ) = τ ·W +
10∑
k=1
βXkXk +
10∑
l=1
βClCl + UY , where

UY ∼ Norm(µY (0), σ2Y )
UW ∼ Norm(0, σ2W )
Z1, Z2 ∼ Bern
( 1
2
)
XK ∼ Norm(µK , σ2K) when k is odd and
XK ∼ Bern
( 1
2
)
when k is even
CL ∼ Norm(µL, σ2L) when l is odd and
CL ∼ Bern
( 1
2
)
when l is even
In this case, four different models are tested: the first with the whole set
of observed variables {C1, . . . , C10, Z1, Z2, X1, . . . , X10} = Zfull and without or-
thogonalization, the second with the whole set of observed variables Zfull and
with orthogonalization, the third with a subset of “important variables” Zsubset
chosen similarly to the first simulation (2.23.1) and with orthogonalization, and
the last with the set of confounders {C1, . . . , C10} = Zback-door adjusted and with
orthogonalization. As regards to the back-door criterion (2.14), set Zback-door is
the minimum set of variables for filling the unconfoundedness assumption.
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Figure 2.5: Simulation 3 predicted treatment effects.
RMSE
No orthogonalization 0.5160037
With orthogonalization 0.5342760
Subset of observed variables 0.5526428
Only confounders adjusted 0.7784988
Coverage
No orthogonalization 0.9976
With orthogonalization 0.9966
Subset of observed variables 0.9972
Only confounders adjusted 0.9815
Table 3: RMSEs and coverages in simulation 3.
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With respect to RMSE, the performances of the models are in the same
order as they are listed above (table 3). The first three of the models do not
have significant differences in their estimation accuracy, but the model with
adjusted set Zback-door performs significantly worse. Also the estimated ATE
for the last model differs from the true treatment effect 1.3 percent when the
difference for the other models is below 0.5 percent. It is also an interesting
result that the orthogonalization does not improve the performance in the case
of the confounded assignment.
2.23.4 Constant Treatment Effect with Confounded Assignment, In-
cluding Covariates Affecting the Output and a Pure Local
M-Structure
The fourth simulation is built over the simulation three with a local M-structure
W L99 U1 99KM L99 U2 99K Y :
UW
""
C1, . . . , C10
yy %%
UY

W
τ
// Y X1, . . . , X10oo
Z1, Z2
<<
M
U1
OO
99
U2
OO
ee
fW (Z1, Z2, C1, . . . , C10, U1, UW ) =
1
1 + exp
{
−
(∑2
j=1 γZjZj +
∑10
l=1 γClCl + γU1U1 + UY
)}
fM = δ1U1 + δ2U2
fY (W,X1, . . . , X10, C1, . . . , C10, I, U2, UY ) = τ ·W +
10∑
k=1
βXkXk +
10∑
l=1
βClCl + βU2U2 + UY , where

UY ∼ Norm(µY (0), σ2Y )
UW ∼ Norm(0, σ2W )
Z1, Z2 ∼ Bern
( 1
2
)
XK ∼ Norm(µK , σ2K) when k is odd and
XK ∼ Bern
( 1
2
)
when k is even
CL ∼ Norm(µL, σ2L) when l is odd and
CL ∼ Bern
( 1
2
)
when l is even
U1, U2 ∼ Bern
( 1
2
)
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Figure 2.6: Simulation 4 predicted treatment effects.
RMSE
M adjusted 0.3844006
M not adjusted 0.4186501
Coverage
M adjusted 0.9998
M not adjusted 0.9994
Table 4: RMSEs and coverages in simulation 4.
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Figure 2.7: Simulation 4 important variables, where importance means a
weighted sum of how many times a feature was split on at each depth in the
forest.
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Discussion about the M-structure is provided in subsection 2.16. Here, the
model comparison is done between two causal forest models. The other model
considers the full set of observed variables, including the variable M (ZIncM),
whereas in the other model variable M is not conditioned (ZExcM). As men-
tioned in subsection 2.16, adjusting the collider in a M-structure should import
bias in the estimates. Interestingly, this was not the case in this simulation:
as can be seen from table 4, the model with the adjusted M provides higher
accuracy with respect to the RMSE with approximately full coverage. Both of
the models provide a relatively good estimation of ATE: model ZIncM 9.87 (0.22)
and ZExcM 9.85 (0.22). The importance of variable M as compared to the other
variables can be seen in figure 2.7. As one can see, the importance of the variable
M is relatively low.
2.23.5 Constant Treatment Effect with Confounded Assignment, In-
cluding Covariates Affecting the Output and an Impure Local
M-Structure
The last simulation with the constant treatment effect τ = 10 is similar to
the previous one but with a directed edge U2 99K W breaking the local pure
M-structure. This is one scenario that Imbens [2019] mentioned in his essay:
UW
""
C1, . . . , C10
yy %%
UY

W
τ
// Y X1, . . . , X10oo
Z1, Z2
<<
M
U1
OO
99
U2
OO
ee
mm
fW (Z1, Z2, C1, . . . , C10, U1, U2, UW ) =
1
1 + exp
{
−
(∑2
j=1 γZjZj +
∑10
l=1 γClCl +
∑2
m=1 γUmUm + UY
)}
fM = δ1U1 + δ2U2
fY (W,X1, . . . , X10, C1, . . . , C10, U2, UY ) = τ ·W +
10∑
k=1
βXkXk +
10∑
l=1
βClCl + βU2U2 + UY , where
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
UY ∼ Norm(µY (0), σ2Y )
UW ∼ Norm(0, σ2W )
Z1, Z2 ∼ Bern
( 1
2
)
XK ∼ Norm(µK , σ2K) when k is odd and
XK ∼ Bern
( 1
2
)
when k is even
CL ∼ Norm(µL, σ2L) when l is odd and
CL ∼ Bern
( 1
2
)
when l is even
U1, U2 ∼ Bern
( 1
2
)
Subsection 2.16 discusses this structure. The results of this simulation give
similar results as previous literature that suggests conditioning the collider M
in this impure M-structure case [Ding and Miratrix, 2015]. As can be seen from
table 5, the RMSE of the model with the adjusted set ZIncM is slightly below
the other model with ZExcM. Nevertheless, the RMSEs and coverages are nearly
identical in the two models, as are the ATE estimates (10.05 (0.22) for both of
the models).
2.23.6 Randomized Controlled Trial with Heterogeneous Treatment
Effect, Including Covariates Affecting the Output
All the remaining simulations have heterogeneous treatment effects. Apart from
the treatment effect, this simulation corresponds to simulation 2.23.1:
UY

W
τ
// Y
X1, . . . , X10
OO
fW = Bern
(
1
2
)
fY (W,X1, . . . , X10, UY ) = τ(x1, x2, x3) ·W +
10∑
k=1
βXkXk + UY , where

UY ∼ Norm(µY (0), σ2Y )
XK ∼ Norm(µK , σ2K) when k is odd and
XK ∼ Bern
( 1
2
)
when k is even
and τ(x1, x2, x3) = α0 + α1x1 + α2x2x3.
As done in simulation 2.23.1, two causal forest models are estimated: one
with a full set of variables Zfull, and one with a subset of important variables,
Zsubset, selected from the Zfull model as earlier. Not surprisingly, in the case
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Figure 2.8: Simulation 5 predicted treatment effects.
RMSE
M adjusted 0.4490187
M not adjusted 0.4513016
Coverage
M adjusted 0.9996
M not adjusted 0.9986
Table 5: RMSEs and coverages in simulation 5.
RMSE
Full set X 2.274664
Subset of X 2.877371
Coverage
Full set X 0.7734
Subset of X 0.6238
Table 6: RMSEs and coverages in simulation 6.
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Figure 2.9: Simulation 6 predicted and true treatment effects.
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Figure 2.10: Simulation 6 predicted and true treatment effects.
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of heterogeneous treatment effect estimation, the model with the full set of
adjusted variables made significantly better estimations than subset model 6.
One probable reason for this is the fact that the chosen subset does not include
variable X2 which is part of the treatment effect function: the way in which the
important variables are selected favors the continuous variables over the binary
(more potential splits), even if some binary variables have a great impact on the
true underlying effect.
From figures 2.9 and 2.10 one can notice that both of the models provide too
conservative estimates for the observations that have a true treatment further
from the population ATE. One important point is that the coverage rates have
fallen greatly from those that were estimated in the constant treatment effect
cases. More importantly, estimated 95 percent confidence interval coverage rates
are notably under 95 percent, reducing the creditably of the robustness of the
estimated standard deviations.
2.23.7 Heterogeneous Treatment Effect with Confounded Assign-
ment, Including Covariates Affecting the Output
This simulation is based on the same SCM as 2.23.3 with the heterogeneous
treatment effect function τ(x1, x2, x3, c1):
C1, . . . , C10
xx ''
UY

UW // W τ
// Y
Z1, Z2
OO
X1, . . . , X10
OO
fW (Z1, Z2, C1, . . . , C10, UW ) =
1
1 + exp
{
−
(∑2
j=1 γZjZj +
∑10
l=1 γClCl + UY
)}
fY (W,X1, . . . , X10, C1, . . . , C10, UY ) = τ(x1, x2, x3, c1) ·W +
10∑
k=1
βXkXk
+
10∑
l=1
βClCl + UY , where
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
UY ∼ Norm(µY (0), σ2Y )
UW ∼ Norm(0, σ2W )
Z1, Z2 ∼ Bern
( 1
2
)
XK ∼ Norm(µK , σ2K) when k is odd and
XK ∼ Bern
( 1
2
)
when k is even
CL ∼ Norm(µL, σ2L) when l is odd and
CL ∼ Bern
( 1
2
)
when l is even
and τ(x1, x2, x3, c1) = α0 + α1x1 + α2x2x3 + α3c1.
Two causal forest models were tested for this data: one with orthogonal-
ization and one without. As earlier in simulation 2.23.3, the orthogonalization
does not improve the performance. However, it does not significantly impair
it either. As in the previous simulation 2.23.6, the estimated treatment effects
are too conservative for the tails of the true treatment effects. For both of the
models, coverage stays below 70 percent, as one can see from table 7.
2.23.8 Heterogeneous Treatment Effect with Confounded Assign-
ment, Including Covariates Affecting the Output and a Pure
Local M-Structure
The eighth simulation is the heterogeneous treatment effect version of simulation
2.23.4:
UW
""
C1, . . . , C10
yy %%
UY

W
τ
// Y X1, . . . , X10oo
Z1, Z2
<<
M
U1
OO
99
U2
OO
ee
fW (Z1, Z2, C1, . . . , C10, U1, UW ) =
1
1 + exp
{
−
(∑2
j=1 γZjZj +
∑10
l=1 γClCl + γU1U1 + UY
)}
fM = δ1U1 + δ2U2
fY (W,X1, . . . , X10, C1, . . . , C10, U2, UY ) = τ(x1, x2, x3, c1) ·W +
10∑
k=1
βXkXk +
10∑
l=1
βClCl
+ βU2U2 + UY , where
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Figure 2.11: Simulation 7 predicted and true treatment effects.
RMSE
With orthogonalization 3.157229
Without orthogonalization 3.101125
Coverage
With orthogonalization 0.6832
Without orthogonalization 0.6911
Table 7: RMSEs and coverages in simulation 7.
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Figure 2.12: Simulation 7 predicted and true treatment effects.
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
UY ∼ Norm(µY (0), σ2Y )
UW ∼ Norm(0, σ2W )
Z1, Z2 ∼ Bern
( 1
2
)
XK ∼ Norm(µK , σ2K) when k is odd and
XK ∼ Bern
( 1
2
)
when k is even
CL ∼ Norm(µL, σ2L) when l is odd and
CL ∼ Bern
( 1
2
)
when l is even
U1, U2 ∼ Bern
( 1
2
)
and τ(x1, x2, x3, c1) = α0 + α1x1 + α2x2x3 + α3c1.
As in simulation 2.23.4, one of the two estimated models has a collider M
in the adjusted set ZIncM and the other one does not. From a theoretical point
of view, it is interesting to see that excluding the M does not improve the
estimation but seems to even weaken it marginally. Still the coverage rates
are dissatisfying (table 8) and treatment effect estimates for the tails are too
conservative (figures 2.13 and 2.14).
2.23.9 Heterogeneous Treatment Effect with Confounded Assign-
ment, Including Covariates Affecting the Output and an Im-
pure Local M-Structure
The last simulation is the heterogeneous treatment effect version of simulation
2.23.5 with the impure M-structure:
UW
""
C1, . . . , C10
yy %%
UY

W
τ
// Y X1, . . . , X10oo
Z1, Z2
<<
M
U1
OO
99
U2
OO
ee
mm
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Figure 2.13: Simulation 8 predicted and true treatment effects.
RMSE
M adjusted 3.201408
M not adjusted 3.218593
Coverage
M adjusted 0.6700
M not adjusted 0.6671
Table 8: RMSEs and coverages in simulation 8.
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Simulation 8, M adjusted
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Figure 2.14: Simulation 8 predicted and true treatment effects.
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fW (Z1, Z2, C1, . . . , C10, U1, U2, UW ) =
1
1 + exp
{
−
(∑2
j=1 γZjZj +
∑10
l=1 γClCl +
∑2
m=1 γUmUm + UY
)}
fM = δ1U1 + δ2U2
fY (W,X1, . . . , X10, C1, . . . , C10, U2, UY ) = τ(x1, x2, x3, c1) ·W +
10∑
k=1
βXkXk
+
10∑
l=1
βClCl + βU2U2 + UY , where

UY ∼ Norm(µY (0), σ2Y )
UW ∼ Norm(0, σ2W )
Z1, Z2 ∼ Bern
( 1
2
)
XK ∼ Norm(µK , σ2K) when k is odd and
XK ∼ Bern
( 1
2
)
when k is even
CL ∼ Norm(µL, σ2L) when l is odd and
CL ∼ Bern
( 1
2
)
when l is even
U1, U2 ∼ Bern
( 1
2
)
and τ(x1, x2, x3, c1) = α0 + α1x1 + α2x2x3 + α3c1.
The two estimated models are one with the M in the adjusted set ZIncM
and the other without, ZExcM. The effect of adjusting the collider is once again
moderate, but in contrasts to the earlier, in terms of RMSE and coverage, the
model with ZExcM is superior (table 9). Still the distribution of the estimated
treatment effects is more centered than the distribution of the true treatment
effects, and the coverage rates are below 70 percent.
3 Discussion
In the simulations 2.23.1–2.23.8, more variables implicated improvement in
terms of the RMSE and the coverage. The only exception to this was simulation
2.23.9 in which the model not including the collider M performed better than
the model including M . However, the difference in the performances between
the two models was moderate. According to the results of the simulation study,
a practical recommendation would be to include as many relevant pretreated,
non-instrumental variables in the model as possible. This is in line with the PO
framework literature, as discussed in subsection 2.6. Another reason why one
should avoid leaving pre-treated variables not-adjusted is that they may have
influence in treatment effect: DAGs have no information which variables are
important with respect to heterogeneous treatment effects. In his article, Im-
bens [2004] mentions two points to be considered in covariate selection: the first
one is to avoid adjusting what should not be adjusted, namely post-treatment
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Figure 2.15: Simulation 9 predicted and true treatment effects.
RMSE
M adjusted 3.291505
M not adjusted 3.279869
Coverage
M adjusted 0.6589
M not adjusted 0.6664
Table 9: RMSEs and coverages in simulation 9.
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Figure 2.16: Simulation 9 predicted and true treatment effects.
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variables, and the second one is to consider the use of variables that are weakly
correlated with the treatment indicator and the outcomes. The latter point is
not as critical with the causal forest and other machine learning algorithms that
that determine the sample weights in the data-driven way as with traditional
statistical methods such as matching or regression [Wager and Athey, 2018].
The first point that Imbens [2004] mentioned in the covariate selection was
to avoid covariates that should not be adjusted. There exists a consensus for
not-adjusting post-treatment variables, and thus the post-treatment case was
not considered in the simulation study. In contrast, some other causal structures
of the pre-treated variables, such as the M-structure, have been more contro-
versial. An interesting result in the simulation was that adjusting the collider
M seems to improve the results marginally in cases 2.23.4 and 2.23.8, when in
theory adjusting for a collider in the M-structure should introduce bias in the
estimates by opening a back-door path between the assignment and the output.
As presented earlier in subsection 2.16, this has been a controversial topic in
earlier literature. Another interesting result was that when in simulation 2.23.5
adjusting the collider M gave a better performance, the opposite was true with
the corresponding simulation 2.23.9. Nevertheless, it is important to notice that
the results of the models with adjusted sets ZIncM and ZExcM are nearly iden-
tical in scenarios 2.23.4, 2.23.5, 2.23.8 and 2.23.9, and thus the relative orders
may be coincidental.
Earlier studies [Greenland, 2003, Liu et al., 2012] have stated that the col-
lider bias is usually relatively low, which can offer one part of the explanation
for the results: even if there were some M-bias, it may get hidden beneath
the randomness of the estimation process. One point is that the causal for-
est method is not strictly a pure stratification method, but rather a weighting
process, where the weights are matching functions that are constructed by pri-
oritizing important variables with respect to the causal effects. Thus, it is not
totally clear how relevant the earlier discussion of the collider-stratification bias
is with the causal forest algorithm. As mentioned in subsection 2.23.3, variable
M has no significant importance according to the splittings and thus probably
has a marginal role in the weightings. Deeper discussion about the potential
pros and cons for including the collider in the models is out of the scope of
this thesis, but according to results of this thesis and earlier studies, no matter
whether the effect positive or negative, the effect is probably relatively low.
The low coverage rates of the causal forest have been discussed earlier in
literature [Wager and Athey, 2018, Wendling et al., 2018, Athey et al., 2019].
In the article written by Athey et al. [2019], the researchers found that the cov-
erage rates decline considerably when the treatment effect function is dependent
on a higher number of variables: the real coverage rates were close to the nom-
inal coverage rates still with the bivariate treatment function, but significantly
below that with a function with four variables. The other remarks were that
the coverage results were better with larger sample sizes, when the ambient di-
mension p is smaller, when the true signal is sparser, and when the true signal
is additive.
The generated simulations are designed to represent clearly the underlying
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causal structures and thus are carried out with SCMs. The simulations are to-
tally generic and there is no guarantee that they would be realistic: the covariate
and treatment effect distributions can be unrealistic, the joint distribution of
the variables is probably too simple et cetera. However, as Imbens [2004] states:
“...although it is useful to compare these techniques in such realistic settings, it
is also important to compare them in an artificial environment where one is
certain that the underlying assumptions are valid”. There are many things that
are not covered in the simulation study that would give beneficial knowledge
in regard to the subject: one could use different sample sizes, or test how the
parameter tuning in the causal forest would affect the results. Also different
kinds of covariate distributions and causal functions would probably affect the
results. It would also be interesting to see how other heterogeneous treatment
effect estimation methods, such as well performed BART and causal boosting
[Powers et al., 2017, Wendling et al., 2018], would be affected by the different
causal structures.
In the simulation study of the thesis, the approach of the estimation pro-
cess is presented only as simple as necessary for exploring the question of model
selection. In real applications, there are many steps to consider that are not cov-
ered in this thesis, such as identification strategies, sensitive analysis and tests
for accessing assumptions [e.g. Rosenbaum and Rubin, 1983b, Angrist et al.,
1996, Angrist and Krueger, 1999, Spirtes et al., 2000, Imbens, 2003, Angrist,
2004, Imbens, 2004, Angrist and Pischke, 2008, Heckman, 2008, Imbens and
Rubin, 2015]. One theoretically and practically interesting approach is to ag-
gregate methods in heterogeneous treatment effect estimation: the practice of
aggregating individual results over several separate algorithms has shown to be
successful in practice [Mullainathan and Spiess, 2017] and can be applied to
heterogeneous treatment effect estimation [Grimmer et al., 2017].
4 Conclusion
This thesis aimed to explore how the underlying causal structures should be
taken into account in covariate selection when performing heterogeneous treat-
ment effect estimation. The research question was studied by reviewing existing
literature and by executing a simulation study. In the simulation study, the
aim was to explore the performance of the causal forest algorithm with differ-
ent covariate sets for the algorithm in each simulation. The simulations were
generated with SCMs.
Earlier literature has provided different views on an approach in covariate
selection. The PO framework literature has suggested to balance the distribu-
tions of the pre-treated covariates as far as possible between the treated and the
control group, whereas in contrast the SCM literature has suggested to use prior
knowledge of the causal structures and to systematically define the sufficient set
of covariates to be adjusted. In some cases, these frameworks suggest different
adjusting strategies, such as in the M-structure case that was presented in the
thesis. Furthermore, the review of literature provided an overview of heteroge-
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neous treatment effect estimation methods. The causal forest method, which
was used in the simulation study as an estimation method, was covered in more
detail.
According to the results of the simulation study, a practical recommendation
would be to include all the observed relevant pre-treated covariates in the model.
In every simulation except one, the model with the highest number of covariates
performed the best with respect to RMSE and coverage. Surprisingly, this result
even applied to the cases where the SCM literature suggests not to condition
all the variables. Besides covariate selection, the orthogonalization method was
also tested, but this did not improve the performance of the causal forest even in
a confounded causal structure. One notable result was that the coverage rates
of the causal forest estimates were significantly below their nominal rates if the
heterogeneous treatment effect function depended on higher number (over three
in the simulation study) of covariates.
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Appendices
Table 10: Abbreviations
ATE Average treatment effect
CATE Conditional average treatment effect
DAG Directed acyclic graph
IPTW Inverse probability of treatment weighting
MSE Mean squared error
PO Potential outcomes
RCT Randomized controlled trial
RMSE Root mean squared error
SCM Structural causal models
SSLN Strong law of large numbers
A Unbiasedness of the ATE Estimator
Proof. By defining
Di = Wi − Nt
N
=
{
Nc
N if Wi = 1
−NtN if Wi = 0
, so that E[Di] = 0,
the expression 2.5 can be rewritten in the following way:
τˆ = τ + 1
N
N∑
i=1
Di[
N
Nt
Yi(1)− N
Nc
Yi(0)]
Then it can be shown that τˆ is an unbiased estimator for τ when the assumption
of a constant causal effect holds:
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E[τˆ ] = E[τ + 1
N
N∑
i=1
Di(
N
Nt
Yi(1)− N
Nc
Yi(0))]
= E[τ ]
= τ
B Variance of the ATE Estimator
It can be shown [e.g. Imbens and Rubin, 2015], that the sample variance of τˆ is
the following:
V[τˆ ] = S
2
c
Nc
+ S
2
t
Nt
− S
2
tc
N
, where (B.1)
the sample variances of Y (0) and Y (1) are
S2c =
1
N − 1
N∑
i=1
[Yi(0)− Y¯ (0)]2 and S2t =
1
N − 1
N∑
i=1
[Yi(1)− Y¯ (1)]2 (B.2)
The variance of unit-level treatment effects in the sample is the following:
S2tc =
1
N − 1
N∑
i=1
[Yi(1)− Yi(0)− (Y¯ (1)− Y¯ (0))]2
The sample variances B.2 can be estimated in the following way:
S2c =
1
Nc − 1
N∑
i:Wi=0
[Y Obsi − Y¯ Obsc ]2
and S2t =
1
Nt − 1
N∑
i:Wi=1
[Y Obsi − Y¯ Obst ]2
Due to the “fundamental problem of causal inference”, the term S2tc cannot
be estimated. As an estimator for V[τˆ ] it is a general way to use the version of
the B.1 where the term S
2
tc
N is ignored:
VNeyman[τˆ ] =
S2c
Nc
+ S
2
t
Nt
(B.3)
This leads to an upwardly biased estimator for V[τˆ ], implicating conservative
confidence intervals. Still there are two cases when estimator B.3 is unbiased:
if the treatment effect τ is constant or if the sample at hand is viewed as a ran-
dom sample from an infinite population, meaning that V[τˆ ] is unbiased for the
variance of τˆ viewed as an estimator of the population average treatment effect
E[Yi(1) − Yi(0)], rather than as an estimator of the sample average treatment
effect 1N
∑N
i=1[Yi(1)− Yi(0)]. [e.g. Imbens and Rubin, 2015].
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C Unconfoundedness Given a Balancing Score
Proof. Given the unconfoundedness 2.6, the expression 2.11 can be written in
the following way:
Wi ⊥ Yi(0), Yi(0)|b(Xi)
⇐⇒ Pw[Wi = 1 | Yi(0), Yi(1), b(Xi)] = Pw[Wi = 1 | b(Xi)] (C.1)
BecauseWi ∈ {0, 1}, the left-hand side of the C.1 can be written as a conditional
expectation. By using iterated expectations:
Pw[Wi = 1 | Yi(0), Yi(1), b(Xi)]
= Ew[Wi | Yi(0), Yi(1), b(Xi)]
= E[Ew[Wi | Yi(0), Yi(1), b(Xi), Xi] | Yi(0), Yi(1), b(Xi)] (C.2)
Given the unconfoundedness 2.6 and the definition of balancing scores 2.10, the
C.2 can be showed to equal the right-hand side of the C.1, meaning that the
unconfoundedness given a balancing score (2.11) holds:
E[Ew[Wi | b(Xi)] | Yi(0), Yi(1), b(Xi)]
= E[Wi | b(Xi)]
= Pw[Wi = 1 | b(Xi)]
D Balancing Property of the Propensity Score
Proof. We show that
Wi ⊥ Xi | e(Xi) (D.1)
The expression D.1 is equal with the following statement:
P[Wi = 1 | Xi, e(Xi)] = P[Wi = 1 | e(Xi)] (D.2)
Because e(Xi) is a function of Xi, the left-hand side of the equation D.2 can be
written as P[Wi = 1 | Xi], which is the definition of the propensity score e(Xi).
P[Wi = 1 | Xi, e(Xi)] = e(Xi)
Given that Wi ∈ {0, 1}, the right-hand side of the D.2 can be written as a
conditional expectation. By using iterated expectations:
P[Wi = 1 | e(Xi)]
= E[Wi | e(Xi)]
= E[E[Wi | e(Xi), Xi] | e(Xi)]
= E[e(Xi) | e(Xi)]
= e(Wi)
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E A Simple Algorithm for Estimating the Propen-
sity Score
Algorithm 1 presented in Dehejia and Wahba [2002].
Data: Covariates X
Result: Estimated Propensity Score
Start with a parsimonious logit specification to estimate the
score;
while TRUE do
Sort data w.r.t. estimated propensity score (ASC);
Stratify all observations of equal score range;
Statistical test for all X, differences in means across treated
and comparison units within each stratum are not
significantly different from zero;
if X are balanced between treated and comparison
observations for all strata then
BREAK;
else if X are not balanced for one stratum then
while X are not in balance do
Divide the stratum into finer strata;
Statistical test for all X;
end
else
Modify the logit by adding interaction terms and/or
higher-order terms of the covariate;
end
end
Algorithm 1: Algorithm for estimating the propensity score
F Rules of do-calculus
These three rules of do-calculus, their explanations and their proofs are provided
in Pearl [1995] (this theorem is directly cited). The following expression are
used:
GX The DAG obtained by deleting from G all arrows pointing to nodes
in X.
GX The DAG obtained by deleting from G all arrows emerging from
nodes in X.
GXZ The DAG obtained by deleting from G all arrows emerging from
nodes in X and all arrows pointing to nodes in X.
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In addition, P(y | do(x), z) , P(y,z|do(x))P(z|do(x)) is the probability of Y = y given that
X is held constant at x and that Z = z is observed.
Theorem. Rules of Do-Calculus
Let G be the DAG associated with a causal model as defined in 2.19, and let
P(·) stand for the distribution induced by that model. For any disjoint subsets
of variables X,Y, Z, and W , we have the following rules:
Rule 1 (Insertion/deletion of observations):
P(y | do(x), z, w) = P(y | do(x), w) if (Y ⊥ Z | X,W )G
X
Rule 2 (Action/observation exchange):
P(y | do(x), do(z), w) = P(y | do(x), z, w) if (Y ⊥ Z | X,W )G
XZ
Rule 3 (Insertion/deletion of actions):
P(y | do(x), do(z), w) = P(y | do(x), w) if (Y ⊥ Z | X,W )G
X,Z(W )
, where Z(W )
is the set of Z-nodes that are not ancestors of any W-node in GX .
G K-Fold Cross-Validation Algorithm
Data: Set S = Covariates X ∪Outcomes Y
Result: Cross-validation estimate CVk
Divide the set S in k folds of approximately equal size;
for i = 1 to k do
Select i fold as a validation set;
Use other sets but i to fit the model;
Fit the model;
Use set i to count MSEi = 1n1
∑n1
i=1(Yi − Yˆi)2;
end
CVk = 1k
∑k
i=1MSEi;
Algorithm 2: K-Fold Cross-Validation
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H Recursive Binary Split
Data: Data from the latest region R: Covariates X∪ Outcomes Y
Result: Recursive binary split
Function FnRecursive(Region R):
for p = 1 to P do
for t = 1 to T do
Divide R w.r.t. covariate Xp and a cutpoint t into two
regions R1 = {X | Xp < t} and R2 = {X | Xp ≥ t};
Count
RSS =
∑
i:Xi∈R1(p,t)(yi − yˆR1)2 +
∑
i:Xi∈R2(p,t)(yi − yˆR2)2;
end
end
Choose (p∗, t∗) s.t. equation RSS is minimized;
Split the data w.r.t. (p∗, t∗) in regions R1 and R2;
;
Algorithm 3: Recursive binary split
I Boosting for Regression Trees
Based on the algorithm presented in James et al. [2014]:
Data: Training data: Covariates X∪ Outputs Y
Result: The boosted model
Set fˆ(x) = 0 and ri = yi for all i in the training set;
for b = 1 to B do
Fit a tree fˆ b with d splits to training data (X, r);
Update fˆ b by adding a shrunken version of the new tree:
fˆ(x)← fˆ(x) + λfˆ b(x);
Update residuals ri ← ri − λfˆ b(xi);
end
Output the boosted model fˆ(x) =
∑B
b=1 λfˆ
b(xi);
Algorithm 4: Boosting for Regression Trees
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J Coefficients in the Simulation Study
Value
βX1 1.1846881
βX2 1.6731552
βX3 2.9565855
βX4 -1.8355449
βX5 2.8452661
βX6 -1.1567457
βX7 -1.5805033
βX8 1.4988092
βX9 1.3516565
βX10 2.8661819
βC1 2.9628036
βC2 0.8623509
βC3 -0.0993400
βC4 -1.1987373
βC5 -2.5123647
βC6 -1.7654443
βC7 0.2969675
βC8 0.9698760
βC9 0.9790413
βC10 0.3159898
βU2 5.0000000
Value
γZ1 0.3103331
γZ2 -0.8675404
γC1 0.2809952
γC2 0.0842018
γC3 -0.2081202
γC4 -0.0699206
γC5 -0.1153378
γC6 -0.3488950
γC7 -0.2784899
γC8 0.3364730
γC9 -0.3641025
γC10 -0.1293683
γU1 0.5000000
Value
δ1 5
δ2 5
K R-Codes and used packages
All R-codes can be found from GitHub: https://github.com/juholaht/Thesis
The used packages are the following:
• dplyr [Wickham et al., 2019]
• forcats [Wickham, 2019]
• ggplot2 [Wickham, 2016]
• grf [Tibshirani et al., 2020]
• gridExtra [Auguie, 2017]
• plotly [Sievert, 2020]
• Rlab [Boos and Nychka, 2012]
• tidyr [Wickham and Henry, 2019]
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