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Abstract In this paper, Lie bialgebra structures on generalized Heisenberg-Virasoro
algebra L are considered. Also, H1(L,L
⊗
L) is given explicitly. Moreover, it is
proved that all Lie bialgebra structure on centerless generalized Heisenberg-Virasoro
algebra L are coboundary triangular.
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1. Introduction
Lie bialgebra structures on some Lie (super)algebras including generalized Witt
type, generalized Virasoro like type and generalized Weyl type Lie algebras, the
Schro¨dinger-Virasoro Lie algebra, the N = 2 superconformal algebra, etc., were
constructed (cf.[4],[6],[7],[10],[12],[13],[14],[15][16]) since the notion was first intro-
duced by Drinfeld in 1983 (cf.[1],[2]) in a connection with quantum groups. Re-
cently, a general method to obtain Lie (super)bialgebra structures on some Lie
(super) algebras related to Virasoro algebra was given in [3].
In this paper, We will study the Lie bialgebra structures on Lie algebra of gen-
eralized Heisenberg-Virasoro algebra which has been studied in [5]. It is the nat-
ural generalization of the twisted Heisenberg-Virasoro algebra. The structure and
representations for generalized Heisenberg-Virasoro algebra were studied in [5],[9].
However, Lie bialgebra structures on generalized Heisenberg-Virasoro algebra have
not yet been considered.
Let us recall some definitions related to Lie bialgebras. For a vector space L over
a field F of characteristic zero. we define the twist map τ of L ⊗ L and the cyclic
map ξ of L⊗ L⊗ L by
(1.1) τ : x⊗ y 7→ y ⊗ x, ξ : x⊗ y ⊗ z 7→ y ⊗ z ⊗ x for x, y, z ∈ L.
The definitions of a Lie algebra and Lie coalgebra can be reformulated as follows.
Then a Lie algebra can be defined as a pair (L, ϕ) consisting of a vector space L
and a bilinear map ϕ : L⊗L→ L (called the bracket of L) satisfying the following
conditions:
Ker(1− τ) ⊂ Kerϕ (skew-symmetry),(1.2)
ϕ · (1⊗ ϕ) · (1 + ξ + ξ2) = 0 : L⊗ L⊗ L→ L (Jacobi identity),(1.3)
denote 1 is the identity map of L ⊗ L. Dually, a Lie coalgebra is a pair (L,∆)
consisting of a vector space L and a linear map ∆ : L→ L⊗L (called the cobracket
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2of L) satisfying the following conditions:
Im∆ ⊂ Im(1− τ) (anti-commutativity),(1.4)
(1 + ξ + ξ2) · (1 ⊗∆) ·∆ = 0 : L→ L⊗ L⊗ L (Jacobi identity).(1.5)
Definition 1.1. A Lie bialgebra is a triple (L, ϕ,∆) such that (L, ϕ) is a Lie algebra
and (L,∆) is a Lie coalgebra and the following compatibility condition holds:
∆ϕ(x, y) = x ·∆y − y ·∆x for x, y ∈ L,(1.6)
We shall use the symbol “·” to stand for the diagonal adjoint action:
(1.7) x · (
∑
i
ai ⊗ bi) =
∑
i
([x, ai]⊗ bi + ai ⊗ [x, bi])
for x, ai, bi ∈ L, and in general [x, y] = ϕ(x, y) for x, y ∈ L.
Definition 1.2. (1) A coboundary Lie bialgebra is a 4-tuple (L, ϕ,∆, r), where (L, ϕ,∆)
is a Lie bialgebra and r ∈ Im(1− τ) ⊂ L⊗ L such that ∆ = ∆r is a coboundary of
r, where in general ∆r (which is an inner derivation, cf. (1.15)) is defined by,
(1.8) ∆r(x) = x · r for x ∈ L.
(2) A coboundary Lie bialgebra (L, ϕ,∆, r) is triangular if it satisfies the following
classical Yang-Baxter Equation (CYBE):
(1.9) c(r) = 0.
(3) An element r ∈ Im(1−τ) ⊂ L⊗L is said to satisfy the modified Yang-Baxter
Equation (MYBE) if
(1.10) x · c(r) = 0, for x ∈ L.
where c(r) is defined by
(1.11) c(r) = [r12, r13] + [r12, r23] + [r13, r23],
and rij are defined as follows: Denote U(L) the universal enveloping algebra of L
and 1 the identity element of U(L). If r =
∑
i ai ⊗ bi ∈ L ⊗ L, then r
ij are the
following elements in U(L) ⊗ U(L) ⊗ U(L):
r12 = r ⊗ 1 =
∑
i
ai ⊗ bi ⊗ 1,
r13 = (1⊗ τ)(τ ⊗ 1) =
∑
i
ai ⊗ 1⊗ bi,
r23 = 1⊗ r =
∑
i
1⊗ ai ⊗ bi.
The following results can be found in [2] and [8].
Lemma 1.3. (1) For a Lie algebra L and r ∈ Im(1− τ) ⊂ L, the tripple (L, [·, ·],∆)
is a Lie bialgebra if and only if r satisfies MYBE.
(2) For a Lie algebra L and r ∈ Im(1 − τ) ⊂ L, we have
(1.12) (1 + ξ + ξ2) · (1⊗∆) ·∆(x) = x · c(r) for all x ∈ L.
Let us state our main results below. Suppose Γ be an abelian group and T is a
vector space over F. We always assume that T = F∂ because of dimT = 1. The
tensor product W = FΓ⊗F T is free left FΓ-module. We shall denote tx∂ = tx ⊗ ∂.
Fix a pairing ϕ : T × Γ → F, which is F−linear in the first variable and additive
in the second one. Denote: ϕ(∂, x) = 〈∂, x〉 = ∂(x) for x ∈ Γ. If Γ0 = {x ∈ Γ :
3∂(x) = 0} = 0 called ϕ is nondegenerate. In this paper,we always suppose that ϕ
is nondegenerate.
Clearly, from Γ and T is a vector space over F, the generalized Heisenberg-
Virasoro algebra L := L(Γ)([5]) is a Lie algebra generated by {Lx = tx∂, Ix =
tx, CL, CI , CLI , x ∈ Γ}, subject to the following relations:
[Lx, Ly] = (y − x)Lx+y + δx+y,0
1
12 (x
3 − x)CL,
[Ix, Iy] = yδx+y,0CI ,
[Lx, Iy] = yIx+y + δx+y,0(x
2 − x)CL,
[L, CL] = [L, CI ] = [L, CLI ] = 0.
The Lie algebra L has a generalized Heisenberg subalgebra and a generalized Vira-
soro subalgebra interwined with a 2-cocycle. Set Lx = SpanF{Lx, Ix} for x ∈ Γ\{0},
L0 = SpanF{L0, I0, CL, CI , CLI}. Then L = ⊕
x∈Γ
Lx is a graded Lie algebra. Denote
C the center of L, then C = Span
F
{I0, CL, CI , CLI}. It is well known that the first
cohomology group of L with coefficients in the module V is isomorphic to
(1.13) H1(L, V ) ∼= Der(L, V )/Inn(L, V ),
where Der(L, V ) is the set of derivations d : L→ V which are linear maps satisfying
(1.14) d([x, y]) = x · d(y)− y · d(x) for x, y ∈ L,
and Inn(L, V ) is the set of inner derivations ainn, a ∈ V , defined by
(1.15) ainn : x 7→ x · a for x ∈ L.
2. Lie bialgebra structures on the generlized Heisenberg-Virasoro
algebra
Definition 2.1. For any λ ∈ F ,C ∈ C, we define the map λ⊗ C : L→ L⊗ L by
(λ⊗ C)(ωα) =λ(1− δα,0)w1Iα ⊗ C,(2.1)
for ωα = w1Lα + w2Iα + δα,0Z ∈ Lα, where Z ∈ SpanF{CL, CLI , CI}, α ∈ Γ.
Obviously, for any C ∈ C, λ ∈ F, λ ⊗ C ∈ Der(L,L ⊗ L) and it is an outer
derivation. Furthermore, F⊗C = {λ⊗C, λ ∈ F} is a subalgebra of Der(L,L⊗ L),
denoted by F⊗ FC. Similarly, we have the derivation subalgebra FC ⊗ F.
The main result of this section is
Theorem 2.2. (1) Let (L, [·, ·],∆) be a Lie bialgebra such that ∆ has the decompo-
sition ∆r + σ with respect to Der(L, V ) = Inn(L, V ) ⊕ (F⊗ FC + FC ⊗ F), where
r ∈ V (modC⊗C) and σ ∈ F⊗FC+FC⊗F, σ(L) ⊆ Im(1− τ). Then, r ∈ Im(1− τ).
Furthermore, (L, [·, ·], σ) is a Lie bialgebra.
(2) An element r ∈ Im(1 − τ) ⊂ L ⊗ L satisfies CYBE in (1.9) if and only if it
satisfies MYBE in (1.10).
(3) Regarding V = L ⊗ L as an L-module under the adjoint diagonal action of
L in (1.7), we have H1(L, V ) = Der(L, V )/Inn(L, V ) ∼= F⊗ FC + FC ⊗ F.
We give the proof of Theorem 2.2 by several lemmas and propositions.
At first, Theorem 2.2(2) follows from the following result.
4Lemma 2.3. Denote by L⊗n the tensor product of n copies of L. Regarding L⊗n
as an L-module under the adjoint diagonal action of L, suppose c ∈ L⊗n satisfying
a · c = 0 for all a ∈ L. Then c = 0.
Proof. The lemma is obtained by using the same arguments as in the proof of
Lemma 2.2 in [13].
Theorem 2.2(3) follows from the following proposition.
Proposition 2.4. Der(L, V ) = Inn(L, V ) + F⊗ FC + FC ⊗ F, where V = L⊗ L.
Proof. We shall divide the proof of the proposition into several claims. Note that
V = ⊕α∈ΓVα is Γ-graded with Vα =
∑
β+γ=α Lβ ⊗ Lγ , where Lα = CLα ⊕ CIα ⊕
δα,0(CCL + CCI + CCLI) for α ∈ Γ. A derivation D ∈ Der(L, V ) is homogeneous
of degree α ∈ Γ if D(Vβ) ⊂ Vα+β for all β ∈ Γ. Denote Der(L, V )α = {D ∈
Der(L, V ) | degD = α} for α ∈ Γ.
Claim 1. Every derivation D ∈ Der(L, V ). Then
(2.2) D =
∑
α∈Γ
Dα, where Dα ∈ Der(L, V )α,
which holds in the sense that for every ω ∈ L, only finitely many Dα(ω) 6= 0, and
D(ω) =
∑
α∈ΓDα(ω) (we call such a sum in (2.2) summable).
For α ∈ Γ, we define a homogeneous linear map Dα : L → V of degree α as
follows: For any ω ∈ Lβ with β ∈ Γ, write d(ω) =
∑
γ∈Γ vγ ∈ V with vγ ∈ Vγ , then
we set Dα(ω) = vα+β . Obviously Dα ∈ Der(L, V )α and we have (2.2).
Claim 2. If 0 6= α ∈ Γ, then Dα ∈ Inn(L, V ).
Denote u = α−1Dα(L0) ∈ Vα. For any ωβ ∈ Lβ , β ∈ Γ, applying Dα to
[L0, ωβ ] = βωβ , using Dα(ωj) ∈ Vα+β and the action of L0 on Vα+β is the scalar
α+ β, we have
(2.3) (α+ β)Dα(ωβ)− ωβ ·Dα(L0) = βDα(ωβ),
i.e., Dα(ωβ) = uinn(ωβ)(cf.(1.15)). Thus Dα = uinn is inner.
Claim 3. D0(L0) = D0(C) = 0( mod F(C ⊗ C)).
In order to prove this, applying D0 to [L0, ω] = βω for ω ∈ Lβ , β ∈ Γ, as in (2.3),
we obtain that ω ·D0(L0) = 0( mod F(C ⊗ C)). Thus by lemma 2.3, D0(L0) = 0.
Similarly, by applying D0 to [C, ω] = 0, we obtain D0(C) = 0( mod F(C ⊗ C)).
Claim 4. By replacing D0 by D0−uinn− (λ⊗C+C⊗ η) for some u ∈ V0, λ, η ∈ F,
we can suppose D0(Lµ) ≡ 0( mod F(C ⊗ C) for µ ∈ Γ.
We can write,under modulo F(C⊗C) (where µ ∈ Γ/Z means µ is a representative
of the coset µ+ Z in Γ, in case µ ∈ Z or µ ∈ Γ/Z we always choose µ = 0),
D0(L±1) =
∑
µ∈Γ/Z,i∈Z
a±µ,iLµ+i±1 ⊗ L−µ−i +
∑
µ∈Γ/Z,i∈Z
b±µ,iLµ+i±1 ⊗ I−µ−i
+
∑
µ∈Γ/Z,i∈Z
c±µ,iIµ+i±1 ⊗ L−µ−i +
∑
µ∈Γ/Z,i∈Z
d±µ,iIµ+i±1 ⊗ I−µ−i
+ a±L±1 ⊗ C + b
±C ⊗ L±1 + c
±I±1 ⊗ C + d
±C ⊗ I±1,
(2.4)
and we set b+0,0 = c
+
0,−1 = d
+
0,0 = d
+
0,−1 = b
−
0,0 = c
−
0,1 = d
−
0,0 = d
−
0,1 = 0, for some
a±µ,i, b
±
µ,i, c
±
µ,i, d
±
µ,i, a
±,
5b±, c±, d± ∈ F, where {(µ, i) | a±µ,i 6= 0}, {(µ, i) | b
±
µ,i 6= 0},{(µ, i) | c
±
µ,i 6= 0}
and {(µ, i) | d±µ,i 6= 0} are finite sets.In the following,to simplify notations, we
shall always omit the superscript “+”; for example, aµ,i = a
+
µ,i. Note that for
µ ∈ Γ/Z, i ∈ Z, we have
(Lµ+i ⊗ L−µ−i)inn(L1) = (µ+ i− 1)Lµ+i+1 ⊗ L−µ−i − (µ+ i+ 1)Lµ+i ⊗ L−µ−i+1,
(Lµ+i ⊗ I−µ−i)inn(L1) = (µ+ i− 1)Lµ+i+1 ⊗ I−µ−i − (µ+ i)Lµ+i ⊗ I−µ−i+1,
(Iµ+i ⊗ L−µ−i)inn(L1) = (µ+ i)Iµ+i+1 ⊗ L−µ−i − (µ+ i+ 1)Iµ+i ⊗ L−µ−i+1,
(Iµ+i ⊗ I−µ−i)inn(L1) = (µ+ i)Iµ+i+1 ⊗ I−µ−i − (µ+ i)Iµ+i ⊗ I−µ−i+1,
(L0 ⊗ C)inn(L1) = −L1 ⊗ C,
(C ⊗ L0)inn(L1) = −C ⊗ L1.
Denote
Mµ = max{|i| | aµ,i 6= 0}, Nµ = max{|i| | bµ,i 6= 0},
Eµ = max{|i| | cµ,i 6= 0}, Fµ = max{|i| | dµ,i 6= 0}.
Using the above equations and the induction on Mµ +Nµ +Eµ + Fµ, by replacing
D0 by D0 − uinn, where u is a combination of some Lµ+i ⊗ L−µ−i, Lµ+i ⊗ I−µ−i,
Iµ+i ⊗ L−µ−i, Iµ+i ⊗ I−µ−i, we can suppose
a = b = 0,
aµ,i = 0 if µ = 0; i 6= −2, 1, or µ 6= 0, i 6= 0,
bµ,i = 0 if µ = 0; i 6= −1, 1, or µ 6= 0, i 6= 0,
cµ,i = 0 if µ = 0; i 6= −2, 0, or µ 6= 0, i 6= 0,
dµ,i = 0 if µ = 0; i 6= −1, 0, or µ 6= 0, i 6= 0.
Thus we have, under modulo F(C ⊗ C),
D0(L1) =a0,−2L−1 ⊗ L2 + a0,1L2 ⊗ L−1 +
∑
06=µ∈Γ/Z
aµ,iLµ+1 ⊗ L−µ
+ b0,−1L0 ⊗ I1 + b0,1L2 ⊗ I−1 +
∑
06=µ∈Γ/Z
bµ,0Lµ+1 ⊗ I−µ
+ c0,−2I−1 ⊗ L2 + c0,0I1 ⊗ L0 +
∑
06=µ∈Γ/Z
cµ,0Iµ+1 ⊗ L−µ
+ d0,−1I0 ⊗ I1 + d0,0I1 ⊗ I0 +
∑
06=µ∈Γ/Z
dµ,0Iµ+1 ⊗ I−µ
+ cI1 ⊗ C + dC ⊗ I1.
(2.5)
6Applying D0 to [L−1, L1] = 2L0, we obtain, under modulo F(C ⊗ C),
3a0,−2L−1 ⊗ L1 + 3a0,1L1 ⊗ L−1 +
∑
06=µ∈Γ/Z
aµ,0[(µ+ 2)Lµ ⊗ L−µ − (µ− 1)Lµ+1 ⊗ L−µ−1]
+b0,−1[L−1 ⊗ I1 + L0 ⊗ I0 + 2L0 ⊗ CL] + b0,1[3L1 ⊗ I−1 − L2 ⊗ I−2]
+
∑
06=µ∈Γ/Z
bµ,0[(µ+ 2)Lµ ⊗ I−µ−µLµ+1 ⊗ I−µ−1] + c0,−2[−I−2 ⊗ L2 + 3I−1 ⊗ L1]
+c0,0[I0 ⊗ L0 + 2CL ⊗ L0 + I1 ⊗ L−1] +
∑
06=µ∈Γ/Z
cµ,0[(µ+ 1)Iµ ⊗ L−µ − (µ− 1)Iµ+1 ⊗ L−µ−1]
+
∑
06=µ∈Γ/Z
dµ,0[(µ+ 1)Iµ ⊗ I−µ − µIµ+1 ⊗ I−µ−1]
=
∑
µ∈Γ/Z,i∈Z
a−µ,i[(µ+ i− 2)Lµ+i ⊗ L−µ−i − (µ+ i+ 1)Lµ+i−1 ⊗ L−µ−i+1]
+
∑
µ∈Γ/Z,i∈Z
b−µ,i[(µ+ i − 2)Lµ+i ⊗ I−µ−i − (µ+ i)Lµ+i−1 ⊗ I−µ−i+1]
+
∑
µ∈Γ/Z,i∈Z
c−µ,i[(µ+ i− 1)Iµ+i ⊗ L−µ−i − (µ+ i+ 1)Iµ+i−1 ⊗ L−µ−i+1]
+
∑
µ∈Γ/Z,i∈Z
d−µ,i[(µ+ i− 1)Iµ+i ⊗ I−µ−i − (µ+ i)Iµ+i−1 ⊗ I−µ−i+1]
−2a−L0 ⊗ C − 2b−C ⊗ L0.
Comparing the coefficients of Lµ+i ⊗ L−µ−i with µ ∈ Γ/Z, i ∈ Z, we obtain
(µ+ i− 2)a−µ,i − (µ+ i+ 2)a
−
µ,i+1
= 3δµ,0δi,−1a0,−2 + 3δµ,0δi,1a0,1 + (1− δµ,0)δi,0(µ+ 2)aµ,0 + (1− δµ,0)δi,1(1− µ)aµ,0.
Since {(µ, i) | a−µ,i 6= 0} is a finite set, fix µ ∈ Γ/Z, i ∈ Z, we obtain
a−0,m+1 = a
−
0,−m = a
−
µ,i = 0 for m ≥ 2, µ 6= 0, i 6= 1,
and we have the following relations:
(2.6)
a−0,−1 = −a0,−2−
1
3
a−0,0, a
−
0,1 = −a
−
0,0, a
−
0,2 = −a0,1+
1
3
a−0,0, a
−
µ,1 = −aµ,0 for µ 6= 0.
Comparing the coefficients of Lµ+i ⊗ I−µ−i with µ ∈ Γ/Z, i ∈ Z, we obtain
(µ+ i− 2)b−µ,i − (µ+ i+ 1)b
−
µ,i+1
= δµ,0(δi,−1 + δi,0)b0,−1 + δµ,0(3δi,1 − δi,2)b0,1 + (1 − δµ,0)δi,0(µ+ 2)bµ,0 − (1 − δµ,0)δi,1µbµ,0.
Since {(µ, i) | b−µ,i 6= 0} is a finite set, fix µ ∈ Γ/Z, i ∈ Z,and b
−
0,0 = 0, we obtain
b0,−1 = b0,1 = bµ,0 = b
−
µ,i = b
−
0,i = 0 for µ 6= 0.
Comparing the coefficients of Iµ+i ⊗ L−µ−i with µ ∈ Γ/Z, i ∈ Z, we obtain
(µ+ i− 1)c−µ,i − (µ+ i+ 2)c
−
µ,i+1
= δµ,0(−δi,−2 + 3δi,−1)c0,−2 + δµ,0(δi,1 + δi,0)c0,0 + (1 − δµ,0)δi,0(µ+ 1)cµ,0 + (1− δµ,0)δi,1(1− µ)cµ,0.
Since {(µ, i) | c−µ,i 6= 0} is a finite set, fix µ ∈ Γ/Z, i ∈ Z, and c
−
0,1 = 0, we obtain
c0,−2 = c0,0 = cµ,0 = c
−
µ,i = c
−
0,i = 0 for µ 6= 0.
7Comparing the coefficients of Iµ+i ⊗ I−µ−i with µ ∈ Γ/Z, i ∈ Z, we obtain
(µ+ i− 1)d−µ,i − (µ+ i+ 1)c
−
µ,i+1
= (1− δµ,0)δi,0(µ+ 1)dµ,0 − (1− δµ,0)δi,1µdµ,0.
Since {(µ, i) | d−µ,i 6= 0} is a finite set, fix µ ∈ Γ/Z, i ∈ Z, and d
−
0,0 = d
−
0,−1 = 0, we
obtain
d−µ,m = d
−
0,i = 0 for m 6= 1, µ 6= 0,
and we have the following relation:
(2.7) d−µ,1 = −dµ,0 for µ 6= 0.
Comparing the coefficients of L0 ⊗ C,C ⊗ L0, we obtain
a− = b− = 0.
Consequently, under modulo F(C ⊗ C), we can rewrite
D0(L−1) =a
−
0,−1L−2 ⊗ L1 + a
−
0,0L−1 ⊗ L0 + a
−
0,1L0 ⊗ L−1 + a
−
0,2L1 ⊗ L−2
−
∑
06=µ∈Γ/Z
aµ,0Lµ ⊗ L−µ−1 −
∑
06=µ∈Γ/Z
dµ,0Iµ ⊗ I−µ−1 + c
−I−1 ⊗ C
+ d−C ⊗ I−1,
(2.8)
where the coefficients satisfy (2.6) and (2.7).
Under modulo F(C ⊗ C), we can write
D0(L±2) =
∑
µ∈Γ/Z,i∈Z
a
′±
µ,iLµ+i±2 ⊗ L−µ−i +
∑
µ∈Γ/Z,i∈Z
b
′±
µ,iLµ+i±2 ⊗ I−µ−i
+
∑
µ∈Γ/Z,i∈Z
c
′±
µ,iIµ+i±2 ⊗ L−µ−i +
∑
µ∈Γ/Z,i∈Z
d
′±
µ,iIµ+i±2 ⊗ I−µ−i
+ a
′±L±2 ⊗ C + b
′±C ⊗ L±2 + c
′±I±2 ⊗ C + d
′±C ⊗ I±2,
(2.9)
and we set b
′+
0,0 = c
′+
0,−2 = d
′+
0,0 = d
′+
0,−2 = b
′−
0,0 = c
′−
0,2 = d
′−
0,0 = d
′−
0,2 = 0, for some
a
′±
µ,i, b
′±
µ,i, c
′±
µ,i, d
′±
µ,i, a
′±,
b
′±, c
′±, d
′± ∈ F, where {(µ, i) | a
′±
µ,i 6= 0}, {(µ, i) | b
′±
µ,i 6= 0},{(µ, i) | c
′±
µ,i 6= 0} and
{(µ, i) | d
′±
µ,i 6= 0} are finite sets.Now we shall omit the superscript “
+” again; for
example, a
′
µ,i = a
′+
µ,i.
8Applying D0 to [L−1, L2] = 3L1, we have, under modulo F(C ⊗ C),
∑
µ∈Γ/Z,i∈Z
a
′
µ,i[(µ+ i+ 3)Lµ+i+1 ⊗ L−µ−i − (µ+ i− 1)Lµ+i+2 ⊗ L−µ−i−1]
+
∑
µ∈Γ/Z,i∈Z
b
′
µ,i[(µ+ i+ 3)Lµ+i+1 ⊗ I−µ−i − (µ+ i)Lµ+i+2 ⊗ I−µ−i−1]
+
∑
µ∈Γ/Z,i∈Z
c
′
µ,i[(µ+ i+ 2)Iµ+i+1 ⊗ L−µ−i − (µ+ i− 1)Iµ+i+2 ⊗ L−µ−i−1]
+
∑
µ∈Γ/Z,i∈Z
d
′
µ,i[(µ+ i+ 2)Iµ+i+1 ⊗ I−µ−i − (µ+ i)Iµ+i+2 ⊗ I−µ−i−1]
+3a
′
L1 ⊗ C + 3b
′
C ⊗ L1 + 2c
′
I1 ⊗ C + 2d
′
C ⊗ I1 + a
−
0,−1[4L0 ⊗ L1 + L−2 ⊗ L3]
+a−0,0[3L1 ⊗ L0 + 2L−1 ⊗ L2] + a
−
0,1[2L2 ⊗ L−1 + 3L0 ⊗ L1] + a
−
0,2[L3 ⊗ L−2 + 4L1 ⊗ L0]
+
∑
06=µ∈Γ/Z
a−µ,0[(µ− 2)Lµ+2 ⊗ L−µ−1 − (µ+ 3)Lµ ⊗ L−µ−3]
+
∑
06=µ∈Γ/Z
d−µ,0[µIµ+2 ⊗ I−µ−1 − (µ+ 1)Iµ ⊗ I−µ+1] + c
−I1 ⊗ C + d−C ⊗ I1
= 3a0,−2L−1 ⊗ L2 + 3a0,1L2 ⊗ L−1 +
∑
06=µ∈Γ/Z
3aµ,0Lµ+1 ⊗ L−µ
+
∑
06=µ∈Γ/Z
3dµ,0Iµ+1 ⊗ I−µ + 3cI1 ⊗ C + 3dC ⊗ I1.
Comparing the coefficients of Lµ+i+1 ⊗ L−µ−i with µ ∈ Γ/Z, i ∈ Z, we obtain
3δi,−2a0,−2 + 3δi,1a0,1 = (i+ 3)a
′
0,i − (i− 2)a
′
0,i−1 + δi,−3a
−
0,−1 + 2δi,−2a
−
0,0
+δi,−1(4a
−
0,−1 + 3a
−
0,1) + δi,0(4a
−
0,2 + 3a
(L−1)
0,0 ) + 2δi,1a
−
0,1 + δi,2a
−
0,2,
and
(µ+ i+ 3)a
′
µ,i − (µ+ i− 2)a
′
µ,i−1 + δi,1(µ− 2)aµ,0 − δi,−1(µ+ 3)aµ,0 = 3δi,0aµ,0 for µ 6= 0.
Using (2.6), we obtain
a−0,−1 = a
−
0,2 = a
′
0,m = a
′
0,−m−2 = aµ,0 = a
′
µ,i = 0 for m ≥ 2, µ 6= 0, i ∈ Z,
and
a−0,0 = −a
−
0,1 = 3a0,1 = −3a0,−2,
a
′
0,−3 = a
′
0,1 − 6a0,1, a
′
0,−2 = −4a
′
0,1 + 15a0,1,
a
′
0,−1 = 6a
′
0,1 − 18a0,1, a
′
0,0 = −4a
′
0,1 + 9a0,1.
(2.10)
Comparing the coefficients of Lµ+i+1 ⊗ I−µ−i with µ ∈ Γ/Z, i ∈ Z, we obtain
b
′
µ,i = 0.
Comparing the coefficients of Iµ+i+1 ⊗ L−µ−i with µ ∈ Γ/Z, i ∈ Z, we obtain
c
′
µ,i = 0.
Comparing the coefficients of Iµ+i+1 ⊗ I−µ−i with µ ∈ Γ/Z, i ∈ Z, we obtain
(i + 2)d
′
0,i − (i− 1)d
′
0,i−1 = 0,
and
9(µ+ i+ 2)d
′
µ,i − (µ+ i− 1)d
′
µ,i−1 + µδi,1dµ,0 − (µ+ 1)δi,−1dµ,0 = 3δi,0dµ,0 for µ 6= 0.
Using d
′
0,0 = d
′
0,−2 = 0, we obtain
d
′
0,i = d
′
µ,m = d
′
µ,−m−1 = 0 for m ≥ 1, µ 6= 0, i ∈ Z,
and
d
′
µ,−1 = d
′
µ,0 = dµ,0, for µ 6= 0.(2.11)
Now (2.5) and (2.8), respectively,become,under modulo F(C ⊗ C),
D0(L1) =a0,1(−L−1 ⊗ L2 + L2 ⊗ L−1)
+
∑
06=µ∈Γ/Z
dµ,0Iµ+1 ⊗ I−µ + cI1 ⊗ C + dC ⊗ I1,(2.12)
D0(L−1) =3a0,1(L−1 ⊗ L0 − L0 ⊗ L−1)
−
∑
06=µ∈Γ/Z
dµ,0Iµ ⊗ I−µ−1 + c
−I−1 ⊗ C + d
−C ⊗ I−1.(2.13)
Applying D0 to [L−2, L1] = 3L−1, we have, under modulo F(C ⊗ C),
a0,1[−L−3 ⊗ L2 − 4L−1 ⊗ L0 −
1
2L−1 ⊗ CL + 4L0 ⊗ L−1 +
1
2CL ⊗ L−1 + L2 ⊗ L−3]
+
∑
06=µ∈Γ/Z
dµ,0[(µ+ 1)Iµ−1 ⊗ I−µ − µIµ+1 ⊗ I−µ−2] + cI−1 ⊗ C + dC ⊗ I−1
−(
∑
µ∈Γ/Z,i∈Z
a
′−
µ,i[(µ+ i− 3)Lµ+i−1 ⊗ L−µ−i − (µ+ i+ 1)Lµ+i−2 ⊗ L−µ−i+1]
+
∑
µ∈Γ/Z,i∈Z
b
′−
µ,i[(µ+ i− 3)Lµ+i−1 ⊗ I−µ−i − (µ+ i)Lµ+i−2 ⊗ I−µ−i+1]
+
∑
µ∈Γ/Z,i∈Z
c
′−
µ,i[(µ+ i− 2)Iµ+i−1 ⊗ L−µ−i − (µ+ i+ 1)Iµ+i−2 ⊗ L−µ−i+1]
+
∑
µ∈Γ/Z,i∈Z
d
′−
µ,i[(µ+ i− 2)Iµ+i−1 ⊗ I−µ−i − (µ+ i)Iµ+i−2 ⊗ I−µ−i+1]
−3a
′−L−1 ⊗ C − 3b
′−C ⊗ L−1 − 2c
′−I−1 ⊗ C − 2d
′−C ⊗ I−1)
= 9a0,1(L−1 ⊗ L0 − L0 ⊗ L−1)− 3
∑
06=µ∈Γ/Z
dµ,0Iµ ⊗ I−µ−1 + 3c−I−1 ⊗ C + 3d−C ⊗ I−1.
Comparing the coefficients, Using d
′−
0,0 = d
′−
0,2 = 0,we obtain
a0,1 = a
′−
µ,i = a
′−
0,m+2 = a
′−
0,−m = a
′− = 0 for m ≥ 2, µ 6= 0, i ∈ Z,
b
′−
µ,i = c
′−
µ,i = b
′− = d
′−
0,i = 0 for µ 6= 0.i ∈ Z,
d
′−
µ,m = d
′−
µ,−m+3 = 0 for m ≥ 3, µ 6= 0,
and
a
′−
0,0 = a
′−
0,2 = −4a
′−
0,−1, a
′−
0,1 = 6a
′−
0,−1, a
′−
0,3 = a
′−
0,−1,
d
′−
µ,1 = d
′−
µ,2 = −dµ,0 for µ 6= 0.(2.14)
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Now (2.12),(2.13), and (2.9), respectively, become, under modulo F(C ⊗ C),
D0(L1) =
∑
06=µ∈Γ/Z
dµ,0Iµ+1 ⊗ I−µ + cI1 ⊗ C + dC ⊗ I1,(2.15)
D0(L−1) = −
∑
06=µ∈Γ/Z
dµ,0Iµ ⊗ I−µ−1 + c
−I−1 ⊗ C + d
−C ⊗ I−1,(2.16)
D0(L2) =a
′
0,1(L−1 ⊗ L3 − 4L0 ⊗ L2 + 6L1 ⊗ L1 − 4L2 ⊗ L0 + L3 ⊗ L−1)
+
∑
06=µ∈Γ/Z
dµ,0(Iµ+2 ⊗ I−µ + Iµ+1 ⊗ I−µ+1) + c
′
I2 ⊗ C + d
′
C ⊗ I2,
(2.17)
D0(L−2) =a
′−
0,−1(L−3 ⊗ L1 − 4L−2 ⊗ L0 + 6L−1 ⊗ L−1 − 4L0 ⊗ L−2 + L1 ⊗ L−3)
−
∑
06=µ∈Γ/Z
dµ,0(Iµ−1 ⊗ I−µ−1 + Iµ ⊗ I−µ−2) + c
′−I−2 ⊗ C + d
′−C ⊗ I−2.
(2.18)
Note that
(Iµ−1 ⊗ I−µ+1)inn(L2) = (µ− 1)Iµ+1 ⊗ I−µ+1 − (µ− 1)Iµ−1 ⊗ I−µ+3,
(Iµ−3 ⊗ I−µ+3)inn(L2) = (µ− 3)Iµ−1 ⊗ I−µ+3 − (µ− 3)Iµ−3 ⊗ I−µ+5.
Using these two equations, by replacing D0 by D0−uinn, where u is a combination
of Iµ−1 ⊗ I−µ+1 and Iµ−3 ⊗ I−µ+3 (this replacement does not affect the above
equations (2.15),(2.16)and (2.18) ), under modulo F(C ⊗ C), we can rewrite (2.17)
as
D0(L2) =a
′
0,1(L−1 ⊗ L3 − 4L0 ⊗ L2 + 6L1 ⊗ L1 − 4L2 ⊗ L0 + L3 ⊗ L−1)
+
∑
06=µ∈Γ/Z
dµ,0(Iµ+2 ⊗ I−µ + Iµ−3 ⊗ I−µ+5) + c
′
I2 ⊗ C + d
′
C ⊗ I2,
(2.19)
Applying D0 to [L−2, L2] = L0 +
1
2CL, we obtain
a
′
0,1 = −a
′−
0,−1, dµ,0 = 0 for µ 6= 0.
Using (2.7),(2.11)and(2.14), we obtain
d−µ,1 = d
′
µ,−1 = d
′
µ,0 = d
′−
µ,1 = d
′−
µ,2 = 0 for µ 6= 0.
Denote
u = L−1 ⊗ L1 − 2L0 ⊗ L0 + L1 ⊗ L−1.
Replacing D0 by D0 + a
′
0,1uinn(this replacement does not affect the above two
equations (2.15)and(2.16)), we obtain
D0(L2) = c
′
I2 ⊗ C + d
′
C ⊗ I2,(2.20)
D0(L−2) = c
′−I−2 ⊗ C + d
′−C ⊗ I−2.(2.21)
At last, we can rewrite (2.4) and (2.9) as
D0(L±1) = c
±I±1 ⊗ C + d
±C ⊗ I±1,(2.22)
D0(L±2) = c
′±I±2 ⊗ C + d
′±C ⊗ I±2.(2.23)
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Write under modulo F(C ⊗ C),
D0(I±1) =
∑
µ∈Γ/Z,i∈Z
e±µ,iLµ+i±1 ⊗ L−µ−i +
∑
µ∈Γ/Z,i∈Z
f±µ,iLµ+i±1 ⊗ I−µ−i
+
∑
µ∈Γ/Z,i∈Z
g±µ,iIµ+i±1 ⊗ L−µ−i +
∑
µ∈Γ/Z,i∈Z
h±µ,iIµ+i±1 ⊗ I−µ−i
+ e±L±1 ⊗ C + f
±C ⊗ L±1 + g
±I±1 ⊗ C + h
±C ⊗ I±1,
(2.24)
and we set f+0,0 = g
+
0,−1 = h
+
0,0 = h
+
0,−1 = f
−
0,0 = g
−
0,1 = h
−
0,0 = h
−
0,1 = 0, for some
e±µ,i, f
±
µ,i, g
±
µ,i, h
±
µ,i,
e±, f±, g±, h± ∈ F, where {(µ, i) | e±µ,i 6= 0}, {(µ, i) | f
±
µ,i 6= 0},{(µ, i) | g
±
µ,i 6= 0}
and {(µ, i) | h±µ,i 6= 0} are finite sets.In the following,to simplify notations, we
shall always omit the superscript “+”; for example, eµ,i = e
+
µ,i. Note that for
µ ∈ Γ/Z, i ∈ Z, we have
(L0 ⊗ C)inn(I1) = −I1 ⊗ C,
(C ⊗ L0)inn(I1) = −C ⊗ I1.
Denote M
′
µ = max{|i| | eµ,i 6= 0}, N
′
µ = max{|i| | fµ,i 6= 0}, E
′
µ = max{|i| | gµ,i 6=
0}, F
′
µ = max{|i| | hµ,i 6= 0}.
Thus we have, under modulo F(C ⊗ C),
D0(I1) =
∑
µ∈Γ/Z,i∈Z
eµ,iLµ+i+1 ⊗ L−µ−i +
∑
µ∈Γ/Z,i∈Z
fµ,iLµ+i+1 ⊗ I−µ−i
+
∑
µ∈Γ/Z,i∈Z
gµ,iIµ+i+1 ⊗ L−µ−i +
∑
µ∈Γ/Z,i∈Z
hµ,iIµ+i+1 ⊗ I−µ−i
+ eL1 ⊗ C + fC ⊗ L1
(2.25)
Applying D0 to [L−1, I1] = 0, we obtain
D0(I1) = 0,(2.26)
By the same method, we can obtain
D0(I−1) = 0.(2.27)
Using (2.22),(2.23),(2.26) and (2.27), under modulo F(C ⊗ C), we have
D0(Li) = ciIi ⊗ C + diC ⊗ Ii for i ∈ Z,(2.28)
D0(Ii) = 0 for i ∈ Z.(2.29)
For a fixed 0 6= µ ∈ Γ/Z, Under modulo F(C ⊗ C), we can write
D0(Lµ) =
∑
ν∈Γ/Z,j∈Z
aν,jLµ+ν+j ⊗ L−ν−j +
∑
ν∈Γ/Z,j∈Z
bν,jLµ+ν+j ⊗ I−ν−j
+
∑
ν∈Γ/Z,j∈Z
cν,jIµ+ν+j ⊗ L−ν−j +
∑
ν∈Γ/Z,j∈Z
dν,jIµ+ν+j ⊗ I−ν−j
+ aµLµ ⊗ C + bµC ⊗ Lµ + cµIµ ⊗ C + dµC ⊗ Iµ,
(2.30)
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for some aµ,j , bµ,j , cµ,j , dµ,j ∈ F, where A
′
= {(ν, j) | aν,j 6= 0}, B
′
= {(ν, j) | bν,j 6=
0}, C
′
= {(ν, j) | cν,j 6= 0}, D
′
= {(ν, j) | dν,j 6= 0} are finite sets. Let i ≫ 0.
Applying D0 to [Li, [L−i, Lµ] = (µ+ i)(µ− 2i)Lµ, we obtain
Li · L−i ·D0(Lµ) = (µ+ i)(µ− 2i)D0(Lµ) + Li · Lµ ·D0(L−i)
+(µ+ i)Lµ−i ·D0(Li)
(2.31)
Define the total order on Γ× Γ by
(α, β) > (α
′
, β
′
)⇔ α > α
′
or α = α
′
, β > β
′
.
If A
′
6= ∅, let (ν0, j0) be the maximal element in A′, in this case, Lµ+ν0+j0+i ⊗
L−ν0−j0−i is the leading term of Li ·L−i ·D0(Lµ), a contradiction to equation (2.29).
Similarly, we have B
′
= C
′
= D
′
= ∅. Thus, we can rewrite (2.30) as under modulo
F(C ⊗ C),
D0(Lµ) = aµLµ ⊗ C + bµC ⊗ Lµ + cµIµ ⊗ C + d
(Lµ)
µ C ⊗ Iµ.
Then we can denote u =
aµ
µ L0 ⊗ C +
bµ
µ C ⊗ L0, replacing D0 by D0 + uinn, we
obtain
D0(Lµ) = cµIµ ⊗ C + dµC ⊗ Iµ.(2.32)
Similarly, we have D0(Iν ) = eνLν ⊗ C + fνC ⊗ Lν .
Applying D0 to [Lν−1, I1] = Iν(0 6= ν ∈ Γ/Z), we obtain, under modulo F(C⊗C),
D0(Iν) = 0.Using (2.28) and (2.32), we haveD0(Lµ) = cµIµ⊗C+dµC⊗Iµ for µ ∈
Γ \ {0}, applying D0 to [Lµ, Lν ] = (ν − µ)Lµ+ν , we obtain cµ, dµ ∈ F. Claim 4 is
proved.
Claim 5.. We can suppose D0 = 0 by replacing D0 by D0−uinn− (λ⊗C +C⊗ η)
for some u ∈ V0, λ, η ∈ F.
Replacing D0 by D0 − uinn − (λ ⊗ C + C ⊗ η) for some u ∈ V0, λ, η ∈ F, the
above claims have proved D0(L) ⊂ F(C ⊗ C). Because L = [L,L], we obtain
D0(L) ⊂ L ·D0(L) = 0.
Claim 6.. For every D ∈ Der(L, V ), (2.2) is a finite sum.
According to the above results, for any α ∈ Γ, we can suppose Dα = (uα)inn +
λ⊗ C + C ⊗ η for some uα ∈ Vα, λ, η ∈ F. If {α | uα 6= 0} is an infinite set, then,
we obtain D(L0) =
∑
α∈Γ
L0 · uα =
∑
α∈Γ
αuα + λ ⊗ C + C ⊗ η is an infinite sum, a
contradiction with the fact that D is a derivation from L → V . This proves the
claim and Proposition 2.4.
Now, we can complete the proof of Theorem 2.2 (1) as follows. First we need
Lemma 2.5.. Suppose r ∈ V (modF(C⊗C)) such that ω ·r ∈ Im(1−τ) for all ω ∈ L.
Then r ∈ Im(1− τ).
Proof. First note thatL · Im(1− τ) ⊂ Im(1− τ). Write r =
∑
x∈Γ rα with rα ∈ Vα.
Obviously,
(2.33) r ∈ Im(1− τ) ⇐⇒ rα ∈ Im(1 − τ) for all α ∈ Γ.
Thus without loss of generality, we can suppose r = rα is homogeneous.
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For any α 6= 0, then rα =
1
αL0 · rα ∈ Im(1 − τ). Thus assume α = 0. Now we
can write
r0 =
∑
µ∈Γ/Z,i∈Z
aµ,iLµ+i ⊗ L−µ−i +
∑
µ∈Γ/Z,i∈Z
bµ,iLµ+i ⊗ I−µ−i
+
∑
µ∈Γ/Z,i∈Z
cµ,iIµ+i ⊗ L−µ−i +
∑
µ∈Γ/Z,i∈Z
dµ,iIµ+i ⊗ I−µ−i
+ aµL0 ⊗ C + bµC ⊗ L0 + cµI0 ⊗ C + dµC ⊗ I0,
(2.34)
for some aµ,i, bµ,i, cµ,i, dµ,i ∈ F, where {(µ, i) | aµ,i 6= 0}, {(µ, i) | bµ,i 6= 0},
{(µ, i) | cµ,i 6= 0}, {(µ, i) | dµ,i 6= 0} are finite sets. For a fixed µ ∈ Γ/Z, let
H1 = max{|i| | aµ,i 6= 0}, H2 = min{|i| | aµ,i 6= 0}. We call Lµ+H1 ⊗ L−µ−H1 and
Lµ+H2 ⊗ L−µ−H2 respectively the highest and the lowest terms of r0.
Choose k ∈ Z, k 6= H1,−H2. Then, Lk+µ+H1 ⊗L−µ−H1 and Lµ+H2 ⊗L−µ−H2+k
are the highest and the lowest terms of Lk · r0 with coefficients (µ+H1 − k)aµ,H1
and (−µ − H2 − k)aµ,H2 respectively. Since Lk · r0 ∈ Im(1 − τ), we must have
H1 = −H2 and aµ,H1 = −bµ,H2 . Induction on H1 shows aµ,i = −aµ,−i for all i ∈ Z.
Similarly, we can obtain bµ,i = −bµ,−i,cµ,i = −cµ,−i,dµ,i = −dµ,−i for all i ∈ Z,
and aµ = −bµ, cµ = −dµ. Thus r0 ∈ Im(1− τ). This proves the lemma.
Proof of Theorem 2.2(1) Let (L, [·, ·],∆) be a Lie bialgebra structure on L. By
(1.14), Definition 1.1 and Proposition(2.4),∆ = ∆r + σ, where r ∈ V (mod(C ⊗ C))
and σ ∈ F⊗FC+FC⊗F. By (1.4) Im∆ ⊂ Im(1−τ), so ∆r(Lα)+σ(Lα) ∈ Im(1−τ)
for α ∈ Γ, which implies that cµ = −dµ. Moreover, ∆r(Iα) ∈ Im(1 − τ) for α ∈ Γ.
Thus, σ(L) ∈ Im(1 − τ). So Im∆r ∈ Im(1 − τ). It follows immediately from
Lemma2.5 that r ∈ Im(1 − τ)(mod(C ⊗ C)). According to the above results, we
always have 0 6= λ ∈ F make σ = λ⊗ C − C ⊗ λ. Then for any ωα ∈ Lα, α ∈ Γ, we
have
(1 + ξ + ξ2) · (1⊗ σ) · σ(ωα)
= λ(1 − δα,0)w1(1 + ξ + ξ2)(1 ⊗ σ)(Iα ⊗ C − C ⊗ Iα)
= 0.
It shows (L, [·, ·], σ) is a Lie bialgebra, and the proof of Theorem 2.2(1) is completed.
But by Proposition (2.4), there is no 0 6= r ∈ L, such that ∆ = x·r. Thus, (L, [·, ·],∆)
can not be a coboundary Lie bialgebra.
3. Lie bialgebras of the centerless generlized Heisenberg-Virasoro
algebra
Denote L = L/C, then L is the centerless generalized Heisenberg-Virasoro alge-
bra.
Theorem 3.1. (1) Every Lie bialgebra structure on the Lie algebra L is a triangular
coboundary Lie bialgebra.
(2) An element r ∈ Im(1 − τ) ⊂ L ⊗ L satisfies CYBE if and only if it satisfies
MYBE.
(3) Regarding V = L ⊗ L as an L-module under the adjoint diagonal action of
L, we have H1(L, V ) = Der(L, V )/Inn(L, V ) = 0.
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Proof According to the Theorem 2.2(2)(3), Der(L, V )/Inn(L, V ) = 0. So (2),(3)
hold obviously. By Theorem 2.2(1), we obtain ∆ = ∆r, r ∈ Im(1 − τ). Then by
Lemma 1.3, we have c(r) = 0. Thus, (L, [·, ·],∆) is a triangular coboundary Lie
bialgebra. Theorem is proved. 
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