Dynamics and evolution of random Boolean networks by Mihaljev, Tamara
Dynamics and Evolution of Random Boolean
Networks
Vom Fachbereich Physik
der Technischen Universita¨t Darmstadt
zur Erlangung des Grades
eines Doktors der Naturwissenschaften
(Dr. rer. nat.)
genehmigte
D i s s e r t a t i o n
von
Dipl.-Phys. Tamara Mihaljev
aus Pula, Kroatien
Referentin: Prof. Dr. Barbara Drossel
Korreferent: Prof. Dr. Markus Porto
Tag der Einreichung: 14.10.2008
Tag der mu¨ndlichen Pru¨fung: 10.11.2008
Darmstadt 2008
D17
ii
Mojim roditeljima
iv
Abstract
Random Boolean networks are used as generic models for the dynamics of complex
systems of interacting entities, such as social and economic networks, neural net-
works, and gene or protein interaction networks. The model studied in this thesis
was introduced by S. Kauffman as a simple model for gene regulation. The system
consists of N nodes, each of which receives inputs from K randomly chosen nodes.
The state of a node is a Boolean function of the states of its input nodes. The func-
tions are assigned to the nodes at random, and the states of all nodes in a network
are updated in parallel. Asymptotic dynamical states of a network are represented
by attractors in state space. Thus, their number and lengths are important features
of the networks. The nodes in a network can be classified as frozen, irrelevant, or
relevant, according to their dynamics on an attractor. The relevant nodes determine
completely the number and the period of attractors. Although the random Boolean
network model is simple, it shows a rich dynamical behavior with a phase transition
between a frozen and a disordered phase and a very complex dynamics at the critical
point between the phases.
In this thesis dynamics and evolution of random Boolean networks are studied.
The investigation of the dynamical properties of the model starts with the simplest
realization of a random Boolean network, that is, with the network with one in-
put per node. The topology of these networks is analyzed by generating networks
through a growth process. Using probabilistic arguments and estimating the lower
bounds, it is analytically proven that in this class of networks both, the mean num-
ber and the mean length of attractors grow faster than any power law with the size
of the network.
Next, the dynamics of critical networks with two inputs per node is studied and
these studies are then generalized to networks with a larger number of inputs. Using
methods from the theory of stochastic processes, the scaling behavior of the numbers
of nonfrozen and relevant nodes is determined analytically. For all critical networks
with K > 1 the same power-laws are found. The results obtained for the K = 1
networks are then used to show that in all critical random Boolean networks the
mean number and length of attractors diverge faster than any power law with the
network size. For the modeling of gene regulatory networks this means that the
attractors are too long and too many to represent cellular differentiation, to which
the model was originally applied.
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However, real networks are not random but are the result of evolutionary pro-
cesses. Therefore, the evolution of populations of random Boolean networks under
selection for robustness of the dynamics under small perturbations is investigated.
The results of this study show that the fitness landscape contains a huge plateau of
maximum fitness that spans the entire network space. It is found that the networks
evolved on such a landscape are robust to changes in their structure, while being at
the same time able to preserve their function under small environmental changes.
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Zusammenfassung
Boolesche Zufallsnetzwerke finden ihre Anwendung als generisches Modell fu¨r die
Dynamik von komplexen Systemen wechselwirkender Einheiten wie zum Beispiel
soziale oder o¨konomische Netzwerke, neuronale Netzwerke und Gen- oder Protein-
wechselwirkungsnetzwerke. Das Modell, das im Rahmen dieser Arbeit untersucht
wird, wurde von S. Kauffman als ein einfaches Modell fu¨r Genregulation einge-
fu¨hrt. Das System besteht aus N Knoten, von denen jeder Einga¨nge von K zufa¨llig
ausgewa¨hlten Knoten erha¨lt. Der Zustand eines Knotens ist eine Boolesche Funk-
tion der Zusta¨nde seiner Eingangsknoten. Diese Funktionen werden den Knoten
zufa¨llig zugewiesen und die Zusta¨nde aller Knoten eines Netzwerkes werden parallel
aktualisiert. Asymptotische dynamische Zusta¨nde eines Netzwerkes werden durch
Attraktoren im Zustandsraum repra¨sentiert. Ihre Anzahl und La¨nge sind wichtige
Eigenschaften der Netzwerke. Die Knoten eines Netzwerkes ko¨nnen, gema¨ß ihrer
Dynamik auf einem Attraktor, als gefroren, irrelevant oder relevant klassifiziert wer-
den. Die relevanten Knoten bestimmen vollsta¨ndig die Anzahl und die Periode der
Attraktoren. Obwohl Boolesche Zufallsnetzwerke ein einfaches Modell sind, zeigen
sie ein vielfa¨ltiges dynamisches Verhalten mit einem Phasenu¨bergang zwischen einer
gefrorenen und einer ungeordneten Phase und eine sehr komplexe Dynamik am kri-
tischen Punkt zwischen diesen Phasen.
In dieser Arbeit werden die Dynamik und die Evolution von Booleschen Zufallsnet-
zwerken untersucht. Die Untersuchung der dynamischen Eigenschaften des Modells
beginnt mit der einfachsten Realisierung eines Booleschen Zufallsnetzwerkes, das
heißt mit Netzwerken mit nur einem Eingang pro Knoten. Die Topologie dieser
Netzwerke wird analysiert, indem Netzwerke mit Hilfe eines Wachstumsprozesses
generiert werden. Mit Hilfe wahrscheinlichkeitstheoretischer Argumente und durch
Abscha¨tzung unterer Grenzen, wird analytisch bewiesen, dass in dieser Klasse von
Netzwerken sowohl die mittlere Anzahl als auch die mittlere La¨nge der Attraktoren
schneller als jedes Potenzgesetz mit der Netzwerkgro¨ße anwa¨chst.
Als na¨chstes wird die Dynamik von kritischen Netzwerken mit zwei Einga¨ngen
pro Knoten untersucht und diese Untersuchungen werden fu¨r Netzwerke mit einer
gro¨ßeren Anzahl von Einga¨ngen pro Knoten verallgemeinert. Mit Hilfe von Meth-
oden aus der Theorie stochastischer Prozesse, wird das Skalenverhalten der Anzahl
von nicht-gefrorenen und relevanten Knoten analytisch bestimmt. Fu¨r alle kritis-
chen Netzwerken mit K > 1 werden die gleichen Potenzgesetze gefunden. Die
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Ergebnisse, die fu¨r die K = 1 - Netzwerke erhalten wurden, werden dann benutzt
um zu zeigen, dass in allen kritischen Netzwerken die mittlere Anzahl und La¨nge der
Attraktoren schneller als jedes Potenzgesetz mit der Netzwerkgro¨ße divergiert. Fu¨r
die Modellierung von Genregulationsnetzwerken bedeutet das, dass die Attraktoren
zu lang sind und dass es zu viele von ihnen gibt, als dass sie zellula¨re Differentiation
repra¨sentieren ko¨nnten, auf die das Modell urspru¨nglich angewendet wurde.
Reale Netzwerke sind nicht zufa¨llig, sondern das Ergebnis evolutiona¨rer Prozesse.
Deswegen wir die Evolution von Populationen von Booleschen Netzwerken unter Se-
lektion fu¨r Robustheit der Dynamik gegen kleine Sto¨rungen untersucht. Die Ergeb-
nisse dieser Untersuchung zeigen, dass die Fitnesslandschaft ein riesiges Plateau
maximaler Fitness entha¨lt, das den gesamten Netzwerkraum umspannt. Es kann
gezeigt werden, dass die Netzwerke, die in einer solchen Fitnesslandschaft evolviert
wurden, robust sind gegen A¨nderungen in ihrer Struktur, wa¨hrend sie zur gleichen
Zeit in der Lage sind ihre Funktion unter kleinen A¨nderungen der Umweltbedingun-
gen aufrechtzuerhalten.
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1 Introduction
The Boolean network model was introduced in 1969 by S. Kauffman [56; 52] as
a simple model for gene regulatory networks. A gene regulatory network is the
prototype of a complex system. Without incorporating the detailed knowledge of
the system, the Boolean network model aims to give only statistical predictions,
trying to isolate the mechanism giving raise to the system’s behavior. This is a
common approach statistical physicists use when dealing with complex systems.
There is no unique definition of what complex systems are. They usually consist
of a large number of interacting elements which, when interacting together, have
unexpected emergent behavior. The common characteristic of all complex systems
is that they display organization without any external organizing principle being
applied. The whole is more than just the sum of its parts. This self-organization
is often an evolutionary process in which the parts of the system are subjected to
evolutionary pressure based on the emergent properties of the whole system. This
feed-back loop between system’s parts and its emergent behavior is characteristic
of many complex systems. The similarities that exist between the evolutionary
processes in different complex systems may lead to the number of properties which
otherwise very different systems may share.
Complex systems appear in many different areas of science and life. The possibility
of exploring such systems with physicists’ tools like nonlinear dynamics, statistical
physics and networks, challenges physicists to tackle the problems not belonging to
areas conventional physics deals with. The methods from statistical physics and
nonlinear dynamics have been successfully used in modeling biological, social or
economic systems [6].
In modeling complex systems, nonlinear dynamics gives a framework for studying
nonlinear interactions which are at the core of the emergence of qualitatively different
states of the system, new states that are not mere superpositions of the states of
the individual units comprising the system [107]. Statistical physics provides the
study of complex systems with techniques particularly suited for investigation of
systems with a large number of units, and with two fundamental concepts for the
quantitative characterization of complex systems - scaling and universality [102; 101]
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1.1 Using networks for modeling complex systems
Recently a wide interdisciplinary scientific community has shown a great interest in
the study of complex networks, primarily because a network description of complex
systems allows to get relevant information by means of purely statistical coarse-
grained analyses, without taking into account the detailed characterization of the
system. Moreover, the use of an abstract networked representation makes it possible
to compare originally very different systems in the same framework, so that the
identification of universal properties becomes much easier.
A network is a system of nodes with connecting links. Since nodes and links can
model so many different things, networks seem to appear everywhere [114; 77; 106; 1;
24]. Most of the complex systems can be seen as networked systems. Without enough
information about their dynamics and structure, the networked systems were for a
long time framed in the random graph paradigm [12]. In the last decade, the network
approach to modeling complex systems received a boost from the ever-increasing
availability of large data sets of information about real systems and the increasing
computer power for storage and manipulation of the data. Thus, a systematic look
at these large data sets has become possible. This enabled the search for hidden
regularities and patterns, that can be considered as manifestations of underlying laws
governing the dynamics and the evolution of these complex systems. And indeed, in
spite of the apparent complexity and randomness of the underlying systems, studying
the model networks shows that clear patterns and regularities really do exist, and
that they can be expressed in mathematical and statistical fashion. Networks turned
out to be a new, powerful tool for the description, analysis, and understanding of
complex systems.
When modeling complex systems as networks, we can learn about the system
by studying the topology of the networks. Detailed experimental data about the
interactions existing in a system made the reconstruction of the topology possible.
Such graphs are then analyzed, searching for patterns shared by different systems.
The topology of many networks changes with time, motivating studies about possible
evolutionary scenarios, of how the existing topologies emerged. The characterization
of real-world networks is not exhausted by its topological properties and its principles
of organization. In real networks, topology and dynamics are intrinsically related.
Thus, in addition to studies of networks’ topological properties, more effort has
recently been put in the study of dynamics and transport processes on networks.
Different dynamical processes on networks are studied introducing the elements of
the network as dynamical objects on top of the network’s topology.
Boolean networks were introduced as discrete dynamical models. Though the
model was set up to model genetic networks, Boolean networks are used in modeling
other systems too, such as neural networks, social networks, protein interaction
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networks, or some aspects of game theory and human language studies [54; 79; 71;
76; 47].
In a more abstract sense, Boolean networks can also be used as a generic model
for discrete dynamics on networks. The model is simple and therefore convenient to
study. It shows complex dynamical behavior with a phase transition between two
dynamical phases. Networks with parameter values on the critical line between the
phases show a particularly complex behavior. Most of the studies presented in this
thesis will deal with properties of these critical networks.
The simplest and best understood class of Boolean models are random Boolean
networks. The structure of real networks is different from that of random Boolean
networks, with their random wiring and random assignment of update functions.
Nevertheless, understanding this simple model is an important step on the way to
understanding the more complex real networks.
1.2 Gene regulation and Boolean networks
Living cells are very complex, and detailed knowledge about different mechanisms in
the cell such as gene regulation, is limited. Two fundamentally different approaches
can be used for modeling chemical activity in living cells. In one, detailed knowledge
about a specific function, involving a small number of substances, is used. Using this
approach, it is possible to make relatively accurate models, but the investigations
are limited to some very specific interactions. Such investigations lead to the pre-
dictions and conclusions valid mainly only for the specific function modeled. They
usually make only a limited or no contribution to understanding other processes.
The opposite approach, which is often used by physicists, is to create a simplified
model for the whole system. This approach is unable to capture specific details
or to produce realistic quantitative predictions of the system. Instead, it is a way
to search for general relations and properties that do not depend on details. Such
simple models may also be used to develop concepts and computational techniques
which could then be used in investigations of more accurate models. Finally, simpli-
fied models serve as valuable test benches and sources of inspiration for new ideas
and hypotheses. In modeling gene regulation, Boolean network models are a typical
example for using the approach of the second kind.
In a cell, genes regulate each others activity by coding for transcription factors,
which may enhance or repress the expression of other genes by binding (possibly in
combination) at particular sites. A particular gene regulates, in most of the cases,
just a small set of other genes directly, but those genes regulate other genes in turn, so
a gene will indirectly influence the activity of many genes downstream. Conversely, a
particular gene is indirectly influenced by many genes upstream. A gene may directly
3
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or indirectly contribute to regulating itself. The result is a gene regulatory network,
a complex feed-back web of genes turning each other on and off. A simplified model
of such a dynamical system includes directed links (transcription factors) and nodes
(genes), updating the on-off states in parallel, according to the combinatorial logic
of the nodes’ inputs. This is Kauffman’s random Boolean network model.
The Boolean network model
Kauffman’s model assumes that genes are Boolean elements that are either active or
inactive, and that the regulatory proteins encoded by them are either fully present
or absent at a given point in time. The model has no explicit representation of
neither the proteins nor their concentrations. It also assumes that gene activity is
completely regulated through transcription, neglecting other important mechanisms
in gene regulation. All these simplifications make the model biologically unrealistic,
but we can still expect that it shares statistical features of gene regulatory networks
which are independent of the system’s details.
Kauffman’s model was designed to address the diversity of cell types in multi-
cellular organisms. The cells of living organisms differentiate within the developing
embryo into the various cell types that form tissues. The process of cellular differ-
entiation is regulated at the molecular level by DNA sequences, encoding genes that
produce proteins that regulate other genes. With few exceptions, all eukaryotic cells
in an organism carry an identical set of genes, some of which are expressed, others
not. Still, cells of distinct types may be very different from each other. A cell type
is defined by the particular subset of genes that are expressed. The gene expression
pattern of a cell needs to be stable. This is possible if the set of proteins present in
the cell regulates the protein production in such a way that the same proteins will
continue be produced. This way the cell locks itself to its specific cell type. The
same type of locking of the dynamics appears in the Boolean networks. Borrowing
the terminology from classical continuous dynamical systems, these steady states of
Boolean dynamics are called attractors.
A Boolean network is a discrete dynamical system. The number of possible states
of the network is finite, and its dynamics is deterministic. Therefore, attractors are
the steady states of the network’s dynamics. An attractor is a set of states that, once
reached during the network’s dynamical evolution, constrains networks dynamics to
a perpetual circle of repetitions. The possible dynamical states of networks are
organized in different basins of attraction which are collecting all the states evolving
to the same attractor. The organization of the network’s state space sums up its
global dynamics. Kauffman’s idea was that the cell types can be defined as the
separate attractors or basins of attraction into which networks dynamics settles
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from various initial states. Trajectories leading to attractors can then be seen as the
pathways of differentiation.
Although Kauffman’s model is simple, it shows complex dynamical behavior. In
the dynamics of Boolean networks there is a phase transition between the frozen
and the chaotic dynamical regime, appearing when the parameters of the network
(determining its topology and dynamics) are changing. In the two phases, dynamics
of the system is qualitatively different, the number and length of attractors and the
overall organization of the network’s state space changes abruptly with the change
of its parameters leading to the phase transition. Networks with parameter values
on the critical line between the phases show a particularly complex behavior.
Kauffman’s hypothesis was that real gene regulatory networks should be modeled
as such critical random Boolean networks. He based his assumptions on results of
computer simulations for the network sizes possible at that time. Kauffman found
that the mean number of attractors in critical networks of size N is of the order
of
√
N . The biological data available at that time for various species indicated
that the number of cell types is proportional to the square root of the number of
genes. It seemed that this very simple Boolean network model, with random wiring
and random assignment of update functions, displays the same scaling laws as the
much more complex reality. Kauffman found also that the mean length of attractors
increases as
√
N .
Today we know that the biological data and the computer simulation data were
both incorrect. The sequencing of entire genomes in recent years revealed that
the number of genes is not proportional to the mass of DNA (as was assumed at
that time), but much smaller for higher organisms. In the last decade, random
Boolean networks have again been studied numerically, but now with more powerful
computers [11; 100; 9; 8]. It was found that for larger N the apparent square-root
law does not hold any more, but that the increase with system size is faster. The
numerical work was complemented by several analytical papers [90; 27; 29; 58; 73],
some of which are presented in this thesis, and today we know that both, attractor
number and attractor length, in critical Kauffman networks increase with network
size faster than any power law. We also know that, while attractor numbers do
not obey power laws, other properties of critical random Boolean networks do obey
power laws. These properties, the scaling laws and the way they are obtained will
be presented in the thesis.
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Some consequences of the new findings on the model’s
applicability
What we learned about random Boolean networks made it clear that the model has
attractors which are too long, and that there are too many of them to represent
cellular differentiation. Still, this is in no way the end of the discussion of appli-
cability of Boolean networks in modeling gene regulatory networks. The original
model has to be modified and random Boolean networks can not be used as models
for gene regulatory networks in the way initially assumed. Nevertheless, Kauffman
introduced an interesting hypotheses that living cells may be operating in the critical
dynamical regime [53]. The phenomenological arguments he used still sound plausi-
ble. Kauffman suggested that gene regulatory networks of living organisms operate
at the edge of chaos, meaning that the parameters have been adjusted through evo-
lution so that these networks are at or near the critical line. His argument was that
only critical networks are at the same time stable and evolvable. Systems in the
chaotic phase are very sensitive to perturbations while genetic networks of living
organisms have to be stable. At the same time they should allow some degree of
sensitivity to external inputs in order to be able to adjust to the environment, which
rules out the frozen phase as a physical state which living organisms could be in.
In many other studies, even after the fact that the square-root law is not correct
became widely accepted, the discussion about whether real gene regulatory net-
works operate in the critical regime continued. Kauffman’s hypotheses has been
even directly studied using biological measurement data [94; 98; 84]. Though it is
clear that the original model has to be modified, studies of different variations of
the Boolean model show that the existence of different dynamical regimes is the
universal property of the model. Therefore, talking about real networks belonging
to a certain dynamical regime is still meaningful. However, some of the findings
seem contradictory. There are studies that state that real networks should be in the
frozen phase and close to the critical line, but in no way chaotic [84; 54]. The stud-
ies of networks with more realistic Boolean functions show their stabilizing effect
confirming this hypotheses[55]. However, studies of evolution of Boolean networks
show that evolved networks can be stable and still have many characteristics of
the chaotic networks [108; 74; 96]. Similar findings were obtained in investigations
of real system using a different Boolean model. Recently it has been shown that
Boolean dynamics can be successfully used for modeling real genetic regulatory net-
works [64; 2; 72]. In these models the topology of the real networks was used and
then a simple Boolean dynamics was applied. The success of these models was quite
surprising since Boolean networks were always thought of as a conceptual, statistical
models. The networks studied were reduced to only those links and nodes which are
important for the function modeled, meaning that they did not represent the gene
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regulatory network as a whole, but still, their state space also shows some properties
of the state space of chaotic networks.
Random Boolean networks become more realistic if the synchronous updating
scheme is abandoned. The large number of attractors in random Boolean networks
can be seen as an artifact of the synchronous updating scheme. Klemm and Born-
holdt [59] investigated the effect of small disturbances to the synchronous updating,
and found that most attractors are not stable. Also, Greil and Drossel [40] found that
the number of attractors is a power-law in the system size in fully asynchronously
updated networks. The interpretation of the original model is also opened to discus-
sion. If a real system has an attractor that is very hard to find by random sampling,
it is not very likely that we will observe it. Hence, there may exist a large number
of (possibly pathological) cell types that we normally do not observe. Furthermore,
the attractors of the Boolean networks do not have to model the cell types of the
living organism. When including a cell size as an external signal, the trajectory of
the network in the state space leading to the attractor can be used as a model for
the cell cycle as in [64].
The studies of modified and improved models lead to a better understanding of
the dynamics of the model, but in the same time raise new questions. The Boolean
modeling of gene regulatory networks is thus still an interesting topic, with many
possible directions of development.
1.3 Overview of the thesis
Knowing the properties of attractors in the state space of Boolean networks is im-
portant not only because of the analogy with cell types, which Stuart Kauffman used
when introducing Boolean networks as a model for gene regulatory networks. The
attractors are steady states of the network’s dynamics, and learning about them is
important for any applications of Boolean models. In this thesis, the dynamics of
critical random Boolean networks is studied. Investigation of a model’s dynamical
properties leads to a deeper understanding of the way the networks function, of the
way their state space is organized. This enables us to assess how applicable the
random networks are for modeling genetic regulation or other systems. When a
simple model is well understood, the right ways of improving it are becoming clearly
visible. Choosing one of the possibilities to modify the model in order to make it
more realistic appears as a natural next step. Real networks are results of evolu-
tionary processes, and thus we choose to evolve the model networks. By evolving
random networks, we learn about the evolvability of our model, about the properties
of the evolved networks, and we are able to compare these properties with those of
7
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real gene regulatory networks. Results of the evolution of populations of Boolean
networks make the studies reported in this thesis complete.
The outline of this thesis is as follows: In the next chapter the Boolean network
model is defined in detail. The topology of networks, the rules of the networks’
dynamics and the different dynamical regimes a network can be in, are introduced.
The state space of networks is defined together with the concept of relevant nodes,
which is crucial for the studies of the next three chapters. Different variations of
the Boolean model, some of which used in this thesis, are presented. This chapter
introduces the concepts which will be the foundation for the analysis presented in
the thesis. Together with the Introduction, it provides also the background of the
studies presented in the thesis.
The next three chapters investigate the dynamics of different classes of critical
random Boolean networks with fixed numbers of inputs per node. In Chapter 3 the
simplest case of critical Kauffman networks is studied, the networks with one input
per node. The rather simple topology of these networks allows for a fully analytical
approach in analysis of their dynamics. The organization of the nodes relevant for
dynamics is found by generating the networks through a growth process. By using
probabilistic arguments and calculating lower bounds it is shown that the number
and length of attractors grow faster than any power law with the network size. The
results obtained will prove useful for analysis of other critical random networks with
more complex topologies, and will be used in the next two chapters.
In Chapter 4 the class of critical random Boolean networks with two inputs per
node is studied. Such networks with a uniform distribution of Boolean functions are
the most widely studied example of critical networks. In this thesis, a more general
model is studied, in which the functions from various classes can be chosen with
different weights. The deterministic description of a stochastic process, introduced
to describe the formation of the frozen core (the set of nodes not changing their value
in the asymptotic dynamics) in the network, will give the constraint on the choice
of these weights, if the network is to be critical. Including noise in the description of
the process reveals the properties and the scaling behavior of the nonfrozen nodes in
critical networks. Another stochastic process is then used to find the relevant nodes
among those which are nonfrozen. The analysis of this process gives the scaling of
the number of relevant nodes with the size of the network, of the organization of
relevant nodes, and thus finally, permits conclusions about the mean number and
length of attractors.
In Chapter 5, the dynamics of critical networks with a larger number of inputs per
node is investigated, thus completing our investigations of the dynamics of critical
Kauffman networks. The process for determining the frozen core of the network from
the previous chapter is now modified in the way that networks with any number of
inputs per node can be studied. The parameters describing the choice of functions
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in a network are defined through the way the function’s output is influenced by
the different number of fixed inputs. For all possible choices of parameter values for
which the network is critical, the stochastic process is analyzed. Additional methods
are used to determine the frozen core of networks with some special parameter
choices. The results show that all critical networks with a number of inputs per
node larger than one, show the same scaling of the number of nonfrozen and relevant
nodes and that the conclusions about the attractors found in the Chapter 3 are valid
for all critical Kauffman networks.
In Chapter 6, investigations of the evolution of populations of random Boolean
networks under selection for robustness of the dynamics under small perturbations
is presented. The networks are mutated by changing the links and the nodes’ up-
date rules. The change of the diversity of a population, its structure, the topology
of networks and their dynamical properties, such as the fitness and the length of
attractors, during the evolution is investigated. The studies presented in this chap-
ter start with the case of evolution without selection pressure where the influence
of drift and mutations on the population is determined. Then, the evolution un-
der strong selection pressure is investigated, revealing the properties of the fitness
landscape and of the fittest networks in the population. Finally, the effect of finite
selection pressure is studied. For each fixed value of the selection pressure param-
eter, the effect of the change of other parameters of the model, the mutation rate,
the size of the network and the size of the population, on the networks’ evolution is
investigated.
Finally, in Chapter 7 a short summary of the results presented in the thesis is
given, together with the main conclusions, and with possible directions for future
research.
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Let us start by defining the model we are going to study. In this chapter Boolean
networks are defined and their properties are introduced in detail. The chapter con-
tains information about the model’s topological structure, the way the dynamics is
introduced in the model, and about the different measures of its dynamical behavior.
Different dynamical regimes in which the networks can function will be introduced.
In this chapter we will also see how the state space of the model looks like, together
with its main characteristics. Some interpretations of the model’s characteristics in
terms of gene regulatory networks will be given. A special way of looking at the
network’s dynamics is introduced, namely the concept of relevant nodes, which will
be important for understanding results presented in the next tree chapters of the
thesis. Different variations of the original model, some of which we will use in the
rest of the thesis, are presented at the end of this chapter. In a nutshell, the chapter
contains the main information needed for understanding the way the model is used
and studied in the thesis. It will serve as a basis, and at the same time a guide for
the rest of the thesis where the results of investigations of the model are presented.
2.1 Definition of the model
One way to think of a Boolean network is as of a directed graph, consisting of
vertices and directed edges, with the binary discrete dynamics defined on top of
it by attributing to the nodes Boolean values and Boolean functions. The other
way could be to think of a set of binary elements with inherent Boolean functions,
that are connected with directed links according to the way they are interacting, so
that first the dynamics and on top of it the topology is introduced. In any case,
the properties of Boolean networks that are important for modeling purposes, are
an interplay between these two features, the network’s topology and the dynamical
rules defining the change of the states of nodes in the network. The two determine
together the dynamics of the network as a whole, which should then represent the
dynamics of the modeled complex system.
11
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Topology of Boolean networks
Networks in general are defined as a set of nodes connected with links (edges). The
topology or architecture of a network defines the way these links are connecting
nodes in a network. In Boolean networks the links are directed. In mathematical
formalism the topology of Boolean networks is defined as directed graph. Since links
are directed, for each of them a source and a target node can be defined. Nodes
from which the incoming links, the inputs of a node come are its predecessors or we
will also call them input nodes. Similarly, the nodes to which the outgoing links, the
outputs of a node point are the node’s successors or its output nodes. As we will see,
the directionality of the links, the existence of input and output nodes, is important
for the definition of networks dynamics. The links can be assigned to nodes in
different ways. Since Boolean networks have directed links, the topology depends
on the distributions of incoming and outgoing links. Each link is at the same time
an incoming and an outgoing link, which means that the number of incoming and
outgoing links in the network has to be the same. Although the incoming and the
outgoing link distributions can be chosen independently, they must have the same
mean value.
In the model that Kauffman originally introduced, called Kauffman or N − K
model, the inputs of each of the N nodes are chosen at random from all nodes in
the network, including the node itself. The number of inputs per node is fixed to
the same value, K, for each node in the network. From this rule for connecting the
nodes, it follows that the outgoing links in the network are Poisson distributed with
the mean value K. The topology of networks in the Kauffman model is specified by
the number of nodes in the the network N and the number of inputs per node K.
In the next three chapters we will study this model and in Chapter 6 we will use
it as the starting point of the evolutionary process. Other possibilities of defining
the topology of Boolean networks are going to be discussed later in this chapter, in
2.5.
Dynamics of Boolean networks
Dynamics is introduced into Boolean networks by defining the nodes as Boolean
variables. A Boolean variable is a binary variable. It can have only two distinct
values which could be, for example, on/off, true/false, or 1/0, as in digital circuits.
Apart from the Boolean variable, a Boolean function is assigned to each node in
the network. These functions are the update rules which are going to define the
dynamics of each node, and consequently of the whole network. The state of a node
is the value of the Boolean function of the states of its input nodes in the previous
12
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time step. If the node i has ki incoming links, the update rule can be presented in
symbols as
σi(t) = fi[σj1(i)(t− 1), σj2(i)(t− 1), ..., σjki(i)(t− 1)]. (2.1.1)
Here σi represents the binary value of the node, σj1(i), σj2(i), . . . , σjki(i) are the
values of its input nodes, and fi is a Boolean function associated to it. This function
can be any Boolean function of ki elements.
In the Kauffman model, which we will study, the number of inputs per node is fixed
toK and the Boolean functions for all the nodes in the network are chosen at random
from the set of 22
K
possible Boolean functions of K elements, using a specified
probability distribution of these functions. In our study we will give different classes
of functions different weights. Other possibilities for assigning functions to the nodes
in the network will be discussed in Section 2.5 of this chapter.
A specific choice of linkages and functions define one realization of the network.
The realization is not changing during the dynamical evolution of the network. Such
models are called quenched. Given the realization, one can define a dynamics by
using Equation 2.1.1 to update the nodes in the network. In our model time steps
are discrete and in each of them all the nodes are going to be updated at the same
time. This is called a synchronous or parallel update. This is going to be the only
type of update we will use. Other possible updating schemes will be discussed briefly
in Section 2.5.
In Figure 2.1 an illustration of a small Kauffman network with two inputs per
node is given together with the update rule assigned to one of its nodes.
Before we continue with introducing the dynamical properties of the systems under
study, let us emphasize again the statistical nature of our modeling. The values of
N and K, together with the probability distribution for the Boolean functions,
specify an ensemble of networks. Except in the case when we study the evolution
of populations of Boolean networks (in Chapter 6), all our calculations will assume
that the properties obtained are those of a typical ensemble member. Therefore,
by defining the object of our study based on only a small number of parameters,
we look at the common properties of the whole ensemble of networks, or of its
typical member, and not of the characteristics of a specific network. We perform
our analytical calculations mainly in the thermodynamic limit (when N → ∞),
therefore N is not an important parameter for most of the properties we will study.
2.2 Dynamical regimes
In the limit of infinite network size, all random Boolean models show a phase transi-
tion between two phases in which information transfer in the system is qualitatively
13
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Figure 2.1: An illustration of a Boolean network with seven nodes. Each node has two
input links, a binary state variable σi ∈ {0, 1} and a Boolean update rule fi assigned to
it. As an example, the truth table for the function f3 is given.
different, when the parameters of the networks are changed. In the frozen phase the
perturbation of the state of one node propagates on average to less than one node
in one time step. When the perturbation of the state of one node propagates on
average to more than one node the system is said to be in the chaotic phase. On
the boundary between the two phases are critical networks in which the informa-
tion propagates on average to one node in one time step. The parameter regions in
which distinct types of response of the system to perturbations exist can be seen as
different dynamical regimes in which the system can function.
One convenient way of assessing whether a network is frozen or chaotic is to
follow the time development of two identical systems with the initial states differing
only in few nodes. The Hamming distance between the two networks is defined as
the number of nodes that are in a different state. The Hamming distance at large
times divided by the number of nodes can be seen as the order parameter of the
phase transition. In the chaotic phase it becomes finite for large times, and in the
frozen phase it approaches zero. In critical networks temporal evolution of Hamming
distance is determined mainly by fluctuations.
In order to calculate the point of the phase transition between frozen and chaotic
phase Derrida and Pomeau [22] introduced the annealed approximation. In the an-
nealed approximation the inputs and the Boolean function of each node are assigned
at every time step anew (according to restrictions given by the model). It is a mean-
field theory, which neglects possible correlations between nodes. The assumption
of the annealed approximation is that the network is infinitely large. This means
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that fluctuations of global quantities are negligible. Similarly to what is done in
numerical experiments, Derrida and Pomeau considered the distance between the
equal time configurations on two randomly chosen trajectories in the same network
(which is the same as the Hamming distance of the two identical network copies that
started the time evolution in different states). The annealed approximation for the
evolution of this average distance has been shown to be exact in the limit of large
systems, up to times of the order of logN , when the connection loops can not be
neglected anymore [21; 45]. Luque and Sole [68] used the annealed approximation to
determine the critical point based on the damage spreading when a single element
is modified, and their method reproduced exactly the results obtained by Derrida
and Pomeau.
There is another order parameter that can be used to describe the phase transition
between the two dynamical regimes. In 1988, Flyvbjerg introduced the concept of a
stable core [32; 31], defined as the set of variables that evolve to a constant state not
depending on the initial configuration. The fraction of variables belonging to the
stable core may be regarded as an order parameter. In the limit of an infinite system
it tends to a value less than 1 in the chaotic phase and it tends to 1 in the frozen
phase and on the critical line. In the studies presented in Chapters 4 and 5 we will
follow the formation of frozen regions and use a similar criterion for determining the
critical line. The strength of this method is that it allows analytical considerations
of real, quenched networks.
The following way of assigning the update functions to the nodes in the network
is commonly used in defining Kauffman networks: for each node i and each of the
2K possible combinations of values of input nodes, the output value is assigned at
random,choosing 0 with probability p and 1 with probability 1− p. The parameter
p is called bias. In this case, there are only two parameters defining the Kauffman
model, the number of inputs per nodeK and the bias p. This way of defining Boolean
functions is very convenient when the model is studied in annealed approximation.
Both approaches outlined above, the annealed approximation and the determina-
tion of the frozen core, agree on the position of the critical line in the parameter
space, which turns out to be given by the equation
2pc(1− pc) = 1/K .
We can determine the critical K value for a given bias, or the other way round,
find the bias for which the network is going to be critical if the K value is given. In
Figure 2.2 the phase diagram for the networks with this rule is shown.
In the case that all Boolean functions of K elements are equally probable (the
case of uniformly distributed Boolean functions) which is actually the most simple
and the most widely studied Boolean model, the bias p is 1/2 and the networks are
15
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Figure 2.2: Phase diagram for the N -K model. The shaded area corresponds to the frozen
phase, whereas the upper region corresponds to the chaotic phase. The curve separating
both regions is the critical line Kc = [2p(1 − p)]−1 [5].
critical when K = 2. This result is also obtained in many numerical investigations
of the model, including Kauffman’s first articles.
Apart from being able to predict the right position of the critical line, the annealed
approximation is also useful at predicting the proportion of nodes being in the state
1 in the network. This proportion can change with time, with dynamics depending
on the networks parameters. Though in the most systems studied there is one fixed
point for the proportion of 1 in the network which is reached after some transient
time, there are systems where two fixed points appear [109] or where fixed points
are unstable and where the oscillations and chaos occur [39].
However, the annealed approximation is not capable of predicting network’s global
dynamics, its steady states and the way its state space is organized. These network’s
properties are important. The knowledge we have about the state space of Boolean
networks comes mainly from numerical investigations, which became more reliable
only in the last decade when the computer power increased. Recently, some dynam-
ical properties of the networks have been successfully studied analytically as we will
see in detail later in the thesis.
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2.3 The state space of Boolean networks
The way the state space of quenched Boolean networks is organized gives an insight
into the networks’ global dynamics. Presenting the network’s dynamics in its state
space is a convenient way of picturing the dynamics of the network, which makes
recognizing the key elements of the dynamics easier. However, it does not help
in predicting the behavior of a single network, since we know how the state space
looks like only after knowing all the details of the network’s dynamics. It is also not
explaining the mechanisms behind the network’s behavior, what is really important if
we want to understand the model completely. Still, finding the state space properties
common to different ensembles of networks in the same dynamical regime, helps
deepening the understanding of the way the systems function. This picture is also
a good background for defining clearly what we are looking for when simulating the
network’s dynamics. And, as already mentioned in the introduction, the analogies of
the model’s properties with those of the real genetic networks become much clearer
when thinking in terms of the network’s state space properties.
In order to see how the state space of a Boolean network is organized, and to
define its main properties, let us go back to the definition of the network. A Boolean
network consisting of N nodes can be represented as a set of N elements {σ1, σ2,
. . . , σN}, each of which is a binary variable σi ∈ {0, 1}, i = 1, 2, . . . , N . The states
of nodes and thus the state of the network change with time according to Equation
(2.1.1). The set {σ1(t), σ2(t), . . . , σN (t)} represents the state of the network at time
t. We could also think of this set as of a N -dimensional vector. The state space of
a network is the collection of such sets of N variables, or vectors of length N , each
representing a state of the network. Since every variable σi has only two possible
values, the number of possible states the whole network can be in is 2N . Each of
the 2N network states is represented by a point in the state space.
Dynamical evolution of the system, the way the network’s state is changing with
time, is then described by a trajectory in such a space. When a network’s state
changes, a link can be drawn in state space, from one state to the following state.
The trajectory is a sequence of network’s states presented in the state space as
the collection of the points and the links connecting them. Since the dynamics is
deterministic, each state in the state space has exactly one following state. Each
state may at the same time have multiple predecessors, or none. A graphical rep-
resentation of such an organization of a state space would be a network with nodes
representing the states of a Boolean network, and the directed links showing how
these states are changing with time. Each node of the network would have exactly
one output, while the number of inputs would depend on the characteristics of the
Boolean network. In Figure 2.3 a part of such a state space is shown. To differ this
network from a graphical representation of a Boolean network, the arrows showing
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Figure 2.3: Schematic representation of the state space of a Boolean network. Each state
is represented as a bold point. The state space is broken down into several attractors,
represented as circles. Each initial state eventually will end up in one of these attractors
(the arrows show the direction of the flow). The totality of states which evolve towards a
given cycle, is the basin of attraction of that attractor. There can be attractors consisting
of only one point, corresponding to an attractor of period 1 [5].
the direction of the dynamical evolution of the network are drawn aside the links
connecting the states that follow one another.
The realization of the network, the choice of the topology and the functions as-
signed to its nodes, is defining completely the way the states in the state space are
connected. The initial state of the network is then determining the trajectory in the
state space the network will go through.
Let us now follow the change of the network’s state with time. Since the state
space is finite and the dynamics is deterministic, the network will eventually repeat
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the state it was already in. From that time on, the dynamics of network is trapped
on an attractor. In the state space attractors are represented by circles of different
lengths. The length of such a circle is the number of states that belong to it, and
it is called the size or a period of an attractor. The states leading to an attractor
that are not part of it are the transient states. All transient states leading to the
same attractor, together with the states belonging to that attractor, constitute one
basin of attraction. In other words, for each attractor there is a basin of attraction,
which is the set of initial states which eventually arrive on that attractor. The size,
or length, of an attractor, or a transient, or the size of a basin of attraction, is the
number of states belonging to it.
The state space of Boolean networks is organized into the set of basins of attraction
(Figure 2.3), which sum up network’s global dynamics. The number of attractors,
their size, the size of the basins of attraction, or the length of transients, are all
properties of the network’s state space organization which are actually revealing the
dynamical behavior of the model. These properties are also measures of convergence
indicating the degree of order or chaos in the dynamics of the network. For example,
the length of attractors of networks in different phases are quite different. On an
attractor the nodes’ states can either be fixed to one of the two possible values, or
the nodes can change their states. When many nodes change their states, this is a
sign of chaotic dynamics. If a large number of nodes are changing their states, a
complicated pattern of behavior may arise, and the attractors of network in chaotic
phase can be very long. We should note that in a finite system this is no real chaos
because every trajectory becomes eventually periodic. If most of the nodes have
fixed values on the attractors, the patterns of network’s asymptotic activity are
simple and the length of attractors remains small even when the size of the network
is large. The networks in the frozen phase have mainly short attractors.
The state space properties measured for different network realizations are usually
averaged when the characteristics of different dynamical regimes are discussed. If
we know how the state space of a network is organized, we know everything about
it’s dynamics. Therefore, the straightforward way of exploring the properties of net-
work’s dynamics is the exhaustive numerical search of the state space. One of the
ways to do that, is to initiate the network’s dynamics in some chosen state and to fol-
low how is the state of the network changing with time, till one of the states already
visited is repeated. This way one of the possible trajectories in the state space has
been found. Choosing always a new, not previously visited, state to start from, the
same procedure could then be repeated for many many times till all the states in the
state space have been visited. Keeping the record of the order in which the states are
visited in each of the runs gives finally the complete picture of the state space orga-
nization. There are also some other alternative numerical procedures that could be
faster than this one [115]. Still, the state space of the networks becomes extremely
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large with increasing network size (as we have seen, its size is 2N). Such explorations
of the state space are therefore very demanding in the sense of computer time, and
become almost impossible as soon as the size of the networks we want to study gets
a bit larger. For Boolean networks with more than a handful of nodes, state space
is already too vast to be searched exhaustively. Furthermore, since we want to make
some general conclusions about networks of a certain kind, a large number of net-
work realizations would have to be studied in this way. Therefore, for investigating
properties of ensembles of Boolean networks, methods other than exhaustive search
of the state space have to be employed. Most numerical investigations of Boolean
networks have been done using random sampling. But, small attractor basins and
those that occur in only a few network realizations are very hard to find by random
sampling. When such basins are present in a greater number in the state space of
the model, numerical studies are hampered by undersampling. Thus, when trying
to understand the properties of the dynamics of Boolean networks, we can not rely
on the results obtained from numerical investigations of the model only.
We have already mentioned in the introduction how the results of numerical sim-
ulations, in the time the model was introduced led to the wrong assumption that
the number and the length of attractors grow as a square root with the size of a crit-
ical network. Supported by the analogy with biological data, for more than thirty
years this prediction was believed to be correct. Only with increasing computer
power in the last decade the new numerical experiments were able to show that this
assumption may be wrong. The new numerical findings about the organization of
the state space and the numerical studies of other properties of the networks moti-
vated by them, made better understanding of the network’s dynamics possible. This
led to analytical studies which were able to make some final conclusions about the
properties of the model’s state space.
So, the new numerical results led to deeper understanding of the way the networks
function, which then allowed for the analytical calculations confirming the assump-
tion of numerics. This shows the importance of using different approaches when
thinking about the way complex systems function. Some of them though abstract
and intuitive and probably pretty distant from the way the real systems function
may, in combination with numerical investigations simulating the real dynamics of
the system, contribute to the understanding of the system’s properties.
2.4 Concept of relevant nodes
The concept of relevant nodes is important for the studies presented in this thesis.
This concept can be used when trying to understand the mechanism behind the
network’s global dynamics. It allows for a deeper understanding of the dynamics of
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Boolean networks, and introduces alternative ways of analyzing model’s properties.
The recognition of the relevant elements as the only elements influencing the asymp-
totic dynamics was an important step in understanding the attractors of Kauffman
networks.
Flyvbjerg and Kjær [33] introduced the concept of relevant nodes in the study
of Kauffman’s model with connectivity one. They recognized that only those nodes
having active predecessors can be asymptotically active and that the nodes that
are their own ancestors, the self-influencing nodes, are of the special importance.
They called these nodes relevant since they found that they determine completely
the asymptotic dynamics of the network. In the case of the networks they studied,
relevant nodes were those on the loops with non-constant functions.
The definition of relevant elements that we use here was given by Bastolla and
Parisi [9; 8]. They gained insight into the properties of the attractors by using
numerical experiments based on the modular structure of the relevant nodes. The
relevant nodes naturally form themselves into groups called modules [110; 8; 116]
(these groups of nodes are also called relevant components [57]). Different modules
do not influence one another. In the asymptotic dynamics, the states of the nodes of
a module go through a cycle of states depending only on the module’s organization.
Each of the modules determines such a cycle of its nodes’ states. Since the modules
are independent, an attractors in the state space, i.e., the asymptotic dynamics
of the whole network, is a combination of cycles of the modules. The dynamics
of the whole network can therefore be reduced to the dynamics of such modules.
The relevant elements determine through their modular organization completely the
number and the length of attractors in the network [33; 9; 8].
Let us now repeat the main conclusions concerning the concept of relevant nodes
and define some terms we will use in our studies of the dynamics of Boolean networks.
The asymptotic dynamics of networks is defined by the states on the attractors in
the state space. When the network has settled on an attractor, we can look again
at the dynamics of different nodes on such an attractor. The states of nodes on
an attractor are either fixed to one of the Boolean values, or are changing their
value driving the network to the next state on the attractor. The nodes which are
not changing their values are called frozen nodes. They comprise the stable or the
frozen core of the network. All the other nodes we will call nonfrozen. Among them
we can distinguish between relevant and irrelevant nodes. Relevant nodes are those
changing their values and influencing at least one other relevant node, possibly itself.
All other nonfrozen nodes are then irrelevant nodes. The definition of relevant nodes
is already saying that they have to be organized in loop-like structures.
The names of different dynamical types of nodes reveal their role in the dynam-
ics of the network. Relevant nodes are those determining completely, through their
modular organization, the number and the length of attractors in the network. These
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nodes are influencing each other, and the way they are organized defines all possible
combinations of the states the network on an attractor can be in. Irrelevant nodes
have dynamics which is in the stationary state only slaved to the dynamics of rele-
vant nodes, since they have such nodes among their predecessors and are influenced
by them. At the same time, among their successors there are no relevant nodes,
and the chain of nodes influenced by their change is eventually ending either with
the nodes without output links or with those with the frozen dynamics. This way
their influence is lost and they are irrelevant for the network’s asymptotic dynam-
ics. Finally, frozen nodes provide constant input to other nodes and are otherwise
irrelevant for the networks dynamics.
2.5 Variations of the model
Common to all Boolean network models is the directness of the links between the
nodes in the network, and the binary nature of the node’s dynamics, with their
states being Boolean functions of the input nodes’ states in the previous time step.
Different variations of the Boolean model are defined by the choice of the network’s
topology, of the distribution of Boolean functions in the network, and of the order
in which the states of the nodes are updated.
In the original random Boolean network model [56], the network’s topology is
random (with a fixed number of inputs per node and a Poisson distribution in
the number of outputs), the functions are chosen from the uniform distribution of
Boolean functions, and the nodes are updated in parallel. Modifications to this
model led to creation of different variants of the Boolean network model. The
modifications were generally inspired by the biological information which became
available in the last years.
The modified models are expected to be biologically more realistic. They can
also enable studies of the properties the original model does not have, but which
could be relevant for modeling real systems. On a more general level, modified
models can help to understand which dynamical properties of the Boolean model
are independent of the model’s details. But, the modified models are mainly more
complicated, and their analysis is therefore more difficult. Only recently computers
became powerful enough to make such analysis possible. The experimental data
motivating and justifying modifications to the original model became also only newly
available. Therefore, we are only at the beginning of the studies of different variants
of the Boolean model, where many questions are not yet answered and where many
other questions are still to be asked.
Some of the possible variations of the model are given below. We will here not
go into the consequences of the model’s modifications on the network’s dynamical
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properties. One of the possible modifications of the model, the generation of net-
works by evolution, is the subject of this thesis. The influence of the modifications
to the model on its dynamical properties will in this case be discuss in detail, in
Chapter 6 .
The modifications to the model’s topology can be done by changing distribution
of the number of input links and/or the number of output links per node, in all
networks of the ensemble. The standard modification is the use of Poisson instead
of the fixed input distribution [87; 5]. Because of their presence in the nature, the use
of the power-law distributions for modifying topology of the networks gained special
attention in the last few years [3; 35; 93]. Networks with small-world properties [30]
have also been studied, as a modification of the Boolean model on a lattice[103; 104;
23].
Instead of defining a model network as a member of an ensemble of networks,
whose topologies have given distributions of links, the model can be defined by
assigning a specific topology to the network. New experimental data made it possible
to use the topologies of real gene regulatory networks. Such models could successfully
predict sequences of activation patterns in real networks [64; 2; 72; 20]. Finally, the
topology of the model can also be changed using some evolutionary process. These
processes can also change the functions of the network and the structure of the
ensemble of networks.
Not much is known about the functions of the genes in real networks. Still,
biological data can help to choose more realistic subsets of Boolean functions for
modeling gene regulation [43; 54; 83; 99; 50]. The most common modification
made to the choice of Boolean functions of the original model is the introduction
of canalization, which has been argued to be a prevalent property of the updating
functions of real-world genetic networks. A canalizing Boolean function is one in
which at least one value of at least one input to the function can force the output
to take a certain value. In the modified model the functions assigned to the nodes
are randomly chosen from the subset of canalizing functions [55; 75] The networks
we will evolve in the Chapter 6 will have canalizing functions assigned to the nodes.
Properties of networks with other subsets of functions, closely related to canalizing,
have also been investigated: chain functions [37], Post-class defined functions [99],
and nested canalizing functions [54].
Another subset of Boolean functions has been studied as biologically relevant:
threshold functions [109; 60; 61; 87; 46]. In these functions, the output of a node
depends on whether the sum of the inputs is larger than some threshold value. The
links in the network are defining coefficients in the sum (chosen mainly to be 1,-
1). The treatment of case when the sum has exactly the threshold value defines
two possible realizations of the model. In addition, models with variations in the
coefficients in the sum and in the distribution of the threshold values have been
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studied [86; 95] Threshold functions were used in modeling networks with the real
topology [64].
The synchronous updating of nodes is not biologically justified. There is usually
no central pacemaker telling all nodes in a network when to perform the next update.
Therefore, Boolean networks with several different updating schemes have been stud-
ied [38; 44; 59; 69; 40]. By the stochastic asynchronous update, a probability for
being updated is assigned to each node in the network. This updating scheme can be
used to model noise which is ubiquitous in gene regulatory networks [70]. Boolean
networks with stochastic update are for instance investigated in [59; 40].
The noise can also affect the update function. In this case the output of a node
can deviate from the value prescribed by the update function with a probability that
depends on the strength of the noise. Investigations of networks with such a type of
noise can be found in [97; 82; 81].
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per node
Networks with one input per node are the simplest possible random Boolean net-
works. Many properties of these networks can be derived analytically. Nevertheless,
they are nontrivial and share many features with networks with larger values of K.
Therefore we start our investigations of dynamics of critical Kauffman networks by
having a closer look at K = 1 networks.
As already mentioned, this thesis focusses on the dynamics of critical Boolean
networks, which lie at the boundary between a frozen phase and a chaotic phase
[22; 23]. In the frozen phase, a perturbation at one node propagates during one time
step on average to less than one node, and the attractor lengths remain finite in the
limit N → ∞. In the chaotic phase, the difference between two almost identical
states increases exponentially fast, because a perturbation propagates on average
to more than one node during one time step [5]. Critical Kauffman networks with
one input per node are special since their dynamics does not show chaotic behavior.
By adjusting the weights of the different classes of Boolean functions, a network
with K = 1 can be brought to the border of the frozen regime where its dynamics
becomes critical. In such a critical K = 1 network, out of the four possible updating
functions only the two non-constant ones occur. This network is critical because a
perturbation at one node propagates during one time step on average to one other
node.
Based on our knowledge of the topology of these networks and on the simplicity
of their Boolean functions, we will use simple probabilistic arguments to derive
conclusions about networks’ dynamical properties such as lengths and numbers of
their attractors. The concept of relevant nodes, which was actually first introduced
in the study of these networks [33], is particularly useful when investigating dynamics
of networks with K = 1. All their relevant nodes are organized in loops and since
the topology of these networks consists of loops and trees only, conclusions about
the number and the length of attractors can be obtained analytically by using some
basic knowledge about the dynamical rules and the topology of these networks.
In this chapter we will show that for K = 1 critical networks the mean number
of attractors as well as their mean length grows faster than any power law with the
network size. These results will be derived by generating the networks through a
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In F R
0 1 0 0 1
1 1 0 1 0
Table 3.1: The 4 update functions for nodes with 1 input. The first column lists the 2
possible states of the input, the other columns represent one update function each, falling
into two classes.
growth process and by calculating lower bounds. In the next section we will define
the main topological and dynamical properties of the model. Then, in Section 3.2,
the lower bound for the mean number of attractors, and in Section 3.3 the lower
bound for the mean length of attractors in critical networks with K = 1 is found,
showing that both of these properties grow faster than any power law with the
network size. At the end of this chapter, the conclusions address implications of our
findings. The results presented in this chapter were obtained in collaboration with
Barbara Drossel and Florian Greil and are published in Physical Review Letters [29].
3.1 Basic properties of the model
Since each node in a network has exactly one input, but can have any number of
outputs from zero to N , any of the N nodes of Kauffman network with connectivity
K = 1 lies either on a loop or on a tree rooted in a loop. A small network of this
type is illustrated in Figure 3.1. A number of topological properties of this class
of networks can be exactly calculated. Several such results have been obtained by
Flyvbjerg and Kjær [33]. We will use some of them and derive some others needed
for our calculations.
Table 3.1 lists the 4 Boolean functions of one argument, which are the possible
update functions forK = 1 networks. The first two functions are constant, or frozen,
i.e. the state of the node is independent of its inputs. The other two functions change
whenever an input changes, i.e., they are reversible. The third function is the “copy”
function, the fourth is the “invert” function.
Knowing that the topology of K = 1 networks consists only of loops and trees
rooted in them and that only two types of functions, frozen (constant) and nonfrozen,
exist, allows us to calculate the networks’ dynamical properties. After a transient
time, the state of the nodes on the trees will be independent of their initial state. If
a node on a tree does not have a constant function, its state is determined by the
state of its input node at the previous time step. All nodes that are downstream of
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Figure 3.1: Illustration of a network with one input per node. Different colors of the nodes
represent two possible states a node can be in. The network has two components, both
gathered around loops of length tree. Most of the nodes in the network are on the trees
rooted in those loops.
a node with a constant function will become frozen. If there is no constant function
in the loop and in the path from the loop to a node, the dynamics of this node is
slaved to the dynamics of the loop. Thus, the dynamics on the loops determines
the dynamics on the entire network, and the dynamics on the trees is slaved to the
dynamics on the loops.
Only loops that contain no constant function can show a nontrivial dynamics. The
nodes in such loops are relevant. If all 4 update functions are chosen with a nonzero
probability, only short loops have a non-vanishing probability of not containing a
constant function [33]. Thus the number of relevant elements remains finite in the
limit of infinite network size, and these networks are always in the frozen phase [8].
For this reason, a critical Kauffman network with one input per node has only
non-constant Boolean functions assigned to the nodes. In such a network there are
no nodes that are frozen on the same value on all attractors. A loop of size 1 can
have a state that is constant in time (when having “copy” update function), but it
can take two different values. States of nodes on larger loops also have two fixed
points. Part of the nodes in a critical K = 1 networks are therefore frozen on some
attractors or even on all attractors, however, they can be frozen in different states. In
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these networks there is no frozen core. The nodes that are on the loops are relevant
nodes, and the nodes on the trees are irrelevant for the system’s dynamics. All nodes
react to a change in their predecessor, thus a perturbation at one node propagates
during one time step to one node on average. These networks are therefore critical.
In order to determine the attractors in the state space of a network, it is sufficient
to obtain all the cycles of states of all loops. The nodes of each loop can go through
cycles of different length. The number and length of these cycles depend on the size
of the loop and on the functions that are assigned to the nodes in the loop. Once
the cycles on each loop are determined, the attractors of the entire networks can be
found from combinatorial arguments.
The following consideration about these cycles will prove useful for the calculations
of the next two sections. The number and the lengths of the cycles on a loop does
not depend on the exact assignment of the “copy” or “invert” functions to each
node, but only on the parity of the number of “invert” functions. If the number
of “invert” functions is odd, we call the loop an odd loop. Otherwise it is an even
loop. Replacing two “invert” functions with copy functions and replacing the states
σi(t) of the two nodes controlled by these functions and of all nodes in between with
1−σi(t), is a bijective mapping from one loop to another. In particular, the number
and length of cycles on the loop is not changed. All odd loops can thus be mapped
on loops with only one “invert” function, and all even loops can be mapped on loops
with only “copy” functions. [33; 28].
We first consider even loops with only “copy” functions. The cycle lengths of an
even loop of length l are 1, l, and divisors of l. These loops have two fixed points
(cycles of length one), where all nodes are in the same state. If l is a prime number,
all other states belong to cycles of period l. Any initial state occurs again after l
time steps. Therefore the number of cycles on an even loop is
2l − 2
l
+ 2
if l is a prime number. The numerator counts the number of states that are not
fixed points. The first term is therefore the number of cycles of length l. Adding
the two fixed points gives the total number of cycles. If l is not a prime number,
there exist cycles with all periods that are a divisor of l and the number of cycles is
different.
Next, let us consider odd loops with one “invert” function. After at most 2l time
steps, the loop is in its original state. If l is a prime number, there is only one cycle
that has a shorter period. It is a cycle with period 2, where at each site 0s and
1s alternate. The total number of cycles on an odd loop with a prime-valued l is
therefore
2l − 2
2l
+ 1 .
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If l is not a prime number, there are also cycles with a period that is twice a divisor
of l.
3.2 The mean number of attractors
Let us now show that the mean attractor number increases faster than any power
law with N . Let nl be the number of loops of length l, andm =
∑N
l=1 nl l the number
of nodes in the loops. m is related to the attractors via
∑
i
νiAi = 2
m , (3.2.1)
where νi is the number of attractors of length Ai. From here we see that finding
an upper bound for the attractor length gives us a lower bound for the attractor
number.
The attractor length A is the least common multiple of cycle lengths (periods) of
the loops,
A ≤ Amax = LCM(2l1, 2l2, . . .) ≤ 2
∏
i
li . (3.2.2)
For a fixed m, this product reaches its maximum if all li are equal, li = l ∀i. In this
case we have m = nl l and A < 2 l
nl. Maximizing this product as a function of the
number nl of loops of length l
d
dnl
(2 lnl) = 2
d
dnl
(
m
nl
)nl
= 0
we obtain
Amax ≤ 2
∏
i
li ≤ 2 exp
(
m
e
)
= 2 · 20.53m. (3.2.3)
A slightly better upper bound of the form 20.5m was derived in [33], using a much
more complicated calculation. From Eqs. (3.2.3) and (3.2.1), we obtain a lower
bound for the number νi of attractors,
∑
i
νi ≥ 1
2
· 20.47m . (3.2.4)
Averaging over the different network realizations gives
∑
i
νi ≥ 1
2
· 20.47m ≥ 1
2
20.47m . (3.2.5)
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An analytical expression for m can be derived from the exact results in [33]. One of
them is the expectation value for the mean number of the loops of the length l in
the large N limit
nl =
1
l
exp
(−l2
2N
)
. (3.2.6)
This result follows also from our Eqs. (3.3.2) and (3.3.1) below. Thus we find for the
mean value of the number of nodes that are on loops
m =
N∑
l=1
nl l =
N∑
l=1
exp
(−l2
2N
)
.
Approximating this sum with an integral one obtains m ≈
√
π
2
N . Inserting this
expression in Equation (3.2.5) gives
∑
i
νi ≥ 1
2
· exp
(
0.4
√
N
)
. (3.2.7)
We see that the mean number of attractors grows at least as fast as exp
(
0.4
√
N
)
with the number of nodes. Thus we have proven that in critical Kauffman networks
with one input per node mean number of attractors grows faster than any power
law with the network size.
3.3 The mean length of attractors
Next, we will show that the mean attractor length diverges faster than any power
law. For this purpose, we generate the ensemble of all realizations of networks of
size N + 1 via a growth process from the ensemble of networks of size N . The
following rule ensures that each network of the new ensemble is generated exactly
once. The nodes are distinguishable and numbered in the sequence in which they
were added. To every network of the initial ensemble we insert a new node and
add a new link. The new node has either itself as input or is linked to a node from
the already existing network. Next, we have to assign to this new node all possible
combinations of outgoing links. This is done such that all possible combinations
of the predecessor’s outgoing links can become the outgoing links of the new node.
If the new node is connected to itself any combination of outgoing links of node
number 1 that are not on a loop can be moved to it. Different rearrangements of
these links are weighed equally and every such network belongs to the new ensemble
of the networks with N + 1 nodes. This procedure guarantees that the number of
inputs per node of the already existing network is not changed. If the node being the
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one linked to the inserted node was on the loop, there is a probability of 1
2
that the
new node is going to be on the loop (since 1
2
is the probability that the predecessor’s
outgoing link that was the part of the loop is shifted to the new node). One can see
that the already existing loops become bigger with time, and that new loops with
only one node are created.
Size and distribution of loops
We now consider the growth of the networks as a dynamical process, and we focus
only on the loops. Since every node has the same distribution of numbers and sizes
of trees connected to it, all nodes in all loops become connected to a new node with
the same probability in the ensemble. We define the time scale such that the rate
of insertion of new nodes at a given position in a given loop is unity,
dt =
1
2N
dN ⇒ t = ln
√
N . (3.3.1)
Note that N now denotes the mean network size in the growing ensemble. By going
from exact insertion numbers to insertion rates, we have made a transition to a
“grand canonical” ensemble. Within this ensemble, a loop of size l becomes a loop of
size l+1 with probability ldt during a time interval dt. We then obtain the following
equations for the mean number nl of loops of size l
d
dt
n1 = 1− n1
d
dt
nl = (l − 1)nl−1 − l nl ∀ l > 1
With the initial condition N(0) = 1, these equations have the solution
n1(t) = 1
n2(t) =
1
2
− 1
2
e−2t
n3(t) =
1
3
− e−2t + 2
3
e−3t
n4(t) =
1
4
− 3
2
e−2t + 2e−3t − 3
4
e−4t
...
For the limiting case of large times, this solution can be approximated by
nl(t) =
1
l
− l − 1
2
e−2t (3.3.2)
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which approaches the stationary solution nl = l
−1 for t→∞. Introducing the small
parameter ǫ ≪ 1 as a measure of how far we are from the stationary solution, we
find from
nlc(t) =
1
lc
− lc − 1
2
e−2 ln
√
N = (1− ǫ) 1
lc
that the critical value for the loop size for large ǫN is
lc =
√
2ǫN . (3.3.3)
In the same manner we may write the master equation for the probability distribu-
tion P (n1, . . . , nl) of the loops smaller than l,
d
dt
P (n1, . . . , nl) = −
l∑
i=1
i ni P (n1, . . . , ni, ni+1, . . . , nl)
+
l∑
i=1
(i− 1)(ni−1 + 1) P (n1, . . . , ni−1 + 1, ni+1, . . . , nl)
The stationary solution for this expression valid for the loops smaller than lc is
P (n1, . . . , nl) =
l∏
i=1
e−1/i
(
1
i
)ni 1
ni!
. (3.3.4)
This solution is time independent and we can conclude that the distribution of the
loops smaller than lc is not changing with time, i.e. with the growth of the system
size. Furthermore the probabilities for having ni loops of size i are independent from
each other and Poisson distributed with a mean i−1.
Evaluation of the lower bound for the mean attractor length
Equipped with these results, we can now evaluate the lower bound for the mean
attractor length A. Suppose that the system is enlarged so that its number of nodes
is N ′ = aN , with a > 1 and N nodes of the previous system. The length of the
attractor is the least common multiple of the loop periods, i.e. the cycle lengths
of the loops. Since Ali≤N ′ ≥ Ali≤lc(N ′), we obtain a lower bound by evaluating
only the change of the least common multiple of the periods of loops smaller than
lc, that is the change of Ali≤lc ≡ A√2ǫN ′, with increasing system size. Our above
considerations show that the distribution of loops of size smaller than lc(N) does not
change when going to an ensemble of systems of size N ′. However, these systems
contain additional loops in the interval [lc(N), lc(N
′)]. If the period of such an
additional loop is a prime number larger than lc(N), the least common multiple of
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all loop periods is multiplied by this period. A loop with a prime number of nodes
has only two possible periods: 1 or l if the loop is even, and 2 or 2l if the loop is
odd. If the additional loop is not on the cycle of length 1 or 2, the least common
multiple of the periods of the loops smaller than lc(N
′) is at least as large as the
product of the new loop size, and the least common multiple of the periods of the
loops smaller than lc(N). The number of primes not exceeding the value of some
positive number x is asymptotically expressed as πx = x/ ln x (see, e.g. [42]). The
probability that a randomly chosen number in the interval [lc(N), lc(N
′)] is a prime
number is
Pprime =
π√2ǫN ′ − π√2ǫN√
2ǫN ′ −√2ǫN ≈
1
ln
√
2ǫN ′
. (3.3.5)
This is identical to the probability that the new loop size is a prime number. Taking
all these considerations together, we have
Ali≤N ′ ≥ A√2ǫN ′ ≥ PloopPnot1,2
1√
a
√
2ǫN ′
ln(
√
2ǫN ′)
A√2ǫN .
The probability Ploop for having a loop in the interval [lc(N), lc(N
′)] is obtained
using (3.3.4). The probability of having no loop of size l, nl = 0, is e
−1/l. Thus
the upper bound for the probability of having no loops with size from the interval
[lc(N), lc(N
′)] is
1− Ploop ≤
a l∏
i=l
e−
1
i ≤
(
exp
(
− 1
al
))al−l+1
= exp
(
1− a
a
− 1
al
)
0≤l−1≤1≤ e−1
giving
Ploop ≥ 1− e−1 . (3.3.6)
The probability Pnot1,2 that the new loop is not on an attractor of length 1 or 2
is obtained as follows: As we have seen in Section 3.1, the number of its cycles is
(2l − 2)/l + 2 in the case it is an even loop and (2l − 2)/2l + 1 if it is an odd loop.
Among these cycles two are of length 1 for the first type of loop and one is of length 2
for the second type. The probability that the loop of size l is not on a cycle of length
1 or 2 is 1 − 2l/2l for large values of l. The loop we are observing is of size √2ǫN
and for the probability Pnot1,2 we obtain
Pnot1,2 = 1− 2
√
2ǫN
2
√
2ǫN
. (3.3.7)
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For a given ǫ this probability is non-vanishing, i.e.Pnot1,2 > η > 0, if N > 2/ǫ. Since
we are considering the limit of large N , this condition is satisfied. Applying this
result to the lower bound for the attractor size we finally have
A√2ǫN ′ ≥ (1− e−1)η
1√
a
√
2ǫN ′
ln
√
2ǫN ′
A√2ǫN . (3.3.8)
Setting N = aµN0 and defining a constant C
C =
(
1− e−1
) η√2ǫ
ln(
√
2ǫaN0)
(
N0
a
)1/4
Equation (3.3.8) can be transformed into
Ali≤N ≥
CµNµ/4
µ!
,
and finally with µ = (ln(N/N0)/ ln(a)) into
Ali≤N ≥
(
N
N 0
) 4 lnC+lnN
4 ln a 1
(ln(N/N0)/ ln a)!
A√2ǫN0 . (3.3.9)
This increases faster than any power law with N , but slower than a stretched expo-
nential.
3.4 Conclusions
In this chapter we calculated the lower bounds for the mean number and the mean
length of attractors in critical networks with connectivity one, and have shown that
they both grow faster than any power law with the size of the network. We have
also seen how dynamically different nodes in these network are organized. In critical
Kauffman networks with one input per node there is no frozen core, so that the
number of nonfrozen nodes is identical to the number of nodes in the network.
There are of the order of
√
N nodes on the loops, all of which are relevant, and
the number of components of relevant elements is of the order of lnN , since this is
the mean number of loops in the network (we have seen in Equation 3.3.4 that the
mean number of loops of size l is 1/l; integrating over all possible loop sizes gives
this estimation). In the next two chapters, we will see that these scaling with N of
the number of relevant node is different for other critical random Boolean networks,
but that the relation between the number of the relevant and nonfrozen nodes is the
same, and that the results for the mean number and length of the atractors hold.
This means that the attractors are too long and too numerous to represent cellular
differentiation, to which the model was originally applied.
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In the past, mainly critical K = 2 Kauffman networks with a constant probability
distribution for the 16 possible updating functions were studied. Based on computer
simulations, the mean attractor number of these networks was once believed to scale
as
√
N [56]. With increasing computer power, a faster increase was seen (linear in
[11], “faster than linear” in [100], stretched exponential in [9; 8]). Finally, Samuelsson
and Troein [90] proved analytically that the mean number of attractors grows indeed
faster than any power law with the size of a critical network with two inputs per
node. The investigations presented in this chapter show that this is also the property
of critical Kauffman network with one input per node, and thus possibly a general
property of all critical networks.
It may appear that the value of the studies presented in this chapter lies only in the
fact that the findings of [90] were analytically proven to be correct for a rather spe-
cial class of critical systems. This result is already remarkable, especially in the light
of how rare analytically solvable problems in studies of complex systems are. The
more intuitive way of treating the system, and the relatively simple mathematical
arguments used (when comparing to other publications) have also their own virtue.
But, the understanding of the organization of relevant nodes in these networks, and
of the implications of their organization on the global dynamics of networks, is the
key result. As we will see in the next two chapters, the results for the number of
relevant nodes and their organization in K = 1 networks will prove crucial when
determining the number and length of attractors for critical networks with larger
K values, since it turns out that all critical networks have modular organization of
relevant nodes similar to that of K = 1 critical networks. This becomes intuitively
plausible if we think of the reduced network of nonfrozen nodes of critical Kauffman
network with any value of K. In critical networks a perturbation of a node propa-
gates to one node in one time step on average, and since nonfrozen nodes propagate
these perturbations, this reduced network must have effectively one input per node.
Thus, it resembles the critical K = 1 network. In the next two chapters we will give
analytical arguments for the resemblance between the properties of K = 1 critical
networks and those of the organization of the nonfrozen nodes in all other critical
random Boolean networks.
Concerning the scaling behavior of the mean attractor length, there were no con-
clusive results in the literature at the time of the studies presented in this chapter.
While it appeared that the mean attractor length increases as
√
N in earlier times
[56; 10], Bastolla and Parisi suggest that it might in fact increase faster than any
power law [9; 8], and a recent review article treated this as an open question [5].
Just as for the attractor number, computer simulations are hampered by undersam-
pling, which makes it virtually impossible to find attractors that occur only in few
realizations or that have a small basin of attraction. The results presented in this
chapter were the first analytical proof that the mean length of attractors grows faster
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than any power law with the size of a critical network. This result was confirmed
afterwards in [88; 27].
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per node
Our next step is the study of the dynamics of critical networks with two inputs per
node. These networks are the most widely studied example of critical networks.
The reason is that networks with two inputs per node are critical when the uni-
form distribution of Boolean functions is chosen, and this distribution was the one
mainly used in constructing the Kauffman model. The justification for using this
distribution was in the lack of information about the real systems. When only little
is known about the functions real genes might have, a completely random choice
of Boolean functions is a valid null hypothesis, which can at the same time easily
be implemented in numerical and analytical investigations of the system. In the
studies presented in this chapter we will use a more general model in which Boolean
functions belonging to different classes can have different weights. The standard un-
biased model is then a special case in which all these weights are equal. In order to
define the systems we will study, we fixK to 2 and determine for which combinations
of weights of the different classes the networks are critical.
In investigating network’s dynamics we will use the approach similar to that of
the previous chapter. We will study the dynamics and the organization of relevant
nodes, and then use the results of such investigations to make conclusions about the
dynamics of the whole network. However, this task is much more demanding than
in the case of networks with K = 1, since the identification of relevant nodes is not
as easy.
Nodes of all three types appear in these systems: the relevant nodes, which change
their states and influence at least one relevant node, determining completely the
number and length of attractors; the irrelevant nodes which change their states but
act only as slaves of the relevant nodes, and the nodes frozen on the same value on
every attractor, which did not exist in the case K = 1. In order to determine which
nodes are relevant, we identify the frozen nodes first. For this purpose we will use
the approach introduced in [32]. We will define a stochastic process that starts from
the nodes with constant update functions and determines iteratively the frozen core.
Mean-field calculations for this process will reveal the position of the critical point.
We will in addition go beyond mean-field theory which will bring us new insights
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into the properties of nonfrozen nodes. Then, we will use another stochastic process
to search for the relevant nodes among the nonfrozen nodes.
Socolar and Kauffman [100] found numerically that for critical K = 2 networks
with uniform distribution of Boolean functions, the mean number of nonfrozen nodes
scales as N2/3, and the mean number of relevant nodes scales as N1/3. The same
result is hidden in the analytical work on attractor numbers by Samuelsson and
Troein [90], as was shown in [27]. We will here go a step further by deriving these
power laws analytically, and for a more general class of networks. We will show
the asymptotic probability distribution of nonfrozen and relevant nodes in terms
of scaling variables. We will also obtain results for the number of nonfrozen nodes
with two nonfrozen inputs, and for the number of relevant nodes with two relevant
inputs. This results will lead to new insights into the state space organization.
The outline of this chapter is the following. In the next section we will define
the class of networks that we are investigating. In Section 4.2, we will introduce a
stochastic process that determines the frozen core of the network starting from the
nodes whose outputs are entirely independent of their inputs. Then, in Section 4.3,
we are going to analyze the Langevin and Fokker-Planck equations that correspond
to this stochastic process and that lead to the scaling behavior of the number of
nonfrozen nodes. In order to identify the relevant nodes among the nonfrozen ones,
we will introduce in Section 4.4 another stochastic process. This process will also
enable us to find their scaling behavior. Finally, we will discuss in the last section
the implications of our results. The results presented in this chapter were obtained
in collaboration with Viktor Kaufman and Barbara Drossel and are published in
Physical Review E [58].
4.1 The class of critical K = 2 networks
In K = 2 networks each node has 2 randomly chosen inputs. An illustration of a
network with two inputs per node is shown in Figure 4.1. The 16 possible update
functions that can be assigned to nodes with two inputs are shown in table 4.1.
The update functions fall into four classes [5]. In the first class, denoted by F ,
are the frozen functions, where the output is fixed irrespectively of the input. The
class C1 contains those functions that depend only on one of the two inputs, but not
on the other one. The class C2 contains the remaining canalizing functions, where
one state of each input fixes the output. The class R contains the two reversible
update functions, where the output is changed whenever one of the inputs is changed.
Critical networks are those where a change in one node propagates to one other
node on an average. A change propagates with probability 1/2 to a node that has
a canalizing update function C1 or C2, with probability zero to a node that has a
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Figure 4.1: Illustration of a network with two inputs per node, different colors of the nodes
represent two possible states a node can be in.
frozen update function, and with probability 1 to a node that has a reversible update
function. Consequently, if the frozen and reversible update functions are chosen with
equal probability, the network is critical. Usually, only those models are considered
where all 16 update functions receive equal weight. We here consider the larger set
of models where the frozen and reversible update functions are chosen with equal
(and nonzero) probability, and where the remaining probability is divided between
the C1 and C2 functions. Those networks that contain only C1 functions are different
from the remaining ones. Since all nodes respond only to one input, the link to
the second input can be cut, and we are left with a critical K = 1 network, which
was already discussed in [33; 29; 27] and will not be discussed here. All the other
models, where the weight of the C1 functions is smaller than 1, fall into the same
class [27]. The treatment presented in the following, is based on the existence of
nodes with frozen functions, and it therefore applies to all critical models with a
nonzero fraction of frozen functions. Networks with only canalizing functions have
to be discussed separately.
Let Nf be the number of nodes with a frozen function, Nr the number of nodes
with a reversible function and Nc1 and Nc2 the number of nodes with a C1 and a
C2 function. We define the systems we are going to consider through parameters
α = Nc1/N , β = Nr/N = Nf/N , γ = Nc2/N . These parameters give the fraction
of each type of nodes in the network. In the next two sections, we determine the
properties of the frozen core in the large N limit by starting from the nodes with a
frozen function.
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In F C1 C2 R
00 1 0 0 1 0 1 1 0 0 0 0 1 1 1 1 0
01 1 0 0 1 1 0 0 1 0 0 1 0 1 1 0 1
10 1 0 1 0 0 1 0 0 1 0 1 1 0 1 0 1
11 1 0 1 0 1 0 0 0 0 1 1 1 1 0 1 0
Table 4.1: The 16 update functions for nodes with 2 inputs. The first column lists the 4
possible states of the two inputs, the other columns represent one update function each,
falling into four classes.
4.2 A stochastic process that leads to the frozen core
Flyvbjerg [32] was the first one to use a dynamical process that starts from the
nodes with constant update functions and determines iteratively the frozen core.
Performing a mean-field calculation for this process, he could identify the critical
point. We define in the following a process that goes beyond mean-field theory and
gives exact results for the frozen core. We consider the ensemble of all networks of
size N and with fixed parameters α, β, γ. All nodes with a frozen update function are
certainly part of the frozen core. We now construct the frozen core by determining
stepwise all those nodes that become frozen due to the influence of a frozen node.
In the language of [100], this process determines the “clamped” nodes. Initially,
we place the nodes in four containers labelled F , C1, C2, and R. These containers
contain Nf , Nc1, Nc2 , and Nr nodes initially. Since these numbers change during our
stochastic process, we denote the initial values as N inif , N
ini
c1 , N
ini
c2 , and N
ini
r , and
the total number of nodes as N ini. We treat the nodes in container C1 as nodes with
only one input and with the update functions “copy”or “invert”. The contents of the
containers will change with time. The“time”we are defining here is not the real time
for the dynamics of the system. Instead, it is the time scale for a stochastic process
that we use to determine the frozen core. During one time step, we remove one node
from the container F and determine all those nodes, to which this node is an input.
A node in container C1 chooses this node as an input with probability 1/N . It then
becomes a frozen node. We therefore move each node of container C1 with probability
1/N into the container F . A node in container C2 chooses the selected frozen node
as an input with probability 2/N . With probability 1/2, it then becomes frozen,
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because the frozen node is with probability 1/2 in the state that fixes the output of a
C2-node. If the C2-node does not become frozen, it becomes a C1-node. We therefore
move each node of container C2 during the first time step with probability 1/N into
the container F , and with probability 1/N into the container C1. Finally, a node in
container R chooses the selected frozen node as an input with probability 2/N and
becomes a C1-node. We therefore move each node of container R during the first
time step with probability 2/N into the container C1. In summary, the total number
of nodes, N , decreases by one during one time step, since we remove one node from
container F , and some nodes move to a different container. The removed nodes
are those frozen nodes for which we already have determined whose input they are.
Then, we take the next frozen node out of container F and determine its effect on
the other nodes. We repeat this procedure until we cannot continue because either
container F is empty, or because all the other containers are empty. If container
F becomes empty, we are left with the nonfrozen nodes. We shall see below that
most of the remaining nodes are in container C1, with the proportion of nodes left in
containers C2 and R vanishing in the limit N ini → ∞. Then, the nonfrozen nodes
can be connected to a network by choosing the input(s) to every node at random
from the other remaining nodes. If all containers apart from container F are empty
at the end, the entire network becomes frozen. This means that the dynamics of the
network go to the same fixed point for all initial conditions. Figure 4.2 illustrates
the process of determining the frozen core.
Let us first describe this process by deterministic equations that neglect fluctua-
tions around the average change of the number of nodes in the different containers.
As long as all containers contain large numbers of nodes, these fluctuations are neg-
ligible, and the deterministic description is appropriate. The average change of the
node numbers in the containers during one time step is
∆Nr = −2Nr
N
∆Nc2 = −
2Nc2
N
∆Nc1 = −
Nc1
N
+
Nc2
N
+
2Nr
N
(4.2.1)
∆Nf = −1 + Nc1
N
+
Nc2
N
∆N = −1
The number of nodes in the containers, N , can be used instead of the time variable,
since it decreases by one during each step. The equation for Nr can then be solved
by going from a difference equation to a differential equation,
∆Nr
∆N
≃ dNr
dN
= −2Nr
N
,
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(1)
C 1 C 2F
R
(2)
C 1 C 2F
R
1/2
1/2
(3)
C 1 C 2F
R
(4)
C 1 C 2F
R
Figure 4.2: Illustration of the freezing process. (1) Initially, a frozen node is chosen
(marked in white), (2) then it is determined to which node(s) this is an input and the
effect on those nodes is determined. (3) Then, the selected frozen node is removed. (4)
The last picture sketches the final state, where all frozen nodes have been removed and
most remaining nodes have 1 nonfrozen input [28].
which has the solution
Nr = N
2 N
ini
r
(N ini)2
. (4.2.2)
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Similarly, we find
Nc2 = N
2 N
ini
c2
(N ini)2
Nf = N
N inif −N inir
N ini
+N2
N inir
(N ini)2
Nc1 = N
N inic1 +N
ini
c2 + 2N
ini
r
N ini
− 2N2N
ini
r +N
ini
c2
(N ini)2
. (4.2.3)
For N inif < N
ini
r , we obtain Nf = 0 at a nonzero value of N , and the number of
nonfrozen nodes is proportional to N ini. We are in the chaotic phase. For N inif >
N inir , the values Nr and Nc2 will sink below 1 when N becomes of the order
√
N ini.
For smaller N , there are only F and C1 nodes left, and the second term contributing
to Nf and Nc1 in (4.2.3) can be neglected compared to the first one. When Nf
falls below 1, there remain Nc1 =
N inic1 +N
ini
c2
+2N inir
N ini
f
−N inir nodes of type C1. The network is
essentially frozen, with only a finite number of nonfrozen nodes in the limit N ini →
∞. If we now choose the inputs for these nodes, we obtain simple loops with trees
rooted in the loops. This property of the frozen phase was also found in [100].
For the critical networks that this chapter focuses on, we have N inif = N
ini
r =
βN ini, and the stochastic process stops at Nf = 1 = βN
2/N ini. This means that
N end =
√
N ini
β
. (4.2.4)
The number of nonfrozen nodes would scale with the square root of the network size
if the deterministic approximation to the stochastic process was exact. We shall see
below that including fluctuations changes the exponent from 1/2 to 2/3. The final
number of C2-nodes for the deterministic process for the critical networks is γ/β,
which is independent of network size, and the final number of R-nodes vanishes due
to Nr = Nf . We shall see below that the fluctuations change these two results to a
(N ini)1/3-dependence.
Introducing n = N/N ini and nj = Nj/N
ini for j = r, f, c1, c2, Equations (4.2.3)
simplify to (using N inir = N
ini
f )
nr = βn
2 = nf
nc2 = γn
2
nc1 = n− 2βn2 − γn2 .
This means that our stochastic process remains invariant (in the deterministic ap-
proximation) when the initial number of nodes in the containers and the time unit
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are all multiplied by the same factor. For small n, the majority of nodes are in
container C1, since nc1 = n − O(n2). Now, if we choose a sufficiently large N ini, n
reaches any given small value while Nf = Nr = βn
2N ini is still large enough for a
deterministic description. We can therefore assume that for sufficiently large net-
works Nf/N = βn becomes small before the effect of the noise becomes important.
This assumption will simplify our calculations below.
4.3 The effect of fluctuations
The number of nodes in container C1 that choose a given frozen node as an input
is Poisson distributed with a mean Nc1/N and a variance Nc1/N . We now assume
that n is small at the moment where noise becomes important, i.e., that the variance
of the noise Nc1/N = nc1/n = 1 − (2β + γ)n = 1 − O(n) is unity. The number of
nodes in containers C2 and R that choose a given frozen node as an input is Poisson
distributed with a mean and a variance 2(Nc2 +Nr)/N . The fluctuation around the
mean can be neglected as this noise term is very small compared to Nr and Nc2 , the
final values of which are large for sufficiently large N ini. We therefore obtain the
stochastic version of Equations (4.2.1)
∆Nr = −2Nr
N
∆Nc2 = −
2Nc2
N
∆Nf = −Nr
N
− Nf
N
+ ξ
∆N = −1 (4.3.1)
The random variable ξ has zero mean and unit variance. As long as the nj change
little during one time step, we can summarize a large number T of time steps into
one effective time step, with the noise becoming Gaussian distributed with zero
mean and variance T . Exactly the same process would result if we summarized T
time steps of a process with Gaussian noise of unit variance. For this reason, we can
choose the random variable ξ to be Gaussian distributed with unit variance.
Compared to the deterministic case, the equations for Nr and Nc2 are unchanged,
and we have again Nr = N
2N inir /(N
ini)2 and Nc2 = N
2N inic2 /(N
ini)2. Inserting the
solution for Nr into the equation for Nf , we obtain
dNf
dN
=
Nf
N
+
βN
N ini
+ ξ (4.3.2)
with the step size dN = 1 and 〈ξ2〉 = 1. (In the continuum limit dN → 0 the noise
correlation becomes 〈ξ(N)ξ(N ′)〉 = δ(N−N ′)). This is a Langevin-equation, and we
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will now derive the corresponding Fokker-Planck-equation [85; 111]. Let P (Nf , N)
be the probability that there are Nf nodes in container R at the moment where
there are N nodes in total in the containers. This probability depends on the initial
node number Nini, and on the parameter β. The sum
∞∑
Nf=1
P (Nf , N) ≃
∞∫
0
P (Nf , N)dNf
is the probability that the stochastic process is not yet finished, i.e. the probability
that Nf has not yet reached the value 0 at the moment where the total number
of nodes in the containers has decreased to the value N . Since systems that have
reached Nf = 0 are removed from the ensemble, we have to impose the absorbing
boundary condition P (0, N) = 0. Let g(∆Nf |Nf , N) denote the probability that Nf
decreases by ∆Nf during the next step, given the values of Nf and N .
We have
P (Nf , N − 1) =
∞∫
0
P (Nf +∆Nf , N)g(∆Nf |Nf +∆Nf , N)d(∆Nf)
=
∞∫
0
[
P (Nf , N)g(∆Nf |Nf , N)
+
∂
∂Nf
(P (Nf , N)g(∆Nf |Nf , N))∆Nf
+
∂2
2∂2N2f
(P (Nf , N)g(∆Nf |Nf , N))(∆Nf)2
+ . . .
]
d(∆Nf )
= P (Nf , N) +
∂
∂Nf
(P (Nf , N)〈∆Nf 〉) +
∂2
2∂N2f
(P (Nf , N)〈(∆Nf )2〉) + . . .
The mean change 〈∆Nf〉 during one step is 〈∆Nf〉 = NfN + βNN ini , and the mean square
change is 〈(∆Nf)2〉 ≃ 1.
This gives the Fokker-Planck equation for our stochastic process
− ∂P
∂N
=
∂
∂Nf
(
Nf
N
+
βN
N ini
)
P +
1
2
∂2P
∂N2f
. (4.3.3)
We introduce the variables
x =
Nf√
N
and y =
N
(N ini/β)2/3
(4.3.4)
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and the function f(x, y) = (N ini/β)1/3P (Nf , N). We will see below that f(x, y)
does not depend explicitely on the parameters N ini and β with this definition. The
Fokker-Planck equation then becomes
y
∂f
∂y
+ f +
(
x
2
+ y3/2
)
∂f
∂x
+
1
2
∂2f
∂x2
= 0 . (4.3.5)
Let W (N) denote the probability that N nodes are left at the moment where Nf
reaches the value zero. It is
W (N) =
∞∫
0
P (Nf , N)dNf −
∞∫
0
P (Nf , N − 1)dNf .
Consequently,
W (N) =
∂
∂N
∞∫
0
P (Nf , N)dNf
= (N ini/β)−1/3
∂
∂N
√
N
∞∫
0
f(x, y)dx
= (N ini/β)−2/3
∂
∂y
√
y
∞∫
0
f(x, y)dx
≡ (N ini/β)−2/3G(y) (4.3.6)
with a scaling function G(y). W (N) must be a normalized function,
∫∞
0 W (N)dN =∫∞
0 G(y)dy = 1. This condition is independent of the parameters of the model, and
therefore G(y) and f(x, y) are independent of them, too, which justifies our choice
of the prefactor in the definition of f(x, y). By integrating Equation (4.3.5) over x
from 0 to infinity and by using f(0, y) = f(∞, y) = 0 we obtain
√
y
∂
∂y
√
y
∞∫
0
fdx− 1
2
∂f
∂x
∣∣∣∣∣
x=0
= 0 ,
which gives us a second relation between f(x, y) and G(y):
√
yG(y) =
1
2
∂f
∂x
∣∣∣∣∣
x=0
. (4.3.7)
The mean number of nonfrozen nodes is
N¯ =
∞∫
0
NW (N)dN = (N ini/β)2/3
∞∫
0
G(y)ydy , (4.3.8)
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Figure 4.3: The function W (N)(N ini/β)2/3 vs N/(N ini/β)2/3 for β = 0.25 and N ini =
216, 217, 218, 219, 220, 221. Furthermore, the graph contains a curve with β = 0.125, N = 216
and a curve with β = 0.5, N = 216. The curves all collapse, confirming the existence of a
scaling function G(y). The dashed line is a power law ∼ 1/√N .
which is proportional to (N ini/β)2/3. We did not succeed in extracting an explicit
expression for the function G(y). It can be determined by running the stochastic
process described by the Equations (4.3.1) on the computer. The result is shown in
Figure 4.3, and an almost perfect fit to this result is given by
G(y) ≃ 0.25e−y3/2(1− 0.5√y + 3y)/√y . (4.3.9)
For small y, the data show a power law G(y) ∝ y−1/2. We can obtain this power
law analytically by solving the Fokker-Planck Equation (4.3.5) in the limit of small
y. In this limit, the term proportional to y3/2 can be dropped, and we have the
simpler equation
y
∂f
∂y
+ f +
x
2
∂f
∂x
+
1
2
∂2f
∂x2
= 0 . (4.3.10)
The general solution has the form f(x, y) =
∑
ν cνy
νfν(x), with the functions fν
satisfying
2(ν + 1)fν + xf
′
ν + f
′′
ν = 0 . (4.3.11)
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The solution is
e
x2
2 fν(x) = C1H1+2ν
(
x√
2
)
+ C2 1F1
(
−ν − 1
2
;
1
2
;
x2
2
)
with two constants C1 and C2, and with H denoting the Hermitian functions, and
1F1 the appropriate hypergeometric functions. We expect f to be analytical in y for
small y, which means that ν = 0, 1, 2, . . . . For sufficiently small y, only the term
ν = 0 contributes, and due to the absorbing boundary condition we have C2 = 0.
We obtain therefore for small y
f(x, y) = c0xe
−x2/2 . (4.3.12)
From our numerical result (4.3.9), together with (4.3.7), we find c0 = 0.5. Inserting
Equation (4.3.12) into Equation (4.3.6), we obtain for small N
W (N) =
(
N ini
β
)−1/3
c0
2
√
N
. (4.3.13)
In Equation (4.3.12), the function f(x, y) is independent of y. This means that for
sufficiently small N the function P (Nf , N) depends only on the ratio Nf/
√
N . This
is also confirmed by our computer simulations (see Figure 4.3).
We can obtain a set of solutions of Equation (4.3.5) with the Ansatz f(x, y) =∑
ν y
ν f˜ν(z) with z = x−y3/2. The resulting equation for f˜ν , is identical to Equation
(4.3.11) for fν , which was valid for small y. However, an analytical expression
for the function G(y) can only be given if an expansion of the initial condition
P (Nf , N) = δ(Nf − βN ini) in terms of known solutions can be found.
The probability Wr(Nr) that Nr nodes are left in container R at the moment
where container F becomes empty, is obtained from the relation
Nr = N
2N inir /(N
ini)2 .
Defining
s =
Nr
(N ini/β)1/3
= y2
and
F (s) =
G(
√
s)
2
√
s
, (4.3.14)
and remembering W (N)dN = Wr(Nr)dNr, we find
Wr(Nr) = (N
ini/β)−1/3F (s) . (4.3.15)
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Figure 4.4: P (Nf , N) vs Nf/
√
N for N ini = 221 and β = 1/4 for different N . The thick
solid line is the theoretical result Equation (4.3.12), which is approached in the limit of
small N/(N ini)2/3.
The mean number of nodes left in in container R is
N¯r =
∞∫
0
Wr(Nr)NrdNr = (N
ini/β)1/3
∞∫
0
sF (s)ds
= (N ini/β)1/3
∞∫
0
y2G(y)dy . (4.3.16)
The number of nodes left in container C2 is Nc2 = (γ/β)Nr.
We thus have shown that the number of nonfrozen nodes scales with network
size N ini as (N ini)2/3, with most of these nodes receiving only one input from other
nonfrozen nodes. The number of nonfrozen nodes receiving two inputs from non-
frozen nodes scales as (N ini)1/3. We have found scaling functions that describe the
probability distribution for these two types of nodes in the limit of large network
size. Our next task will be to connect these nonfrozen nodes to a network. This is
a reduced network, where all frozen nodes have been cut off.
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Figure 4.5: The functionW (Nr)(N
ini/β)1/3 vs Nr/(N
ini/β)2/3 for β = 0.5 and β = 0.125
and for N ini = 216, 217, 218, 219, 220, 221. The 12 curves converge with increasingN towards
an asymptotic curve, confirming the existence of an asymptotic scaling function F (s). The
dashed line shows the function F (s) obtained using the data for G(y) obtained from the
same simulation and Equation (4.3.14).
4.4 Relevant nodes
Let us start from the result obtained from the stochastic process of the previous two
sections. Each time we run this process we obtain N nonfrozen nodes. Out of these,
Nr (Nc2) nodes receive input from two other nonfrozen nodes and have a reversible
(canalizing C2) update function. We define the parameter
a =
Nr +Nc2√
N
= (1 + γ/β)y3/2 , (4.4.1)
which has a probability distribution f(a) that is determined from the condition
f(a)da = G(y)dy,
f(a) =
2
3a1/3(1 + γ/β)2/3
G

( a
1 + γ/β
)2/3 . (4.4.2)
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Just as G(y), the function f(a) is the exact probability distribution only in the
thermodynamic limit N ini → ∞. We determine the relevant nodes by a stochastic
process that removes iteratively nodes that are not relevant. Each of the N non-
frozen nodes chooses its input(s) at random from the nonfrozen nodes. There are
altogether N(1+a/
√
N) inputs to be chosen, and consequently the nonfrozen nodes
have together N(1 + a/
√
N) outputs. The number of outputs of a node is Poisson
distributed with the mean value (1 + a/
√
N). The fraction exp(−1 − a/√N) of
nodes have no output. They are the leaves of the trees of the network of nonfrozen
nodes, and we therefore know that they are not relevant. We put them in container
number 1. Their number will change during the stochastic process that determines
the relevant nodes. The other nodes are placed in container number 2. Their num-
ber is Nl (“labelled”), and it will be reduced until only the relevant nodes are left.
The total number of outputs of the nodes in container 2 is initially N(1 + a/
√
N),
while their total number of inputs is N(1 + a/
√
N)(1 − exp(−1 − a/√N)). Now,
we remove one node from container 1 and connect its input(s) at random to the
outputs of the nodes in container 2. The chosen output(s) are cut off. If a node
whose output is cut off has no other output left, we move the node from container
2 to container 1. It cannot be a relevant node since relevant nodes influence other
relevant nodes. We iterate this procedure, until there is no node left in container
1. The nodes remaining in container 2 are the relevant nodes. During the entire
process, the number of outputs in container 2 is identical to the number of inputs
in container 1 and 2. As long as container 1 is not empty, there are more outputs in
container 2 than inputs, and only when the process is finished do the two numbers
become identical. We can therefore simplify the stochastic process by removing con-
tainer 1 altogether. We simply have to continue cutting of outputs from nodes in
container 2 and removing nodes with no outputs, until the total number of outputs
of the nodes in container 2 has become identical to their total number of inputs.
The remaining nodes are relevant, and we have then Nfinall ≡ Nrel. These nodes
can then be connected to a network by connecting the inputs and outputs pairwise.
In order to derive analytical results, it is useful to run this process backwards.
Starting with N nodes with no outputs, adding outputs at random will eventually
generate the Poisson distribution of the number of outputs per node that we have
started with. The reverse stochastic process is therefore defined by the following
rule: Begin with an empty container (former container 2) and N nodes outside the
container. Most of these nodes have one input, and the fraction a/
√
N have two
inputs. Add an output to a randomly chosen node. Put this node in the container.
Add another output to a randomly chosen node (choosing every node with equal
probability, whether the node is inside or outside the container). If a node from
outside the container is chosen, put it in the container. Eventually, the total number
of outputs in the container will become larger than the total number of inputs in
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the container. The container contains the relevant nodes at the moment when the
inputs equal the outputs for the last time.
In order to show that the number of relevant nodes scales with
√
N , we define a
scaling variable
t =
Nl√
N
.
During one step, an output is added to nodes that are already in the container with
probability Nl/N . Let No count the number of outputs that have been added to
nodes in the container, i.e., No =(total number of outputs in the container) −Nl.
Then the average rate of increase of No is given for sufficiently large N by
〈dNo
dNl
〉 = Nl
N
,
or
〈dNo
dt
〉 = t .
Let Ni count the number of nodes in the container with two inputs. Their rate of
increase is
〈dNi
dNl
〉 = a√
N
,
or
〈dNi
dt
〉 = a .
Consequently, the probability distribution for No is given by
Po(No|t) = 1
No!
e−t
2/2
(
t2
2
)No
, (4.4.3)
and the probability distribution for Ni is given by
Pi(Ni|t) = 1
Ni!
e−at (at)Ni . (4.4.4)
The stochastic process can be viewed as a random walk that steps to the right
with a rate t and to the left with a rate a. It is finished when Ni = No for the
last time, i.e. when the walk leaves the origin for the last time. We determined the
probability distribution Ca(t) for this last exit time from the origin by a computer
simulation. It is shown in Figure 4.4 for a = 1. For small t, it increases linearly in t,
because the probability of making a step to the right is proportional to t for small
times.
For a = 0, we can obtain an analytical result from the relation
C0(t) = −∂Po(0, t)
∂t
= te−t
2/2 . (4.4.5)
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Figure 4.6: The function C1(t) as obtained by running the stochastic process described
in this section. The dotted line corresponds to the function 0.25t, which is a good fit to
C1(t) for small t.
Since we were able to write the stochastic process in terms of t and a alone,
the probability distribution for the number of relevant nodes depends only on the
combination Nrel/
√
N and on the parameter a,
pa(Nrel)dNrel = Ca
(
Nrel/
√
N
)
dNrel/
√
N . (4.4.6)
The relation between N and a is obtained using Equation (4.3.4) and (4.4.1):
√
N = a1/3
(
N ini
β + γ
)1/3
.
Taking into account the probability distribution (4.4.2) of the parameter a, we obtain
the scaling behavior of the number of relevant nodes,
p(Nrel) =
∞∫
0
daf(a)Ca
(
Nrela
−1/3
(N ini/(β + γ))1/3
)(
β + γ
aN ini
)1/3
. (4.4.7)
The error made by taking the upper limit of the integral to infinity vanishes for
N ini →∞. We introduce the scaling variable
z =
Nrel(
N ini
β+γ
)1/3 , (4.4.8)
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Figure 4.7: The function P (z) for γ/β = 0 (solid line) and γ/β = 4 (dashed line). The
results were obtained by running the two coupled stochastic processes for 107 samples.
which has then the following probability distribution
P (z) =
∞∫
0
da
f(a)
a1/3
Ca
(
z
a1/3
)
. (4.4.9)
The probability distribution for the number of relevant nodes depends for large N ini
only on the scaling variable z. We determined numerically the function P (z) by
combining the two stochastic processes described in this chapter. First, we deter-
mined a value of a using the process of Section 4.3. Then, we used this value of a to
determine the last exit time of the stochastic process of this section, giving a value
of z. The shape of the curves P (z) depends on the value of γ/β, and the results are
shown in Figure 4.4 for γ/β = 0 and γ/β = 4, which is the original Kauffman model,
where each update function has the same weight. It is easy to check analytically
that
lim
z→0
P (z) =
√
2π/4(1 + γ/β)1/3 .
The mean number of relevant nodes is
N¯rel =
∞∫
0
Nrelp(Nrel)dNrel =
(
N ini
β + γ
)1/3 ∞∫
0
zP (z)dz , (4.4.10)
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i.e., it is proportional to (N ini)1/3. Finally, let us give the probability distribution
for the number of relevant nodes with two relevant inputs. Let m denote the number
of relevant nodes with two relevant inputs and P˜ (m; z)dz the probability of having
the number of relevant nodes in the interval [Nrel(z), Nrel(z + dz)], with m of them
having two relevant inputs. Using Equations (4.4.3) and (4.4.4), we can express P˜
as
P˜ (m; z) =
∞∫
0
da
f(a)
a1/3
Ca
(
z
a1/3
)
×Po
(
m|za−1/3
)
Pi
(
m|za−1/3
)
∑
l Po (l|za−1/3)Pi (l|za−1/3)
.
(4.4.11)
As Po and Pi decay exponentially fast with increasing m, the mean number of
relevant nodes with two inputs is finite.
4.5 Conclusions
In this chapter we have obtained the asymptotic probability distributions in the limit
of large network size for the number of nonfrozen nodes, the number of nonfrozen
nodes with two nonfrozen inputs, the number of relevant nodes, and the number of
relevant nodes with two relevant inputs. The mean values of these quantities scale
with network size N ini as a power law in N ini, with the exponent being 2/3, 1/3,
1/3, and 0 respectively. The implications of the results are manifold.
First, the notion that these networks are “critical” is now corroborated by the
existence of power laws and scaling functions. Originally, it was expected that the
quantities that display the scaling behavior should be the attractors of the network
[56]. In the meantime, it has become clear that mean attractor numbers do not obey
power laws [90]. It is the number of nonfrozen and relevant nodes that show scaling
behavior.
Next, let us compare the results to those of critical K = 1 networks. A K = 1
critical network with N nodes corresponds to the nonfrozen part of a critical K = 2
network for a = 0. In this case, the probability distribution of the number of relevant
nodes is given by Equation (4.4.6) with a = 0,
p0(Nrel) =
1√
N
C0
(
Nrel√
N
)
=
Nrel
N
e−N
2
rel
/2N . (4.5.1)
The mean number of relevant nodes is proportional to
√
N . When these relevant
nodes are connected to a network by pairwise connecting the inputs and outputs,
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one obtains a set of simple loops. From [29], we know that there is a mean number
of ln
√
N loops and that the number of loops of length l in a critical K = 1 network
is Poisson distributed with a mean 1/l for l ≪ √N . This can be easily explained
by considering the process of connecting inputs and outputs: We begin with a given
node and draw the node that provides its input from all possible nodes. Then, we
draw the node that provides the input to the newly chosen node, etc., until the first
node is chosen and a loop is formed. For small loop size, the probability that the
loop is closed after the addition of the lth node is 1/Nrel. Therefore, the probability
that a given node is on a loop of size l is 1/Nrel, and the mean number of nodes on
loops of size l is 1, and the number of loops of length l is Poisson distributed with
a mean 1/l for sufficiently small l.
Now, the K = 2 critical networks have of the order of (N ini)1/3 relevant nodes,
with only a finite number of them having two relevant inputs. The relevant com-
ponents are constructed from the relevant nodes by pairwise connecting inputs and
outputs. In the asymptotic limit of very large N ini that we are considering, the
probability that a randomly chosen relevant node has two inputs or two outputs
vanishes. Let us again construct a component by starting with one node and choos-
ing its input node etc., until the component is finished. If the component is small,
it consists almost certainly only of nodes with one input and one output and is
therefore a simple loop. There is no difference between the statistics of the small
relevant components of a K = 1 critical network, and the number of loops of length l
is Poisson distributed with a mean 1/l. The total number of relevant nodes in loops
of size l ≤ lc with lc = ǫ(N ini)1/3 (with a small ǫ) is lc, and it is a small proportion
of all nodes. If there were no nodes with two inputs or outputs, the number of
components larger than lc would be (lnNrel − ln lc) = ln(1/ǫ). The additional links
may reduce this number, which is in any case finite. Since these large components
contain almost all nodes, they contain almost all relevant nodes with two inputs or
outputs.
From these findings, we can obtain results for the attractors of K = 2 critical
networks. The numbers and lengths of attractors are determined by the relevant
components. We now argue that the mean number and length of attractors increases
faster than any power law. If we remove the components of size larger than lc
and determine the mean number and length of attractors for this reduced relevant
network, we have a lower bound to the correct numbers. Now, the reduced relevant
network of a K = 2 system is identical to that of a critical K = 1 system (where the
critical loop size is lc = ǫ
√
N). In [29], as presented in the last chapter, it was proven
that the mean number and length of attractors for such a reduced K = 1 system
increases faster than any power law with network size. We therefore conclude that
the same is true for critical K = 2 networks.
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Earlier, Samuelsson and Troein [90] have derived analytically an exact expression
for the number of attractors of length L of a critical K = 2 network in the limit of
large N ini, and they have pointed out that this implies that the mean number of
attractors increases faster than any power law with N ini. Using their calculation,
it has recently been shown [27] that there is a close relationship between K = 1
critical networks and the nonfrozen part of K = 2 critical networks, and that the
results of [90] can be most naturally interpreted if the relevant components of these
two networks look identical for component sizes below the above-given cutoffs. This
interpretation is placed on a firm foundation by the findings presented in this chapter.
The dynamical process we used in this chapter for identifying the frozen core of
the network, was based on the existence of nodes with constant functions. However,
a K = 2 network with only canalizing functions assigned to the nodes is also critical.
In these networks the frozen core arises through the self-freezing loops. The self-
freezing loops and the procedure of their creation were introduced and explained
in [80]. There it was found that all results from this chapter are also valid for this
class of critical networks with two inputs per node. We will deal with this subject in
detail in the next chapter, where for certain choices of functions in critical networks
with K ≥ 3 self-freezing loops play an important role in identifying the frozen core.
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networks
When the appropriate distribution of functions assigned to the nodes is chosen,
Kauffman networks can be critical for any number of incoming links per node. In
this chapter we will once more use the concept of relevant nodes to learn about
the dynamics of critical Kuffman networks with larger number of inputs per node.
Using analysis similar to that of the previous chapter, we are now going to derive
the scaling behavior of the number of nonfrozen and of relevant nodes in critical
Kauffman networks with K ≥ 3. In the last two chapters, we have seen that the
scaling behavior of the number of relevant and nonfrozen nodes is different forK = 1
and K = 2 critical networks. In the first case, these power laws are Nnf ∼ N and
Nrel ∼ N1/2, since there is no frozen core in a K = 1 critical network. For critical
K = 2 networks, the mean number of nonfrozen nodes scales as Nnf ∼ N2/3, and
the mean number of relevant nodes scales as Nrel ∼ N1/3. Thus, one could expect
that scaling exponents are generally K-dependent. However, we will see that the
exponents 2/3 and 1/3 found for networks with K = 2 are valid also for networks
with larger K and for all possible probability distributions of the Boolean functions,
as long as the network is critical. We will also obtain results for the number of
nonfrozen nodes with two and more nonfrozen inputs, and for the number of relevant
nodes with two and more relevant inputs. This way we will complete our analysis
of the scaling behavior of dynamically different types of nodes in critical Kauffman
networks. We will also be able to draw conclusions about the mean number and the
mean length of attractors in critical Kauffman networks in general.
As in the previous chapter, a stochastic process that yields the frozen core is
introduced first. The process is now defined so that it can determine the frozen
core of networks with higher K values. The mean-field theory for this process
is presented in Section 5.2, and an improved treatment including fluctuations is
presented in Section 5.3, yielding the scaling behavior of the number of nonfrozen
nodes in critical networks. The next three sections are devoted to special points in
parameter space, where the stochastic process does not generate all of the frozen
core. In Sections 5.4 and 5.5 those points are considered, where the stochastic
process gives a smaller frozen core, and it is shown that “self-freezing” loops generate
the rest of the frozen core. In Section 5.6, we consider points in parameter space,
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where the stochastic process does not generate any frozen nodes, and where self-
freezing loops are responsible for all of the frozen core. Finally, in Sections 5.7 and
5.8 we evaluate the case K ≥ 4 and the scaling behavior of the relevant nodes and
attractor properties. Section 5.9 discusses the implications of our results. The results
presented in this chapter were obtained in collaboration with Barbara Drossel, and
are published in Physical Review E [73].
5.1 A stochastic process that leads to the frozen core
From now on, we set K = 3 and derive explicitly the scaling behavior of the non-
frozen nodes. The generalization to largerK and the scaling behavior of the relevant
nodes will be discussed later. The first step of the calculation, which is performed
in this section, consist in defining a stochastic process that determines the frozen
core. This process is inspired by the one used for K = 2 networks presented in the
previous chapter, however it needed to be modified before it could be generalized
to larger K. The treatment presented in the following is based on the existence of
nodes with constant functions (functions in which the output is fixed irrespectively
of the input) and it therefore applies to all critical models that have a nonzero frac-
tion of constant functions. Networks with no constant functions, and in particular
networks with only canalizing functions will be discussed separately.
We consider the ensemble of all networks of size N with a fixed number of nodes
with constant update functions. All nodes with a constant update function are
certainly part of the frozen core. We construct the frozen core by determining
stepwise all those nodes that become frozen due to the influence of a frozen node.
In a K = 3 network, each node has 3 inputs, and there are consequently 22
3
= 256
possible Boolean functions. In order to specify a model, one has to specify the
probabilities for a node to choose each of these functions. Instead of performing the
calculation in terms of all these parameters, it turns out that three parameters are
sufficient. For theK = 2 networks, we introduced 3 parameters corresponding to the
occurrence of three types of Boolean functions. For larger K, there are more types
of Boolean functions, and we use therefore a different set of parameters. The first
parameter is β, which is the proportion of nonfrozen nodes in the network. 1− β is
therefore the proportion of nodes with a constant update function. We require β < 1
for the calculation performed in this and the following section. The case β = 1 will
be discussed further below. The second parameter is ω2, which is the probability
that a randomly chosen node that does not have a constant update function will
become a frozen node when one of its 3 inputs is connected to a frozen node. If one
input of a node is fixed at some value, the node has effectively two inputs left. We
now consider those nodes that have not become frozen by fixing one input, i.e. we
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are considering the proportion 1 − ω2 of all nonfrozen nodes. The parameter ω1 is
then the probability that such a node becomes frozen when one of the remaining
two inputs is connected to a frozen node. This probability can again be expressed
in terms of the probabilities of the different possible update functions. Thus all the
networks with the same parameters ω2, ω1 and β will be treated as of the same type.
As we will see below, the properties we are interested in will be the same not only
for the functions that belong to the same type of the network (i.e., that have the
same parameters but possibly different Boolean functions) but also for the different
types as long as their parameters are such that the network satisfies the criticality
condition (5.2.3) derived below. This means that we can have critical networks with
all possible choices of Boolean functions and that they will all be characterized by
the same exponents as a consequence of being critical.
Now, let us define the stochastic process that determines the frozen core. For this
purpose, we differentiate 4 types of nodes, the numbers of which will change during
the process, and we place these nodes in 4 different “containers”. Initially, all nodes
with constant functions are placed in a container labelled F , and the remaining
nodes in a container labelled N3. In this container are all those nodes, for which we
do not yet know if they are connected to a frozen node. The other two containers,
labelled N2 and N1, are initially empty. They will contain nodes with one and two
frozen inputs that are themselves not (yet) frozen. Since the number of nodes in the
different containers is going to change during our stochastic process, we denote the
initial values of numbers of nodes in the containers as N inif , N
ini
2 =N
ini
1 = 0 and N
ini
3 ,
and the total number of nodes as N ini (this is the actual number of nodes in the
network). The contents of the containers will change with time. The “time” we are
defining here is not the real time for the dynamics of the system. Instead, it is the
time scale for a stochastic process that we use to determine the frozen core. During
one time step, we choose one node from the container F and determine the influence
of this node on the nodes connected to it. After determining its influence we will
remove it from the system, and the number of nodes N in the system is reduced by
1. Now, for each nonfrozen node in container N3 we ask whether it receives input
from the chosen frozen node. If this is the case it freezes with probability ω2 due to
the influence of this node and moves to container F . With probability 1−ω2 it does
not become frozen and moves to container N2. In one time step, we therefore move
each node of container N3 with probability 3ω2/N to the container F , and with
probability 3(1− ω2)/N to the container N2. Similarly, a node from the container
N2 receives input from the chosen frozen node with probability 2/N , and it will then
become frozen with probability ω1 and will be placed in the container F . If it does
not freeze, we place it in container N1, where we find all those nodes that have two
inputs from frozen nodes and are not frozen. When nodes from this container choose
a frozen node as an input, they automaticly become frozen. During this process, the
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probabilities ω2 and ω1 will not change since the nodes from containers N3 and N2,
for which we are in every time step determining whether they are going to freeze, are
chosen at random, and moving them from the containers will not change probability
distribution of the functions of the nodes left in the containers. In the next time
step, we choose another frozen node from container F and determine its effect on
the other nodes. Some nodes move again to a different container, and the chosen
frozen node is removed from the system. We repeat this procedure until we can not
continue because either container F is empty, or because all the other containers
are empty. If container F becomes empty, we are left with the nonfrozen nodes.
We shall see below that most of the remaining nodes are in container N1, with the
proportion of nodes left in containers N2 and N3 vanishing in the limit N ini →∞.
If all containers apart from container F are empty at the end, the entire network
becomes frozen. This means that the dynamics of the network goes to the same
fixed point for all initial conditions. Figure 5.1 illustrates the process of determining
the frozen core.
5.2 Mean field approximation and the criticality
condition
Let us first describe this process by deterministic equations that neglect fluctuations
around the average change of the number of nodes in the different containers. As long
as all containers contain large numbers of nodes, these fluctuations are negligible,
and the deterministic description is appropriate. The average change of the node
numbers in the containers during one time step is
∆N3 = −3N3
N
∆N2 = −2N2
N
+ (1− ω2)3N3
N
∆N1 = −N1
N
+ (1− ω1)2N2
N
(5.2.1)
∆Nf = −1 + N1
N
+ ω1
2N2
N
+ ω2
3N3
N
∆N = −1
The total number of nodes in the containers, N , can be used instead of the time
variable, since it decreases by one during each step. The equation for N3 can then
be solved by going from a difference equation to a differential equation,
∆N3
∆N
≃ dN3
dN
=
3N3
N
,
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F N3N1 N2
w1 w2
1
Figure 5.1: Illustration of the freezing process. A frozen node, marked in red, is taken
from the container F. First it is determined to which node(s) it is an input, indicated by
the arrows in the upper part of the figure. Its effect on these nodes is then determined.
Possibilities are pictured with links in the lower part of the figure. Red input links of
the nodes are those recognized as coming from the frozen nodes during the process. Red
nodes without links are those that initially have frozen functions, which were placed in the
container F in the beginning of the process. Other nodes in this container have become
frozen during the process, after receiving one, two or all three inputs from the frozen nodes.
Nodes in other three containers are those that are not (yet) frozen and that have during
the process received two, one or none input from frozen nodes. In the end of each time
step of the process, the selected frozen node is removed from the system and a new frozen
node is chosen to take its role in the next time step.
which has the solution
N3 = N
3 N
ini
3
(N ini)3
=
β
(N ini)2
N3 ,
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where β =
N ini
3
N ini
. Similarly, we find
N2 = 3(1− ω2) β
N ini
N2 − 3(1− ω2) β
(N ini)2
N3
N1 = 3(1− ω1)(1− ω2)βN − 6(1− ω1)(1− ω2) β
N ini
N2
+3(1− ω1)(1− ω2) β
(N ini)2
N3
Nf = (1− 3(1− ω1)(1− ω2)β)N
+3(1− 2ω1)(1− ω2) β
N ini
N2
+(3ω1(1− ω2)− 1) β
(N ini)2
N3 (5.2.2)
When 1 − 3(1 − ω1)(1 − ω2)β < 0, the equation Nf = 0, which represents the
stopping condition for the process, has a solution for an nonzero value N . This solu-
tion shows that the number of nonfrozen nodes in each container is proportional to
N ini. This means that on an average a nonfrozen node has more than one nonfrozen
input. A perturbation at one node propagates during one time step on an average
to more than one node and we are obviously in the chaotic phase.
For 1 − 3(1 − ω1)(1 − ω2)β ≥ 0 the equation Nf = 0 does not have a nonzero
solution for N ∈ [0, N ini]. In this case, we will stop the process when Nf drops
below 1. We are in the frozen phase, or we have a critical system.
In the case 1 − 3(1 − ω1)(1 − ω2)β > 0, the values N3 and N2 will sink below 1
when N becomes of the order
√
N ini, and the higher-order terms contributing to
Nf and N1 can be neglected compared to the first one. For smaller N , only frozen
nodes and nodes with one input are left. When Nf falls below 1, there remain only
a constant number of the nodes of type N1,
N1 ≃ 3(1− ω1)(1− ω2)β
1− 3(1− ω1)(1− ω2)β .
The network is essentially frozen, with only a finite number of nonfrozen nodes in
the limit N ini →∞. If we now choose the inputs for these nodes, we obtain simple
loops with trees rooted in the loops. This property of the frozen phase was also
found in [100].
When parameters of the networks are such that
1− 3(1− ω1)(1− ω2)β = 0 (5.2.3)
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is fulfilled, we are at the boundary between frozen and chaotic phase in the parameter
space. Thus the network is critical. Since the stochastic process stops at Nf = 1,
we have
1 =
(1− 2ω1)
(1− ω1)
(N end)2
N ini
+
(
ω1
(1− ω1) − β
)
(N end)3
(N ini)2
.
In the limit N ini → ∞ the first term is dominant and the number of nonfrozen
nodes would scale with the square root of the network size if the deterministic
approximation to the stochastic process was exact. We shall see below that including
fluctuations changes the exponent from 1/2 to 2/3. The final number of N2-nodes
for the deterministic process for the critical networks is independent of network size,
and the final number of N3-nodes is ∼ (N ini)−1/2 and vanishes for N ini →∞ . We
shall see below that the fluctuations change these two results to N2 ∼ (N ini)1/3 and
N3 ∼ const.
The deterministic description of our process gives the wrong scaling of the number
of nonfrozen nodes in the case of critical networks, but a correct criticality condition
(5.2.3). We are interested in the dynamical behavior of the networks in the critical
phase and we will from now on study only networks with the parameters such that
the criticality condition 1− 3(1− ω1)(1− ω2)β = 0 is fulfilled.
Before we proceed by introducing the noise into the deterministic equations, there
is one more piece of information we can extract from the deterministic description
of the critical process that is going to help us later in determining the noise term.
Introducing n = N/N ini and nj = Nj/N
ini for j = f, 1, 2, 3, Equations (5.2.2)
simplify to (using the criticality condition)
n3 = βn
3
n2 =
1
1− ω1 (n
2 − n3)
n1 = n− 2n2 + n3
nf =
1− 2ω1
1− ω1 n
2 +
(
ω1
1− ω1 − β
)
n3 . (5.2.4)
This means that our stochastic process remains invariant (in the deterministic ap-
proximation) when the initial number of nodes in the containers and the time unit
are all multiplied by the same factor. For small n, the majority of nodes are in
container N1, since n1 = n − O(n2). Now, if we choose a sufficiently large N ini, n
reaches any given small value while Nf ∼ n2N ini is still large enough for a deter-
ministic description. We can therefore assume that for sufficiently large networks
Nf/N ∼ n becomes small before the effect of the noise becomes important. This
assumption will simplify our calculations below.
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5.3 The effect of fluctuations
The number of nodes in container Nj , j = 1, 2, 3 , that choose a given frozen node
as an input is Poisson distributed with a mean jNj/N and a variance jNj/N . We
now assume that n is small at the moment where the noise becomes important, i.e.,
that the variance of the three noise terms is N1/N = n1/n = 1−2n+n2 = 1−O(n)
and 2N2/N = 2n2/n =
2
1−ω1 (n − n2) = O(n) and 3N3/N = 3βn2 = O(n2). All
three noise terms occur in the equation for Nf , and since the first term dominates
for small n, we consider only this term in the equation for Nf . In the equations
for N1 and N2, the noise term is much smaller than the number of nodes in these
containers and can therefore be dropped.
The effect of the noise on the final value of N3 can be obtained by the following
consideration: as we will see below, the mean final value of N3 will be a constant,
which is independent of N ini. This means that each node that is initially in the
container N3 has a probability of the order 1/N ini of never choosing a frozen input
during the stochastic process, and this probability is independent for each node.
From this follows that the final number N3 is Poisson distributed with a variance
that is identical to the mean. This variance is finite in the limit N ini → ∞ and it
does not affect the final value of N2 or N1. Since we have obtained the variance of
the final value of N3 by this simple argument, we will not explicitly consider the
noise term in the equation for N3.
We therefore obtain the stochastic version of Equations (5.2.1), where we need to
retain only the noise term in the equation for Nf :
∆N3 = −3N3
N
∆N2 = −2N2
N
+
1
β(1− ω1)
N3
N
∆Nf = −1 + N1
N
+ 2ω1
N2
N
+
(
3− 1
β(1− ω1)
)
N3
N
− ξ
∆N = −1 . (5.3.1)
The random variable ξ has zero mean and unit variance. As long as the nj change
little during one time step, we can summarize a large number T of time steps into
one effective time step, with the noise becoming Gaussian distributed with zero
mean and variance T . Exactly the same process would result if we summarized T
time steps of a process with Gaussian noise of unit variance. For this reason, we can
choose the random variable ξ to be Gaussian distributed with unit variance.
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Compared to the deterministic case, the equations for N3 and N2 are unchanged.
Inserting the solution for N3 and N2 into the equation for Nf , we obtain
dNf
dN
=
Nf
N
+
1− 2ω1
1− ω1
N
N ini
+ 2
(
ω1
1− ω1 − β
)(
N
N ini
)2
+ ξ (5.3.2)
with the step size dN = 1 and 〈ξ2〉 = 1. (In the continuum limit dN → 0 the noise
correlation becomes 〈ξ(N)ξ(N ′)〉 = δ(N − N ′)). This is a Langevin-equation, and
the corresponding Fokker-Planck-equation is
− ∂P
∂N
=
∂
∂Nf
[
Nf
N
+
1− 2ω1
1− ω1
N
N ini
+ 2
(
ω1
1− ω1 − β
)(
N
N ini
)2]
P
+
1
2
∂2P
∂N2f
. (5.3.3)
Since we are investigating networks in the thermodynamic limit, keeping only
the leading terms will give a good approximation. Thus, we can neglect the last
term in the expression under the partial derivative with respect to Nf once N/N
ini
has become sufficiently small. We are left with the Fokker-Planck equation of the
same type as the one already studied in the previous chapter, but with a different
coefficient.
− ∂P
∂N
=
∂
∂Nf
(
Nf
N
+
µN
N ini
)
P +
1
2
∂2P
∂N2f
, (5.3.4)
where µ = (1− 2ω1)/(1− ω1) .
We introduce the variables
x =
Nf√
N
and y =
N
(N ini/µ)2/3
(5.3.5)
and the function f(x, y) = (N ini/µ)γP (Nf , N). The free parameter γ will be fixed
below by the condition that the probability distribution of the number of nonfrozen
nodes is normalized. The Fokker-Planck equation then becomes
y
∂f
∂y
+ f +
(
x
2
+ y3/2
)
∂f
∂x
+
1
2
∂2f
∂x2
= 0 . (5.3.6)
Let W (N) denote the probability that N nodes are left at the moment where Nf
reaches the value zero. It is
W (N) =
∞∫
0
P (Nf , N)dNf −
∞∫
0
P (Nf , N − 1)dNf
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Consequently,
W (N) =
∂
∂N
∞∫
0
P (Nf , N)dNf
= (N ini/µ)−γ−1/3
∂
∂y
√
y
∞∫
0
f(x, y)dx
≡ (N ini/µ)−γ−1/3G(y)
with a scaling function G(y). W (N) must be a normalized function,
∞∫
0
W (N)dN = (N ini/µ)−γ−1/3+2/3
∞∫
0
G(y)dy = 1 .
This gives γ = 1/3. This condition is independent of the parameters of the model,
and therefore G(y) and f(x, y) are independent of them, too. Now, we have
W (N) = (N ini/µ)−2/3G(y)
The mean number of nonfrozen nodes is
N¯ =
∞∫
0
NW (N)dN = (N ini/µ)2/3
∞∫
0
G(y)ydy ,
which is proportional to (N ini)2/3.
The probability W2(N2) that N2 nodes are left in container N2 at the moment
where container F becomes empty, is obtained from the relation
N2 =
1
1− ω1
N2
N ini
− 1
1− ω1
N3
(N ini)2
.
Since W (N)dN = W2(N2)dN2, we find that the mean number of nodes left in
container N2 is
N¯2 =
∞∫
0
N2W2(N2)dN2 =
∞∫
0
N2W (N)dN
=
1
(µ)1/3(1− 2ω1)(N
ini)1/3
∞∫
0
y2G(y)dy
+
1
µ
∞∫
0
y2G(y)dy ∼ (N ini)1/3 .
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In the same manner we find for the number of nodes left in container N3
N¯3 =
∞∫
0
N3W3(N3)dN3 =
∞∫
0
N3W (N)dN
=
β(1− 2ω1)2
(1− ω1)2
∞∫
0
y3G(y)dy ∼ const .
Thus, we have shown that the number of nonfrozen nodes scales with network
size N ini as (N ini)2/3, with most of these nodes receiving only one input from other
nonfrozen nodes. The number of nonfrozen nodes with two nonfrozen inputs scales
as (N ini)1/3 and the number of nodes with three such inputs is independent of the
network size.
5.4 Special points and canalizing functions
For ω1 = 1/2, the second term in the Langevin Equation (5.3.2) is zero. In this case
the next order term has to be taken into account since it is the leading one now. We
will see that the mechanism of creating the frozen core is different for such systems,
but in the end we will find the same scaling behavior of the number of nonfrozen
nodes.
Now we have to consider the modified Langevin equation
dNf
dN
=
Nf
N
+ 2(1− β)
(
N
N ini
)2
+ ξ (5.4.1)
and the corresponding Fokker-Planck equation
− ∂P
∂N
=
∂
∂Nf
(
Nf
N
+ 2(1− β)
(
N
N ini
)2)
P +
1
2
∂2P
∂N2f
. (5.4.2)
We again introduce new variables
x =
Nf√
N
and y =
(
(N ini)2
2(1− β)
)−4/5
N2 (5.4.3)
and the function f(x, y) =
(
(N ini)2
2(1−β)
)γ
P (Nf , N). The Fokker-Planck equation then
becomes
2y
∂f
∂y
+ f +
(
x
2
+ y5/4
)
∂f
∂x
+
1
2
∂2f
∂x2
= 0 .
For the probability that N nodes are left when Nf reaches zero we obtain
W (N) =
(
(N ini)2
2(1− β)
)−2/5
G˜(y)
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with a new scaling function G˜. We have used the fact that this probability has to
be normalized, which gives γ = 1/5.
Using this result, we find for the mean number of nonfrozen nodes
N¯ =
∞∫
0
NW (N)dN =
1
2
(
(N ini)2
2(1− β)
)2/5 ∞∫
0
G˜(y)dy
∼ (N ini)4/5 . (5.4.4)
For the mean number of nonfrozen nodes left in containers N2 and N3 we find
N¯2 =
∞∫
0
N2W2(N2)dN2 =
∞∫
0
N2W (N)dN
=
(N ini)3/5
(2(1− β))4/5
∞∫
0
y1/2G˜(y)dy
− (N
ini)2/5
(2(1− β))6/5
∞∫
0
yG˜(y)dy
∼ (N ini)3/5 (5.4.5)
and
N¯3 =
∞∫
0
N3W3(N3)dN3 =
∞∫
0
N3W (N)dN
=
β
2
(N ini)2/5
(2(1− β))6/5
∞∫
0
yG˜(y)dy
∼ (N ini)2/5 . (5.4.6)
We see that the number of nodes which become frozen due to the influence of the
constant functions is smaller than in the case of other critical networks. When we
look at the parameters for these networks more closely, we see that these networks
are effectively canalizing with two inputs per node. The probability that a node
with two inputs is going to freeze during one time step is ω1 = 1/2 and this means
that the network has Boolean functions such that nodes with two nonfrozen inputs
effectively belong to the C1 or C2 class of Boolean functions with two variables, i.e.,
canalizing functions. The class C1 contains those functions that depend only on one
of the two variables, but not on the other one. The class C2 contains the remaining
canalizing functions, where one state of each input fixes the output. It has been
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shown in [80] that in K = 2 networks with only this type of functions another
mechanism of creating the frozen core arises. The only condition for this is that the
number of nodes from class C2 is large enough. We will show that it is exactly what
happens in the networks we are analyzing now. The number of nonfrozen nodes with
two inputs and canalizing C2 functions is here large enough to allow for the creation
of the self-freezing loops that are going to increase the number of frozen nodes and
thus change the scaling of the nonfrozen nodes from (N ini)4/5 to (N ini)2/3.
5.5 Creating self-freezing loops and their effect
We are now considering a reduced network consisting of those nodes that are not
frozen through the influence of the nodes with constant functions. The size of
this network is N ≃ (N ini)4/5, most of the nodes have one nonfrozen input, N2 ≃
(N ini)3/5 have two, and N3 ≃ (N ini)2/5 have three nonfrozen inputs. Nodes with
two nonfrozen inputs have a probability to freeze ω1 = 1/2 and as such effectively
have canalizing Boolean functions of two arguments, belonging to C1 or C2 class. So,
the number of nodes with two nonfrozen inputs that belong to the C2 class has to
be ≃ (N ini)3/5 as it is the fraction of all nonfrozen nodes with two inputs.
Let us now assume that there exist groups of nodes that fix each other’s value
and do not respond to changes in nodes outside this group. The simplest example
of such a group is a loop of C2 nodes where each node canalyzes (fixes) the state
of its successor once it settles on its majority bit (the one occurring 3 times in
its update function table). These loops, introduced in [80], are called self-freezing
loops. They can also contain chains of nodes with one nonfrozen input or with two
nonfrozen inputs and a C1 function between C2 nodes. If a chain between two C2
nodes as a whole inverts the state of the first C2 node, the inverted majority bit of
the first C2 node has to canalyze the second C2 node. The only effect of nodes with
C1 functions and those with one nonfrozen input in such loops is to delay the signal
propagation between two adjacent C2 nodes. The procedure of finding self-freezing
loops is explained in details in [80]. The number of nodes on self-freezing loops is
there found by mapping the problem of finding a self-freezing loop in a C2 network
onto the problem of finding the relevant nodes sitting on relevant loops in a critical
network that contains no canalizing functions at all, but only reversible (where the
output is changed whenever one of the inputs is changed) and constant functions.
Using results for these reversible networks obtained in [58] it was found that the
number of nodes on self freezing loops scales as ∼ N1/3 where N is the number of
C2 nodes.
Obviously, nodes depending on or canalyzed by the frozen nodes of the self-freezing
loops freeze also, and such nodes may lead to the freezing of further nodes, etc. We
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can introduce a dynamical process in order to determine the total number of nodes
that become frozen because of the self-freezing loops. This process is almost the
same as the one we have used for identifying the influence of the constant functions
on the networks dynamics. We again have four containers where the nodes left
after determining the influence of the nodes with constant functions are placed.
Initially nodes found to be on the self-freezing loops are going to be moved from
the container with nodes with two inputs, N2, to the container F . Thus the initial
number of nodes in the containers is going to be N0f = ((N
ini)3/5)1/3 = (N ini)1/5,
N02 = (N
ini)3/5−N0f ≃ (N ini)3/5 and N03 = (N ini)2/5, and the total number of nodes
is N0 = (N ini)4/5. Now we run the same dynamical process as before determining
influence of the nodes from the frozen loops on the rest of this reduced network one
by one and then removing them from the system. At the end of this process we
will again have nodes in the container N2. They can now make new self-freezing
loops made of C2 nodes with the chains of nodes with one nonfrozen input between
them. We can then again move N
1/3
2 nodes that are on the new self-freezing loops to
the container F and run the same process again. We can even take over the values
of N1, N2 and N3 and N at the end of the first process, since N2
1/3 frozen nodes
moved from container N2 are negligible in comparison to N2. These processes can
be repeated as long as the number of nodes of type C2 is large enough to allow for
the creation of self-freezing loops. The equations for the change of N3 and N2 nodes
∆N3 = −3N3
N
∆N2 = −2N2
N
+
2
β
N3
N
(5.5.1)
apply together to all the successive processes of freezing the network through the
influence of nodes of the self-freezing loops. Between each two of them the new self-
freezing loops have been found and moved from the container with N2 nodes allowing
for the new process to start. The equation for N is ∆N = −1, as before. The
solution of these equations is obtained by going to differential equations for dN2/dN
and dN3/dN . Using the values of N , N2 and N3, found in Equations (5.4.4), (5.4.5)
and (5.4.6), as initial values of the variables, these differential equations have the
solution
N3 =
N03
(N0)3
N3 (5.5.2)
N2 =
N02 + (2/β)N
0
3
(N0)2
N2 − 2N
0
3
β(N0)3
N3 . (5.5.3)
The number of remaining N1 nodes increases in the second process, the number of
C2 (those in container N2) nodes decreases, thus leading to an increasing weight of
N1 nodes in the nonfrozen network.
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The repeated process of identifying generalized self-freezing loops and the nodes
frozen by them breaks down when the remaining nonfrozen nodes cannot be con-
sidered as an effective C2 network any more. This happens when in the process of
creating self-freezing loops the probability that a C2 node is going to be attached to
the end of the chain of nodes with one nonfrozen input (thus making closing self-
freezing loop possible) becomes of the same order of magnitude as the probability
that this chain becomes a loop. Since the mean size of the loops of nodes with
one input is found to be of the order of
√
N [29] the assembly of self-freezing loop
becomes improbable when N2 ∼
√
N .
This condition gives to leading order
(N0)2
N02
∼ N3/2 (5.5.4)
or N ∼ (N ini)2/3. We again have the same scaling of the number of nonfrozen nodes
with the network size. The scaling of the number of nonfrozen nodes with two and
three nonfrozen inputs with the network size we find from (5.5.3) and (5.5.2) to be
N2 ∼ (N ini)1/3 and N3 ∼ const. This is the same scaling we have for the case of all
other critical networks investigated until now.
When finding the number of nodes on the self-freezing loops and defining our
second process we assumed that there the influence of the nodes with three nonfrozen
inputs per node is negligible. We can check if our assumption was justified. In the
beginning of this process the number of nodes with three inputs was N03 ≃ (N ini)2/5.
The number of nodes that are initially on self-freezing loops is (N02 )
1/3 = (N ini)1/5.
The mean number of nodes with three inputs on the self-freezing loops is then
(N02 )
1/3N
0
3
N02
= const .
In the limit of large network size, only a few (if any) self-freezing loops are destroyed
by nodes with three nonfrozen inputs, and this does not change the scaling behavior
of the number of nodes on self-freezing loops.
5.6 Networks without constant functions
Case ω1 = 1/2, ω2 = 1/3
Until now, we have assumed that the network has nodes with constant functions. In
this section, we consider networks without constant functions, i.e., with β = 1. The
criticality condition (5.2.3) then becomes
3(1− ω1)(1− ω2) = 1 .
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Although the criticality condition was derived under the assumption that the net-
work has a nonvanishing proportion of frozen nodes (i.e., that β < 1), it can be
extended to β = 1, since it is valid for any β arbitrarily close to 1. Furthermore,
decreasing β slightly for fixed ω1 and ω2 moves the system to the frozen phase,
indicating that a system satisfying the criticality condition with β = 1 is at the
boundary of the frozen phase. As we will see, the value of the parameters in the
critical networks without constant functions we are considering here is allowing the
formation of the self-freezing loops and leads to the frozen core of the same size
as for all the other critical networks. Canalizing networks and threshold networks
are examples of this category of networks, and they are considered important for
biological applications.
The procedure of creating self-freezing loops in the case of networks with nodes
with two nonfrozen inputs was introduced and explained in details in [80]. It is
the same procedure we have used in the previous section. Using a similar line of
arguments we can explain the assembly of the self-freezing loops for the networks
with three inputs per node determined with parameters being ω1 = 1/2, ω2 = 1/3
and β = 1. In this case there is a mapping of the problem of finding the nodes on
the self-freezing loops in this network onto the problem of finding the relevant nodes
on relevant loops in critical network with three inputs per node and only reversible
and constant functions, i.e., with ω1 = ω2 = 0 and β = 1/3. Self-freezing loops
are found by starting with a node and keeping track of the connection to those
inputs that are able to canalize this node if they are canalized themselves. This
procedure is iterated for these input nodes etc., until a loop is formed or until it
has to stop because no canalizing inputs are found. Similarly, relevant loops in a
critical network with ω1 = ω2 = 0 are found by starting with a node and keeping
track of the connection to those inputs that do not have a constant function. This
procedure is iterated for the nonfrozen inputs etc., until a loop is formed or until it
has to stop because no nonfrozen inputs are found. In both cases, a connection to an
input is made with probability 1/3, showing that the two processes can be mapped
on each other. As we will show in Section 5.8 below, in critical networks with three
inputs per node and nonzero fraction of frozen nodes the number of relevant nodes
on relevant loops scales as (N ini)1/3. Therefore, we conclude that in the network
with ω1 = ω2 = 0, the number of nodes on self-freezing loops scales also as (N
ini)1/3.
We can now proceed just as in the previous section, but with β = 1 andN0j = N
ini
j .
We continue making self-freezing loops and determining which nodes are frozen by
them, until N2 ∼
√
N . Inserting this condition in Equation (5.5.3), we find to
leading order
2
N3/2
N ini
= 1 ,
leading again to N ∼ (N ini)2/3.
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General case
Now, let us turn to the case β = 1 with ω1 < 1/2. (The situation ω1 > 1/2 is
not possible for nonfrozen Boolean functions with two inputs.) The probability that
a node we don’t know anything about freezes when connected to a frozen node is
now ω2 > 1/3. Every node has three inputs and this frozen node could be any of
them. This means that on an average a node can be frozen by more than one input,
and the self-freezing components we look for in the network here consist of at least
as many nodes as those in the previous subsection. However, we do not need to
know the exact number of frozen nodes in these components. We will build only
one self-freezing loop and move its (N ini)1/3 nodes to the container F . Then we
start the calculation of Section 5.1 by setting β = 1 − (N ini)−2/3. Since ω1 < 1/2,
the leading-order terms of the calculation performed in Section 5.1 are retained in
this case, and we can take over all the main results of that section. In particular, it
follows that a single self-freezing loop is sufficient to generate the entire frozen core,
and we do not need to identify other self-freezing loops. As before, the number of
nonfrozen nodes scales as (N ini)2/3.
5.7 Generalization to larger K
The process introduced in Section 5.1 can easily be generalized to networks with
K > 3. We first consider again the case β < 1. For network with K inputs we
define a set of parameters β and ωi with i ∈ [1, K − 1]. β is again fraction of the
nonfrozen nodes and ωi is the probability that a nonfrozen node that has K − i
inputs from frozen nodes freezes when receiving another frozen input in our process.
These K parameters are going to define completely the class of networks we observe
in the process. Using the deterministic description of the process analogous to the
one described in Section 5.2 we find the criticality condition for networks with any
K:
K(1− ω1)(1− ω2) · · · (1− ωK−1) = 1 . (5.7.1)
Introduction of noise in the process gives the Langevin equation
dNf
dN
=
Nf
N
+
K−1∑
i=1
fi(ω1, . . . , ωi)
(
N
N ini
)i
+ ξ (5.7.2)
where the fi(ω1, . . . , ωi) are functions of the parameters of the system obtained from
the stochastic process They satisfy fi(ω1, . . . , ωi) = 0 when ωj = 1/(j + 1) for all
j ∈ [1, i]. We see that in this general Langevin equation the leading term in N is the
same as in Equation (5.3.2). Therefore we find that in the thermodynamic limit the
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number of nonfrozen nodes scales in critical networks as (N ini)2/3 with the network
size.
Just like in the K = 3 networks, parameter values can be such that one or
more of the leading terms in the Langevin equation vanish. These special points
in the parameter space describe networks where the Boolean functions are such that
the nodes left nonfrozen after determining the influence of the frozen nodes in our
process can additionally generate self-freezing loops. Their influence on the rest of
the network has to be determined by generalization of the process introduced in
Section 5.5. The number of classes of special points will increase with K, leading
to a hierarchy of special points. For each K, there are K − 3 classes of points in
parameter space that are equivalent to the special points of networks with K − 1
inputs per node (that is they have the same leading term in the Langevin equation),
and one new class of special points where only the last term in the Langevin equation
(5.7.2) is nonzero. Furthermore, there is the case β = 1. As an illustration, in the
case K = 4 there are two classes of special points for β < 1. One of them has
ω1 = 1/2. In this case, the influence of the frozen nodes will lead to (N
ini)4/5
nonfrozen nodes. Boolean functions of the nodes with 2 nonfrozen inputs and the
number of them left after the first process are such that self-freezing loops are made
and their influence will again give (N ini)2/3 as the number of nonfrozen nodes in the
network. This case can obviously be reduced to the K = 3 network. The other class
of special points is obtained when the parameters of the network are ω1 = 1/2 and
ω2 = 1/3. In this case, (N
ini)6/7 nodes will be left nonfrozen after determining the
influence of the frozen nodes. One can easily show that the creation of self-freezing
loops is possible and that their influence leads to a number of nonfrozen nodes that
scales as (N ini)2/3 with the network size.
For general values of K, the K − 2 classes of special points with β < 1 are given
by the condition ωj = 1/(j + 1) for all j ∈ [1, i] where i takes for every class one of
the values from the interval [1, K − 2]. This means that f1 = 0, . . . , fi = 0 in the
Langevin equation (5.7.2) and the term fi+1(ω1, . . . , ωi+1)(N/N
ini)i+1 is the leading
one. The nodes left nonfrozen after determining the influence of the nodes with
constant functions scale with the network size as (N ini)(2i+2)/(2i+3). The numbers
and Boolean functions of the nodes with k ∈ [2, i+1] nonfrozen inputs are such that
they allow for the creation of the self-freezing loops, and their influence will for each
of these special points, i.e., for each i ∈ [1, K − 2], reduce the number of nonfrozen
nodes to (N ini)2/3.
For networks without constant functions (that is with β = 1) the frozen core arises
only because of the creation of self-freezing loops and their effect on the network.
Just like for all other parameter values, there is straightforward generalization of the
analysis performed for this type of networks in the case when K = 3 in Section 5.6.
In the case when ωi = 1/(i + 1) for all i ∈ [1, K − 1] there exists again a mapping
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of the self-freezing loops on the relevant loops of a K critical network with only
reversible and nonfrozen functions, from which it follows that the number of nodes
that are initially on self-freezing loops scales as (N ini)1/3. The process described
in Section 5.5 can then be generalized to these networks. For any other choice of
parameters satisfying the criticality condition (5.7.1) for β = 1, self-freezing loops
can also be formed, and after moving only one of them in the container with frozen
nodes we will have the same process as for the one of the classes of critical networks
with β < 1 that were already studied. Scaling of the number of nonfrozen nodes in
the critical networks without frozen nodes and any fixed number of inputs will be
the same as in all other critical networks.
Let us end this section by noting that there is another class of special points when
the Boolean functions are chosen such that each of them responds only to one of the
K inputs. In this case, the network is effectively a K = 1 network, since for each
node those K − 1 inputs to which the node does not respond, can be cut off. In the
calculations of the previous sections we have always assumed that a nonvanishing
proportion of functions is not of this type.
5.8 Relevant nodes and the number and length of
attractors
Relevant nodes are the nodes whose state is not constant and that control at least
one relevant node. These nodes determine completely the number and period of
attractors. In the previous sections, we have shown that the number of nonfrozen
nodes scales as (N ini)2/3 for any critical network. We have also seen that among
them there are only (N ini)1/3 nodes having two nonfrozen inputs, and that the
number of nonfrozen nodes with more than two nonfrozen inputs vanishes in the
thermodynamic limit. The nonfrozen nodes can now be connected to a network.
This is a reduced network, where all frozen nodes have been cut off. In the previous
chapter, we defined a stochastic process for the formation of this reduced network
and the identification of the relevant nodes for critical K = 2 networks [58]. The
relevant nodes are determined by removing iteratively nodes that are not relevant
because they influence only frozen and irrelevant nodes. The number of relevant
nodes was found to scale as (N ini)1/3, and the scaling function characterizing their
probability distribution depends on the parameters of the model.
The scaling of the number of nonfrozen nodes as well as the scaling of the number
of nonfrozen nodes with two nonfrozen inputs as function of the network size is the
same for every critical network, as we have shown in this chapter. Since the fraction
of nodes with more than two nonfrozen inputs is vanishing in the thermodynamic
limit, the network of nonfrozen nodes, which is the starting point for the process
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of determining the relevant nodes, is the same as in the K = 2 case. So, we can
conclude that the results for the scaling of the number of relevant nodes found in
[58] and presented in the Chapter 4 for the K = 2 critical networks are valid for any
critical network. The number of relevant nodes in critical networks scales as (N ini)1/3
with the network size. Among them are a constant number of relevant nodes with
two relevant inputs and a vanishing number of relevant nodes with more than two
relevant inputs in the limit N ini → ∞. If only these nodes and the links between
them are considered, they form loops with possibly additional links and chains of
relevant nodes within and between loops. It follows that all critical networks with
K > 1 show the same scaling behavior. The only exception is the case K = 1, which
is different because there is no frozen core.
As we have seen in the previous section, we can derive properties of attractors
from the results for the relevant nodes. In particular, we can take over the result of
previous chapter that all relevant components apart from a finite number are simple
loops, and that the mean number and length of attractors increases faster than any
power law with the network size.
5.9 Conclusions
In this chapter, we have considered the limit of large network size, and we have found
the scaling behavior of the number of nonfrozen nodes, of the number of nonfrozen
nodes with more than one nonfrozen input, of the number of relevant nodes, and of
the number of relevant nodes with more than one relevant input in a general class
of critical random Boolean networks with fixed number of inputs per node. The
mean values of these quantities scale with network size N ini as a power law in N ini,
with the exponents being the same for any critical network. No matter what the
distribution of the Boolean functions is and how many inputs per node the critical
network has, number of nonfrozen nodes scales with the network size as (N ini)2/3,
the number of nonfrozen nodes with two nonfrozen inputs scales as (N ini)1/3, the
exponent for the number of nonfrozen nodes with three nonfrozen inputs is zero,
and it is −n/3 for the number of nonfrozen nodes with n+3 nonfrozen inputs. The
number of relevant nodes scales always as (N ini)1/3, with a constant number of them
having two inputs and a vanishing proportion having more than two.
It follows that all critical random Boolean networks with K > 1 belong to the
same class of systems. Changing the weights of the different Boolean functions
(for instance by choosing threshold networks or canalizing networks) or changing
the number of inputs per node (which might make the model more relevant for
biological applications) will not change the scaling of the number of nonfrozen and
relevant nodes with the size of the network, and it will not change the fact that
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the number and length of attractors increases faster than any power law with the
network size, as long as the network is critical. Using a different method, Samuelsson
and Socolar have recently also found that the number of nonfrozen nodes scales in
the same way for all K > 1 critical networks [89].
From the calculations performed in this chapter it can be concluded that the
results are also valid for networks that have nodes with different values ofK. IfKmax
is the largest number of inputs occuring in the network, we can set K = Kmax, and
we can view nodes with less inputs as nodes with Kmax inputs, but with a function
that does not depend on all of its inputs. However, there are indications that these
results are different in the case when the second moment of the number of inputs
is diverging [26; 62] . Our results cannot be generalized to networks with a broad
distribution of the number of outputs. The method employed in this chapter is
based on a Poissonian distribution of the number of outputs, and is most likely
valid also for other distributions as long as the second moment of the number of
outputs is finite. This can for instance be concluded from the analogy between the
propagation of activity in a Boolean network and percolation on a directed graph,
for which many results are known [92].
The finding that the number and length of attractors in critical Boolean networks
increases superpolynomially with network size is detrimental to the hypothesis that
these networks are models of gene regulation networks, where only a limited number
of dynamic pathways should exist. However, by considering asynchronous update
instead of parallel update and by requiring that dynamics should be robust with
respect to fluctuations in the update sequence, the number of attractors reduces to
a power law in system size, which is more realistic than the superpolynomial growth
[59; 40]. The method presented in this chapter is independent of the updating
scheme, and the scaling of the number of nonfrozen and relevant nodes is therefore
same for asynchronous update as for parallel update. The relevant components are
consequently also the same. With the insights obtained in the present chapter,
we can immediately apply the results for asynchronous update in K = 2 critical
networks to critical networks with larger values of K, and we can conclude that the
number of attractors in critical networks with asynchronous update increases as a
power law of the system size.
Finally, let us consider networks where the connections between nodes are not
made at random, but that show some degree of clustering. Such networks have a
finite proportion of nodes that have correlated inputs and that can therefore become
frozen, e.g., because their inputs are always in the same state. In contrast, the
randomly wired networks considered here have only a limited and small number of
nodes with correlated inputs even in the thermodynamic limit of infinite network
size. For small-world networks, which have a high degree of clustering, our method
for determining the frozen core is not valid, because it is based on the assumption
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that nodes choose their inputs independently from each other. Small-world networks
need therefore a separate analytical treatment, which has not been done so far.
With the results of this chapter we will finish the explorations of the dynamics
of critical random Boolean networks with fixed number of inputs per node. Our
studies of dynamical properties of these networks confirm that the original model
has to be modified if we want to use it as a model for gene regulatory networks.
Real gene regulatory networks are not random, but the result of long lasting evolu-
tionary processes. In the next chapter, we therefore study evolution of populations
of Boolean networks under selection for robustness of their attractors under small
perturbations.
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Boolean networks
The results presented in the previous chapters of this thesis have shown that the
Boolean network model in the form it was originally introduced can not be used as
a model for gene regulatory networks. Since the model possesses various properties
which make it worth studying, its modification with the aim to improve it and
to make it biologically more realistic is a logical next step in our studies. Out of
the many possible ways of doing that, we choose the one inspired by the process
that takes place in nature. In this chapter, we study the evolution of Boolean
networks. We change the model’s structure through specific mutations, and use one
of its dynamical properties as a criterion for selecting the networks of the ensemble.
The ensembles of networks generated this way are very different from the random
ensembles we studied in previous chapters. We can learn a lot about the system
by studying the properties shared by the networks in an ensemble and the way this
properties depend on the choice of the rules for mutations and selection.
Since mutations change the structure of networks, and since selection is based on
their dynamical properties, the evolutionary process combines dynamics of network
with the dynamics on network. Although in evolutionary models this processes take
place on different time scales, we can still learn from these models about the inter-
dependence of the two types of dynamics. We will here focus our investigations on
the use of the model in biology, where the complex relations between the two types
of dynamical changes of networks are important in understanding the origin of sys-
tems’ properties, but where the investigations of the evolutionary process itself play
a central role. However, in many other complex systems modeled by networks, the
structures of networks change with time while at the same time different dynamical
processes take place on them. These two ways the network is changing are often not
independent of each other. The possibility of learning about the interplay between
the dynamics of and on networks, makes studies of evolution of networks important
direction in the future studies of complex systems using network models.
The Neodarwinian view of biological evolution considers random mutations and
natural selection as the main shaping forces of organisms. Mutations act on the geno-
type, while selection acts on the phenotype. For this reason, the relation between
genotype and fitness is very complicated and far from fully understood. Mathe-
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matical models of biological evolution [25] often contain a direct mapping of the
genotype on the fitness. The “fitness landscape” may be smooth and single-peaked
or random and rugged, or the fitness is taken as the additive contribution of the
alleles at several loci. However, the “real” fitness landscape might have completely
different properties. For this reason, it is important to investigate models that do
not make a direct mapping of the genotype to the fitness, but that determine the
fitness from some “trait” that is related in a nontrivial way to the genotype.
The most famous example of such models are based on RNA. The genotype is
the RNA sequence, while the phenotype is the two-dimensional fold. When fitness
is based on some desired fold, it is found that the fitness landscape contains a huge
plateau of high fitness that spans the genotype space [34; 91]. The same feature
is displayed by the fitness landscape that is based on the three-dimensional fold of
proteins, with the genotype being the nucleotide sequence of the corresponding gene
[7].
However, most traits of an organism result from the interaction of many genes. For
instance, most genes are very similar in different higher organisms, but they differ in
the way they are regulated and in the temporal expression pattern during embryonic
development. This feature is captured in models for gene regulatory networks, the
simplest of which is the random Boolean network model. In this model dynamical
behavior of a Boolean network is its phenotype, while the genotype is specified by
the logical functions and the connections between the nodes.
Several publications study the evolution of Boolean networks. Mutations are
performed by changing the connections or functions. In biological terms, such mu-
tations change the way in which the genes are regulated, as occurs, for example, due
to transpositions. In addition, several investigations include recombination of the
parental genotypes in the evolutionary simulations [36; 112; 96]. In [4] the effect of
gene duplications was additionally studied.
Selection is based on some dynamical property of the networks. In [51; 105; 78]
and [63], the fitness is given by the distance of an attractor to a predetermined target
pattern. In [14; 15], the selection criterion requires that the daughter network reaches
the same attractor as the mother network when both networks are initialized in the
same randomly chosen state. In [79; 67; 16; 66], mutations are targeted to those
nodes that display a certain type of behavior.
In [108], the fitness criterion is robustness of the dynamics under small pertur-
bations. Robustness is of great importance in biology as a cell has to maintain
its biological functions to survive and pass on its genetic material under variations
for example of the concentration of proteins in the cell or of the nutrient level. In
[108], evolution was simulated by means of a so-called adaptive walk. This is a hill
climbing process that leads to a local maximum in the fitness landscape and thus
can yield insight in the fitness landscape of a system. The main finding was that
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the maximum possible fitness value is always reached after a few mutations during
this process, and that there is a huge plateau with this fitness value that spans the
network configuration space. This model is therefore an example for the evolution
in the presence of a huge neutral space. Such neutral spaces occur not only in the
evolution of RNA and proteins, as mentioned above, but appear to be generic feature
of biological systems in general [113].
In this chapter the study of the evolution of an entire population of networks
under the mutation and selection rules employed in [108] is presented. We will
investigate the fitness and the diversity of the population as a function of time, as
well as the topological properties of the evolved networks as function of the mutation
rate and the selection pressure. One important result is that, while the population
quickly reaches the plateau of high fitness, the network topology undergoes a very
slow change towards higher connectivity, while at the same time the mean fitness of
the population decreases slightly. These long-therm changes are due to the fact that
mutations can change the topological features of the networks, which reach their
stationary distribution very slowly. Another important finding of the simulations
presented in this chapter is that networks evolved with different mutation rates show
different mutational robustness. Taken together, the simulations illustrate that even
though the population reaches quickly the neutral plateau of high fitness, there occur
nevertheless long-term changes in the properties of the population, and populations
evolved under different conditions end up in different regions of network space.
The outline of this chapter is as follows: In Section 6.1, the rules of the evolu-
tionary model are presented. In Section 6.2, we investigate the evolutionary process
in the absence of selection, where random mutations and genetic drift are the only
shaping forces. In Section 6.3, we study the opposite case of very strong selection,
where only the networks with the highest fitness value become parents of the net-
works in the next generation. In Section 6.4, we then study the general case of finite
selection pressure. Section 6.5 summarizes and discusses our findings. The results
presented in this chapter were obtained in collaboration with Barbara Drossel and
are submitted for publication [74].
6.1 Model
A population of P networks with N nodes each is evolved by repeatedly replacing
the entire population with a daughter population. Each individual in the daughter
population is obtained by choosing an individual from the parent population to be
its mother with a probability that depends on the mother’s fitness. The daughter is
a copy of the mother, but it receives one mutation with a certain probability µ.
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The initial population is generated by connecting the nodes of each network at
random, with Kini = 3 inputs per node, and with the update function of each node
chosen at random from the set of canalizing functions used by Moreira and Amaral
[75]. Thus, the function at a node is determined by choosing one of the input nodes
as the canalizing input. Its canalizing value and the associated output value each are
0 or 1 with probability 1/2. When the input node is not on its canalizing value, the
output is a random Boolean function that depends on the remaining variables and is
generated by choosing with same probability 0 or 1 as output for every combination
of the remaining input variables. The reason for choosing Kini = 3 is that this is the
critical value for this class of networks. The initial networks are therefore neither
completely frozen, nor are they chaotic (in the sense that neighboring initial states
diverge exponentially fast).
The fitness of a network is determined by the following rule: First, the network
is initialized in a random state and is updated according to Equation (2.1.1) until
it reaches an attractor. Then a state σ on the attractor is chosen. We define S as
the set of the N states at Hamming distance 1 from σ. For all σ′ ∈ S the dynamics
is started at σ′ and it is decided if the dynamics eventually returns to the attractor
(and therefore also to σ). The fitness f of the network is the fraction of elements in
S for which this is fulfilled.
The weight with which an individual i is chosen to be the mother of a given
individual of the next generation is
wi =
epfi∑N
j=1 e
pfj
, (6.1.1)
where we call p the selection pressure. In addition to P and N and µ, this is the
fourth parameter that was varied in the simulations.
Four different mutations can occur, each with the same probability:
1. A connection is added.
2. A connection is deleted.
3. A connection is redirected.
4. The canalizing part of the function is changed.
When a network is to undergo a mutation, first the type of mutation is chosen.
Then, a node is picked at random to receive this mutation. If the mutation cannot
be performed at this node (for instance, only the mutation of adding a link can be
done at a node with zero inputs) another node is selected at random to receive the
mutation. Due to computational restrictions, we imposed the rule that nodes with
10 inputs cannot receive an additional link, and therefore Kmax = 10.
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When a connection is added or deleted, the Boolean function of the node has to be
changed. This is done by choosing anew the random Boolean function that depends
on the non-canalizing variables. If the canalizing input is removed by the mutation,
another node takes its role. A connection is redirected by changing at random the
origin (source) of one incoming link of the node which is receiving the mutation.
Finally, when changing the canalizing function of the node, the value that canalizes
it and the associated output value are assigned to the node anew.
6.2 Evolution without selection
In the absence of selection, each network has the same probability 1/P to become
the mother of a given daughter network. The average number of generations back
to the last common ancestor of two networks is therefore P . With probability µ, a
daughter network receives a mutation, and therefore two randomly chosen networks
of the population differ by 2Pµ mutations on average.
With probability 1/2, the mutation consists in the addition or deletion of a link.
This means that the total number of links in the network performs a random walk in
time, with probability µ/2 for a nonzero step. Even though the number of inputs is
initially Kini = 3 for each node, it changes during time, and the distribution of the
number of inputs becomes eventually stationary. The probability that the number
of inputs of a node changes during a given step depends on the number of nodes
with 0 and 10 inputs.
These simple considerations are very useful when interpreting the simulation data.
Figure 6.1 shows results of simulation run for 100000 generations of a population
with N = P = 50 and with a mutation rate µ = 0.5. We evaluated the mean fitness
of the population, the mean number of inputs per node, the proportion of nodes with
0 inputs, and the topological diversity of the population. The topological diversity
of the population is the average number of links of a network that is not shared by a
randomly chosen other network, divided by the mean number of links per network.
The data were smoothened by averaging each data point over 1000 generations,
otherwise the data are so noisy that variations on larger time scales are hard to see.
From these data, one can draw the following conclusions:
• The mean fitness and the mean number of inputs per node show large fluctu-
ations over time. This is due to the fact that the last common ancestor of the
population is not much more than 50 generations back, which means that the
networks in the population are strongly correlated.
• The initial fitness of the population is higher than that at later times. This
must be due to the changes occurring in network structure, i.e. to the distri-
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Figure 6.1: Evolution of the a) mean fitness, b) mean number of inputs per node, c)
mean number of nodes with zero inputs in a network, d) proportion of different links in
two randomly chosen networks, in the population of 50 networks of 50 nodes each, evolved
with the mutation rate 0.5 and no selection pressure.
bution of the number of inputs becoming broader. In particular, nodes with
zero inputs decrease the fitness (see next point).
• There is an anticorrelation between the fitness and the proportion of nodes
with 0 inputs. Clearly, a node with 0 inputs does not return to its initial
state after a perturbation. Since it is not affected by the state of any node,
it remains in the state in which it was initiated or to which it was set by an
external perturbation. If all other nodes did return to the same attractor after
a perturbation, the fitness would be identical to the proportion of nodes with
at least 1 input.
• There is an anticorrelation between the mean number of inputs and the topo-
logical diversity. This is due to the fact that the probability that a given link
is mutated becomes smaller when there are more links.
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Figure 6.2: Snapshots of the input distribution at different times during the evolution
without selection pressure. The input distribution is changing from a delta peak to a
broad distribution with an increased number of nodes with zero inputs.
The change in the distribution of the number of inputs is illustrated in Figure 6.2.
It is becoming broader, with more nodes with zero inputs, which can temporarily
even become the dominant type of nodes in the network. (An example for this is
given below in one of the cases illustrated by Figure 6.3.)
Let us now apply analytical considerations in order to estimate the topological
diversity of the population. Let T be the average time (in terms of the number
of generations) to the last common ancestor of two randomly chosen networks in
the population. With no selection pressure, we have T = P , but with selection
this time becomes shorter. Since their last common ancestor, each network received
in each generation a mutation with a probability µ. Therefore the two networks
together have received on average 2Tµ mutations. If the effect of each of them
is different and if there are no back mutations, two randomly chosen networks in
the population differ on average by 2Tµ links and functions. When evaluating the
topological diversity, we consider only links. Since three out of four mutations affect
links, we expect that two randomly chosen networks in the population have received
together 3Tµ/2 mutations of links. All these mutations affect different links only if
3Tµ/2 is small compared to the total number of links of a network, NK. In this
case, the topological diversity should be close to
3Tµ
2NK
. Otherwise, it is smaller,
since two mutations may affect the same link.
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Figure 6.3: Evolution of the mean value of the number of inputs per node (upper figure)
and of the topological diversity in the population (lower figure) under no selection pressure
and with different mutation rates.
Since K fluctuates strongly with time, the topological diversity fluctuates also
and should behave approximately as 1/K. In Figure 6.1d) we have already seen
this anticorrelation. For small K, the number of links that are different in the
two networks is much smaller than the number of the link mutations they received,
and the topological diversity does not become as large as suggested by our simple
estimate. This effect is nicely demonstrated by Figure 6.3, which shows the mean
value of K and the topological diversity as function of time for five simulation runs
with different mutation rates µ.
Figure 6.4 left shows the number of links by which two networks differ on average,
which is the topological diversity multiplied by NK. Our above simple estimate
gives link numbers of 7.5, 22.5 and 37.5 for the mutation rates shown in the figure.
These numbers are upper bounds, and one can see that for larger mutation rates
and for smaller K values the data are farther below these bounds, since multiple
mutations of the same link become more frequent.
We investigated also the influence of the size and of the number of networks in
the population on the properties of evolved populations by setting N and/or P to
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Figure 6.4: Average number of links by which two networks differ, as function of time
and for different mutation rates. The selection pressure is zero in the left graph and 100
in the right graph.
30. Most of these properties depend strongly on the mean number of inputs per
node, which performs a random walk and shows therefore large fluctuations. For
this reason, we could not see a clear trend with N or P in the simulation data,
although one can expect that the fitness should not depend on N or P and that the
fluctuations should decrease with increasing P . The diversity should change with N
and P as P/N , as predicted by analytical estimation earlier in this section.
6.3 Evolution with very strong selection
Next, we consider the opposite case, which is that of very strong selection. In this
case, only the networks with the highest fitness value in the population become
parents. Now the properties of the fitness landscape play an essential role at deter-
mining the evolution of the population. If there were isolated peaks in the fitness
landscape, the entire population would perform a hillclimbing process. The fittest
individual of the parent population would be the mother of all individuals in the
next generation, which would differ from it by at most one mutation. If one of these
mutations did lead to a higher fitness, all individuals of the following generation
were descendants of the carrier of that mutation. The process would end at a local
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Figure 6.5: Evolution of the a) mean fitness, b) mean number of inputs per node, c) mean
number of networks with fitness 1, d) proportion of different links in two randomly chosen
networks, in the population of 50 networks of 50 nodes each, evolved with the mutation
rate 0.5 and high selection pressure.
peak of the fitness landscape, from where no mutation is possible that increases or
retains the fitness value.
However, when the fitness landscape has a plateau with maximum fitness that
spans the entire network configuration space, the population can contain several
individuals with fitness 1, and mutations can generate other genotypes with fitness
1. In our simulations, already the initial population may contain an individual with
fitness 1, so that the mean fitness can be close to 1 already after one generation.
Figure 6.5 shows results of computer simulations for 100000 generations of a pop-
ulation with N = P = 50 and with a mutation rate µ = 0.5. The parameters are
the same as in Figure 6.1, and each data point represents again an average over 1000
generations. We evaluated the same quantities as in the first simulation, except for
the number of nodes with 0 inputs, since these do not occur any more. Instead, we
show the number of networks with fitness 1 in the population. The proportion of
networks with a fitness smaller than 1 must be identical to µ times the probability
that a mutation decreases the fitness of a network with fitness 1.
From these data, one can draw the following conclusions:
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Figure 6.6: Snapshots of the input distribution at different times during the evolution.
The input distribution is changing from a delta peak to a broad distribution.
• The fitness of the population decreases slowly with time. Since all networks
with a fitness smaller than 1 must be daughters of networks with fitness 1, this
means that at later times the average fitness decrease due to a mutation must
be larger.
• The mean number of networks with fitness 1 in the population decreases slowly
with time. This means that the probability that a mutation decreases the
fitness of the network with fitness 1 is larger at later times.
• The mean number of inputs per node increases slowly but steadily. This was
already found in the adaptive walk simulations in [108]. This means that
mutations that preserve the maximum fitness are more likely to occur when a
link is added than when a link is removed.
The change in the distribution of the number of inputs is illustrated in Figure
6.6. As in the situation without selection, it is becoming broader, but now there are
more nodes with higher K and less with smaller K. One reason for this is that nodes
with zero inputs decrease the fitness, and therefore evolution drives the population
into regions in configuration space where such nodes are unlikely to occur.
Let us now estimate the topological diversity using the arguments from the be-
ginning of Section 6.2. The number of networks with fitness 1 in the population
is defining the effective population size P ′, since only these networks can become
parents. From Figure 6.5c), we see that this number is around 46 for the parameter
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Figure 6.7: Evolution of the mean value of the number of inputs per node (upper figure)
and of the topological diversity in the population (lower figure) under strong selection and
with different mutation rates.
values used in this simulation. Correspondingly, the data for the number of links
that differ between two randomly chosen networks (Figure 6.4 right) are slightly
lower compared to the data obtained with zero selection pressure. The estimated
upper bound for the topological diversity is now (3P ′µ)/(2NK), with deviations
from this bound being again larger for smaller K and larger µ. In Figure 6.7, it can
clearly be seen that the topological diversity depends on the mean K value.
We explored in more detail the effect of mutations on networks with fitness 1. The
probability that a mutation does not decrease fitness is identical to the proportion
of networks with fitness 1, shown in Figure 6.5c). This is because selection pressure
is so high that only networks with fitness 1 become parents of the networks in the
next generation, each of which then receives a mutation with probability µ. We call
a mutation that does not decrease the fitness ”neutral”.
Figure 6.8 (upper panel) shows the proportion of the four different types of muta-
tions among these neutral mutations, again for µ = 0.5. All four types of mutations
were chosen equally often, however, the proportion of neutral mutations is different
for the four mutation types. The most frequent neutral mutation is the redirection
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Figure 6.8: Evolution of the proportion of neutral mutations of different types (upper
figure) and of the mean fitness decrease per non-neutral mutation (lower figure) under
strong selection pressure and with a mutation rate µ = 0.5.
of a link. This means that networks with fitness 1 are most robust (in the sense that
their fitness is not decreased) to this type of mutations. The least frequent neutral
mutation is initially the deletion of a link; at later times the change of a function
is least frequent. The combined contribution of these two types of mutations to the
neutral mutations is approximately constant in time. The frequency of mutations
that add a link is also approximately constant. This implies that the slow increase
of the mean K value is not due to a beneficial effect of mutations that add links,
but due to the fact that erasing a link decreases the fitness more often than the
addition of a link, in particular in the beginning of the simulation, where also the
largest increase of K can be seen. At later times, deletions and additions are equally
frequent among the neutral mutations. The increase of K explains why mutations
that change the canalizing function become less frequent among neutral mutations.
When K is larger, such a change affects more nodes on an average.
In Figure 6.8 (lower panel), we show the amount by which fitness decreases due
to a non-neutral mutation. This amount increases with time for all four types of
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Figure 6.9: Upper graph: Fitness decrease per (non-neutral) mutation as function of time,
for four different mutation rates. Lower graph: Probability distribution of the fitness
decrease ∆ (including zero decrease) due to a mutation, evaluated at two different times
during evolution.
mutations. This must be due to the fact that the perturbation of one node affects
more nodes when K is larger, and therefore a mutation affects also more nodes.
For the same reason, mutations that change the canalizing function lead to a larger
fitness decrease than other mutations. The redirection of a link leads to the smallest
fitness decrease because it does not involve changes in the update functions.
Next, we investigated the influence of the mutation rate on these results. Figure
6.9 (top) shows the fitness decrease per mutation for different mutation rates. Here,
we now do not discriminate between different types of mutations. The mean fitness
decrease per non-neutral mutation appears to be independent of the mutation rate
with which the networks were evolved.
The lower graph of Figure 6.9 shows the probability distribution of the fitness
decrease per mutation at an early and at a late time. Here, neutral mutations,
which lead to a fitness decrease of 0, are also included. After approximately 30000
generations, the probability distribution of the fitness decrease reaches a stationary
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Figure 6.10: Change of the number of networks with fitness 1 in the population during
evolution with different mutation rates and high selection pressure
shape. This shape does not depend on the mutation rate with which the networks
were evolved. Most of the mutations do not decrease fitness or they decrease it by
the smallest possible amount of 0.02 (which means that only after 1 out of the N
possible perturbations the network does not return to the same attractor). We do
not show completely this part of the curves in order to make the distribution for
larger fitness decreases better visible. There are no significant differences between
the curves for different µ. We have already discussed above that the mean fitness
decrease per non-neutral mutation is larger at later times, when K is larger.
While networks evolved with different mutation rates do not differ in the fitness
decrease per (non-neutral) mutation, they do differ in other respects. Figure 6.10
shows the number of networks with fitness 1 in the population as function of time
for four different mutation rates. If the probability of a mutation being neutral was
the same in all four cases, the distance of the curves from the value 50 should be
proportional to µ. Due to the large fluctuations, the data cannot give a clear answer
to whether this is the case. We therefore evaluated directly the probability that
a mutation decreases fitness, for mutation rates ranging from µ = 0.1 to µ = 0.7.
These data show a clear trend, with networks evolved with higher mutation rates
being less likely to decrease their fitness under a mutation. They are more robust
to mutations. Figure 6.11, upper panel, shows the curves obtained with µ = 0.3
and 0.6. This means that the networks on the plateau of the fitness landscape,
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Figure 6.11: Evolution of the percentage of mutations decreasing fitness (upper graph)
and of the mean attractor length in the population (lower graph) under strong selection
and with two different mutation rates.
reached by evolution under strong selection, have different properties depending on
the mutation rate with which they were evolved. This result is not merely due to
the fact that populations evolve slower when the mutation rate is smaller. If this
were the case, the curves obtained with a smaller mutation rate should resemble
those obtained with larger mutation rates at an earlier time.
There is a correlation between the mean attractor length and the frequency of
neutral mutations, as revealed by the lower graph of Figure 6.11. This correlation
can be seen most clearly by comparing the positions of the peaks. The numerical
values of the correlation between the two curves are 0.892 for µ = 0.3 and 0.885
for µ = 0.6. These values are not far from the value 1, which would result if the
two curves were proportional to each other. This means that networks with longer
attractors are more likely to decrease their fitness under mutations, which is not
too surprising. Conversely, networks that are more robust against mutations have
smaller attractors.
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Figure 6.12: Number of networks with fitness 1 as function of time for high selection
pressure (p = 100) and the mutation rate µ = 0.5. The original model is compared with
a model where only the redirection of links is allowed.
In order to investigate how evolution proceeds when there can be no slow change in
network structure, we also performed simulations with a different rule, which allows
no deletion and addition of links or changes of functions, but only the redirection of
the links. In this situation, the number of inputs of every node remains 3, and the
distribution of the number of outputs remains Poissonian. The population reaches
quickly the stationary fitness value, and the diversity of the population is still large.
In Figure 6.12 the mean number of networks with fitness 1 in a population obtained
with this new mutation rule is compared to the results obtained with the original
rules, for P = 50 and µ = 0.5. The data imply that the mean fitness decrease
per mutation is much larger for the original rule. We have seen (Figure 6.8) that
when the networks are evolved with all four types of mutations, those mutations
redirecting links are decreasing the fitness less than others. Redirections of links
could also have smaller effect on the fitness of the networks evolved under the new
rule, which would then explain the observed difference.
Figure 6.13 shows the number of mutations by which two randomly chosen net-
works of a population differ, as function of time, for the two mutation rules. This
number is considerably larger when links are only rewired. We attribute this result
to the larger effective population size and to the absence of networks with small
average K values.
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Figure 6.13: Number of mutations by which two randomly chosen networks of a population
differ, as function of time, for the two mutation rules. The parameters are again p = 100
and µ = 0.5.
Not surprisingly, we do not find any long-term trend in the mean fitness of the
population with the modified mutation rule. This confirms our suggestion that the
long-term change of the network structure is responsible for the slow and steady
decrease of the fitness in the original simulations.
Finally, we investigated the influence of the size and of the number of networks
in the population on the properties of evolved populations by setting N and/or P
to 30. We found that the mean fitness of the population decreases with decreasing
N , since a node is more likely to be affected by a mutation when N is smaller. A
decrease of the population size shows even larger effect on the mean fitness, because
the influence of genetic drift becomes more important compared to the influence of
selection. Earlier in this section we estimated that the topological diversity should
change approximately as P/N . In our simulations, we find trends that agree with
this assumption. However, due to large fluctuations, we cannot make the statements
of this paragraph more quantitative.
6.4 Evolution with finite selection pressure
When selection pressure is finite, the properties of the evolving populations should
be between the two extreme cases studied until now. When mutation rates are too
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Figure 6.14: Evolution of the mean fitness for different selection pressures and a mutation
rate µ = 0.2.
high, selection pressures too low, or population sizes too small, the effect of selection
is hardly visible in the population, the evolution of which is then dominated by drift.
Figure 6.14 shows the mean fitness of a population with N = P = 50 and a
mutation rate µ = 0.2 as a function of time for different values of the selection
pressure p. One can clearly see that for p ≤ 0.5 the evolution of the fitness resembles
that of the system with p = 0, which means that drift dominates the evolutionary
process. The simulation for p = 0.1 accidentally goes through a stage where there
are very many nodes with 0 inputs ( this is correlated with the decrease of the mean
K value that can be seen in Figure 6.15), resulting in a very low fitness.
For p ≥ 1, selection has a clear effect on the fitness. Figure 6.16 shows the number
of networks with fitness 1 in the population as a function of time for p ≥ 1. (For
p ≤ 0.5, there are almost no networks with fitness 1.) When the selection pressure
is smaller, this number is also smaller. Just as for the case of very large selection
pressure, the populations show a slow and slight decrease of the mean fitness with
time. This decrease is again correlated with an increase in the mean connectivity,
as shown in Figure 6.15.
The topological diversity is again strongly correlated with the number of inputs
per node. In Figure 6.17 we show the number of links by which two randomly
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Figure 6.15: Evolution of the mean number of inputs per node under different selection
pressures and mutation rate 0.2
chosen networks of the population differ. This number does not depend on K, but
on the effective population size. It has approximately the same mean value for all
selection pressures, whether they are weak or strong. This is not surprising, as we
have already seen that the effective population sizes do not change much when the
selection pressure is changed from 0 to a very high value. For weak selection, there
are instances where the total number of links becomes very small.
6.5 Conclusions
In this chapter we have investigated the evolution of populations of random Boolean
networks under selection for robustness of the dynamics with respect to the pertur-
bation of a node. The fitness landscape of such a model contains a huge plateau of
maximum fitness that spans the entire network space.
Even in the absence of selection, we found long-term changes in the network struc-
ture. In particular, the distribution of the number of inputs became broad, leading
to a decrease in the mean fitness. Furthermore, since links are randomly added or
deleted during mutations, the evolutionary process may go through periods where
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Figure 6.16: Change of the number of networks with fitness 1 during the evolution under
different selection pressures and mutation rate 0.2
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there are very few links in the networks, which implies that fitness is particularly
low.
When selection is so strong that only networks with the maximum fitness value 1
can become parents of the next generation, the evolutionary process is accompanied
by a slow increase in the mean connectivity and a slow decrease in the mean fitness,
lasting for several 10000 generations. In fact, this process was apparently not fully
finished at the end of our long-term simulations. We ascribe this long-term trend
to the fact that the distribution of the number of inputs becomes broader with time
due to mutations that add or delete links, combined with the fact that nodes with
0 inputs decrease the fitness of the network. Therefore mutations that add links are
favored with respect to mutations that remove links. Interestingly, the mean fitness
of the population decreases nevertheless. This resembles the ’tragedy of commons’
[41], where the mean fitness of the population decreases, while each individual strives
to obtain maximum fitness. But in contrast to the ’tragedy of the commons’, the
fitness of an individual in our model does not depend on the other individuals. This
effect can in our model be explained by the fact that networks with more links per
node are more likely to decrease their fitness when a mutation is performed.
We found furthermore that populations evolved with higher mutation rates show
a higher robustness against mutations, i.e., they are less likely to loose fitness un-
der a mutation. This means that even though all the evolved populations move on
the plateau of maximum fitness, they end up in different regions of network space.
Robustness against mutations evolves because networks with higher mutational ro-
bustness have more offspring in the next generation. This trend is countered by the
generation of mutationally less robust networks through neutral mutations. When
the effect of mutations becomes more important (because mutation rates are higher),
the equilibrium point between these two trends moves towards higher mutational ro-
bustness. This explains why networks evolved under higher mutation rates are more
robust against mutations. We found that higher robustness against mutations is
accompanied by a shorter mean attractor length. Furthermore, higher mutational
robustness is also correlated with higher dynamical robustness, i.e. with higher mean
fitness. The above-mentioned slow decrease (after the initial increase towards the
plateau) in the mean fitness of the population is therefore reflected in a similar slight
decrease in mutational robustness.
Populations evolved at finite selection pressures behave similarly to those without
selection when drift dominates over selection, and they behave similarly to those
with high selection pressure when the effect of selection dominates over drift.
Let us now compare the properties of our model with those of real gene regula-
tory networks. In spite of its simplicity, the network model studied in this chapter
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captures several features of real systems and teaches some important lessons: The
selection criterion chosen in our study is a criterion of dynamical robustness, which
is an important feature of cellular networks. Real gene regulatory networks have to
maintain their function under the omnipresent thermal noise and stochastic fluctu-
ations of molecular concentrations. This dynamical robustness should be preserved
during evolutionary processes, even when the phenotype of the mutant individual
is different from that of the parent. Indeed, experimental studies show robustness
of cellular networks under mutations. The gene regulatory network of Escherichia
coli [48], and the phage λ regulatory circuitry, [65], preserved their function under
different changes in their structure, implying high robustness under mutations and
high dynamical robustness after the mutations. These findings and others reviewed
in [113] suggest that the fitness landscape of real cellular networks also contains a
huge plateau of high fitness, through which the networks can move without loss of
functionality.
Our model shows that evolution within this neutral space can show long-term
trends, as manifested by the broadening of the distribution of the number of inputs
and by the trend to move farther away from regions in state space where a mutation
may radically decrease fitness (as happens in the model when a node loses its last
input). Similarly, the long-term trends of evolution of biological systems should be
affected by the probability distribution of different types of mutations and by the
dangerous regions in state space, even though fitness remains high all the time.
When evolution occurs with higher mutation rates, real networks can continue to
function only when their mutational robustness is sufficiently large. Our simulations
indicate that during the evolution within the neutral space, an increased mutational
robustness evolves naturally when mutation rates are higher. The evolved model
networks were less likely to decrease their fitness under a mutation when evolution
was preformed with a higher mutation rate. We have presented phenomenological
arguments for this effect and similar arguments can be found in the literature [113].
The mutational robustness of our networks is correlated with the dynamical prop-
erties of these networks. When mutational robustness is higher, the dynamical
robustness (i.e., average fitness) is higher and the attractors are shorter. Other
studies of the evolution of Boolean networks show also a connection between dy-
namical robustness and mutational robustness. In [112; 17; 49; 96], the authors find
that robustness to noise (i.e., to small perturbations of the state of the network)
and robustness to mutations are highly correlated. In those investigations, muta-
tional robustness and dynamical robustness evolve together and increase with time,
while they may also decrease in our simulations. A correlation between dynamical
and mutational robustness is biologically meaningful, since the networks must con-
tinue to function in the presence of all perturbations whether these perturbations
are genetically or environmentally caused [113].
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Finally, in order to remain evolvable, networks also have to preserve variability.
This is the case in our simulations, since mutations can change the phenotype (i.e.,
the attractors) even after a long time.
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In this thesis, dynamics and evolution of random Boolean networks has been inves-
tigated. In this model the simplest possible dynamics of a node, binary dynamics, is
applied to a simple, random topology. These two ingredients define a model which
already shows complex dynamical behavior, and can thus be used in modeling dy-
namics of complex systems. The simplicity of its elements makes the model an
important starting point in modeling systems with a dynamics that can be approx-
imated by a binary change of the states, and makes it at the same time a good
general model for discrete dynamics on networks.
The particularly complex dynamical behavior of networks at the border between
two phases of dynamical behavior was not fully understood for more than 30 years.
These critical networks were believed to be a good model for real gene regulatory
networks. Analyzing the critical networks using analytical concepts, we have learned
about both, the possibilities and the limitations of the model. The studies repre-
sented in this thesis contributed to the better understanding of the model’s dynamics
and have confirmed that the model has to be modified in order to be more realistic.
One of the possible modifications, the generation of networks by evolution, is then
studied.
Let us now sum up more in detail the most important findings presented in this
thesis. In Chapter 3, the simplest case of critical Kauffman networks is studied,
the networks with one input per node. The topology of these networks consists of
loops and trees only and all relevant nodes of these networks are organized in loops.
Therefore, conclusions about the number and the length of attractors can be made
using some basic knowledge about the dynamical rules and studying the topology of
these networks. We have obtained the topological properties needed by generating
the networks through a growth process. Then, using probabilistic arguments and
calculating lower bounds we have analytically proven that the number and length
of attractors grow faster than any power law with the network size.
The dynamics of the class of critical networks with two inputs per node was studied
in Chapter 4. We studied the generalized model of critical networks in which the
functions from different classes can be chosen with different weights. This way a
network with two inputs per node can be critical for different choices of functions
assigned to the nodes. We obtained the constraint on the choice of functions for
critical networks from the deterministic description of a stochastic process, which
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was introduced to describe the formation of the frozen core in the network. After
including noise in the description of the process we were able to find the properties
and the scaling behavior of the nonfrozen nodes in critical networks. We have
analytically proven that the mean number of nonfrozen nodes scales with the network
size N as N2/3, with only N1/3 nonfrozen nodes having two nonfrozen inputs. We
also found the probability distributions for the numbers of these nodes. Using a
different stochastic process, we determined the scaling behavior of the number of
relevant nodes. Their mean number increases for large N as N1/3, and only a finite
number of relevant nodes have two relevant inputs. It follows that all relevant
components apart from a finite number are simple loops, and that the mean number
and length of attractors increases faster than any power law with network size.
In Chapter 5, the dynamics of critical networks with higher values of K was
investigated, thus completing our investigations of dynamics of critical Kauffman
networks. We have modified the process for determining the frozen core of the net-
work, introduced in the Chapter 4, in the way that networks with any number of
inputs per node can be studied. The deterministic description of the process is used
again to determine the parameter combinations for which the networks are critical.
These parameters reflect the choice of the Boolean functions in the networks. Ana-
lyzing this stochastic process for different parameters, we have analytically proven
that, in the thermodynamic limit, the mean number of nonfrozen nodes in any crit-
ical network with more than one input per node scales with the network size N as
N2/3, with only N1/3 nonfrozen nodes having two nonfrozen inputs and the number
of nonfrozen nodes with more than two inputs being finite in the thermodynamic
limit. The number of relevant nodes scales as N1/3, with a constant number of them
having two inputs and a vanishing proportion having more than two. This means
that the same conclusions about the mean number and length of attractors, as in
the case of K = 2 networks, can be made.
To conclude our findings of study of dynamics of random Boolean networks pre-
sented in Chapters 3, 4 and 5, it follows that all critical random Boolean networks
with fixed number of inputs andK > 1 belong to the same universality class. Chang-
ing the weights of the different Boolean functions or changing the number of inputs
per node will not change the scaling of the number of nonfrozen and relevant nodes
with the size of the network, and it will not change the fact that the number and
length of attractors increases faster than any power law with the network size, as
long as the network is critical. The scaling coefficient is different only in the case
of K = 1, which is special since these networks have no frozen core. The findings
concerning the number and the size of attractors in the critical networks imply that
critical Kauffman networks can not be used as a model for gene regulation, since
its attractors are too large and there are too many of them to represent the cellular
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differentiation. The model has to be modified, if it is to be used for modeling gene
regulation. The modification we used is the evolution of Boolean networks.
In Chapter 6 we evolved populations of random Boolean networks under selection
for robustness of the dynamics with respect to the perturbation of the state of a
node. The networks were mutated by changing the links and the nodes’ update
rules. We investigated the change of the diversity of a population, its structure,
the topology of networks and their dynamical properties, such as the fitness and the
length of attractors, during evolution. The parameters determining the evolutionary
model were the mutation rate, selection pressure and sizes of networks and popu-
lations. First we studied the case of evolution without selection pressure in order
to determine the influence of drift and mutations on the change of the structure of
evolved populations and on the properties of evolved networks. Then, the evolution
under strong selection pressure was studied. This way we explored the properties
of the fitness landscape, how population can move on it and the dynamical proper-
ties of the fittest networks in the population. We finished by studying the effect of
finite selection pressures. For each fixed value of the parameter defining the selec-
tion pressure, we have investigated the effect of the change of other parameters, the
mutation rate, the size of the network and the size of the population, on network
evolution. We have found that the fitness landscape contains a huge plateau of
maximum fitness that spans the entire network space. In such a fitness landscape,
evolution can show long-term trends. When selection is so strong that it dominates
over drift, the evolutionary process is accompanied by a slow increase in the mean
connectivity and a slow decrease in the mean fitness. We have also found that the
mutational and dynamical robustness of evolved networks are correlated. Further-
more, our simulations have shown that populations evolved with higher mutation
rates show a higher robustness under mutations. This means that even though all
the evolved populations exist close to the plateau of maximum fitness, they end up
in different regions of network space.
Apart from the modification studied in this thesis, there are many other possibil-
ities to modify the random Boolean network model. In Section 2.5 we mentioned
some of them. Most of the modifications make Boolean networks better suited for
modeling gene regulatory networks, or other systems. Even those modifications that
are not successful in bringing model closer to the real system, can be very useful
since we can learn about the model in general, improving our understanding of its
properties. Let us now mention just a few of the modifications were the results of
the studies presented in this thesis could be used.
One of the ways to improve the model is by using some more realistic network
structures. In the model’s topology input and output distribution could be changed.
Real network often have power-law distribution in the number of inputs or the num-
ber of outputs [1]. Although Boolean dynamics on such networks has already been
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studied [3; 35] dynamical properties of these network are not yet well understood.
The stochastic processes and the concept of relevant nodes we used in the studies
presented in this thesis could with some modifications be used in scale-free Boolean
networks and bring possibly a better understanding of their dynamical properties.
A special class of these networks with scale-free input distribution is presently being
investigated [26] The method is able to show how scaling exponents for the number
of nonfrozen and relevant nodes change with the exponent of the input distribution.
It would be interesting to see how different choices of functions influence these results
and, how a scale-free output distribution influences the system’s dynamical behav-
ior. Scale-free output distributions are thought to be biologically more realistic than
the scale-free input-distributions.
The study of the evolution of Boolean networks is an extremely interesting topic,
which is in no way exhausted with the studies presented in this thesis. The evolu-
tionary process depends on the choice of the fitness criterion. Imposing the fitness
criterion can be seen as asking the question the evolved system should answer. The
understanding of networks dynamics gained in the studies presented here can help
in asking the right questions.
One natural extension of the studies of evolution presented in this thesis would
be to investigate evolution with a fitness criterion that demands that attractors are
stable under certain perturbations but are unstable in the case of some others, since
real systems have to be stable but also able to respond to external inputs.
Nodes that respond to external inputs can often be found in real networks. Such
an external input to a node can be modeled by switching the constant function from
1 to 0 or vice versa. The set of nodes that cannot be controlled in this way is called
the computational core [19; 18]. This concept and the way it can be approached
is very similar to the one we used in our analysis but has also this new element of
external regulation. The understanding of dynamics gained from our studies could
help in implementing this model in the evolution of Boolean networks.
Fitness can be defined by the matching of some dynamical property of the network,
such as an attractor or a trajectory in state space, with a predefined target. Such
investigations have been done already, but recently new Boolean network models for
real systems have been developed [13]. The properties of the state space of these
real networks would be a good choice of a target.
The success in modeling real biological networks by using Boolean dynamics [64; 2;
20] has intensified the use of Boolean models in modeling other small real networks.
This is, in the light of the ever-growing experimental data on the properties of real
genetic networks, a promising direction in the use of Boolean network models.
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