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Because these reports present the results of work in progress, they should not be reproduced in part or in whole without the authorisation of the EERH Director, Professor Jeff Bennett (jeff.bennett@anu.edu.au) [18] points out that the time effects are not identified, a priori, in reduced form models such as the environmental Kuznets curve (EKC) and that existing EKC regression results depend on the specific identifying assumptions implicitly imposed. Their approach is to assume that the time effects are identical in each pair of most similar countries. In this paper, I propose to use the simpler between estimator -a cross section regression on the mean data for each country -as an alternative means of estimating relationships such as the EKC free from assumptions about the time effects. I apply the between estimator and other panel data estimators to the data sets used by Vollebergh et al. [18] and the global sulfur dataset used by Stern and Common [13] .
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Panel data contains two dimensions of variation -the differences between countries -the "between variation" and the differences over time within countries -the "within variation".
Fixed effects estimation -also known as the "within estimator" -eliminates the average differences between countries prior to estimation. The coefficient estimates, therefore, primarily exploit the variation within the countries. 1 The between estimator first averages the data for each country over time. Therefore, the coefficient estimates only exploit variation across countries and not within countries. As explained in the following section, in the absence of a variety of misspecification issues, both these and other panel estimators should converge on identical estimates in large samples when there are no time effects (Pesaran and Smith, 1995) . But empirically the various estimators diverge due to misspecification error and differences in the treatment of time effects.
In contrast to the time series and panel estimators that have been used to estimate the EKC to date, the between estimator makes no specific assumptions about the time process. To achieve identification it makes the two standard assumptions of linear regression that the regression slope coefficients are common to all countries (and implicitly time periods) and that there is no correlation between the regressors and the error term. Given these assumptions, the between estimator is a consistent estimator of the long-run relationship between the variables when the time series are stationary or stochastically trending and is super-consistent for cointegrating series [11] .
Historically, the between estimator has been shunned by researchers due to a concern that 1 Not all variation between countries is eliminated by the subtraction of country means from the data.
omitted variables represented by the individual effects may be correlated with the included explanatory variables. As the individual effects are absorbed into the regression residual term, this would be expressed as a correlation between the error term and the regressors and lead to inconsistent estimates of the regression coefficients. The random effects estimator, which treats the individual effects as error components, suffers from the same potential bias.
The widely used Hausman test [6] tests whether there is a significant difference between the random effects and fixed effects estimates of a model, which should both be consistent estimators in the absence of such a correlation (assuming that there are no other econometric issues). There is commonly found to be a difference between these estimators in the EKC literature [13] .
However, this is only one of several potential misspecifications of panel data models. Hauk
and Wacziarg [5] show that the between estimator is the best performer among potential panel data estimators even when the orthogonality assumption is violated but measurement error is present.
The paper is structured as follows. The second section reviews the econometric theory concerning potential biases in panel data estimators. It concludes that, though all estimators may suffer from biases and/or inconsistency, the between estimator is the best practical estimator. The third section briefly reviews the methods and data used. The fourth section presents the results and the fifth concludes.
Econometric Theory
a. The Issue
Differences between time series and cross-section estimates have long been discussed in the econometric literature [2] . In recent decades this interest has been transferred to panel data. A time series is simply a panel data set with only one individual and a cross-section a panel with a single time period. In addition to the estimators discussed in the introduction -within (fixed effects), random effects, and between estimates -the econometric literature reviewed in this section also discusses the average of static or dynamic time series regressions and OLS as potential estimators for panel data. 2 The standard EKC model for pollution emissions is given by:
where E is emissions, P population, and GDP is measured in constant purchasing power 
b. Coefficient Heterogeneity
Pesaran and Smith [11] argue that, in the absence of omitted variables or measurement error, the averaged time series and between estimators are consistent for large N and T, whatever the nature of coefficient heterogeneity. A traditional cross-section estimate, however, may suffer from a high level of bias because T = 1. In the presence of coefficient heterogeneity, FE and RE estimators for dynamic models will be inconsistent, as forcing the coefficients to be equal induces serial correlation in the disturbance, which results in inconsistency when 
c. Misspecified Dynamics
Baltagi and Griffin [2] examined the effect of omitted dynamics in the case of stationary panel data. If the true data generating process (DGP) for a time series is dynamic and a static model is estimated there are omitted lagged variables. The value of the estimated coefficients depends on the correlation between the omitted lags and the current value of the variables.
The greater the correlation, the closer the static coefficients will be to the sum of the dynamic coefficients -i.e. the long-run effect. The less the correlation, the closer the static estimates will be to the impact coefficients -i.e. a short-run effect. Baltagi and Griffin argued further, that in panel data, the higher the correlation between lagged dependent variables the better the between estimator would estimate the long-run coefficients. The performance of the within estimator also depends on the relative amount of between and within variation in the data as correlations between cross-sections of demeaned data are usually lower than between cross-sections of raw data. They carry out a Monte Carlo analysis of a model with a very long lag structure, random effects errors, and no correlation between the explanatory variables and those errors. They fit dynamic models to the generated data (they do not fit static models).
Estimated lag length tends to be truncated. The between estimator gets very close to the true long-run elasticity while the within estimator provides good estimates of the short-run elasticity and somewhat underestimates the long-run elasticity. The within estimator is also strongly affected by changes in the dynamic structure or length of the time series, while the between estimator is not. All this is despite the cross-section dimension being only 18 (the time-series dimension is 14). OLS is slightly biased upwards.
Van Doel and Kiviet [17] concluded that in general "static estimators usually underestimate the long-run effect" when the variables are stationary but are consistent under nonstationarity if there is cointegration. Two more recent papers further examine the performance of static estimators for stationary data. Pirotte [12] shows that even if the time dimension is fixed but N -> ∞ the between estimator converges to the long-run coefficients of a dynamic model. When there is little serial correlation the within estimator converges to short-run effects. If there are no individual effects, OLS converges to the long-run when the sum of the lag coefficients tends to unity as well as when there is less serial correlation but large individual effects. Egger and Pfaffermayr [3] also assume an underlying stationary, dynamic DGP. Using Monte Carlo analysis, they find that when the explanatory variables are not serially correlated the static within estimator is downwardly biased even compared to the short-run effects. But when the level of serial correlation is high the within estimator converges towards the long-run effects. On the other hand, the between estimator is biased downwards if serial correlation is high and the time dimension is small. In their simulations, on the whole, the parameter estimates are ranked from smallest to largest FE, RE, OLS, BE with even BE biased down from the true value.
d. Omitted Explanatory Variables
The one-way error components model assumes that the error term in a panel model is composed of an individual effect, which varies across individuals but is constant over time and a remainder disturbance that varies over both time and individuals [1] . If omitted explanatory variables are correlated with the included regressors, the regressors will be correlated with the individual effects and/or the remainder disturbance [4] . The fixed effects estimator eliminates the individual effects prior to estimation while the between estimator averages over the remainder disturbances of each individual. Therefore, panel OLS, random effects, between, and cross-section estimators will be biased if the regressors are correlated with the individual effects and the fixed effects and time series estimators will be unbiased.
But if the correlation is instead with the remainder disturbance, the between estimator will be consistent (though biased when the time series dimension is small) and all the other estimators will be inconsistent.
In the case of the EKC, there may be many omitted variables but the most important is likely to be the state of technology [14] . While a large number of EKC studies allow for a common series of time dummies, others do not include any time effects, while others still include linear or more complex trends.
If a linear trend is employed and the true technology trend is not deterministic and linear, a variable has been omitted. The rate of technological change certainly varies over time and there may well be a correlation between income and the level of technology adopted.
Therefore, there is likely to be a correlation between both the remainder error and the regressors and between the individual effects and the regressors. A priori, there is no reason to prefer one estimator over the other on these grounds.
e. Measurement Error
Measurement error in the explanatory variables is a further factor to be considered [9] . As is well-known, measurement error induces a correlation between the error term and the regressors and biases the estimates downwards if the measurement error is not correlated with the regressors [7] . If measurement errors are non-systematic the between estimator will average them out over time and will be consistent but biased when the time series dimension is small, while the within estimator amplifies the noise to signal ratio by subtracting individual means from each time series.
Hauk and Wacziarg [5] carry out a Monte Carlo analysis of an economic growth equation to examine the effects of both measurement error and omitted variables on alternative panel estimators. They find that the between estimator is the best performer in terms of having the minimum bias relative to fixed effects, random effects, and some GMM estimators commonly used in the growth literature.
f. Conclusion
There appears to be, therefore, a consensus that the between estimator is the best estimatorit uses a large sample of data (compared to time series estimates) and is consistent for both stationary and non-stationary data in the face of misspecified dynamics and heterogeneous regression coefficients. And despite the potential for correlation between the explanatory variables and the individual effects, it appears to perform well in real world situations [5] .
Cross-section estimates may, however, be significantly biased. And there is disagreement on the properties of other estimators whose performance depends on the specific properties of the data.
It is likely that the data used in environmental Kuznets curve studies is stochastically trending but that given the overly simple nature of the EKC model cointegration is unlikely [10] .
Measurement error regarding PPP adjusted GDP and sulfur emissions is likely to be very significant. There is less error in the measurement of carbon emissions. Correlation between the regressors and omitted variables is very likely but there is no a priori reason I believe to assume that there is a more significant correlation between the country means of the regressors and the omitted variables than there is in the variation over time of the omitted variables and the regressors. In these circumstances the between estimator is likely to be a reasonably good estimator of the long-run relationship between income and emissions and at least better than other estimators.
Methods and Data
Equation (1) Because the between estimator is a consistent estimator of the long-run relationship even in the absence of cointegration, I do not carry out tests of cointegration in this paper. The extracted time effects are almost certainly non-stationary and, therefore, emissions will not cointegrate with income, but we will have a good estimate of the income elasticity of emissions.
For the quadratic models, I computed the turning point at which the elasticity of emissions with respect to income switches from positive to negative as well as the mean and standard deviation of the elasticity under the assumption that the coefficients are known.
Vollebergh et al. [18] found had a major effect on the estimates. Table 1 
Results
634). This result is important because it
indicates that the regressors do not appear to be correlated with the individual effects in this sample. Therefore, the between estimator is not likely to suffer from this bias either.
Stern and Common [13] estimated an income elasticity of 0.67 for the OECD from the first difference estimates, which is identical to that found here for the longer period. However, while they found that the coefficient on the time trend in the first differences regression was -0.020 here it is -0.048.
All these EKC estimates have a much higher degree of curvature than those in [13] . As The two-way fixed effects estimate of the turning point is almost identical to that in [18] .
There is again little difference between the fixed and random effect estimates indicating that omitted variables bias is not likely to be problematic in this sample. For the one-way model the Hausman statistic is just 0.0035 (p=1.00) and for the two-way model 0.124 (p=0.940).
The coefficients on the time trends for OLS and first differences are negative but substantially smaller than the estimates reported above for sulfur. There is also much less variation around the mean of the income elasticities for all of the estimators compared to the estimates for sulfur.
The estimated elasticity for the linear between model is 1.612 which is highly significantly different to zero (t = 6.322). It is also significantly greater than unity (t = 2.400). To test the effect of influential data I estimate the linear between estimator 24 times in each case eliminating one country from the data. Eliminating Luxembourg (1.472) results in the lowest estimate of the elasticity while the highest estimate results when Switzerland was eliminated (1.791). The standard deviation is just 0.059. Figure 2 presents the analysis that Figure 1 provided for sulfur emissions. The between estimates look plausible though the OLS ones seem to fit to the data better in a naïve sense but are close to the between estimates throughout the income range. The first differences curve is again flattest. Random effects and fixed effects do not differ very substantially from each other. [18] . Those results show no net reduction in emissions due to the time effect over the sample period, though there is a reduction from the mid 1970s on. Still, the income effect in these results has increased carbon emissions by more than the time effect has reduced them. Given ongoing improvements in energy efficiency and increases in the share of energy coming from nuclear power and natural gas over this period, it is not unreasonable to expect an important time effect for carbon, albeit a smaller one than for sulfur.
The results for the global sulfur dataset in Table 3 show much more similar estimates of the income elasticity across the different estimators and the standard deviation of the elasticity is also much smaller than for OECD sulfur data in Table 1 . The between estimate of the elasticity: 1.157 is not substantially different from the two way fixed effects estimate of Figure 3 presents the fitted income effects, which are all fairly similar to each other. These estimates suggest that the between estimate of the elasticity from OECD data of 0.732 is not such an outlier as one might think. But the ASL data underlying Table 3 tends to systematically underestimate sulfur emissions from developing economies. So it is not surprising to find a higher elasticity for this data. Restricting the sample to just OECD countries gives an elasticity for the between estimator of 0.658 (standard error = 0.351).
Figures 6 and 7 present the residuals or time effects for twelve of the countries for the between estimates in Table 1 and 2. Figure 6 is comparable to Figure 2 in [15] . The differences are that the latter study controls for the input and output structure of the economy, the sample of countries is smaller, and the time series extend from only 1971 to 2000. The frontier of the most efficient countries is here made up of Turkey, Switzerland (neither of which are included in [15] ) and Japan. The latter country was on the frontier for most of the period in [15] . Australia and Turkey see a rise in emissions controlling for income, with
Australia ending the period as the dirtiest country for its income level. Canada starts the period as the dirtiest. As found in [15] , the countries end the period with the Germanic countries and Japan the cleanest and the Anglo-Saxon and Mediterranean countries the dirtiest with the exception of France. France is found to be relatively clean here, because [15] controls for nuclear power. It is clear that there is no particular relationship in the sample between income and efficiency. This explains why there is no significant difference between the random and fixed effects estimation.
Switzerland has the lowest carbon emissions for its income level for every year in the sample.
The UK starts the sample with the highest income-adjusted carbon emissions and Australia ends it. Turkey sees rising income adjusted emissions. So here too there is no relationship between the individual effects and income. There is also less of a clear-cut relationship between cultural regions and the final level of income-adjusted emissions. The Anglo-Saxon countries are in the upper half of the distribution. But so is Germany.
Discussion and Conclusions
Theory suggests that the between estimator is likely to perform well as an estimator of longrun relationships unless the correlation between the individual effects and the regressors in the panel data model outweighs other sources of estimation bias. The between estimator gave higher estimates of the emissions elasticity with respect to income than other estimators for the two samples of OECD data. For sulfur, however, the results shown in Figure 4 seem reasonably similar to Vollebergh et al.'s [18] results. In contrast to most past research, I
found quite a large time effect for carbon, but it is smaller than the effect for sulfur and increasing energy efficiency and fuel switching could explain this effect even in the absence of strict climate policies in most countries. Regression using defactored observations finds that the coefficients for both the level and square of log income are significantly positive [19] and likely results in a similarly high income elasticity.
The between estimator is very simple to implement compared to either Vollebergh et al.'s approach [18] , a structural time series approach [15, 16] or a de-factored regression [19] . The estimated time effects in this paper presumably include both a permanent time effect and a transitory component. Future research could decompose the time effect into transitory and permanent components using structural time series models or non-probabilistic filters such as the Hodrick and Prescott filter [8] . Of course, the models in this paper leave more unexplained than they explain. I am not advocating the simple emissions-income model as an adequate model of emissions. However, the between estimator can provide a consistent estimate of the income-emissions elasticity and can also be applied to more sophisticated models such as production frontiers. Standard errors are in parentheses. The mean value of the elasticity is given but the standard error is the regular standard deviation not the standard error of the mean. Standard errors are in parentheses. The mean value of the elasticity is given but the standard error is the regular standard deviation not the standard error of the mean. 
