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MULTIPLICITY RESULTS FOR SIGN CHANGING BOUND STATE
SOLUTIONS OF A SEMILINEAR EQUATION
CARMEN CORTA´ZAR, MARTA GARCI´A-HUIDOBRO, AND PILAR HERREROS
Abstract. In this paper we give conditions on f so that problem
∆u + f(u) = 0, x ∈ RN , N ≥ 2,
has at least two radial bound state solutions with any prescribed number of zeros, and
such that u(0) belongs to a specific subinterval of (0,∞). This property will allow us
to give conditions on f so that this problem has at least any given number of radial
solutions having a prescribed number of zeros.
1. Introduction and main results
In this paper we give conditions on the nonlinearity f so that the problem
∆u+ f(u) = 0, x ∈ RN , N ≥ 2,
lim
|x|→∞
u(x) = 0, (1.1)
has at least two solutions with u(0) > 0 having any prescribed number of nodal regions.
To this end we consider the radial version of (1.1), that is
u′′ +
N − 1
r
u′ + f(u) = 0, r > 0, N ≥ 2,
u′(0) = 0, lim
r→∞
u(r) = 0,
(1.2)
where all throughout this article ′ denotes differentiation with respect to r.
Any nonconstant solution to (1.1) is called a bound state solution. Bound state
solutions such that u(x) > 0 for all x ∈ RN , are referred to as a first bound state
solution, or a ground state solution.
The existence of solutions for (1.1) has been established by many authors under dif-
ferent regularity and growth assumptions on the nonlinearity f . For the existence of
ground state solutions see for example [6, 19, 20, 21] and the references therein. The
existence of infinitely many radial bound states was first proved in [31] and then gen-
eralized in [7]. Later, [16, 15, 18, 23, 26] proved the existence of at least one solution
of (1.2) with u(0) > 0 having any prescribed number of zeros. For the non-autonomous
case we refer to [4, 12, 32] and for the non-radial case we refer to [5, 9, 11, 27] and the
references therein.
This research was supported by FONDECYT-1110074 for the first author, FONDECYT-1110268 for
the second author and FONDECYT-11121125 for the third author.
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The uniqueness problem for positive solutions to problem (1.1) has been extensively
studied during the past decades, see for example [20, 25, 28, 29, 30]. More recently, some
results concerning the uniqueness of higher order bound states have been obtained, see
[33, 13, 14].
As for multiplicity results, the following non-autonomous problem
−∆u = f(x, u), u(x)→ 0 as |x| → ∞
has been considered for a strictly non-autonomous f of the form f(x, u) = g(x, u)−a(x)u
by [1, 2, 3, 11, 10, 8, 17, 22, 24, 35]. Under different assumptions on the nonnegative
function g and the coefficient a, they have established existence of multiple ground state
solutions.
In this paper we study the autonomous case. We give conditions on f so that problem
(1.2) has at least two solutions with any prescribed number of zeros, and such that u(0)
belongs to a specific subinterval of (0,∞). This property will allow us to give conditions
on f so that problem (1.2) has at least any given number of solutions having a prescribed
number of nodes.
We will work under the following two sets of assumptions on the nonlinearity f :
(A1) Finite case: γ∗ <∞
(f1) f is a continuous function defined in (γ
−
∗ , γ∗], −∞ ≤ γ−∗ < 0 < γ∗, f(0) = 0,
f(γ∗) = 0, and f is locally Lipschitz in (γ−∗ , γ∗] \ {0}.
(f2) There exists δ > 0 such that if we set F (s) =
∫ s
0
f(t)dt, it holds that F (s) < 0
for all 0 < |s| < δ, and lims→γ−∗ F (s) = F (γ∗), F (s) < F (γ∗) for all s ∈ (γ−∗ , γ∗).
(f3) F has a local maximum at some γ ∈ (δ, γ∗) with F (γ) > 0.
(f4) f has a finite number of zeros in (γ
−
∗ ,−δ) ∪ (δ, γ∗) and f changes sign at these
points.
(A2) Infinite case: (γ∗ =∞)
(f1) f is a continuous function defined in (γ
−
∗ ,∞), −∞ ≤ γ−∗ < 0, f(0) = 0 and f is
locally Lipschitz in (γ−∗ ,∞) \ {0}.
(f2) There exists δ > 0 such that if we set F (s) =
∫ s
0
f(t)dt, it holds that F (s) < 0
for all 0 < |s| < δ, and F (s) < lim
s→∞
F (s) = lim
s→γ−∗
F (s) for all s.
(f3) F has a local maximum at some γ ∈ (δ,∞) with F (γ) > 0.
(f4) f has a finite number of zeros in (γ
−
∗ ,−δ) ∪ (δ,∞) and f changes sign at these
points.
(f5) There exists s0 ∈ (γ−∗ , 0) such that Q(s) > 0 for all s ∈ (γ−∗ , s0), and there exists
θ ∈ (0, 1)
lim
s→∞
(
inf
s1,s2∈[θs,s]
Q(s2)
( s
f(s1)
)N/2)
=∞,
where Q(s) := 2NF (s)− (N − 2)sf(s).
As the Lipschitz assumption on f in (f1) does not include {0}, the solutions that we
obtain may have compact support, see for example [20].
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In order to state our results, we define some constants that will be used throughout
this paper:
Definition 1. Under assumptions (A1) or (A2), we define the following special con-
stants:
(i) We set γ0 = 0, and denote by γ1 the first positive local maximum point for F
such that F (γ1) > 0. Next, for i ∈ N, we denote by γi+1 the first maximum
point of F occurring after γi such that F (γi) < F (γi+1), with the convention
that the last one is γM and we set γM+1 = γ∗. Similarly, we denote by γ−1
the first local negative maximum point (if any) for F with F (γ−1) > 0 and we
denote by γi−1 the first local maximum of F which occurs to the left of γi such
that F (γi) < F (γi−1) with the convention that the last one is γM¯ and we set
γM¯−1 = γ−∗ . If there are no negative local maximum points for F with F > 0,
we will define M¯ = 0 and γM¯−1 = γ−1 = γ−∗ .
(ii) For i ≥ 1, we denote by βi the largest point in (γi−1, γi) such that F (βi) =
F (γi−1) and denote by β∗ the largest point in (γM , γ∗) (or in (γM ,∞)) where
F (γM) = F (β∗). Similarly, for i ≤ −1, we define βi as the smallest point in
(γi, γi+1) such that F (βi) = F (γi+1), and β
−
∗ as the smallest point in (γ
−
∗ , γM¯)
where F (γM¯) = F (β
−
∗ ).
Finally, we identify a positive constant β¯ as follows:
(iii) If f satisfies (A1), we choose β¯ > β∗ such that F (β¯) > F (β−∗ ) and if f satisfies
(A2) we define β¯ as a point β¯ > β∗, such that F (β¯) > F (β−∗ ) and Q(s) > 0 for
all s satisfying F (s) > F (β¯). (this point exists by (f5))
2
II I I
γ0
γ1 γ2=γMγ−1=γM¯γ
−∗ γ∗β1 β2=βM
β−1=βM¯
β−∗ β∗ β¯δ−δ
Figure 1. The function F
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Our main multiplicity results are the following, where from now on γ∗ = ∞ in the
case that f satisfies assumptions (A2).
Theorem 1.1. Assume that f satisfies either assumptions (A1) or (A2). Then, there
exists k0 ∈ N∪{0} such that for any k ≥ k0, there exist at least two solutions u of (1.2),
with initial value in (β∗, γ∗), having exactly k sign changes in (0,∞).
Note that for any i > 1 there exists γ−i < 0 such that the restriction of f to the interval
(γ−i , γi] satisfies condition (A1), and similarly for i < −1. Also, from the results in [15],
it follows that for any k ∈ N ∪ {0}, there exists at least one solution u of (1.2), with
initial value in (β1, γ1), having exactly k sign changes in (0,∞). Hence we immediately
obtain the following corollary:
Corollary. Assume that f satisfies either assumptions (A1) or (A2). Then there exists
k0 ∈ N ∪ {0} such that for any k ≥ k0, there exist at least 2M + 1 solutions of (1.2)
with a positive initial value, and at least 2M¯−1 solutions of (1.2) with a negative initial
value, having exactly k sign changes in (0,∞).
Our next result shows that bound states with initial value in (β∗, γ∗) need not exist
for every k ∈ N ∪ {0}:
Theorem 1.2. Let u¯ denote the largest point in (β−∗ , 0) such that F (u¯) = F (γ1). If
either f satisfies assumptions (A1) and
− min
s∈[β−∗ ,β∗]
F (s) <
(β∗ − γ1)
2(N − 1)(k + 1)
F (γ1)
γ1 − u¯ − F (γ∗), (1.3)
or f satisfies (A2) and
− min
s∈[β−∗ ,β∗]
F (s) <
(β∗ − γ1)
2(N − 1)(k + 1)
F (γ1)
γ1 − u¯ − sups∈[0,αk]
F (s), (1.4)
where αk is defined in Lemma 3.1, then there are no solutions u of (1.2), with initial
value in (β∗, γ∗), having exactly j sign changes in (0,∞) for any j = 0, 1, . . . , k.
In our last result we give a sufficient condition so that k0 = 1 in Theorem 1.1. In
order to state it we define
F¯ := − min
s∈[0,β1]
F (s) > 0.
A =
β∗ − β1
((F (β¯)− F (γM)))1/2
+
( 2N(β¯ − β∗)
mint∈[β∗,β¯] f(t)
)1/2
and I¯ = F (γ∗),
if f satisfies (A1), and
A = max{1, β∗ − β1
((F (β¯)− F (γM)))1/2
+
( 2N(β¯ − β∗)
mint∈[β∗,β¯] f(t)
)1/2
}
and
I¯ :=
(C¯ + 1
C¯
)N(
2F (β¯) + (β¯ − β1)2 + 1
N
(
sup
s∈[β1,β¯]
Q(s)− min
s∈[s0,β¯]
Q(s)
))
+
(N − 2)2β¯2
2C¯2
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if f satisfies (A2) where
C¯ := 2(N − 1) β¯ − β1
F (β¯)− F (γM)
(2(F (β¯)− min
s∈[β1,β∗]
F (s)))1/2,
We have
Theorem 1.3. If f satisfies assumptions (A1) or (A2) and
(C¯ + A)I¯ <
21/2(N − 1)
(I¯ + F¯ )1/2
∫ β1
0
|F (s)|ds, (1.5)
then for any k ∈ N ∪ {0} there exist at least two solutions u of (1.2), with initial value
in (β∗, γ∗), having exactly k sign changes in (0,∞).
Remark 1.4. If f satisfies (A2) and
F∞ := lim
s→∞
F (s) <∞,
then the above theorem holds with I¯ = F∞.
We will obtain our results through a careful study of the initial value problem
u′′ +
N − 1
r
u′ + f(u) = 0, r > 0, N ≥ 2,
u(0) = α, u′(0) = 0,
(1.6)
for α ∈ (β∗, γ∗). By a solution to (1.6) we mean a C1 function u such that u′ is also C1
in its domain and we denote such a solution by u(·, α).
The idea of the proof of our multiplicity result is to define the set Q1 as the set of
initial values α > β∗ such that the corresponding solution u(·, α) of (1.6) is strictly
positive and infr>0 u(r, α) ∈ (0, β1). We extend this definition to the similar sets Qk
when the solution u(·, α) of (1.6) has exactly k − 1 zeros. By continuous dependence of
solutions in the initial data, it will follow that Qk is an open set. Let Gk be the set of
initial values α > β∗ such that the corresponding solution u(·, α) is a solution of (1.2)
having exactly k − 1 simple zeros in (0,∞).
In some of previous works concerning existence of solutions, see for example [20, 21]
for ground states and [15, 16] for higher order bound states having a prescribed number
of nodes, the conditions on f imply that F does not possess a positive local maximum,
hence Qk in nonempty for all k and sup(Qk ∪Gk) ∈ Gk. On the other hand, inf(Qk ∪Gk)
in general does not belong to Gk, in fact there are cases for which there is uniqueness,
that is, Gk is a singleton.
The presence of a positive local maximum for F ((f3) in our assumptions) will guar-
antee that if Qk is nonempty, then inf(Qk ∪ Gk) and sup(Qk ∪ Gk) are different and
belong to Gk. Theorem 1.1 will follow once we have proved that Qk is nonempty for k
large enough. A striking difference with the case for which F does not possess a positive
local maximum is that now Q1 can be empty. This result is contained in Theorem 1.2.
Finally, in Theorem 1.3 we give conditions on f so that Q1 6= ∅.
This paper is organized as follows. In section 2, we establish some properties of
the solutions to (1.6), we restrict its domain to the set of unique extendibility, define
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some crucial sets of initial values and prove some crucial results concerning the solutions
having initial value in these sets. Then in section 3 we prove our main result. Finally
in the Appendix we prove a non-oscillation result for the solutions of (1.6).
2. Some properties of the solutions of the initial value problem
The aim of this section is to establish several properties of the solutions to the initial
value problem (1.6). Since f is continuous, problem (1.6) has a solution defined for all
r ≥ 0 for any α > β∗ but it might not be uniquely defined. It is straight forward to see
that unique extendibility can be lost only if u reaches a double zero.
Definition 2. The domain D of definition of u will be the domain of unique extendibility.
That is, D = (0, Dα), where if Dα <∞, then Dα is a double zero of u.
By standard theory of ordinary differential equations, the solution depends continu-
ously on the initial data in any compact subset of its domain of definition.
We start by stating without proof the following basic proposition. The proof of (i)
and (iii) can be found in [15, Proposition 2.3] and the proof of (ii) can be found in
[18, Proposition 3.4]. A proof of (iv) under other assumptions can be found in [16],
we include a proof of it under the new assumptions in the Appendix. These proofs are
based on properties of the well known energy functional
I(r, α) =
|u′(r, α)|2
2
+ F (u(r, α))
for which we have
I ′(r, α) = −(N − 1) |u
′(r, α)|2
r
. (2.1)
Proposition 2.1. Let f satisfy (f1)-(f2) in either (A1) or (A2) and let u(·, α) be a
solution of (1.6).
(i) There exists C(α) > 0 such that |u(r, α)|+ |u′(r, α)| ≤ C(α).
(ii) limr→∞ I(r, α) exists and is equal to F (`), where ` is a zero of f .
(iii) If u(·, α) is defined in [0,∞) and limr→∞ u(r, α) = `, then
lim
r→∞
u′(r, α) = 0 and ` is a zero of f.
(iv) Assume further that f satisfies (f4) of either (A1) or (A2). Then u has at most
a finite number of sign changes.
Let us set
Z1(α) := sup{r > 0 | u(s, α) > 0 and u′(s, α) < 0 for all s ∈ (0, r)}
and define
N1 = {α ∈ [β∗, γ∗) : u(Z1(α), α) = 0 and u′(Z1(α), α) < 0}
G1 = {α ∈ [β∗, γ∗) : u(Z1(α), α) = 0 and u′(Z1(α), α) = 0}
P1 = {α ∈ [β∗, γ∗) : u(Z1(α), α) > 0},
where β∗ is as defined in Definition 1(ii), and we recall γ∗ =∞ in case f satisfies (A2).
We now extend these definitions by induction for k ≥ 2.
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If Nk−1 6= ∅, we set
Fk = {α ∈ Nk−1 : (−1)ku′(r, α) ≤ 0 for all r > Zk−1(α)}.
For α ∈ Nk−1 \ Fk, we set
Tk−1(α) : = sup{r ∈ (Zk−1(α), Dα) : (−1)ku′(r, α) ≤ 0},
and for α ∈ Fk, we set Tk−1(α) =∞.
Next, for α ∈ Nk−1 \ Fk, we define the extended real number
Zk(α) := sup{r > Tk−1(α) | (−1)ku(s, α) < 0 and (−1)ku′(s, α) > 0
for all s ∈ (Tk−1(α), r)},
and again if α ∈ Fk, we set Zk(α) =∞.
α∈N2
α∈G2
α∈Υ2
α∈Υ2
α∈Υ2
α∈S2
α∈Q2
α∈G1
α∈P1
γ−1
γ−2
N1
Z2T2
Z1
T2=Z2=∞
1
Figure 2. Solutions of (1.6) with initial condition in these sets
We now define
Nk = {α ∈ Nk−1 \ Fk : u(Zk(α), α) = 0 and (−1)ku′(Zk(α), α) > 0},
Gk = {α ∈ Nk−1 \ Fk : u(Zk(α), α) = 0 and u′(Zk(α), α) = 0},
Pk = {α ∈ Nk−1 : (−1)ku(Zk(α), α) < 0}.
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Finally, for any k ∈ N we decompose Pk as follows:
Pk = Qk ∪ Sk ∪Υk,
where
Qk = {α ∈ Pk : γ−1 < u(Zk(α), α) < 0 or 0 < u(Zk(α), α) < γ1}
Sk =
M⋃
i=M¯−1, i6=0,−1
{α ∈ Pk : γi < u(Zk(α), α) < γi+1}
Υk =
M⋃
i=M¯, i 6=0
{α ∈ Pk : u(Zk(α), α) = γi}
where the constants γi are defined in Definition 1(i).
It should be noticed that if α ∈ Υk, then necessarily Zk(α) =∞. Indeed, let α ∈ Υk
and assume Zk(α) < ∞. Then u′(Zk(α), α) = 0 and u(Zk(α), α) = γi for some i 6= 0.
By the unique solvability of (1.6) up to a double zero, it must be that u(r) ≡ γi for all
r ≥ Zk(α). But then we can argue as in the proof of [20, Proposition 1.3.1] to obtain a
contradiction to the fact that by the Lipschitz assumption on f , we have that∫
γi
du
|F (γi)− F (u)|1/2 =∞.
As the minima (maxima) of u occur at values where f(u) ≤ 0 (f(u) ≥ 0), it fol-
lows that if α ∈ Sj ∪ Qj, with γi < u(Zj(α), α) < γi+1, then F (u(Zj(α), α)) <
min{F (γi), F (γi+1)} and hence γi < u(r, α) < γi+1 for all r > Zj(α).
The rest of this section is devoted to the proof of some crucial properties of the sets
defined above.
Lemma 2.2. Assume that f satisfies (A1) or (A2) and let k ∈ N.
(i) If α¯ ∈ Gk, then there exists a neighborhood V of α¯ such that if α ∈ V ∩Nk, then
α ∈ Qk+1
(ii) If α¯ is such that u(Zk(α¯)) = γ, with γ a local maximum of F with F (γ) ≥ 0, then
there exists a neighborhood V of α¯ such that if α ∈ V ∩Nk, then F (u(Tk(α), α)) <
F (γ).
(iii) Let α¯ be such that u(Zk(α¯)) = γ, with γ a local maximum of F with F (γ) ≥ 0,
and γi < γ < γi+1. Then there exists a neighborhood V of α¯, such that if α ∈ V ,
then α ∈ Nk−1 \ Nk and either u(Zk(α)) = γ or there exists r1 > 0 such that
γi < u(r1, α) < γi+1 and I(r1, α) < min{F (γi), F (γi+1)}.
Proof. Part (i): Let α¯ ∈ Gk. Without loss of generality we may assume that u(·, α¯) is
decreasing in (Tk−1(α¯), Zk(α¯)). We will show that there exists a neighborhood V such
that if α ∈ V ∩ Nk, then u(Tk(α), α) > β−1. Arguing by contradiction we assume that
there exists a sequence {αi}, αi → α¯ with αi ∈ Nk, such that
u(Tk(αi), αi) ≤ β−1 (2.2)
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so that u(·, αi) has crossed the value −δ with positive energy.
Let now ε ∈ (0, 1). Since
lim
r→Zk(α¯)
I(r, α¯) = 0 and lim
r→Zk(α¯)
u(r, α¯) = 0,
there exists r0 > Tk−1(α¯) such that
I(r0, α¯) < ε, 0 < u(r0, α¯) < δ/2,
where δ is as defined in (f2) of (A1) and (A2), and therefore by continuity, for i large
enough, 0 < u(r0, αi) < δ, Zk(αi) > r0, and
I(r0, αi) < 2ε.
Since I is decreasing in r, we have that
I(r, αi) < 2ε for all r ∈ (r0, Tk(αi)),
hence,
|u′(r, αi)| ≤
√
4− 2 min
s∈[β−∗ ,β∗]
F (s) := K for all r ∈ (r0, Tk(αi)) (2.3)
and i large enough. Let us denote by r(·, αi) the inverse of u(·, αi) in (Tk−1(αi), Tk(αi)).
From (2.2), [−δ, 0] ⊂ [u(Tk(αi), αi), 0], and from (2.3), by the mean value theorem we
obtain that (−δ
2
, αi
)
− r
(−δ
4
, αi
)
≥ δ
4K
.
Let now
H(r, α) = r2(N−1)I(r, α).
Then
H ′(r, α) = 2(N − 1)r2N−3F (u(r, α)),
implying that for α = α¯, H ′(r, α¯) < 0 for all r ∈ (r0, Zk(α¯)) and
H(r, α¯) ↓ L ≥ 0
as r → Zk(α¯). Also, by choosing a larger r0 if necessary, we may assume H(r0, α¯) < L+ε.
Thus by continuity we have that
H(r0, αi) ≤ L+ 2ε for i large enough.
Also, as u(r, αi) < δ for r ∈ [r0, Zk(αi)], H is decreasing in [r0, Zk(αi)] implying
H(Zk(αi), αi) ≤ L+ 2ε for i large enough.
Integrating H ′(·, αi) over (Zk(αi), r(−δ2 , αi)), we find that
H(r
(−δ
2
, αi
)
, αi)−H(Zk(αi), αi) = −2(N − 1)
∫ r(−δ
2
,αi)
Zk(αi)
t2N−3|F (u(t, αi))|dt
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and thus, observing that since N ≥ 2, we have 2N − 3 > 0 implying
H(r
(−δ
2
, αi
)
, αi) ≤ L+ 2ε− 2(N − 1)(Zk(αi))2N−3
∫ r(−δ
2
,αi)
Zk(αi)
|F (u(t, αi))|dt
≤ L+ 2ε− 2(N − 1)(Zk(αi))2N−3
∫ r(−δ
2
,αi)
r(−δ
4
,αi)
|F (u(t, αi))|dt
≤ L+ 2ε− 2(N − 1)(Zk(αi))2N−3(r
(−δ
2
, αi
)
− r
(−δ
4
, αi
)
)C
≤ L+ 2ε− 2(N − 1)(Zk(αi))2N−3 δ
4K
C,
where C := inf{|F (s)|, s ∈ [−δ
2
, −δ
4
]}. If Zk(α¯) = ∞, by taking i larger if necessary, we
conclude that H(r(−δ
2
, αi), αi) < 0, a contradiction. If Zk(α¯) <∞, the same conclusion
follows by observing that in this case L = 0 and Zk(αi) is bounded below by the positive
constant r1/2, where r1 the first value of r > 0 where u(·, α¯) takes the value δ.
Part (ii): The proof is very similar to that of Part (i), the only difference is that now
we consider
H˜(r, α) = r2(N−1)(I(r, α)− F (γ)), (2.4)
so that
H˜ ′(r, α) = 2(N − 1)r2N−3(F (u(r, α))− F (γ)).
We still assume that u(·, α¯) is decreasing in (Tk−1(α¯), Zk(α¯)) and that {αi} contains a
subsequence, still denoted the same, such that
F (u(Tk(αi), αi)) ≥ F (γ)
so that u(·, αi) has crossed the value −δ with energy greater than F (γ). As above,
[−δ, 0] ⊂ [u(Tk(αi), αi), 0], and from the mean value theorem we obtain that
r
(−δ
2
, αi
)
− r
(−δ
4
, αi
)
≥ δ
4K
,
where nowK :=
√
2(F (γ) + 2− 2 mins∈[β−∗ ,β∗] F (s)). Setting C0 := inf{|F (s)−F (γ)|, s ∈
[−δ
2
, −δ
4
]} and 0 ≤ L := lim
r→Zk(α¯)
H˜(r, α¯), we obtain
H˜(r
(−δ
2
, αi
)
, αi) ≤ L+ 2ε− 2(N − 1)(Zk(αi))2N−3 δ
4K
C0.
The same reasoning as above leads to the conclusion that for i sufficiently large
I(r
(−δ
2
, αi
)
, αi) < F (γ),
a contradiction to the fact that I is decreasing.
Part (iii): If γi < γ < γi+1, and since F (γ) ≤ min{F (γi), F (γi+1)}, we can repeat
the same argument as above but replacing the interval [−δ/2,−δ/4] by an interval
[a, b] ⊂ (γi, γ) if i ≥ 0 and [a, b] ⊂ (γ, γi+1) if i ≤ −1, where F (s) < F (γ). 
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Our next result is a generalization of Lemma 3.1 in [21].
Lemma 2.3.
(i) Let f satisfy (A1) or (A2), and let α¯ such that u(Zj(α¯), α¯) = γi for some i 6=
0, M¯ − 1, and let k ≥ j. Then there exists a neighborhood Vk of α¯ such that if
α ∈ Vk and u(Zj(α), α) 6= γi, then α ∈ Nk.
(ii) Let f satisfy (A2), β¯ be defined as in Definition 1(iii), u¯ ∈ (γ−∗ , 0) such that
F (u¯) = F (2β¯) and set −F˜ := mins∈[β−∗ ,β∗] F (s). If α > 2β¯, with α ∈ Nj for
j ≤ k and
r¯(α) ≥ Ck :=
(k + 1)(2β¯ − u¯)(N − 1)
√
2(F (2β¯) + F˜ )
F (2β¯)− F (β¯) ,
where r¯(α) denotes the first point after Tj−1(α) for which F (u(r¯(α), α)) = F (2β¯),
then α ∈ Nk.
Proof. Part (i): Without loss of generality we may assume that u(Zj(α¯), α¯) = γi > 0.
Let
Bi = max{F (γ`) | F (γ`) < F (γi)}
and ui be the largest point in (γ
−
∗ , 0) such that F (γi) = F (ui). Set
ε :=
F (γi)−Bi
k + 1
.
Let D1, D2 be such that
D1 :=
(γi − ui)(N − 1)
√
2(F (γi) + F˜ )
ε
, F (u(D2, α¯)) > F (γi)− ε
2
,
and set D := max{D1, D2}. By the continuous dependence of the solutions on the initial
data and Lemma 2.2(ii), there exists a neighborhood V of α¯ such that for α ∈ V ,
sup
r∈[0,D]
|F (u(r, α))− F (u(r, α¯))| < ε/2,
and if α ∈ Nj, F (u(Tj(α), α)) < F (γi). Let now α ∈ V and assume that u(Zj(α), α) 6=
γi, and denote by r¯ε the first point after D such that F (u(r¯ε, α)) = F (γi)−ε. Denote by
r0 := r0(α) the first point after r¯ε where u
′(r0, α) = 0. By integrating (2.1) over (r¯ε, r0)
we find that
I(r¯ε, α)− F (u(r0, α)) = (N − 1)
∫ r0
r¯ε
|u′(r, α)|2
r
dr,
hence, using that
|u′(r, α)| ≤
√
2(I(r¯ε) + F˜ ) for all r > r¯ε
we obtain
F (u(r0, α)) ≥ I(r¯ε)
(
1−
√
2(I(r¯ε) + F˜ )
I(r¯ε)
(γi − ui)(N − 1)
r¯ε
)
.
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Therefore, as
√
2(I + F˜ )/I is decreasing in I, I(r¯ε) ≥ F (γi) − ε, r¯ε > D and ε <
F (γi)/(k + 1), we have that
F (u(r0, α)) ≥ I(r¯ε)
(
1−
√
2(F (γi)− ε+ F˜ )
F (γi)− ε
ε√
2(F (γi) + F˜ )
)
≥ F (γi)− 2ε.
Hence,
F (βi) ≤ Bi < F (γi)− 2ε < F (u(r0, α)) < F (γi).
Since f(s) > 0 for s ∈ (βi, γi), we deduce that r0 = Tj(α). Iterating this process at r¯2ε,
the first point after Tj(α) at which F (u(r¯2ε, α)) = F (γi) − 2ε, we obtain α ∈ N2. We
repeat this procedure k times to obtain α ∈ Nk.
Part (ii): Without loss of generality we may assume that u(r¯(α), α) > 0. Let
ε :=
F (2β¯)− F (β¯)
k + 1
,
and again denote by r0 := r0(α) the first point after r¯(α) where u
′(r0, α) = 0. By
integrating (2.1) over (r¯(α), r0) as in Part (i) we obtain
F (β¯) < F (2β¯)− ε < F (u(r0, α)),
and therefore r0 = Tj(α). Iterating this process at r¯ε, the first point after Tj(α) at which
F (u(r¯ε, α)) = F (γi)− ε, we obtain α ∈ N2. We repeat this procedure k times to obtain
α ∈ Nk. 
Lemma 2.4.
(i) The sets Nk, Qk and Sk are open in [β∗, γ∗).
(ii) The boundary of Gk ∪Qk is contained in
⋃k
i=1 Gi.
Proof.
Part (i): The proof that Nk is open follows by continuous dependence of solutions in the
initial value α, see [15, Proposition 2.4].
Let now k ≥ 1 and let α¯ ∈ Qk. Without loss of generality we may assume 0 <
u(Zk(α¯), α¯) < γ1. If I(Zk(α¯), α¯) < 0, then there exists r1 > 0 such that I(r1, α¯) < 0
and 0 < u(r1, α¯) < γ1. By continuous dependence of solutions in the initial data, there
exists δ > 0 such that for any α ∈ (α¯−δ, α¯+δ), then I(r1, α) < 0 and 0 < u(r1, α) < γ1.
Moreover, by taking a smaller δ if necessary, we have that u(·, α) has exactly k− 1 zeros
in [0, r1], hence (α¯− δ, α¯ + δ) ⊂ Qk.
If I(Zk(α¯), α¯) = 0, then u(Zk(α¯), α¯) is a local maximum of F and the result follows from
Lemma 2.2 (iii).
The same argument shows that Sk is open.
Part (ii): As Nk is open, we have that Nk ∩Qk ∪ Gk = ∅.
Let α¯ belong to the boundary of Qk ∪ Gk. As Qi and Si are open, we must have that
α¯ ∈ ⋃ki=1 Gi ∪ Υi. But from Lemma 2.3, if α¯ ∈ ⋃ki=1 Υi, then there exists δ > 0 such
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that Vδ(α¯) ⊂ Υj ∪ Nk, implying that (Qk ∪ Gk) ∩ Vδ(α¯) = ∅, a contradiction. Hence
α¯ ∈ ⋃ki=1 Gi. 
3. Proof of the main results
In this section we prove our theorems. To this end, we need the following key result,
which is a generalization of Lemma 3.1 in [15].
Lemma 3.1. Assume that f satisfies (A1) or (A2). Then, for each k ∈ N, there exists
αk ∈ (β∗, γ∗) such that [αk, γ∗) ⊂ Nk.
Proof. Assume first that f satisfies (A1). We apply Lemma 2.3 to α¯ = γ∗, γi = γ∗ and
j = 1 to obtain that there exists αk > 0 such that [αk, γ∗) ⊂ Nk.
Let f satisfy (A2). We will use here a useful and well known Pohozaev type identity
which plays a key role in this proof. For a solution u(·, α) of (1.6), set
E(r, α) := 2rNI(r, α) + (N − 2)rN−1u′(r, α)u(r, α).
Then
E ′(r, α) = rN−1Q(u(r, α)). (3.1)
Let k ∈ N, let β¯ be as defined in Definition 1(iii). By Lemma 2.3(ii), if for α > 2β¯ it
holds that r¯ := r¯(α) ≥ Ck, then α ∈ Nk.
Assume that α ≥ 2β¯ and r¯(α) < Ck. Let θ ∈ (0, 1) be as in assumption (f5) and let α
be large enough to have θα > 2β¯. By setting rθ > 0 the first point where u(rθ, α) = θα,
integration of (3.1) over [0, r¯] yields
E(r¯, α) ≥ (
∫ rθ
0
+
∫ r¯
rθ
)tN−1Q(u(t, α))dt
≥
∫ rθ
0
tN−1Q(u(t, α))dt (as Q(u(t, α)) ≥ 0 in [rθ, r¯])
≥ Q(s2)r
N
θ
N
where we have set Q(s2) = mins∈[θα,α] Q(s).
Now we estimate rθ: Set f(s1) = maxs∈[θα,α] f(s) (s1 ∈ [θα, α]). From the equation in
(1.6), we obtain, as in [15]
rθ ≥
( cα
f(s1)
)1/2
,
where c = 2N(1− θ). Therefore, by (f5) we conclude that
E(r¯, α) ≥ 1
N
Q(s2)
( cα
f(s1)
)N/2
→∞ as α→∞.
Let us choose αk such that for α > αk,
E(r¯, α) ≥ 2(Ck + 1)NB + (k + 1)Q¯(Ck + 1)
N
N
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where Q¯ := −mins∈[s0,β¯] Q(s) ≥ 0, let u¯ be the unique point in (γ−∗ , 0) such that F (u¯) =
F (2β¯) and set
B =
(
4β¯ − 2u¯+ (N − 2)|u¯|
2(Ck + 1)
)2
+ F (2β¯).
Let now α ≥ αk and let r0 = r0(α) be the first point after r¯(α) such that either
r0 = Ck + 1, or u
′(r0, α) = 0, or F (u(r0, α)) = F (2β¯).
As r0 ≤ Ck + 1, for r ≤ r0 we have
E(r, α) = E(r¯, α) +
∫ r
2β¯
tN−1Q(u(t, α))dt
≥ E(r¯, α)− Q¯(Ck + 1)
N
N
.
implying
E(r, α) ≥ 2(Ck + 1)NB + kQ¯(Ck + 1)
N
N
(3.2)
and thus
2I(r, α) +
(N − 2)|u¯|
Ck + 1
|u′(r, α)| ≥ 2B.
We deduce that(
|u′(r, α)|+ (N − 2)|u¯|
2(Ck + 1)
)2
≥ |u′(r, α)|2 + (N − 2)|u¯||u
′(r, α)|
Ck + 1
≥ 2B − 2F (u¯) =
(
4β¯ − 2u¯+ (N − 2)|u¯|
2(Ck + 1)
)2
,
hence
|u′(r, α)| ≥ 4β¯ − 2u¯ > 0
thus u′(r0, α) 6= 0. Integrating this last inequality over (r¯, r0) and using that u(r0, α) ≥ u¯,
we deduce
r0 ≤ Ck + 1
2
.
Hence F (u(r0, α)) = F (2β¯), u(r0, α) = u¯, implying α ∈ N1, and by (3.2),
E(r0, α) ≥ 2(Ck + 1)NB + kQ¯(Ck + 1)
N
N
Therefore T1(α) < ∞, u(T1(α)) < u¯ and f(s) < 0 for u(T1(α)) ≤ s ≤ u¯, so there exists
a first point r+0 after T1(α) at which u takes the value u¯. If this point is greater than
Ck, we are done. As E(r
+
0 , α) ≥ E(r0, α), we can repeat the above argument as many
times as necessary to conclude α ∈ Nk. 
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Proof of Theorem 1.1. We first observe that for each k ∈ N∪{0}, Gk∪Qk is bounded
by αk+1 in Lemma 3.1. We will prove next that there exists m ∈ N ∪ {0} such that
Gm 6= ∅. Once we have done this, we shall denote by m1 the first value of m such that
Gm 6= ∅ and set
α#m1 := inf(Gm1 ∪Qm1) and α∗m1 := sup(Gm1 ∪Qm1).
Then by Lemma 2.4(ii) and the definition of m1, α
#
m1
, α∗m1 ∈ Gm1 . At this point, we
cannot guarantee that α#m1 < α
∗
m1
. As by continuous dependence, for α¯ ∈ Gm1 there is a
neighborhood of α¯ which is contained in Gm1 ∪ Qm1 ∪ Nm1 . From the definition of α#m1
and α∗m1 , there exists δ > 0 such that (α
#
m1
− δ, α#m1) ⊂ Nm1 and (α∗m1 , α∗m1 + δ) ⊂ Nm1 .
Hence from Lemma 2.2(i), by taking a smaller δ > 0 if necessary, we may assume that
(α#m1 − δ, α#m1) ⊂ Qm1+1 and (α∗m1 , α∗m1 + δ) ⊂ Qm1+1. Set now
α#m1+1 = inf(Gm1+1 ∪Qm1+1) and α∗m1+1 = sup(Gm1+1 ∪Qm1+1).
From Lemma 2.4(i), α#m1+1 < α
∗
m1+1
, and from Lemma 2.4(ii), α#m1+1 and α
∗
m1+1
belong
to Gm1+1. We proceed by induction. At each step k ≥ m1 + 1, by Lemma 2.2(i) we have
that Qk 6= ∅ so we can define
α#k = inf(Gk ∪Qk) and α∗k = sup(Gk ∪Qk)
to obtain the existence of two different elements in Gk for every k ≥ m1 + 1.
We prove next that there exists m ∈ N∪{0} such that Gm 6= ∅. From Lemma 3.1, set
α1 := inf{α ≥ β∗ | (α, γ∗) ⊂ N1}.
Then, by Lemma 2.4(i), either α1 ∈ G1 or α1 ∈ Υ1. In our next arguments, and when
both cases are possible, we will assume the worse, that is, that the limit points that we
obtain are not in Gk.
Hence we assume that α1 ∈ Υ1. Then there exists i ∈ {1, . . . ,M} such that u(Z1(α1), α1) =
γi. From Lemma 2.3 and the definition of α
1, for any k ∈ N,
{α ≥ β∗ | (α1, α) ⊂ Nk} 6= ∅.
Since α1 < γ∗, we can choose d > 0 such that α1 + d < γ∗ and set, for both sets of
assumptions,
α1k := sup{α ∈ (α1, α1 + d) | (α1, α) ⊂ Nk}.
As {α1k} is monotone decreasing in k, it converges. Since (1.6) does not have oscillatory
solutions, see Proposition 2.1(iv), it follows that it converges to α1. Hence there exists
k1 > 0 such that
α1k1 < α
1
k1−1 < α
1 + d and u(Zk1 , α
1
k1
) = γj,
with F (γj) < F (γi) by Lemma 2.2(ii). We observe that by the strict inequality α
1
k1
<
α1k1−1, it holds that α
1
k1
∈ Nk1−1 and (α1, α1k1) ⊂ Nk1 . Set, for k ≥ k1,
α2k := inf{α ∈ (α1, α1k1) | (α, α1k1) ⊂ Nk}.
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Now the sequence {α2k} is monotone increasing in k and the same argument yields
α2k → α1k1 as k →∞ and there exists k2 > k1 such that
α2k2−1 < α
2
k2
so that α2k2 ∈ Nk2−1, (α2k2 , α1k1) ⊂ Nk2 , and u(Zk2 , α2k2) = γ` with F (γ`) < F (γj), again
by Lemma 2.2(ii). We may continue in this way by setting, for k ≥ k2,
α3k := sup{α ∈ (α2k2 , α1k1) | (α2k2 , α) ⊂ Nk}.
After a finite number of steps we will reach γ0 obtaining an α ∈ Gkm for some km ∈ N. 
Proof of Theorem 1.2. We prove it first for the case that f satisfies (A1). Assume
by contradiction that there exists α > β∗ in Gj, that is u(·, α) has j − 1 sign changes,
for some j = 1, . . . , k + 1. As u(·, α) crosses the value γ1 at a first point r1γ1 , from
|u′(r)| ≤ (2(F (γ∗) + F˜ ))1/2 for all r ≤ r1γ1 , we find that
r1γ1 ≥
β∗ − γ1
(2(F (γ∗) + F˜ ))1/2
,
where F˜ is defined in Lemma 2.3. Let rγ1 ≥ r1γ1 denote the last point at which
F (u(rγ1)) = F (γ1), and we may assume it happens after Ti, for some 0 ≤ i < j.
Using that I(Zj) = 0, we find that
I(rγ1) = (N − 1)
∫ Zj
rγ1
|u′|2
r
dr
≤ N − 1
rγ1
(2(F (γ∗) + F˜ ))1/2
∫ Zj
rγ1
|u′(r)|dr
=
N − 1
rγ1
(2(F (γ∗) + F˜ ))1/2
(∫ Ti+1
rγ1
|u′(r)|dr +
∫ Ti+2
Ti+1
|u′(r)|dr + · · ·
∫ Zj
Tj−1
|u′(r)|dr
)
≤ (N − 1)2(F (γ∗) + F˜ )
β∗ − γ1 (j − i)(γ1 − u¯),
we find that
F (γ1) ≤ (N − 1)2(F (γ∗) + F˜ )j(γ1 − u¯)
β∗ − γ1 ,
a contradiction to (1.3).
If f satisfies (A2), we let αk be as defined in Lemma 3.1. Then we only have to prove
that there cannot exist solutions to (1.2) with initial value α < αk. But then, as
|u′(r)| ≤ (2(sups∈[0,αk] F (s) + F˜ ))1/2 for all r > 0, we can argue as above to obtain
contradiction to (1.4). 
In order to prove our last result, we need the following lemma, which is another
generalization of [21, Lemma 3.1].
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Lemma 3.2. Let f satisfy either (A1)or (A2), β¯ be as in Definition 1(iii), and α > β¯.
Let rβ¯ be the first point at which u(rβ¯, α) = β¯. If
rβ¯ ≥ C¯ := 2(N − 1)
β¯ − β1
F (β¯)− F (γM)
(2(F (β¯) + Fˆ ))1/2,
where Fˆ := −mins∈[β1,β∗] F (s), then there exists a first point rβ1 > rβ¯ such that u(rβ1 , α) =
β1, u
′(rβ1 , α) < 0, and
rβ1 − rβ¯ ≤
β∗ − β1
(F (β¯)− F (γM))1/2
+
(2N(β¯ − β∗)
min
t∈[β∗,β¯]
f(t)
)1/2
.
Proof. As any solution satisfying α > β∗ must cross β∗ at a first point that we denote
by rβ∗ , we integrate (2.1) over [rβ¯, r] with r > rβ∗ , and obtain
I(r) = I(rβ¯)− (N − 1)
∫ r
rβ¯
|u′(t)|2
t
dt.
Since |u′(r)| ≤ 21/2(I(rβ¯) + Fˆ )1/2 as long as u(r) ≥ β1, we find that
I(r) ≥ I(rβ¯)
(
1−
√
2(I(rβ¯) + Fˆ )
I(rβ¯)
(N − 1)(β¯ − u(r))
rβ¯
)
.
As as
√
2(I + F˜ )/I is decreasing in I, I(rβ¯) ≥ F (β¯), and rβ¯ ≥ C¯, we find that
I(r) ≥ I(rβ¯)
(
1− F (β¯)− F (γM)
2F (β¯)
)
≥ F (β¯) + F (γM)
2
≥ F (u(r)) + F (β¯)− F (γM)
2
,
implying that as long as β∗ ≥ u(r) ≥ β1,
|u′(r)| ≥ (F (β¯)− F (γM))1/2.
Hence u(Z1) < β1, and
β∗ − β1 ≥
(
F (β¯)− F (γM)
)1/2
(rβ1 − rβ∗).
Finally, by integrating the equation in (1.6) over [rβ¯, r] with r ≤ rβ∗ we find that
rN−1|u′(r)| =
∫ r
rβ¯
tN−1f(u(t))dt ≥ min
s∈[β∗,β¯]
f(s)
rN − rN
β¯
N
,
hence
|u′(r)| ≥
(mins∈[β∗,β¯] f(s)
N
)
(r − rβ¯),
implying that
2(β¯ − β∗) ≥
(mins∈[β∗,β¯] f(s)
N
)
(rβ∗ − rβ¯)2,
hence the result follows. 
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Proof of Theorem 1.3. To prove this theorem we only need to prove than under its
assumptions, Q1 6= ∅. Setting
α#1 := inf(G1 ∪Q1) and α∗1 := sup(G1 ∪Q1),
and observing that from Lemma (2.4)(i) α#1 < α
∗
1 we may argue as in the proof of The-
orem 1.1 to obtain the desired result.
Let α∗ > β∗ be such that u(·, α∗) = u(·) crosses the value β1. For simplicity of
notation we will set Z1 = Z1(α
∗), I(Z1) = I(Z1, α∗) and I(rβ1) = I(rβ1 , α
∗). As |u′(r)| ≤√
2(I(rβ1) + F¯ ) for r ∈ (rβ1 , Z1), by integrating (2.1) we have
Z
2(N−1)
1 I(Z1) = r
2(N−1)
β1
I(rβ1)− 2(N − 1)
∫ Z1
rβ1
r2N−3|F (u(r))|dr
≤ r2(N−1)β1 I(rβ1)− 2(N − 1)r2N−3β1
∫ Z1
rβ1
|F (u(r))|dr
≤ r2(N−1)β1 I(rβ1)−
2(N − 1)r2N−3β1
(2(I(rβ1) + F¯ ))
1/2
∫ Z1
rβ1
|F (u(r))u′(r)|dr
≤ r2N−3β1
(
rβ1I(rβ1)−
2(N − 1)
(2(I(rβ1) + F¯ ))
1/2
∫ β1
0
|F (s)|ds
)
.
Hence, if
rβ1I(rβ1) <
2(N − 1)
(2(I(rβ1) + F¯ ))
1/2
∫ β1
0
|F (s)|ds, (3.3)
then α∗ ∈ Q1. The proof of this theorem consists in finding an α∗ such that u(·, α∗)
crosses β1 and (3.3) holds
In what follows, C¯ is as in Lemma 3.2.
If γ∗ <∞, and as f(γ∗) = 0, by continuous dependence of the solution of (1.6) in the
initial data, we have that rβ¯(α) → ∞ as α → γ∗, hence we can choose α∗ > β∗ so that
rβ¯(α
∗) = C¯. Using now that I(r) ≤ F (γ∗), we see that from (1.5), α∗ ∈ Q1.
Let now γ∗ =∞. and set
M := (C¯ + 1)N
(
2F (β¯) + (β¯ − β1)2 + Q¯
N
)
,
where Q¯ := −mins∈[s0,β¯] Q(s) ≥ 0. Using the same argument used in the proof of Lemma
3.1, we have that
lim
α→∞
E(rβ¯(α), α) =∞.
Since E(rβ¯(β¯), β¯) = 0, by continuity there exists a smallest α¯ > β¯ such that E(rβ¯(α¯), α¯) =
M .
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If rβ¯(α¯) ≥ C¯, then again by continuity we can choose α∗ ≤ α¯ such that rβ¯(α∗) = C¯.
Moreover, since E(rβ¯(α
∗), α∗) ≤M , we find that
I(rβ¯(α
∗))− (N − 2)β¯
21/2C¯
(I(rβ¯(α
∗)))1/2 ≤ M
2C¯N
and hence
I(rβ¯(α
∗)) ≤ (N − 2)
2β¯2
2C¯2
+
M
C¯N
.
hence, using I(rβ1) ≤ I(rβ¯) and assumption (1.5) we obtain that (3.3) holds and thus
α∗ ∈ Q1.
Let now rβ¯(α¯) < C¯. We will first prove that in this case u = u(·, α¯) crosses the value
β1 and rβ1(α¯) < C¯ + 1.
Let r0 = r0(α¯) be the first point after r¯(α¯) such that either
r0 = C¯ + 1, or u
′(r0, α¯) = 0, or u(r0, α¯)) = β1.
Integrating (3.1) over [0, r] with r ≤ r0 we get
2rNI(r) ≥
∫ r
0
tN−1Q(u(t))dt
≥ M − Q¯
N
rN
= (C¯ + 1)N
(
2F (β¯) + (β¯ − β1)2 + Q¯
N
)
− Q¯
N
rN
≥ (C¯ + 1)N
(
2F (β¯) + (β¯ − β1)2
)
and therefore
F (β¯) +
|u′(r)|2
2
≥ I(r) ≥ F (β¯) + 1
2
(β¯ − β1)2.
We conclude then that |u′(r)| ≥ β¯ − β1 and thus u′(r0) 6= 0. Integrating this last
inequality over [rβ¯, r0] we deduce that u(r0) < C¯ + 1. Hence, u(r0) = β1.
We conclude that
α∗ := inf{α > β¯ | rβ1(s) < C¯ + 1 for all s ∈ (α, α¯)}
is well defined. We will show that u(·, α∗) crosses the value β1. If not, then α∗ ∈ S1∪Υ1,
and as S1 is open, it must be that α∗ ∈ Υ1. But then Z1(α∗) =∞, and u(C¯+1, α∗) > γ1,
hence by continuity we obtain a contradiction.
If α∗ = β¯, then by using that I(r, α) ≤ F (α) for all α, we find that
rβ1(β¯)I(rβ1 , β¯) ≤ (C¯ + 1)F (β¯)
and hence by assumption (1.5) again (3.3) holds implying β¯ ∈ Q1.
If α∗ > β¯, then it must be that rβ1(α
∗) = C¯ + 1. Hence, as
E(rβ1) = E(rβ¯) +
∫ rβ1
rβ¯
tN−1Q(u(t))dt < M + sup
s∈[β1,β¯]
Q(s)
rNβ1
N
,
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we find that
I(C¯ + 1)− (N − 2)β1
(C¯ + 1)
(I(C¯ + 1))1/2 < F (β¯) +
1
2
(β¯ − β1)2 + Q¯
2N
+
1
2N
sup
s∈[β1,β¯]
Q(s)
and thus
I(C¯ + 1) ≤ 2F (β¯) + (β¯ − β1)2 + Q¯
N
+
1
N
sup
s∈[β1,β¯]
Q(s) +
((N − 2)β1
C¯ + 1
)2
.
Hence, by assumption (1.5) we have that (3.3) holds and thus α∗ ∈ Q1.

4. Appendix
In this section we prove that solutions to (1.6) cannot be oscillatory. This was done
in [16] under different assumptions on f but its proof can be adapted to the present case
without any difficulty. We include it here for the sake of completeness.
Proof of Lemma 2.1(iv). We argue by contradiction and suppose that there is an infinite
sequence {zn} (tending to infinity) of simple zeros of u. We denote by {z+n } the zeros
for which u′(z+n ) > 0 and by {z−n } the zeros for which u′(z−n ) < 0. We have
0 < z−1 < z
+
1 < z
−
2 < · · · < z+n < z−n+1 < z+n+1 < · · ·
Between z−n and z
+
n there is a minimum r
m
n where u(r
m
n ) < 0 and between z
+
n and z
−
n+1
there is a maximum rMn where u(r
M
n ) > 0. By Proposition 2.1(ii), F (u(r
M
n )), F (u(r
m
n ))→
F (`) where ` is a zero of f and F (`) ≥ 0. Let µ−, µ+ be the unique points µ− < 0 < µ+
such that f(µ−) 6= 0, f(µ+) 6= 0, F (µ−) = F (`) = F (µ+) and F (s) ≤ F (`) for all
s ∈ (µ−, µ+). Let {u(rMkn)} be any convergent subsequence of {u(rMn )} and let u¯ be
its limit. Then F (u¯) = F (`). As u is oscillatory, we must have that for each n,
F (s) ≤ F (u(rMkn)) for all u(rmkn+1) ≤ s ≤ u(rMkn). In particular, u¯ cannot be a local
minimum of F . By Lemma 2.2(ii), we have that u¯ cannot be a local maximum of F
either. As F (s) ≤ F (u¯) for all 0 ≤ s ≤ u¯, u¯ = µ+. Using the same argument, any other
convergent subsequence of {u(rMn )} has to converge to µ+. Similarly, u(rmn ) converges
to µ−.
As both I(rMn ) and I(r
m
n ) are greater than or equal to F (`), it must be that u(r
m
n ) < µ
−
and u(rMn ) > µ
+.
As f(µ+) > 0, there exists ν > 0 such that f(s) > 0 for all s ∈ [µ+ − ν, µ+ + ν] and
f(s) < 0 in [µ− − ν, µ− + ν] and we set
f¯ := min
s∈[µ+−ν,µ++ν]
f(s) and f¯ := max
s∈[µ−−ν,µ−+ν]
f(s).
We define next the unique points
r1,n ∈ (z+n , rMn ), r2,n ∈ (rMn , z−n+1), s1,n, s¯1,n ∈ (r2,n, z−n+1), t1,n ∈ (z−n+1, rmn+1),
so that
u(r1,n) = µ
+ − ν = u(r2,n) , u(s1,n) = δ/2 , u(s¯1,n) = δ/4, u(t1,n) = µ− + ν .
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where δ is defined in (f2). We have
z+n < r1,n < r
M
n < r2,n < s1,n < s¯1,n < z
−
n+1 < t1,n < r
m
n+1 .
For r ∈ (r2,n, t1,n), µ− < u(r) < µ+, hence F (u(r)) ≤ F (`). Also, for r ∈ (s1,n, s¯1,n),
|F (u(r)) − F (`)| ≥ k0 for some positive constant k0 independent of n. Moreover, by
applying the mean value theorem, and Proposition 2.1, we get that there exists a constant
k1, which is independent of n, such that
0 < k1 ≤ s¯1,n − s1,n.
From (1.6) we have that
|u′′(r)| =
∣∣∣ N − 1
r
u′(r) + f(u(r))
∣∣∣ ≥ f¯ − N − 1
r
C(α)
for any r ∈ [r1,n, r2,n]. If additionally r ≥ r¯ := 2 (N − 1)C(α)/ f¯ , then the r.h.s. in the
above inequality is bounded from below by f¯/2. Hence, choosing n0 such that z
+
n ≥ r¯
for all n ≥ n0, we have that
|u′′(r)| ≥ 1
2
f¯ for all r ∈ [r1,n, r2,n]
and therefore, again from the mean value theorem and Proposition 2.1, we get that
2C(α) ≥ |u′(r2,n)− u′(r1,n)| = |u′′(ξ)| (r2,n − r1,n) ≥ 1
2
f¯ (r2,n − r1,n)
implying that
r2,n − r1,n ≤ 2C(α)
f¯
.
Let H˜ be as in (2.4) with γ replaced by `, that is,
H˜(r, α) = r2(N−1)(I(r, α)− F (`)),
so that
H˜ ′(r, α) = 2(N − 1)r2N−3(F (u(r, α))− F (`)).
We have
H˜(t1,n)− H˜(r1,n)
2(N − 1) =
∫ r2,n
r1,n
r2N−3 (F (u)− F (`)) dr +
∫ t1,n
r2,n
r2N−3 (F (u)− F (`)) dr
=
∫ r2,n
r1,n
r2N−3 (F (u)− F (`)) dr −
∫ t1,n
r2,n
r2N−3 |F (u)− F (`)| dr
≤
∫ r2,n
r1,n
r2N−3 (F (u)− F (`)) dr −
∫ s¯1,n
s1,n
r2N−3 |F (u)− F (`)| dr
≤ (F (u(rMn ))− F (`))r2N−32,n
2C(α)
f¯
− k0 k1 r2N−32,n .
Since limn→+∞ F (u(rMn ))− F (`) = 0, we can choose n0 large enough so that
2C(α)
f¯
(F (u(rMn ))− F (`))− k0 k1 < −
1
2
k0 k1
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for all n ≥ n0, and hence
H˜(t1,n)− H˜(r1,n) ≤ −(N − 1) k0 k1 r2N−32,n .
Clearly, we can repeat the above argument in the interval (t1,n, r1,n+1), thus proving that
H˜(r1,n0+j)− H˜(r1,n0) ≤ −(N − 1) k0 k1
j−1∑
i=0
(
r2N−32,n0+i + t
2N−3
2,n0+i
)
where t2,n ∈ (rmn+1, z+n+1) is uniquely defined by the condition u(t2,n) = µ− + ν. Hence
lim
j→+∞
H˜(r1,n0+j) = −∞ ,
implying the contradiction that I(r1,n0+j) < F (`) for some j large enough. 
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