We define a hybrid between Ollvier and Bakry Emery curvature on graphs with dependence on a variable neighborhood. The hexagonal lattice is non-negatively curved under this new curvature notion. Bonnet-Myers diameter bounds and Lichnerowicz eigenvalue estimates follow from the standard arguments. We prove gradient estimates similar to the ones obtained from Bakry Emery curvature allowing us to prove Harnack and Buser inequalities.
Notation
Throughout the paper we consider simple graphs G(V, E) with vertex set V and edge set E, or weighted graphs G(V, w, m) with vertex set V , (symmetric) edge weights w : V × V → [0, ∞), and vertex measure m : V → (0, ∞). In the case of weighted graphs, the edge set is simply the set of pairs whose weight is positive. Simple graphs are recovered from the weighted version by setting w(x, y) = 1 for all edges (xy) ∈ E and setting m ≡ 1.
We will write most proofs for the case of simple graphs, but everything works identically for weighted graphs. We will point out when extra conditions on the weights and vertex measure are necessary.
We use d(x, y) to denote the combinatorial distance of nodes x, y ∈ V . The Laplace operator is given by ∆f (x) = 1 m(x) y w(x, y)(f (y) − f (x)), and the corresponding Bakry-Emery Γ operator is defined as Γ(f, g) = w(x, y)(f (y) − f (x))(g(y) − g(x)).
As usual, Γf will stand for Γ(f, f ). The (heat) semigroup generated by ∆ will be denoted by P t . For bounded f : V → R it satisfies the heat equation
For further details about the heat semigroup, see e.g. [12, 28] .
The hybrid curvature
In this section we explain the basic setup of our new curvature. The definition will be motivated by the following result [26, Theorem 2] stating that for smooth connected Riemannian manifolds M , a lower Ricci curvature bound K is equivalent to |∇P t f | ≤ e −Kt P t |∇f | for all f ∈ C ∞ c (M ), where P t is the heat semigroup. We aim for adapting this characterization to graphs. To do so, we have to introduce an appropriate gradient notion. This is the key definition that will allow the curvature to detect large (but fixed) neighborhoods of nodes. Definition 1.1 (R-Gradient). Let R ∈ N, and set B R (x) = {y : d(x, y) ≤ R}. For any f : V → R and x ∈ V let us define
We now derive necessary features of the geometry in order to have, for all bounded f : V → R,
At t = 0 the two sides of (1) are, of course, equal. Thus the derivative of the right-hand side has to be at least the derivative of the left-hand side. Some care must be taken when computing the derivative, as the |∇ R ·| is a maximum. However, at least the right derivative of both sides will exist and be computable.
These derivatives are what we can then compare. In the whole paper, derivative will always mean right derivative, unless otherwise noted. Fix x ∈ V . Since B R (x) is a finite set, there is an ε > 0 such that |∇ R P t f |(x) is attained at the same y 0 ∈ B R (x) for all t ∈ [0, ε] and such that sgn(P t f (y) − P t f (x) is constant on (0, ε] for any y ∈ B R (x). Let us fix such an ε > 0 and let
Then, at least at t = 0, the derivatives can also be compared:
Then for any y ∈ N R (x) such that |∇ R f |(x) = |f (y) − f (x)|, at t = 0 we have
Hence, at t = 0, by the comparison of the derivatives in (1) we get
So by assuming (1) we get that for all f such that |f (y) − f (x)| = |∇ R f |(x), the following inequality holds.
Here everything is homogeneous of degree 1 in f , so it suffices to consider functions where |∇ R f |(x) = 1. The above calculations motivate the following definition of curvature. Definition 1.2 (Gradient-Ollivier curvature). For any R ∈ N and x, y ∈ V we set
As we will see in Theorem 1.6, this is also a sufficient condition.
We will also show that a lower bound on K R for R = 1 is "stronger" than a lower bound on the classical Ollivier curvature K Ol :
Further curvature variants
Considering different gradient estimates, one can find different notions of curvature. In this paper we consider two such variants.
Quadratic curvature
The following is a quadratic version of the gradient estimate (1):
. A calculation similar in spirit to the one in Section 1.2 yields that the following inequality is a consequence of (4).
Denoting g = √ f for convenience, and normalizing so that |∇ R g|(x) = 1, we get the following definition. 
The above argument then shows that (4) implies K q R (x, y) ≥ K for all x, y such that d(x, y) ≤ R.
Exponential curvature
A classical lower Ollivier curvature bound K is characterized via
The idea of Exponential Ollivier curvature is to strengthen the gradient estimate to
for positive f . This is indeed stronger than (5) since for bounded f ,
where we used stochastic completeness to guarantee
A calculation similar in spirit to the one in Section 1.2 yields that the following condition is a consequence of (6).
Taking f = exp(g), and minimizing yields the following definition.
Remark that K e R is not necessarily symmetric. By the considerations above, the gradient estimate (6) implies K e R (x, y) ≥ K.
Gradient estimates
It turns out that not only do the gradient estimates (1), (4), (6) imply that the respective curvatures are bounded from below, but also vice versa. In fact, the obtained lower bounds are equivalent to the corresponding gradient estimates. Theorem 1.6. Let K ∈ R. The following are equivalent:
The following are equivalent:
Theorem 1.8. Let K ∈ R. If G is finite, then the following are equivalent:
In the case of non-negative gradient-(or quadratic gradient-) curvature we can still get a decaying estimate for |∇ R P t f | (or |∇ R √ P t f | respectively), as long as the graph has a uniform degree bound. Let Deg max denote the largest degree in G.
Using Theorem 2.4 (i), one can establish Buser's inequality following the arguments of [16] and the Harnack inequality
for eigenfunctions f to the eigenvalue λ of −∆ by using P t f = e −λt f and choosing t = 1/λ.
Curvature bounds
In this section we describe the combinatorial characterization of non-negative curvature for each of the variants. Somewhat surprisingly these turn out to be the same, even though the numerical values of the curvatures may be different.
The following combinatorial definition plays a crucial role in characterizing non-negative curvature.
Definition 1.10 (R-transport map). We call a function φ :
More generally, we allow transport maps to be defined on a superset of B 1 (y) \ B R (x): Suppose there is a set A such that B 1 (y) \ B R (x) ⊂ A ⊂ B 1 (y). Then a function φ : A → B 1 (x) is a y → x R-transport map if it is injective and satisfies d(z, φ(z)) ≤ R for all z ∈ A.
We define the defect of an R-transport map φ :
Finally we let def(y → x) = inf{def(φ)|φ is an y → x R-transport map}. Clearly, def(y → x) ≥ 0. If there are no y → x R-transport maps, we interpret the defect as ∞. Remark 1.11. If φ is a y → x R-transport map such that def(φ) = 0, then φ −1 is an x → y R-transport map, and def(φ −1 ) = 0 as well. Hence def(y → x) = 0 implies that def(x → y) = 0.
Using the terminology of transport maps, our main results regarding non-negative curvature are the following. Theorem 1.12.
(iii) The following are equivalent (a) Both y → x and x → y R-transport maps exist.
Corollary 1.13. The hexagonal lattice has curvature K 2 ≥ 0. First, it's sufficient to check K 2 (x, y) ≥ 0 for x, y exactly distance 2 apart, otherwise B 1 (y)
Proof. Let us denote ∂ s G s := lim inf h→0
. We calculate
By (2), for any y
Combining with the above equation and using P s ∆|∇ R P t−s f | = ∆P s |∇ R P t−s f | yields ∂ s G(s) ≥ 0 proving the claim.
We now want to prove that under non-negative curvature,
To do so, we will upper bound |∇ R f | 2 by Γf . However, this cannot work pointwise if R ≥ 2 since Γ only depends the one-step neighborhood. The idea to overcome this issue is to sum up Γf over a large enough neighborhood.
Definition 2.2 (The averaging operator A).
Let G = (V, w, m) be a graph. We write Q(x, y) := w(x, y)/m(x). We have
We write Deg(x) := y Q(x, y) and Q min := inf x∼y Q(x, y). We define A := ∆ + Deg max .
The operator A can be seen as an averaging operator over the ball of radius one. Note that Af ≥ 0 whenever f ≥ 0 and Af ∞ ≤ Deg max f ∞ . Moreover, P t • A = A • P t . Now we are ready to bound |∇ R f | 
Γf (x R−1 ).
Now, we compute
. Let x = y 0 ∼ . . . ∼ y r = y be a path from x to y with r ≤ R. Picking the corresponding elements from the sum in (7) yields
Rearranging proves the lemma.
We write dim(G) := Deg max /Q min . The following is a generalization of Theorem 1.9 (i).
where we set
and, as in Lemma 2.1, let G s := e −Ks P s |∇ R P t−s f |.
Taking derivative of H and employing Lemma 2.3 yields
Integrating and using that G s is increasing in s on [0, t] due to Lemma 2.1 yields
where the latter term
is replaced by t in the case K = 0. Plugging in H t and G 0 , and using Ag ∞ ≤ Deg max g ∞ and H 0 ≥ 0 yields
2K .
Rearranging gives us
which proves the theorem.
Quadratic curvature
Proof of Theorem 1.7. Fix x ∈ V (G). For any f > 0 we can compute, using the g = √ f notation, that
and
Having this calculation, we first prove (i) ⇒ (ii). By (i), we have
, and plugging in (8) and (9) we get
Scaling so that |∇ R g|(x) = 1, and taking infimum in g, we get
Thus K ≤ K q R (x, y) for all edges (xy). For the reverse direction let us fix t > 0 and define (10) and compute, using the g = P t−s f abbreviation, that
Here we used (9) to compute the derivative inside P s . The last inequality follows from the curvature assumption K q R (x, y) ≥ K. Since ∂ s G s ≥ 0 for all 0 ≤ s ≤ t, we get that G 0 ≤ G t which is what we wanted to prove. Now we set out to prove a generalization of Theorem 1.9 (ii).
Proof. We proceed analogously to Theorem 2.4. Let us introduce the following function:
The idea is to relate ∂ s H s to the G s defined in (10) . To do so, we need the following elementary inequality.
Lemma 2.6. Let a, b > 0. Then
Proof. After simple algebraic manipulation and letting c = b/a, this reduces to the standard log c ≤ c − 1 inequality. Now we compute, using the g = P t−s f notation,
At a node x the expression ∆(g log g) − (log g)∆g − ∆g can be bounded from below using Lemma 2.6 as
Hence, according to Lemma 2.3, and recalling the definition of G s from (10), we find that
Integrating and using that G s is increasing in s on [0, t] as in the proof of Theorem 1.7
Rearranging gives us
Exponential curvature
Proof of Theorem 1.8. As (ii) ⇒ (i) follows in a similar (but even simpler) way than the same part of Theorem 1.6, we only need to prove (i) ⇒ (ii). Here we assume G is finite, so ∇ R log P t f ∞ is attained somewhere. We compute, using g 0 = log P t f and r 0 = ∇ R g 0 ∞ , that
From this (ii) follows by integration.
Transport maps and curvature lower bounds
We now prove the combinatorial characterizations of non-negative curvature.
Proof of Theorem 1.12 (i). From the assumption it follows by Hall's theorem that there is a subset A ⊂
We will use these subsets to construct test-functions that exhibit that the various curvatures cannot be bounded from below. To show K e R (x, y) = −∞, let us fix r and define
. By Definition 1.5 we have Using the same family of g functions, a similar but shorter computation also gives K R (x, y) = −∞.
Proof of Theorem 1.12 (ii). Let us fix a y → x R-transport map φ : A → B 1 (x) for which def(φ) = def(y → x). Here B 1 (y) \ B R (x) ⊂ A ⊂ B 1 (y). Denote C = B 1 (x) \ (φ(A) ∪ B R (y)), so def(y → x) = def(φ) = |C|. Let A ′ = φ(A). Let further H = B 1 (y) \ A and H ′ = (B 1 (x) \ A ′ ) ∩ B R (y). We start by showing K It is then a standard fact that there is a matching that covers both of these sets. (One takes the union of the two matchings and looks at the connected components, which can only be even cycles or paths. One can then select appropriate matchings in each type independently.) Such a matching can then be thought of as a y → x R-transport map φ and by definition def(φ) = 0.
As a corollary, we can show that the classical Ollivier curvature can be bounded from below using K R for R = 1.
Proof of Theorem 1.3. We have 
