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Abstract
We introduce a simulation method for dynamic portfolio valuation and risk management building on
machine learning with kernels. We learn the dynamic value process of a portfolio from a finite sample of
its cumulative cash flow. The learned value process is given in closed form thanks to a suitable choice
of the kernel. We show asymptotic consistency and derive finite sample error bounds under conditions
that are suitable for finance applications. Numerical experiments show good results in large dimensions
for a moderate training sample size.
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space, portfolio risk management
MSC (2010) Classification: 68T05, 91G60
JEL Classification: C15, G32
1 Introduction
Valuation, risk measurement, and hedging form an integral task in portfolio risk management for banks,
insurance companies, and other financial institutions. Portfolio risk arises because the values of constituent
assets and liabilities of the portfolio change over time in response to changes in the underlying risk fac-
tors, e.g., interest rates, equity prices, real-estate prices, foreign exchange rates, credit spreads, etc. The
quantification and management of this risk requires a stochastic model of the dynamic portfolio value process.
Most stochastic dynamic models applied in finance can be brought into the following form: an economy
with finitely many time periods t = 0, 1, . . . , T , where randomness is generated by some underlying stochastic
driver X = (X0, . . . , XT ). The components Xt are mutually independent, but not necessarily identically
distributed, taking values in some measurable spaces (Et, Et). We assume thatX is realized on the measurable
path space (E, E), with E = E0× · · · ×ET and E = E0⊗ · · · ⊗ ET , such that Xt(x) = xt for a generic sample
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point x = (x0, . . . , xT ) ∈ E. We denote the distribution of X by Q(dx) = Q0(dx0) × · · · × QT (dxT ), and
we assume that Q represents the risk-neutral pricing measure with respect to some fixed numeraire, such
as the money market account. All financial values and cash flows are discounted by this numeraire, if not
otherwise stated. The stochastic driver X generates the filtration Ft = E0 ⊗ · · · ⊗ Et, which represents the
flow of information.
We consider a portfolio whose cumulative cash flow is modeled by some measurable function f : E → R
such that f ∈ L2Q. Its dynamic value process V is then given by the martingale
Vt = EQ[f(X) | Ft], t = 0, . . . , T. (1)
Computing V is a notorious challenge, as the conditional expectations (1) usually lack analytic solutions.
Examples of such portfolios include path-dependent options, structured products, such as barrier reverse
convertibles and mortgage-backed securities. Examples also include insurance asset-liability portfolios whose
terminal value f(X) =
∑T
t=1 ζt is given by accumulating its cash flows ζt = ζt(X0, . . . , Xt) ∈ L2Q, which are
projected in simulations of X and take both financial and insurance risk factors, such as mortality and
longevity risks, into account. Similarly, this also includes derivatives trading books held by banks.
This is a very general setup. As an illustrative example, we recall here the multivariate Black–Scholes
model, where Xt are i.i.d. standard Gaussians on Et = Rd, for some d ∈ N. The d nominal stock prices are
given by
Si,t = Si,t−1 exp[σ>i Xt
√
∆t + (r − ‖σi‖2/2)∆t], (2)
for some initial values Si,0 and volatility vectors σi ∈ Rd, i = 1, . . . , d, where r is the risk-free rate and ∆t
denotes the time step size from t− 1 to t in units of a year. Options on S lack analytic solutions in general.
An example is the European max-call option with payoff
f(X) = e−rT (max
i
Si,T −K)+, (3)
for some strike price K. We will study this and other examples in more detail below. But note that most of
our results apply beyond the Black–Scholes model.
Indeed, we propose a machine learning approach based on kernels with dimension-free error bounds to
efficiently compute V in the above general setup. It consists of two steps. First, we approximate f by
some function fλ in L
2
Q, where λ > 0 is a regularization parameter. More specifically, we define fλ as the
λ-regularized projection of f on a suitably chosen reproducing kernel Hilbert space (RKHS) embedded in
L2Q. Second, we learn fλ from a finite sample X = (X
(1), . . . , X(n)), drawn from an appropriately chosen
equivalent sampling measure Q˜ ∼ Q, along with the corresponding function values f(X(i)), i = 1, . . . , n.1
This yields a sample estimator fX of fλ. A suitable choice of the RKHS asserts that the sample estimator
VX,t = EQ[fX(X) | Ft], t = 0, . . . , T, (4)
of the value process V is given in closed form, in the sense that it can be efficiently evaluated at very low
computational cost.
How good is this estimator? In view of Doob’s maximal inequality, see, e.g., [RY94, Corollary II.1.6], the
1More precisely, X consists of i.i.d. E-valued random variables X(i) ∼ Q˜ defined on the product probability space (E,E,Q)
with E = E ⊗ E ⊗ · · · , E = E ⊗ E ⊗ · · · , and Q = Q˜⊗ Q˜⊗ · · · .
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resulting path-wise maximal L2Q-estimation error is bounded by
1
2
‖ max
t=0,...,T
|Vt − VX,t|‖2,Q ≤ ‖f − fX‖2,Q ≤ ‖f − fλ‖2,Q︸ ︷︷ ︸
approximation error
+ ‖fX − fλ‖2,Q︸ ︷︷ ︸
sample error
. (5)
The regularization parameter λ can be used to trade off bias for variance and can be chosen optimally through
an out of sample validation. More specifically, we show the asymptotic result that the approximation error
‖f−fλ‖2,Q is minimized as λ→ 0, and we derive limit theorems and bounds for the sample error ‖fX−fλ‖2,Q.
Specifically, we prove asymptotic consistency, fX
a.s.−−→ fλ, and a central limit theorem for fX − fλ in L2Q, as
the sample size n→∞. We also derive a finite sample guarantee: for any η ∈ (0, 1], there exists a constant
C(η) such that ‖fX−fλ‖2,Q < C(η)/
√
n with sampling probability of at least 1−η. All sample error bounds
are dimension-free and given by explicit, simple and intuitive expressions in terms of the approximation error
f − fλ. The smaller the approximation error, the smaller the sample error bounds.
Applications in portfolio risk management are manifold. For dates t0 < t1 we denote by ∆Vt0,t1 = Vt1−Vt0
the profit and loss from holding the portfolio over period [t0, t1]. Portfolio risk managers and financial market
regulators alike aim to quantify the risk in terms of an Ft0-conditional risk measure, such as value at risk
or expected shortfall, evaluated at ∆Vt0,t1 .
2 These risk measures refer to the equivalent real-world measure
P ∼ Q. This calls for a bound on the path-wise maximal L1P-estimation error, which we readily obtain by
combining (5) with the Cauchy–Schwarz inequality, ‖maxt |Vt − VX,t|‖1,P ≤ ‖ dPdQ‖2,Q‖maxt(Vt − VX,t)‖2,Q.
Indeed, this provides a bound on the estimation error for risk measures which are continuous with respect to
the L1P-norm, such as value at risk (under mild technical conditions) and expected shortfall, see e.g. [CF17,
Section 6].
Another important task of portfolio risk management is hedging. The risk exposure from holding the
portfolio over period [t0, t1] can be mitigated by replicating its value process through dynamic trading in
liquid financial instruments. Let G be a vector of L2Q-martingales that models the value processes of tradeable
financial instruments. We find the Q-variance optimal hedging strategy by projecting ∆Vt0,t1 on the profits
and losses of the financial instruments ∆Gt0,t1 , that is, by minimizing EQ[(ψ>t0∆Gt0,t1−∆Vt0,t1)2 | Ft0 ] over all
Ft0 -measurable vectors ψt0 . The solution is given by ψt0 = EQ[∆Gt0,t1∆G>t0,t1 | Ft0 ]−1 EQ[∆Gt0,t1∆Vt0,t1 |
Ft0 ], see, e.g., [FS04, Chapter 10].
Summarizing, for either of these portfolio risk management tasks, we have to compute the dynamic value
process V . This is a computational challenge, as the conditional expectations (1) usually lack analytic solu-
tions. What’s more, in real-life applications in the portfolio management industry, the point-wise evaluation
of f is costly, because it queries from various constituent sub-portfolios, which in practice are often not im-
plemented on one integrated platform. For illustration, a technical report of the German Actuarial Society
[DAV15] reports as typical sample size in practice of n = 1000 to 5000. Similarly, [HS20] state that learning
effectively from small datasets is critical in the context of regulations of complex derivatives trading books
held by banks. In practice, this amounts to sample sizes of n = 1000 to 32000, as reported in [HS19]. Facing
a limited computing budget calls for an efficient method to approximate and learn the value process V from
a (small) finite sample and in such a way that the sample estimator is given in closed form, such as in (4).
This is exactly what our paper provides.
Our paper builds on the vast literature on machine learning with kernels, which has its roots in the early
works of James Mercer (1909) and Stefan Bergman (1922) who studied integral operators related to kernels.
2For the definition of value at risk and expected shortfall (also called conditional value at risk or average value at risk), we
refer to [FS04, Section 4.4].
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The basic theory of RKHS’s was developed in the seminal paper [Aro50]. Kernels were rediscovered by the
machine learning community in the 1990s and utilized for nonlinear classification [BGV92] and nonlinear
PCA [SSM98]. This boosted an extensive research activity on kernel based learning. [Sun05] and [SS12]
provide a systematic functional analysis of kernels on general (i.e., non-compact) domains, [DVRC+05]
connect the theories of statistical learning and ill-posed problems via Tikhonov regularization, [RBDV10]
study convergence of integral operators using a concentration inequality for Hilbert space-valued random
variables. Our sample estimators are based on kernel ridge regression, which is discussed in detail in, e.g.,
[CS02b, WYZ06]. We add to this literature by developing a tailor-made framework of kernel ridge regression
for dynamic portfolio valuation and risk management. To the best of our knowledge, related results in the
machine learning literature are derived under stringent assumptions on either f (e.g., bounded and smooth
in [RS17, CDV07]) or E (e.g., compact in [LRRC18]), which do not hold in applications in finance. This is
evident from the simple example (3) above. Moreover, we exploit the celebrated kernel representer theorem
for obtaining closed form estimators of the value process. Modern introductory texts to machine learning
with kernels include [SS02, Bis06, CZ07, HSS08, SC08, PR16]. For the convenience of the reader we recall
the essentials of Hilbert spaces, and RKHS’s in particular, in the appendix.
The literature related to portfolio risk measurement includes [BDM15] who introduce a regression-based
nested Monte Carlo simulation method for the estimation of the unconditional expectation of a Lipschitz
continuous function f(L) of the 1-year loss L = −∆V0,1. They also provide a comprehensive literature
overview of nested simulation problems, including [GJ10] who improve the speed of the convergence of the
standard nested simulation method using the jackknife method. Our method is different as it learns the
entire value process V in one go, as opposed to any method relying on nested Monte Carlo simulation, which
estimates Vt for one fixed t at a time.
Specific literature on insurance liability portfolio replication includes [NW14, PS16, CF18]. Learning
functions in the context of uncertainty quantification includes [CM17]. These papers have in common that
they project f on a finite set of basis functions. As such they are contained in our unified framework as special
cases of finite-dimensional RKHS’s with λ = 0. An infinite-dimensional approach is given in [RL16, RL18],
who learn the value process using Gaussian process regression.
Here and throughout we use the following conventions and notation. For a probability space (E, E ,Q),
for p ∈ [1,∞], and for measurable functions f, g : E → R, we denote
‖f‖p,Q =
(
∫
E
|f(x)|pQ(dx))1/p, p <∞,
inf{c ≥ 0 | |f | ≤ c Q-a.s.}, p =∞,
and 〈f, g〉Q =
∫
E
f(x)g(x)Q(dx), whenever ‖fg‖1,Q < ∞. We denote by LpQ the space of Q-equivalence
classes of measurable functions f : E → R with ‖f‖p,Q < ∞. If not otherwise stated, we will use the
same symbol, e.g., f , for a function and its equivalence class. Every LpQ is a separable Banach space with
norm ‖ · ‖p,Q, and L2Q is a separable Hilbert space with inner product 〈·, ·〉Q. We denote by ‖y‖ =
√
y>y
the Euclidian norm of a coordinate vector y. Various operator norms on Hilbert spaces are introduced in
Section A.3.
The remainder of the paper is as follows. Section 2 discusses the kernel-based approximation of f .
Section 3 contains the sample estimation and error bounds. Section 4 provides computational formulas for
the sample estimator and gives the estimated value process in closed form. Section 5 presents a large class of
tractable kernels. Section 6 provides numerical examples for the valuation of path-dependent, exotic options
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in the Black–Scholes model. Section 7 concludes. Section A recalls some facts about Hilbert spaces, including
the essentials of RKHS’s, compact operators, and random variables in Hilbert spaces. Section B contains all
proofs from the main text. Sections C and D are auxiliary and discuss in more detail the cases where the
target space and the RKHS are finite dimensional, respectively.
2 Approximation
As in Section 1, we let f ∈ L2Q be a given function, which models the payoff, or cumulative cash flow, of a
portfolio. We approximate and learn f through the choice of an appropriate hypothesis space H embedded in
L2Q. Thereto, we choose a kernel k on E. That is, a function k : E×E → R such that, for any finite selection
of points x1, . . . , xn ∈ E, the n× n-matrix with entries k(xi, xj) is symmetric and positive semidefinite. By
Moore’s theorem [PR16, Theorem 2.14 and Proposition 2.3], there exists a unique reproducing kernel Hilbert
space (RKHS) H with kernel k. That is, a Hilbert space H consisting of functions h : E → R such that
k(·, x) is in H and acts as pointwise evaluation, 〈h, k(·, x)〉H = h(x), for all x ∈ E. We collect some basic
properties of RKHS in Section A.
Throughout, we assume that k : E × E → R is measurable and H is separable.3 Then H consists of
measurable functions, see Lemma A.5(i). We also assume that κ(x) =
√
k(x, x) = ‖k(·, x)‖H is square-
integrable,
‖κ‖2,Q <∞. (6)
From the elementary bound
|h(x)| ≤ κ(x)‖h‖H, x ∈ E, (7)
we then infer that the linear operator J : H → L2Q that maps h ∈ H to its Q-equivalence class is well-
defined and Hilbert–Schmidt with norm ‖J‖2 = ‖κ‖2,Q, see [SS12, Lemma 2.3].4 It is well known, see [SS12,
Lemma 2.2], that the adjoint operator J∗ : L2Q → H satisfies
J∗g =
∫
E
k(·, x)g(x)Q(dx), g ∈ L2Q. (8)
We can now approximate f in L2Q by the solution h = fλ ∈ H to the regularized projection problem
min
h∈H
(‖f − h‖22,Q + λ‖h‖2H), (9)
for some regularization parameter λ > 0. There are two arguments for adding the penalization term λ‖h‖2H
in the objective function (9). First, we avoid overfitting when H is relatively “large” compared to L2Q, in the
sense that Im J = L2Q, which happens in particular when dim(L
2
Q) < ∞, as described in Section C and the
sample estimation below. Second, problem (9) has always a unique solution h = fλ ∈ H and it is given by
fλ = (J
∗J + λ)−1J∗f, (10)
3Sufficient conditions for separability of an RKHS are given in Lemma A.2 and Corollary A.3 in conjunction with Lemma A.5.
4By (7), we have that J : H → LpQ is a bounded operator with ‖J‖ ≤ ‖κ‖p,Q, for any p ≤ ∞ such that ‖κ‖p,Q <∞.
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see [EHN96, Theorem 5.1]. It readily follows from (8) and (10) that fλ can be represented as
fλ = J
∗gλ =
∫
E
k(·, x)gλ(x)Q(dx) (11)
where
gλ = (JJ
∗ + λ)−1f. (12)
Equation (11) is known as representer theorem, see, e.g., [PR16, Section 8.6]. It yields an important lemma
for applications in finance, as we shall see next. For the definition of kernel embeddings of distributions we
refer to [SGF+10].
Definition 2.1. We call the kernel k tractable if the conditional kernel embeddings Mt(y) = EQ[k(X, y) | Ft]
are given in closed form, for all y ∈ E, t = 0, . . . , T .
Lemma 2.2. Assume that k is tractable and let gλ be given by (12). Then
EQ[fλ(X) | Ft] =
∫
E
Mt(y)gλ(y)Q(dy) (13)
is given in closed form, subject to Q-integration, for all t = 0, . . . , T .5
We now discuss the limit λ → 0. Thereto, we denote by f0 ∈ Im J the orthogonal projection of f onto
Im J in L2Q. By orthogonality of f − f0 and f0 − fλ in L2Q, we can decompose the squared approximation
error
‖f − fλ‖22,Q = ‖f − f0‖22,Q + ‖f0 − fλ‖22,Q
into the sum of the squared projection error ‖f − f0‖2,Q and the squared regularization error ‖f0 − fλ‖2,Q.
The next result is well known and shows that the regularization error converges to zero as λ→ 0, albeit the
convergence may be slow, see [DVRC+05, Proposition 4].6
Lemma 2.3. ‖f0 − fλ‖2,Q → 0 as λ→ 0.
In view of Lemma 2.3, the following property of k is desirable because it implies a zero projection error,
f0 = f , so that the approximation error converges to zero as λ→ 0.7
Definition 2.4. The kernel k is called L2Q-universal if Im J = L
2
Q.
We discuss the special cases of a finite-dimensional target space L2Q and a finite-dimensional RKHS H in
more detail in Sections C and D.
A standard assumption in the machine learning literature is that f0 ∈ Im J , which holds if and only if
problem (9) has a solution for λ = 0. Under this regularity assumption, one can derive rates of convergence in
Lemma 2.3, see, e.g., [CDV07]. However, note that this assumption is quite restrictive and difficult to verify
in practice, unless the RKHS H is finite dimensional.8 In this paper, we thus abstain from this assumption.
We henceforth acknowledge the approximation error for a given λ > 0, which thanks to Lemma 2.3 and
Definition 2.4 can be assumed arbitrarily small, and focus on the sample error in the sequel.
5The integral in (13) boils down to a finite sum in the sample estimation of fλ below, see Lemma 4.1.
6In fact, {J(J∗J + λ)−1J∗ | λ > 0} is a bounded family of operators on L2Q, with ‖J(J∗J + λ)−1J∗‖ ≤ 1 by Lemma B.1,
which converges weakly to the projection operator onto Im J , fλ → f0 as λ→ 0, but not so in operator norm in general.
7Universal kernels have been introduced by [Ste02, MXZ06]. See also [SFL10].
8As J : H → L2Q is a compact operator, by the open mapping theorem, we have that Im J = Im J if and only if dim(Im J) <∞. In this case, obviously, f0 ∈ Im J .
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3 Sample estimation
We next learn the approximation fλ from a finite sample. The previous machine learning literature has
derived sample error bounds under regularity and boundedness assumptions on f that do not hold for
finance applications in general. We thus add to the literature with the following setup.
We fix an equivalent sampling measure Q˜ ∼ Q with Radon–Nikodym derivative w = dQ˜/dQ on E.
We then define the measurable function f˜ = f/
√
w and measurable kernel k˜(x, y) = k(x, y)/
√
w(x)w(y).
Henceforth, we assume that w is chosen such that
‖f˜‖∞,Q <∞ (14)
and
‖κ˜‖∞,Q <∞ (15)
where we define κ˜(x) =
√
k˜(x, x) = κ(x)/
√
w(x).9
We denote by H˜ the RKHS corresponding to k˜. It is readily seen that the linear operator U : L2Q˜ → L2Q
given by Ug =
√
wg is an isometry, with U−1g = U∗g = g/
√
w. Hence ‖f˜‖2,Q˜ = ‖f‖2,Q and ‖κ˜‖2,Q˜ = ‖κ‖2,Q.
Moreover, from [PR16, Proposition 5.20] we infer that the linear operator T : H˜ → H given by Th = √wh
is an isometry, with T−1h = T ∗h = h/
√
w. As a consequence, H˜ is separable and the following diagram
commutes:
H˜ L2Q˜
H L2Q
J˜
×√w
J
× 1√
w
(16)
where J˜ : H˜ → L2Q˜ denotes the linear operator that maps h ∈ H˜ to its Q-equivalence class. As a consequence,
all results of Section 2 can be lifted and literally apply to Q˜, k˜, H˜, J˜ , f˜ in lieu of Q, k, H, J , f . In particular,
we obtain the approximation f˜λ of f˜ in L
2
Q˜, and we have fλ =
√
wf˜λ. Note also that k˜ is L
2
Q˜-universal if and
only if k is L2Q-universal.
We now let n ∈ N and X = (X(1), . . . , X(n)) be a sample of i.i.d. E-valued random variables with
X(i) ∼ Q˜. Without loss of generality we assume that the random variables X(i) are defined on the product
measurable space E = E × E × · · · and E = E ⊗ E ⊗ · · · , endowed with the product probability measure
Q = Q˜⊗ Q˜⊗ · · · .
We define the empirical measure Q˜X = 1n
∑n
i=1 δX(i) on E. Then, again, all results of Section 2 apply
sample-wise for Q˜X in lieu of Q˜. We denote by J˜X : H˜ → L2Q˜X and f˜X = (J˜
∗
X J˜X + λ)
−1J˜∗X f˜ the sample
analogues of J˜ : H˜ → L2Q˜ and f˜λ, respectively.10 Consistently with (16), we eventually define the sample
estimator of fλ by
fX =
√
wf˜X . (17)
Our first main result is a pair of limit theorems, which shows consistency of the estimator (17). For the
notion of a Gaussian measure N (m,Q) with mean m and covariance operator Q on a Hilbert space, we refer
to Section A.4. We denote the variance of g ∈ L2Q˜ by VQ˜[g] = ‖g‖22,Q˜ − 〈g, 1〉2Q˜.
9As in footnote 4, in view of (7) and (15), we necessarily have ‖κ‖p,Q ≤ ‖
√
w‖p,Q‖κ˜‖∞,Q < ∞, for any p ≤ ∞ such that
‖√w‖p,Q <∞. The latter obviously holds for p = 2.
10As above, for any function h : E → R, we will write h for its Q˜X -equivalence class.
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Theorem 3.1. (i) Law of large numbers: fX
a.s.−−→ fλ as n→∞.
(ii) Central limit theorem:
√
n(fX − fλ) d−→ N (0, Q) as n → ∞, where Q : H → H is the nonnegative,
self-adjoint trace-class operator given by 〈Qh, h〉H = VQ˜[(1/w)(f − fλ)(J∗J + λ)−1h], for h ∈ H.
An immediate consequence of Theorem 3.1 is the following weak central limit theorem, which holds for
any h ∈ H, √
n〈fX − fλ, h〉H d−→ N (0, 〈Qh, h〉H) as n→∞. (18)
Remark 3.2. From Theorem 3.1 and the continuous mapping theorem we immediately obtain the correspond-
ing central limit theorem in L2Q. It reads
√
n(fX − fλ) d−→ N (0, JQJ∗) as n→∞, where JQJ∗ : L2Q → L2Q is
the nonnegative, self-adjoint trace-class operator given by 〈JQJ∗g, g〉Q = VQ˜[(1/w)(f − fλ)(J∗J +λ)−1J∗g],
for g ∈ L2Q. The weak central limit theorem (18) reads
√
n〈fX − fλ, g〉Q d−→ N (0, 〈JQJ∗g, g〉Q) as n→∞.
Remark 3.3. Theorem 3.1 actually holds under weaker assumptions than (14)–(15), namely ‖f˜ κ˜‖2,Q˜ <∞
and ‖κ˜‖4,Q˜ <∞. This is evident from its proof, see (43) and (49).
Our second main result gives finite sample guarantees for the estimator (17).
Theorem 3.4. For any η ∈ (0, 1], we have
‖fX − fλ‖H < 2
√
2 log(2/η)‖(1/w)(f − fλ)κ‖∞,Q
λ
√
n
(19)
with sampling probability Q of at least 1− η.
Remark 3.5. Note that the bound in Theorem 3.4 is dimension-free in the sense that, while the constants
may depend on the dimension of E, the convergence rate in n does not. We also observe that the closer the
approximation fλ to f , the smaller the finite sample error bounds.
As for the choice of the sampling measure Q˜ that satisfies conditions (14) and (15), there is an optimal
one that yields a minimal L∞-norm of the kernel in the following sense.
Lemma 3.6. For any sampling measure Q˜ ∼ Q, we have ‖κ˜‖∞,Q ≥ ‖κ‖2,Q, with equality if and only if κ > 0
and
w =
κ2
‖κ‖22,Q
, Q-a.s. (20)
In this case, κ˜ = ‖κ‖2,Q is constant Q-a.s.
With the choice (20) we obtain that ‖κ˜‖∞,Q = ‖κ‖2,Q, which asserts condition (15). As for condition (14),
in conjunction with the choice (20), we can always choose the original kernel k such that ‖f/κ‖∞,Q < ∞,
which then implies (14).
Besides the above considerations, for practical matters, it is convenient to choose the sampling measure
Q˜ ∼ Q such that
sampling from Q˜ is feasible. (21)
Finite sample guarantees similar to (19) have been derived in the machine learning literature, e.g.,
[CS02b, CS02a, SS05, WYZ06, WZ06, CDV07, BPR07, SZ07, WYZ07, RS17, LRRC18], but under more
stringent assumptions than ours. For instance, [RS17] assume that f0 ∈ Im J , which does not hold in our
examples in Section 6 below. Indeed, the Gaussian-exponentiated kernel is L2Q-universal, see Lemma 6.1, and
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hence f0 = f which is not in Im J for any of the payoff functions f . For another instance, [LRRC18] assume
that E is compact, which again does not hold in our examples. The reason for these stringent assumptions is
that [RS17] and [LRRC18], and most of the above literature, aim to determine optimal learning rates for the
total error ‖fX−f0‖2,Q. These are statements of the form Q[‖fX−f0‖2,Q < c(η, n)] ≥ 1−η for all n ≥ n0(η),
for η ∈ (0, 1]. The best learning rate obtained so far is c(η, n) = O(n−1/2), which is consistent with (19).
However, we believe that separating the sample error bounds (19), for a fixed λ > 0, from the approximation
error leads to higher transparency of the arguments and the flexibility of our framework to adhere to financial
applications. Indeed, the proofs of Theorems 3.1 and 3.4 boil down to elementary fundamental facts from
probability, which we provide in Section B for the convenience of the reader. Moreover, we recall that the
approximation error can be made arbitrarily small according to Lemma 2.3 under the assumption of an
L2Q-universal kernel.
4 Computation
We show how to compute fX . We also derive the sample analogue of Lemma 2.2, which gives the estimated
value process VX in (4) in closed form. We explicitly take into account that sample points may overlap.
We start by noting that n¯ = dimL2Q˜X
≤ n, with equality if and only if
X(i) 6= X(j) for all i 6= j. (22)
Therefore, we let X¯(1), . . . , X¯(n¯) be the distinct points in E such that {X¯(1), . . . , X¯(n¯)} = {X(1), . . . , X(n)}.11
Define the index sets Ij = {i | X(i) = X¯(j)}, j = 1, . . . , n¯. We consider the orthogonal basis {ψ1, . . . , ψn¯}
of L2Q˜X
given by ψi(X¯
(j)) = |Ii|−1/2δij , so that 〈ψi, ψj〉Q˜X = 1nδij , for 1 ≤ i, j ≤ n¯. The coordinate vector
representation of any g ∈ L2Q˜X accordingly is given by
g = (|I1|1/2g(X¯(1)), . . . , |In¯|1/2g(X¯(n¯)))>. (23)
We define the positive semidefinite n¯×n¯-matrixK byKij = |Ii|1/2k˜(X¯(i), X¯(j))|Ij |1/2, for 1 ≤ i, j ≤ n¯. From
(52) we see that 1nK is the matrix representation of J˜X J˜
∗
X : L
2
Q˜X
→ L2Q˜X . We thus arrive at the following
lemma, which shows how to compute fX and VX in terms ofK and f = (|I1|1/2f˜(X¯(1)), . . . , |In¯|1/2f˜(X¯(n¯)))>,
the coordinates of f˜ in L2Q˜X
according to (23).
Lemma 4.1. The unique solution g ∈ Rn¯ to
( 1nK + λ)g = f , (24)
gives fX =
1
n
∑n¯
j=1 k(·, X¯(j)) |Ij |
1/2gj√
w(X¯(j))
. If, moreover, the kernel k is tractable then
VX,t =
1
n
n¯∑
j=1
Mt(X¯
(j))
|Ij |1/2gj√
w(X¯(j))
, t = 0, . . . , T, (25)
is given in closed form.
Remark 4.2. Computing the n¯× n¯-matrix K is infeasible when n¯ is significantly greater than 105 both in
11This sorting step adds computational cost. In Section C.1 we show how to compute fX without sorting.
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terms of memory and computation, see [MV18]. In this case, one could consider a low-rank approximation
of the kernel of the form k˜(x, y) ≈ φ˜(x)>φ˜(y) for some feature map φ˜ : E → Rm. This brings us to the finite-
dimensional case discussed in Lemma D.3 below. There has recently been a lot of research on such low-rank
approximations of kernels. E.g., [DXH+14, LHW+16] use a probabilistic representation of the kernel as in
Lemma A.4(ii), where they approximate M, and thus k, by the empirical measure induced by a finite sample
ω1, . . . , ωm ∈ Ω drawn from M.
5 Tractable kernels
As we have seen, the above kernel method can be efficiently applied for approximating V if the chosen kernel
is tractable for a given random driver. Luckily there are many such kernels k and distributions Q, as we
shall see now. Thereto, we henceforth assume that k is of the multiplicative form
k(x, y) =
T∏
t=0
kt(xt, yt) (26)
for measurable kernels kt on Et such that κt ∈ L2Qt for κt(x) =
√
kt(x, x), and with separable RKHS Ht.
The RKHS of k can then be identified with the tensor product H = H0 ⊗ · · · ⊗ HT , see [PR16, Theorem
5.11]. In particular, 〈g, h〉H =
∏T
t=0〈gt, ht〉Ht for functions g(x) =
∏T
t=0 gt(xt) and h(x) =
∏T
t=0 ht(xt).
It is then easy to see that the kernel k in (26) is tractable if the kernel embeddingsmt(y) =
∫
Et
kt(x, y)Qt(dx),
see [SGF+10], are in closed form for all y ∈ Et and t = 0, . . . , T . Indeed, the conditional kernel embeddings
can now be written as
Mt(y) = EQ[k(X, y) | Ft] =
t∏
s=0
ks(Xs, ys)
T∏
s=t+1
ms(ys), y ∈ E. (27)
We next assume that each Et is a measurable subset of Rdt for some dt ∈ N. Then Bochner’s theorem
[Sat99, Proposition 2.5] implies that any symmetric probability measure Λ on Rdt , and parameter β ≥ 0,
give rise to a kernel on Et of the form
kt(x, y) = e
βx>y
∫
Rdt
ei(x−y)
>λΛ(dλ), x, y ∈ Et. (28)
As for the random driver distribution, we assume that every Qt is infinitely divisible and admits exponential
moments of order βx, for all x ∈ Et. Then the Le´vy–Khintchine formula yields a closed form expression
for the (extended) characteristic function Q̂t(u) =
∫
Et
eu
>yQt(dy) for all admissible u ∈ Cdt , see [Sat99,
Theorem 8.1]. Examples include (discrete-time) Le´vy processes X, which are widespread stochastic drivers
in financial models. The kernel embedding becomes
mt(x) =
∫
Rdt
∫
Et
e(βx+iλ)
>yQt(dy)e−ix
>λΛ(dλ) =
∫
Rdt
Q̂t(βx+ iλ)e−ix
>λΛ(dλ), x ∈ Et, (29)
which is in closed form subject to an integration with respect to Λ(dλ). In order to appreciate this finding,
we note that Fourier type integrals like the one on the right hand side in (29) are routinely computed, e.g,
in Le´vy type or affine models, [DFS03]. So we can draw on a large library of available computer code.
Tractable measures Λ include symmetric infinitely divisible distributions, for which the Le´vy–Khintchine
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formula yields a closed form expression for kt in (28),
kt(x, y) = e
βx>ye−
1
2 (x−y)>A(x−y)+
∫
Rdt (cos((x−y)>ξ)−1)ν(dξ), x, y ∈ Et,
where A is a positive semi-definite matrix, and ν is a symmetric Le´vy measure on Rdt , see [Sat99, Theorem
8.1 and E 18.1]. Such kernels for β = 0 have recently also been studied by [NF16]. For ν = 0 and A = 2αIdt ,
where Idt is the identity matrix, we obtain the Gaussian-exponentiated kernel
kt(x, y) = e
−α‖x−y‖2+βx>y, x, y ∈ Et, (30)
with parameters α ≥ 0 and β ≥ 0. This contains the Gaussian kernel, for β = 0, and the exponentiated
kernel, for α = 0, as special cases.
Also the kernels of Sobolev spaces are of the form (28) with β = 0. [NUWZ18] recently showed that the
reproducing kernel of the Sobolev space W s2 (Rdt) of functions whose weak derivatives up to order s > dt/2
are square-integrable is given by the probability measure Λ(dλ) = (2pi)−dt(1 +
∑
0<|α|≤s λ
α)−1dλ. This is
noteworthy, as Sobolev spaces are versatile tools for function approximation, and thus potentially useful for
tractable finance applications.
6 Examples
We extend on the introductory example with the Black–Scholes model with d nominal stock prices given
by (2), for some dimension d ∈ N. In particular, we assume that Xt are i.i.d. standard Gaussians on Et = Rd,
t = 1, . . . , T .12
As for components of the kernel (26), we consider the Gaussian-exponentiated kernels (30) with pa-
rameters α > 0 and β ∈ [0, 1/2). The upper bound on β is necessary and sufficient for (6) to hold.
Whenever appropriate, we identify the path space E with RdT by stacking x = (x1, . . . , xT ) into a col-
umn vector. Accordingly, Q = N (0, IdT ) is the standard Gaussian measure on RdT , and we can write
k(x, y) = e−α‖x−y‖
2+βx>y.
In view of Lemma A.5(ii) and Corollary A.3, every h ∈ H is continuous and H is separable. For the
following important property we recall Definition 2.4.
Lemma 6.1. The Gaussian-exponentiated kernel k is L2Q-universal.
As for the sampling measure Q˜, we consider the Radon–Nikodym derivative
w(x) = (1− 2γ)dT/2eγ‖x‖2
with parameter γ < 1/2. Then Q˜ = N (0, (1−2γ)−1IdT ) is a centered Gaussian measure with scaled variance,
so that (21) is clearly satisfied. We obtain κ˜(x) = (1 − 2γ)−dT/4e(β/2−γ/2)‖x‖2 . Hence condition (15) holds
if and only if
β ≤ γ, (31)
which we henceforth assume. Note that for β = γ we obtain the Radon–Nikodym derivative (20), which is
optimal in the sense of Lemma 3.6.
12Note that we do not specify X0 here, which could include portfolio specific values that parametrize the cumulative cashflow
function f(X). This could include the strike price of an embedded option or the initial values of underlying financial instruments.
We could sample X0 from a Bayesian prior Q0. We henceforth omit X0, which is tantamount to setting k0 = 1.
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For the Gaussian sampling measure Q˜, (22) almost surely holds for any finite sample, so that n¯ = n,
X¯(j) = X(j) and |Ij | = 1 for all j = 1, . . . , n. This simplifies the expression of the estimator VX,t in (25),
which also involves the conditional kernel embeddings Mt, given in (27). Straightforward calculations show
that the involved kernel embeddings are of the closed form
ms(ys) = (1 + 2α)
−d/2e
β2+4αβ−2α
4α+2 ‖ys‖2 . (32)
As for the portfolios, we fix a strike price K and consider the following European options with payoff
functions
• Min-put f(X) = e−rT (K −mini Si,T )+;
• Max-call f(X) = e−rT (maxi Si,T −K)+.
We also consider a genuinely path-dependent product with the payoff function
• Barrier reverse convertible f(X) = e−rTC + e−rTF
(
1− 1{mini,t Si,t≤B}
(
1−mini Si,TSi,0K
)+)
,
for some barrier B < K, a coupon C, and face value F . At maturity T , the holder of this structured product
receives the coupon C. She also receives the face value F if none of the nominal stock prices falls below
the barrier B at any time step t = 1, . . . , T . Otherwise, the face value F is reduced by the payoff of F/K
min-puts on the normalized stocks Si,T /Si,0 with strike price K.
Note that the payoff functions of the min-put and barrier reverse convertible are bounded, while the
payoff of the max-call is unbounded.
For our numerical experiments, we choose the following parameter values: risk-free rate r = 0, initial
stock prices Si,0 = 1, volatilities σi = 0.2ei, where ei denote the standard basis vectors in Rd, so that stock
prices are independent, strike price K = 1 (at the money), barrier B = 0.6, coupon C = 0, and face value
F = 1. The remaining parameters are chosen case-by-case as follows:
• Min-put: d = 6 stocks, T = 2 time steps at sizes ∆1 = 1/12 and ∆2 = 11/12, and sampling measure
parameter γ = 0. The latter is justified as the min-put payoff is bounded, so that condition (15) holds.
Note that necessarily β = 0 by (31).
• Max-call: d = 6, T = 2, ∆1 = 1/12, ∆2 = 11/12, as for the min-put. However, condition (14) holds—
and Theorem 3.4 applies—if and only if γ > 0. On the other hand, in view of Remark 3.3, Theorem 3.1
still applies also for γ = 0. So we try γ = 0 and γ = 0.15.13
• Barrier reverse convertible: d = 3 stocks, T = 12 time steps at sizes ∆t = 1/12, and sampling measure
parameter γ = 0, which is justified as for the min-put.
The dimension of the path space E = RdT for the min-put and max-call specifications amounts to 12,
and for the barrier reverse convertible to 36. In practical terms, these examples can thus be considered
high-dimensional.
Under the parameter specifications above, we generate a training sample X of size n = 2× 104 and use
the Gaussian Process Regression (GPR) module of the scikit-learn library [PVG+11]. Indeed, GPR yields
the same expression as we have for the sample estimator fX in Lemma 4.1, see [RW06]. The advantage of
13Numerical issues arise for γ > 0.15. Indeed, the sample estimator of EQ˜[1/w(X)] = 1 gives values that are significantly
smaller than 1, due to limited precision when representing sample values of 1/w(X) that are close to zero in dimension 36.
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using GPR is that some optimal hyperparameter values α, β and λ are obtained by maximizing a likelihood
function [RW06]. This is an alternative to the standard validation step where one needs to specify a grid
for every hyperparemeter, which can lead to cumbersome and lengthy computations, as we experienced
for our examples. Instead, for GPR we only need to specify value ranges for each hyperparemeter, which
here we chose as α ∈ [8.3 × 10−6, 0.83], β ∈ [10−9, 0.15] and λ ∈ [10−9, 10−3]. Table 1 shows the optimal
hyperparameter values. We notice that all optimal values lie inside their pre-specified ranges.
Payoff α β λ
Min-put 2.06× 10−2 0 1.86× 10−8
Max-call (γ = 0) 2.53× 10−2 0 3.33× 10−8
Max-call (γ = 0.15) 2.66× 10−2 4.10× 10−9 4.14× 10−8
Barrier reverse convertible 2.95× 10−3 0 9.19× 10−8
Table 1: Optimal hyperparameter values α, β, λ from GPR.
We then compute the estimated value process VX,t at time steps t ∈ {0, 1, T} using Lemma 4.1 and
(32). We benchmark VX to the ground truth value process V , which we obtain by means of large Monte
Carlo schemes using ntest = 10
5 simulations. More specifically, we obtain V0 as simple Monte Carlo estimate
from simulating VT = f(X). For V1, we use a nested Monte Carlo scheme, where we estimate each sample
of V1 = V1(X1) using ninner = 1000 independent inner simulations of (X2, . . . , XT ). This way we obtain
the relative absolute error |VX,0 − V0|/V0 of VX,0, and the normalized L2Q-errors ‖VX,t − Vt‖2,Q/V0 of VX,t,
for t = 1, T . Table 2 shows the normalized L2Q-errors. We observe that the normalized L
2
Q-error of VX,t
decreases substantially with the time-to-maturity T−t. More specifically, the normalized L2Q-error of VX,1 is,
on average, 10-times smaller than that of VX,T . The relative absolute error of VX,0 is, on average, 19-times
smaller than the normalized L2Q-error of VX,1. These findings are in line with (5) and have useful practical
implications. Indeed, the sample error bounds in Theorem 3.4 are, arguably, mainly of theoretical interest
and hardly available in practice. However, in concrete applications, one can always estimate the normalized
L2Q-error of VX,T by a simple Monte Carlo scheme as we do here. This error then serves as upper bound on
the normalized L2Q-errors of VX,t, for any t < T .
Payoff t = 0 1 T
Min-put 0.194 1.83 10.1
Max-call (γ = 0) 0.080 2.50 12.4
Max-call (γ = 0.15) 0.103 2.32 11.7
Barrier reverse convertible 0.022 0.25 5.8
Table 2: Normalized L2Q-error ‖Vt − VX,t‖2,Q/V0 at steps t ∈ {0, 1, T} in %.
Figures 1a, 2a, 3a and Figures 1b, 2b, 3b show the decrease of the normalized L2Q-errors with respect
to the training sample size n for VX,T and VX,1, respectively. Figures 1c, 2c, 2e, 3c and Figures 1d, 2d,
2f, 3d show the detrended Q-Q plots of VX,T and VX,1, respectively. To construct these detrended Q-Q
plots, we proceed as follows. First we compute the left quantiles at levels {1%, 2%, · · · , 100%} as well as the
right quantile at level 0% (which equals the minimum sample value) of the ntest observations of VX,t and Vt,
t = 1, T . Then we plot the detrended quantiles, i.e., estimated quantiles minus true quantiles, against the
true quantiles. We observe that the detrended Q-Q plot of VX,1 is significantly better than that of VX,T ,
which is in line with our previous findings for the corresponding relative L2Q-errors.
Notably, Figure 3c reveals that for only 2% of the training sample (that is, 400 points out of n = 2×104)
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the embedded min-put options in the barrier reverse convertible are triggered and in the money. For the
remaining sample points the payoff is equal to the face value, F = 1. And yet, as Figure 3d shows, this is
enough for our algorithm to learn the payoff function such that VX,1 is remarkably close to the ground truth
with a normalized L2Q-error of 0.25%, as reported in Table 2.
Figure 2 shows the benefit in using γ > 0 over γ = 0 for the unbounded payoff of the max-call, which
is consistent with Theorem 3.4. We also computed the normalized L2Q-errors and detrended Q-Q plots for
min-put and barrier reverse convertible with γ = 0.15, and we found slightly better, un-report, results than
with γ = 0, which are available from the authors upon request. We expect that our results can be further
improved by choosing the sampling measure Q˜ ∼ Q more tailored to the specific underlying portfolio payoff,
leading to more balanced training samples. We leave this up for future research.
7 Conclusion
We introduce a unified framework for quantitative portfolio risk management, based on the dynamic value
process of the portfolio. We approximate and learn the value process from a finite sample of the cumulative
cash flow of the portfolio using kernel methods. Thereto we deploy the theory of reproducing kernel Hilbert
spaces, which we find suitable for the learning of functions using simulated samples. We exploit tractable
kernels in conjunction with the kernel representer theorem to obtain the sample estimator of the value
process in closed form. We show asymptotic consistency and derive finite sample error bounds, which
have been established in the previous literature only under regularity and boundedness assumptions on
the target function that do not hold for finance applications in general. Numerical experiments for exotic,
path-dependent options in the multivariate Black–Scholes model in large dimensions show good results for
a moderate training sample size. The scalability of the presented methods to higher dimensional sample
spaces is left for future research.
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(a) Normalized L2Q-error of VX,T in % (b) Normalized L
2
Q-error of VX,1 in %
(c) Detrended Q-Q plot of VX,T (d) Detrended Q-Q plot of VX,1
Figure 1: Results for the min-put
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(a) Normalized L2Q-error of VX,T in % (b) Normalized L
2
Q-error of VX,1 in %
(c) Detrended Q-Q plot of VX,T for γ = 0 (d) Detrended Q-Q plot of VX,1 for γ = 0
(e) Detrended Q-Q plot of VX,T for γ = 0.15 (f) Detrended Q-Q plot of VX,1 for γ = 0.15
Figure 2: Results for the max-call with γ = 0 and γ = 0.15
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(a) Normalized L2Q-error of VX,T in % (b) Normalized L
2
Q-error of VX,1 in %
(c) Detrended Q-Q plot of VX,T (d) Detrended Q-Q plot of VX,1
Figure 3: Results for the barrier reverse convertible
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A Some facts about Hilbert spaces
For the convenience of the reader we collect here some basic definitions and facts about Hilbert spaces, on
which our framework builds. We first recall some basics. We then introduce kernels and reproducing kernel
Hilbert spaces. We then review compact operators and random variables on separable Hilbert spaces. For
more background, we refer to, e.g., the textbooks [Kat95, CZ07, SC08, PR16].
A.1 Basics
We start with briefly recalling some elementary facts and conventions for Hilbert spaces. Let H be a Hilbert
space and I some (not necessarily countable) index set. We call a set {φi | i ∈ I} in H an orthonormal
system (ONS) in H if 〈φi, φj〉H = δij , for the Kronecker Delta δij . We call {φi | i ∈ I} an orthonormal
basis (ONB) of H if it is an ONS whose linear span is dense in H. In this case, for every h ∈ H, we
have h =
∑
i∈I〈h, φi〉Hφi and the Parseval identify holds, ‖h‖2H =
∑
i∈I |〈h, φi〉H |2, where only a countable
number of coefficients 〈h, φi〉H are different from zero. Here we recall the elementary fact that the closure
of a set A in H is equal to the set of all limit points of sequences in A, see [AB99, Theorem 2.37].
A.2 Reproducing kernel Hilbert spaces
Let k : E ×E → R be a kernel with RKHS H, as introduced at the beginning of Section 2. We collect some
basic facts that are used throughout the paper. In the following E denotes an arbitrary set, if not otherwise
stated.
Lemma A.1. The linear span V of the set {k(·, x) | x ∈ E} is dense in H.
Proof of Lemma A.1. Let h be orthogonal to V in H. Then h(x) = 〈h, k(·, x)〉H = 0 for all x ∈ E.
As a consequence of Lemma A.1 we obtain the following sufficient condition for separability of H.
Lemma A.2. Assume there exists a countable subset E0 ⊆ E such that, for any h ∈ H, h(x) = 0 for all
x ∈ E0 implies h = 0. Then H is separable.
Proof of Lemma A.2. Define the countable set S = {k(·, x) | x ∈ E0}. Let h ∈ H be orthogonal to the linear
span of S, so that h(x) = 〈h, k(·, x)〉H = 0 for all x ∈ E0. By assumption, we have h = 0.
Here is an immediate corollary from Lemma A.2.
Corollary A.3. Assume (E, τ) is a separable topological space and every h ∈ H is continuous. Then H is
separable.
The following lemma gives some useful representations of k, see [PR16, Theorems 2.4 and 12.11].
Lemma A.4. (i) Let {φi | i ∈ I} be an ONB of H. Then k(x, y) =
∑
i∈I φi(x)φi(y) where the series
converges pointwise.
(ii) There exists a stochastic process φω(x), indexed by x ∈ E, on some probability space (Ω,F ,M) such
that ω 7→ φω(x) : Ω→ R are square-integrable random variables and k(x, y) =
∫
Ω
φω(x)φω(y) dM(ω).
The following lemma collects the basic facts about measurable and continuous kernels.
Lemma A.5. The following hold:
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(i) Assume (E, E) is a measurable space and k(·, x) : E → R is measurable for all x ∈ E. Then every
h ∈ H is measurable. If, moreover, H is separable then k : E × E → R is jointly measurable.
(ii) Assume (E, τ) is a topological space and k is continuous at the diagonal in the sense that
lim
y→x k(x, y) = limy→x k(y, y) = k(x, x) for all x ∈ E. (33)
Then every h ∈ H is continuous.
Proof of Lemma A.5. (i): As convergence hn → h in H implies point-wise convergence hn(x)→ h(x) for all
x, we conclude from Lemma A.1 that the functions h ∈ H are measurable. If H is separable, there exists
an ONB {φi | i ∈ I} of H for a countable index set I. Then Lemma A.4(i) implies that k : E × E → R is
jointly measurable.
(ii): Let h ∈ H. Then |h(x) − h(y)| ≤ ‖k(·, x) − k(·, y)‖H‖h‖H, with ‖k(·, x) − k(·, y)‖H = (k(x, x) −
2k(x, y) + k(y, y))1/2, and (33) implies that h is continuous.
A.3 Compact operators on Hilbert spaces
Let H,H ′ be separable Hilbert spaces. A linear operator (or simply an operator) T : H → H ′ is compact if
the image (Thn)n≥1 of any bounded sequence (hn)n≥1 of H contains a convergent subsequence.
An operator T : H → H ′ is Hilbert–Schmidt if ‖T‖2 = (
∑
i∈I ‖Tφi‖2H′)1/2 < ∞, and trace-class if
‖T‖1 =
∑
i∈I〈(T ∗T )1/2φi, φi〉H < ∞, for some (and thus any) ONB {φi | i ∈ I} of H. We denote by
‖T‖ = suph∈H\{0} ‖Th‖H′/‖h‖H the usual operator norm. We have ‖T‖ ≤ ‖T‖2 ≤ ‖T‖1, thus trace-class
implies Hilbert–Schmidt, and every Hilbert–Schmidt operator is compact.
A self-adjoint operator T : H → H is nonnegative if 〈Th, h〉H ≥ 0, for all h ∈ H. Let T : H → H be a
nonnegative, self-adjoint, compact operator. Then there exists an ONS {φi | i ∈ I}, for a countable index
set I, and eigenvalues µi > 0 such that the spectral representation holds: T =
∑
i∈I µi〈·, φi〉Hφi .
A.4 Random variables in Hilbert spaces
Let H be a separable Hilbert space and Q be a probability measure on H. The characteristic function
Q̂ : H → C of Q is defined by Q̂(h) = ∫
H
ei〈y,h〉HQ(dy), h ∈ H.
If
∫
H
‖y‖HQ(dy) < ∞, then the mean mQ =
∫
H
yQ(dy) of Q is well defined, where the integral is in
the Bochner sense, see, e.g., [DPZ14, Section 1.1]. If
∫
H
‖y‖2HQ(dy) < ∞, then the covariance operator
QQ of Q is defined by 〈QQh1, h2〉H =
∫
H
〈y, h1〉H〈y, h2〉HQ(dy) − 〈mQ, h1〉H〈mQ, h2〉H , h1, h2 ∈ H. Hence
QQ is a nonnegative, self-adjoint, trace-class operator. The measure Q is Gaussian, Q ∼ N (mQ, QQ), if
Q̂(h) = ei〈mQ,h〉H− 12 〈QQh,h〉H , see [DPZ14, Section 2.3].
Now let (Ω,F ,P) a probability space, and (Yn)n≥1 a sequence of i.i.d. H-valued random variables with
distribution Y1 ∼ Q. Assume that E[Y1] = 0. If E[‖Y1‖2H ] < ∞, then (Yn)n≥1 satisfies the following law of
large numbers, see [HJP76, Theorem 2.1],
1
n
n∑
i=1
Yi
a.s.−−→ 0, (34)
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and the central limit theorem, see [HJP76, Theorem 3.6],
1√
n
n∑
i=1
Yi
d−→ N (0, QQ). (35)
If ‖Y1‖H ≤ 1 a.s., then (Yn)n≥1 satisfies the following concentration inequality, called the Hoeffding inequality,
see [Pin94, Theorem 3.5],
P[‖ 1
n
n∑
i=1
Yi‖H ≥ τ ] ≤ 2e− τ
2n
2 , τ > 0. (36)
B Proofs
We collect here all proofs from the main text.
B.1 Properties of the embedding operator
For completeness, we first recall some basic properties of the operator J defined in Section 2, which are used
throughout the paper.
Lemma B.1. (i) The operator JJ∗ : L2Q → L2Q is nonnegative, self-adjoint, and trace-class. There exists
an ONS {vi | i ∈ I} in L2Q and eigenvalues µi > 0, for a countable index set I with |I| = dim(Im J∗),
such that
∑
i∈I µi <∞ and the spectral representation
JJ∗ =
∑
i∈I
µi〈·, vi〉Qvi (37)
holds. Moreover, JJ∗ is invertible if and only if ker J∗ = {0} and dim(L2Q) <∞.
(ii) The operator J∗J : H → H is nonnegative, self-adjoint, and trace-class. The functions ui = µ−1/2i J∗vi,
i ∈ I, form an ONS in H, the spectral representation
J∗J =
∑
i∈I
µi〈·, ui〉Hui (38)
holds. Moreover, J∗J is invertible if and only if ker J = {0} and dim(H) <∞.
(iii) The canonical expansions of J∗ and J corresponding to (37) and (38) are given by
J∗ =
∑
i∈I
µ
1/2
i 〈·, vi〉Qui, J =
∑
i∈I
µ
1/2
i 〈·, ui〉Hvi. (39)
Proof of Lemma B.1. (i): JJ∗ is clearly nonnegative and self-adjoint. The trace-class property stems from
the product of two Hilbert–Schmidt operators, and implies JJ∗ has the spectral representation in (37) with
summable eigenvalues µi (note this means the convergence in (37) holds in the Hilbert–Schmidt norm sense).
Necessity and sufficiency to invert the compact operator JJ∗ follows from the open mapping theorem and
ker JJ∗ = ker J∗.
(ii): It follows by inspection that ui = µ
−1/2
i J
∗vi form an ONS in H and that J∗Jui = µ−1/2i J∗JJ∗vi =
µiui. Then, since H = Im J∗⊕ ker J and Im J∗ = span{ui | i ∈ I}, J∗J has the spectral representation (38).
The rest of the proof is analogous to part (i).
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(iii): Let f ∈ L2Q and write f =
∑
i∈I〈f, vi〉2,Qvi + v where v ∈ ker J∗, then J∗f =
∑
i∈I〈f, vi〉2,QJ∗vi =∑
i∈I〈f, vi〉2,Qµ1/2i ui. The expression of J follows form the same, dual argument.
Remark B.2. Note that (6) holds if and only if J : H → L2Q is Hilbert–Schmidt. Indeed, [SS12, Example
2.9] shows a separable RKHS H for which J : H → L2Q is compact, but not Hilbert–Schmidt, and ‖κ‖2,Q =∞.
That example also shows that κ /∈ H in general.
B.2 Proof of Lemma 2.3
Let {vi | i ∈ I} be the ONS in L2Q given in Lemma B.1(i). Then f0 =
∑
i∈I〈f0, vi〉2,Qvi. As fλ =
J(J∗J + λ)−1J∗f0, the spectral representation (38) of J∗J and the canonical expansions (39) of J∗ and J
give fλ =
∑
i∈I
µi
µi+λ
〈f0, vi〉2,Qvi. Hence,
‖f0 − fλ‖22,Q = ‖
∑
i∈I
λ
µi + λ
〈f0, vi〉2,Qvi‖22,Q =
∑
i∈I
(
λ
µi + λ
)2〈f0, vi〉22,Q.
The result follows from the dominated convergence theorem.
B.3 Proof of Theorem 3.1
For simplicity, we assume that the sampling measure Q˜ = Q, that is, w = 1, and omit the tildes. The
extension to the general case is straightforward, using (16) and (17).
We write
fX − fλ = (J∗XJX + λ)−1J∗Xf − (J∗J + λ)−1J∗f
= (J∗XJX + λ)
−1(J∗Xf − J∗f)− ((J∗J + λ)−1 − (J∗XJX + λ)−1)J∗f.
Combining this with the elementary factorization
(J∗J + λ)−1 − (J∗XJX + λ)−1 = (J∗XJX + λ)−1(J∗XJX − J∗J)(J∗J + λ)−1, (40)
we obtain
fX − fλ = (J∗XJX + λ)−1 (J∗Xf − J∗f − (J∗XJX − J∗J)fλ) = (J∗XJX + λ)−1
1
n
n∑
i=1
ξi, (41)
where ξi = (f(X
(i)) − fλ(X(i)))kX(i) − J∗(f − fλ) are i.i.d. H-valued random variables with zero mean.
Moreover, as
‖ξi‖2H = (f(X(i))− fλ(X(i)))2κ(X(i))2 +
∫
E2
(f(x)− fλ(x))(f(y)− fλ(y))k(x, y)Q(dx)Q(dy)
− 2
∫
E
(f(X(i))− fλ(X(i)))(f(y)− fλ(y))k(X(i), y)Q(dy),
(42)
we infer that
E[‖ξi‖2H] = ‖(f − fλ)κ‖22,Q − ‖J∗(f − fλ)‖2H ≤ ‖(f − fλ)κ‖22,Q ≤ 2‖fκ‖22,Q + 2‖fλ‖2H‖κ‖44,Q <∞, (43)
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where in the third inequality we used (7).
Hence both the law of large numbers in (34) and the central limit theorem in (35) apply:
1
n
n∑
i=1
ξi
a.s.−−→ 0, 1√
n
n∑
i=1
ξi
d−→ N (0, Cξ), (44)
where Cξ is the covariance operator of ξ, which is given by
〈Cξh, h〉H = ‖(f − fλ)Jh‖22,Q − 〈f − fλ, Jh〉22,Q, h ∈ H. (45)
From (41), (44) and Lemma B.3 below, the continuous mapping theorem gives fX
a.s.−−→ fλ, and Slutsky’s
lemma gives
√
n(fX − fλ) d−→ N (0, Q) for the covariance operator Q = (J∗J + λ)−1Cξ(J∗J + λ)−1. Using
(45), we infer
〈Qh, h〉H = ‖(f − fλ)J(J∗J + λ)−1h‖22,Q − 〈f − fλ, J(J∗J + λ)−1h〉22,Q
= VQ[(f − fλ)(J∗J + λ)−1h],
as claimed.
Lemma B.3. We have (J∗XJX + λ)
−1 a.s.−−→ (J∗J + λ)−1, as n→∞.
Proof of Lemma B.3. Equation (40) implies ‖(J∗J + λ)−1 − (J∗XJX + λ)−1‖ ≤ λ−2‖J∗XJX − J∗J‖. Hence
it is enough to prove that
J∗XJX
a.s.−−→ J∗J. (46)
Thereto, we decompose
J∗XJX − J∗J =
1
n
n∑
i=1
Ξi, (47)
where Ξi = 〈·, kX(i)〉HkX(i)−
∫
E
〈·, kx〉HkxQ(dx) are i.i.d. random Hilbert–Schmidt operators with zero mean.
Straightforward calculations show that
‖Ξi‖22 = κ(X(i))4 +
∫
E2
k(x, y)2Q(dx)Q(dy)− 2
∫
E
k(x,X(i))2Q(dx). (48)
It follows that
EQ[‖Ξi‖22] = ‖κ‖44,Q −
∫
E2
k(x, y)2Q(dx)Q(dy) <∞. (49)
Hence the law of large numbers in (34) applies and (46) follows.
B.4 Proof of Theorem 3.4
As in the proof of Theorem 3.1, we assume that the sampling measure Q˜ = Q, that is, w = 1, and omit the
tildes. The extension to the general case is straightforward, using (16) and (17).
From (41), we infer ‖fX−fλ‖H ≤ 1λ‖ 1n
∑n
i=1 ξi‖H, and henceQ[‖fX−fλ‖H ≥ τ ] ≤ Q
[
1
λ‖ 1n
∑n
i=1 ξi‖H ≥ τ
]
.
From (42), we infer
‖ξi‖H ≤ 2‖(f − fλ)κ‖∞,Q ≤ 2‖fκ‖∞,Q + 2‖fλ‖H‖κ‖2∞,Q <∞,
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where in the second inequality we used (7). Hence the Hoeffding inequality in (36) applies, so that
Q[‖ 1
n
n∑
i=1
ξi‖H ≥ τ ] ≤ 2e
− τ2n
8‖(f−fλ)κ‖2∞,Q , τ > 0, (50)
which implies (19).
B.5 Proof of Lemma 3.6
By definition we have κ˜ = κ/
√
w. From (16) we obtain ‖κ˜‖∞,Q ≥ ‖κ˜‖2,Q˜ = ‖κ‖2,Q, with equality if and only
if κ˜ is constant Q-a.s. This proves the lemma.
B.6 Proof of Lemma 6.1
Denote by HG the RKHS corresponding to the Gaussian kernel kG(x, y) = e−α‖x−y‖2 . It is well known that
HG is densely embedded in L2Q, see [SFL10, Proposition 8]. Denote by HE the RKHS corresponding to
the exponentiated kernel kE(x, y) = e
βx>y. As k(x, y) = kE(x, y)kG(x, y), and as HE contains the constant
function, 1 = kE(·, 0) ∈ HE , we conclude from [PR16, Theorem 5.16] that HG ⊂ H. This proves the lemma.
C Finite-dimensional target space
We discuss the case where the target space L2Q from Section 2 is finite-dimensional. This is of independent
interest and provides the basis for computing the sample estimator without sorting.
Assume that Q = 1n
∑n
i=1 δxi , where δx denotes the Dirac point measure at x, for a sample of (not
necessarily distinct) points x1, . . . , xn ∈ E, for some n ∈ N. Then property (6) holds, for any measurable
kernel k : E × E → R.
Note that n¯ = dimL2Q ≤ n, with equality if and only if xi 6= xj for all i 6= j. We discuss this in more
detail now. Let x¯1, . . . , x¯n¯ be the distinct points in E such that {x¯1, . . . , x¯n¯} = {x1, . . . , xn}. Define the
index sets Ij = {i | xi = x¯j}, j = 1, . . . , n¯, so that
Q =
1
n
n¯∑
j=1
|Ij |δx¯j . (51)
Then (8) reads J∗g = 1n
∑n¯
j=1 k(·, x¯j)|Ij |g(x¯j), so that
JJ∗g(x¯i) =
1
n
n¯∑
j=1
k(x¯i, x¯j)|Ij |g(x¯j), i = 1, . . . , n¯, g ∈ L2Q. (52)
We denote by Vn the space Rn endowed with the scaled Euclidean scalar product 〈y, z〉n = 1ny>z. We
define the linear operator S : H → Vn by
Sh = (h(x1), . . . , h(xn))
>, h ∈ H. (53)
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Its adjoint is given by S∗y = 1n
∑n
j=1 k(·, xj)yj , so that
(SS∗y)i =
1
n
n∑
j=1
k(xi, xj)yj , i = 1, . . . , n, y ∈ Vn. (54)
We define the linear operator P : Vn → L2Q by Py(x¯j) = 1|Ij |
∑
i∈Ij yi, j = 1, . . . , n¯, y ∈ Vn. Combining this
with (51) we obtain 〈Py, g〉Q = 1n
∑n¯
j=1 |Ij |Py(x¯j)g(x¯j) = 1n
∑n
i=1 yig(xi), for any g ∈ L2Q. It follows that
the adjoint of P is given by P ∗g = (g(x1), . . . , g(xn))>. In view of (53), we see that
ImS ⊆ ImP ∗, (55)
and PP ∗ equals the identity operator on L2Q,
PP ∗g = g, g ∈ L2Q. (56)
We claim that J = PS, that is, the following diagram commutes:
Vn
H L2Q
P
J
S (57)
Indeed, for any h ∈ H, we have PSh(x¯j) = 1|Ij |
∑
i∈Ij h(xi) = h(x¯j), which proves (57).
Combining (55)–(57), we obtain
ker J = kerS (58)
and P ∗(JJ∗+λ) = (SS∗+λ)P ∗. This is a useful result for computing the sample estimators below. Indeed,
as λ > 0 , we have that gλ in (12) is uniquely determined by the lifted equation
(SS∗ + λ)P ∗gλ = P ∗f. (59)
In order to compute fλ = J
∗gλ = S∗P ∗gλ, we can thus solve the n×n-dimensional linear problem (59), with
P ∗f ∈ Vn given, instead of the corresponding n¯ × n¯-dimensional linear problem (12). This fact allows for
faster implementation of the sample estimation, as the test of whether n¯ < n for a given sample x1, . . . , xn
is not needed, see Lemma C.1 below.
C.1 Computation without sorting
As an application of the above, we now discuss how to compute the sample estimator in (17) without
sorting the sample X. Thereto, we fix the orthogonal basis {e1, . . . , en} of Vn given by ei,j = δij , so
that 〈ei, ej〉n = 1nδij , for 1 ≤ i, j ≤ n. We denote by f = (f˜(X(1)), . . . , f˜(X(n)))> and define the positive
semidefinite n×n-matrix K by Kij = k˜(X(i), X(j)). From (54) we see that 1nK is the matrix representation
of S˜S˜∗ : Vn → Vn. Summarizing, we arrive at the following alternative to Lemma 4.1.
Lemma C.1. The unique solution g ∈ Rn to
( 1nK + λ)g = f , (60)
24
gives fX =
1
n
∑n
i=1 k(·, X(i)) gi√w(X(i)) . Moreover, the solutions of (24) and (60) are related by gi =
|Ij |−1/2gj for all i ∈ Ij, j = 1, . . . , n¯.
Remark C.2. If X(i) 6= X(j) for all i 6= j (that is, if n¯ = n), then K = K, f = f , and Lemmas 4.1 and
C.1 coincide. Otherwise they provide different computational schemes.
D Finite-dimensional RKHS
We discuss the case where the RKHS H from Section 2 is finite-dimensional in more detail. In particular,
we then extend some of our results to the case without regularization, λ = 0.
Let {φ1, . . . , φm} be a set of linearly independent measurable functions on E with ‖φi‖2,Q < ∞, i =
1, . . . ,m, for some m ∈ N. Denote the feature map φ = (φ1, . . . , φm)> : E → Rm and define the measurable
kernel k : E × E → R by k(x, y) = φ(x)>φ(y). It follows by inspection that (6) holds and {φ1, . . . , φm} is
an ONB of H, which is in line with the Lemma A.4(i). Hence any function h ∈ H can be represented by the
coordinate vector h = 〈h, φ〉H ∈ Rm, h = φ>h. The operator J∗ : L2Q → H is of the form J∗g = φ>〈φ, g〉Q.
Hence J∗J : H → H satisfies J∗Jφ> = φ>〈φ, φ>〉Q, and can thus be represented by the m×m-Gram matrix
〈φ, φ>〉Q. That is, J∗Jh = J∗Jφ>h = φ>〈φ, φ>〉Qh, for h ∈ H.
We henceforth assume that ker J = {0}, so that J∗J : H → H is invertible, by Lemma B.1(ii). This
is equivalent to {Jφ1, . . . , Jφm} being a linearly independent set in L2Q. We transform it into an ONS.
Consider the spectral decomposition 〈φ, φ>〉Q = SDS> with orthogonal matrix S and diagonal matrix D
with Dii > 0. Define the functions ψi ∈ H by ψ> = (ψ1, . . . , ψm) = φ>SD−1/2 . Then 〈ψ,ψ>〉Q =
D−1/2S>〈φ, φ>〉QSD−1/2 = Im, so that {Jψ1, . . . , Jψm} is an ONS in L2Q. Moreover, we have J∗Jψ> =
J∗Jφ>SD−1/2 = φ>〈φ, φ>〉QSD−1/2 = ψ>D, so that vi = Jψi are the eigenvectors of JJ∗ with eigenvalues
µi = Dii > 0, i = 1, . . . ,m, (61)
and the spectral decomposition (37) holds with index set I = {1, . . . ,m}. The corresponding ONB of H
in the spectral decomposition (38) is given by (u1, . . . , um) = J
∗Jψ>D−1/2 = ψ>D1/2 = φ>S. Note that
we can express the kernel directly in terms of the rotated feature map u, k(x, y) = u(x)>u(y), in line with
Lemma A.4(i).
D.1 Approximation without regularization
As J∗J : H → H is invertible, it follows that problem (9) always has a unique solution for λ = 0, which
obviously coincides with the projection f0 = (J
∗J)−1J∗f .
D.2 Sample estimation without regularization
As in Section 3, we let n ∈ N and X = (X(1), . . . , X(n)) be a sample of i.i.d. E-valued random variables
with X(i) ∼ Q˜. We henceforth assume that λ = 0, and hence we have to address the case where J˜∗X J˜X is
not invertible on H˜. In this case, we shall denote by “(J˜∗X J˜X)−1” any linear operator on H˜ that coincides
with the inverse of J˜∗X J˜X restricted to Im J˜
∗
X ⊂ H˜. As a consequence, f˜X = (J˜∗X J˜X)−1J˜∗Xf is always well
defined and solves problem (9) with λ = 0 and Q replaced by Q˜X .
We first show that our limit theorems carry over. The proof is given in Section D.5.
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Theorem D.1. Theorem 3.1 literally applies for λ = 0, and so does Remark 3.2 (but not Remark 3.3).
We denote by µ = mini∈I µi > 0 the minimal eigenvalue of J∗J , see (61). The finite sample guarantee
in Theorem 3.4 is modified as follows. The proof is given in Section D.6.
Theorem D.2. For any η ∈ (0, 1], we have
‖fX − f0‖H < 2
√
2 log(4/η)‖(1/w)(f − f0)κ‖∞,Q
(1− C(η)/√n)µ√n (62)
with sampling probability Q of at least 1− η, where C(η) = 2√log(4/η)µ−1‖κ˜‖2∞,Q, for all n > C(η)2.
Theorem D.2 is similar to [CM17, Theorem 2.1(iii)], but in contrast extends to unbounded f under
assumptions (14) and (15), and provides a learning rate O(( lognn )
1/2) for the sample error (set η = n−r, for
some r > 0).
D.3 Computation
We now revisit Section 4 for the case of a finite-dimensional RKHS H. Note that φ˜j = φj/
√
w form an
ONB of H˜. We define the n¯ ×m-matrix V by Vij = |Ii|1/2φ˜j(X¯(i)), so that K = V V >, which is given in
Section 4. Then V is the matrix representation of J˜X : H˜ → L2Q˜X , also called the design matrix, and
1
nV
>
is the matrix representation of J˜∗X : L
2
Q˜X
→ H˜.14 Note that k is tractable if and only if EQ[φ(X) | Ft] is
given in closed form for all t. We arrive at the following result, which corresponds to Lemma 4.1 and which
holds for any λ ≥ 0. In case where λ = 0, we assume that ker J˜X = {0}, so that J˜∗X J˜X is invertible.
Lemma D.3. The unique solution h ∈ Rm to
( 1nV
>V + λ)h = 1nV
>f , (63)
gives fX = φ
>h. The sample version of problem (9),
min
h∈Rm
(
1
n
‖V h− f‖2 + λ‖h‖2), (64)
has a unique solution h ∈ Rm, which coincides with the solution to (63). If, moreover, the kernel k is
tractable then
VX,t = EQ[φ(X) | Ft]>h, t = 0, . . . , T, (65)
is given in closed form.
The least-squares problem (64) can be efficiently solved using stochastic gradient methods such as the
randomized extended Kaczmarz algorithm in [ZF13, FGNS19].
D.4 Computation without sorting
Following up on Section C.1, we define the n ×m-matrix V by V ij = φ˜j(X(i)), so that K = V V >. Note
that V is the matrix representation of S˜ : H˜ → Vn in (53), and 1nV
>
is the matrix representation of
14The matrix transpose V > is scaled by 1
n
because the orthogonal basis {ψ1, . . . , ψn¯} of L2Q˜X is not normalized.
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S˜∗ : Vn → H˜.15 From (58) we thus infer that kerV = ker J˜X . As a consequence, or by direct verification,
we further obtain V
>
V = V >V , V
>
f = V >f , and ‖V h − f‖ = ‖V h − f‖. Summarizing, we thus infer
that Lemma D.3 literally applies to V and f in lieu of V and f .
D.5 Proof of Theorem D.1
As in the proof of Theorem 3.1, we assume for simplicity that the sampling measure Q˜ = Q, that is, w = 1,
so that we can omit the tildes.
We fix δ ∈ [0, 1), and define the sampling event Sδ = {‖J∗XJX − J∗J‖2 ≤ δ/‖(J∗J)−1‖} ⊆ E. The
following lemma collects some properties of Sδ.
Lemma D.4. (i) On Sδ, the operator J∗XJX : H → H is invertible and
‖(J∗XJX)−1‖ ≤
‖(J∗J)−1‖
1− δ . (66)
(ii) The sampling probability of Sδ is bounded below by
Q[Sδ] ≥ 1− 2e
− δ2n
4‖κ‖4∞,Q‖(J∗J)−1‖2 . (67)
Proof of Lemma D.4. (i): We write J∗XJX = J
∗J(J∗J)−1J∗XJX , so that J
∗
XJX is invertible if and only
if (J∗J)−1J∗XJX is invertible. If ‖(J∗J)−1‖‖J∗J − J∗XJX‖2 ≤ δ, then ‖1 − (J∗J)−1J∗XJX‖ ≤ δ, which
proves the invertibility of (J∗J)−1J∗XJX , and hence of J
∗
XJX . Furthermore, using Neumann series of
1− (J∗J)−1J∗XJX we obtain (66).
(ii): We decompose J∗XJX − J∗J as in (47). From (48) we infer that ‖Ξi‖ ≤
√
2‖κ‖2∞,Q < ∞. Conse-
quently, the Hoeffding inequality (36) applies and we obtain
Q[‖J∗XJX − J∗J‖2 ≥ τ ] ≤ 2e
− τ2n
4‖κ‖4∞,Q , (68)
which again is equivalent to (67).
In view of Lemma D.4(i), it now follows by inspection that (40) and (41) hold on Sδ for λ = 0. We thus
obtain the global identity
fX − f0 = ∆X + (J∗XJX)−1
1
n
n∑
i=1
ξi, (69)
where the H-valued random variable ∆X = fX − f0 − (J∗XJX)−1 1n
∑n
i=1 ξi satisfies ∆X = 0 on Sδ. In view
of (67) and the Borel–Cantelli lemma, we thus have
√
n∆X
a.s.−−→ 0, as n→∞.
Note that (42)–(45) clearly hold with λ = 0. Theorem D.1 now follows as in the proof of Theorem 3.1
with λ = 0, with (41) replaced by (69), and with Lemma B.3 replaced by the following lemma.
Lemma D.5. We have (J∗XJX)
−1 a.s.−−→ (J∗J)−1, as n→∞.
Proof of Lemma D.5. Let τ > 0. We have
Q[‖(J∗XJX)−1 − (J∗J)−1‖ ≥ τ ] = Q[‖(J∗XJX)−1 − (J∗J)−1‖ ≥ τ,Sδ] +Q[E \ Sδ]. (70)
15The matrix transpose V
>
is scaled by 1
n
because the orthogonal basis {e1, . . . , en} of Vn is not normalized.
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Using (40) and (66), we obtain on Sδ,
‖(J∗XJX)−1 − (J∗J)−1‖ ≤
‖(J∗J)−1‖2
1− δ ‖J
∗
XJX − J∗J‖2.
Combining this with (68), we obtain
Q[‖(J∗XJX)−1 − (J∗J)−1‖ ≥ τ,Sδ] ≤ Q
[‖(J∗J)−1‖2
1− δ ‖J
∗
XJX − J∗J‖2 ≥ τ
]
≤ 2e
−τ2(1−δ)2n
4‖κ‖4∞,Q‖(J∗J)−1‖4 .
Combining this with (67) and (70), we infer that
Q[‖(J∗XJX)−1 − (J∗J)−1‖ ≥ τ ] ≤ 2e
−τ2(1−δ)2n
4‖κ‖4∞,Q‖(J∗J)−1‖4 + 2e
−δ2n
4‖κ‖4∞,Q‖(J∗J)−1‖2 .
As the right-hand side is summable over n ≥ 1 for any τ > 0, the lemma follows from the Borel–Cantelli
lemma.
D.6 Proof of Theorem D.2
As in the proof of Theorem 3.4, we assume that the sampling measure Q˜ = Q, that is, w = 1. The extension
to the general case is straightforward, using (16) and (17).
We let the sampling event Sδ be as in Lemma D.4, and let τ > 0. We have
Q[‖fX − f0‖H ≥ τ ] ≤ Q[‖fX − f0‖H ≥ τ,Sδ] +Q[E \ Sδ]. (71)
Using (41) and (66), we obtain on Sδ,
‖fX − f0‖H ≤ ‖(J
∗J)−1‖
1− δ ‖
1
n
n∑
i=1
ξi‖H.
Combining this with (50), we obtain
Q[‖fX − f0‖H ≥ τ,Sδ] ≤ Q
[
‖(J∗J)−1‖
1− δ ‖
1
n
n∑
i=1
ξi‖H ≥ τ
]
≤ 2e−
τ2(1−δ)2n
8‖(f−f0)κ‖2∞,Q‖(J∗J)−1‖2 .
Combining this with (67) and (71), we infer that
Q[‖fX − f0‖H ≥ τ ] ≤ 2e
− τ2(1−δ)2n
8‖(f−f0)κ‖2∞,Q‖(J∗J)−1‖2 + 2e
−δ2n
4‖κ‖4∞,Q‖(J∗J)−1‖2 .
Now we choose δ such that the two exponents on the right hand side match. This gives δ =
‖κ‖2∞,Qτ√
2‖(f−f0)κ‖∞,Q+‖κ‖2∞,Qτ
.
Therefore, we obtain
Q[‖fX − f0‖H ≥ τ ] ≤ 4e
− δ2n
4‖κ‖4∞,Q‖(J∗J)−1‖2 = 4e
− τ2n
4‖(J∗J)−1‖2(√2‖(f−f0)κ‖∞,Q+‖κ‖2∞,Qτ)2 .
Straightforward rewriting gives (62), where we use the fact that ‖(J∗J)−1‖ = µ−1, see (38).
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