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1. INTRODUCTION 
There are a large variety of free boundary problems (sometimes called 
Stephan problems) involving parabolic equations which arise, for example, 
in statistics, optimal control and water filtration, in which the unknown 
function U(X, t) and its x derivative u3: (flux) are prescribed on the unknown 
free boundary s(t). Historically, the name Stephan’s problem is mostly used 
to denote another type of free boundary problem which arises for example 
in problems involving the melting (or solidification) of solids and in gas 
dynamics. In their statements these problems seem to be somewhat different. 
The difference occurs in the nature of the free boundary condition. The 
object of this paper is to show that simple relationships exist between these 
two types of problems which may be used to solve problems of the first type 
discussed. To illustrate both types of problems, we shall first loosely state a 
free boundary problem for the heat equation which contains problems of both 
types as special cases. Generalizations to other classes of equations will be 
discussed briefly later on in the introduction. 
A Stephan Problem: For “appropriately” given data a, b, 01, fi, g(x, t), 
h(x, t), y(x, t), F(x, t), f(t) and T(X), find a pair of functions s(t) (the free 
boundary) and U(X, t) satisfying 
% - Ut =F(x, t) for a < x < s(t), 0 < t < T, 
(l-1) 
w&, t> + Ma, 4 =f(t> for O<t<T, (1.2) 
u(x, 0) = v(x) for -cc~<a<x<b=s(O), (1.3) 
u(s(t), t) = .g(#>l t> for O<t<T, (1.4) 
* This research was supported in part by N.S.F. grant GP 8413. 
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and the free boundary condition 
As(t), t) S(t) = - K&(t), 4 + f+(t), t) for 0 .: t ,-c: T. (1.5) 
In the above g, A, y and F are smooth functions, which for simplicity are 
assumed to be defined for n < s < ‘~3, 0 5: t ,c= T, cx and /3 are real numbers 
and T is a fixed real number 0 < T :< CCI. 
The principal distinction between the Stephan problems we shall be 
concerned with occurs in (I .5), however we shall also consider two different 
problems in which the flux is prescribed. Our main concern is to provide a 
method of solving Problems I and 2 which may be stated as follows: 
Problem 1. If we let y(x, t) = 0 in (1.5) we obtain a problem in which 
the flux is prescribed. In this case (I .5) specializes to 
%r(4t), t) = f+(t), 4 for O<t<T, (1.6) 
and we make the additional requirement that 
g& t) f f+, t) for a<x<cn,O<t<T. (I.71 
For our second problem with prescribed flux we would like to require that 
y(x, t) = 0 and g,(x, t) = h(x, t) where g,, - g, - F f 0 for a < x < co, 
0 < t < T. These conditions arise in problems associated with statistics 
and optimal control. In this case the boundary conditions (1.4) and (1.5) 
may be simplified by changing to the new dependent variable u - g and we 
arrive at the following problem. 
Problem 2. Let y(x, t) = g(x, t) = h(x, t) = 0. In this case (1.4) and 
(1.5) specialize to 
z+(t), t) = 0 for O<t<T, (1.8) 
u&(t), t) = 0 for O<t<T, (1.9) 
and we make the additional requirement that 
F(x, t) f 0 for a<x<co,O<t<T. (1.10) 
The Stephan problem which is associated with the melting of solids may be 
stated as follows: 
Problem 3. Here we require that in (1.5) 
Y(? t) f 0 for a<.v<oo,O<t<T. (1.11) 
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At first glance Problem 3 may seem more difficult than either Problems 1 or 
2, however, this is not the case if we look for solutions with a continuously 
differentiable free boundary. To see the difficulty that arises with Problems 
1 and 2, first consider Problem 3 with y = 1 and h(x, t) = 0. Then (1.5) 
becomes ci = - uz(s, t), which says that if U, is continuous on the free bound- 
ary then S is also continuous thus providing a direct link between the slope 
of the free boundary and U, . This link is also present in the more general 
case of Problem 3 and is of prime importance in it’s solution. In contrast, 
consider Problem 2 in which the free boundary condition is us(s, t) = 0, 
which provides no direct information as to the smoothness of s(t). Similar 
considerations hold for Problem 1. 
An even more general problem than (l.l), -, (1.5), (which includes 
Problems 1, 2 and 3) was considered by Olienik [13] where the existence and 
uniqueness of “weak” solutions has been proved. However to our knowledge 
nothing was proved concerning the nature of the smoothness of the free 
boundary in the case of either problems 1 or 2, which is of importance. 
Problem 3 (and also a large number of variations) is amenable and has been 
treated using classical techniques with a good deal of success by many authors. 
Results concerning existence, uniqueness, stability, and the behavior of the 
free boundary near t = 0 and co have been used obtained by various methods 
and under various assumptions on the data (see for example [I], [2], [3], [4], 
F51, [71, PI, WC [ill, P31, U51, [171, and [18] where other reference can be 
found). 
In contrast, although a considerable amount of literature also exists for 
problems of the type we have designated as Problem 2, it has been solved in 
the classical sense only in very special cases (see for example [5], [12], [14] 
and in particular [16] where other references may be found). Some cases of 
Problem 1 have been treated in [9], [19], and [21] by a method different from 
ours (see comment given in Example 1 in Section 3). 
The purpose of this paper is to present a simple method of reducing, under 
reasonable conditions, Problems 1 and 2 to a problem of the type of Problem 3. 
In essence what we shall do is simply show that if the pair (s, U) is a solution 
of Problem 1 then the pair (s, u,) is a solution of a problem of the type of 
Problem 3, and if the pair (s, U) is a solution of Problem 2 then the pair 
(s, UJ is also a solution of a problem of the type of Problem 3. In both cases a 
solution of the former may be obtained from a solution of the latter by 
straightforward integration. For simplicity we shall restrict ourselves to 
smooth solutions of Problems 1 and 2. In many cases results for these problems 
can be obtained by simply referring to known results on Problem 3. We should 
also remark that Problem 3 is amenable to numerical methods. This is of 
importance since the free boundary is the same in both Problems 1 and 2 and 
their reduced Problem 3. 
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Problems 1 and 2, as stated above, are given for the heat equation and a 
single unknown boundary with initial data v(s) given on a finite interval. 
However, other problems may be treated by the method to be presented. For 
Problem 1, the method easily extends to the case where the heat equation 
is replaced by quasilinear equations of the form 
4% t, 4 Km + B(x, t, 24,) + C(t) u - ut = 0 
with the condition A(x, t, u,) > d, > 0. For Problem 2 we can also treat 
equations of the form 
4.4 uxx + B(x) 11, + C(x) II - ut = qx, t) 
where A(x) 3 A, > 0. In both cases the finite interval can be replaced by 
a = - co and our methods should, in principle, work for problems of our 
type with more than one free boundary. 
In Section 2 we shall deal with the formal equivalence of Problems 1 and 2 
with Problem 3. In Section 3 we shall illustrate our method by proving some 
existence and uniqueness theorems for Problems 1 and 2. 
2. FORMAL EQUIVALENCES 
The considerations of this section are formal. What we wish to emphasize 
here are the observations that (under the appropriate conditions); (i) If the 
pair (s, U) is a “solution” of Problem 1 then the pair (s, u,) is a “solution” of 
a problem of the type of Problem 3 and (ii) If the pair (s, U) is a “solution” of 
Problem 2, then the pair (s, UJ is a “solution” of a problem of the type of 
Problem 3. In both cases a “solution” of the former can be obtained from the 
solution of the former by straightforward integration. 
With an eye towards the applications given in Section 3, we shall only con- 
sider classes of solutions which have some degree of regularity up to the 
boundary. Our requirements can be weakened considerably. In Section 3 
we shall treat more specific examples in which all our requirements are satis- 
fied. We shall start with Problem 1. Here we can treat the cases in which either 
OL = 1, /3 = 0 or (Y = 0, p = 1, but for simplicity we shall consider only the 
former (see remark at the end of the proof of Theorem 1). 
DATA ASUMPTIONS 1. Assume that (1.7) is satisfied, 01 = 1, ,!I = 0 and in 
addition 
(i) F(x, t),g(x, t) E C, h(r, t) E Cl for a < x < to, 0 < t < T, 
(ii) f(t) E C for 0 < t < T, 
and 
(iii) If a < b then q E Cl for a < x < b and cp(b) = g(b, 0), r/(b) = h(b, 0). 
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DEFINITION 1. By a solution (s,u) of (l.l), (1.2), (1.3), (1.4), (1.6) with 
(Y. = 1, p = 0, we mean a pair of. functions s(t) and U(X, t) having the pro- 
perties: 
(i) s(t) E C[O, T), j(t) E C(0, T), s(0) = b, s(t) > a for 0 < t < T. 
(ii) u E C for a < x < s(t), 0 < t < T. u, E C for a < x < s(t), 
0 < t < T except possibly at (a, 0) where u, remains bounded. u,, , ut E C 
for a < x < s(t), 0 < t < T. u+~~, uzt E C for a < x < s(t), 0 < t < T. 
(iii) s(t) and u(x, t) satisfy (l.l), (1.2), (1.3) (1.4), (1.6). 
DEFINITION 1’. By a solution (s, V) of (2.1), (2.2), (2.3), (2.4), (2.9, (see 
below), we mean a pair of functions s(t) and w(.Y, t), where s(t) is as in Defini- 
tion 1 and w(x, t) has all the properties of uz(x, t) in Definition 1. Furthermore 
(2.1)-(2.5) are satisfied. 
THEOREM 1. Suppose that Data Assumptions 1 hold. 
(i) Zf(s, u) is a solution of(l.l), (1.2), (1.3), (1.4), (1.6), then thepair (s, v) 
where s is as in (s, u) and z’ = II, is a solution of Stephan’s problem 
VZIX! - vt = F,(x, t) for a < x < s(t), 0 < t < T, 
(2.1) 
+, t) =f(t) f Or O<t<T, (2.2) 
0(x, 0) = $(x) fOY a < x < b = s(O), (2.3) 
W), t) = &(t), t) for O<t<T, (2.4) 
P+(t), 4 - g&(t), t)l S(t) = - o&(t), 4 + FW), 9 + g&(t), t) 
f OT O<t<T, (2.5) 
where since h fg, (2.1), -, (2.5) constitutes a problem of type 3. 
(ii) Conwersely, if the pair (s, v) is a solution of (2.1)-(2.9, then the 
pair (s, u), where s is as in (s, v) and u is defined by 
u(x, t) = - j”“’ $5, t) 4 + g(s(t), t) for a < x < s(t), 0 < t < T, 
2 
is a solution of (l.l), (1.2), (1.3), (1.4), (1.6) in the case OL = 1 and j3 = 0. 
(iii) The solution (s, u) of (1. I), (1.2), (1.3), (1.4), (1.6) is unique provided 
(s, u,) is the unique solution (in it’s class) of (2.1)-(2.5). 
PROOF. To prove (i) set v = u, , then (2.1) and (2.3) are obtained by 
simply differentiating (1.1) and (1.3) with respect to X. (2.4) is obtained 
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directly (1.6) and in this case where cv -= 1 and /I =- 0, (2.2) is obtained 
directly from (1.2). To obtain (2.5) we differentiate (1.4) along the free 
boundary and obtain 
(2.5) then follows upon using (1.1) and (1.6). 
To prove (ii) we first notice that it follows from (2.6) and our assumptions 
on v that II E C for a < s < s(t), 0 < f < T. (1.4) follows immediately and 
(1.3) follows after using (2.3) and the compatibility relation v(b) = g(b, 0). 
Differentiating (2.6) with respect to s we obtain u,(x, t) = z’(s, t) from which 
(1.2) and (1.6) follow. Non- u,~(x, t) = z~~(x, t) and 
=-s 
S(t) 
[GG t) - F&i 41 4 + d(t), t) - FW 9 s 
= W&J t) - F(s, t). 
(1.1) and the remaining properties of u now easily follow. 
Granting the existence of a solution, (iii) follows immediately from (i), 
which completes the proof of the theorem. 
REMARK. In the case that a = 0, /I = 1 (i.e. ~(a, t) is prescribed) the 
same technique works. In this case (2.2) is replaced by 
w&z, t) =f’(t) + F(a, t). 
To obtain this we first require that ut and u,, be continuous on x = a for 
0 < t < T. Then 
~,(a, t) =f’(t) = ~,,(a, t) - F(a, t) or z’&, 9 = f’(t) + Flu, t). 
We shall now treat Problem 2. Here we shall consider the case LY. = 0, 
/I = 1. Our method works equally as well without this restriction in (1.2), 
provided the appropriate modifications are made in the class of solutions. 
DATA ASSUMPTIONS 2. Suppose that a: = 0, B = 1, (1.10) is satisfied and 
in addition: 
(i) F(x, t) E Cl for u < s < CO, 0 < t < T, 
(ii) f(t) E Cl for 0 < t < T and if n = b,f(O) = 0, 
and 
(iii) If a < b then P)(X) E C2 for a < .X < b and f(0) = ~(a), 
&) = qqb) = 0. 
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DEFINITION 2. Suppose 01 = 0, /3 = 1. By a solution (s, U) of (l.l), (1.2), 
(1.3), (IA), (1.9), we mean a pair of functions s(t) and U(X, t) having the 
properties: 
(i) s(t) E CIO, T), i(t) E C(0, T), s(O) = b, s(t) > a for 0 < t < T. 
(ii) u, U, E C for a < x < S(L), 0 < t < T. u,, , ut E C for a < x < s(t), 
0 < t < T except possibly at the point (a, 0) where they remain bounded. 
uxf E C for a < .x < s(t), 0 < t < T. usrt , utt EC for a < x < s(t), 
O<t<T. 
(iii) s(t) and u(x, t) satisfy (l.l), (1.2), (1.3), (l.S), (1.9). 
DEFINITION 2’. By a solution (s, V) of (2.7), (24, (2.9), (2.10), (2.11), 
(see below), we mean a pair of functions s(t) and V(X, t), where s(t) is as in 
Definition 2 and v(.Y, t) has all the properties of u,(x, t) in Definition 2. 
Furthermore the pair (s, V) satisfies (2.7)-(2.11). 
We are now in a position to prove: 
THEORE~I 2. Suppose that Data Assumptions 2 hold. 
(i) If (s, u) is a solution of (l.l), (1.2), (1.3), (1.Q (1.9), then the pair (s, v) 
where s is as in (s, u) and v = ut is a solution of Stephan’s problem 
vrr - Vf = F,(x, t) f OY a < x < s(t), 0 < t < T, (2.7) 
4% t) = f ‘(t) f Or O<t<T, (2-Q 
v(x, 0) = g(x) - F(r, 0) for a < x < b = s(O), (2.9) 
v(s(t), t) = 0 f OY O<t<T, (2.10) 
F(s(t), t) S(t) = - vJs(t), t) for O<t<T, (2.11) 
where in view of (1. IO) this constitutes a problem of the type of Problem 3. 
(ii) Conversely, if (s, v) is a solution of (2.7)-(2.11), then the pair 
(s, u), where s is as in (s, v) and u is defined by 
u(x, t) = fstf) I”“’ [v((, t) +F((, t)] d[ d7 for a < x f s(t), 0 < t < T, 
-x n 
(2.12) 
is a soZution of (l.l), (1.2), (1.3), (1.8), (1.9). 
(iii) The solution (s, u) of (l.l), (1.2), (1.3), (1.8), (1.9) is unique provided 
(s, ut) is the unique solution (in it’s class) of (2.7)-(2.11). 
PROOF. To prove (i) set ut = v. (2.7) and (2.8) then follow directly from 
(1.1) and (1.2) after simply differentiating with respect to t. (2.9) follows from 
(1.1) and (1.3). In order to obtain (2.10), we differentiate (1.8) along the free 
409/w3-8 
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boundary and obtain UJS, t) s f u~(s, t) = 0 = e!(s, t). Yaw differentiating 
(1.9) along the free boundary we have u,~Js, t) i + utr(s, t) = 0. (2.11) now 
follows using (1.1) and (2.10). The proofs of (ii) and (iii) follow much in the 
same manner as the proof of (ii) and (iii) of Theorem I and will not be given. 
3. APPLICATIONS 
To illustrate the method given in the previous section, we shall now con- 
sider some examples. In order to guarantee existence and uniqueness, we 
shall have to place some additional restrictions on our data. For simplicity 
of presentation, our data assumptions will be of a relatively simple type. For 
example, our positivity assumptions on the data will imply that the free 
boundary is nondecreasing in Examples 1 and 2 and monotone strictly 
increasing in Examples 3 and 4. These requirements were not made in 
proving the equivalence of Problems 1 and 2 with a problem of the type of 
Problem 3. They do however imply that s(t) > n for 0 < t, which was 
required. In the examples given here our main reference for problems of the 
type of Problem 3 is [2], although more general Stephan problems have been 
solved. We chose [2] because of it’s simple method of proof, which seems 
applicable to more general problems, and it’s minimal assumptions on the 
data. We shall give references to other work as we go along. In Examples 1 
and 2 we shall treat special cases of Problems 1 and 2 in which a < b. The 
cases a = b are treated in Examples 3 and 4. To our knowledge these results 
are new. 
Example I (Problem 1) 
DATA ASSUMPTIONS 3. Suppose that (i) 0 = a < 6, 7’ = co and iy. = 1, 
/3 = 0. (ii) F(x, t) G h(w, t) = 0. (iii) g(x, t) = g(x) E Cl and there exist 
constants g, and g* such that 0 <g, < - g’(.v) <g* for b < x < co. 
(iv) 0 <f(t) E C for 0 < t < co. (v) q(x) E Cl, v(b) = g(b), and there exists 
a constant N such that 0 < v’(s) < N(b - x) for 0 < x < b. 
THEOREM 3. Suppose that Data Assumptions 3 hold, then there exists a 
unique solution (s, u) (in the sense of Definition 1) of Stephan’s problems (l.l), 
(1.2), (1.3), (1.4), (1.6). Furthermore for each fixed 0 < t, < co, there exists 
a positive constant A depending only on b, g, , g*, N and M, 
M = -4 sup f (9, SUP P(X)>, 
o<tQ) a<x.Gb 
suchthatO<S(t)<AforO<t<t,. 
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Example 2 (Problem 2) 
DATA ASSUMPTIONS 4. Suppose that (i) 0 = a < b, T = co and LX = 0, 
,!3 = 1. (ii) F(x, t) = F(x) E C and there exist constants F, , F* such that 
0 <F, <F(x) <F* for b < x < 03. (iii) f(t) E Cl and 0 <f’(t) for 
0 < t < co. (iv) T(X) E C2 and there exists a positive constant N such that 
0 < p”(x) -F(x) < N(b - X) for a < x < b. (v) f(0) = ~(0) and 
p(b) =T $(b) = 0. 
THEOREM 4. Suppose that Data Assumptions 4 hold, then there exists a 
unique solution (s, u) (in the sense of Definition 2) of Stephan’s problem (l.l), 
(1.2), (1.3), (1.Q (1.9). Furthermore for each jixed 0 < t, -==c co, there exists 
a positive constant A depending only on b, F, , F*, N and 
M = max{ sup f’(t), sup (p)“(x) -F(x))} 
O:Zt<t, ns:x<b 
such that 0 g. S(t) < A for 0 < t < t, . 
REMARK. Our data assumptions do not require that u, in Example 1 
and ut in Example 2 be continuous at x = 0, t = 0. 
For Example 1 in the case that g(x) = - 1, and for Example 2 in the case 
that F(x) z 1, existence of unique solutions (in the sense of Definition 1’ and 
2’ respectively) of the corresponding Stephan’s problems (2.1)-(2.5) and 
(2.7)-(2.11) respectively was proved in [2]. Their proof trivially extends to 
the case where in (2.5) Data Assumption 3(iii) and in (2.11) Data Assump- 
tion 4(iii) are satisfied. Theorems 3 and 4 then follow immediately from 
Theorems 1 and 2 respectively. 
Some further remarks are in order. In [9], existence and uniqueness is 
proved for a problem of the type of Example 1, with the difference that 
~(0, t) is prescribed instead of ~~(0, t) which we treat here. As remarked at the 
conclusion of the proof of Theorem 1, the case where ~(0, t) is prescribed 
can also be reduced to solving a Stephan problem of the type of Problem 3. 
A method (based on the method used in [19]) different from ours was used in 
[9]. In [2] a stability and monotone dependence theorem for the free boundary 
was proved. Since the free boundary is the same in both the original flux 
problems and their equivalent Stephan problem of the type of Problem 3, 
these results also apply to the flux problems. Problem 1 with u(s, t) = 0 and 
u,(s, t) = h(t) prescribed was treated in [21]. 
In Examples 3 and 4, we shall consider Problems 1 and 2 respectively in 
the case that a = b = 0. Our definitions of a solution given for these problems 
does not preclude problems in which S(t) can blow up as t tends to zero. This 
occurs in some cases under the data assumptions to be made in the following 
examples. 
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Example 3 (Problem I) 
DATA ~LXXVIPTIOXS 5. Suppose that (i) a := b m_ 0, T = 3c-1, and #I = I. 
/3 == 0. (ii) F(s, t) - h(s, t) EE 0. (iii) g(s) t) = g(s) E c” and there exist 
constants g, and g* such that 0 < gp ‘ii --g’(s) c.: g* for 0 :g .t’ < ,x. 
(iv) f(t) E C for 0 %T t < KI and for each fixed 0 < t, < x there esist 
constants 1, L, possibly depending on t,, such that Ito <f(t) ~1 Lt” for 
0 < t -I< t, , where 0 is a constant 0 .( 0 < ‘c~. 
THEOREM 5. Suppose that Data .&sumptions 5 hold, then there exists a 
unique solution (s, u) (in the sense of Definition I) of Stephans problem (1. l), 
(1.2), (I .4), (1.6). Furthermore we have the additional estimates 
mt’o+l~~2 .< s(q ;< ~$f@flX, 
0 < i(t) < .Kt’-I’,” for 0 < t - t, , (3.1) 
where the constants m, 114, and Al are gizven by 
m = Pf2[(a + 1) (g* + Lt,o)]-l’P, 
Jf := Lll”[(a + 1) g*]-“2, .& = L(m)-‘. (3.2) 
Example 4 (Problem 2) 
DATA AWJMPTIONS 6. Suppose that (i) a = b = 0, T == ‘“o, and a = 0, 
j? = 1. (ii) F(x, t) = F(x) E C and there exist constants F, , F*, such that 
0 <F, <F(x) .< F* for 0 < .V < c~. (iii)f(t) E Cl for 0 < t < ,c~. (iv) For 
each fixed t, , 0 < t, < cc there exist constants 1, L (which may depend on to) 
such that lt” <f’(t) < LtU for 0 < t < t, , where cr is a constant 0 I< 0 < X. 
THEOREM 6. Suppose that Data dssumptions 6 hold, then there exists a 
unique solution (s, u) (in the sense of Definition 2) of Stephan’s Problem (I. l), 
(1.2), (1.8), (1.9). Furthermore the estimates (3.1) hold with F, and F* replacing 
g, and g* respectively in (3.2). 
The proofs of Theorems 5 and 6 are an immediate consequences of Theo- 
rems 1 and 2 and the following result on Stephan problems (2. l), (2.2), (2.4), 
(2.5), and (2.7), (2.8), (2.10), (2.1 I), respectively. 
THEOREM 7. Suppose that Data Assumptions 5 (Data Assumptions 6) hold, 
then there exists a unique solution (s, TI), in the sense of DeJinition I’ (in the sense 
of Definition 2’) of Stephan’s probEem (2.1), (2.2), (2.4), (2.5), ((2.7), (2.8), 
(2.10), (2.11)). Furthermore the estimates (3.1) ((3.1) with F, and F* replacing 
g, andg* respectizlely in (3.2)) hold. 
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In the case that 1 < 0 < co, Theorem 7 was proved in [2]. In the case that 
0 < u < 1, Theorem 7 can be proved using modifications of the methods 
employed in [2]. In the case u = 0, Theorem 7 has been previously proved in 
[8] by a different method and under the assumption that the prescribed data 
~(0, t) E CN for some integer sufficiently large, which depends on the value 
of lim ~(0, t) as t + 0. An asymptotic expansion of the free boundary in 
powers of t was also derived in [8]. 
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