In this article, we present investigations on several techniques for numerical differentiation of data. Local techniques are confronted with global approaches and the differences are discussed in detail. Two basic quantities are used for characterization of results: The variance of the difference of the true derivative and its estimate, and the smoothness of the estimate. We apply the different techniques to numerically produced data and demonstrate the application to data from an aeroacoustic experiment. As a result, we find that global methods are generally preferable if a smooth process shall be considered. For rough estimates local methods are acceptable.
Introduction
The estimation of derivatives from numerical data is a classical problem which occurs in many problems of data analysis [1] . Applications range from biology [2] , chemistry [3] , and mathematics [4] to a variety of problems in physical applications [5, 6] . Surprisingly, experimenters and data analysts often use very crude techniques for the estimation of derivatives and the topic is not discussed in depth in the physics community. Despite the relatively simple strategies to enhance results for numerical differentiation, improved techniques are rarely used. Due to this fact, we felt obliged to present typical techniques and algorithms in a computation-oriented way, referring to the literature for mathematical details.
Whereas mathematically, the derivative of a function is obtained by a limit process involving infinitesimal calculus, this can never be realized for data measured by digital equipment due to intrinsic discretization of the data. In addition, real measurements yield data with noise either due to the intrinsic device properties or due to finite resolution, e.g., when sampling the data. An estimate for a derivative of some data y(x) with respect to the argument x has to cope with these two restrictions. Noise and finite resolution yield errors in the data y, the finite sampling interval does not allow the limit ∆x → 0 and thus produces numerical errors, too.
Typically, to obtain an estimate for the derivative y ′ (x), one tries to approximate the measured data y best (in an exactly specified sense). One then hopes that the derivative is found from this approximation as well "best". We divide the existing techniques roughly into local and global strategies. For the first, one fits or interpolates a function through the data points locally, as for a running window; in the second case, the fit or interpolation is global as in the case of the well-known spline interpolation. Physical variables very often are known or required to be smooth. Taken into account this criterion, differences between methods can be clearly noticed. Below, we quantify the quality of the estimate by the least-squares error and the smoothness. A consistent formulation including a smoothness parameter yields a minimization problem, mathematically known as Tikhonov regularization [4, 7] .
In this article, we compare four different methods: finite differencing, the Savitzky-Golay filter, smoothing splines and a spectral technique. Whereas the first two are local methods, the latter are global ones. Local methods typically produce non smooth functions, whereas for global methods the smoothness is controlled in a well-defined way. We compare the methods by two numerically produced data sets where the noise in the data can be controlled and the derivative is known either analytically or numerically with high accuracy. Finally, we apply the methods to a set of data from an aeroacoustic measurement [8] .
This article is organized as follows: In Section 2, we give a brief overview of the topic and details on local and global methods. Results for the implementation of the methods are given in Section 3 for the three above mentioned examples. The article concludes with Section 4.
Estimation of Derivatives
The problem of the estimation of derivatives from data has been discussed under numerical aspects in [4, 9] . Here, we consider a data series y(x), measured at N points (y i , x i ) (i = 1, ..., N). Due to measurement accuracy and noise sources the data have errors and we assume that our measured values consist of a deterministic part f (x) and a noisy part η(x), such that the measured data are y(x) = f (x) + η(x). We furthermore assume that f is a smooth function and that the data series y(x) = y i (x i ) is given on a uniform grid
Now, we are interested in the best estimate for the derivatives f ′ (x) = df /dx from the measured data. Throughout this article we will denote the estimate of the derivativef ′ (x) and accordingly the estimate of the function byf(x).
One can distinguish the techniques commonly used as local or global approximation methods. The basic idea in all the methods is to approximate the function f (x) with the hope that then the derivative can be estimated. More explicitly one assumes the following: if the approximationf is close to the original function f , then the derivativef ′ is also close to f ′ . In mathematical terms: if ||f −f || = min, then ||f ′ −f ′ || ≈ min, with || · || a suitable norm. The estimation is best in the sense of the applied norm. Usually, the L 2 norm is chosen and one has to solve a least-squares problem. Common methods yield functionsf either obtained by local or global interpolation or a fit [9] . In interpolation the resulting function is required to go through the data points, i.e. f (x i ) = y i ; a fit produces the function such that j f (x j ) − y j = min. Implicitly that means f (x i ) = y i , necessarily. A local method acts on a subset of the data (j ∈ (i − k, i + k)), a global one on all available data. Most of the methods can be extended to give approximated function values or derivatives not only at the points x i but on the whole interval a ≤ x ≤ b. At the boundaries some methods are problematic because, e.g., the statistic changes, or the problem is no longer well posed.
Local Methods
Local methods work by fitting or interpolating for each x i a functionf(x) on some sub-interval I ∋ x of the domain. Obviously, this does not guarantee that the function is smooth, because the measurement errors can yield jumps (from interval to interval). The probably best known method is given by finite differences; it results in a natural way when differential operators are discretized. This technique has turned to a huge field in connection with numerical integration of partial differential equations [10] . Depending on the problem, different schemes can be used and the choice of the right difference scheme can have enormous impact on the result of an integration [11] . The basic idea is simple: the function f is interpolated by a polynomial of order m. For symmetric differencing, it is put through the points x i−k , . . . , x i , . . . , x i+k , where m = 2k is a positive integer, asymmetric schemes, like the well-known upwind schemes work in a similar way. The derivative at the point x is then the derivative of the interpolated polynomial. Finite differencing is local, be-cause the approximation of derivative depends only on the 2k + 1 points in the neighborhood of x i . The polynomial can be obtained from Taylor expansion, Padé approximation or similar schemes [11] . The finite difference estimator for a Taylor expansion has the form [10] 
with coefficients
For other schemes, different coefficients are used. Then (2) or the right hand side of (1) can contain derivatives. It is also possible to vary the step width ∆x. To do so one replaces ∆x by δx = l∆x (l ∈ IN) and j by j ′ = lj in (1) .
If the data are noise-free, the error e = f ′ −f ′ in (1) is of order O(∆x m ). This means, with a fine sampling one can arrive at accurate approximations. Numerically, however, one is faced with the unavoidable problem of accuracy loss in numeric addition (or subtraction) due to the cancellation of digits [12] . Addition of two floating point numbers is ill conditioned; if the absolute value of two numbers is approximately equal, but the sign different [12] . This is typical for the scheme (1). Especially if measurement noise is present, it can easily travel to the leading digits and render the results meaningless. So, one has a trade-off of numerical inaccuracy due to addition and analytical need for small values of ∆x for the approximation (1) to hold sufficiently well.
A consequent error analysis including the data accuracy δ = V AR(η), with η the measurement noise process yields the error of a first-order symmetric finite difference scheme (k = 1) in Eq. (1) [4] :
A minimal error e ≃ 2 √ δ is found for δx ∼ √ δ. With given data of sampling interval ∆x ≪ √ δ one needs to discard some points to achieve the minimum and uses δx = l∆x This is not satisfying, because the information contained in the left-out points in the interval y i−l , .., y i+l is thrown away. One would like to use a scheme which has minimal error, but uses all points with the intention to go beyond the bound 2δ for the error of the estimate. This can be achieved by using a fit of a polynomial of order m < 2k through all data in the interval (x i−k , x i+k ). This method is known as Savitzky-Golayfiltering and is widely used in data analysis. The domain has not to be sym-metric (as in generalized finite differencing), one defines a neighborhood by an interval (i − n l , i + n r ) with n l + n r + 1 points, and n l not necessarily equal to n r . A linear regression is used to find the best polynomial fit of order m to the data, and the derivative is obtained from the coefficients of the polynomial. This procedure is repeated for every data point, like for a moving window. Smoothness is, however, not guaranteed and the derivative can be discontinuous, which is not desirable for an estimate useful in physical problems where f is typically required to be smooth.
Global Methods
Global methods yield an estimationf (x), defined on the whole interval a ≤ x ≤ b. Since the function is not known beforehand, it makes sense to use a representation by some orthogonal basis functions,
The estimation shall be best in the least squares sense, but as well smooth. Consequently a minimization problem with a side condition for smoothness is formulated. The coefficients a j are determined accordingly. The choice of the basis depends on the properties one imposes on f . For instance, it might be clear from the experiment that f ∈ C 2 is smooth (the second derivative exists), or continuous only, or periodic on the interval, or has other restrictions which are desired by the modeller.
The global smoothness, s of a function f is given by the second derivative [13] :
The function estimatef (x) is then determined by the usual least-squares minimization problem with the additional smoothness constraint. The amount of smoothing is controlled by the smoothing parameter λ, which enters the minimization problem:
The first term measures the least squares error of the fit, while the second term penalizes curvature in the function. This is a typical bias-variance problem [14] , and the best choice of the smoothing parameter is nontrivial. Numerically, it can be determined using cross-validation [15] .
For a concrete application, the representation off can be written as superposition of some basis functions with according coefficients, a j . This is then inserted into (5). The minimizing coefficients, a j , are determined by a variational principle. As a consequence the conditions ∂χ 2 /∂a j = 0 have to be fulfilled and the resulting set of equations needs to be solved (see App. A). If we require f ∈ C 2 to be twice differentiable, natural cubic splines are an obvious choice. For periodic functions, or f ∈ C ∞ , a spectral representation suits well. In other situations, other basis systems might be favorable. In the following we consider smoothing splines and Fourier representation.
In [4] , it has been shown rigorously that the minimizer of (5) is a natural cubic spline, provided the function f is square integrable. The spline representation used throughout this paper reads
where γ j are the coefficients of the cubic B-spline basis functions B j (x) and n is the number of knots for constructing the smoothing spline. After the solution of the minimization problem one calculates the derivative analytically from the basis functions. The property, important from a fundamental point of view is the smoothness of the splines. As shown in [4] , e ∼ √ δ for ∆x → 0, which is superior to the accuracy (3) for finite difference methods, especially in the case of very fine sampling.
In the case of a spectral estimate, one writes
to be inserted into (5) . As a result, a system of equations is obtained for the coefficients c k ∈ C. If n = N and λ = 0, the data are exactly interpolated, for n ≤ N and λ = 0, a spectral smoothing problem results. This can be solved (see App. A), but we will not consider this case. Instead of solving the complete smoothing problem in spectral space we follow a slightly different strategy: many experiments suggest that the noise sits predominantly in the high frequencies. Then a low-pass filter can be applied. A well-behaved standard filter is the Butterworth filter [16] , which reads for the m-th order:
where k is the frequency and k 0 is the cutoff-frequency. So one simply performs a Fourier transformation, applies the Butterworth filter in spectral space and transforms back. The derivative is obtained in spectral space by multiplication with ik/2πL (remember that y
where c k are the coefficients obtained by Fourier transformation andĉ k = c k B(k, k 0 ). It should be mentioned here that this representation also leads to a smoothing problem (5), cf. App. A. But instead of the determination of a complete set of coefficients a j one have to determine the cut-off frequency k 0 optimal for a given λ, since k 0 is the only parameter to be varied. This means that λ and k 0 are equivalent and directly related as is shown in Appendix A.
Both ways to solve Eq. (5), spline and spectral method, yield n equations for n unknowns (n being the number of knots for the smoothing splines or the number of basis function in the spectral method). The equations are overdetermined, since N ≥ n data points are available. This is resolved by the sum in the minimization procedure which eventually yields an n × n matrix. The procedure is similar to the usual linear regression [13, 9] . If a Butterworth filter is applied, the matrices are reduced to 1 dimension. A great advantage of spectral estimation is the relatively unproblematic estimation of lth-order derivatives, which are easily obtained by multiplication in spectral space by (ik/2πL) l .
Numerical Results
We compare the above methods by three examples, two using numerical data, one using experimental data: 1) the sine function, 2) the Lorenz system [17] in a chaotic state and 3) data from an acoustic measurement [8] . We quantify our results with the mean square error of the estimate of the first derivative and the smoothness. The dependence on the parameter of the methods are discussed in detail.
The variance
is given as an overall measure for the result. The derivative is known exactly for the numerical data. As a second measure we use the smoothness s(f ) from (4) or the difference
Other measures can be used, e.g., correlations or a norm different from L 2 .
For the finite differences we choose a second order method, where the parameter to be varied is the width δx. The approximation of the derivative reads
where l is a positive integer determining the step width and δx = l∆x. The Savitzky-Golay filter was of fourth order; parameter dependence on the window size n l = n r = n has been investigated. The spectral estimator has as parameters the cut-off k 0 and the number of basis functions, which is set here to n = N. The splines have the number of knots, n, used as parameter. Additionally, for splines and spectral method, one has the smoothing parameter to be varied. In the spectral case the variation of λ is equivalent to the variation of k 0 . According to the above, we approximate the function and then determine the derivative by one of the methods under consideration.
A comparison of the used methods requires a scaling of the parameters. For the finite difference method we use the quantity w F D = 4l∆x = 4δx the distance between the most left and the most right point in the considered domain. For Savitzky-Golay filter we choose w SG = (2n + 1)∆x. w SG is the window size and corresponds directly to w F D . The spectral method has the cut-off frequency k 0 , since n = N. One then uses the corresponding length w S = L/k 0 . This quantity is the wavelength of the cut-off. For the smoothing splines, w SM = L/n, the distance between two knots.
Sine Function
As a first example we use the function f (x) = sin(x) defined on the interval 0 ≤ x ≤ 2π with added Gaussian white noise η i with standard deviation σ and zero-mean. The data set consists of 500 Points y i = f (x i ) + η i , so that ∆x = 2π/500. In Fig. 1 the result for the derivative estimate is displayed (σ = 0.5). The finite difference (δx = 1.55, w F D = 6.18) yield an unacceptable result with extreme fluctuations of the order of 0.1. Also, the result for the Savitzky-Golay filter (n = 143, w SG = 3.61) is not smooth and deviates heavily ∆f' at the boundaries. Spectral (k 0 = 2.99, w S = 2.09) and spline (n = 7, λ = 0.13, w SM = 0.89) method, apparently work better.
Up to now, we showed the result for a specific set of parameters for each method. For a complete analysis, the dependence of the different methods on their parameters needs to be investigated. We varied the parameters over a wide range and considered the mean square error (10), cf. Fig. 2 . For every method a minimum occurs at the point of optimal approximation in the leastsquares sense.
For finite difference method we varied the width δx. The optimal width is δx = 1.55 (w F D = 6.18), nearly 1/3 of the domain. Smaller spacing results in larger fluctuations, whereas an increasing spacing will not approximate the desired derivative. It is clearly visible from Fig. 1 that finite differences show the strongest fluctuations among all considered techniques. In practice finite differences should not be the first choice.
For the Savitzky-Golay-filter we vary the window size to find an optimum at n ≈ 143 (w SG = 3.61). For a larger window the filter smoothes the function too much, and the result tends to a constant. For a smaller window the influence of noise becomes locally more important.
For spectral differentiation, the filter cut-off k 0 can be varied from 0-250 to determine the optimal cut-off. We find k 0 ≈ 3 (w S = 2.09). The original function, sin(x) implies that only k = 1 is active in spectral space; for a top-hat filter with sharp edge this would result in k 0 = 1. Because B(k, k 0 ) is smooth a slightly larger cut-off is found. For higher cut-off values the approximation increasingly oscillates around the optimal solution. For spectral differentiation, in general, problems near boundaries occur, if the data are not perfectly periodic. In this case some data points close to the boundaries should be discarded after the determination of the derivative, but it might be better to switch to splines or other basis functions.
For smoothing splines, the mean square error depends on the number of used knots and the smoothing parameter. The optimal values are λ ≈ 0.13 and k = 7 (w SM = 0.89). When the smoothing parameter is increased the estimate consistently tends to a constant, when it is decreased the estimate represents a bigger part of the noisy fluctuations. The meaning of the number of used knots for the smoothing splines can be understood as the degree of freedom of the smoother; if there is, e.g., one oscillation in the data, one needs minimal 3 knots for approximation. More oscillations require more knots, corresponding to a higher resolution, e.g., 10 oscillations can not be resolved with a smoothing spline of 10 knots. For details see [18] . In this sense the degree of freedom of the smoother can be understood as ability to fit a given number of oscillations in the data. If the number of knots exceeds the number of oscillations, one has the bias-variance problem that all methods have in common.
For a direct comparison of the investigated methods for numerical differenti- On the x-axis the noise level of the white Gaussian noise added to the signal is plotted.
• -finite difference method, -Savitzky-Golay-filter, -smoothing splines, • -spectral method.
ation we studied the dependence of the mean square error (10) on the noise level σ for each method. Results are shown in Fig. 3(a) . Finite differences have an error about 1 order of magnitude larger than the other methods. The spectral method works very well for a small noise level, with an error of one order smaller than the Savitzky-Golay-filter and smoothing splines. For a higher noise contamination, however, smoothing splines are the best choice, whereas spectral methods and the Savitzky-Golay-filter are comparable by means of (10) . Nevertheless, from a mathematical point of view, the Savitzky-Golay method is a local approximation, with no smooth relation betweenỹ ′ (x i ) and y ′ (x i+1 ). This is also visible in Fig. 1 where at several points jumps can be observed.
To quantify the intuition on smoothness from the graphs (cf. Fig. 1 ), we studied the dependence of the smoothness S on the standard deviation of the noise, cf. Eq. (11). The estimate was interpolated by a spline and then S(f ) has been computed from (4) by averaging |f ′′ (x)| 2 over each interpolated data point. The interpolation is necessary to determine the second derivativef ′′ . s(f ) is obtained analytically, so that one can easily determine S. The results are shown in Fig. 3(b) . The smoothness of the Savitzky-Golay-filter is some orders of magnitude worse than the spectral method and the smoothing splines. Finite difference methods are worse than Savitzky-Golay-filter, so that we did not considered this method here. The main difference between the methods is the different behavior of the smoothness. While for the Savitzky-Golay-filter one can clearly see a linear relation between noise and smoothness, for the spectral method and the splines the relation is roughly a constant, up to a certain, parameter-dependent noise level. One recognizes large fluctuations of S, resulting from the fact that s(f) can be smaller than the mean value of s(f ) of the original function. 
Lorenz System
As a second example we analyzed the x-component of the Lorenz system,
We integrate the system numerically by a Runge-Kutta algorithm of fourth order with timestep 0.01 and parameters σ = 10, R = 28, b = 8/3. The integration was performed over 500 steps only. We also added Gaussian white noise to the data. The results for the dependence of the mean square error on the level of noise are similar to the previous case, f (x) = sin(x) (see Fig. 5(a) ). For small noise the spectral method provides the smallest approximation error. Finite differences, here are of the same order of magnitude.
Because in a chaotic time series, many scales are present with a broad spectrum, the Lorenz system is a good candidate for a study of the parameter dependence of the estimates under the aspect of a scaling system. We show the comparison of the methods in Fig. 4 . The optimal parameters found here are different from the values for the sine. This is explained by the different number of oscillations. The data set for sin(x) contains exactly one oscillation, whereas the data for the Lorenz system contains 6 oscillations. As mentioned above the parameters must be chosen to encounter the bias-variance trade-off. On the x-axis the noise level of the white Gaussian noise added to the signal is plotted. -Savitzky-Golay-filter, -smoothing splines,
• -spectral method. The parameters for the fit are chosen to be optimal, cf. Fig. 4 .
For the Savitzky-Golay-filter, w SG = 3.61 for sin(x) and w SG = 0.47 for the Lorenz system. This difference can be explained by the fact that here large window sizes will use many points for fitting a polynomial of 4th order to each data point. For data sets with many oscillations this will result in bad approximation of the derivative or the function. For the smoothing splines w SM = 0.89 for sin(x), whereas for the Lorenz system w SM = 0.13. To resolve many oscillations, obviously more knots are needed. In the spectral case the dependency of the cut-off w S = 2.09 for sin(x) and w S = 0.26 for the Lorenz system. Summarizing this subsection, the results for the much more complicated chaotic time signal match the ones for the quite simple sine signal. This can be interpreted as a sign for the generality of the results
Experimental Data
As the last example we analyzed experimental data from the acoustical signal emitted from the mouth of an organ pipe. This measurement is needed, if the complex acoustical system of an organ pipe shall be modeled very roughly as a nonlinear oscillator [19] to be found numerically by nonparametric data analysis [20, 21] . Basically, the physics of the measured data it is not very important for our purposes and we will not comment further on the origin of our data, details are found elsewhere [8] . The time series y(t) consists of 500 points, the sampling rate is ∆t = 1/44100 s. In contrast to the previous examples, we do not have separate access to the derivatives. So, one needs to estimate the optimal parameters. In principle, there are methods like crossvalidation dealing with this problem [13] . We will now explain briefly the functioning of cross-validation to have a complete presentation, an explicit application to our data lies beyond the scope of this article.
Cross validation works by dropping one (or, in general M) point (y i , x i ) from the data, the estimate is then based on the remaining N − 1 points. The cross-validation is constructed by sum of squares
λ is the estimate for f (x) if the point (y i , x i ) is omitted. The optimal parameter is calculated from CV for a number of values of λ over a suitable range, then the minimizing λ is selected. Note that this is done for the estimated function, not the derivative.
Results for the estimates of function and derivative of the experimental data are shown in Fig. 6 . All methods approximate the function quite well in terms of the least-squares criterion. As well the derivative seems well estimated, but slight differences are recognized. First, one notices the weakness of the spectral estimator at the boundaries; as well splines and Savitzky-Golay filter should be considered with great care in this region, as we already saw in the previous sections. By eye, all three estimates appear indistinguishable. If we, however, calculate the smoothness of the estimated curve, we find great differences. For a comparison, we calculated the Savitzky-Golay estimate with a least-squares error of e = 2.04, the corresponding smoothness was s = 2.05·10
15 , the window size was w SG = 1.61 · 10 −3 . Then, we ran the spectral and spline smoother for many parameter values and selected the runs with very close least squares error. For the spectral estimator, we obtained e = 2.03 with a smoothness of s = 6.16 · 10
13 at a window of w S = 8, 76 · 10 −4 . The spline estimator yield an error e = 2.05 with s = 5.52 · 10 13 and a window size of w SM = 3.23 · 10 −4 . As a result we find again that the global methods are smoother by two orders of magnitude in comparison with the Savitzky-Golay method. Obviously, as far as a smooth curve is concerned the global smoothers are superior to the local one under consideration. If smoothness is not relevant, all three methods are equivalent if the boundaries are neglected.
Conclusion
We presented a qualitative and quantitative comparison of local and global methods for the numerical estimation of derivatives. Whereas local methods are appealing due to their simplicity and easy implementation, we advocate for global methods, because the properties of the functions can be defined in a proper way. We focused on the important constraint of smoothness and showed how a corresponding minimization problem is solved. Furthermore, we demonstrated that global methods are superior to local ones if high-precision estimates are needed or measurement noise is large. If no beforehand information on derivatives is given, one has no access to any bounds, when using methods like finite differences or the Savitzky-Golay filter. We did not want to consider in detail the computational cost. But it shall be mentioned that a global estimate can be expensive if the number of points exceeds 10 5 . Then programming skill (or large memory) is required to encounter the problem of large matrices to be multiplied.
We compare in this article -finite differences, Savitzky-Golay filtering, smoothing splines and smoothing spectral estimators. To compare the methods, the dependence on parameters has been investigated, optimal parameters could be determined. The dependence on additive noise has been studied in detail and we found enormous differences in the methods. One result is that finite differences are orders of magnitudes off in comparison to the other methods. It is used as a worst case demonstration in this article. In terms of the leastsquares error the remaining three methods are comparable in the sense that they are of the same order of magnitude. However in terms of smoothness, the Savitzky-Golay filter fails by some orders of magnitude, and only the global methods work well. It is remarkable that we can compare the methods on a logarithmic scale, i.e., techniques differ really to a huge extent. A more detailed look shows that spectral estimators work very well for small noise levels. For high noise levels, smoothing splines yield better results for the investigated systems.
Under a more general perspective, we showed how one can choose among some set of basis functions for the representation of the estimate. Obviously, for periodic functions a spectral representation is natural, similarly if one is interested in higher derivatives. If other boundary conditions are required, other function systems might be favorable. Smoothing splines are an optimal choice if twice differentiability (or smoothness) is required, and no further information is available. For all basis systems the general procedure described above applies, formulated as a minimization problem. In principle imagine further constraints like minimal variance of the first derivative or other criteria. Those conditions can be easily built into the method as additional Lagrange multiplier.
From a practical point of view one has to decide how important it is to obtain smooth functions to a reasonable accuracy. For a rough guess, a local filter might do, for any high-precision analysis the implementation of the minimization, or smoothing problem does pay off. E.g., if one wants to process further the obtained derivatives, small differences can yield enormous changes in the final results. Our interest started with an application in some reconstruction techniques [22] , where local methods are by far too inexact. Similar holds for prediction problems where the integration of functions based on the estimate of the derivatives is important [23] .
A Appendix: Spectral smoother
In the following, we assume that x ∈ [0, 1] for the measured data (x n , y n ); n ∈ 1, . . . , N By variation of the coefficients we obtain the conditions These are 2N linear equations for the 2N unknowns {c k , c * k } which can be solved by usual algebraic manipulation.
In the case of using the Butterworth filter (8) , one determines the Fourier coefficients c k in the conventional way [9] . Then the filter is applied. We write the minimum condition as 0 = −F + λG. Then a simple relation λ = F/G results, relating lambda to k 0 . The inversion of this formula yields k 0 (λ).
