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ABSTRACT
Modeling players’ behaviors in games has gained increased
momentum in the past few years. This area of research has
wide applications, including modeling learners and under-
standing player strategies, to mention a few. In this paper, we
present a new methodology, called Interactive Behavior Ana-
lytics (IBA), comprised of two visualization systems, a labeling
mechanism, and abstraction algorithms that use Dynamic Time
Warping and clustering algorithms. The methodology is pack-
aged in a seamless interface to facilitate knowledge discovery
from game data. We demonstrate the use of this methodology
with data from two multiplayer team-based games: Boom-
Town, a game developed by Gallup, and DotA 2. The results
of this work show the effectiveness of this method in model-
ing, and developing human-interpretable models of team and
individual behavior.
Author Keywords
Player Modeling; Human-in-the-Loop; Spatio-temporal
Visualization; Data Labeling; Team Behavior
CCS Concepts
•Human-centered computing → Visualization systems
and tools; Visualization theory, concepts and paradigms;
INTRODUCTION
Analysis of player behavior, specifically to understand individ-
ual or team strategies, is an important research focus due to its
overarching utility in game development. Understanding indi-
vidual or team problem solving behaviors and strategies can
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benefit the development of personalized games, Non-Player
Characters (NPCs), AI agents, and game guides. This can
also aid in assessment and the development of scaffolding
techniques to improve applications, such as health or learning
games. Additionally, understanding team strategies is criti-
cal for E-Sports games as it can be used to facilitate team
training, play analysis, and game balancing. Such analysis,
however, is highly complex due to the dynamic nature of mod-
ern games. This is especially true in multiplayer team-based
games, in which teamwork affects individual players’ behav-
iors and strategies, and subsequently adds to the complexity
of these game environments.
Fortunately, there is now an abundance of data available, which
opens new opportunities for this work. In the past few years,
several researchers proposed various techniques. Some used
machine learning and statistical analysis to predict game out-
comes [1, 35, 25] and model individual and team tactics or
strategies [44, 10, 47, 18]. Other works investigated cluster
analysis to group players based on their spatio-temporal behav-
iors [12, 30, 20, 21, 13]. Thus far, most of the methods used by
previous work use machine learning algorithms or inferential
statistics. Unfortunately, most machine learning techniques
result in models that are hard to interpret or adjust by human
experts. A few studies have explored the development of new
methods [44, 47, 18, 13], but such methods are game specific,
and thus do not generalize. Therefore, there is a dire need for
new methodological approaches that are generalizable across
games and that produce human-interpretable models. This
paper attempts to address this need.
We propose Interactive Behavior Analytics (IBA) as a method-
ological approach to study player behaviors across various
types of games. The methodology consists of two visualiza-
tion systems: StratMapper (developed based on G-Player [9])
and Glyph [22]. StratMapper presents a spatio-temporal visu-
alization of game events, which is used to analyze players and
team behaviors throughout a game or a game level. It includes
a built-in labeling mechanism, enabling a human user to iden-
tify high level abstractions over low-level data, and therefore
label or identify tactical and strategic decisions as well as im-
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portant high level coordination or correction behaviors. This
labeled data is then visualized by Glyph to show player and
team behaviors in a sequential manner. When behaviors are
visualized in Glyph, users can better see if the labels captured
the essence of the strategies, tactics, or high level behaviors
investigated. They then can re-evaluate their labels and adjust
them in StratMapper. This type of iterative process is not
possible with current tools and is important for developing
abstractions that can turn low-level data into knowledge. To
test this approach, we apply it to two games: BoomTown, a
multiplayer online game developed by Gallup, and DotA 2
(Valve Corporation, 2013), a popular multiplayer online battle
arena game. Inter-rater reliability measures were used to test
reliability of the labels developed. It should be noted that
both Glyph and StratMapper have been tested for usability
before integration into IBA, and thus we will not discuss their
evaluation as visualization systems in this paper. IBA allowed
us to develop human-interpretable models of players’ plans
and strategies, uncovering critical insights about players’ deci-
sions and behaviors. Thus, we propose IBA as a generalizable
method to study individual and team behavior and produce
interpretable models of strategies and tactics.
IBA is targeted towards researchers, game designers, and de-
velopers, as it gives them a way to visualize players’ behaviors.
It facilitates a qualitative analysis approach to data in order
to identify behaviors, tactics, and strategies that players de-
vised through their interaction. It also highlights errors and
cyclic behaviors allowing designers to find imbalance in game
mechanics, adjust the game to the target audience, or develop
scaffolding or adaptive methods. IBA is a general framework
where different visualization systems can be used. In place
of Glyph, for example, other visualization systems presented
in [41, 4, 43, 27] can be used, since these systems use simi-
lar graph-link visualizations to represent player activities and
game states.
The rest of the paper is structured as follows. First, we discuss
related works. We then discuss IBA in detail. Then, we discuss
the process and results of applying the proposed methodology
to BoomTown and DotA 2, respectively. Finally, we conclude
the paper with a discussion and future work.
RELATED WORKS
Understanding player strategies in games has been a relevant
research topic in the past few years. Several survey papers
discussed player modeling methods, including action model-
ing, strategy modeling, and profiling, e.g., [49, 5, 36]. We will
focus the discussion on behavior modeling using game data.
Related to understanding players’ strategies, plan recognition
has been proposed as a technique to uncover players’ plans
and goals. Most plan recognition techniques use an inference
algorithm to infer plans/goals given a set of actions and a
plan library developed by an expert [39]. Fagan and Cunning-
ham [14] used case-based plan recognition to model players
using data from Space Invaders (Taito, 1978), where plan li-
braries were developed by observing gameplay. Constructing
such plan libraries for simple games is feasible, however, cur-
rent Real-Time Strategy (RTS) and multiplayer games are far
too complex for such techniques. Several researchers have
explored other approaches to infer tactics and strategies, such
as using inverse reinforcement learning, Monte Carlo methods,
genetic algorithms, and case-based reasoning [26, 6, 29, 2].
These techniques, however, do not capture the complexity in
current games.
Additionally, previous works proposed various machine learn-
ing approaches to predict game outcome depending on dis-
parate factors, including game statistics or team composi-
tion [1, 32, 35, 48, 25, 28, 40]. For example, Sapienza et
al. [33] used decision trees to identify features that were mean-
ingful for performance prediction. Similarly, [19, 34] used
spatio-temporal data and player actions to model player be-
havior. Further, Mahlmann et al. [17] used aggregated metrics
of in-game data to predict churn. However, due to the nature
of the metrics used in this work, it was hard to decipher the
specifics of obstacles that led players to quit, which limits the
use of these models for design adjustment.
Some exploratory works used clustering to group players
based on their roles and behaviors to understand individual
differences. For example, Drachen et al. [12] used Simplex
Volume Maximization and k-means clustering with qualita-
tive analysis of Tera (Bluehole Studio, 2011) and Battlefield 2
(Digital Illusions CE, 2005). Ramirez et al. [30] proposed a
meta-classification approach based on roles, preferred areas,
and social interactions using data from a first-person social
hunting game. Nascimento et al. [20] investigated clustering
players of League of Legends (Riot Games, 2009) based on
team performance metrics, team behavior patterns, and suc-
cessful/unsuccessful team behavior profiles. Although these
works are insightful, they focus on grouping players based
on their behaviors, and thus fail to capture the dynamics of
strategic decision-making given context and environmental
changes in a human-interpretable way.
Few works have investigated strategic gameplay and decision-
making. For example, Weber et al. [44] applied classification
and regression methods using labeled features to classify and
predict strategic decisions regarding unit or building types
in StarCraft’s (Blizzard Entertainment, 1998) one-versus-one
matches. They used expert knowledge to generate rule-based
models; the approach was limited to StarCraft data. Cavadenti
et al. [10] used discriminant pattern mining to identify strategic
patterns (e.g., frequent items used by the players) in DotA 2.
While most of the previous works focused on individual play-
ers, some have investigated team behavior and strategy. Yang
et al. [47] proposed a data driven approach to identify combat
patterns in DotA 2 by generating rules that identify outline
sequences of combat actions that lead to victory. On the other
hand, Mahlmann et al. [18] presented performance evaluation
metrics to generate win predictions in DotA 2. Drachen et
al. [13] extracted spatio-temporal measures of zone changes
and team distributions (distances between heroes on a team)
in DotA 2, and showed differences in positioning and variance
between professional and amateur players.
While there is much work in this area, there are several general
limitations to previous approaches: (a) they use aggregate data,
and thus, do not conserve sequences of behaviors or actions to
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Figure 1. Overall approach of Interactive Behavior Analytics method.
investigate the dynamics of the decision-making process, (b)
with the exception of decision trees and Bayesian Networks,
models produced are not human-interpretable or correctable,
(c) most of the labeling methods used are game specific, and
thus are not generalizable, and (d) they focus on prediction or
clustering rather than understanding players’ decision-making
processes. To address these issues, we present an alternative
approach to player behavior modeling — an approach that is
similar to Pfister’s work on human-centered machine learning,
which aims to create human-interpretable machine learning
models using visualization [38, 37]. In the spirit of that ap-
proach, we use several visualization systems and a human
in the loop architecture to unpack game behavior, develop-
ing human-interpretable models of strategies, tactics, and the
decision-making processes.
INTERACTIVE BEHAVIOR ANALYTICS METHOD
To develop and model strategies and tactics in an interpretable
way, we propose a new methodology, called Interactive Be-
havior Analytics (IBA), shown in Figure 1. IBA is composed
of multiple systems, including two visualization systems, a la-
beling interface, and several data processing algorithms. IBA’s
architecture integrates a human-in-the-loop method, where
human intervention is used to develop abstractions, labels, and
ways to interpret the data. Below we detail IBA, outlining its
various tools and processes.
Tools
StratMapper
StratMapper is a visualization and labeling system for game
data. It offers an abstract playback of events, and allows users
to filter data and zoom into behaviors of interest. Figure 2
shows a screenshot of the interface. At the center of the
application there is a two-dimensional game map, which can
be zoomed in and out. Below it is a timeline, which can
also be zoomed in and out, visualizing all events in the game.
Each event icon in the timeline corresponds to an icon on the
game map, as well as an event type on the y-axis displayed
with the color assigned to the corresponding unit. A tool-
tip appears with detailed information upon hovering over the
corresponding event icon.
The timeline allows users to select a temporal period of interest
by placing start and end markers, which would then filter
Figure 2. StratMapper interface. The two-dimensional map appears in
the center. The units and unit teams are listed in the upper left, and the
timeline is on the bottom, showing a chronological series of events.
events and users on the game map, and display only those that
appear during the selected period. Event types, listed on the
left of the timeline, as well as units and unit teams, listed in
the top left of the interface, can also be filtered. In addition,
using StratMapper to select several events on the timeline and
units involved, one can compose a higher-order event from
event primitives. We developed a labeling component to the
interface which allows users to label such higher-order events.
This then saves the selected events, time window, and units,
under the specified label (discussed later). Such saved labels
are shared among all collaborators using the visualization and
can be retrieved, deleted, or corrected. These labels, along
with the data, can also be exported for further processing.
Glyph Interface and Underlying Structure
Glyph [22] is a visualization system that allows easy under-
standing as well as investigation of player strategy [24, 23].
While it was originally designed to investigate individual be-
havior, we extended it to incorporate team behaviors. The
new version, shown in Figure 3, is composed of three visual
representations (as opposed to two in the original system): a
state graph (right), a sequence graph (upper left) and a group
graph (bottom left). The state graph shows action paths as
a node-link diagram, and the sequence graph encodes action
sequences as nodes. These graphs were discussed in [22]. The
group graph, a new window to the Glyph system, shows nodes
for team behaviors. We describe these below.
The State Graph displays a node-link graph where game
states are represented as nodes and player actions as links [22].
The node size and link thickness represent the number of
players visiting the states and actions.
In The Sequence Graph each node represents a full sequence
of state-actions. The distance between the nodes depends on
the similarity between the sequence patterns: the more sim-
ilar the sequence, the closer the nodes are in the sequence
graph. This enables the system to cluster similar nodes to-
gether, where similarity is calculated using Dynamic Time
Warping (DTW) [7].
To calculate similarity using DTW, we need to define a way
to compare two game states, i.e., state difference. State dif-
ference can vary depending on the game type and how the
data is abstracted. This can be defined by game designers.
Figure 3. Glyph interface showing the three visual windows: a state
graph (right), a sequence graph (left), and a group graph (bottom left)
with filters and user controls in the upper-left.
Figure 4. StratMapper interface showing a selected label on the timeline
and the corresponding units and events on the map.
Using this measure, the DTW algorithm can be used to deduce
dissimilarity between two sequences.
The Group Graph is a new addition to [22]. It consists of
nodes representing a full sequence of team behaviors (game
state and actions) instead of individual behaviors, like in the
sequence graph.
The complete sequence of states is shown below the state
graph upon selecting a node in the sequence or the group
graph. Note that the number associated with each state inside
the parenthesis represents the number of times the state re-
occurred in that position of the sequence.
IBA
IBA is composed of two main processes (as shown in Figure
1): (a) developing, identifying, and applying labels, and (b)
visualizing labeled data using Glyph or other visualization
systems. Human intervention and correction happens across
these two phases, as we will discuss below.
Labeling Process
Developing labels is similar to developing codes for qualita-
tive thematic analysis. The process is iterative. It begins with
members of the research team familiarizing themselves with
the game to be labeled. In the case of BoomTown, this involved
playing several rounds to get comfortable with the gameplay,
goals, and strategies available. For DotA 2, this involved an in
depth analysis of online DotA community resources, includ-
ing forums, tutorials, and professional gameplay streams. In
Figure 5. Selecting team 3 in the group graph (bottom left) highlights the
team members (11, 12, 14, 16, 18) and their trajectories in the sequence
graph (left) and state graph (right).
both cases, once the researchers are familiar and comfortable
with the game’s action space, they then discuss the types of
strategic actions taken during gameplay. Using this discussion,
researchers then adopt a thematic analysis approach to identify
re-occurring patterns and themes within the game data visual-
ized in StratMapper. From there, they then identify a set of
labels for decision-making, strategic, and tactical behaviors.
Once the labels are identified, team members individually label
the game using StratMapper. To apply a label in StratMapper,
the user selects all units and events relevant to a behavior in a
specific time period. This is done by muting irrelevant units
and events, and using the brush tool to select a particular time
period in the timeline (see Figure 4). An Inter-Rater Reliability
(IRR) measure, such as Cohen’s Kappa measure [8], is then
computed as a measure of reliability of the labels produced.
The research team may choose to discuss the labels if the
reliability is very low, in order to identify and refine labels
with high variance or conceptual issues.
Once this process is complete, the labels go through another
process of refinement where the labeled data are visualized in
Glyph (discussed below). Using Glyph, researchers can make
sense of the labels as a sequence of behaviors and patterns to
solve particular game levels. Sometimes the labels may be
incomplete or the resulting patterns may be incomprehensible.
Thus, the team discusses their interpretations of the resulting
sequences, and may iterate and revise the labels accordingly.
This process is generalizable and can be done for different
games, as we shall see in the case studies below.
Visualization of Labeled Data
As discussed above, after a set of labels are applied through
StratMapper, the labels, and associated information are ex-
ported and processed to convert the labels to the input format
of Glyph. In the conversion process, the states and links of
the state graph in Glyph are determined. We consider each
label as a different state of the game visualized as a node in the
state graph. The directed link between the two states (labels)
demonstrates the change of player behavior. Individual player
behavior is defined as a vector of labels sorted by time. Team
behavior is, similarly, a vector of labels. We consider any
label that includes more than one player from the same team
as a team behavior. These labels, as a sequence, represent
the team behavior. Note that all team behavior labels are also
considered individual behaviors to enable visualization in the
individual player trajectory.
However, there are two challenges with this process. First,
labels can overlap over time for a given team. For example, in
DotA 2, three players are engaged in a “Team Fight”, while
another two are engaged in a “Gank” simultaneously. This
would result in two separate labels overlapping over time. To
resolve this issue, we introduce a separate node as a game
state in the state graph, which is named with both the labels;
for this example, the node would be named as “Team Fight -
Gank”. This technique is applied whenever we encounter two
or more overlapping labels. Second, in order for us to visualize
both individual and team behaviors, we introduced the group
graph as discussed previously. Similar to an individual player
trajectory, the team trajectory is visualized by its own node-
link diagram in the state graph, and by a unique node in the
group graph, displayed next to the sequence graph. When a
node in the group graph is selected, the corresponding nodes of
the team members in the sequence graph, and their trajectories
in the state graph, are highlighted (see Figure 5).
BOOMTOWN CASE STUDY
In this section, we discuss how we used IBA to analyze player
behaviors in BoomTown — a multiplayer online team-based
game. The game is played in teams of 3-6, where players
can use several items to clear rocks and mine gold within a
two-dimensional map, in order to pursue the team goal of
maximizing the amount of gold collected. The game consists
of six rounds; at the beginning of each round the team elects a
team leader and identifies a set of explosives to use during the
round. The team score is determined by the total amount of
gold earned within the game. Our research goal here was to
identify successful strategies, and thus we used IBA to identify
and compare strategies of low vs. high performing teams.
Process
Labels. As discussed above, the researchers identified labels
for BoomTown after playing the game for several rounds to
become familiar with the mechanics, play space, and types
of actions one can take. Then, the researchers developed
an initial list of labels consisting of four labels: “Tunneling -
Optimize”, players tunneled into the center of a rock formation
before detonating an explosive; “Tunneling - Passage”, players
tunneled through a rock formation to get to a different part of
the map; “Pickaxing for Gold”, players spent time using the
pickaxe on rocks; and “Exploring”, players moved around the
map but did nothing.
This set was then used to label three games for Glyph visu-
alization. Upon review of the visualization, the researchers
decided that the initial set of labels was not comprehensive,
i.e., did not account for the various ways in which players used
explosive items. Thus, the labels were revised and a final set of
labels was produced consisting of seven labels: “Pickaxing for
Gold”; “Exploring”; “Tunneling - Pickaxe”, the player uses
a pickaxe to get to another area or clear an area for a mine;
“Tunneling - Explosive”, a player uses an explosive to get to
another area or clear an area for a mine; “Explosive - Inner”, a
(a) (b)
Figure 6. Sequence graph showing (a) high-performing team players in
colored nodes and (b) players from one high-performing (25, 26, 27, 28,
29) and one low-performing (30, 31, 32) team.
player uses a pickaxe to optimize an item’s yield; “Explosive -
Miss”, a player uses an explosive away from a rock formation;
“Explosive - Quick Mine”, a player uses an explosive on the
outer boundary of a rocky area to quickly obtain gold. In the
final iteration, researchers used the labels to label ten games,
and concluded that those labels were comprehensive and had
captured observed strategic and tactical behaviors. Inter-rater
reliability was performed and the result showed acceptable
reliability.
Data. We collected BoomTown replay files from Gallup. First,
we investigated the data of 100 high-performing and 100 low-
performing teams. This initial investigation with 200 teams
was done to allow us to evaluate the population and thus select
teams for our labeling that mirror the population. We then
selected 10 games to label with five high-performing and five
low-performing teams. A high-performing team is defined by
the highest average amount of gold collected per person in
a team, and the opposite for low-performing. Investigating
the teams, we see that there is a bias towards replays, where
people who replayed the game tend not to be low performers.
Specifically, out of the 100 high performers, 52 were replays
and out of the 100 worst performers, only 7 were replays.
Thus, our selected groups for labeling mirrored that bias.
The data for 10 games was labeled following the procedure
discussed above. The visualization in Glyph is detailed in
the following section. It took approximately 6 hours for each
researcher to apply the BoomTown labels. The IRR score,
using Cohen’s Kappa, was computed for the labels, resulting
in .95 with 96% agreement, which was deemed acceptable.
Results
With Glyph, it is possible to see differences in the game-
play and behavior sequences of high-performing and low-
performing teams, allowing us to draw conclusions regarding
their strategic approach. We divide our analysis into two
phases: Investigation of Overall Performance and Investiga-
tion of Team Behaviors Per Round.
Investigation of Overall Performance
Using the sequence graph from Glyph, shown in Figure 6,
we highlighted the high-performance teams in 6(a), and high-
lighted one high and one low-performance team in 6(b). From
this, we can see that the player trajectories of high-performing
(a) (b)
Figure 7. State sequences in Round 2 for (a) the high-performing team
and (b) the low-performing team in the state graph.
teams are clearly different from the player trajectories of the
low-performing teams. It should be noted that the sequence
graph uses Dynamic Time Warping (DTW), as discussed in
the previous section. A clustering mechanism is used to lay
out the nodes using the distances computed via DTW. As can
be seen from Figure 6(a), the high-performing team nodes are
clustered together (colored nodes) and are more distant from
the low-performing team nodes, which are clustered together
as well. This linear boundary between the two groups shows
that there is a clear difference between the two groups’ se-
quences. We investigated further to see if we can understand
the difference between the groups on a more qualitative level.
Investigation of Team Behaviors Per Round
We visualized the labeled data based on round to see and
compare the activities of players during different rounds. Us-
ing Glyph we uncovered some patterns that differentiated the
high-performance teams from low-performance teams. These
patterns include: frequent use of optimized and efficient ex-
plosive placement, and doing more in the game than others.
To illustrate these patterns, we discuss a comparison between
a single low-performing team (nodes: 30, 31, 32) and a high-
performing team (nodes: 25, 26, 27, 28, 29). Looking at the
respective sequence graphs (Figure 6(b)) in Glyph, we can see
that the players’ sequences are quite different from each other.
Investigating the patterns by round allows us to see the strate-
gic differences between the teams. Due to space constraints,
we only discuss the analysis for one round in this paper. The
differences are apparent in round 2 (Figure 7), where the high-
performing team utilized a strategy of optimizing explosives
by setting them off within rock formations in order to obtain
more gold, as seen by them visiting the “Explosive - Inner”
state. They also have more transitions in and out of “Pickaxing
for Gold” than the low-performing teams. By contrast, the
low-performing team visited the state “Explosive - Miss”, indi-
cating that a player used an explosive in an area with no rocks
and no gold. These findings indicate that high-performing
teams engaged in more focused behaviors, as they utilized
the new explosive items to efficiently mine and further pursue
their goal. The low-performing team appears to be testing the
new items, but not in a strategically focused manner.
Further, when investigating the complete state sequences dis-
played per player within Glyph, as shown in Figure 8 for
two players, we see that the high-performing team player had
more state transitions per round than the low-performing team
player, indicating that players on high performing teams were
more active, visited more states, and displayed more behaviors
Figure 8. State sequences of two players, (a) one from a high-performing
team, with 48 states, and (b) one from a low-performing team, with 22
states.
in the given time. By comparison, the low-performing team
member appears to have spent more time wandering the map
or doing nothing rather than performing goal-oriented actions.
Inspecting other players in high and low-performing teams,
we observed this phenomenon occurring independent of the
number of players on the team.
DOTA 2 CASE STUDY
DotA 2 is a popular multiplayer online battle arena (MOBA)
game, and a sequel to Defense of the Ancients (DotA). Each
match is played between two five-player teams, and each team
has a base located in the opposite corners of the map from
each other. Each player controls a character called a “hero”,
and collects experience points and items during gameplay to
defeat the opposing team’s heroes. The goal is to destroy a
large structure located in the opposing team’s base known as
the “Ancient”. The first team to do so wins the game.
Process
Labels. For DotA 2, two researchers, both with previous ex-
perience playing MOBA games, performed an analysis of
online DotA 2 forums, tutorials, and gameplay commentaries
to familiarize themselves with existing strategic behaviors as
recognized by the gameplay community. From this analysis,
the researchers used an iterative process to develop a set of
twenty-four labels that they believed captured relevant behav-
iors of strategic gameplay in high level DotA 2 matches. For
the purpose of this paper, this set was reduced to nine labels
via the omission of highly specific labels and the collapse
of similar labels. These labels are: “Push”, representing the
event that one team destroys the enemy’s structures, includ-
ing towers, barracks, and ancients, as well as any behavior
identifiable as an attempt to push a lane towards the enemy
side of the map, or push back enemy entities from one’s base;
“Farm”, meaning the process by which a hero gains experience
and gold to become stronger through the continuous killing of
NPC entities; “Kill”, which shows that a hero used abilities or
normal attacks to kill an enemy; “Group Fight”, representing
a small fight between two teams with only part of the team in-
volved; “Team Fight”, representing a fight between two teams
that most of both teams were involved in; “Roam”, which
represents a behavior in which heroes move about the map;
“Gank”, representing unexpected heroes arriving in a lane to
attack and hopefully kill the enemy; “Roshan”, indicating that
players engaged the NPC entity named Roshan in combat; and
finally, “Split Push”, a strategy in which some of the team is
pushing one lane while others are distracting the enemy.
(a) (b)
Figure 9. Sequence graph showing the members of (a) Radiant team and
(b) Dire team in the first DotA 2 match.
Figure 10. Highlights of the state graph for the hero Batrider, a carry
from the first game’s Radiant team who played in the top lane, whose
gameplay strategy was not characterized by offensive behaviors.
Data. Replay data of DotA 2 are available on various commu-
nity websites1. A DotA 2 match replay contains all actions
done by players as well as NPCs, and relevant event informa-
tion such that the game engine can recreate the match as a
playback.
DotA 2 matches are much longer than BoomTown levels and in-
clude diverse activities and player roles. We randomly selected
two matches from professional leagues, with ids: 2593668385
and 3183541562, lasting: 74 and 52 minutes, respectively. The
replay data was then visualized and labeled using StratMapper.
Later, the labeled data was visualized in Glyph to analyze the
player and team behaviors. It took approximately 10 hours to
label these two games. The IRR score using Cohen’s Kappa
measure was computed for those labels resulting in .72 with
78% agreement, which was deemed acceptable.
Results
Game 1
Figure 9 shows the sequence graph detailing players’ behaviors
in the first DotA 2 game. Players on the Radiant and Dire
teams are highlighted on the left and right, respectively. In
this particular match, the Dire team won the game, and we
observed that it was a fairly one-sided match, with the Dire
team gaining an early lead and maintaining it throughout the
game. In the context of the game, this means that the Dire team
was dominating the lanes and had access to more resources,
such as jungle encampments, while the Radiant team was
forced to play with limited access to such important elements
of gameplay, and likely had lower experience points and gold
1https://www.dotabuff.com, https://github.com/skadistats/clarity
Figure 11. Highlights of the state graph for the hero Slark, a carry from
the first game’s Dire team, and Batrider’s top lane opponent, displaying
traces of an offensive strategy indicative of being in an advantageous
position.
Figure 12. Complete state sequences from the first match for (a) Ba-
trider and (b) Slark, the top lane carries for the Radiant and Dire teams
respectively.
than the Dire side. Figure 9 indicates that players in this
game played distinctly differently, as reflected by the distances
between individual nodes in the sequence graph.
Looking more closely at the state graphs of two players from
this game, we can see, more specifically, the kinds of differ-
ences in gameplay that occurred. Batrider was the top lane
hero for the Radiant team. Figure 10 displays highlights of
several states from his state graph, where we see that this hero
never pushed (no colored links to “Push” state in Figure 10(a))
and never transitioned from a “Gank” to a “Kill”, as seen in
Figure 10(d), indicating no ganks that ended in a kill.
A more offensive approach is reflected by Slark, the top lane
hero for the Dire team, seen in Figure 11. Slark transitioned
through the “Push” state (Figure 11(a)), indicating that at some
point in gameplay he enacted the offensive behaviors of down-
ing enemy structures and killing creeps in order to move the
action toward the Radiant side of the field. Additionally, Slark
has a transition from “Gank” to “kill” Figure 11(d), indicat-
ing a successful gank that ended in the death of an enemy.
This indicates an offensive strategy, focused on relentlessly
threatening the opponent with aggressive or offensive behavior,
known among the gameplay community as “applying pres-
sure”. The act of “applying pressure” is commonly performed
by teams in advantageous positions. Therefore, these pressure
related behaviors seen in Glyph indicate that the Dire team
likely had an advantage throughout the game.
Additionally, towards the end of Batrider’s sequence, seen in
Figure 12(a), we see several visits to the “Roam” and “Farm”
states, indicating that Batrider spent much of the end game
traveling across the map and killing creeps, rather than at-
tempting to push or participate in team fights. From this, we
conclude that his late game behavior was characterized by a
need to traverse the map in order to prevent enemy creeps from
advancing down any of the lanes. Additionally, it is likely that
he was attempting to farm jungle camps to try and catch up
(a) (b)
Figure 13. Sequence graph showing the members of (a) Radiant team
and (b) Dire team in the second DotA 2 match.
(a) (b)
Figure 14. State graphs of (a) Luna, a carry on the second match’s Dire
team, and (b) Legion Commander, a carry on the second match’s Radi-
ant team. Both sequences are incredibly similar, with both heroes visit-
ing almost the same states.
to his opponents on gold and experience that he was unable
to acquire earlier. These could be characterized as defensive
or catch-up-oriented strategic behaviors, and are indicative of
a team that has spent much of the game in a losing position,
unable to go on the offensive, and desperate to catch up on
lost resources.
In comparison, the state sequence of Slark is longer and the
end of the sequence is characterized more by the presence of
“Team Fight”, “Group Fight”, and “Push” states, as shown in
Figure 11(a, b, c) and Figure 12(b). While “Roam” and “Farm”
are still present in Slark’s sequence, they are not the dominant
states at the end of the game. From this visualization, we con-
clude that Slark spent much of the later game states keeping
the lanes pushed to the losing side of the map, and engaged in
frequent combat in which the winning team, with their gold
and experience lead, would have a distinct advantage. These
types of behaviors are characteristic of a leading team that is
working to secure a win. In contrast, the infrequency of late
game “Group Fight” or “Team Fight” behavior in Batrider’s
sequence, seen in Figure 10(b, c) and 12(a), indicates a hesi-
tance to engage in combat against the opponent, likely due to
low chances of victory.
Game 2
The second game, whose players are highlighted in Figure 13,
had a distinctly different gameplay scenario. The visualiza-
tions illustrate that, unlike the one-sided first game, the second
game was very “back-and-forth” with both teams experiencing
intervals of time in which they had the upper hand. In Glyph,
we see that the trajectories of all of the players in this game
Figure 15. Complete state sequences from the second match for the car-
ries (a) Luna, of the Dire, and (b) Legion Commander, of the Radiant.
Figure 16. Nodes representing team trajectories across the two DotA 2
games as shown in the group graph. Teams 0 (Dire) and 1 (Radiant)
played each other in the first (one-sided) match and teams 2 (Dire) and
3 (Radiant) played each other in the second (back and forth) match.
for both teams are very close together (Figure 13). This is
illustrated by the state graphs of two of the carries within the
game, seen in Figure 14. Luna, of the Dire team, and Legion
Commander, of the Radiant team, possess extremely similar
state graphs. Both visited almost the same set of states, with
the only differences being the order, transitions, and minute
variances in frequency of individual states (both visit the same
number of states) as can be seen in Figure 15.
In both Luna and Legion Commander’s sequences, Figure 15,
we observed the offensive behaviors of pushing and fighting
(discussed as being prominent in the sequence of Slark from
the first game), as well as the defensive behaviors of late game
roaming and farming (prominent in the sequence of Batrider).
Thus, it is possible to conclude that, at various points through-
out gameplay, the Radiant and Dire teams in the second game
experienced both winning and losing states, and that they be-
haved accordingly, indicating a much closer match than the
one-sided first game. This observation is supported by the
visualization of the team trajectories, where teams ‘0’ (Dire)
and ‘1’ (Radiant) from the first match had distinctly different
sequences, while teams ‘2’ (Dire) and ‘3’ (Radiant) from the
second match had very similar ones as shown in Figure 16 by
the distance between the nodes. These results demonstrate how
Glyph can be used to identify player behaviors and in turn infer
various game states that likely influenced those behaviors.
Role Based Gameplay
We also observed differences in strategic behavior based on
role. In the sequence graphs shown in Figure 17, we see that,
in both matches, there were players across teams who played
similarly to each other. In the first match, four players across
teams (Figure 17(a)), specifically players ‘2’ and ‘6’ of the
Radiant team, and players ‘8’ and ‘3’ of the Dire team, all had
similar sequences to one another; these players were all play-
ing heroes who can be categorized as supporting role heroes
in DotA 2. While the core heroes of each team possessed
sequences distinctly different from each other (Figure 9), the
support heroes’ sequences were similar to each other both
within and across teams, indicating that the role and strategy
of a support player is likely less affected by the fact that the
team was in the lead or not, and thus, support players will play
similarly regardless of these factors.
(a) Radiant team: 2, 6 and
Dire team: 3, 8.
(b) Radiant team: 12, 14
and Dire team: 10, 13.
Figure 17. Similar sequences of players playing support roles in: (a) first
match, (b) second match.
(a) (b)
Figure 18. State graphs for (a) Shredder, a carry, and (b) Crystal
Maiden, a support, both for the Radiant team in the second match.
Similarly, in the second game, heroes played in supporting
roles have similar sequences, highlighted in Figure 17(b), that
can be observed to be distinctly different than those of the
teams’ core heroes, highlighted in Figure 13. Players on DotA
2 teams are expected to adopt and perform roles, defined by
the game and its design, and take actions based on the expecta-
tions of those roles. We, therefore, are able to clearly see using
Glyph this role-based gameplay and how players show distinct
transitions through states that reflect these roles with support
players in both matches displaying different sequences than
their respective core players, regardless of the gameplay con-
ditions. This is illustrated further in Figure 18 where Shredder,
a carry on the second game’s Radiant team can be seen to
visit the “Farm” state quite a bit, as well as the “Kill”, “Push”,
and various fight states. Crystal Maiden, a support on the
same team, spends significantly less time farming and instead
frequently visits the “Roam” state, as many supports in DotA
2 roam the map looking for opportunities to assist the carries
(Figure 19).
Figure 19. Complete state sequences from the second match for (a)
Shredder, a carry, and (b) Crystal Maiden, a support. Both heroes were
on the Radiant team
(a) (b)
Figure 20. State graphs for (a) Alchemist, the mid lane carry for the
Radiant team in the first match, and (b) Darkseer, the bottom lane carry
for the Radiant team in the second match.
Figure 21. Alchemist’s (mid-lane carry on the losing Radiant team) com-
plete sequence from the first match.
Context Specific Strategy
A final point worth noting is that player ‘4’, a player in the first
game (Figure 9(a)), has a sequence very similar to the players
of the second game. This player was playing a hero known as
Alchemist. State graphs in Figure 20 for Alchemist and a carry
from the second game, Darkseer, show that the two heroes
possessed very similar sequences of states. Specifically, both
heroes spent a large amount of time in the farming state, with
Alchemist having a very large number of transitions from farm-
ing to farming. A carry’s job in a game of DotA 2, according
to the gameplay community2 is to focus on farming in order to
gain gold and experience, so that they may become powerful
during late game and “carry” the team to victory. However,
when a team is in a losing state, it is difficult to do so, due to
lack of resources and a need to focus on defense. Thus, the
sequences of the carries on the losing team, like Batrider, tend
to display signs of defensive end game behavior like farming
and roaming as shown previously in Figure 12(a). Alchemist,
however, was the exception to this rule. He continued to focus
on farming through early and mid game, finding ways to do
so and letting his teammates play the defensive roles, and was
able to transition into a more offensive role late in the game, as
illustrated by his complete state sequence in Figure 21, which
features “Push”, “Team Fight”, and “Group Fight” in higher
frequencies towards the end. Thus, as opposed to the first
game, where one team played entirely in a defensive manner,
unable to farm carries into late game power, and the other in an
offensive manner, with carries able to forgo excessive farming
in favor of pressure, Alchemist’s sequence places him closer
to the sequences of the carries in the second game, where both
teams experienced both conditions.
This reflects a common gameplay strategy employed by losing
teams in DotA 2, as recognized by the community3, to attempt
to stall the game as long as possible while the team’s carry
focuses on farming so that they may become strong enough to
2https://liquipedia.net/dota2/Farm_Dependency,
https://gosu.ai/blog/dota2/positions-and-roles-guide
3https://www.quora.com/What-are-some-of-the-team-picking-
strategies-in-dota, https://steamcommunity.com/app/ 570/discussions
/0/618458030687911877
turn the game around. From Glyph, it can be hypothesized that
Alchemist’s team employed this strategy, and hoped to play
defensively long enough for Alchemist to catch up to opposing
carries in strength, thus choosing to sacrifice their own ability
to play offensively in favor of prolonging the game. Glyph not
only illustrates the exact, granular nature of this well known
gameplay strategy, but also allows us to see, hypothesize, and
draw conclusions regarding the ways in which the game state
may be affecting players’ abilities or decisions to pursue such
strategies and tactics.
DISCUSSION
There are several advantages to using IBA as a methodology
over state of the art methods, where aggregated data, cluster-
ing, or classification methods are applied to game data. For
example, while previous work utilized clustering to identify
behaviors based on character roles, IBA provides a deeper un-
derstanding of such behaviors. It allows for the visualization
of not only the actions taken, but also the sequence and timing
of such actions, thus giving researchers a deeper contextual-
ization of actions within the scope of the rest of the game.
This allows researchers to infer the reason certain actions were
taken from a strategic standpoint. Further, our labels are de-
fined based on existing standards of the gameplay community,
and therefore reflect the types of strategic considerations and
behaviors that players of the game would take. This context-
based label derivation allows Glyph to reveal more about the
situational nature of the game being visualized, such as who
was in the lead and how players responded, as seen in game 1
of DotA 2, discussed in the first part of the results section. As
strategy in many games is pursued in response to environmen-
tal factors within the game, such a context-rich visualization
is key to discovering insight from data. Additionally, the case
studies that apply this approach to both BoomTown and DotA
2 show the generalizability of IBA as a methodology.
The labeling process is labor extensive, and the time taken to
apply each label depends on the complexity, frequency, and du-
ration of the behavior. However, having a human-in-the-loop
strengthens the context aware nature of the visualization. By
having humans develop the labels, our methodology engages
a process of humans interpreting the actions of other humans.
Thus, Glyph represents data as a sequence of actions defined
by a human within the context of the game, increasing the
chances of extracting understandable and meaningful behav-
ioral information. Further, having a human involved in the
interpretation process, especially one who was also involved
in the labeling process, allows the data to be interpreted with
its context in mind. Given the importance of contextual and
situational considerations when interpreting action sequence
data, having a human who is familiar with the context do the
interpretation is critical to obtaining reliable results. Never-
theless, as we will discuss in future work, we are engaging in
further work to incorporate automatic detection given human
authored behaviors to aid in the process of labeling.
CONCLUSION
In this paper, we proposed IBA, a methodology, comprised
of two visualization systems and a labeling mechanism that
allows researchers and developers to label player and team
behaviors and then visualize them in order to understand the
underlying tactics, complex dynamics, and strategic decisions
made within given game contexts. IBA addresses the issue of
generalizability of previous work and enables researchers and
designers to understand player and team tactics and strategies
in an interpretable way. This allows game designers and de-
velopers to better identify and understand imbalances in game
mechanics during the development cycle.
We have identified multiple directions for future work. As
the labeling process is a time-consuming and labor extensive
procedure, mathematical models, such as [33, 10, 19], can
be used as a basis for the labeling process; i.e. give labeling
experts some suggested labels to explore or edit. Related to
this, we are currently actively investigating the possibility of
developing an inference system to label unlabeled data using
the labeled data. Specifically, we are investigating the use
of deep learning and other classification techniques for that
purpose. Additionally, we are considering automatic event
analysis tools [11, 31, 15] that can detect events from game
video, which can be used for automatic detection of behaviors
and events. However, it should be noted that the current state
of the art methods are limited, and cannot be used at this time
due to the simple nature of events detected and the inability of
these methods to deal with complex high level behaviors like
the ones discussed in this paper. Another interesting direction
of future research is to extend the StratMapper interface to
include events such as chats, pings, and annotations, because
of the importance of non-verbal communications on player
performance, workload, and experience in distributed multi-
player games, as well as how they are used for collaborative
planning [46, 42, 3, 16, 45].
ACKNOWLEDGEMENTS
We want to thank everyone who participated in our studies.
We also want to thank Gallup for giving us data for their game
BoomTown. This research was developed with funding from
the Defense Advanced Research Projects Agency (DARPA).
The views, opinions and/or findings expressed are those of the
author and should not be interpreted as representing the official
views or policies of the Department of Defense, DARPA, or
the U.S. Government.
REFERENCES
[1] Atish Agarwala and Michael Pearce. 2014. Learning
Dota 2 team compositions. Technical Report. Technical
report, Stanford University.
[2] David W Aha, Matthew Molineaux, and Marc Ponsen.
2005. Learning to win: Case-based plan selection in a
real-time strategy game. In International Conference on
Case-Based Reasoning. Springer, 5–20.
[3] Sultan A Alharthi, Ruth C Torres, Ahmed S Khalaf,
Zachary O Toups, Igor Dolgov, and Lennart E Nacke.
2018. Investigating the Impact of Annotation Interfaces
on Player Performance in Distributed Multiplayer
Games. In Proceedings of the 2018 CHI Conference on
Human Factors in Computing Systems. ACM, 314.
[4] Erik Andersen, Yun-En Liu, Ethan Apter, François
Boucher-Genesse, and Zoran Popovic´. 2010. Gameplay
analysis through state projection. In Proceedings of the
fifth international conference on the foundations of
digital games. ACM, 1–8.
[5] Sander CJ Bakkes, Pieter HM Spronck, and Giel van
Lankveld. 2012. Player behavioural modelling for video
games. Entertainment Computing 3, 3 (2012), 71–79.
[6] Radha-Krishna Balla and Alan Fern. 2009. UCT for
Tactical Assault Planning in Real-Time Strategy Games..
In IJCAI. 40–45.
[7] Donald J Berndt and James Clifford. 1994. Using
dynamic time warping to find patterns in time series.. In
KDD workshop, Vol. 10. Seattle, WA, 359–370.
[8] Kenneth S Bordens and Bruce B Abbott. 2002. Research
design and methods: A process approach. McGraw-Hill.
[9] Alessandro Canossa, Truong-Huy D Nguyen, and
Magy Seif El-Nasr. 2016. G-Player: Exploratory Visual
Analytics for Accessible Knowledge Discovery.. In
DiGRA/FDG.
[10] Olivier Cavadenti, Victor Codocedo, Jean-François
Boulicaut, and Mehdi Kaytoue. 2016. What did i do
wrong in my MOBA game? Mining patterns
discriminating deviant behaviours. In Data Science and
Advanced Analytics (DSAA), 2016 IEEE International
Conference on. IEEE, 662–671.
[11] Wei-Ta Chu and Yung-Chieh Chou. 2017. On
broadcasted game video analysis: event detection,
highlight detection, and highlight forecast. Multimedia
Tools and Applications 76, 7 (2017), 9735–9758.
[12] Anders Drachen, Rafet Sifa, Christian Bauckhage, and
Christian Thurau. 2012. Guns, swords and data:
Clustering of player behavior in computer games in the
wild. In Computational Intelligence and Games (CIG),
2012 IEEE Conference on. IEEE, 163–170.
[13] Anders Drachen, Matthew Yancey, John Maguire,
Derrek Chu, Iris Yuhui Wang, Tobias Mahlmann,
Matthias Schubert, and Diego Klabajan. 2014.
Skill-based differences in spatio-temporal team
behaviour in defence of the ancients 2 (dota 2). In 2014
IEEE Games Media Entertainment. IEEE, 1–8.
[14] Michael Fagan and Pádraig Cunningham. 2003.
Case-based plan recognition in computer games. In
International Conference on Case-Based Reasoning.
Springer, 161–170.
[15] Thanapong Intharah and Gabriel J Brostow. 2018.
DeepLogger: Extracting User Input Logs From 2D
Gameplay Videos. In Proceedings of the 2018 Annual
Symposium on Computer-Human Interaction in Play.
ACM, 221–230.
[16] Alex Leavitt, Brian C Keegan, and Joshua Clark. 2016.
Ping to win?: Non-verbal communication and team
performance in competitive online multiplayer games. In
Proceedings of the 2016 CHI Conference on Human
Factors in Computing Systems. ACM, 4337–4350.
[17] Tobias Mahlmann, Anders Drachen, Julian Togelius,
Alessandro Canossa, and Georgios N Yannakakis. 2010.
Predicting player behavior in tomb raider: Underworld.
In Computational Intelligence and Games (CIG), 2010
IEEE Symposium on. IEEE, 178–185.
[18] Tobias Mahlmann, Matthias Schubert, and Anders
Drachen. 2016. Esports Analytics Through Encounter
Detection. Mit sloan sports analytics conference.
[19] John L Miller and Jon Crowcroft. 2010. Group
movement in world of warcraft battlegrounds.
International Journal of Advanced Media and
Communication 4, 4 (2010), 387–404.
[20] Fernando Felix do Nascimento Junior, Allan Sales
da Costa Melo, Igor Barbosa da Costa, and
Leandro Balby Marinho. 2017. Profiling Successful
Team Behaviors in League of Legends. In Proceedings
of the 23rd Brazillian Symposium on Multimedia and the
Web. ACM, 261–268.
[21] Julia Neidhardt, Yun Huang, and Noshir Contractor.
2015. Team vs. team: Success factors in a multiplayer
online battle arena game. In Academy of Management
Proceedings, Vol. 1. Academy of Management Briarcliff
Manor, NY 10510, 18725.
[22] Truong-Huy D Nguyen, Magy Seif El-Nasr, and
Alessandro Canossa. 2015a. Glyph: Visualization Tool
for Understanding Problem Solving Strategies in Puzzle
Games.. In FDG.
[23] Truong-Huy D Nguyen, Magy Seif El-Nasr, and
Derek M Isaacowitz. 2015b. Interactive visualization for
understanding of attention patterns. In Workshop on Eye
Tracking and Visualization. Springer, 23–39.
[24] Truong-Huy D Nguyen, Michael Richards, Magy Seif
El-Nasr, and Derek M Isaacowitz. 2015c. A Visual
Analytic System for Comparing Attention Patterns in
Eye-Tracking Data. Eye Tracking and Visualization
(Proceedings of ETVIS 2015) (2015).
[25] Hao Yi Ong, Sunil Deolalikar, and Mark Peng. 2015.
Player Behavior and Optimal Team Composition for
Online Multiplayer Games. arXiv preprint
arXiv:1503.02230 (2015).
[26] Santiago Ontañón, Kinshuk Mishra, Neha Sugandh, and
Ashwin Ram. 2008. Learning from demonstration and
case-based planning for real-time strategy games. In Soft
Computing Applications in Industry. Springer, 293–310.
[27] Joseph Carter Osborn, Benjamin Samuel, and Michael
Mateas. 2018. Visualizing the strategic landscape of
arbitrary games. Information Visualization 17, 3 (2018),
196–217.
[28] Nataliia Pobiedina, Julia Neidhardt, Maria del
Carmen Calatrava Moreno, Laszlo Grad-Gyenge, and
Hannes Werthner. 2013. On successful team formation:
Statistical analysis of a multiplayer online game. In
Business Informatics (CBI), 2013 IEEE 15th Conference
on. IEEE, 55–62.
[29] Marc JV Ponsen, Héctor Muñoz-Avila, Pieter Spronck,
and David W Aha. 2005. Automatically acquiring
domain knowledge for adaptive game AI using
evolutionary learning. In Proceedings Of The National
Conference On Artificial Intelligence, Vol. 20. Menlo
Park, CA; Cambridge, MA; London; AAAI Press; MIT
Press; 1999, 1535.
[30] Daniel Ramirez-Cano, Simon Colton, and Robin
Baumgarten. 2010. Player classification using a
meta-clustering approach. In Proceedings of the 3rd
Annual International Conference Computer Games,
Multimedia & Allied Technology. 297–304.
[31] Charles Ringer and Mihalis A Nicolaou. 2018. Deep
unsupervised multi-view detection of video game stream
highlights. In Proceedings of the 13th International
Conference on the Foundations of Digital Games. ACM,
15.
[32] François Rioult, Jean-Philippe Métivier, Boris Helleu,
Nicolas Scelles, and Christophe Durand. 2014. Mining
tracks of competitive video games. AASRI Procedia 8
(2014), 82–87.
[33] Anna Sapienza, Alessandro Bessi, and Emilio Ferrara.
2018a. Non-negative tensor factorization for human
behavioral pattern mining in online games. Information
9, 3 (2018), 66.
[34] Anna Sapienza, Yilei Zeng, Alessandro Bessi, Kristina
Lerman, and Emilio Ferrara. 2018b. Individual
performance in team-based online games. Royal Society
Open Science 5, 6 (2018), 180329.
[35] Aleksandr Semenov, Peter Romov, Sergey Korolev,
Daniil Yashkov, and Kirill Neklyudov. 2016.
Performance of machine learning algorithms in
predicting game outcome from drafts in dota 2. In
International Conference on Analysis of Images, Social
Networks and Texts. Springer, 26–37.
[36] Adam M Smith, Chris Lewis, Kenneth Hullet, Gillian
Smith, and Anne Sullivan. 2011. An inclusive view of
player modeling. In Proceedings of the 6th International
Conference on Foundations of Digital Games. ACM,
301–303.
[37] Hendrik Strobelt, Sebastian Gehrmann, Michael
Behrisch, Adam Perer, Hanspeter Pfister, and
Alexander M Rush. 2019. Seq2seq-Vis: A Visual
Debugging Tool for Sequence-to-Sequence Models.
IEEE transactions on visualization and computer
graphics 25, 1 (2019), 353–363.
[38] Hendrik Strobelt, Sebastian Gehrmann, Hanspeter
Pfister, and Alexander M Rush. 2018. Lstmvis: A tool
for visual analysis of hidden state dynamics in recurrent
neural networks. IEEE transactions on visualization and
computer graphics 24, 1 (2018), 667–676.
[39] Gita Sukthankar, Christopher Geib, Hung Hai Bui,
David Pynadath, and Robert P Goldman. 2014. Plan,
activity, and intent recognition: Theory and practice.
Newnes.
[40] Adam Summerville, Michael Cook, and Ben
Steenhuisen. 2016. Draft-Analysis of the Ancients:
Predicting Draft Picks in DotA 2 using Machine
Learning. In Twelfth Artificial Intelligence and
Interactive Digital Entertainment Conference.
[41] Ruck Thawonmas and Keita Iizuka. 2008. Visualization
of online-game players based on their action behaviors.
International Journal of Computer Games Technology
2008 (2008), 5.
[42] Zachary O Toups, Jessica Hammer, William A Hamilton,
Ahmad Jarrah, William Graves, and Oliver Garretson.
2014. A framework for cooperative communication
game mechanics from grounded theory. In Proceedings
of the first ACM SIGCHI annual symposium on
Computer-human interaction in play. ACM, 257–266.
[43] Günter Wallner and Simone Kriglstein. 2012. A
spatiotemporal visualization approach for the analysis of
gameplay data. In Proceedings of the SIGCHI
conference on human factors in computing systems.
ACM, 1115–1124.
[44] Ben G Weber and Michael Mateas. 2009. A data mining
approach to strategy prediction. In Computational
Intelligence and Games, 2009. CIG 2009. IEEE
Symposium on. IEEE, 140–147.
[45] Jason Wuertz, Sultan A Alharthi, William A Hamilton,
Scott Bateman, Carl Gutwin, Anthony Tang, Zachary
Toups, and Jessica Hammer. 2018. A design framework
for awareness cues in distributed multiplayer games. In
Proceedings of the 2018 CHI Conference on Human
Factors in Computing Systems. ACM, 243.
[46] Jason Wuertz, Scott Bateman, and Anthony Tang. 2017.
Why players use pings and annotations in Dota 2. In
Proceedings of the 2017 CHI Conference on Human
Factors in Computing Systems. ACM, 1978–2018.
[47] Pu Yang, Brent E Harrison, and David L Roberts. 2014.
Identifying patterns in combat that are predictive of
success in MOBA games.. In FDG.
[48] Pu Yang and David L Roberts. 2013. Extracting
human-readable knowledge rules in complex
time-evolving environments. In Proceedings of the
International Conference on Information and
Knowledge Engineering (IKE). The Steering Committee
of The World Congress in Computer Science, Computer,
1.
[49] Georgios N Yannakakis, Pieter Spronck, Daniele
Loiacono, and Elisabeth André. 2013. Player modeling.
In Dagstuhl Follow-Ups, Vol. 6. Schloss
Dagstuhl-Leibniz-Zentrum fuer Informatik.
