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‘Image processing problems based on employing human characteristics’.
Introduction
T
his memoir is framed into digital image processing, field that has found more
and more applications along the last decades. The algorithms developed for
working on digital images can range from low-level processing tasks –where the
edge detection problem is localised- to a high-level processing -as object recognition-. As
it stays in the base of other important techniques, edge detection plays an important role
in image processing field. This is due to for recognizing an object in an image typically
requires finding the important differences in spectral information between pixels. In
order to find these differences is required going through several phases, being the last
one of them the scaling phase. During this last phase is decided if these differences (i.e
edginess) mean that the pixel should be declared as an edge or not. The classic approach
in the scaling phase is based in taken the decision if the pixel is an edge or not just
considering adjacent pixels of a certain one. This is considered as a local evaluation
method, and this approach presents important limitations because the pixels that are




Once the last limitation was identified, it arised the main motivation for this work:
to propose an alternative approach based on global evaluation, which eventually would
allow developing new algorithms that worked with human characteristics. In this way,
it was expected an improvement in the comparatives against the human reference. At
the same time, a few secondary objetives where established as the one consisting in the
creation of a new reference more suitable for the comparatives when working with a
global evaluation approach. Contrarely to that local methodology, and in order to reach
the proposed objetives, it was proposed a global evaluation approach, where for taking
the decision if a pixel should be an edge or not, the pixels are connected in continuous
structures that follow paths of adjacent pixels. These structures are called edge segments.
Once the segments are built following the method suggested by Venkatesh & Rosin (1995),
two new algorithms based on segments are developed, one of them is non-supervised and
the other one is based on machine learning techniques. From each segment, different
characteristics are extracted. These characteristics work in a similar way that human
vision does, and this can eventually drive to better comparative results against human
sketches (human ground-truth).
A third approach for working with segments is proposed, in which the algorithm
performs as a post-processing technique, taking as input an output of any edge detection
algorithm.
In this memoir, new methodologies for extracting edges from color images (RGB)
are explored. Moreover, a new algorithm of edge detection based in the creation of an
8-dimension color space is developed, which allows finding subtle disimilarities between
pixels. Finally, based in some of the techniques previously developed in this memoir, it is
presented a new approach for tree recognition from images took by LIDAR.
All the three proposed algorithms show relevant improvements when comparing to
xxii
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other edge detection algorithms such as Canny’s or Sobel’s.
Conclusions
From the analysis of the results we can conclude that in general the problem of
classifying good and bad segments is not a trivial classification problem but when this
methodology is applied to edge detection problems we see that global evaluation approach
it is better than local evaluated algorithms.
Other contribution of this memoir is related to working with different channels/colors
(RGB image) in a way that the aggregation process is clarified. Moreover, a new color
space has been developed as an 8 dimension extension of the RGB color space. This new
color space -Super8- has shown better comparatives than RGB’s.
Keywords: Edge detection; global evaluation; edge segments; supervised classifica-
tion; machine learning; non-supervised classification; fuzzy clustering; color edge detec-












sta memoria se enmarca dentro del tratamiento de imágenes mediante or-
denador -image processing-, disciplina que ha ido encontrando cada vez más
aplicaciones durante las últimas décadas. Los algoritmos desarrollados para
trabajar con imágenes digitales pueden realizar tareas que oscilan desde un bajo nivel
de procesamiento -donde se suele enmarcar el problema de detección de bordes- a un
nivel alto -reconocimiento de objetos-. Al estar en la base del tratamiento de imágenes
-junto con técnicas como el suavizado-, la detección de bordes juega un papel fundamental
como paso inicial de muchas de estas técnicas y aplicaciones. Esto se debe a que, por
ejemplo, reconocer un objeto en una imagen requiere en general el hallar previamente
las diferencias importantes en la información espectral entre los píxeles. Para encontrar
estas diferencias hace falta pasar por una serie de fases, la última de las cuales es el es-
calado. En esta fase final, se establece un método que permite decidir si estas diferencias
-edginess- significan que dicho píxel tiene que ser declarado un borde o no. El enfoque
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clásico durante esta fase de escalado consiste en tomar la decisión de si hay un borde o
no estudiando píxel a píxel. Esto puede considerarse como un método de evaluación local,
el cual presenta problemas prácticos, ya que los píxeles candidatos a borde no deben
considerarse independientes.
Objetivos y resultados
Se marcó como objetivo principal de este trabajo, la conceptualización y profundización
del problema definido anteriomente y otros problemas similares de tratamiento de
imágenes, lo cual permitiría un nuevo enfoque que posibilitase el desarrollo de nuevos
algoritmos de detección de bordes que se asemejasen a la visión humana. De este modo,
se esperaban alcanzar mejoras en las comparativas frente a los humanos. Paralelamente
a este objetivo, se plantearon objetivos secundarios, como el de la creación de un conjunto
de imágenes de referencia más adecuado para la evaluación global, ya que los usados
habitualmente se basan en la metodología de evaluación local.
Contrariamente a esa metodología local, y para consecución de los objetivos marcados,
se propone en esta memoria una estrategia alternativa basada en evaluación global,
donde para tomar la decisión de si un píxel es borde o no, se construyen cadenas de
píxeles conectados en estructuras que forman caminos de píxeles contiguos que se han
llamado segmentos de borde. Una vez construidos éstos, y siguiendo el procedimiento
establecido por Venkatesh & Rosin (1995), se presentan dos novedosos algoritmos -uno no
supervisado y el otro de machine learning- de detección de bordes basados en segmentos,
de los cuales se pueden extraer características visuales similares a las utilizadas por la
visión humana, lo que a priori puede conducir a mejores resultados en las comparativas
frente a humanos. Además, se propone una tercera vía de trabajo con segmentos, donde
el algoritmo funciona como técnica de posprocesamiento, tomando como input una salida
cualquiera proveniente de otro algoritmo de detección de bordes.
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CONCLUSIONES
En esta memoria, también se exploran nuevas aproximaciones para utilizar la infor-
mación del color -en imágenes RGB- para la detección de bordes. Además, se propone un
novedoso algoritmo de detección de bordes basado en la creación de un nuevo espacio de
color de 8 dimensiones, el cual permite hallar diferencias más sutiles que las del RGB.
Se presenta también una nueva aproximación para el reconocimiento de árboles a
partir de imágenes tomadas con sensores LIDAR, empleando para ello algunas de las
técnicas desarrolladas en esta memoria.
Los algoritmos propuestos muestran que el uso de segmentos presenta mejoras en
las comparativas respecto a otros algoritmos de detección de bordes estándar, tales como
el de Canny o el de Sobel.
Conclusiones
Analizando los resultados se concluye que, por lo general, aunque el problema de
clasificar los segmentos de borde (producidos para llevar a cabo la evaluación global) en
‘verdaderos’ y ‘falsos’ no es un problema trivial, se aprecian mejoras significativas cuando
se emplea la evaluación global frente a cuando se emplea un método de evaluación local.
Otra de las contribuciones de esta memoria está relacionada con el trabajo en varios
canales/colores (RGB), clarificándose y estudiando diferentes metodologías de agregación
de los mismos de un modo novedoso. También, se ha desarrollado un nuevo espacio de
color que extiende el RGB a 8 dimensiones -Super8-, el cual ha mostrado mejorar las
comparativas que de las imágenes RGB.
Palabras clave: Detección de bordes; evaluación global; segmentos; clasificación
supervisada; machine learning; clasificación no supervisada; agrupamiento borroso;













El inicio es la parte más importante de la obra.
Platón
L
os primeros pasos del procesamiento de imágenes digitales -image processing-
tuvieron lugar ya en los años 20 del siglo XX, cuando se realizaron las prime-
ras codificaciones de imágenes a través de la señal que se enviaba por cable
submarino entre Nueva York y Londres (Vernon 1991). Más adelante, tuvo lugar un
rápido crecimiento de esta disciplina, el cual vino propiciado por la mejora computacional
acontecida a partir de los años 60. Este progreso en las capacidades computacionales,
unido a la gran motivación exploradora de la carrera espacial de aquellos años, devino en
un salto cualitativo en el procesamiento de imágenes digitales. Una de estas tareas reali-
zada por el Jet Propulsion Laboratory requería la mejora de la calidad en las imágenes
tomadas de la luna dentro del programa Range 7 (González & Woods 2008), las cuales
1
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fueron convenientemente mejoradas -enhanced- para apreciar mejor la superficie lunar.
El procesamiento de imágenes se considera un área cercana a la visión por ordenador
(González & Woods 2008) -computer vision- (también llamada visión artificial), siendo el
solapamiento entre ambas disciplinas amplio. Se considera que la visión por ordenador se
diferencia del procesamiento de imágenes en que las tareas de la primera persiguen fines
más relacionados con el hecho de "ver", el cual lleva a su vez asociada una comprensión de
la escena representada en la imagen. Acercarse a dicha comprensión requiere de tareas
que son consideradas de alto nivel de procesamiento -high level processing-. Ejemplo de
estas tareas son el reconocimiento de objetos (Kwak et al. 2007) o la visión en 3-D (Jahne
2000, Sobel 1974, Monga et al. 1991).
El procesamiento de imágenes abarca un amplio abanico de tareas, que oscilan desde
las más básicas, las cuales actúan a un nivel bajo de procesamiento -low level processing-,
donde se enmarca la detección de bordes, hasta las más elevadas -más cercanas por tanto
a la computer vision-, técnicas como el reconocimiento de objetos o la comprensión de una
escena (ver Figura 1.1).
Para hacerse una idea del alcance del procesamiento de imágenes, sus técnicas se han
empleado en medicina (sirviéndose de imágenes de rayos-X y rayos-Gamma) (Pal & King
1983, Bustince et al. 2010), en astronomía (Zarrazola 2013), en teledetección -remote
sensing-, donde a partir de imágenes con información de varios espectros (imágenes
multi-espectrales) permite usos variados como establecer el contenido en agua de un
terreno, detectar y discriminar vegetación (Kwak et al. 2007), o en el estudio del tipo de
suelo. También en biomecánica (Couto et al. 2011), localización de minerales, estudio
del tiempo metereológico, inspección de alimentos y bienes manufacturados (Xie et al.
2018), generalmente con el propósito de detectar fallos o anomalías, o para el reconoci-
miento de caracteres, o en el reconocimiento automático de matrículas (Zhao et al. 2018),
monitorización y control del tráfico, vigilancia (Rosin 1998), etc.
2
FIGURA 1.1. Nivel de procesamiento de las tareas en Image Processing.
Una de las técnicas principales dentro del procesamiento de imágenes digitales es
la detección de bordes (López-Molina 2012, González & Woods 2008, Guada, Gómez,
Rodríguez, Yáñez & Montero 2016), ya que al ser de un nivel de procesamiento bajo
3
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(ver Figura 1.1), puede ser empleada como técnica previa (en ocasiones tras el pre-
procesamiento), antes de proceder a ejectutar tareas de un nivel de procesamiento más
elevado. A pesar de que no existe un acuerdo unánime sobre en qué consiste la detección
de bordes, si hay consenso en la literatura sobre que ésta persigue localizar los cambios
de luminosidad más bruscos que se encuentran en una imagen digital (González & Woods
2008, López-Molina 2012). Parte de la importancia de esta técnica descansa en que imita
un proceso de extracción de información visual que se produce en la visión humana
que actuaría de modo similar al de ésta y que se conoce como boceto primigenio (Marr
1982). Dicha técnica también es relevante a nivel computacional, pues logra condensar la
información de una imagen digital, reteniendo parte de los elementos más importantes
de ésta.
La detección de bordes es muy útil en tareas como el reconocimiento de patologías
en diagnósticos médicos (Sonka 2014), especialmente en el caso del reconocimiento de
tumores. También en imágenes tomadas por satélite o por dron, en lo que se conoce como
percepción remota o teledetección -remote sensing- (Campbell & Wynne 2011), donde
persigue generalmente el estudio de la agricultura y biología, pero que en años recientes
ha evolucionado y actualmente permite tratar fenómenos más complejos como el del
cambio climático. Otros campos relevantes de aplicación son: la industria militar, la
vigilancia (Rosin 1998), y otros (Monga et al. 1991, Fathy & Siyal 1995, Zielke et al. 1993,
Pal & King 1983, Perfilieva et al. 2016, Danˇková et al. 2011).
Aunque ya se habían propuesto algoritmos para la detección de bordes a finales de los
60 y comienzos de los 70 (Sobel 1972, Roberts 1963), la teoría sobre la detección de bordes
la establecieron D. Marr y E. Hildreth (Marr & Hildreth 1980, Marr 1982) a comienzos
de los años ochenta. Tras sentar las bases teóricas, otros algoritmos de reconocimiento de
bordes se fueron desarrollando (Pal & King 1983, Canny 1986, Cumani 1991, Venkatesh
& Rosin 1995, Chen & Yang 1995, Danˇková et al. 2011, López-Molina et al. 2010). Uno
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de los más importantes ha sido el algoritmo de Canny, el cual sigue siendo una referencia
en este campo. Las diferencias entre los algoritmos de detección de bordes han residido
principalmente en los operadores -funciones- empleados sobre los píxeles de las imágenes,
los cuales, tal y como se ve en la siguiente sección (2.3), permiten extraer un tipo u otro
de características de la imagen.
La detección de bordes comprende el uso de algoritmos que analizan la información
espectral de la imagen. Esto por lo general significa analizar la intensidad del brillo de
cada píxel (Sonka 2014). Un borde es detectado cuando se encuentra una gran variación
entre píxeles vecinos (Guada, Gómez, Rodríguez, Yáñez & Montero 2016). En ocasiones
la tarea puede requerir que los bordes estén conectados, formando líneas que encierren
regiones u objetos en la imagen, aunque en estos casos el objetivo excede al de la
mera detección de bordes, y considerar que se pretende detectar contornos -contour
detection- (ver Figura 1.1), y yendo un paso más allá en el nivel de procesamiento, hacia
la segmentación de imágenes (ver sección 2.7), donde las fronteras de bordes detectadas
configuran una partición de la imagen1.
Muchos de los algoritmos de bordes tratan de detectar si cierto píxel puede ser un
borde empleando tan sólo información de los píxeles adyacentes -sus píxeles vecinos-,
mientras que otros usan diferentes estrategias. La decisión de sí un píxel debe ser o no
‘borde’, depende de la magnitud del gradiente de la luminosidad de cada píxel candidato a
borde. Esta decisión se toma en el paso conocido como escalado de la imagen, y es tomada
píxel a píxel. De este modo, esta estrategia de decisión puede considerarse como de
evaluación local de bordes -local evaluation- (Kitchen & Rosenfeld 1981). Esta estrategia
de actuación local lleva ímplicita una importante limitación que provoca la extracción
de bordes excesivamente fragmentados y aislados. Así, un elemento de una imagen que
desde el punto de vista humano presenta una continuidad, puede verse fragmentado
en la extracción de bordes, perdiendo información muy valiosa para la comprensión
1Para una diferenciación de estos problemas ver Guada, Gómez, Rodríguez, Yáñez & Montero (2016).
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adecuada de dicha imagen y de los elementos más importantes contenidos en ella.
Frente a la limitación anterior, es posible plantear una aproximación alternativa
como la presentada en Canny (1986), la cual va más allá de la evaluación local. La
aproximación de escalado de Canny (ver sección 2.3.1.2) trabaja con dos umbrales, uno
marca el límite inferior y el otro el superior, y este proceso se conoce como histéresis. Este
método permite trabajar con estructuras de píxeles conectados de longitud variable, y
de este modo supera al caso local donde sólo se trabaja con los píxeles adyacentes. Esta
aproximación puede considerarse como adelantada a su tiempo, ya que hasta entonces
los algoritmos de detección de bordes consistían en una simple evaluación píxel a píxel
del tipo local -local evaluation-. Sin embargo, la técnica establecida por Canny puede
ser mejorada (Venkatesh & Rosin (1995)). Por ejemplo, el comportamiento dentro de las
zonas ruidosas de la imagen puede hacer variar drásticamente el valor de los umbrales,
y afectar de modo indeseado a la extracción definitiva de bordes.
Debido a las limitaciones de la evaluación local de los bordes, la evaluación global
-global evaluation- emergió como una aproximación que ofrecía más posibilidades. En
Venkatesh & Rosin (1995) se desarrolla la idea de conectar los píxeles a través de
segmentos de borde (ver 3.1.1). En Kitchen & Rosenfeld (1981) y Canny (1986) se emplea
una aproximación basada en un criterio más global. El método de Canny tiende a
conectar píxeles adyacentes siempre y cuando haya un cambio mínimo entre ellos. Este
límite corresponde al umbral inferior de la histéresis (ver Figura 2.13). Esta continuidad
permite conectar los bordes de un modo mucho más orgánico, ya que las estructuras de
bordes detectadas tenían mayor continuidad que en los algoritmos con aproximación local.
En la práctica, la aproximación de Canny tiende a alcanzar una mejor discriminación de
los fragmentos de contornos en los objetos de una imagen. Posteriormente, Lowe (1987)
estableció una estrategia diferente, que consistía en emplear la media de las intensidades
de los píxeles que conformaban el segmento de borde. En Venkatesh & Rosin (1995) el
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concepto de segmento de borde fue ampliado con el uso de otra característica clave: la
longitud del segmento.
Parte importante de esta memoria se basa en el uso de los segmentos de borde (ver
3.1.1), y la metodología para crearlos que fue introducida en Flores-Vidal et al. (Flores-
Vidal, Gómez, Olaso & Guada 2018) y ampliada en posteriores artículos de los mismos
autores (Flores-Vidal, Olaso, Gómez & Guada 2018, Flores-Vidal, Martínez & Gómez
2018, Flores-Vidal, Montero, Gómez & Villarino 2018). Trabajar con estas estructuras de
píxeles -que se han denominado segmentos de borde-, permite usar la información de las
características recogidas por éstos (ver subsección 3.2.1). Éstas son útiles para discernir
entre bordes ‘buenos’ y ‘malos’, es decir, segmentos que contienen información valiosa
frente a los que no.
El conjunto de los segmentos de borde se espera que sea similar al extraído por los
humanos -referencia que se conoce como ground-truth- (of South Florida 1999, Martin
et al. 2001). De este modo, las comparativas entre los algoritmos que se desarrollan
en esta tesis y el ground-truth es de esperar que reflejen mejores resultados que otros
algortimos de la literatura.
Un aspecto fundamental y complementario sobre la técnica de detección de bordes gira
en torno a la cuestión de qué procedimientos y modificaciones realizar cuando se trabaja
con imágenes con más de un canal, y específicamente en el caso de las imágenes a color
(imagénes RGB por ejemplo). En la literatura han sido dos líneas las que principalmente
se han desarrollado -aunque el estudio de la detección de bordes extendido a varios
canales ha sido mucho menos explorado que el de un solo canal- para tratar de combinar
la información de los diferentes canales para extraer los bordes: Por un lado el uso de
canales individuales -individual channel approach-, y por otro el cálculo de las diferencias
directamente sobre los canales en su conjunto (vector-based approach). A pesar de que se
han desarrollado algunas versiones extendidas de los algoritmos que trabajaban a un
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sólo canal (Kanade 1982, Koschan & Abidi 2005, Turhan et al. 2012), todavía se requiere
de una conceptualización y aclaración importantes en la detección de bordes a color. Uno
de los motivos para ello es que la literatura se ha centrado en mayor medida en el uso de
imágenes en escala de grises por ser más sencillo y simplificar el procedimiento, y un
segundo motivo es que el modo en que se agrega la información de los diferentes canales
depende de la función de agregación empleada, y de la manera exacta en la que ésta se
aplica.
Otro aspecto que cubre esta memoria, es la evaluación y comparativa de diferentes
metodologías para agregar la información cuando se trabaja con más de un canal, previa
creación de un nuevo espacio de color (ver sección 5.2) que trabaja transformando las
imágenes RGB -3 canales- en unas nuevas imágenes Super8 -con 8 canales-, cuyo objetivo
es facilitar que se encuentren disimilaridades entre los píxeles.
Finalmente, se explora una aplicación relacionada con el reconocimiento de árboles
a partir de datos proveninentes de LIDAR -LIDAR data-. Se trata de un campo que se
encuentra en actual desarrollo y donde no queda claro todavía el papel que juega la
agregación de la información de los diferentes canales por un lado, y por el otro, la propia
técnica de detección de bordes. En esta memoria se presenta una primera aproximación
que permite combinar diferentes técnicas de procesamiento de imágenes para mejorar el
reconocimiento de árboles (ver 6.1).
1.1. Objetivo principal
El objetivo principal de esta memoria consiste en profundizar en la conceptualización
de ciertos problemas de tratamiento de imágenes, a través de un nuevo enfoque que
posibilite el desarrollo de diferentes algoritmos que se asemejen a la visión humana, y





Paralelamente al objetivo principal, se trabajan los siguientes objetivos segundarios:
1. Estudiar las comparativas en la calidad de clasificación obtenidas por diferentes
algoritmos, y establecer un sistema para que éstas tengan lugar en igualdad de
condiciones.
2. Incorporar características propias de la percepción visual humana en algoritmos
ya establecidos en busca de mejoras.
3. Continuar la línea de trabajo en procesamiento de imágenes iniciada por Daniel
Gómez, Javier Montero, Carely Guada, Javier Yáñez, Edwin Zarrazola y otros.
4. Profundizar en las relaciones y jerarquías entre diferentes técnicas de tratamiento
de imágenes: la detección de bordes, la segmentación de imágenes, el reconocimiento
de objetos, etc.
5. Creación de un nuevo dataset de imágenes (ground-truth) formado por segmentos,
el cual facilite el aprendizaje, no ya de bordes, sino directamente de los segmentos
buenos -valiosos-.
6. Desarrollar algoritmos de detección de bordes que trabajen con varios canales/colo-
res a la vez.
7. Combinar técnicas de evaluación global como fase primaria en imágenes tomadas
por percepción remota; imágenes donde se contempla el uso de canales del espec-
tro no visible, y más concretamente que contienen datos LIDAR (Laser Imaging
Detection and Ranging).




El punto de partida consistió en revisar la literatura de este campo desde una
perspectiva general y abierta, de cara a no perder la posibilidad de incorporar ideas
válidas o novedosas, que de manera imposible de predecir desde el inicio, ayudaran
potencialmente a cumplir los objetivos.
En la revisión teórica llevada a cabo, se ha puesto el énfasis en la continuación
del trabajo llevado a cabo por el grupo de investigadores en cuya línea de trabajo
-con imágenes digitales- se enmarca esta memoria. Concretamente han sido claves
para el impulso de esta memoria el estudio de diferentes artículos de Gómez, Montero,
Yáñez, Guada, Zarrazola et al. (Guada, Gómez, Rodríguez, Yáñez & Montero 2016,
De Jesus Zarrazola et al. 2010), así como las tesis de Guada (Guada 2018) y Zarrazola
(Zarrazola 2013). Otra fuente importante que ha ayudado a concretar los objetivos de la
tesis partió del trabajo de López-Molina et al. (López-Molina et al. 2013, López-Molina
2012).
El primer problema que se abordó fue el de crear un algoritmo no supervisado
basado en segmentos de borde (ver sección 3.1.1). Para ello, fue necesario el desarrollo de
conceptos fundamentales tales como píxel candidato a borde y el del propio segmento de
borde, pues no habían sido anteriormente definidos formalmente en la literatura, o al
menos en el modo que requería el algoritmo que habíamos concebido.
Otra fase del algoritmo requirió del estudio de las características que nos pareció
natural que fueran extraídas de los segmentos de borde. Y de este modo, a las únicas 2
características que habían sido utilizadas en la literatura -longitud del segmento y media
de intensidad- (Venkatesh & Rosin 1995) y hasta donde se tiene constancia, le fueron
añadidas hasta 6 características más, las cuales fueron puestas a prueba e incorporadas
al algoritmo.
Posteriormente, para la decisión o selección de los bordes en la versión no supervisada
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del nuevo algoritmo, se adaptó el algoritmo establecido anteriormente por Daniel Gómez,
Del Amo et al. que trataba el clustering borroso (Del Amo et al. 2001).
A la hora de evaluar nuestro algoritmo, las comparativas emplearon dos conocidas
bases de datos de imágenes: El conjunto de imágenes de la Universidad de Florida del Sur
(of South Florida 1999), el cual está específicamente diseñado para bordes, y el dataset
de imágenes de la Universidad de California (Berkeley), creado por el grupo de Computer
Vision de Berkeley (Martin et al. 2001), el cual está más orientado a comparativas de
segmentación de imágenes, pero que suele ser utilizado en la literatura para detección
de bordes con buenos resultados (Perfilieva et al. 2016)
Los conjuntos de imágenes citados han permitido la construcción de algoritmos no
supervisados. Sin embargo, al pretender que hubiera aprendizaje sobre los segmentos de
borde se hacía necesario crear una nueva referencia -ground-truth hecha de segmentos.
Por ello, se hizo necesario crear una nueva base de datos compuesta de segmentos
de borde. Sobre esta base de datos creada ex profeso, se aplicaron varios algoritmos
de clasificación supervisada (CHART, Random Forest, Gradient boosting and Xtreme
Gradient-boosting), los cuales permitieron discernir entre segmentos buenos y malos.
La fase de clasificación dentro del algoritmo supervisado fue llevada a cabo mediante el
software R (paquete caret).
Yendo un paso más allá del desarrollo del algoritmo anterior, con el que se trabajó
con imágenes en escala de grises por simplificar, se decidió incorporar el color empleando
imágenes RGB. Para ello, se estableció una nueva conceptualización de las fases de detec-
ción de bordes en las que se incorporó entre otros aspectos la posibilidad de agregaciones
difusas de los diferentes canales -colores-. Luego se compararon las diferentes maneras
de agregar la información de los bordes resultantes.
El trabajo con el color -imágenes RGB- se llevó aún más lejos, permitiendo la creación
y desarrollo de un nuevo algoritmo de descomposición de cualquier imagen RGB en
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un nuevo espacio de color de 8 dimensiones que se identificaron con los ocho vértices
correspondientes al cubo RGB (blanco, negro, cian, violeta, rojo, verde, azul y amarillo).
Finalmente, en el contexto de la estancia en el departamento de ciencias ambientales
y forestales de Berkeley liderado por el Prof. Greg Biging, se encontró una aplicación en
la que se pudiera emplear lo trabajado hasta entonces. El problema en concreto fue la
detección, conteo y clasificación de árboles, en el cual se tuvo que trabajar no sólo con
algunos aspectos del algoritmo de detección de bordes, sino que fue necesario adaptar
éste para que funcionara a partir de objetos de la imagen -que en este caso eran árboles-.
Para trabajar con reconocimiento de objetos, había que pasar previamente por el
problema de segmentación que hasta ahora se había dejado de lado pues se había
trabajado sólo con bordes y contornos de objetos. Por lo anterior, se tuvo que trabajar con
diferentes algoritmos de segmentación para poder extraer lo mejor posible los árboles.
Para esto fueron empleadas herramientas propias del campo de la teledetección, tales
como LasTools, Cloud comparer, QGIS y eCognition.
1.4. Estructura de la memoria
El siguiente capítulo (2) de esta memoria está dedicado a los preliminares, donde
se presentan los conceptos clave que serán manejados a lo largo de ésta. Consta de
siete secciones. La primera de ellas es la que sienta las bases del procesamiento de
imágenes, disciplina donde se enmarca esta memoria. La segunda sección se centra en
la detección de bordes, que es el problema central tratado en esta obra. La siguiente
sección versa sobre los conjuntos borrosos y teoría sobre agregación. La cuarta sección del
capítulo está dedicada al fuzzy clustering, que es la técnica usada en parte del algoritmo
principal desarrollado en este trabajo. La quinta está centrada en las técnicas de machine
learning, ya que los algoritmos de machine learning se usan en la versión supervisada
del algoritmo de detección de bordes que se presenta en la memoria. La sexta sección se
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dedica a otra de las técnicas relacionadas, la segmentación de imágenes. Por último, la
séptima sección versa sobre la teledetección basada en datos provenientes de un sensor
LIDAR (Light Imaging Detection and Ranging).
En el tercer capítulo (3) se presenta la aproximación global y el concepto clave de
segmento de borde que será aplicado en los problemas de detección de bordes. Este
capítulo consta de cinco secciones. La primera de ellas se dedica a establecer el concepto
de píxel candidato a borde, la segunda hace lo mismo, pero con el concepto de segmento
de borde. La siguiente sección presenta la versión no supervisada del algoritmo EDFCS
-Edge detection based on Fuzzy Clustering with segments-, el cual emplea la técnica de
fuzzy clustering. La cuarta aborda la versión supervisada del algoritmo EDFCS, que
es llamada EDGESS (Edge detection with Global Evaluation of Segments) y en ella
se explicita el proceso de creación del ground-truth específico de segmentos, el cual es
necesario para el aprendizaje de los segmentos. En la última sección se plantea una
tercera versión del algoritmo visto anteriormente, en el que éste actúa como técnica de
post-procesamiento de los segmentos, tomando como input una salida proveniente de
cualquier algoritmo de detección de bordes.
El capítulo 4 se centra en los resultados computacionales alcanzados por las tres
versiones del algoritmo planteadas en el capítulo anterior. A los resultados les siguen las
discusiones.
El capítulo 5 introduce el color en el problema de detección de bordes, centrándose la
primera sección en la agregación de los diferentes canales/colores. Además, se desarrolla
un nuevo algoritmo que permite la descomposición de una imagen RGB en 8 colores
y el cálculo de la disimilaridad entre colores en este nuevo espacio, asunto que se
aborda en la segunda sección. Finalmente, en el tercero, se aplican las metodologías y
algoritmos establecidos en las anteriores secciones para realizar comparativas entre
varios algoritmos de detección de bordes.
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El capítulo 6 se centra en una aplicación que, usando los conceptos vistos, permita la
detección y clasificación de árboles, lo que a su vez hará posible su conteo. Para ello se
establece un algoritmo que, empleando algunos elementos vistos en capítulos anteriores,
más otras técnicas pertinentes, posibilite la detección y clasificación de los árboles.
El séptimo y último capítulo (7) está dedicado a las conclusiones y apuntes sobre
posibles investigaciones futuras.
Por último, en la parte final de la memoria se sitúa el apéndice A, donde se expone el












Aquellos que deseen tener éxito deberán hacerse las preguntas preliminares correctas.
Aristóteles
RESUMEN:
En este capítulo se explican algunos conceptos fundamentales del procesamiento deimágenes. Se comienza con una introducción sobre la visión, tanto de la percepciónhumana, como de las propiedades de la luz, para seguir formalizando qué se
entiende por imagen digital. Más adelante, se aborda la detección de bordes, problema en
el que se enmarca parte importante de esta memoria. Se trabajará tanto con imágenes
en escala de grises, que es lo habitual en este campo, como a color (RGB), donde se ha
trabajado con menos frecuencia. También se introducen unos conceptos preliminares
sobre conjuntos borrosos, agregación, clustering, clasificación, segmentación de imágenes
y teledetección mediante LIDAR, pues estos procedimientos y técnicas serán empleadas




2.1. Luz y visión
Si bien es cierto que esta memoria está centrada en cuestiones teóricas y computacio-
nales, basadas a su vez en principios matemático-estadísticos, no se debe pasar por alto la
importancia que tiene el hecho de la visión humana en ella. Las técnicas que se han visto
en el capítulo anterior, y que conforman el procesamiento de imágenes digitales, están
íntima e intuitivamente relacionadas con los procesos de la visión humana (González &
Woods 2008). Aspectos como la detección de cambios de intensidad en la luz, son centrales
tanto para la percepción humana como para la detección de bordes por ejemplo, una de
las técnicas principales tratadas en esta memoria.
En el orden filosófico, una primera cuestión que se planteó fue: ¿qué significa ver?
(Marr 1982), a la que respondió Aristóteles que se trata de saber el qué está y dónde por
medio de la vista. Se puede considerar, por tanto, ya desde esta primera definición, como
un proceso que consiste en descubrir a partir de imágenes del mundo -de una representa-
ción de éste- aquello que está presente. Y el encargado de formar esta representación del
mundo es nuestro cerebro a través del sentido de la visión. Además, esto es cierto tanto
para el ser humano como para los animales.
El sentido de la visión comienza en el ojo (ver Figura 2.1), el cual interpreta las señales
luminosas y las transforma en señales eléctricas que viajan por el cerebro (Goldstein
2009).
A grandes rasgos, el proceso de percepción es el siguiente: la luz penetra en el
cristalino, siendo controlada la intensidad de ésta por el iris, que actúa a modo de
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FIGURA 2.1. El ojo humano.
diafragma. La luz es enfocada por el cristalino (lens en inglés), el cual modifica su
curvatura actuando de lente de distancia focal variable, para luego ser proyectada sobre
la retina, que actúa de pantalla. Una vez en la retina, la luz es captada por las células
receptoras que se encuentran repartidas a lo largo de ésta -excepto en una pequeña
región conocida como punto ciego donde no hay células receptoras-. Existen dos tipos de
células receptoras: los conos y los bastones. En cada ojo hay del orden de 6 a 7 millones
de conos, y un número de bastones muy superior -de 75 a 150 millones-. Los conos captan
el detalle y son sensibles al color, pero requieren que haya una cierta cantidad de luz
para discernirlo. Por contra, los bastones trabajan a niveles bajos de luz, y no captan ni
detalle ni colores, pero si captan una visión general de la escena. Otra diferencia entre
ambos receptores es su situación dentro de la retina; los conos se sitúan principalmente
en el centro de ésta, en la fóvea, mientras que los bastones se distribuyen a lo largo de
un rango angular más extenso dentro la retina, cubriendo 160 grados aproximadamente.
No toda luz es percibida por el cristalino, sino que tan sólo es absorbido alrededor
de un 8% del espectro visible, teniendo mayor absorción las frecuencias de luz bajas.
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FIGURA 2.2. Del mundo físico a la imagen (Alberto Durero, 1525)
El espectro de luz a ambos lados del visible -el ultravioleta y el infrarrojo- es en gran
medida absorbido por proteínas del interior del cristalino, siempre y cuando la cantidad
de luz emitida en este espectro no sea excesiva, lo que podría dañar el ojo. (González &
Woods 2008)
El rango de luz visible para el humano -o espectro visible-, abarca una pequeña
fracción del espectro electromagnético (ver Figura 2.3), pues la amplitud de sus ondas
oscila entre 0,4x10−6 y 0,7x10−6 metros, rango muy limitado si tenemos en cuenta
que la amplitud de los rayos gamma -en el extremo izquierdo del espectro- alcanza
longitudes inferiores a 10−12 metros, y por el extremo contrario las ondas de radio
alcanzan longitudes de kilómetros de largo. Las ondas electromagnéticas cargan energía
en cantidades denominadas fotones. (Goldstein 2009) Cuanta mayor frecuencia ν, mayor
la energía, relación que encierra la siguiente ecuación:
(2.1) E = hν
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Siendo h la conocida como constante de Planck.
El color que percibimos es el que proviene de la luz reflejada por los objetos. Cuando
un objeto refleja las diferentes longitudes de onda de forma más o menos equilibrada,
es percibido como blanco. De modo más general, dependiendo de que frecuencias de luz
refleje el objeto, será percibido de un color u otro (González & Woods 2008).
FIGURA 2.3. El espectro electromagnético. cc by F. Horst
Por último, cabe destacar las tres componentes usadas para describir la calidad de
un color. La primera es la radiancia, y hace referencia a la cantidad de energía luminosa
emitida por el objeto que es medida generalmente en vatios (W). La segunda medida es
la luminancia -medida en lumens (lm)- y hace referencia a la cantidad de luz percibida
por un observador o receptor. La tercera medida -el brillo- es la más subjetiva, pues hace
referencia a lo experimentado o percibido por el receptor.
2.2. Modelizado de una imagen
La imagen (del griego imago) es una representación visual de un objeto1. En esta me-
moria se maneja el concepto de imagen en dos dimensiones, lo que conviene puntualizar,
1Puede tratarse de un objeto físico -es decir, real- o como se comenta más adelante en este mismo
capítulo, puede tratarse también de una imagen sintética.
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ya que también puede darse una imagen en tres dimensiones2.
Una imagen (que denotamos como I) cuyas propiedades se describen numéricamente
se conoce como imagen digital. Matemáticamente, la imagen digital puede verse como
una matriz I i, j cuyos índices corresponden al par (i, j), que se refiere a las coordenadas
de cada píxel (del inglés pixel element), cuyos valores marcan las posiciones horizontal y
vertical dentro de la imagen, en lo que se conoce como dominio espacial de la imagen
-spatial domain-, que se corresponde con la sección del plano real abarcado por las
coordenadas.
Por simplificar la notación, las coordenadas son consideradas como enteros, donde
cada punto (i, j) representa un píxel con i = 1, . . . ,n y j = 1, . . . ,m. De este modo, el tamaño
de una imagen n × m equivale al número de píxeles horizontales multiplicado por el
número de los verticales. Denotaremos como I i, j la información espectral asociada a cada
píxel (i, j) González & Woods (2008). El píxel es considerado la unidad de información más
pequeña de la imagen. El rango de valores que tome la información espectral dependerá
del tipo de imagen con la que estemos tratando. Esto último se ilustra en la Figura 2.4.
Imagen binaria (Ibin): I i, j ∈ {0,255}. También se suele considerar una imagen
binaria a la que toma los valores 0 y 1. Lo más habitual es que el 0 se asocie al
negro y el 1 (o el 255 cuando sea ésta la escala) al blanco.
Imagen en escala de grises (Igray): I i, j ∈ {0,1, . . . ,255}. Es la más usada en la litera-
tura de tratamiento de imágenes, pues con el nivel de información que permiten
los grises son reconocibles la mayor parte de los elementos de una imagen.
Imagen RGB (IRGB): I i, j ∈ {0,1, . . . ,255}3. (R = ‘Rojo’; G = ‘Verde’ and B = ‘Azul’).




2.2. MODELIZADO DE UNA IMAGEN
Imagen hiperespectral3.: Ihiper = I i, j ∈Rk generalmente con k> 3.
Ejemplos de los tipos anteriores de imágenes se pueden ver en las Figuras 2.4 y 2.5.
FIGURA 2.4. Tipos de imágenes.
3Para que una imagen del tipo hiperespectral sea considerada una imagen digital bidimensional debe
ser rasterizada -convertida de un formato vectorial a píxeles en dos dimensiones-
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FIGURA 2.5. Imagen hiperespectral (Landsat, USGS).
2.3. Problemas de detección de bordes
La detección de bordes, a pesar de su reconocida importancia como técnica (Pal &
Pal 1993), no tiene una definición unánimemente aceptada (Heath et al. 1998). En el
caso de esta memoria se consideran las siguientes definiciones fundamentales de borde y
detector de bordes.
Definición 2.1. En una imagen digital I, un píxel (i, j) es un borde si en éste se produce
un cambio importante en el valor de la función de intensidad (I i, j) . (Sonka et al. 2014,
Guada 2018)
Según la definición anterior, un borde posee una connotación subjetiva, pues ‘im-
portante’ puede significar diferentes grados, dependiendo del umbral que se establezca.
Cuando la tolerancia sea alta, se admitirán cambios más bruscos, y por tanto, se extrae-
rán menos bordes en una imagen digital. Por contra, cuando la tolerancia sea baja, se
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detectarán más bordes en la imagen, al considerarse pequeños cambios como relevantes.
Es este hecho subjetivo en la consideración de que sea borde o no, una de las razones
por las que las técnicas difusas se emplean con buenos resultados en la identificación
de bordes (Flores-Vidal, Olaso, Gómez & Guada 2018, Flores-Vidal, Montero, Gómez &
Villarino 2018, Flores-Vidal, Martínez & Gómez 2018).
Este salto en la luminosidad viene asociado de manera natural al concepto matemático
de derivada -y su extensión, el gradiente-, y de este modo ha sido medido desde los
comienzos de la disciplina (Roberts 1963).
En realidad, la definición anterior no es suficiente para establecer un ‘buen’ borde.
Éstos deben ser de algún modo ‘validados’ (Pal & Pal 1993), y deben también satisfacer
unos criterios deseables. En Canny (1986), estos criterios (performance criteria) son los
siguientes:
Buena localización: los bordes deben ubicarse lo más próximos posible a su locali-
zación correspondiente en la imagen original.
Unicidad: cada borde de la imagen original debe producir una sola respuesta. Esto
se traduce en la práctica en que los bordes sean de un píxel de grosor.
Buena detección: deben conservarse los bordes que aparecen en la imagen de
partida, sin que esto conlleve la generación de falsos bordes.
Sobre la buena localización de un borde influye el ángulo sobre el que se mide
el gradiente o cambio de luminosidad. Sobre la unicidad lo hace una técnica que se
denomina ‘adelgazamiento’ (ver sección 2.3.1), a partir del cual los bordes extraídos
quedan reducidos a líneas del mínimo grosor -1 píxel-. Este proceso es necesario en la
extracción de bordes. En cuanto a la tercera propiedad, es sobre la que versa la mayor
parte de esta memoria, y a grandes rasgos (ver 2.3.1) consiste en decidir, de entre los
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píxeles candidatos a ser borde, los más interesantes o importantes en el sentido de que
mejor capturan los cambios de luminosidad. Son los bordes ‘verdaderos’ o ‘válidos’.
Definición 2.2. Un detector de bordes es un algoritmo que partiendo de una imagen
digital I como input la convierte en un imagen binarizada -edge map- (Ziou et al. 1998).
Un detector de bordes, en este sentido, puede considerarse como un algoritmo de
clasificación con dos clases: ‘borde’ y ‘no borde’. Por convenio, el output de un algoritmo
de detección de bordes presenta ‘unos’ -píxeles blancos-, que corresponden a los bordes, y
‘ceros’ -negros-, representando a los no-bordes. En esta memoria se introduce la siguiente
notación-definición:
Definición 2.3. La función borde e(i, j) es una función binaria que resulta de aplicar
el detector de bordes e() sobre el píxel (i, j), y que toma los valores e(i, j)= 1 cuando se
declara como borde dicho píxel, y e(i, j)= 0 en caso contrario.
Dependiendo del detector de bordes empleado, se tendrá por ejemplo Sobel(i, j),
Canny(i, j) o V enkatesh−Rosin(i, j), donde al píxel (i, j) se le aplica respectivamente
el algoritmo de Sobel (ver 2.3.1.1), el de Canny (ver 2.3.1.2), o el propuesto por Venkatesh-
Rosin (2.3.1.3) (Sobel 2014, Canny 1986, Venkatesh & Rosin 1995).
La técnica de la detección de bordes se suele referir también en la literatura como el
problema de detección de bordes. Los ‘unos’ son por convención (Canny 1986) los bordes,
y los ‘ceros’ los no-bordes. También se consideran los ‘unos’ como foreground o primer
plano, mientras que los ‘ceros’ son el fondo o background.
La detección de bordes se considera que trabaja a un nivel puramente analítico, que
estaría actuando en un nivel de procesamiento bajo -low level processing- (ver Figura
1.1) (Marr 1982).
Al ser frecuente que algunos métodos tradicionales de detección de bordes presenten
problemas con el ruido o con los bordes gruesos (López-Molina 2012), se hace útil el
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tratamiento difuso de la información de la imagen para la extracción de éstos, a través de
la técnica que se conoce como Fuzzy edge detection (FED) -detección de bordes borrosa-.
Es fácil encontrar en la literatura ejemplos de algoritmos de FED (Pal & King 1983,
Perfilieva et al. 2016, Flores-Vidal, Gómez, Olaso & Guada 2018).
2.3.1. Las fases de cualquier algoritmo de detección de bordes
En la detección de bordes en grises solo se trabaja con un canal de información
espectral para cada píxel, o lo que es lo mismo, se trabaja con imágenes en escala de
grises -Igray-. Una gran parte de los algoritmos de detección de bordes desarrollados en
la literatura centran su atención precisamente en trabajar con imágenes de esta clase
(Koschan & Abidi 2005).
Parte fundamental del trabajo elaborado en esta memoria se centra en definir las
diferentes etapas de la detección de bordes, las cuales figuran a continuación. Las que
se presentan son las etapas a emplear en detección de bordes en grises -un solo canal-.
Para el caso de trabajo en multicanal -varios colores- se hace preciso establecer otras. La
mayor parte de los algoritmos de detección de bordes están compuestos por cinco fases
(López-Molina et al. 2013, Bezdek et al. 1998). 4
Éstas son las cinco fases secuenciales que conforman la extracción de bordes:
1. Acondicionamiento (Fase I): Durante este paso la imagen es preparada de
cara a mejorar el desempeño en las siguientes fases de la detección de bordes.
Tradicionalmente este paso consiste en suavizar la imagen, reducir el ruido de ésta,
u otro procedimiento similar (Basu 2002, Morillas et al. 2009). En la práctica, el
acondicionamiento básicamente hace los bordes más fáciles de detectar. Tras la
aplicación de esta fase, la imagen resultante es una imagen en grises a la que se
referirá como Is (‘s’ de imagen suavizada).




Para suavizar una imagen lo más habitual es aplicar una función sobre una ventana
de píxeles que actúa de filtro.
Definición 2.4. Un filtro (kernel en inglés) es la combinación de elegir una ven-
tana de píxeles vecinos a uno dado, y sobre ella aplicar una función.
El resultado de aplicar un filtro a una imagen es la de sustituir los píxeles de ésta
por unos nuevos píxeles que han sido modificados teniendo en cuenta la información
lumínica -espectral- de los píxeles vecinos. Al hecho de aplicar el filtro a la imagen
completa se le denomina convolución. El proceso puede verse resumido en la Figura
2.6.
FIGURA 2.6. Suavizando la imagen mediante el uso de filtros.
El efecto más apreciable al aplicar un filtro en esta fase -en la fase posterior
se empleará para la extracción de características- es el de desenfocar la imagen
(McAndrew 2004). Esto puede verse en la Figura 2.7 donde se ha aplicado una
función Gaussiana para suavizar la imagen. Como resultado de un desenfoque los
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FIGURA 2.7. Diferentes efectos tras aplicar un filtro Gaussiano.
bordes ya no son tan marcados ni numerosos como en la imagen original. Además,
cuanto mayor sea la máscara, el efecto de desenfoque será mayor.
2. Extracción de características (Fase II): Una vez la imagen ha sido acondicio-
nada, lel siguiente paso habitual consiste en extraer las diferencias lumínicas entre
cada píxel y sus vecinos (Bezdek et al. 1998, Bustince et al. 2009, Kim et al. 2004).
De nuevo, la salida de estas diferencias es calculada para cada píxel (i, j) por medio
del uso de un filtro, aunque esta vez, al contrario que en la fase de suavizado, la
función asociada a la máscara del filtro persigue extraer los cambios importantes
de intensidad lumínica.
Matemáticamente, para un píxel (i, j) dado, sea extraen k características X1i j, . . . , X
k
i j.
Normalmente, cada una de ellas va asociada a la medición del cambio de intensi-
dad en una dirección en particular5. Estas características se calculan mediante el
5Por esto se puede dar el caso de una imagen con una evidente gradualidad luminosa en determinadada
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uso del gradiente, que es la generalización del concepto de derivada para el caso
multidimensional. El gradiente para I i, j se definiría como:









Al estar trabajando sobre imágenes digitales, y no sobre funciones continuas, el
equivalente al concepto de derivada parcial sería el siguiente cuando se contemplan








= [I i+1, j− I i, j, I i, j+1− I i, j]
Cuando se empleen más direcciones de cambio, contando con el cambio produci-
do entre píxeles diagonalmente, requeriremos del uso de máscaras de diferente
tamaño. Estas máscaras están asociadas típicamente a vecindades de 2x2 píxeles
-como en el caso del clásico operador de Roberts (Roberts 1963), o a ventanas de
3x3 píxeles como en el caso del llamado operador de Sobel (Sobel 1972, 2014) que
se verá más adelante.
Un aspecto importante a tener en cuenta cuando se aplica el filtro sobre píxeles
situado en el mismo borde de la imagen o cercanos a éste, (McAndrew 2004), es
que a la máscara le van a faltar píxeles para emplear todo su tamaño, pues se sale
de la imagen. Una solución habitual consiste en reducir el tamaño de la imagen, o
bien suponer que los valores de la máscara que se refieren a píxeles que se salen
fuera de la imagen valgan 0.
Algunos filtros empleados en esta fase tienen la particularidad de ser de suma 0,
de modo que tienden a anularse los píxeles muy similares, mientras que perma-
dirección, de modo que si no es tenida en cuenta dicha dirección en la extracción se de la paradoja de que
no se detecten cambios en esta fase.
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necen aquellos que presentan diferencias importantes frente al resto. Estos son
denominados filtros de alta frecuencia (McAndrew 2004).
En ocasiones también se emplea una segunda derivada para el cálculo de las
diferencias, lo cual se realiza a través del conocido como filtro laplaciano:






Expresión, que si desarrollamos obtenemos la siguiente:
(2.5) Laplacian(I i, j)= I i+1, j+ I i−1, j+ I i, j+1+ I i, j−1−4∗ I i, j
El uso del operador laplaciano tiene propiedades isotrópicas para rotaciones de
90° (González & Woods 2008). Este operador suele ser empleado no tanto para
extraer las diferencias -como es el caso de la primera derivada-, sino para obtener
una imagen agudizada en sus cambios de intensidad más profundos (en inglés
sharpened image). De este modo, tenemos una imagen nueva que resulta de añadir
a la original el efecto agudizado del laplaciano en una cantidad ponderada mediante
una constante:
Isharpi, j = I i, j+ c∗Laplacian(I i, j)
Según Marr & Hildreth (1980) el empleo de la segunda derivada de la función gaus-
siana bidimensional es lo más satisfactorio para hallar los cambios de intensidad.
Además, estos autores conceden especial importancia a que la segunda derivada
atraviese el valor 0, esto es, que se produzca un zero-crossing -‘cruce del cero’-, que




FIGURA 2.8. Detectando cambios en la intensidad con la primera derivada y la
segunda derivada (zero-crossing). a) Los cambios de intensidad de I en una
dimensión b) Picos en la primera derivada c) Zero-crossing en la segunda
derivada.
3. Mezcla-agregación (Fase III): Durante esta fase, se agrega la información de
las diferentes características generadas en la fase de extracción. Ejemplo de esto, y
continuando con lo establecido en la fase anterior para el cambio medido en las dos
direcciones -horizontal y vertical-, se tiene que la magnitud y dirección de dicho
vector gradiente serían de hecho agregaciones de las características extraídas.
(2.6) |G| =mag(∇I)=
√














Esta que se acaba de plantear, es en realidad tan sólo una manera de agregar
dicha información, pudiéndose utilizar otras medidas de distancia no euclídeas, o
simplemente otra función de agregación que se estime adecuada.
A la imagen resultante de esta fase, en esta memoria se la define del siguiente
modo:
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Definición 2.5. Ibf = φ(X1, . . . , X k) es la imagen con la información agrega-
da resultante de la fase de mezcla-agregación de características, con φ() denotando
cualquier función de agregación.
Para un píxel dado (i, j), el valor Ibfi, j representa la variación total de este píxel,
y cuyo concepto equivalente en la literatura es el edginess que vendría a ser ‘el
potencial de ser borde’.
Como argumenta López-Molina (2012), de esta fase no tiene porqué obtenerse
un único valor, pues en etapas posteriores podría requerirse información sobre el
píxel más extensa, como por ejemplo la dirección del borde que potencialmente
se detecte en dicho píxel. Por tanto, siguiendo el argumento de López-Molina,
sería ‘responsabilidad’ de esta función de agregación el facilitar una magnitud que
sintetice lo mejor posible si un píxel en cuestión debe o no convertirse en borde en
la imagen final.
Es común representar esta matriz como una imagen de grises (ver Fase III de la
Figura 2.11). Tras esta fase la imagen resultante es Ibf .
4. Adelgazamiento o thinning (Fase IV): Tras los criterios que debería cumplir
un borde establecidos por Canny (1986), se asume que como fase previa al escalado
los bordes sean lo más finos posibles. Idealmente deberían tener 1 píxel de grosor a
lo sumo. Entonces, cuando haya varios píxeles contiguos que experimentan grandes
cambios en la luminosidad de la imagen, se hace necesario elegir tan sólo uno de
ellos como representante de dicho cambio, imponiendo el grosor de 1 píxel.
Una cuestión discutible es si el adelgazamiento puede ir dentro de la fase de
escalado, y desde luego que puede considerarse así (como ocurre en López-Molina
(2012)). Sin embargo, en esta obra se considera que el adelgazamiento es una etapa
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de preprocesamiento para el escalado, entre otros motivos porque lo va a facilitar, y
esto justifica en parte el situarlo a parte en una fase previa al escalado. Es más,
un eje central de esta memoria se basa en la creación de estructuras de bordes
conectados (ver apartado 3.1), donde uno de los requisitos previos es que estos
bordes estén previamente adelgazados.
Definición 2.6. I thin es la imagen resultante de la fase de adelgazamiento.
Hay dos técnicas principales que permiten llevar a cabo el thinning (López-Molina
2012). La primera, y quizás más conocida, es la basada en la eliminación de los
píxeles candidatos a borde no-máximos -non-maximum suppression- (Canny 1986)
(ver apartado 2.3.1.2). Esta técnica se basa en la identificación de los bordes cuyas
direcciones representan el máximo cambio. Siguiendo esta dirección se tiene el
camino que sigue el borde de 1 píxel de grosor elegido, mientras que todas las
demás direcciones -localizaciones- de píxeles son eliminadas.
La otra aproximación es la que produce bordes lo más finos posibles a partir
de técnicas de morfología matemática (Soille 2013). Estas técnicas se basan en
operaciones definidas sobre una imagen considerando a los píxeles como elementos
que son operados siguiendo la teoría de conjuntos. Así, las formas dentro de la
imagen -shapes- serían subconjuntos de la imagen. A partir de ahí, se define un
adelgazamiento morfológico como una operación llevada a cabo entre el conjunto
de píxeles A en el que se aplica un elemento estructural de un píxel de grosor 1
-subconjunto B-. Definiciones precisas de esta operación, y de otras operaciones
relacionadas, como son la erosión, dilatación, apertura y cierre, se presentan en
González & Woods (2008) y Soille (2013).
Se puede apreciar una ventana de píxeles adelgazados en la Figura 3.2 a).
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5. Escalado (Fase V): Es la fase final de la detección de bordes, donde tradicional-
mente, y tras los principios establecidos por Canny (Canny 1986) descritos en el
apartado 2.3, la salida con la imagen compuesta por los bordes definitivos es creada
(ver Fase V en Figura 2.11).
Definición 2.7. Isol es la imagen binarizada resultante tras la fase de escalado.
Al ser el escalado la última fase, Isol es también la salida final o output de cualquier
algoritmo de detección de bordes. También es llamada en la literatura edge map.
Durante esta fase, dado un píxel (i, j), existen dos posibilidades:
Que el píxel sea considerado como ‘borde’ (e(i, j)= 1).
O por el contrario, que el píxel sea considerado como ‘no borde’ (e(i, j)= 0).
Esta decisión es tomada tradicionalmente a través de la superación o no de un
umbral -en inglés thresholding process-. A su vez, para tomar esta decisión sobre si
un píxel (i, j) es declarado como borde o no, existen dos aproximaciones.
Definición 2.8. Evaluación local: Método de decisión que se basa en hacer que el
valor de e(i, j) dependa únicamente de la información de ese mismo píxel obtenida
tras la fase IV -adelgazamiento- (I thini, j ). Una vez establecido un umbral α ∈ (0,1), se
decide que si I thini, j >α, entonces e(i, j)= 1, y por el contrario, si I thini, j ≤α, e(i, j)= 0.
La local es la aproximación más sencilla, y se puede considerar como la aproxi-
mación clásica. Tal y como se comenta en el capítulo 3, esta aproximación tiene
importantes limitaciones (ver Figura 2.9).
La otra aproximación es más moderna, y juega un papel central en esta memoria.
Se define a continuación un nuevo concepto que establece una relación entre los
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FIGURA 2.9. Limitaciones de la evaluación local de bordes.
Definición 2.9. Un entorno de un píxel (i, j), es un conjunto de píxeles (i′, j′),
pertenecientes al dominio espacial de I, relacionado de algún modo con (i, j). Mate-
máticamente se designa como ∼ (i, j), de modo que (i′, j′)∼ (i, j).
Definición 2.10. Evaluación global: Método de decisión que se basa en que la
información del conjunto de píxeles (i′, j′)∼ (i, j) es tenida en cuenta para tomar la
decisión de si (i, j) debe ser un borde (e(i, j)= 1) o no e(i, j)= 0 en la salida final.
Dicha relación la pueden configurar píxeles vecinos o estructuras de píxeles de
las que forme parte el píxel en cuestión. La evaluación global se desarrolla en el
capítulo 3.
34
2.3. PROBLEMAS DE DETECCIÓN DE BORDES
La fase de escalado es en la que se centra gran parte del trabajo original desarro-
llado en esta memoria.
Se puede ver en las Figuras 2.10 y 2.11 la secuencia entera de las fases de la detección
de bordes, tanto de forma esquemática, como mediante una imagen de ejemplo.
FIGURA 2.10. Esquema secuencial de las fases de la detección de bordes.
Ahora se presentan diferentes algoritmos de detección de bordes en grises que son
empleados a lo largo de esta memoria. Se hace hincapié en cómo funcionan las fases que
se acaban de establecer en cada uno de ellos. Algunos de estos algoritmos engloban las
cinco fases -como en el caso del de Canny (Canny 1986)-, mientras que otros abarcan
unas pocas fases. Esto es lo que ocurre con el algoritmo de Sobel por ejemplo, donde sólo
se abarcan las fases II y III -extracción y mezcla-agregación- de características.
2.3.1.1. Algoritmo de Sobel
El algoritmo6 propuesto por Sobel fue presentado en una charla que tuvo lugar en el
MIT (Massachusetts Institute of Technology) a finales de los años sesenta (Sobel 1972,
2014). A pesar de que no fue oficialmente publicado durante décadas, ha sido uno de
los algoritmos de detección de bordes más citados en la literatura, y hoy en día sigue
empleándose con buenos resultados.
Este algoritmo trabaja en las fases de extracción y agregación (fases II y III según el
esquema de la Figura 2.10).
6En la literatura también es habitual referirse a él como ‘operador de Sobel’.
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Extracción de características (Fase II): El procedimiento empleado por este
operador extrae dos valores -características- de cada píxel. Uno de estos valores
representa la variación espectral respecto a los píxeles vecinos horizontales (situa-
dos en las filas anterior y posterior), mientras que el otro hace lo mismo con las
variaciones respecto a los píxeles vecinos verticales (columnas anterior y posterior).




























Como se puede ver, este operador emplea ventanas de píxeles vecinos (máscaras)
de 3x3, otorgando el doble de peso a los píxeles centrales (vecinos en cruz) que a los
oblicuos (vecinos en diagonal). Esta propiedad permite en cierto modo suavizar la
imagen (González & Woods 2008). Además, se puede comprobar que la suma de los
coeficientes de ambas máscaras es cero, propiedad que permite extraer diferencias
nulas en las zonas de la imagen perfectamente uniformes.
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Mezcla-Agregación (Fase III): Una vez se han extraído las dos características
anteriores, llega el momento de agregar esta información en un sólo valor. Esto se
hace por medio del cálculo del gradiente como fue explicado anteriormente al descri-
bir esta fase de forma general al inicio del apartado, es decir, sirviéndose de la raíz
de la suma de los cuadrados de las componentes horizontal y vertical. Sin embargo,
algunas implementaciones modifican ligeramente los cálculos, cambiándolos por la
suma de los valores absolutos, tal y como se describe a continuación:
Sobel(Isi, j)= |Sx(Isi j)|+ |Sy(Isi j)|
Un problema de esta implementación alternativa a la euclídea es que se pierde la
propiedad isotrópica, esto es, que la agregación se ve influida según la dirección de
donde provienen los cambios de un modo en que no lo hace la agregación euclídea
(González & Woods 2008).
2.3.1.2. Algoritmo de Canny
El algoritmo establecido por Canny (Canny 1986) a mediados de los años 80 es el
primer detector de bordes completo, en el sentido de que abarca todas las fases de
la detección de bordes -desde el acondicionamiento de la imagen hasta el escalado-
(ver fases en la Figura 2.10). Este hecho lo diferenció del de Sobel y de muchos otros
detectores que trabajaban como operadores -los cuales abarcaban normalmente sólo
las fases de extracción de características y de fusionado-. Por esto, entre otros motivos,
puede considerarse superior en cuanto a desempeño a los algoritmos que le precedieron
(González & Woods 2008). La esencia de este algoritmo persigue definir matemáticamente
los tres criterios expresados anteriormente en el apartado 2.3 y lograr el cumplimiento
óptimo de los tres criterios. El modo en que este algoritmo aborda cada una de las fases
de detección de bordes es el siguiente:
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FIGURA 2.11. Las 5 fases secuenciales de la detección de bordes (con operador
de Sobel).
Suavizado: En el algoritmo de Canny la extracción de características exige de un
suavizado previo por medio de un Gaussiano.
(2.8) Gaussian(i, j)= e−
i2+ j2
2σ2
Con este filtro Gaussiano se realiza una convolución (*) de la imagen con él,
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obteniéndose la versión suavizada de la imagen Is. El par (i,j) se refiere a la
posición que ocupan un conjunto de píxeles dentro de la máscara o ventana que se
va desplazando sobre la imagen para realizar la convolución.
(2.9) Is =Gaussian(i, j,n,σ)∗ I
Los dos parámetros añadidos n y σ configuran el tamaño en píxeles de la máscara
y la desviación típica respectivamente. Es habitual emplear ventanas de al menos




0,0232 0,0338 0,0383 0,0338 0,0232
0,0338 0,0492 0,0558 0,0492 0,0338
0,0383 0,0558 0,0632 0,0558 0,0383
0,0338 0,0492 0,0558 0,0492 0,0338
0,0232 0,0338 0,0383 0,0338 0,0232

Se aprecia que la suma de los elementos de la matriz anterior es 1, tal y como
sucede por norma general en los casos de suavizado.
Extracción y mezcla de características: El algoritmo de Canny agrega los
bordes en ambas direcciones -horizontal y vertical- a partir del cálculo del gradiente



















Adelgazamiento o thinning: En el caso de Canny el procedimiento de adelgaza-
miento de la imagen es conocido como nonmaxima suppression, el cual actúa en
dos pasos (Canny 1986, González & Woods 2008):
1. Se localiza el borde concreto -lo que equivale a quedarse sólo con un píxel-
para lo cual se redondea el ángulo hallado por la inversa de la tangente a una
de las cuatro direcciones 0o, 45o, 90o y 135o.
2. Si la magnitud del gradiente en esa dirección es menor que la de alguno de
sus píxeles vecinos en esa dirección, entonces se suprime ese borde (pues no es
el máximo). En caso contrario, ese píxel es máximo y se establece como borde.
Escalamiento: Como sucede en fases anteriores, Canny fue más allá también en
el escalamiento, pues en lugar de emplear un umbral -que era lo habitual hasta
la fecha- estableció dos, α1 y α2, siendo α2 >α1 y α1,α2 ∈ (0,1). Estos umbrales se
aplican a través del procedimiento que denominó hysteresis, el cual funciona como
sigue:
1. Si se cumple que un píxel (i, j) tiene una intensidad mayor al umbral superior,
es decir, si I thini, j >α2, entonces e(i, j)= 1.
2. El borde sigue creciendo (e(i′, j′)= 1) -conectándose- a otros bordes a través
del camino que une (i, j) con (i′, j′), si se cumple que (i′, j′)∼α1 (i, j), es decir,
si I thin(i′, j′) ≥α1.
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Cuando no se encuentra ningún píxel (k, l) entre los adyacentes a (i′, j′) (ver Figura
2.12) en la cadena que se está generando, que alcance al menos el valor α1, es
decir, I thin(k,l) <α1, entonces este píxel no formará parte de la cadena de píxeles borde
generada (e(k, l)= 0), y el camino de bordes conectados 7 ha llegado a su fin.
FIGURA 2.12. Los 8 píxeles adyacentes a uno dado.
Se puede ver un esquema del proceso de escalado mediante hysteresis a través un
ejemplo en la Figura 2.13.
Esta estrategia acababa generando cadenas de píxeles borde. Este modo de conectar
los bordes entraría dentro de la aproximación que se ha denominado evaluación
global. En el capítulo 3 se verá que en realidad la hysteresis es un caso particular de
la evaluación global por medio de un tipo de bordes conectados que se denominarán
segmentos (ver el apartado 3.1.1). Tal y como se verá, el borde no puede seguir
creciendo en cada una de las 8 direcciones posibles que marcan los ady(i,j), puesto
que la imagen de partida en este proceso está adelgazada (ver fase anterior) de
modo que sólo son posibles direcciones separadas al menos por 45°. La definición
exacta de qué tipo de cadenas son permitidas se verá en el apartado 3.1.
2.3.1.3. Algoritmo de Venkatesh and Rosin (Fase V)
Venkatesh & Rosin (1995) emplearon el concepto de edge list que se podría traducir
7Estos caminos conectados de píxeles en esta memoria son llamados segmentos de borde o simplemente
segmentos (ver apartado 3.1.1).
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FIGURA 2.13. Descripción del proceso de escalado mediante hysteresis.
como cadena de bordes, y que es equivalente a lo que en esta memoria se ha
denominado segmento de borde, o simplemente segmento (ver sección 3.1.1). El foco
de su algoritmo de segmentos estaba situado en la fase de escalado, pues se trataba
de decidir sobre tales estructuras de píxeles -es decir, los segmentos-, empleando
sus características asociadas. Esta decisión se tomaba a través de un método de
evaluación global.
Venkatesh y Rosin tuvieron en cuenta únicamente dos características que definen
a los segmentos de borde. La primera de ellas es la longitud del segmento (con
la que ya había trabajado Lowe (1987)), mientras que la segunda se refiere al
promedio de intensidad contenido en los píxeles pertenecientes a dicho segmento. A
partir de aquí, conformaron un espacio bidimensional con las dos características de
modo que les permitiera representarlas. En la Figura 2.14 (tomada de Venkatesh
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& Rosin (1995)) se puede observar el esquema que plantearon para decidir sobre
si un segmento debía ser considerado como adecuado para retener en la solución
final.
La lógica tras esta aproximación geométrica era crear una curva que actuara
como función discriminante y permitiera separar el diagrama en dos conjuntos,
uno conteniendo los segmentos menos importantes o ruidosos, y el otro con los
segmentos ‘verdaderos’.
FIGURA 2.14. La aproximación geométrica de Venkatesh-Rosin: El espacio de
características de los bordes (a) y el esquema gráfico para decidir sobre los
segmentos (b). Figura tomada de Venkatesh & Rosin (1995)
2.3.2. Detección de bordes en RGB
El problema de detección de bordes con imágenes en RGB no ha recibido mucha
atención si se compara a la recibida por las imágenes en grises. Esto se debe a que
en general se trabaja de forma simplificada en un solo canal en grises, y lógicamente
desarrollar un procedimiento o algoritmo en un sólo canal -en lugar de los tres que
maneja el RGB- resulta más sencillo. Otro problema añadido en detección de bordes, es
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que gestionar los mismos algoritmos o equivalentes en varios canales -color- conlleva
dificultades.
Marr (1982) apuntó la idea de que el color podía ser relevante debido a que “lleva
información que frecuentemente tiene una significancia biológica importante”. Esta
información podría entonces ayudar a distinguir “si una fruta está en mal estado, si una
hoja está verde, si un insecto parece venenoso, y otras tantas cosas”.
El espacio de color RGB está basado en el hecho de que la percepción del color de la
que son capaces los humanos -y el resto de primates- se basa en tres diferentes clases
de conos (González & Woods 2008) (ver más información sobre estas células receptoras
en 2.1), las cuales están presentes en la retina, y más específicamente la mayoría de
ellas están concentradas en su parte central, denominada fóvea. Los conos actúan de
sensores y pueden ser clasificados en tres categorías principales que se pueden hacer
equivaler de forma aproximada a receptores de las señales luminosas del rojo, verde
y azul respectivamente. Esta capacidad receptiva no se manifiesta de igual modo en
los tres tipos de conos, ya que de los 6 a 7 millones presentes en cada ojo humano,
aproximadamente el 65% son sensitivos al rojo, el 33% al verde, y tan sólo un 2%
restante lo son al azul. Estos porcentajes son compensados por el hecho de que los conos
sensitivos a la señal azul son los más potentes (Goldstein 2009).
Debido a lo anterior, “tres componentes numéricos son necesarios y suficientes para
describir el color...” tal y como sostiene Bogumil (Bogumil 1999). En este sentido, el
espacio de color RGB parece idóneo para representar toda la información del color al
utilizar estos tres colores, el rojo (R), el verde (G) y el azul (B). La visión humana emplea
también bastones, un segundo tipo de célula retiniana con presencia 20 veces superior
en número a los conos, pero éstos pueden procesar únicamente intensidad luminosa -y
sólo a bajos niveles de iluminación-, y no color (González & Woods 2008).
La detección de bordes que emplea canales RGB alcanza un desempeño mejor que la
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que opera solo con el canal de grises. Es importante tener en cuenta que gran parte de
los algoritmos de detección de bordes sólo operan con imágenes en grises, mientras que
existe una gran variedad de algoritmos de segmentación de imágenes (ver apartado 2.7)
que operan en sus versiones estándar con colores (Guada, Gómez, Rodríguez, Yáñez &
Montero 2016, Guada, Gómez, Rodríguez, Yáñez & Montero 2016).
El concepto de detección de bordes en imágenes a color es más complejo que en
imágenes en grises (pendiente de publicación: Flores-Vidal et al. (2019)), y esto hace que
sea más difícil trabajar los bordes con colores. Es más complejo porque la distancia/disi-
milaridad entre píxeles es fácil de calcular en una dimensión -grises-, pero no así en el
caso multicanal, donde su cálculo es un problema abierto. Cuando se trabaja con colores,
el concepto de (di)similaridad entre colores se convierte en crucial.
En la literatura se han propuesto principalmente dos aproximaciones para trabajar
la detección de bordes en imágenes a color:
(I) Por canal individual -individual channel-: La detección de bordes es llevada a cabo
para cada canal por separado.
(II) Mediante vectores -vector-based-: Las diferencias entre píxeles se calculan consi-
derando el vector entero que contiene la información espectral de los diferentes
canales/colores. Para calcular estas diferencias, se aplica una función de agrega-
ción Di Zenzo (1986), como pueda ser la mediana (Trahanias & Venetsanopoulos
1993), o un operador por intervalos -range operator- (Yang 1995), u otro método de
agregación estadístico (Dutta 2009).
Ocasionalmente, ha habido otras aproximaciones, como la presentada por Ruzon
& Tomasi (1999), la cual está basada en el cálculo de dos distribuciones de colores
hipotetizadas, cuya disimilaridad estaría creando el borde, que puede considerarse una
aproximación diferente, pero no ha sido suficientemente representada esta vía en la
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literatura para considerarla como una categoría importante dentro de la detección de
bordes a color.
Una tendencia que sí se observa en los trabajos de detección de bordes a color, es la
de desarrollar versiones alternativas o extendidas de algoritmos ya bien establecidos
en monocanal -grises- (Turhan et al. 2012). Este es el caso de la variante a color del
algoritmo de Canny (Koschan & Abidi 2005).
2.3.3. Evaluación de los algoritmos de detección de bordes
basada en la comparativa frente a humanos
En los comienzos de los trabajos centrados sobre el problema de detección de bordes,
e incluso hasta bien entrado el siglo XXI, era habitual que los autores presentaran
un algoritmo cuyas bondades eran simplemente mostradas con el output resultante
de éstos (Canny 1986, Cumani 1991, van der Heijden 1995, Shen & Shen 1995), sin
que tal resultado viniera acompañado de índice o medida alguno, ni se estableciera
ninguna comparativa con otros algoritmos. La inspección visual se presumía suficiente
para hacerse una idea de la calidad y desempeño del algoritmo en cuestión. En algunos
casos (Venkatesh & Rosin 1995), se empezaron a utilizar índices que comparaban el
número de bordes detectados correctamente respecto a una imagen sintética de referencia,
pero cuando se trabajaba con imágenes reales sobre las que no se podía realizar una
comparativa totalmente objetiva -en el sentido de saber a ciencia cierta si tal píxel era
un borde o no-, era habitual simplemente mostrar el output y compararlo, si acaso, con
el output de otros algoritmos.
Cuando la competenecia entre algoritmos se hizo más notoria, fue siendo cada vez
más habitual el uso de técnicas de evaluación más objetivas que pudieran servir para
comparar los resultados entre diferentes algoritmos, y de ahí llegar a la conclusión de
cuál de ellos eran los que mejor desempeño lograban. Una de estas técnicas clave fue la
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establecida por Martin et al. (2001) 8.
El problema de la evaluación de la calidad o desempeño de un algoritmo de detección
de bordes no es una cuestión fácil, y permanece como un problema abierto. Como se
apunta en Heath et al. (1998), todo parte de que para comparar los diferentes algoritmos
de forma cuantitativa se hace necesario una referencia -ground-truth-. Sin embargo,
cuando este ground-truth tiene que construirse manualmente -es decir, a través de una
referencia humana, que es lo que ocurre con las imágenes reales- surge un problema
de base, que es el de definir con precisión qué es un borde. Y esto no es sencillo cuando
incluso ‘la definición de la intensidad de un borde es debatible’ en palabras de estos
autores.
Otro problema importante viene después de elegir el método de comparación, pues
una vez se tiene una referencia -sea humana o mediante imagen artificial- se hace
necesario calcular las correspondencias -a través del conocido como matching process-
entre la salida del algoritmo y la referencia. Y la cuestión es cómo hacer corresponder
los píxeles, pues múltiples asignaciones pueden ser hechas, tal y como se muestra en la
Figura 2.15.
Para la evaluación del funcionamiento de los algoritmos de detección de bordes se
han venido utilizando principalmente dos vías (ver Figura 2.16):
Imágenes sintéticas: Los algoritmos son aplicados a las imágenes generadas de
modo artificial mediante el uso de algún programa de ordenador. Este método fue
el que primó (Venkatesh & Rosin 1995, Chen & Yang 1995, Rosenfeld & Banerjee
1992) en las dos o tres primeras décadas de desarrollo de la técnica, pero a partir
de los 2000 su uso es notoriamente menor. Esta vía puede ser interesante para
contrastar determinadas propiedades de los algoritmos. Una ventaja es que pueden
8Aunque su ground-truth esta diseñado en principio para trabajar con segmentación de imágenes, ha
sido utilizado para detección de bordes con buenos resultados Perfilieva et al. (2016), Flores-Vidal, Olaso,
Gómez & Guada (2018)
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FIGURA 2.15. Dificultad en el proceso de matching.
ser útiles en ocasiones para generar texturas aleatorias. Además, se considera
un método que permite comparaciones objetivas, pues todos los elementos de la
imagen pueden ser perfectamente definidos y categorizados de partida al generarla.
Ejemplos de su uso pueden encontrarse en Kitchen & Rosenfeld (1981), Venkatesh
& Rosin (1995), Elder & Zucker (1993), además de los ya citados al comienzo del
párrafo. Un tipo popular de este tipo de imágenes son las fractales, que pueden ser
fácilmente generadas por ordenador.
Conjunto de imágenes del mundo físico -dataset of images-: Los algoritmos de detec-
ción de bordes se prueban sobre imágenes tomadas de la vida real, es decir, donde
aparecen objetos físicos. También se puede considerar como evaluación subjetiva,
pues requiere en principio una referencia humana que sirva para comparar con la
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salida del algoritmo. Durante los últimos veinte años aproximadamente se puede
considerar como el método principal de evaluación.
La ventaja del uso de esta técnica reside en que la mayor parte de aplicaciones que
tiene el procesamiento de imágenes a un nivel más elevado (high-level processing,
ver Figura 1.1) está enfocada a tareas relacionadas con el reconocimiento de objetos
reales que puedan ser fotografiados. La limitación de esta aproximación se asocia
al subjetivismo asociado a la clasificación de elementos en una imagen real, puesto
que los bordes por lo general no podrán ser perfectos y unívocos, como en el caso
de las imágenes sintéticas. Ejemplo de esta aproximación basada en el uso de
conjuntos de imágenes reales son Marr (1982), Canny (1986), Martin et al. (2001),
P. Arbeláez & Malik (2011), López-Molina et al. (2013), of South Florida (1999),
Flores-Vidal et al. (2017), Flores-Vidal, Olaso, Gómez & Guada (2018), Flores-Vidal,
Montero, Gómez & Villarino (2018).
El método basado en imágenes reales también puede ser considerado como de evalua-
ción subjetiva, pues al no ser artificiales las imágenes se suele recurrir a un ser humano
(o varios) para que genere su boceto con los bordes (I gt), el cual será posteriormente com-
parado con el generado por el algoritmo. Dos de los dataset de imágenes más importantes
que incluyen las salidas de los humanos como referencia (llamado la ‘verdad-terreno’ o de
ahora en adelante con su término en inglés ground-truth) son las de las Universidades
de California (Berkeley) y Florida del Sur respectivamente:
Dataset de imágenes de la Universidad de California, Berkeley: Este conjunto de
imágenes (Martin et al. 2001) fue desarrollado en la Universidad de California,
Berkeley. En su versión extendida consiste en 500 imágenes con todo tipo de motivos
fotografiados de escenas corrientes, tales como animales, personas, paisajes, etc. El
conjunto de imágenes está subdividido en tres grupos, siguiendo los estándares de
la clasificación supervisada: 200 imágenes para el entrenamiento, otras 200 para
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FIGURA 2.16. a y b fotografías pertenecientes al conjunto de imágenes de
entrenamiento de la Universidad de California, Berkeley. c imagen sintética
empleada en Venkatesh & Rosin (1995).
el test, y las 100 finales para validación. A partir de las imágenes reales fueron
creadas las referencias humanas -ground-truth-. Para ello, se solicitó a un grupo
de entre 4 y 8 humanos que bocetaran los elementos más importantes de la imagen
de modo análogo a como lo haría un algoritmo de segmentación de bordes, es decir,
se les pidió que marcasen los contornos de los elementos más importantes que
ellos eran capaces de reconocer en las imágenes. Es por esto, que el de Berkeley
se considera un dataset de segmentación de imágenes. Aún así, ha sido empleado
con buenos resultados en la comparativa de algoritmos de detección de bordes
(Perfilieva et al. 2016, Flores-Vidal et al. 2017, Flores-Vidal, Martínez & Gómez
2018).
Dataset de la Universidad de Florida del Sur (USF): Conjunto de imágenes con sus
respectivas referencias humanas. Fue diseñado por el grupo de Computer Vision
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and Patter Recognition de dicha universidad. Este conjunto es presentado en Heath
et al. (1997) y se puede descargar a través de of South Florida (1999). Se trata
de un dataset de imágenes específicamente diseñado para detección de bordes. A
diferencia del de Berkeley, sólo se dispone de una referencia por imagen, la cual ha
sido creada por consenso. Otra diferencia es que las referencias no son imágenes
binarias, sino que poseen una tercera categoría además de ‘borde’ y ‘no borde’ que
es la de píxel ‘no relevante’. De este modo, la comparativa no se establece para
todos los píxeles de la imagen, sino para los que son ‘borde’ y ‘no borde’, tal y como
se comenta de forma más detallada más adelante en este mismo apartado. Este
dataset consta de 60 imágenes entre las que figuran objetos de toda índole y una
serie especial de imágenes aéreas.
En la Figuras 2.17 se puede apreciar un ejemplo de cada dataset de imágenes -el de
la Universidad de California, Berkeley y el de la Universidad de Florida del Sur- con sus
respectivas referencias humanas.
Para evaluar la calidad de los bordes obtenidos por los algoritmos se hace necesario el
empleo de técnicas de matching, las cuales hacen corresponder un píxel declarado como
borde en el output con su más probable equivalente en la solución creada por los humanos
del ground-truth. Cuando se corresponde un borde entre la salida del algoritmo y el
boceto humano se contabiliza como un verdadero positivo (VP) -true positive-, mientras
que cuando al borde en la salida le corresponde un ‘no borde’ en la referencia se tiene
un falso positivo (FP) -false positive-. La correspondencia contraria, es decir, cuando
un borde es detectado por el humano pero no según el algoritmo se considera un falso
negativo -false negative-.
Para establecer si existe una correspondencia entre el valor de un píxel en la salida
final del algoritmo y el establecido en el boceto humano se suele recurrir a una distancia
máxima admitida en forma de ventana de píxeles que hará las veces de umbral o
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FIGURA 2.17. a-f Imagen original junto al ground-truth del conjunto de imáge-
nes de entrenamiento de la Universidad de California, Berkeley.
tolerancia para el matching. En el caso de esta memoria se ha empleado el método
propuesto por Estrada & Jepson (2009). En este trabajo se emplea una ventana circular
de tamaño ξ que está centrada en el píxel que se pretende comparar. En el caso de esta
obra se empleó el tamaño recomendado por estos autores que es de ξ = 5 píxeles a la
redonda.
Una vez se aplica una técnica de correspondencia -matching- como la anterior, se
puede crear un índice o medida de lo mucho que se acerca la salida del algoritmo a la del
humano a partir de la cantidad de correspondencias que se han detectado. Algunas de
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FIGURA 2.18. Imagen original y su ground-truth de la dataset de la USF.
estas medidas de evaluación clásicas son: Precision, Recall e índice o medida F. Éstas
son las medidas empleadas en esta memoria, y pueden considerarse como habituales en
la literatura de la detección de bordes (ver por ejemplo Guada, Gómez, Rodríguez, Yáñez
& Montero (2016), Guada et al. (2018), Gómez et al. (2014), Guada (2018), Flores-Vidal,
Olaso, Gómez & Guada (2018), Perfilieva et al. (2016)).
Precisión (Precision) : Mide la tasa de bordes seleccionados por el algoritmo que se
corresponden con bordes de los bocetos humanos pertenecientes al ground-truth.
Sensibilidad (Recall) : Mide la tasa de bordes detectados por el humano -ground-
truth- que son detectados por el algoritmo.
Medida F (F-measure): Genera un índice a partir de las dos medidas anteriores
cuya ventaja es situar la bondad del matching entre 0 (correspondencia inexistente)
y 1 (correspondencia perfecta).
Entendiendo TP como el cardinal del conjunto de los True positive en la imagen, FP
como su análogo para los False positive (ver 2.19), y llamando a la función binaria ϕ()
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que vale 1 (ϕ(Isoli, j , I
gt
i, j)= 1) cuando se corresponde un borde de la solución del algoritmo
con la de referencia, y 0 en caso contrario (ϕ(Isoli, j , I
gt
i, j)= 0). Lo anterior, permite expresar
matemáticamente como sigue las siguientes medidas:






















(2.14) F(Ibin, I gt)= Prec(I
sol , I gt) ·Rec(Isol , I gt)
β ·Prec(Isol , I gt)+ (1−β) ·Rec(Isol , I gt)
En la experesión anterior lo más habitual es usar la media aritmética haciendo β= 0,5.
En la práctica, en el caso del tratamiento de imágenes, los valores de la medida F
que se manejan son considerados buenos a partir de un 0.40 aproximadamente. Otra
observación práctica es que la perfección no es alcanzable con imágenes naturales
situándose el parecido del humano con otro humano entorno a 0.80, de modo que acercarse
a esos valores por parte de un algoritmo se considera alcanzar lo más cercano a la
perfección. Además, en algunas áreas, sobretodo en cuanto a algoritmos supervisados
se refiere (ver sección 2.6), se ha logrado superar al humano en el sentido que se logran
valores de la F mayores a los que logran el resto de humanos respecto a otro humano
dado.
En esta memoria gran parte de las comparativas se han realizado con el dataset de
imágenes de Berkeley (Martin et al. 2001), el cual contiene un ground-truth de referencias
humanas que oscila entre 4 y 8 bocetos confeccionados por personas diferentes. Los
resultados de las comparativas que se muestran en el capítulo 4 y la sección 5.3. Donde
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FIGURA 2.19. Matching de una salida de algoritmo frente al boceto humano.
se hacen uso de agregaciones de las medidas F para cada humano i (las Fi), con i ∈ (1,k).
El mismo concepto de función de agregación se define en el siguiente apartado (2.4). En
este trabajo se han empleado las siguientes agregaciones para la medida F en la forma
Φ(F1, . . . ,Fk):
(I) El mínimo: Fmin =mı´n(F1, . . . ,Fk). Tiene la particularidad de recoger cuánto se
acerca la salida del algoritmo al boceto humano que menos se asemeja. Esta función
permite mostrar la robustez del algoritmo para dicha imagen.
(II) La media: Fmean = mean(F1, . . . ,Fk) = F1+...+Fkk . Donde la función ‘mean()’ es la
media aritmética.
(III) El máximo: Fmax =ma´x(F1, . . . ,Fk). Al contrario de lo que ocurre con la función del
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mínimo, la agregación del máximo muestra cuánto se acerca la salida del algoritmo
al humano cuyo boceto es más parecido.
Por último, cabe destacar que además de este primer nivel de agregación para los
humanos, se emplea habitualmente un segundo nivel de agregación para el conjunto
-dataset- de imágenes, de modo que se refleje cuánto se acercan las salidas del algoritmo
a los bocetos humanos globalmente en todo el conjunto. En el caso de esta agregación, es
más útil la media aritmética que el máximo o el mínimo.
2.4. Conjuntos borrosos y agregación
Los conjuntos borrosos supusieron una nueva aproximación de la teoría de conjuntos
para problemas donde se manejaba información imprecisa. Éstos se han empleado
con éxito en diferentes campos como la toma de decisiones, la inteligencia artificial,
el lenguaje natural, las redes neurales, los sistemas expertos, la teoría de control, etc.
(Bustince et al. (2016)). También se siguen empleando con frecuencia en el campo del
tratamiento de imágenes (Gómez et al. 2014, Flores-Vidal, Olaso, Gómez & Guada
2018), especialmente en transformación de las intensidades (Danˇková et al. 2011), y en
diferentes filtros espaciales (González & Woods 2008).
Los fuzzy sets o conjuntos borrosos fueron propuestos en los años 60 por el Prof. L. A.
Zadeh (Zadeh 1965) como una extensión natural de la lógica clásica y la de Lukasiewicz.
La idea de distribuir los valores a través de un grado de pertenencia en el intervalo [0,1]
se considera introducida por Zadeh. Esta idea de función de pertenencia sería central
en su teoría. Zadeh concluyó que existen casos en el mundo real en los que no se puede
saber con seguridad a que categoría pertenecen ciertos elementos. Como consecuencia,
conceptos claves de la teoría de conjuntos como son el de inclusión, unión, intersección,
complementario, relación, convexidad, etc. son redefinidos dentro del marco difuso. Como
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Zadeh argumentó: ‘... la clase de las mujeres bellas, o la clase de los hombres altos,
no constituyen clases o conjuntos en el sentido habitual de las matemáticas... pero es
un hecho que este tipo de clases juegan un rol importante en el pensamiento humano’.
A continuación, se establecen los principales conceptos que dan soporte a la teoría de
conjuntos difusos:
Definición 2.11. Un conjunto borroso A sobre un universo de discurso X es un objeto
de la forma: A = {(x,µA(x))|x ∈ X } donde µA : X → [0,1]. (Takagi & Sugeno 1993)
El valor A(x) se denomina grado de pertenencia del elemento x al conjunto borroso
A. Estas funciones de pertenencia caracterizan la borrosidad de un conjunto borroso a
través de una representación gráfica. Un concepto clave en la teoría de conjuntos es el de
α− corte. (Bustince et al. 2016).
Definición 2.12. Sea A un conjunto borroso de X y sea α ∈ [0,1], el alfa corte es el
conjunto borroso Aα = {x ∈ X /µA(x)≥α}.
La teoría de conjuntos borrosos -fuzzy sets- ha sido muy empleada en el tratamiento de
imágenes. En López-Molina (2012) se proponen algoritmos que hacen uso de los conjuntos
borrosos en todo el proceso de detección de bordes o en alguna fase en particular. También
hay que tener en cuenta que muchas de las técnicas de tratamiento de imágenes clásicas
se han extendido al terreno de los conjuntos borrosos (Bustince et al. 2007). Uno de los
problemas donde los conjuntos borrosos más se han utilizado han sido los problemas
de clustering y clasificación (Del Amo et al. 2001, del Amo et al. 2008, Guada, Gómez,
Rodríguez, Yáñez & Montero 2016).
Clave en la teoría de conjuntos borrosos es el concepto de función de agregación
(Beliakov 2000, Bustince et al. 2007, Dubois 1980, Montero 1994, Montero et al. 2007).
Definición 2.13. Una función de agregación φ : [0,1]n → [0,1] para n ≥ 2, es una
función que satisface lo siguiente.:
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1. φ(0, . . . ,0)= 0, φ(1, . . . ,1)= 1.
2. Para todo par de tuplas (x1, . . . , xn) y (y1, . . . , yn) tales que xi ≤ yi para todo i ∈
{1, . . . ,n}, entonces φ(x1, . . . , xn)≤φ(y1, . . . , yn).
Como ejemplo de aplicación de funciones de agregación en esta memoria, en la
sección 2.3.3 se definieron algunos tipos básicos de agregación: el mínimo, la media
aritmética y el máximo. Además, en el capítulo 5 se establecen otras funciones de
agregación más específicas para manejar la información de los diferentes colores/canales
y la disimilaridad entre éstos.
2.5. Técnicas de agrupamiento -clustering-
El clustering 9 -o agrupamiento- es una técnica de clasificación no supervisada de
observaciones o vectores en grupos (clusters) (Jain et al. 1999). De modo más laxo, ha sido
definida como el arte de encontrar grupos a partir de los datos (Kaufman & Rousseeuw
2009). Se considera una técnica exploratoria o descriptiva del tipo post-hoc, ya que se
identifican grupos en los datos a partir de la exploración de éstos, y sin que tenga que
haber un modelo preestablecido o conocimiento previo de estos grupos -clases- a los que
tengan que ser asignados los datos (López 2007). También, se considera una técnica
clave dentro de la conocida como minería de datos -data mining-, disciplina que, como su
nombre apunta, engloba las técnicas que extraen información de los datos.
Las técnicas de clustering son aplicadas para agrupamiento de observaciones, toma
de decisiones, machine-learning, segmentación de imágenes, y clasificación de patrones
-pattern classification entre otras (Kaufman & Rousseeuw 2009). Se han utilizado las
técnicas de clustering en procesamiento de imágenes (Flores-Vidal, Gómez, Olaso &
Guada 2018, Flores-Vidal, Olaso, Gómez & Guada 2018), biología (Ben-Dor et al. 1999,
9También es conocido como Análisis Cluster (CA) (Cebeci & Yildiz 2015)
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Lopatin et al. 2017), sociología (Navarrete 2016), medicina (Shah et al. 2001), arqueología
(Whallon 1984), psicología (Zubin 1938), etc.
El clustering suele comprender las siguientes etapas (Jain et al. 1999):
(I) Extracción o selección de características -feature extraction-.
(II) Definición de una medida de proximidad apropiada, siendo la más habitual la
distancia euclídea.
(III) Agrupamiento.
(IV) Generación de los clusters -grupos-.
La fase de agrupamiento puede realizarse de forma cripsy -a través de una partición
‘nítida’ de los datos en grupos- o de forma fuzzy -donde cada observación o vector presenta
grados de pertenencia a cada grupo-. El proceso de agrupamiento puede ser jerárquico,
produciendo salidas con diferente nivel de agrupamiento, donde en cada nivel cambia
el número de grupos -cluster- formados. A su vez, el proceso de agrupación puede ser
aglomerante10 -cada caso comienza siendo un grupo- o por división -todos los casos
comienzan formando parte de un mismo grupo-. Otro clase de clustering es el que
funciona por particiones (Jain et al. 1999), entre el que cabe destacar el conocido como
algoritmo de k-means (algoritmo de las k medias).
El algoritmo de k-medias comprende las siguiente etapas:
(I) Se eligen k vectores centrales -centroides- de forma aleatoria. Estos k puntos están
situados dentro del hiperespacio de n-dimensiones definido por las n características
de cada vector/observación.
(II) Cada observación es asignada al centroide más cercano.
10La palabra usada comúnmente es ’aglomerativo’ (proveniente del inglés ‘aglomerative’), aunque el
término aceptado por la RAE es ‘aglomerativo’.
59
CAPÍTULO 2. PRELIMINARES
(III) Los centroides de cada cluster son a su vez recalculados debido a la inclusión de
nuevos casos que los modifican.
(IV) Si el proceso iterativo del paso anterior no converge se regresa al paso 2. Si por el
contrario, converge, se ha llegado al final y la asignación actual de cada observación
a cada cluster respectivo es la que configura la solución final o output del algoritmo.
Una de las limitaciones del método de las k medias que se suelen señalar (Kaufman
& Rousseeuw 2009), es la excesiva influencia que cobra la asignación inicial de centroides
(la semilla inicial). Por otro lado, el método jerárquico, tiene la ventaja de no imponer un
número concreto de grupos, sino que ofrece diferentes niveles de agrupamiento, pudién-
dose escoger el nivel de división o agrupamiento óptimo. El algoritmo de agrupamiento
jerárquico aglomerativo 11 consta de los siguientes pasos (Jain et al. 1999):
(I) Calcular la matriz de proximidades que contiene las distancias entre cada para de
observaciones. Tratar cada observación como un cluster.
(II) Encuentra el par más similar utilizando la matriz de proximidades y combina
ambas observaciones/cluster en un nuevo cluster.
(III) Continuar el proceso de agrupamiento hasta que todos los casos están en juntos en
un único cluster.
2.5.1. Fuzzy Clustering
Los dos métodos vistos conforman particiones rugosas -crisp partition-, en lo que
se conoce como hard clustering -clustering rugoso-. En ellos, cada observación sólo
puede pertenecer a un cluster a la vez. Otra aproximación más moderna, la difusa, que
11Se describe solo el aglomerativo, dejando el divisivo, que funcionaría de forma similar pero a la
inversa, es decir, se parte de un cluster con todos los casos y se divide en etapas sucesivas hasta que cada
observación sea un cluster. (Jain et al. 1999)
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está basada en conjuntos borrosos (Zadeh 1965) (ver 2.4), permite asignar a cada caso
diferentes grados de pertenencia a varios cluster a la vez, de modo que la salida de este
método no es una partición, sino un agrupamiento difuso. Este método es conocido como
fuzzy clustering. La Figura 2.20 muestra un ejemplo con dos clases donde el clustering
rugoso impone que cada elemento pertenezca a una clase o la otra, mientras que en
el fuzzy clustering existe un solapamiento que hace posible que los elementos puedan
pertenecer a ambas clases a la vez en cierto grado.
FIGURA 2.20. Clustering particional -clásico- (a) frente a Fuzzy clustering (b).
Una vez se establecen diferentes grados de pertenencia de un elemento a cada clase,
se puede considerar que al final este elemento pertenece a una de estas clases sin
redundancia de un modo que fue definido por Ruspini (Ruspini 1969), en lo que se conoce




µc(x)= 1,∀x ∈ X
Con esta definición, la noción de partición clásica o crisp partition puede expresarse
como un caso particular de la difusa en el que cada elemento tiene que pertenecer a un
solo conjunto a la vez. Matemáticamente:
∀x ∈ X →∃c ∈C/µc(x)= 1,µk(x)= 0,∀k 6= c
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siempre que µc(x) ∈ {0,1},∀x,∀c ∈C.
Se ha señalado una limitación en esta definición, ya que cuando se trabaja con clases
difusas, si bien es deseable que no haya redundancia, en muchas ocasiones de la vida
real se asignan a un elemento valores de la función de pertenencia a diferentes clases de
modo que su suma exceda la unidad, incumpliendo, por tanto, la definición de Rufini. De
este modo, en estos casos la Partición de Ruspini es demasiado estricta para tales casos.
Como se expresa en Del Amo et al. (2001): ‘Es un hecho constatado que los decisores no
son capaces de definir una partición borrosa de este modo’, refiriéndose a la partición
establecida por Rufini. Si acaso, sólo tras un gran proceso de aprendizaje y acumulación
de información valiosa un decisor puede tener tal claridad en cuanto a las funciones de
pertenencia que le corresponden a un elemento.
Uno de los algoritmos de fuzzy clustering más empleados es el Fuzzy c-means (FCM)
(Jain et al. 1999), el cual fue desarrollado por Dunn (1973) y mejorado por Bezdek (1981).
Su funcionamiento es muy similar al establecido más arriba para el algoritmo de k-means,
salvo porqué se tienen en cuenta, para el cálculo de los centroides y la asignación de
cada elemento a las clases, unos pesos calculados a partir de los diferentes grados de
pertenencia -de cada elemento a cada clase-. (Jain et al. 1999).
El algoritmo de Fuzzy c-means (FCM) persigue la clasificación de s observaciones/vec-
tores xi en uno de los c fuzzy cluster. Se parte -como en el caso del k-means visto más
arriba-, de c centros o representantes de cada clase -centroides- CC = {νi : i = 1, . . . , c}
con νi ∈ Rk (siendo k el número de elementos del vector de xi), y de una matriz
U =µi j ∈ [0,1], i = 1, . . . , s; j = 1, . . . , c compuesta de las funciones de pertenencia de cada
elemetno xi al cluster ν j que especifican el grado en qué pertenece cada elemento Si al
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donde:






y m indica el grado de borrosidad del cluster.
Normalmente, a las soluciones de los algoritmos de fuzzy clustering se les impone que
minimicen una función objetivo y que cumplan la Partición de Ruspini (Ruspini 1969,
Cebeci & Yildiz 2015). Sin embargo, en tiempos más recientes, se han desarrollado otros
algoritmos de fuzzy clustering (Del Amo et al. 2001), que parten de relajar la exigencia
de la partición borrosa propuesta por Rufini. En el algoritmo desarrollado por Del Amo
et al., se propone una aproximación basada en una decisión multi-criterio, donde para
clasificar cada elemento en una clase se deben considerar estos tres criterios:
Cobertura -Covering-: Representa lo bien cubierto que está un elemento por
algún cluster. Con este criterio se pretende que todos los elementos estén bien
representados por alguna de las clases. La cobertura de una observación xi se
establece como:
covi =Max(ui1, . . . ,uic)
Relevancia -Relevance-: Un cluster j será relevante para un número de elemen-
tos que tienen al menos un grado de pertenencia α para él. Se establece la siguiente
medida para la relevancia:
relev j =Φα(µ1 j, . . . ,µs j)= |{µi j/µi j ≥α}|
Redundancia -Redundancy-: Representa el solapamiento entre clases, esto es,
el número de observaciones xi que comparten los c cluster con al menos un grado
de pertenencia α. Se establecen dos funciones de agregación, una conjuntiva φ y
otra disyuntiva ψ del siguiente modo:
redund =φα(ψ(µ11, . . . ,µ1c), . . . ,ψ(µs1, . . . ,µsc))
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Estos tres criterios se cuantifican a través de tres medidas que pueden ser simultá-
neamente optimizadas. Esto asegura que se construyan grupos -cluster- cuyos elementos
estén lo mejor cubiertos (representados) posible, y que estos elementos posean un grado
de pertenencia a los cluster alto (que los grupos sean relevantes) y que todo esto suceda
de modo que los grupos se solapen lo menos posible. Como en cualquier problema multi-
criterio, son posibles diferentes aproximaciones para resolver el problema. Además, los
tres criterios tienen objetivos que compiten entre sí, de modo que se afectan mútuamente.
Por último, apuntar que la aproximación de clustering empleada en esta memoria es
la difusa, la cual se centra en establecer unas cotas específicas para los tres criterios que
son especificadas en la sección 3.2.2.
2.6. Introducción al Machine learning
El objetivo del machine learning -ML- es construir un modelo conciso para clasificar
elementos -items- en clases previamente conocidas. La información tomada en cuenta
para construir dicho modelo se basa en las características de unas variables predicto-
ras -aquellas que deben explicar el modelo- que están contenidas en unos elementos
de entrenamiento (training set). El clasificador -o regla de clasificación- resultante es
utilizado entonces para asignar etiquetas sobre a qué clases pertenecen los elementos
que configuran el conjunto de prueba o test. El problema reside en que no son conocidas
las clases en este conjunto, y por tanto, esta asignación debe hacerse en base a lo que sí
se conoce, que son los valores de las variables predictoras (predictor features) (Breiman
2017). Es posible encontrar un gran número de algoritmos de clasificación que tienen
el objetivo común de maximizar las medidas de precisión (accuracy) dependiendo del
problema específico o conjunto de datos empleado.
El problema de clasificación puede ser modelado matemáticamente del siguiente
modo (Breiman 2017). Partiríamos de las variables predictoras xi con i ∈ (1, . . . ,k) tales
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que configuran en su conjunto un espacio de medida X, de modo que X= {xi/i ∈ (1, . . . ,k)}.
Además, las variables predictoras xi pueden ser variables cuantitativas (xi ∈R) o categó-
ricas (valores no numéricos que pueden ser ordenados o no, como por ejemplo ‘soltero’,
‘casado’, ‘divorciado’, etc.) A partir de ahí, el objetivo es clasificar un objeto dado o caso
-l- de los n disponibles en la muestra, donde l ∈ (1, . . . ,n). Cada caso l toma un vector de
valores (x1l , x
2
l , . . . , x
k
l ), que será la información tenida en cuenta para que el clasificador
le asigne en alguna de las J clases previamente definidas j = {1, . . . , J}.
La clave del proceso de clasificación es construir la regla de clasificación o clasificador
que asigne a cada caso una de las clases.
Definición 2.14. Un clasificador o regla de clasificación es un algoritmo que dado
un conjunto X con J clases A1, . . . , AJ es capaz de asignar a cualquier caso x sin etiquetar
una clase en base a sus características.
Para construir el clasificador es preciso establecer un proceso de aprendizaje en base
a un conjunto de casos que sirven de entrenamiento o aprendizaje (learning or training
sample).
Definición 2.15. Muestra de aprendizaje -learning sample- (L) es conjunto com-
puesto de N casos xn ∈ X con n ∈ (1, . . . , N) donde cada caso tiene asociada una clase
j ∈ (1, . . . , J). Tal conjunto está entonces formado por los siguientes pares:
L= {(x1, j1), . . . , (xN , jN)}
.
Es por lo que se acaba de explicar, que esta clasificación toma el nombre de ‘supervi-
sada’, ya que previamente se ha supervisado o establecido a qué clase pertenece cada
caso. Otro requisito para que pueda haber aprendizaje, es que la muestra de aprendizaje




Cuando se procede a un estudio de clasificación se pueden tener dos objetivos: el
predictivo, más centrado en clasificar simplemente de forma correcta nuevos casos, y
además el objetivo de permitir conocer las variables predictoras más influyentes y el
papel que juegan éstas en el proceso de clasificación. Esto último ayuda a entender el
fenómeno que se trata de predecir, y no es excluyente (Breiman 2017) de la capacidad
predictiva.
Por lo anterior, tras llevar a cabo un proceso de clasificación, es común, además de
obtener una medida de la precisión -accuracy-, acompañar el output de un ranking con
las variables que más peso tienen en la clasificación (conocido como variable importance
ranking). En esta memoria, tal y como se ve en el apartado 3.3, cuando se aplican
algoritmos basados en clasificación supervisada se hace tanto con fines predictivos, como
para comprender que rol juegan las variables predictoras y su importancia.
En esta obra, se han empleado diferentes algoritmos de aprendizaje: el CART (ver
Breiman (2017), Random Forest -RF- (Breiman 2001), Stochastic Gradient Boosting
-GBoost- (Friedman 2002) y Xtreme-Gradient Boosting (X-GBoost) (Chen & Guestrin
2016).
Por último, queda por ver cómo se evalúa la calidad de la clasificación obtenida por
un clasificador. Además de la precisión -accuracy-, que funciona de forma análoga a
la ya explicada en el subapartado 2.3.3, cabe destacar la conocida como curva ROC
(Receiver Operating Characteristic) o área bajo la curva (AUC) como la medida clave de
la bondad de un clasificador. Como su nombre indica, trata de situar para diferentes
valores paramétricos (los que sean contemplados por el algoritmo en cuestión) los valores
de sensibilidad -en inglés recall- y 1−especificad en una curva.
(2.16) Sensibil idad = V P
V P+FN
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(2.17) 1−Especi f idad = FP
V N+FP
Teóricamente, al exigir que la sensibilidad sea alta, esto hace que el valor 1−especifidad
sea bajo y viceversa. Se trata entonces de encontrar un equilibrio. Los resultados del pro-
ceso de clasificación se pueden sintetizar en cuatro posibilidades a través de la conocida
como matriz de confusión, que puede verse en la Tabla 2.1.
Tabla 2.1: Matriz de confusión













2.7. Segmentación de imágenes
La segmentación de imágenes -image segmentation- trata de sintetizar la información
de una imagen para facilitar su análisis (Guada 2018), y esto lo hace a través de la divi-
sión de ésta en regiones que pueden ser más o menos pequeñas, pero que han de recalcar
las diferencias más importantes entre los elementos de la imagen. Es considerada una
de las principales técnicas del procesamiento de imágenes (ver la Figura 1.1).
Idealmente, cada una de las regiones que se obtienen en el output posee píxeles lo
más homogéneos dentro de su región, y lo más heterógeneos posible respecto a los de las
regiones vecinas (González & Woods 2008). Las regiones no dividen de cualquier forma
la imagen, sino que son una partición de ésta, de modo que las diferentes regiones no
están solapadas, y juntas conforman la imagen íntegra (Pal & Pal 1993).
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Definición 2.16. Una segmentación de una imagen I es una partición de ésta en
regiones Ri con i ∈ (1, . . . ,n) de modo que ∪ni=1Ri = I y además sin que haya solapamiento
entre las regiones: Ri∩R j =;,∀i 6= j
Aunque se han desarrollado cientos de algoritmos de segmentación de imágenes con
aplicaciones en una gran variedad de campos, sigue sin existir un método de segmen-
tación válido universalmente, pues su desempeño depende en gran medida del tipo de
imágenes en el que se aplica. Además, como argumentan Pal & Pal (1993), se trata de
una técnica que depende más de las condiciones psico-físicas, y por tanto no tiene una
aproximación totalmente satisfactoria desde el punto de vista analítico, requiriendo para
completarla de la introdución de información de tipo semántica. En este sentido, se puede
decir que, aunque la segmentación de imágenes es una técnica que trabaja a un nivel
bajo del procesamiento visual -low level vision- (Marr 1982), para su funcionamiento
óptimo -esto es, para extraer regiones que resuman lo mejor posible la imagen de acuerdo
a unos fines requeridos- ha de trabajar a un nivel de procesamiento medio o incluso alto
-medium or high level vision- (ver Figura 1.1).
Algunas de las aplicaciones de la segmentación de imágenes son las imágenes médicas,
donde se pueden aplicar al estudio de la salud muscular (Wang 2010), al reconocimiento
de células cancerígenas (Al-Kofahi et al. 2010), o a la identificación de síntomas del
cáncer de próstata (Bustince et al. 2010), o también en el campo de la percepción remota,
donde se aplican en la identificación y conteo de árboles (Kwak et al. 2007, Kim 2007),
la extracción de edificaciones (Belgiu & Draˇgut¸ 2014), en la condución autónoma -self-
driving car (Sotelo et al. 2004), etc.
Existen diferentes clases de algoritmos de segmentación. Algunas de ellas son:
Técnicas basadas en aplicar un threshold en escala de grises (Bustince et al.
2010, Pal & Pal 1993). Se trataría de la técnica más sencilla, pues es el modo más
inmediato de generar regiones, por medio de un umbral. El procedimiento sería
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similar al empleado en detección de bordes, sólo que el umbral α se aplica de modo
que si un conjunto de píxeles de I gray ≤ α, entonces ‘cae’ en una de las regiones,
y de lo contrario lo hace en la otra, resultando de ello una imagen binaria (Ibin).
Para que haya más de dos regiones, se pueden establecer umbrales adaptados
-adaptative thresholding- en diferentes zonas de la imagen (Nakagawa & Rosenfeld
1979).
Técnicas que se sirven del watershed (Kwak et al. 2007, Mei & Durrieu 2004).
Esta técnica tuvo su inspiración en la ingeniería (González & Woods 2008) y se
basa en la idea de tratar la imagen como si fuera una superficie de una cuenca
geográfica (watershed en inglés).
Técnicas que hacen uso del crecimiento de regiones (region-growing met-
hods) (Nock & Nielsen 2004), en las que partiendo de un píxel como región, se
busca en los píxeles vecinos que sigan siendo similares de modo que la región inicial
pueda crecer iterativamente hasta alcanzar aquellos límites de la región donde se
encuentren diferencias importantes. De este modo, los píxeles donde cambia una
región actuan de frontera entre regiones.
Técnicas que emplean métodos de clustering (ver sección 2.5), en las que se
buscan regiones empleando técnicas de creación de clusters, siendo la más habitual
el método de las k-means (Barghout & Sheynin 2013), con su variante difusa Fuzzy
c-means también frecuentemente empleada.
Técnicas que se sirven de grafos, donde se modela la imagen como si fuera un
grafo, y en la que los píxeles están conectados actúando de nodos en el grafo (Guada
et al. 2018, Guada 2018).
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2.8. Teledetección mediante LIDAR
Hasta ahora, en esta memoria, se ha tratado con imágenes que como mucho disponen
de tres canales (RGB). Sin embargo, la llamada percepción remota o remote sensing
(Campbell & Wynne 2011) trabaja con imágenes hiperespectrales, las cuales almacenan
una información espectral superior a lo habitual, y pueden incluir múltiples canales,
además de manejar diferentes espectros. Este es el caso de lo que se logra con los sistemas
LIDAR.
Definición 2.17. El LIDAR (Light Detection And Ranging) es un sistema de teledetección
óptica que utiliza la luz de láser para obtener una muestra densa de la superficie de la
tierra produciendo mediciones exactas de x, y y z.
Para tomar información siguiendo esta técnica, es preciso emplazar un sensor en
un dispositivo, como puede ser un satélite, un avión, un dron, un vehículo, etc. Algunos
de los campos donde se ha aplicado el LIDAR son: Arqueología (Devereux et al. 2005),
Agricultura (Weiss & Biber 2011), Ciencias Forestales -forestry- (Kwak et al. 2007),
conducción autónoma -self-driving car- (Wolcott & Eustice 2014), etc.
La información provista por el LIDAR configura una nube de puntos en el espacio (ver
Figura 2.21, que tras ser procesada (Sampath & Shan 2007), hace posible reconstruir
una superficie (ver Figura 2.22).
2.8.1. Detección y clasificación de árboles mediante LIDAR
Los bosques juegan un papel fundamental en el ecosistema y la economía de una
sociedad (Davis et al. 2001). Para su estudio es fundamental la clasificación de árboles y
plantas, y por ello la percepción remota resulta una herramienta poderosa. Los datos
Lidar han sido empleados con éxito para la detección y clasificación de árboles (Kwak
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FIGURA 2.21. Nube de puntos proveniente de datos LIDAR.
FIGURA 2.22. Imagen del Capitolio en Washington, D.C (USA) construida a
partir de datos LIDAR.
et al. 2007, Mei & Durrieu 2004, Belgiu & Draˇgut¸ 2014) e incluso pueden ser usados
para estimar su altura. El procedimiento habitual suele incluir las siguiente etapas:
1. Construcción de la nube de puntos a partir de los datos Lidar (un ejemplo se puede
ver en la Figura 2.21).
2. Separación entre ‘suelo’ -ground- y ‘no suelo’ -non-ground- mediante aplicación de
alguna técnica que permita clasificar entre ambas categorías (Axelsson 2000). La
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técnica de este autor se usa habitualmente no sólo para la extracción de árboles,
sino de otros elementos del terreno como edificios. En ocasiones facilita la tarea
tener una preclasificación de los puntos (ver Figura 2.23), pero para que funcione
bien requiere capturar más información (más canales) a parte de los tres del Lidar.
3. Generación de un modelo de la superficie del terreno (Digital Elevation Model o
DEM) a partir de una interpolación de la malla o red grid generada por los puntos.
4. Extracción del modelo de las copas de los árboles (Digital Canopy Model) sustra-
yendo el suelo (Digital Terrain Model o DTM) al DEM -también llamado DSM por
Digital Surface Model-. Formalmente: DCM = DSM−DTM. Se puede ver una
muestra de estos modelos en la Figura 2.24.
5. Un paso habitual una vez se dispone del DCM es aplicar una técnica de segmenta-
ción de imágenes (ver 2.7). Algoritmos como el Watershed (Mei & Durrieu 2004) o
el Multiresolution segmentation (Belgiu & Draˇgut¸ 2014, Liu & Yang 1994) son de
uso frecuente para este cometido.
6. Las regiones producidas en el paso anterior tienen que ser clasificadas de algún
modo, por ejemplo mediante una técnica de clustering (ver sección 2.5) -si se
pretende hacer de modo no supervisado-, o a través de técnicas de machine learning.
El caso más sencillo es el de la binarización de objetos -regiones-, discerniendo
entre objetos de interés (por ejemplo una especie de árbol) y el fondo (todo lo que
no es ese tipo de árbol). En otros casos se pueden tener varias categorías en las
que clasificar los objetos, como sucede en Kwak et al. (2007), donde se trata de
identificar pinos, robles, y otras especies.
En la práctica, para la extracción de los árboles a partir de una imagen, se combinan
diferentes técnicas como por ejemplo el uso de la morfología matemática (Soille 2013), la
cual ayuda a separar las regiones de interés y a "depurar"las regiones creadas. Pequeño
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FIGURA 2.23. Preclasificación de puntos Lidar.
FIGURA 2.24. Modelos generados a partir de la nube de puntos LIDAR: a.
Digital Canopy Model b. Digital Surface Model y c. Digital Terrain Model. a
= b - c.
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ruido dentro de los objetos producido al sobresegmentar (cuando se han producido exceso
de regiones) puede ser eliminado por medio de estas técnicas a través de operaciones
como son la apertura y el cierre y otras relacionadas (González & Woods 2008). Para el
caso concreto de la extracción de árboles, las operaciones morfológicas pueden ser de
gran ayuda (Kwak et al. 2007), ya que consolidan la forma de la region cuando ésta no
es fácil de concretar, cosa que ocurre con frecuencia en el reconocimiento de árboles o












NUEVOS ALGORITMOS DE EVALUACIÓN GLOBAL EN LA
FASE DE ESCALADO DE LA DETECCIÓN DE BORDES
RESUMEN:
E l objetivo principal de este capítulo es la de proponer dos nuevos algoritmos dedetección de bordes -uno no supervisado y el otro supervisado-. Ambos estánbasados en técnicas de evaluación global -que se aplica en la fase de escalado- y se
han desarrollado para ser competitivos con los algoritmos tradicionales de detección de
bordes y corregir algunas de sus limitaciones.
Este capítulo consta de cuatro apartados. Se presenta en el primero de ellos la
evaluación global con segmentos de borde (edge segment), concepto que es fundamental
en la fase de escalado de la detección de bordes (ver apartado 2.3.1). El primero de ellos
presenta la versión no supervisada del algoritmo llamado EDFCS (Fuzzy Clustering de
segmentos), que se sirve de un clustering difuso de segmentos. El segundo apartado
aborda el algoritmo que supone la versión supervisada de la evaluación global con
segmentos, en la cual se explicita el proceso de creación de un ground-truth compuesto
de segmentos que es necesario para el aprendizaje de los segmentos ‘verdaderos’. En el
cuarto y último apartado, se plantea una nueva aproximación del algoritmo EDFCS desde
otra perspectiva, considerándolo como una técnica de post-procesamiento de bordes que
acepta como entrada -input- una salida proveniente de cualquier algoritmo de detección
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de bordes.
3.1. Evaluación global
Como se ha adelantado en apartados anteriores, la decisión definitiva de si un cambio
en la luminosidad -información espectral- de un píxel debe ser borde o no, no depende
sólo de dicho píxel, sino que se establece en la fase de escalado por medio de la evaluación
global. Previa a esta fase, y tras la fase de mezcla-agregación (blending-aggregation) se
tiene una versión de I que se ha denominado Ibf , y en la se han extraido unos píxeles
que pueden llegar a ser borde una vez se aplique la fase de escalado. A su vez, previo al
escalado, del cual resulta la salida final con los bordes, hay que aplicar la técnica conocida
como adelgazamiento -thinning-, que según se explicó en las fases de la detección de
bordes (ver 2.3.1), da como resultado un borde lo más fino posible -con 1 píxel de grosor-.
La imagen de la que se parte al comienzo del escalado es, por tanto, una imagen que ha
sido adelgazada (I thin).
Es importante definir el tipo de píxeles que conforman la I thin, ya que son aquellos
con los que trabaja el algoritmo que se desarrolla en este capítulo. En la Figura 3.1 se
muestra desde donde se está partiendo -desde la fase IV- para comenzar a trabajar con
la aproximación global -evaluación global- en la fase de escalado -fase V-.
Definición 3.1. Sea I thin la imagen ‘adelgazada’ previa al escalado, diremos que un
píxel (i, j) es candidato a borde si I thini, j > 0.
Se puede ver un ejemplo de píxel candidato a borde en la Figura 3.2. Se aprecia que la
I thin no está adelgazada de cualquier modo, sino que el método de adelgazamiento de la
imagen asegura que los bordes tengan grosor de 1 píxel1. Siguiendo esta imposición, por




FIGURA 3.1. En la fase de adelgazamiento.
FIGURA 3.2. a) 4 píxeles candidatos a borde; b) 4 píxeles que no serían candi-
datos a borde, puesto que no se permiten estructuras de más de 1 píxel de
grosor.
ejemplo, un borde cuadrado compuesto de 2x2 píxeles candidatos a borde no se permite,
tal y como se muestra en la Figura 3.2b).
Según lo visto, tras las primeras cuatro fases de la detección de bordes (ver Figura
3.1) se tiene el conjunto de píxeles candidatos a borde que denominamos C = {c1, . . . , cn}
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con C ⊂ I thin y cuyo cardinal es |C|.
Una vez se ha definido lo que es un píxel candidato a borde, y tras haberse establecido
que la I thin es la imagen previa al escalado, ya se puede comenzar a trabajar con
estructuras formadas por esta clase de píxeles, las cuales son la base de la evaluación
global que se presenta a continuación.
3.1.1. Evaluación global con segmentos
Una vez se ha definido el conjunto C de los candidatos a borde, se puede introducir el
concepto de segmento de borde o simplemente segmento. Para introducir este concepto y
mostrar su importancia, conviene recordar que algunos autores (Kitchen & Rosenfeld
1981, Venkatesh & Rosin 1995) han señalado que existen limitaciones cuando la clasifi-
cación de los píxeles candidatos a borde en ‘borde’ (píxel blanco) o ‘no borde’ (píxel negro)
se basa en una simple evaluación local (ver escalado -fase V- en 2.3.1 y la Figura 2.9).
Las diferencias entre una aproximación global y una local pueden apreciarse en la
Figura 3.3.
Lo que se propone en esta memoria, y se aplica en los algoritmos desarrollados, es
el uso de un método de evaluación global basada en segmentos de borde. Siendo más
concretos, la aproximación que se plantea está basado en cadenas de píxeles conectados
(edge list según Venkatesh & Rosin (1995)) que se denominan segmentos de borde. Esta
idea de conexión entre píxeles candidatos a borde conduce a la siguiente definición:
Definición 3.2. Sea C = (c1, . . . , cn)⊂ I thin el conjunto de píxeles candidatos a borde de
una imagen digital I thin, entonce Sl ⊂C es un segmento de borde -edge segment- si
y sólo si se cumple lo siguiente:
(i) S es conexo, es decir, ∀ca, cb ∈ S existe un camino pica,cb contenido en S que conduce
desde el píxel ca hasta el píxel cb.
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(ii) S es el maximal, es decir, si S′ ⊂C es otro subconjunto conectado de píxeles candida-
tos a borde, entonces S ⊂ S′⇒ S = S′.
Es importante señalar que, dada esta definición, cada c ∈C (cada candidato a borde)
pertenece a un único segmento. Es fácil ver que el modo en que se han definido los
segmentos configura una partición del conjunto de píxeles candidatos a borde C. Entonces,
si denotamos por S = {Sl : l = 1, . . . , s} al conjunto de segmentos, este establece una
partición del conjunto C, i.e., ∪l=1,...,sSl =C y ∩l=1,...,sSl =;.
Se define a continuación qué se entiende por evaluación global.
Definición 3.3. Dada una imagen de candidatos a borde I thin, y dado su conjunto de
segmentos S, diremos que se realiza una evaluación global en la fase de escalado con
dicha imagen si se cumple lo siguiente: Sean (i, j) y (i′, j′) dos píxeles pertenecientes a un
mismo segmento Sl ∈S→ e(i, j)= e(i′, j′).
Obsérvese que siguiendo este sistema de decisión, la fase de escalado se convierte
en un problema de clasificación de los segmentos en dos clases: en segmentos de borde
(e(i, j)= 1∀(i, j) ∈ Sl) y segmentos de no borde (e(i, j)= 1∀(i, j) ∈ Sl).
Por lo anterior, el algoritmo de detección de bordes (no supervisado) que se propone
en esta memoria, se puede considerar como un algoritmo de clasificación de segmentos
en segmentos de borde ‘verdaderos’ o segmentos de borde ‘falsos’.
En la Figura 3.4 se puede ver un ejemplo con el proceso completo de formación de
segmentos.
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FIGURA 3.3. Diferencias entre evaluación local y global.
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FIGURA 3.4. De la imagen original a los segmentos.
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3.2. EDFCS: un nuevo algoritmo de detección de
bordes basado en Fuzzy clustering con
segmentos
Tras el estudio en el apartado anterior de la evaluación global, y cómo ésta trabaja
con segmentos para establecer los bordes definitivos después de la fase de escalado,
se dan las condiciones para presentar un nuevo algoritmo que trabaja con este tipo
de evaluación. Una de las ventajas que reporta el trabajar con segmentos, y que no
existe cuando se trabaja a nivel de píxel individual -evaluación local-, es la posibilidad de
extraer información de los segmentos a partir de sus características. Estas características
toman la forma de vectores asociados a cada segmento que van a permitir el uso de
técnicas de clustering (ver apartado 2.5). Además, estas características -segment features-
van a propiciar el desarrollo de un algoritmo no supervisado. Este primer algoritmo es no
supervisado debido a que se desconoce a priori si un segmento es bueno o no. Siguiendo
esta idea, parece natural ‘permitir’ a una técnica exploratoria como es el fuzzy clustering
clasificar los segmentos en una de estas dos clases: la de los segmentos ‘borde’ o la de los
segmentos ‘no borde’.
El uso de la evaluación global basada en segmentos ya fue tratado por Venkatesh &
Rosin (1995), sin embargo, en esta memoria se ha trabajado con muchas más caracterís-
ticas (hasta 8) comparado con el trabajo de estos autores (donde se trabajaba con sólo
2: la longitud del segmento y su intensidad media). Otra novedad, es que estos autores
no emplearon técnicas de clustering para clasificar los segmentos en ‘borde’ o ‘no borde’,
sino que aplicaron una función discriminante que puede observarse en la Figura 2.14.
Un tercer aspecto novedoso del algoritmo que se propone más abajo, es que el clus-
tering que se emplea no es del tipo clásico (ver técnicas de clustering en 2.5) donde se
enmarca por ejemplo el algoritmo de las k medias. La motivación para emplear otro tipo
82
3.2. EDFCS: UN NUEVO ALGORITMO DE DETECCIÓN DE BORDES BASADO EN
FUZZY CLUSTERING CON SEGMENTOS
de algoritmo de clustering reside en el hecho de que cuando los grupos/clases están muy
desbalanceados tienden a verse afectados en la clasificación. En el caso de los segmentos
existe desbalanceo, pues es mucho mayor en número el grupo de segmentos malos que
el de buenos, y esto hace que se vea afectada la clasificación como se ha comentado. Es
por ello que se decidió aplicar un algoritmo de fuzzy clustering (ver 2.5.1), el cual se
adapta mejor al desbalanceo entre clases (del Amo et al. 2008), gracias a su evaluación
multi-criterio basada en las medidas de relevancia, cobertura y redundancia.
Tras lo anterior, se propone este nuevo algoritmo de detección de bordes mediante
evaluación global, el cual tiene varias partes diferenciadas, cada una de ellas, a su vez,
con varios pasos. La primera y segunda partes están centradas en la construcción de
los segmentos y la extracción de las características, mientras que la tercera se dedica
a aplicar un algoritmo de fuzzy clustering específicamente diseñado para trabajar con
segmentos.
1. Dada una imagen en grises que ya ha pasado por las fases de mezcla-agregación
(fase III) y adelgazamiento (fase IV) I thin, se tiene que obtener el conjunto de
píxeles candidatos a borde C (ver 3.1.1 y la Figura 3.4) y el conjunto de segmentos
S= {Sl : l = 1, . . . , s} de ésta.
2. Para cada segmento Sl , se obtienen sus características (ver 3.2.1). Estas caracterís-
ticas pueden entonces ser normalizadas y de este modo tomar valores en el rango
[0,1]. Sea xrl la r-th característica asociada al segmento de borde Sl , para l = 1, ..., s;
r = 1, ...,k donde k es el número de características extraidas para cada segmento.
De este modo, el espacio de características de los segmentos puede definirse como
F = [0,1]k, siendo xl el vector de características del segmento Sl .
3. Sobre el espacio F se aplica un algoritmo de fuzzy clustering para el conjunto
de segmentos, basado en los conceptos de relevancia, redundancia, y cobertura
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(Del Amo et al. 2001) (ver 2.5.1 para más detalles). El número de clúster se establece
en 2 (el de ‘buenos’ segmentos y el de ‘malos’). A partir de la solución (defuzzification)
resultante de aplicar el algoritmo de fuzzy clustering se obtiene la clasificación
entre segmentos buenos y malos. Esta solución determina la imagen/solución final
del algoritmo, la Isol .
En los siguientes dos subapartados se explican en detalle los principales pasos de este
algoritmo: extracción de las características de los segmentos y el proceso de aplicación
del 2-fuzzy clustering.
3.2.1. Características de los segmentos
Unos de los puntos clave en la fase de escalado mediante evaluación global que
se propone en esta memoria, está basado en las posibilidades que ofrece el uso de las
características de los segmentos. En este subapartado se presentan estas características,
las cuales se van emplear en el algoritmo que se propone. Según la notación presentada
arriba, el vector de características para cada segmento Sl se puede contemplar como
un punto en el espacio de características xl = (x1l , x2l , ..., xrl ) ∈ F = [0,1]k con k siendo el
número de características consideradas. En este trabajo se llegan a estudiar hasta las 8
características (k= 8) siguientes:
Longitud. Para cada segmento Sl ,
(3.1) x1l = Longl = |Sl |
Así, esta característica puede verse como el número de píxeles por segmento.
Media aritmética. Para cada segmento Sl ,
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Donde I thinp representa la intensidad del píxel candidato a borde p,
Máximo y mínimo. Para cada segmento Sl , se obtiene:
x3l =Max{I thinp : p ∈ Sl},
(3.3) x4l =Min{I thinp : p ∈ Sl}
Desviación estándar. Para cada segmento Sl :




p − x2l )2
x1l
Mediana. Para cada segmento Sl ,
(3.5) x6l =Median{I thinp : p ∈ Sl}
La posición del píxel central. Para cada segmento Sl , se obtienen las coordena-
das del píxel que ocupa la posición central del segmento,
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(3.6) (x6l , x
7
l )=Central l ,
Donde x6l y x
7
l son las medias de las posiciones vertical y horizontal respectivamen-










En lugar del píxel central, otra opción razonable es obtener el píxel que sea el
centro de gravedad del segmento, es decir, el píxel que deje a ambos lados la mitad
del total de intensidad del segmento. Una vez se ha calculado el píxel central, se
obtiene la distancia euclídea a los puntos de intersección (ver Figura 3.5) siguiendo
la regla de los tercios, la cual es un estándar en composición fotográfica (Goldstein
2009).
La regla de los tercios
Esta regla establece que los objetos más importantes en una fotografía tomada por
un ser humano tienden a ocupar posiciones cercanas a los puntos de interesección
de las líneas divisorias. Siguiendo este principio se calculó el mínimo de las cuatro
distancias generadas por los cuatro puntos de intersección creados por las cuatro
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FIGURA 3.5. La regla de los tercios: En este ejemplo, las caras tienden a situarse
cerca de los puntos de intersección.
líneas divisorias (dos horizontales y dos verticales). Obviamente esta medida
basada en la regla de los tercios sólo tiene sentido cuando se trabaja con imagénes
tomadas por personas, que a su vez forman parte de las imagénes del mundo físico
(ver tipos de imágenes en 2.3.3).





f i j f i′ j′dist((i j), (i′ j′))




dist((i j), (i′ j′)) es la distancia de Manhattan entre píxeles.
La mayoría de estas características fueron creadas ex profeso para el algoritmo que
se propone usando principios que provienen de la teoría de la percepción visual humana
(Goldstein 2009). La última característica, la posición del píxel central, es especialmente
importante desde un punto de vista de la percepción humana, ya que los objetos que un
ser humano reconoce tienden a ocupar ciertas posiciones en la imagen. Esto hace que la
información sobre la posición del segmento Sl en I thin sea relevante.
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3.2.2. Algoritmo de detección de bordes EDFCS
Una vez reducido el problema de detección de bordes a un problema de clasificación
de segmentos mediante clustering, y tras haber definido las características en el apartado
anterior, ya es posible servirse de ellas para clasificar los segmentos en dos clases: la
de los segmentos ‘verdaderos’ y los ‘falsos’. Teóricamente se puede considerar que los
segmentos verdaderos son aquellos fácilmente distinguibles por un ser humano, mientras
que los falsos son aquellos no relevantes desde el punto de vista humano. Esto es así,
porque las características tenidas en cuenta para la toma de decisión sobre los segmentos
producen estructuras ‘orgánicas’ de bordes más fácilmente distinguibles para el humano.
En este sentido, no hay que olvidar que la visión humana tiende a continuar las formas
de los bordes siguiendo el principio de continuidad (Goldstein 2009).
El ruido en una imagen puede considerarse -cuando no indique alguna textura
significativa- como un conjunto de bordes no relevantes, tendiendo a formar segmentos
muy cortos, y en muchas ocasiones de un sólo píxel. Según esto, poca o ninguna informa-
ción valiosa sobre los elementos de la imagen puede esperarse de este tipo de segmentos
‘ruidosos’.
Al aplicar el fuzzy clustering se busca encontrar dos grupos de segmentos, los cuales
conformen una partición de todos los segmentos: SB∪SNB =S y SB∩SNB =; (B=‘borde’
y NB=‘no borde’). En Venkatesh & Rosin (1995), se usaron técnicas heurísticas para
resolver este problema, y estos autores establecieron dos regiones separadas por una
curva que debía ser obtenida mediantes un método heurístico (ver Figuras 2.14 y 3.6).
Algoritmos como el Fuzzy C-means (FCM) o el K-means (ver 2.5) podrían usarse
para esta discriminación entre segmentos, pero tienen la desventaja de no considerar la
naturaleza de los datos, y lo que es más importante para este propósito, estos algoritmos
no funcionan demasiado bien cuando los grupos son desbalanceados. Y es justo éste el
caso que se presenta, ya que el conjunto de segmentos verdaderos es inferior al de falsos,
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produciéndose además mayor desbalanceo cuanto mayor ruido haya en la imagen. Se
pueden apreciar los porcentajes en los que se mueven tales desbalanceos en la Tabla
4.2. Cuando haya mucho ruido, y por tanto potenciales bordes espurios, los algoritmos
mencionados podrían considerar segmentos verdaderos -bordes verdaderos- como datos
atípicos. Y además de la limitación anterior, estas técnicas están diseñadas para tratar
de optimizar sólo una medida de calidad a la vez.
Por lo anterior, se propone en esta memoria un algoritmo basado en la aproximación
ya presentada con buenos resultados en Flores-Vidal, Gómez, Olaso & Guada (2018),
Flores-Vidal, Olaso, Gómez & Guada (2018), Flores-Vidal, Martínez & Gómez (2018). Una
aproximación en la que en lugar de simplemente minimizar la suma de las distancias de
los segmentos a sus centroides como haría el algoritmo FCM, esta basada en un problema
multi-criterio centrado en identificar los centroides de los grupos teniendo en cuenta las
tres medidas planteadas por Del Amo et al. (2001) y que fueron explicadas brevemente
en los preliminares (ver 2.5.1).
De este modo, estas tres medidas de calidad presentadas representan tres criterios
diferentes que deben ser optimizados. Como en cualquier problema multi-criterio, este
problema de clustering puede abordarse desde diferentes aproximaciones.
Se describe a continuación el algoritmo EDFCS -Edge Detection based on Fuzzy
Clustering with Segments-, cuyo código se encuentra explicitado en el Apéndice A:
Se denota por F o Fs,k al espacio de soluciones donde s es el número de segmentos
a clasificar y k son las características asociadas a cada uno de ellos normalizadas
(dividiéndolas por sus respectivos máximos). Se fija el número de grupos a 2 (‘bordes’ y
‘no bordes’).
La propuesta de algoritmo es la siguiente:
1. Se define el conjunto de los potenciales clusters a partir de la construcción de una
rejilla con n−1 cortes (es decir, se divide el intervalo [0,1] en n partes) sobre el
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espacio de características de los segmentos F, K = {νr : r = 1, . . . ,nk}⊂ F, entonces
cada uno de los vértices de esta rejilla será el potencial centroide ν asociado a un
cluster o clases. Se tendrán por tanto nk potenciales cluster.
2. Se calcula la relevancia asociada a cada posible partición mediante el cálculo del
grado de pertenencia del segmento al potencial centroide. Se emplea en este caso
la norma euclídea. Después, el nivel de pertenencia de cada segmento al potencial
centroide es normalizado con una distancia máxima d = p3 .2 ajustándose del
siguiente modo:




3. Se calcula la relevancia de cada clase como el número de los s segmentos que
pertenecen a cada potencial clusterr -asociado a ese centroide νr- con un grado de
pertenencia de al menos α. Se impone una tasa mínima de elementos w3 que debe
cubrir el cluster para ser un cluster candidato.
relevα =Φα(µ1r, . . . ,µsr)= |{µir/µir ≥α}|
Donde µlr representa el grado de pertenencia del segmento Sl al potencial cluster




o dicho de otro modo, como la inversa de la distancia euclídea entre el vector de




2Ver líneas 30 a 75 en el código de A.1.
3En nuestro código este valor toma el 20%, de modo que no se admiten cluster que recojan menos de
dicho porcentaje de segmentos.
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4. De entre los cluster potenciales, se selecciona el que tenga mayor relevancia α entre
los que cumplen el cubrimiento exigido:
i
′ = arg ma´x
j=1,...,r
{relevα}
5. Para obtener el otro cluster (cluster i) se busca entre los siguientes con mayor cober-
tura para una relevancia dada. Entonces, se calcula el conjunto de los segmentos
compartidos por ambos cluster, i
′
y el potencial candidato a cluster i:
D i = {l : mı´n{µi′ (l),µi(l)}≥ redund},
Entonces i
′
y i son considerados redundantes para un porcentaje de solapamiento
psolap si |D i| ≥ psolap. Finalmente, se selecciona el cluster más relevante (i′′)
entre los que están en D y no son redundantes, es decir i





‖ entonces se intercambian, lo que se traduce en que los bordes son
aquellos con la norma mayor en F.
Se puede ver un resumen del proceso completo en la Figura 3.6.
En cuanto a la complejidad computacional del algoritmo: El primer paso es definir el
conjunto de potenciales clusteres, y el tiempo y espacio de almacenamiento requeridos
para ello son del orden de O(c) donde c representa el número inicial de potenciales
clusters y actúa de parámetro de entrada. El segundo paso es calcular la relevancia de
cada cluster, y sus requerimientos de tiempo y espacio de almacenamiento son del orden
de O(c · s) y O(c) respectivamente, donde s es el número de segmentos. El tercer paso
puede ejecutarse en paralelo al anterior, y en cualquier caso requiere un tiempo del orden
de O(c). El cuarto paso consiste en calcular los segmentos que tienen en común el cluster
i1 con los otros, y requiere un tiempo de O(c·s). Resumiendo, la complejidad del algoritmo
a nivel global es del orden de O(c ·s). Permítanse ahora unas consideraciones sobre lo que
esto significa: k depende del número de caracterísitcas tenidas en cuenta y del tamaño
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1.Imagen original 2.La Ithin con los segmentos
3.Dos de las características de los segmentos
(Hay 8 pero por simplificar se representa el
espacio formado por sólo 2)
4a.Cluster de segmentos “verdaderos”
4b.Cluster de segmentos “falsos”
Lorem Ipsum
5.Salida final del algoritmo 
Los segmentos “desechados” 
FIGURA 3.6. Un esquema abreviado del algoritmo propuesto EDFCS (Fuzzy
cluster of segments.)
que asignamos a la rejilla. En este sentido, si por ejemplo se consideran 5 características
y se establece una rejilla de 10 pasos, habrá un total de c = 105 potenciales cluster.
En general si n es el número de pasos y k el número de caracterísitcas, será c = nk.
Finalmente, s puede variar mucho, dependiendo por un lado de la imagen estudiada y por
el otro del algoritmo previamente seleccionado para obtener los segmentos. En cuanto
a las medidas de calidad del fuzzy clustering se consideran los siguiente parámetros:
m ∈ [0,1] como el mínimo grado de pertenencia para calcular la relevancia, re como el
mínimo grado de pertenencia para calcular la redundancia, y pr como el porcentaje de
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redundancia permitido. Entonces, la relevancia de un potencial grupo -clúster- puede ser
calculada como el número de segmentos perteneciendo a éste con un grado de pertenencia
de al menos m. Además, dos potenciales grupos serán considerados con una redundancia
o solapamiento que los haga incompatibles si una proporción de segmentos mayor que
pr pertenezcan a ambos clusters con al menos un grado re. Los pasos del algoritmo
son explicados en detalle en el apéndice A.1, mientras que su pseudo-código figura a
continuación:
Algorithm 1 Pseudo-código del EDFCS
1: procedure (-EDFCS-)
2: Se etiquetan los s segmentos (Sl) contenidos en I thin
3: for segmento1 a segmentos do
4: Se extraen las k características de xl = (x1, . . . , xk) de Sl
5: Se normalizan las características de modo que F = (0,1)k
6: Se crea la rejilla dividiendo el intervalo [0,1] en n partes
7: Se crea la matriz que contiene los r = nk potenciales clusters
8: Centroide j = vértice j del espacio F
9: for j = cluster1 a clusterr do
10: for l = 1 a s -todos los segmentos- do
11: if µlr ≥α then
12: El segmento pertenece al cluster j para una relevancia α
13: i′ = argma´xr=1,...,nk (relevanciaα) Se selecciona el cluster más relevante para ese
valor α de entre los que aseguran al menos un tasa de segmentos mínima de w
14: Se calcula el conjunto D i de los segmentos compartidos por i’ e i
15: if |D i| ≥ %solap Si se da este porcentaje de segmentos compartidos para la rele-
vancia anterior then
16: i′′ = argma´x{r i : i = 1, . . . ,nk−1} Se selecciona como segundo cluster -la otra
clase- al siguiente más relevante que cumpla el porcentaje de solapamiento.
17: if Si ‖centroide i′ < centroide i′′‖ then
18: Los cluster se intercambian de modo que los bordes son el cluster con mayor
norma en F
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3.3. EDGESS: Algoritmo de clasificación supervisada
de detección de bordes basado en segmentos
En la sección anterior se ha propuesto un sistema que permite discernir los segmen-
tos ‘buenos’ de los ‘malos’ de manera no supervisada. Una pregunta que parece lícito
formularse es la siguiente: ¿Es posible plantear este problema como un problema de
machine learning donde los objetos sean los segmentos y las clases -etiquetas- ‘buenos’ y
‘malos’?
En Venkatesh & Rosin (1995), esta discriminación de segmentos es hecha por medio
de un algoritmo de clustering (que es una técnica no supervisada) basado únicamente en
dos características (longitud del segmento y media aritmética de la intensidad). La razón
principal de presentar una metodología supervisada es que sería necesario saber si un
segmento es bueno o no para hacer posible un aprendizaje (basado en sus características)
que permita discriminar entre segmentos ‘buenos’ o ‘malos’.
Para desarrollar un algoritmo supervisado de segmentos se propone construir una
referencia humana (ground-truth) de segmentos. Este ground-truth de segmentos se va
a basar en una combinación de los métodos de evaluación propuestos por P. Arbeláez &
Malik (2011) y Estrada & Jepson (2009). Desde esta metodología de evaluación, y basado
en el ground-truth de segmentos, es posible generar una medida para cada segmento
que contabilice el número de píxeles que son correspondidos entre ambos conjuntos.
Estos píxeles se declaran entonces ‘verdaderos positivos’ -true positives- (ver la matriz de
confusión en 2.1). Con esta información se debe ser capaz de discriminar entre segmentos
‘buenos’ y ‘malos’. Todo este proceso puede verse sintetizado en la parte inferior de la
Figura 3.7 (la parte superior de esta figura es explicada más adelante).
Paso 0. Elegir un algoritmo de detección de bordes A.
Paso 1. Construyendo los segmentos. Dado un conjunto de imágenes (en esta
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FIGURA 3.7. Flujo de trabajo del algoritmo de segmentos supervisado EDGESS
Edge detection Global evaluation of supervised segments.
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memoria, para el caso supervisado, se ha empleado el conjunto de la Universidad
de Berkeley (Martin et al. 2001)) se construye el conjunto de segmentos tras aplicar
las primeras cuatro fases (ver fases en 2.3.1) con el algoritmo A.
Paso 2. Extracción de características de los segmentos. Para cada segmento
se obtienen la misma serie de variables que fueron obtenidas en el algoritmo no
supervisado (ver 3.2.1).
Paso 3. Construyendo el ground-truth. El conjunto de segmentos será clasifica-
do como bueno o malo dependiendo del resultado del siguiente proceso. Para cada
segmento es posible obtener el número de píxeles que son correspondidos (TPl)
entre la salida con todos los segmentos y un humano específico. Teniendo esta
información en cuenta, y considerando que se dispone de varios bocetos -uno para
cada humano- se toman los diferentes grados de correspondencia de los segmentos
con cada humano. Los grados varían según el porcentaje de verdaderos positivos
del segmento Sl al comparar con un humano en concreto. Siendo conscientes que
la longitud de un segmento puede afectar al significado de los segmentos (por
ejemplo un porcentaje del 75% de píxeles true positives en un segmento de 4 píxeles
puede no ser relevante) estos porcentajes se usan para calcular el límite inferior
de un intervalo de confianza (CI low) de los mismos, el cual sigue una distribución
Binomial(longl ,%TPl).
Paso 4. Partición del conjunto de segmentos por imagen. Se llevó a cabo una
partición del conjunto de segmentos según las imágenes a las que pertenecieran.
Los segmentos pertenecientes a las imágenes declaradas como de entrenamiento
fueron clasificados como ‘buenos’ y ‘malos’ (siguiendo el criterio establecido en el
paso 3) y se usó esta información para clasificar por medio de un algoritmo de
aprendizaje automático -machine learning- al resto de segmentos pertenecientes a
las imágenes del conjunto test.
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Se estableció el conjunto de entrenamiento con 35 imágenes y el test con las
restantes 15. Para evitar un posible sobreaprendizaje a partir de esta partición, se
repitió el proceso tres veces. De este modo, se llevó a cabo el aprendizaje por medio
de tres particiones train/test diferentes.
Paso 5. Clasificación y aprendizaje. Dado un algoritmo de aprendizaje automá-
tico ML (de machine learning) y disponiendo de los segmentos pertenecientes al
conjunto de training que habían sido clasificados en ‘buenos’ o ‘malos’, se proceden
a construir reglas basadas en las características del paso 2, las cuales permiten
clasificar nuevos segmentos pertenecientes al conjunto de test en ‘buenos’ o ‘malos’.
Paso 6. Validación de la clasificación. Con el clasificador obtenido en el paso
previo, todos los segmentos del conjunto test son clasificados, y además se obtienen
las medidas clásicas de precisión (accuracy), y el área bajo la curva -ROC- (AUC)
como medida a ser optimizada en el paso de entrenamiento debido al carácter
desbalanceado del conjunto de segmentos creado (ver Tabla 4.2).
3.4. EDFCS para detección de bordes
post-procesamiento
El algoritmo no supervisado FCS planteado en 3.2 puede ser visto de manera alterna-
tiva como una herramienta que permita, a partir de una salida de cualquier algoritmo
de detección de bordes, tratar de mejorar dicha salida. La propuesta de algoritmo de
post-procesamiento (EDFCS Post-processing) ha sido publicada en el Congreso FLINS
del 2018 en Dublín, Irlanda (Flores-Vidal, Martínez & Gómez 2018). Dicha propuesta
puede ser resumida así:
1. Dada una imagen binaria que proviene de una solución de un algoritmo de detección
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de bordes Isol , se obtiene el conjunto de píxeles candidatos a borde C (ver 3.1) que
en este caso será una versión alternativa de la versión adelgazada I thin que se
llamará I thin
′
. Matemáticamente toma esta forma:
I thin
′
i j = I thini j ∀i, j tal que Isoli j = 1, y I thin
′
i j = 0 para el resto de píxeles (i, j). Por tanto,
esta versión alternativa de la adelgazada solo coincide con la imagen adelgazada
original para los píxeles que han sido declarados bordes ("blancos") en la solución
final, mientras que para los píxeles que no han sido declarados borde su valor es
cero ("negro").
2. Desde esa imagen adelgazada alternativa I thin
′
se obtiene el conjunto de segmentos
S= {Sl : l = 1, . . . , s}.
3. Para cada segmento Sl , se obtienen las características asociadas (ver 3.2.1. Estas
características pueden ser normalizadas, y por tanto medidas, en un rango con
valores [0,1]. Siendo xil la i-ésima característica asociada del segmento Sl , para
l = 1, . . . , s; i = 1, ...,k donde k es el número de características extraidas del segmento.
Tras esto, el espacio de características puede ser definido como F = [0,1]k, siendo
xl = (x1l , x2l , ..., xkl ) ∈ F el vector de características normalizadas del segmento Sl .
4. Sobre el espacio F se puede aplicar entonces un algoritmo de fuzzy clustering (ver
2.5.1) basado en los conceptos de relevancia, redundancia y cobertura (Del Amo
et al. 2001), tras lo que se obtienen los dos agrupaciones de segmentos. De la defuz-
zification de la solución obtenida tras el fuzzy clustering se obtiene la clasificación
entre segmentos ‘buenos’ o ‘malos’ que conforma la solución final.
Una vez el algoritmo ha sido definido, llega el momento de usarlo como un método de
post-procesamiento de otras salidas de algoritmos de detección de bordes. Para hacer esto,
se ha de obtener como entrada del algoritmo FCS Post-processing el conjunto de píxeles
C, que son los candidatos a borde (ver 3.1) proveniente de la salida de algún detector de
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FIGURA 3.8. Aplicación del FCS Post-processing sobre salidas producidas por
Sobel.
bordes. En Flores-Vidal, Martínez & Gómez (2018) se emplearon dos algoritmos: el de
Sobel y el de Canny ( ver 2.3.1). Una requisito de utilización del EDFCS Post-processing
es que se disponga de los candidatos a borde previos a la solución final con los bordes.
También, tal y como se verá en los resultados convendrá que la salida final del algoritmo
posea una cierta densidad de bordes. Cuánto mayor sea la densidad, mejor podrá actuar
el algoritmo FCS Post-processing, pudiendo fácilmente mejorar la calidad de las salidas
de los algoritmos sobre los que se aplica. Se puede ver un ejemplo de su aplicación sobre












EVALUACIÓN DE LOS ALGORITMOS EDFCS Y EDGESS
RESUMEN:
Este capítulo se centra en la evaluación de los algoritmos planteados en el capítuloanterior. Se presentan las comparativas a realizar, acompañadas de sus respec-tivos resultados computacionales. El desempeño de los algoritmos se contrasta
tanto por las medidas de calidad empleadas, como por las figuras que muestran las imá-
genes resultantes de éstos -los output-. A los resultados les siguen sus correspondientes
discusiones.
4.1. Comparativas con el algoritmo EDFCS
Para evaluar la calidad del algoritmo de detección de bordes Edge Detection based
on Fuzzy Clustering with Segments (EDFCS) (cuyo código se encuentra en el Apéndice
A), se ha empleado el conjunto de imágenes creado por el Computer Vision and Pattern
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Recognition group de la Universidad de Florida del Sur (ver 2.3.3), el cual se presenta en
Heath et al. (1997) y puede ser descargado libremente en of South Florida (1999). Este
conjunto consiste en 60 imágenes entre objetos e imágenes aéreas y ha sido especialmente
creado para la comparación en detección de bordes. Debido a la naturaleza de sus
imágenes, las cuales están compuestas de tres tipos de píxeles -‘borde’, ‘no borde’ y ‘no
relevante’, se tuvieron que tomar medidas de forma que esta última categoría no fue
considerada en el cálculo de las medidas de precision, recall y F. De este modo no se
contabiliza que el detector de bordes detecte un borde en un píxel del tipo ‘no relevante’.
Procediendo de este modo, esta clase de píxeles no afecta al resultado.
Se ha comparado el algoritmo EDFCS con otros cinco algoritmos de bordes bien
considerados por la literatura de detección de bordes. La técnica empleada para el
proceso de matching es la propuesta por Estrada & Jepson (2009) (ver 2.3.3). Se emplea
un tamaño de ventana recomendado por el mismo autor de ξ= 5. La Precisión, el Recall
y la medida F han sido empleadas para medir la calidad de las comparativas. Estas tres
medidas se han definido en 2.3.3, y han sido comúnmente empleadas en la evaluación
de las salidas de los algoritmos de detección de bordes (ver por ejemplo Perfilieva et al.
(2016)). Se ha empleado la filosofía del Benchmarking (Martin et al. 2001) para la
comparación del EDFCS con el resto de algoritmos. Además, se han manejado diferentes
valores para los parámetros clave de cada algoritmo.
Las pruebas computacionales fueron ejecutadas sobre las 60 imágenes del dataset de
la USF (of South Florida 1999). Se creó una partición train/set del siguiente modo: Se
ordenaron en primer lugar las imágenes alfabéticamente, y las 35 imágenes colocadas
en la parte central -desde ‘131’ a ‘cone’- fueron usadas como conjunto de entrenamiento
-train set-, mientras que las restantes 25 conformaron el test set -desde ‘101’ a ‘130’ y
desde ‘egg’ a ‘woods’-. Para cada algoritmo se consideraron parámetros diferentes. Tres
de ellos fueron aplicados en al menos dos veriones diferentes: una con suavizado (ver
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fase de acondicionamiento en 2.3.1) resultante de aplicar un filtro Gaussiano (σs=1), y
otra sin suavizado (σs=0). Dos de los algoritmos no fueron suavizados (el Gravitacional y
la Transformada de la F1). Finalmente, se calculó el promedio de las medidas F para el
conjunto de las 25 imágenes del conjunto test, de modo que su interpretación pudiera
tener una validad global respecto al conjunto de imágenes.
Los algoritmos empleados en la comparativa fueron los siguientes:
1. Canny: Donde se trabajó con el ’sigma de Canny’ como parámetro (σCanny). Éste
corresponde al filtro Gaussiano que se emplea en la convolución del operador de
Canny (Canny (1986) y ver también 2.3.1). Cuanto mayor sea este operador menos
segmentos se seleccionan, ya que el operador de Canny actúa en cierto modo como
un suavizado que logra eliminar diferencias y por tanto potenciales bordes. Se
han escogido 4 valores diferentes para σCanny = {0,5;1;2;4}. Tras este operador
se aplicó el método de adelgazamiento (ver 2.3.1) conocido como non-maximum
suppression. Para el escalado se aplicó el método común en Canny conocido como
"hysteresis"(Canny 1986) (ver Figura 2.13).
2. Tranformada de la F1 (F1-Transform algorithm): Éste se basa en el método de
la transformada usado para preprocesamiento del de Canny (Danˇková et al. 2011,
Perfilieva et al. 2016). Este algoritmo tiene dos funciones. La primera es la de
suavizar la imagen (por ello no sería necesario ni conveniente usar un suavizado
sobre este algoritmo, pues ya está incorporado). Y la segunda actúa como filtro. El
parámetro h se emplea en ambos pasos, pudiendo ser diferente su cuantía en cada
fase. Cuanto más alto sea el valor de este parámetro, más suavizada queda Is. En
este caso se aplicó h= 3 para el suavizado, y h= 2 para el filtro. Las siguientes fases
de aplicación de este algoritmo fueron las habituales de Canny: el adelgazamiento
con el non-maximum suppression y la hysteresis.
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3. Gravitacional: Este algoritmo se basa en la Ley de Gravitación Universal de
Isaac Newton. Éste calcula el gradiente de los cambios en cada píxel por medio
de la aproximación gravitacional basada en el uso de las t-normas (por ello es
llamado GED-T). Un trabajo en profundidad con este algoritmo se desarrolla en
López-Molina et al. (2010). Este método no trabaja con ninguna otra fase de la
detección de bordes a parte del propio filtro que extrae las características y su
fusionado (fases II y III). Este algoritmo se usó con diferentes t-normas siguiendo
la aproximación del mismo autor. Concretamente se han usado las t-normas de
Lukasiewicz y la del mínimo Nilpotente. Como en el caso de la transformada de la
F1, las fases IV y V (adelgazamiento y escalado) fueron las habituales de Canny:
Non-maximum suppression e hysteresis).
4. Sobel: Se trata del algoritmo de detección de bordes clásico presentado por Sobel
en un charla en el MIT (Sobel 2014) (ver Sobel en 2.3.1). Su algoritmo actúa en las
fases II y III de la detección de bordes. Se adelgazó como en el resto de algoritmos
con el Non-maximum suppresion, y para el escalado se aplicaron los umbrales
-thresholds- en el intervalo (0,10;0,99).
5. Venkatesh and Rosin: Se trata de la propuesta presentada en Venkatesh & Rosin
(1995) (el código para implementarlo está disponible en de Baets & López-Molina
(2016)), en la cual el algoritmo EDFCS está inspirado (ver 3.2). Como en el caso
del algoritmo EDFCS desarrollado en esta memoria, los primeros pasos (Fase II y
III) fueron los mismos que con Canny. El parámetro alpha es el único manejado, y
toma el valor recomendado por sus autores (α= 6).
104
4.2. EDFCS: RESULTADOS Y DISCUSIÓN
4.2. EDFCS: Resultados y discusión
Se puede apreciar -por el valor que toman las medidas y también por el aspecto visual-
en la Figura 4.1 que EDFCS extrajo unos bordes bien definidos. A nivel cuantitativo (ver
Tabla 4.1), se puede apreciar una mejora respecto de los resultados obtenidos por Canny
y Sobel.
Los valores de la medida F corresponden a los promedios de los obtenidos por las 25
imágenes empleadas como conjunto test cuando se compararon las salidas del algoritmo
con la referencia humana del ground-truth.
La Figura 4.1 muestra que los bordes extraídos por el algoritmo EDFCS son más
limpios y menos ruidosos que los del resto de algoritmos. Esto es especialmente apreciable
en la imagen del huevo (‘egg’). También puede apreciarse una mejora en la medida F y
la Precisión cuando se compara la calidad de la salida de EDFCS con el algoritmo de
Ventaketsh-Rosin (Venkatesh & Rosin 1995). La salida de la almohada (‘pillow’) muestra
que EDFCS es capaz de retener la mayor parte de los bordes relevantes que fueron
marcados por el humano en su boceto del ground-truth.
4.3. Comparativas con el algoritmo EDGESS
Para probar que EDGESS, el algoritmo de evaluación global supervisado basado
en segmentos produce mejores resultados que la evaluación local y otras variantes
que podríamos denominar intermedias (Canny), se han seleccionado cinco algoritmos
diferentes. Estos han sido llamados Canny 0-2, Canny 1-2, Canny 0-4, Canny 1-4 y Sobel
1. Estos números que acompañan a los nombres de algoritmos identifican los valores de
los parámetros para el suavizado Gaussiano (σsmooth) y para el ’sigma de Canny’ (σCanny)
respectivamente. El ‘1’ indica suavizado, y el ‘0’ que indica que no ha sido suavizada.
Este parámetro empleado en las cuatro versiones de Canny especificadas afecta al filtro
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FIGURA 4.1. Salidas finales de diferentes algoritmos de detección de bordes con
las imágenes de la USF (of South Florida 1999, Heath et al. 1998). En cada
algoritmo se utilizaron los respectivos valores óptimos encontrados para
cada parámetro. σs= suavizado Gaussiano, Tl=umbral inferior, Th=umbral
superior, n=dimensión del filtro, m=relevancia, rev=redundancia, pr= % de
redundancia permitida (ver 2.5.1)
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de la fase II de la detección de bordes -extracción de características- (ver 2.3.1).
Canny 1-2. Canny con suavizado (σsmooth = 1) y σCanny = 2.
Canny 0-2. Canny sin suavizado (σsmooth = 0) y σCanny = 2.
Canny 1-4. Canny con suavizado (σsmooth = 1) y σCanny = 4.
Canny 0-4. Canny sin suavizado (σsmooth = 0) y σCanny = 4.
Sobel 1. Sobel con suavizado (σsmooth = 1).
Para cada uno de estos 5 algoritmos se han usado seis métodos de evaluación en el
escalado diferentes: Dos de ellos de evaluación local, donde uno es con un sólo umbral
-single threshold- mientras que el otro maneja doble umbral -double threshold-. Y los
otros cuatro son de evaluación global con segmentos en lugar de píxeles, cada uno de
ellos basado en un algoritmo diferente de machine learning (ver 2.6). Concretamente son:
CART (Breiman 2017), Random Forest (Breiman 2001), Gradient boosting (Friedman
2002) y XGBoost (Chen & Guestrin 2016).
4.3.1. Claves en el proceso de creación del ground-truth de
segmentos
Para la creación del ground-truth de segmentos se emplearon las primeras 50 imáge-
nes del conjunto de entrenamiento del dataset de imágenes presentado en Martin et al.
(2001). Dichas imágenes fueron ordenadas numéricamente desde la ‘100075.jpg’ a la
‘16052.jpg’. Para todas las imágenes se construyó el conjunto de píxeles candidatos C
(o de modo equivalente sus I thin) y sus segmentos de borde asociados (ver 3.1.1). Con
cada una de estas imágenes se obtuvieron cantidades dispares de segmentos, pues el
número de éstos se ve afectado por el tipo de imagen y del algoritmo concreto que se
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aplique. A continuación se contabilizaron los segmentos totales para este conjunto de
entrenamiento de 50 imágenes para cada uno de los algoritmos:
Un total de 115.580 segmentos para Sobel 1.
Un total de 85.560 segmentos para Canny 1-2.
Un total de 45.997 segmentos para Canny 1-4.
Un total de 92.620 segmentos para Canny 0-2.
Un total de 47.719 segmentos para Canny 0-4.
No todos estos 387.476 segmentos -la suma de las cantidades anteriores- fueron
usados en el proceso de aprendizaje, sino que se estableció un umbral, permitiendo sólo
aquellos Sl que cumplieran que longSl > 5. De este modo, finalmente fueron 40.752
(35%) para Sobel 1, 35.627 (42%) para Canny 1-2, 19.508 (42%) para Canny 1-4, 20.039
(42%) para Canny 0-2 y 38.251 (41%) para Canny 0-4. En la parte central de la Figura
4.2 se puede apreciar un ejemplo para una de estas construcciones de segmentos que
para el caso Canny 1-4 sirvieron de ground-truth.
Los diferentes valores -grados- de CI low considerados fueron 7 -por lo que se denomina
a esta escala ‘7levels’-: 10%, 15%, 20%, 25%, 30%, 35% and 40%. En algunos casos el
número de niveles considerados bajó a 5 -denominándolo ‘5levels’- (entre 20% y 40%
de 5% en 5%). De este modo, dependiendo de los valores de estos CI low, la escala toma
valores entre 0 (CI low < 10%) y 7 (CI low ≥ 40%). Además, al tenerse en cuenta 5 humanos
diferentes, el nivel de la agregación humana para un segmento dado puede variar entre
0 y 35 (resultado de multiplicar la escala de 7 por los 5 humanos). Lo que se pretende
generando este valor de agregación es medir cuánto de verdadero es este segmento para
el conjunto de los humanos. Para acabar de construir el ground-truth de segmentos, se
estableció un nivel de agregación concreto que sirviera de umbral para decidir si un
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segmento Sl debía ser etiquetado como ‘bueno’ o como ‘malo’. Estas etiquetas son las
que permiten que pueda haber aprendizaje. Si el valor de este umbral es igual o mayor
que 5 diremos que el algoritmo es del tipo Aggregation5. Cuanto más alto el nivel de
agregación, es más difícil para el segmento cumplir los requisitos para ser considerado
‘bueno’, ya que necesita un mayor grado de coincidencia (de matching) con la agregación
humana.
Se puede apreciar un ejemplo de este proceso de creación del ground-truth de segmen-
tos en la Figura 3.7.6b. También es posible contemplar que aspecto tiene la salida con
todos los segmentos seleccionados -los que se han asemejado lo suficiente a los humanos
con un nivel de agregación requerido- en el ground-truth de la Figura 4.2. Tras este paso,
cada segmento ha podido ser etiquetado como ‘bueno’ o ‘malo’, y más adelante se ha
podido usar esta información para el paso 5 donde se aplica la clasificación supervisada.
Lo siguiente ha consistido en crear diferentes versiones del ground-truth para cada
algoritmo, ya que cada algoritmo genera un tipo diferente de segmentos.
Una vez que el conjunto de imágenes con el ground-truth fue creado, se particionó
en un conjunto de entrenamiento y otro de test, proceso que se repitió tres veces con
particiones diferentes. Para cada conjunto de entrenamiento se ajustaron los parámetros
de los cuatro algoritmos de clasificación (CART, RF, GBM y XGBoost). Además, el ajuste
se realizó por medio del proceso de aprendizaje que permite la validación cruzada. Tras
ello, se fue capaz de predecir la etiqueta de la clase para el conjunto de test y extraer un
ranking con la importancia de cada característica de los segmentos como se puede ver la
Tabla 4.3.
Los pasos anteriores se repetieron tres veces para obtener unas medidas de precisión
y de importancia de las variables que fueran más robustas.
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4.4. EDGESS: Resultados y discusión
Previo a pasar a considerar las salidas, merece la pena un breve comentario sobre
el proceso de generación de los segmentos, pues tuvieron que realizarse bastantes
ensayos antes de ir dando con la configuración correcta de donde surgiría el ground-
truth definitivo. Tras realizar diversas pruebas, se consideró como buen porcentaje para
comenzar la escala un nivel de %TPl = 10%, ya que con este porcentaje se lograba
un buen euquilibrio de partida entre segmentos ‘buenos’ y ‘malos’. Cuando se trató de
comenzar la escala en un nivel inferior a este valor, por ejemplo en %TPl = 5% tendía
a nivelarse en exceso la presencia de las dos clases de segmentos, lo cual hacía que
empeorasen las comparativas. Una explicación que se encuentra a esto es que si hay
demasiado equilibrio entre las clases, el potencial de discriminación entre éstas y el
clasificador queda mermado.
Otro aspecto que hubo que tener en cuenta en la creación de la referencia de seg-
mentos, fue el de cómo establecer un corte o criterio sobre la longitud de los segmentos.
Para ello, se probaron diferentes combinaciones de longSl y nivel de agregación humana
(desde 5 a 15), resultando que longSl > 5 mostraba unos resultados prometedores para
todos los algoritmos. Además, se encontró que el nivel óptimo de agregación humana
exigible oscilaba entre 1 y 5 dependiendo del algoritmo empleado.
Finalmente, es importante señalar que el trabajar con los segmentos en forma super-
visada no es trivial por varias razones. Primero, por que se está trabajando con un gran
desbalanceo entre clases (como se puede apreciar en la Tabla 4.2), y esto suele añadir
complejidad y dificultades en el paso de entrenamiento. La segunda razón está motivada
por el solapamiento entre clases. Además, hay que tener en cuenta que la creación de
los ground-truth de segmentos lo pueden hacer difícil de encajar en el modelo, y más
si cabe con la generación de ground-truth diferentes para cada algoritmo, lo que suma
complejidad a la creación de la referencia de segmentos.
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Tabla 4.2: Balance entre las 2 clases de segmentos según el algoritmo (%)
Canny0-2 Canny1-2 Canny0-4 Canny1-4 Sobel1
Ag5-7levels Ag5-7levels Ag5-7levels Ag5-7levels Ag1-8levels
Segmentos ‘verdaderos’ 13.6 14.3 18.9 21.1 19.8
Segmentos ‘falsos’ 86.4 85.7 81.1 78.9 80.2
Cuando se pasan a estudiar los resultados de las medidas de calidad del algoritmo, se
aprecia en la Tabla 4.3, que las variables máximo, media aritmética, área del rectángulo,
‘regla de los tercios’ -relacionada con la posición de los segmentos en la imagen- y la
desviación estándar fueron las cinco características más importantes en la clasificación
(las características de los segmentos fueron explicitadas en 3.2.1).
Se presentan en la Tabla 4.4 los resultados de la medida F en la partición test I para
los algoritmos estudiados. El resto de tablas específicas para cada algoritmo (desde la
Tabla 4.7 hasta la Tabla 4.11) son medias de las tres particiones, siendo cada partición
como la mostrada en la Tabla 4.4. En este sentido, la Tabla 4.4 se muestra como ejemplo
para aclarar como se ha llegado a las medidas F del resto de tablas específicas para cada
algoritmo. En la Figura 4.2 se puede ver un ejemplo de algunas de las salidas de los
algoritmos. Como el conjunto de datos del grupo de Computer Vision de la Universidad
de California, Berkeley (Martin et al. (2001)) dispone de varios bocetos humanos por
imagen -de 4 a 8-, se muestran por separado las medidas F máximas de los humanos,
su media, y su mínimo. El poder evaluar los resultados por separado para estas tres
medidas completa la interpretación del funcionamiento de cada algoritmo.
Dos de los algoritmos son evaluados localmente: mediante un umbral (LE-ST o ‘Local
Evaluated with Single Threshold’) o doble umbral (LE-DT o ‘Local Evaluated with Double
Threshold’). Los otros cuatro son versiones evaluadas globalmente (GE) con los cuatros
algoritmos supervisados empleados (CART, Random Forest, Gradient Boosting y Xtreme
Gradient Boosting). Los valores de la medida F para los algoritmos supervisados con
evaluación global muestran una mejora en los resultados obtenidos en Flores-Vidal,
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FIGURA 4.2. Desde una imagen del conjunto test a la salida de los algoritmos
supervisados.
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Montero, Gómez & Villarino (2018) respecto a los obtenidos anteriormente en Flores-
Vidal et al. (2017). Las dos aproximacions locales de Canny y Sobel fueron superadas
por los cuatro algoritmos supervisados que emplearon la aproximación global basada en
segmentos. Es más, se aprecia que todas las aproximaciones supervisadas se acercaron
más a los bocetos humanos en media, especialmente en el caso de Canny. Dos de estos
algoritmos (GBM y XGBoost) fueron superiores al resto, estando más cerca de un humano
dado que ningún otro (lo que se muestra a través del máximo de la F), y todos ellos, salvo
el de Sobel, fueron también los más cercanos a cualquier humano, incluso al boceto más
diferente a la salida de entre los bocetos humanos, lo cual se muestra a través de la F
mínima.
Por otro lado, de cara a confirmar mediante un test estadístico si los resultados son
significativos en cuanto a la mejora de la evaluación global frente a la local se han em-
pleado test específicos recomendados para las comparativas con algoritmos supervisados
(Demšar 2006, García et al. 2010). Concretamente, se procedió usando el test de rangos
de Wilcoxon (Wilcoxon 1945) como un test estadístico no paramétrico, el cual permite
comparar diferencias entre pares de algoritmos. Para el caso de comparativas múltiples
-entre más de dos algoritmos- se usó el test de rangos alineados de Friedman -Friedman’s
aligned rank test-. Finalmente, el test de tipo post-hoc de Holm (Holm 1979) se usó para
contrastar si los algoritmos podían considerarse no inferiores al mejor de ellos -aquel
que presentó el menor ranking- y que de este modo jugaba el papel de método control.
La Tabla 4.5 claramente refleja la superioridad de al menos el mejor entre los algo-
ritmos basados en evaluación global con respecto a los de evaluación local. De hecho,
la aproximación local, considerada como ‘clásica’, obtuvo el rango mayor para los dos
thresholds considerados, y de este modo el test post-hoc de Holm confirmó la mejora
significativa del método global XGBoost frente a los algoritmos representantes del método
local.
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4.4. EDGESS: RESULTADOS Y DISCUSIÓN
Tabla 4.5: Rangos promedio de los algoritmos (Test de Friedman de rangos alineados), p-










Holm Single Thr. 0.0364
Holm Double Thr. 0.0388
Tabla 4.6: Test de Wilcoxon para comparar la aproximación supervisada de evaluación
global frente a la aproximación local
Comparación R+ R− p-val
GE-CART vs. Single Thr. 90 30 0.0832
GE-CART vs. Double Thr. 93 27 0.0571
GE-RF vs. Single Thr. 95 25 0.0438
GE-RF vs. Double Thr. 98 22 0.0288
GE-GBM vs. Single Thr. 102 18 0.0158
GE-GBM vs. Double Thr. 101 19 0.0184
GE-XGBoost vs. Single Thr. 100 20 0.0214
GE-XGBoost vs. Double Thr. 101 19 0.0184
Además, las comparaciones entre pares de algoritmos realizadas por el test de rangos
de Wilcoxon que se muestran en la Tabla 4.6, reflejan mejoras estadísticamente signifi-
cativas de los algoritmos supervisados empleando evaluación global frente a los que se
basan en evaluación local. Por este motivo, se puede sostener que la nueva metodología
global que hemos planteado claramente supera las evaluaciones locales clásicas (como
mínimo considerando el algoritmo de Canny 1-4).
Para finalizar este apartado, se realizan varios apuntes técnicos sobre cómo han sido
obtenidos los resultado que pueden resultar de interés. Para la supervisión de la etapa de
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Tabla 4.7: Medias de las F en las tres particiones para Canny 0-2 (σsmooth = 0 y σCanny =
2).
Algoritmos Media Mínimo Máximo
humana humano humano
Canny0-2 + LE-ST (Thr=0.29 en I,III;Thr=0.30 en II) 0.44 0.34 0.54
Canny0-2 + LE-DT(Thr=(0.39,0.16) en I,III; Thr=(0.42,0.17) en II) 0.43 0.34 0.54
Canny0-2 + GE (Agreg=5, 7 niveles)-CART 0.45 0.36 0.55
Canny0-2 + GE (Agreg=5, 7 niveles)-RF 0.45 0.37 0.55
Canny0-2 + GE (Agreg=2, 7 niveles)-GBM 0.45 0.36 0.56
Canny0-2 + GE (Agreg=5, 7 niveles)-XGBoost 0.45 0.36 0.55
Tabla 4.8: Medias de las F en las tres particiones para Canny 1-2 (σsmooth = 1 y σCanny =
2).
Algoritmo Media Mínimo Máximo
humana humano humano
Canny1-2 + LE-ST (Thr1=0.28 en I y III,Thr=0.29 en II) 0.45 0.35 0.55
Canny1-2 + LE-DT(Thr=(0.39,0.16) en I,II; Thr=(0.42,0.17) en III) 0.45 0.35 0.55
Canny1-2 + GE(Agreg=5, 5 niveles)-CART 0.46 0.38 0.57
Canny1-2 + GE(Agreg=5, 5 niveles)-RF 0.47 0.38 0.60
Canny1-2 + GE(Agreg=5, 7 niveles)-GBM 0.47 0.38 0.57
Canny1-2 + GE(Agreg=5, 7 niveles)-XGBoost 0.46 0.38 0.57
Tabla 4.9: Medias de las F en las tres particiones para Canny 0-4 (σsmooth = 0 y σCanny =
4).
Algoritmo Media Mínimo Máximo
humana humano humano
Canny0-4 + LE-ST (Thr=0.23 en las tres particiones) 0.46 0.36 0.57
Canny0-4 + LE-DT(Thr=(0.29,0.12) en I; Thr=(0.31,0.12) en II,III) 0.46 0.36 0.57
Canny0-4 + GE(Agreg=5, 7 niveles)-CART 0.49 0.39 0.58
Canny0-4 + GE(Agreg=5, 7 niveles)-RF 0.49 0.41 0.59
Canny0-4 + GE(Agreg=5, 7 niveles)-GBM 0.50 0.41 0.59
Canny0-4 + GE(Agreg=5, 7 niveles)-XGBoost 0.50 0.41 0.59
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Tabla 4.10: Medias de las F en las tres particiones para Canny 1-4 (σsmooth = 1 y σCanny =
4).
Algoritmo Media Mínimo Máximo
humana humano humano
Canny1-4 + LE-ST (Thr=0.25 en las 3 particiones) 0.46 0.36 0.57
Canny1-4 + LE-DT(Thr=(0.28,0.11) en I,II; Thr=(0.30,0.12) en III) 0.45 0.36 0.56
Canny1-4 + GE(Agreg=5, 7 niveles)-CART 0.48 0.38 0.57
Canny1-4 + GE(Agreg=5, 7 niveles)-RF 0.48 0.39 0.57
Canny1-4 + GE(Agreg=5, 7 niveles)-GBM 0.49 0.40 0.58
Canny1-4 + GE(Agreg=5, 7 niveles)-XGBoost 0.49 0.40 0.58
Tabla 4.11: Medias de las F en las tres particiones para Sobel 1 (σsmooth = 1).
Algoritmo Media Mínimo Máximo
humana humano humano
Sobel1 + LE-ST(Thr=0.28 en I,Thr=0.33 en II y III) 0.39 0.32 0.49
Sobel1 + LE-DT(Thr=(0.46,0.18),Thr=(0.49,0.20),Thr=(0.41,0.16)) 0.38 0.30 0.48
Sobel1 + GE(Agreg=1, 7 niveles)-CART 0.39 0.31 0.49
Sobel1 + GE(Agreg=1, 7 niveles)-RF 0.39 0.31 0.52
Sobel1 + GE(Agreg=1, 7 niveles)-GBM 0.37 0.29 0.49
Sobel1 + GE(Agreg=1, 7 niveles)-XGBoost 0.39 0.31 0.51
clasificación se ha usado el software R versión 3.2, y en concreto el paquete caret (Kuhn
et al. 2008), el cual permite al usuario crear un sistema de entrenamiento muy completo
para una gran cantidad de algoritmos en un entorno sencillo y con un gran número de
opciones. En cuanto al ranking de importancia de variables se ha obtenido con la función
varImp, la cual está incluida en dicho paquete.
4.5. Comparativa, resultados y discusión en la
versión post-procesamiento del EDFCS
Para confirmar si la versión para post-procesamiento del algoritmo EDFCS era capaz
de mejorar la salida de algunos algoritmos clásicos de detección de bordes (Sobel y
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Canny), se ejecutaron 4 algoritmos con 6 thresholds (ver Tabla 4.12). La razón principal
de haberlo probado con varios umbrales es que en cada imagen varía el umbral a partir
del cual se logra una buena salida con los bordes finales. En algnuas imágenes este
valor puede ser del 0,1 (se recuerda que las intensidades de los píxeles en la I thin están
limitados al rango [0,1]) y en otras 0,5 por ejemplo. Las imágenes con mucho detalle
tienden a requerir un threshold (un α) superior para extraer una gran cantidad de bordes
que serán significativos debido precisamente al detalle. Por el contrario, cuando éstas
tienen un nivel detalle bajo requieren un α pequeño.
Se trabajó con las 25 imágenes primeras del conjunto de entrenamiento del Grupo
de Computer Vision de la Universidad de California, Berkeley (Martin et al. 2001) (ver
2.3.3).
Como se aprecia en la Tabla 4.12, el algorimo EDFCS Post-processing alcanzó valores
más altos de las F para valores bajos y medios del threshold (desde α =0,05 a α=0,20). Es
dentro de este rango de umbrales donde el algoritmo de post-procesamiento presentado
en Flores-Vidal, Martínez & Gómez (2018) demuestra mejorar las salidas de todos
los algoritmos propuestos, refinando los bordes extraídos y quitando ruido (tal y como
muestra la Figura 3.8).
Entonces, de cara a demostrar que este intervalo de umbrales donde se estaba mejo-
rando era donde se situaban los umbrales óptimos para cada imagen (los que obtenían
mayores correspondencias con el humano y por tanto mayores valores de la F), se decidió
compararlos con los sugeridos por una versión automática de detección de bordes para
Sobel (Rosin 2001). El método de Rosin puede considerarse como semi-supervisado ya
que usa información de cada imagen seleccionando el threshold óptimo para cada una
de ellas basándose en la luminosidad del histograma. Se quiso comprobar entonces si
EDFCS Post-processing lograba también mejorar a esta versión de Sobel automática su-
gerida por Rosin. Empleando esta versión semi-supervisada para el caso de no suavizado
120
4.5. COMPARATIVA, RESULTADOS Y DISCUSIÓN EN LA VERSIÓN
POST-PROCESAMIENTO DEL EDFCS
Tabla 4.12: Valores medios de la F tras las comparativas con Sobel y Canny sin y con
EDFCS post-processing
Threshold Sobel Canny Canny EDFCS EDFCS-Canny EDFCS-Canny
σ= 2 σ= 4 Sobel σ= 2 σ= 4
σsuavizado = 0 0.05 0.21 0.24 0.32 0.32 0.44 0.47
σsuavizado = 0 0.10 0.27 0.28 0.35 0.36 0.44 0.46
σsuavizado = 0 0.15 0.32 0.33 0.39 0.36 0.40 0.44
σsuavizado = 0 0.20 0.34 0.37 0.42 0.34 0.37 0.43
σsuavizado = 0 0.25 0.35 0.40 0.44 0.34 0.32 0.39
σsuavizado = 0 0.30 0.35 0.42 0.46 0.30 0.31 0.37
σsuavizado = 1 0.05 0.22 0.25 0.32 0.34 0.45 0.47
σsuavizado = 1 0.10 0.30 0.30 0.36 0.39 0.44 0.46
σsuavizado = 1 0.15 0.35 0.34 0.39 0.40 0.40 0.45
σsuavizado = 1 0.20 0.38 0.38 0.42 0.39 0.38 0.46
σsuavizado = 1 0.25 0.38 0.41 0.44 0.37 0.32 0.39
σsuavizado = 1 0.30 0.38 0.43 0.46 0.34 0.33 0.43
(σsmooth = 0) resultó una FMedia = 0,31, mientras que se logró alcanzar un valor más
elevado (FMedia = 0,35) cuando se trabajó con el algoritmo de post procesamiento por
medio de Fuzzy Clustering con segmentos. También se obtuvo un mejor funcionamiento












PROBLEMAS, REPRESENTACIÓN Y DETECCIÓN DE
BORDES EN IMÁGENES RGB
RESUMEN:
Se introduce el color enmarcado en el problema de detección de bordes. Lo primeroes estudiar como pueden ser agregados los diferentes colores. Tras ello, se desa-rrolla un nuevo algoritmo que permite la descomposición de una imagen RGB en 8
colores y se estudia la disimilaridad entre colores. Finalmente, en las comparativas, se
aplica dicha disimilaridad a varios algoritmos de detección de bordes.
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5.1. Problemas de detección de bordes en imágenes
RGB
En esta memoria se han abordado las dos principales aproximaciones que trabajan con
colores (ver 2.3.2). La que lo hace individualmente -individual channel approach, y la que
actúa empleando directamente los vectores con la información de los diferentes colores
-vector-based approach- (Trahanias & Venetsanopoulos 1993, Yang 1995, Dutta 2009). A
continuación, se enumeran las diferentes metodologías de agregación de canales/colores
empleadas tal y como se presentaron en Flores-Vidal et al. (2019):
(a) Pre-agregación ‘rugosa’ -crispy- clásica (Metodología A): Consiste en agregar la
intensidad de los componentes en un sólo canal de grises. De este modo, primero se
agregan con una simple adición o ponderación los diferentes canales/colores en un
sólo canal de grises, tras lo que se aplica el algoritmo de detección de bordes. Este
proceder se puede considerar como la aproximación clásica, ya que ha sido un método
empleado comúnmente en la literatura.
Cuando se trabaja con imágenes RGB (ver 2.3.2) se tienen tres canales (k˜=3) I1RGB,
I2RGB y I
3




Como se puede estar trabajando con más canales, una fórmula más general toma la
siguiente forma:
(5.2) Igray =
I1+ . . .+ I k˜
k˜
También ha sido empleada la adición ponderada con resultados interesantes (Dutta
2009). Esta aproximación permite ponderar la importancia de cada canal/color.
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Una vez se tiene un sólo canal en escala de grises, se aplica sobre él un algorit-
mo de detección de bordes cualquiera: Isof t = edge(Igray) como fórmula general, y
Isof t = Sobel(Igray) y Isof t =Canny(Igray) para los casos de los algoritmos específi-
cos empleados en esta memoria para la agregación con colores. Tras la extracción y
agregación de características (fases II y III según las fases establecidas en 2.3.11) se
aplica el adelgazamiento (fase IV) por medio del non maximum suppression. Como
paso final, sobre la versión adelgazada de la imagen (I thin) se crea la imagen bina-
rizada final: Isolut = threshold(Isof t) donde threshold() significa que una función
binaria es creada a partir de un umbral α aplicado sobre la I thin. Un esquema de
esta metodología se puede apreciar en la parte superior de la Figura 5.1.
(b) Post-aggregación ‘rugosa’ -crispy- (Metodología B): Se aplica un algoritmo de detección
de bordes sobre cada canal por separado, lo que produce k˜ imágenes con bordes finales.
En el siguiente paso todas estas k˜ imágenes binarizadas se agregan en un solo canal.
Esta métodología se describe en detalle en el pseudo-código del Algoritmo 2:
Algorithm 2 Post-agregación ‘rugosa’ -crispy-
1: procedure (Crispy post-aggregation of channels)
2: for k= 1, . . . , k˜ do
3: Iksof t = edge(IkRGB)
4: Iksolut = threshold(Iksof t)
5: Isolut =Θ(I1solut, . . . , I k˜solut)
El esquema con esta metodología se puede apreciar en la parte central de la Figura
5.1.
(c) Post-agregación ‘borrosa’ -fuzzy- (Metodología C): En este caso la función de agrega-
ción no se aplica sobre las imágenes ya binarizadas, sino sobre las imágenes previas
a éstas que han sido llamadas I thin. Esta imagen del tipo soft está hecha de píxeles
candidatos a borde (ver 3.1). La imagen binarizada es creada en el último paso del
1Ver también esquema de la Figura 2.10
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algoritmo, en lo que se ha denominado aproximación ‘borrosa’ o fuzzy. El esquema
con la Metodología C se puede apreciar en la parte inferior de la Figura 5.1.
Algorithm 3 Post-agregación borrosa -fuzzy-
1: procedure (Fuzzy aggregation of channels)
2: for k= 1, . . . , k˜ do
3: Iksof t = edge(IkRGB)
4: Isof t =Θ(I1sof t, . . . , I k˜so f t)
5: Isolut = threshold(Isof t)
En cuanto al modo de agregar los canales, se han empleado las siguientes funciones
de agregación Θ():
(I) La suma: Isolut =∑k˜k=1 Iksolut.






(III) El máximo: Isolut =ma´x(I1solut, . . . , I k˜solut).
5.2. Un nuevo algoritmo de detección de bordes para
imágenes RGB basado en reprentaciones en 8-D
Durante las investigaciones con detección de bordes en grises se pudo observar que
si bien se obtenían buenos resultados (ver capítulo 4), éstos tendían a mejorar cuando
se trabajaba con más canales/colores que proveían de más información potencial para
una buena detección de bordes. Siguiendo este razonamiento: ¿porqué limitar a RGB, es
decir, a tres canales/colores esta ventaja facilitada por el uso de múltiples canales? La
respuesta a esta cuestión motivó la idea de proyectar los colores desde el espacio RGB
(ver 2.3.2) a un nuevo espacio de 8 dimensiones (8-D), en el cual éstas correspondieran
a los vértices del cubo RGB (ver Figura 5.2). De hecho, los colores asociados a estas 8
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BASADO EN REPRENTACIONES EN 8-D
FIGURA 5.1. Esquema con las metolodgías A, B y C.
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dimensiones se hicieron corresponder a los representados por los vértices del cubo RGB,
los cuales resultan de las 8 posibles combinaciones dos a dos de los colores rojo, verde y
azul presentes en el RGB: rojo, verde, azul, amarillo (= rojo + verde), morado (= rojo +
azul), cian (= verde + azul), blanco (= rojo + verde + azul) y negro (= ausencia de color).
De este modo, la imagen IRGB tiene su imagen equivalente IS8 en este nuevo espacio de
color 8-D que se ha denominado espacio de color Super8. Se puede apreciar en la Figura
5.3 un esquema básico de esta descomposición de tres dimensiones en ocho. Se define
entonces:
Definición 5.1. Una imagen es del tipo Super8 si toma esta forma: ISuper8 = Pi, j ∈
{0,1, . . . ,255}8.
La descomposición de la Figura 5.3 sólo muestra un esquema básico. Como cada color
del RGB puede expresarse de no pocas maneras como combinación de los ocho colores
propuestos por el espacio de color Super 8, se hace necesario especificar un procedimiento
que indique de modo único la manera de llevar a cabo la descomposición de IRGB en
ISuper8. Este proceder es sintetizado por el Algoritmo 4:
La aplicación del Algoritmo 4 puede realizarse de manera ‘rugosa’ -crispy- o ‘crispy’
-fuzzy-, que son los llamados métodos D y E respectivamente.
5.3. Comparativas, resultados y discusión en
detección de bordes a color
Para las comparativas de las metodologías planteadas se han usado los algoritmos
de Canny y Sobel que se han venido empleando durante el resto de esta memoria. En
el caso de Sobel se ha usado la versión estándar (Sobel 2014), mientras que en el caso
de Canny (1986), por motivos de simplificación tuvo la particularidad de basarse en un
filtro Gaussiano de tamaño 5x5 píxeles y σ= 2, valores para los parámetros que son más
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Algorithm 4 De una imagen en color RGB a una en color Super8
procedure (RGB a Super8)
. Primero el componente blanco es extraído
I7Super8 =min(I1RGB, I2RGB, I3RGB)
. Entonces, el componente negro es extraído
I8Super8 =min(255− I1RGB,255− I2RGB,255− I3RGB)
. Then, we remove the white in common
I1RGB = I1RGB− I7Super8
I2RGB = I2RGB− I7Super8
I3RGB = I3RGB− I7Super8
if thenI1RGB = 0
I6Super8 =min(I2RGB, I3RGB)
. Entonces, el cian en común se elimina
I2RGB = I2RGB− I6Super8
I3RGB = I3RGB− I6Super8




else if thenI2RGB = 0




. Entonces, el morado en común se elimina
I1RGB = I1RGB− I5Super8
I3RGB = I3RGB− I5Super8






. Entonces, el amarillo en común se elimina
I1RGB = I1RGB− I4Super8
I2RGB = I2RGB− I4Super8
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FIGURA 5.2. Los vértices del espacio de color RGB representando al nuevo
espacio de color Super8
FIGURA 5.3. Descomponiendo una imagen RGB en el nuevo espacio de color
Super8.
que suficientes para asegurar una buena calidad en el proceso de extracción de bordes.
Los dos algoritmos se han probado con las tres metodologías -A, B y C- explicadas en
5.1. El método C se ha aplicado con dos funciones de agregación diferentes: La media
aritmética (método C1) y el máximo (C2), mientras que con el método B solo se empleó el
máximo. En el caso de Canny se ha usado también la versión extendida para multi-canal
Koschan & Abidi (2005), la cual es una técnica del tipo -vector-based-.
En la Tabla 5.4 y su continuación 5.5 se muestran los valores máximos de la F (que
corresponen al humano con el valor de la F más elevado para cada imagen) tras aplicar
diferentes versiones del algoritmo de Sobel -una por cada metodología- sobre las 50
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FIGURA 5.4. Transformando una imagen RGB en una imagen Super8.
primeras imágenes -ordenadas numéricamente- del conjunto de training de la BSDS500
(Martin et al. 2001). El valor automático del umbral -threshold- para cada imagen figura
al lado de cada valor de la F. De forma equivalente se muestran los resultados para
el algoritmo de Canny en la Tabla 5.6 y su continuación 5.7, donde hay que tener en
cuenta que como valor del umbral inferior α1 -lower threshold se tomó el 40% del valor
del umbral superior α2 -higher threshold, cuantía que ha sido empleada con frecuencia
en esta memoria tras haber hecho las pertinentes pruebas y comprobado que se obtienen
buenos resultados.
Para evaluar las posibles diferencias y mejoras significativas entre las metodologías,
se usaron algunas técnicas de validación de hipótesis estadísticas que dan soporte
estadístico al análisis de los resultados. Específicamente se emplearon las siguientes:
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El test de rangos de Wilcoxon (Wilcoxon 1945) se empleó como procedimiento
estadístico no paramétrico para realizar comparaciones dos a dos entre algoritmos
-metodologías-.
El test de Friedman de rangos alineados -Friedman aligned ranks test-, el cual
ha sido recomendado en la literatura (Demšar 2006, García et al. 2010) como
detector de diferencias estadísticamente significativas entre un grupo de resultados
-comparaciones múltiples- cuando se consideran diferentes niveles de confianza
para cada método.
El test post-hoc de Holm (1979) se usó para contrastar si los algoritmos podían
considerarse no inferiores al mejor de ellos, que de este modo jugaba el papel de
método control.
Tabla 5.1: Test de Wilcoxon para compararar las diferentes metodologías y agregaciones
usando el algoritmo de Sobel.
Comparación R+ R− p-valor
Post-agregación vs. pre-agregación
Método B vs. Método A 932.0 343.0 0.0044
Método C1 vs. Método A 1275.0 0.0 0
Método C2 vs. Método A 1275.0 0.0 0
‘fuzzy’ vs. ‘crispy’
Método C2 vs. Método B 1275.0 0.0 0
Método C1 vs. Método B 1270.0 5.0 0
Entre agregaciones difusas ‘fuzzy’
Método C2 vs. Método C1 843.0 432.0 0.0467
El resultado de aplicar el test de Wilcoxon en el caso de Sobel, el cual se muestra en
la Tabla 5.1, se puede interpretar de diferentes maneras. Primero, es posible evaluar si el
método general de post-agregación supera al de pre-agregación comparando los métodos
B, C1 y C2 respecto al A. Y efectivamente estos métodos superan al A como muestra el
bajo p-valor. Para profundizar en el análisis, se contrastó la hipótesis de igualdad entre
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Tabla 5.2: Test de Wilcoxon para compararar las diferentes metodologías y agregaciones
usando el algoritmo de Canny.
Comparación R+ R− p-valor
RGB vs. escala de grises
Método B vs. Método A 778.0 497.0 0.173478
Método A vs. Método C1 1061.0 214.0 0.000043
Método A vs. Método C2 676.0 599.0 0.706562
‘fuzzy’ vs. ‘crispy’
Método B vs. Método C1 1033.0 242.0 0.000132
Método B vs. Método C2 1021.0 254.0 0.00021
Entre agregaciones difusas ‘fuzzy’
Método C2 vs. Método C1 837.0 438.0 0.053526
FIGURA 5.5. Ranking de los tres métodos que se comparan usando el algoritmo
de Sobel.
resultados alcanzada por cada método ‘fuzzy’ (C1 y C2) respecto a cada ‘rugoso’ -crispy-
(A and B), y resultó rechazada para todas las combinaciones con un p-valor mínimo de 0.
En el caso de Canny, el cual se muestra en la Tabla 5.2, ambos métodos -A y B-
superaron a los métodos ‘fuzzy’ (C1 y C2).
Finalmente, dentro del marco soft (‘fuzzy’), hay una mejora significativa cuando se
emplea la agregación del máximo (p− valor = 0,0467) frente a cuando se emplea la
agregación de la media aritmética.
El test de rangos alineados de Friedman (ver Figura 5.5) obtiene un p-valor muy
bajo (< 0,0001) cuando se comparan los cuatro métodos al mismo tiempo. Este resultado
133
CAPÍTULO 5. PROBLEMAS, REPRESENTACIÓN Y DETECCIÓN DE BORDES EN
IMÁGENES RGB
FIGURA 5.6. Ranking de los tres métodos que se comparan usando el algoritmo
de Canny.
indica que hay diferencias significativas entre los resultados obtenidos por cada método.
En el caso de Canny (ver Figura 5.6) se encontraron también diferencias, pero esta vez el
método B era el que tenía menores rangos comparado con C1 y C2, y además el método A
resultó superior al C1.
Tabla 5.3: Test de Holm para comparar el método C2 frente a los otros.
Algoritmo Hipótesis APV
Método A Rechazada para el método C2 0*
Método B Rechazada para el método C2 0*
Método C1 No rechazada para el método C2 0,5887
Después de los resultados de Sobel se pudo aplicar el test de Holm tomando la mejor
aproximación (la que presentó menores rangos) como método control, y se calculó después
el p-valor ajustado (adjusted p-value o APV) para los tres métodos restantes. La Tabla
5.3 claramente refleja las diferencias estadísticamente significativas entre el método
control (C2) y cada uno de los métodos crispy A y B. Ésta no fue suficiente evidencia para
rechazar la hipótesis de equivalencia de ambos métodos fuzzy cuando se consideró un
esquema de comparación múltiple.
Al incorporar el nuevo espacio de color S8, se puede apreciar en las Tablas 5.10 y
5.11 que el método rugoso de agregación (método B) obtiene mejoras cuando se agrega en
Super8 con la media aritmética respecto a cuando se agrega en el espacio RGB.
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Imagen Fmax Thr% Fmax Thr% Fmax Thr% Fmax Thr%
100075 .371 27 .407 31 .421 27 .454 29
100080 .304 24 .312 26 .383 22 .382 23
100098 .507 50 .508 54 .693 45 .698 50
103041 .372 25 .375 24 .555 21 .558 24
104022 .535 25 .535 29 .591 22 .595 24
105019 .649 28 .646 31 .656 29 .651 31
105053 .431 21 .430 23 .458 20 .450 23
106020 .194 15 .188 16 .253 22 .243 20
106025 .515 27 .541 27 .647 27 .674 27
108041 .222 29 .214 30 .286 22 .277 22
108073 .303 54 .290 45 .382 24 .363 42
109034 .171 36 .196 63 .217 27 .223 66
112082 .357 43 .344 51 .385 42 .373 47
113009 .632 19 .623 20 .733 18 .722 21
113016 .480 44 .482 55 .512 44 .515 57
113044 .451 50 .483 55 .467 48 .498 57
117054 .372 43 .373 47 .468 41 .469 41
118020 .311 33 .323 37 .433 24 .442 31
118035 .649 53 .709 56 .774 28 .799 58
12003 .350 34 .375 42 .544 28 .554 32
12074 .402 36 .382 38 .574 38 .544 45
122048 .352 41 .341 43 .479 29 .472 29
124084 .518 21 .580 39 .631 18 .665 30
126039 .509 21 .524 23 .595 19 .607 22
130034 .208 44 .207 47 .227 40 .234 42
134008 .206 22 .202 22 .243 23 .239 24
134052 .374 51 .366 55 .449 57 .442 56
135037 .387 38 .379 41 .748 13 .728 19
135
CAPÍTULO 5. PROBLEMAS, REPRESENTACIÓN Y DETECCIÓN DE BORDES EN
IMÁGENES RGB
























Imagen Fmax Thr% Fmax Thr% Fmax Thr% Fmax Thr%
135069 .910 40 .908 53 .945 32 .943 41
138032 .188 41 .189 48 .317 28 .312 31
138078 .569 45 .603 45 .694 28 .692 29
140055 .227 20 .280 22 .278 21 .331 21
140075 .431 39 .459 46 .535 22 .547 30
144067 .233 41 .238 43 .263 41 .265 42
145014 .357 43 .374 50 .502 31 .515 36
145053 .351 31 .353 31 .412 17 .415 27
147021 .341 42 .343 43 .396 32 .401 37
147062 .385 62 .386 64 .465 59 .466 63
15004 .297 38 .309 40 .376 40 .387 40
15088 .542 55 .545 56 .569 55 .569 56
151087 .608 40 .621 45 .639 42 .648 45
153077 .437 25 .444 26 .503 23 .517 23
153093 .443 20 .457 24 .593 19 .602 24
155060 .493 37 .505 36 .570 38 .594 36
156079 .465 32 .463 42 .505 36 .505 44
157036 .449 46 .447 50 .703 48 .702 55
159029 .205 43 .213 46 .305 42 .315 44
159045 .449 35 .457 35 .514 30 .528 34
159091 .478 42 .483 46 .534 42 .540 25
16052 .208 21 .203 25 .445 20 .431 48
Mínimo .171 15 .188 16 .217 13 .223 19
Media .404 36 .412 40 .497 31 .502 36
Máximo .910 62 .908 64 .945 59 .943 66
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Image Fmax Thr Fmax Thr Fmax Thr Fmax Thr Fmax Thr
100075 .438 42% .469 47% .467 82% .436 38% .473 52%
100080 .389 24% .386 27% .439 75% .389 24% .391 27%
100098 .718 75% .713 80% .663 76% .713 69% .691 83%
103041 .555 30% .545 34% .451 65% .538 29% .533 34%
104022 .630 31% .621 35% .601 56% .614 30% .610 44%
105019 .728 37% .726 40% .677 51% .715 29% .711 40%
105053 .491 29% .498 38% .398 65% .504 25% .485 41%
106020 .270 29% .255 29% .242 87% .260 23% .252 30%
106025 .719 34% .733 43% .590 89% .699 34% .729 47%
108041 .290 30% .283 41% .284 85% .283 40% .279 41%
108073 .389 36% .375 37% .347 52% .394 35% .370 60%
109034 .282 88% .328 90% .316 90% .260 40% .341 88%
112082 .432 52% .388 53% .336 77% .431 50% .373 53%
113009 .733 24% .728 29% .714 62% .704 23% .711 38%
113016 .741 49% .714 76% .754 80% .711 49% .700 78%
113044 .578 61% .635 68% .700 73% .556 56% .626 70%
117054 .506 54% .504 66% .471 71% .497 65% .501 66%
118020 .454 53% .468 60% .547 71% .446 32% .467 60%
118035 .793 48% .800 67% .749 61% .789 44% .789 67%
12003 .597 46% .585 61% .568 68% .591 43% .572 68%
12074 .592 89% .550 89% .512 90% .586 61% .512 83%
122048 .530 74% .518 80% .482 78% .500 61% .519 81%
124084 .621 27% .706 48% .617 81% .648 24% .674 47%
126039 .601 30% .624 37% .663 53% .594 22% .616 35%
130034 .321 65% .337 74% .286 69% .294 54% .343 74%
134008 .296 39% .286 43% .220 54% .280 33% .285 43%
134052 .524 61% .529 68% .593 75% .499 58% .509 72%
135037 .742 47% .722 47% .637 63% .711 29% .713 47%
135069 .934 61% .933 78% .873 71% .931 53% .916 80%
138032 .346 78% .345 79% .306 77% .354 57% .341 79%
138078 .766 50% .785 54% .759 71% .721 50% .789 60%
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Image Fmax Thr Fmax Thr Fmax Thr Fmax Thr Fmax Thr
140055 .309 27% .399 34% .565 90% .319 26% .389 38%
140075 .595 47% .647 54% .584 63% .590 36% .642 54%
144067 .321 80% .328 75% .412 81% .320 77% .333 75%
145014 .501 80% .520 86% .540 56% .497 36% .523 87%
145053 .515 48% .527 61% .524 56% .531 48% .510 61%
147021 .451 42% .433 42% .464 44% .449 51% .438 44%
147062 .527 67% .526 74% .561 74% .510 63% .508 72%
15004 .459 57% .482 65% .507 68% .438 55% .472 65%
15088 .553 68% .537 73% .329 69% .536 68% .569 78%
151087 .736 49% .732 55% .687 64% .707 43% .745 55%
153077 .532 45% .547 52% .594 67% .533 39% .535 57%
153093 .651 44% .668 50% .633 49% .635 38% .678 50%
155060 .634 54% .645 58% .620 63% .619 55% .643 56%
156079 .558 46% .557 59% .611 61% .549 41% .545 53%
157036 .806 71% .814 75% .812 90% .796 64% .814 75%
159029 .383 63% .391 70% .428 70% .401 66% .384 69%
159045 .481 50% .504 52% .540 68% .488 36% .504 56%
159091 .629 66% .648 77% .596 81% .613 58% .623 78%
16052 .456 50% .437 54% .419 62% .456 40% .426 55%
Min .270 24% .255 27% .220 44% .260 22% .252 27%
Mean .542 51% .549 58% .534 70% .533 44% .542 59%
Max .934 89% .933 90% .873 90% .931 77% .916 88%
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Tabla 5.8: F máximas (Sobel) para el mejor valor automático de threshold por imagen
1/2.





Imagen F máxima Threshold F máxima Threshold F máxima Threshold
100075 0.371 27% 0.407 31% 0.472 51%
100080 0.304 24% 0.312 26% 0.421 50%
100098 0.507 50% 0.508 54% 0.636 51%
103041 0.372 25% 0.375 24% 0.488 45%
104022 0.535 25% 0.535 29% 0.610 38%
105019 0.649 28% 0.646 31% 0.629 36%
105053 0.431 21% 0.430 23% 0.431 38%
106020 0.194 15% 0.188 16% 0.203 49%
106025 0.515 27% 0.541 27% 0.511 51%
108041 0.222 29% 0.214 30% 0.288 43%
108073 0.303 54% 0.290 45% 0.357 66%
109034 0.171 36% 0.196 63% 0.220 69%
112082 0.357 43% 0.344 51% 0.331 52%
113009 0.632 19% 0.623 20% 0.702 44%
113016 0.480 44% 0.482 55% 0.581 61%
113044 0.451 50% 0.483 55% 0.628 59%
117054 0.372 43% 0.373 47% 0.438 49%
118020 0.311 33% 0.323 37% 0.500 44%
118035 0.649 53% 0.709 56% 0.804 68%
12003 0.350 34% 0.375 42% 0.543 43%
12074 0.402 36% 0.382 38% 0.494 55%
122048 0.352 41% 0.341 43% 0.460 45%
124084 0.518 21% 0.580 39% 0.682 57%
126039 0.509 21% 0.524 23% 0.664 31%
130034 0.208 44% 0.207 47% 0.232 49%
134008 0.206 22% 0.202 22% 0.179 29%
134052 0.374 51% 0.366 55% 0.504 60%
135037 0.387 38% 0.379 41% 0.628 43%
135069 0.910 40% 0.908 53% 0.893 54%
138032 0.188 41% 0.189 48% 0.264 61%
138078 0.569 45% 0.603 45% 0.737 50%
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Tabla 5.9: F máximas (Sobel) para el mejor valor automático de threshold por imagen
2/2.





Imagen F máxima Threshold F máxima Threshold F máxima Threshold
140055 0.227 20% 0.280 22% 0.521 60%
140075 0.431 39% 0.459 46% 0.533 42%
144067 0.233 41% 0.238 43% 0.327 65%
145014 0.357 43% 0.374 50% 0.540 44%
145053 0.351 31% 0.353 31% 0.426 33%
147021 0.341 42% 0.343 43% 0.402 42%
147062 0.385 62% 0.386 64% 0.493 63%
15004 0.297 38% 0.309 40% 0.443 49%
15088 0.542 55% 0.545 56% 0.375 63%
151087 0.608 40% 0.621 45% 0.642 50%
153077 0.437 25% 0.444 26% 0.578 38%
153093 0.443 20% 0.457 24% 0.562 26%
155060 0.493 37% 0.505 36% 0.581 43%
156079 0.465 32% 0.463 42% 0.590 38%
157036 0.449 46% 0.447 50% 0.694 70%
159029 0.205 43% 0.213 46% 0.375 49%
159045 0.449 35% 0.457 35% 0.562 43%
159091 0.478 42% 0.483 46% 0.529 51%
16052 0.208 21% 0.203 25% 0.382 42%
Min 0.171 15% 0.188 16% 0.179 26%
Mean 0.404 36% 0.412 40% 0.502 49%
Max 0.910 62% 0.908 64% 0.893 70%
Median 0.386 0.384 0.508
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Tabla 5.10: F máximas (Sobel) para el mejor valor fijo de threshold 1/2















100075 0.364 0.394 0.458
100080 0.267 0.242 0.407
100098 0.445 0.453 0.616
103041 0.337 0.308 0.487
104022 0.523 0.513 0.570
105019 0.622 0.585 0.580
105053 0.329 0.294 0.401
106020 0.154 0.138 0.198
106025 0.472 0.478 0.471
108041 0.220 0.204 0.285
108073 0.293 0.283 0.348
109034 0.165 0.171 0.214
112082 0.309 0.314 0.319
113009 0.557 0.567 0.694
113016 0.386 0.380 0.475
113044 0.366 0.389 0.514
117054 0.338 0.354 0.434
118020 0.310 0.323 0.498
118035 0.588 0.608 0.702
12003 0.350 0.368 0.538
12074 0.398 0.381 0.457
122048 0.345 0.337 0.459
124084 0.474 0.578 0.666
126039 0.497 0.507 0.622
130034 0.167 0.180 0.230
134008 0.177 0.164 0.156
134052 0.273 0.281 0.397
135037 0.382 0.376 0.610
135069 0.906 0.896 0.888
138032 0.178 0.182 0.249
138078 0.496 0.562 0.732
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Tabla 5.11: F máximas (Sobel) para el mejor valor fijo de threshold 2/2















140055 0.203 0.220 0.426
140075 0.411 0.432 0.518
144067 0.223 0.234 0.296
145014 0.344 0.367 0.537
145053 0.348 0.350 0.411
147021 0.326 0.336 0.396
147062 0.252 0.271 0.420
15004 0.292 0.308 0.441
15088 0.276 0.352 0.285
151087 0.575 0.603 0.637
153077 0.392 0.409 0.563
153093 0.389 0.406 0.479
155060 0.478 0.502 0.568
156079 0.465 0.461 0.568
157036 0.427 0.436 0.646
159029 0.191 0.203 0.371
159045 0.447 0.455 0.559
159091 0.424 0.444 0.507
16052 0.133 0.133 0.374
Min 0.133 0.133 0.156
Mean 0.366 0.375 0.474
Max 0.906 0.896 0.888











EMPLEO DE DIFERENTES TÉCNICAS PARA LA
DETECCIÓN Y CLASIFICACIÓN DE ÁRBOLES
RESUMEN:
En este breve capítulo se trata de emplear algunas de las técnicas vistas hasta aho-ra y aplicarlas en un contexto real. El problema en cuestión es el de la deteccióny conteo de árboles. Las imágenes de partida no serán sólo RGB, sino que también
dispondrán de datos LIDAR. Con esta nueva información por píxel se aborda la cuestión
de cómo segmentar una imagen de este tipo en objetos para posteriormente binarizarlos,
y aplicando un fuzzy clustering lograr retener los objetos de interés, que en este caso son
los árboles.
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6.1. Propuesta de algoritmo de trabajo con Lidar
data: Fuzzy Clustering de objetos
En esta memoria se recoge la experiencia reciente asimilada durante la estancia
del autor en la Universidad de California, Berkeley. Concretamente, esta estancia se
desarrolló en el Department of Environmental Science, Policy and Management (ESPM
deparment) de dicho campus. Un objetivo que se planteó durante la estancia era el tratar
de conectar alguna de las técnicas manejadas hasta entonces y relacionadas con los
capítulos anteriores de esta tesis con un problema de interés para el ESPM Department.
La propuesta teórico-práctica para la detección y conteo de árboles se va a basar
en las herramientas de clustering ya estudiadas para el algoritmo EDFCS (ver 3.2).
Según las fases establecidas en el apartado 2.8.1, el sexto y último paso consistiría en
la clasificación final de las regiones de la imagen en grises en una de las dos clases
siguientes: los objetos ‘buenos’, que serían los árboles en este caso, y la de los objetos
‘malos’, que serían los elementos a desechar, como puede ser ‘el fondo’ -background- u
otras especies de árboles que no sean de interés. Esta clasificación -agrupamiento se
podría llamar por ser no supervisado el método- viene apoyada en la práctica por el hecho
que si por ejemplo hubiera diferentes especies de árboles (como es el caso de Kwak et al.
(2007)) por la diferente altura y forma de éstas (las regiones que contengan pinos son por
lo general muy diferentes a las de los robles) es de suponer que una técnica de clustering
pueda clasificar las especies basándose en la información de sus características.
De este modo, el algoritmo que denominaré Fuzzy Clustering of Objects o FCO
consta de los siguientes pasos:
1. Se parte de la imagen segmentada en regiones que es del tipo de escala de grises
Igray.
2. Las regiones -potenciales objetos de interés- son separadas unas de otras mediante
144
6.1. PROPUESTA DE ALGORITMO DE TRABAJO CON LIDAR DATA: FUZZY
CLUSTERING DE OBJETOS
fronteras. Un modo sencillo de hacer esto es crear el conjunto de segmentos S de la
manera especificada en 3 donde las fronteras se convierten en segmentos debido a
que son los bordes perfectamente definidos entre regiones, esto es, son las siluetas
de las regiones. Quedaría entonces como una nueva imagen en grises Igray′ donde
las fronteras han sido declaradas como fondo, de modo que los objetos han quedado
separados. Matemáticamente: Igray′ = Igray∀i, j ∉C y Igray′ = 0 para el resto. Se
pueden ver las imágenes resultantes de este proceso en la Figura 6.1.
3. La imagen es binarizada para poder realizar el fuzzy clustering con los objetos
binarios. Ibini, j = 1 ∀i, j tal que I
gray′
i, j > 0. Se pueden ver las imágenes resultantes
de estos últimos dos pasos del proceso en la Figura 6.1.
4. Se aplica un fuzzy clustering como el que se aplicó en 3.2.2, pero en lugar de con los
segmentos Sl ahora se agrupan objetos Ol que conforman el conjunto de objetos
O. De este modo se tiene Otrue∪O f alse =O y Otrue∩O f alse =; (donde ‘true’ hace
referencia a qué son los objetos que finalmente se clasifican como el árbol de interés,
mientras que ‘false’ son los objetos que se clasifican como objeto de no interés por
se otra especie, o ser el fondo, etc.).
A priori, una de los aspectos interesantes de esta propuesta reside en las potenciales
características del fuzzy clustering aplicado en el último paso, ya que éstas pueden ser de
una variedad mayor a las que se manejaban con los segmentos de borde (ver 3.2.1). Tras
aplicar el algoritmo FCO considerando las variables área del objeto, máxima intensidad,
media aritmética y desviación estándar sobre la región de estudio -un terreno colindante
con el Campus de Berkeley- se obtuvo la salida de la Figura 6.2 donde se aprecia la
salida binarizada por un lado, que corresponde a los objetos -árboles- seleccionados, y
a su derecha se observan esos mismo objetos seleccionados pero con su información
de grises previa -edginess-, que es el equivalente a la imagen de píxeles candidatos a
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FIGURA 6.1. Separando y binarizando objetos con el algoritmo Fuzzy Clustering
of Objetcs.
borde I thin (ver definición de píxeles candidatos a borde en 3.1), pero que en este caso se
pueden denominar regiones candidatas a objeto/árbol. Según se ve en la parte derecha
de la Figura 6.2 parte importante de los objetos seleccionados pueden ser efectivamente
árboles. La tarea de conteo es casi inmediata sin más que contar los objetos seleccionados
para la clase Otrue, es decir, el cardinal de Otrue.
FIGURA 6.2. Objetos/árboles seleccionados por el algoritmo FCO.
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La importante tarea de evaluar los resultados obtenidos por esta propuesta de algo-
ritmo FCO no ha podido llevarse a cabo antes de finalizar esta memoria por cuestiones
logísticas y temporales, sin embargo, se apuntan líneas futuras (ver 7.2) de por dónde
podría evolucionar este algoritmo y de cómo para localizar, clasificar y contar árboles
parece razonable combinar las técnicas de segmentación con las de detección de bordes












CONCLUSIONS AND FUTURE RESEARCH.
CONCLUSIONES E INVESTIGACIÓN FUTURA
ABSTRACT:
In this chapter, the first section is dedicated to the main conclusions of the workpresented in the previous part of the memoir, while in the second one possible futureextensions are pointed out. These include, above all, some ideas for improving the
proposed algorithms, and as well new and more advanced concepts are pointed out as
they seemed attractive, but which for various reasons remained pending to be developed,
defined and incorporated into this memoir.
RESUMEN:
En este capítulo se dedica el primer apartado a las principales conclusiones de lamemoria. El segundo apartado sirve para enumerar diferentes líneas e ideas deinvestigación futura. Algunas de estas ideas apuntan a la mejora de los algoritmos
propuestos en la memoria. Otras señalan la posible construcción de nuevos conceptos
que puedan enriquecer la investigación, y que por diferentes motivos no pudieron ser
desarrollados en esta memoria.
149
CAPÍTULO 7. CONCLUSIONS AND FUTURE RESEARCH. CONCLUSIONES E
INVESTIGACIÓN FUTURA
7.1. Conclusions
The EDFCS algorithm, which was proposed in (Flores-Vidal, Olaso, Gómez & Guada
2018) performs significantly better than the other five algorithms when working with
USF image dataset (of South Florida 1999, Heath et al. 1998). And in Flores-Vidal,
Gómez, Olaso & Guada (2018) was prooved as well its superiority when working with
other well kwown dataset: BSDS500 (Martin et al. 2001). Only Canny’s performance can
be considered close to EDFCS.
One possible reason for this great performance it is based on the idea that ‘true’
segments are the ones that a human being can easily recognise. In this sense, it seems
logical -or at least natural- that EDFCS is able to reach such a performance when
comparing it against humans ground-truth (see section 2.3.3). This idea can be considered
as one of the main motivations of having worked with segments -global evaluation- in
this memoir.
The principal contribution of developing EDGESS algorithm has been the use of
supervised classification techniques to improve previous works (Venkatesh & Rosin 1995,
Flores-Vidal, Gómez, Olaso & Guada 2018, Flores-Vidal, Olaso, Gómez & Guada 2018,
Flores-Vidal, Martínez & Gómez 2018) based on algorithms using global evaluation
procedures that were based on non-supervised clustering techniques. In addition with
this, and with the aim to apply supervised classification techniques, we built a new kind
of ground truth where the objects were segments instead of pixels.
From the analysis of the results we can conclude that in general the problem of
classifying good and bad segments is not a trivial classification problem but when this
methodology is applied to edge detection problems we see that global evaluation approach
it is better when comparing with local evaluated algorithms.
Focusing in the segment features issue, the variables importance ranking (see Table
4.3) seemed quite surprising for three reasons. Firstly, because length variable was not
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as relevant as in (Venkatesh & Rosin 1995) was suggested, but it is important to be
aware to the fact that the length> 5 requirement for the segments in order to belong to
the ground-truth and the area of the rectangle containing the segment both could affect to
this variable importance. Secondly, because maximum edginess was considered the most
important variable which can be as well considered as a novelty that was not considered
in (Venkatesh & Rosin 1995). And finally, because the ranking showed that the position
of the segment is an important factor to be considered in the learning process.
As a remarkable novelty of this work, we have clarified different methodologies for
aggregating color information of RGB images in the edge detection problem (see 5.1).
Moreover, we have found differences in the quality of the comparatives depending of
which methodology is applied. In the case of Canny’s we could not find improvements
for the soft approach as we did with Sobel’s. This is probably due to the fact that the
hysteresis is affected in a complex way by the aggregation function employed, and this
will point out an interesting idea explained in the next section 7.2. One last contribution
of this memoir has been the creation of a new 8-dimensions color space called Super8
and that has been prooved to improve the comparatives when comparing with RGB’s.
Finally, the problem of localising, classifying and counting trees showed in section
2.8.1 seems to have interesting posibilities when working with fuzzy clustering techni-
ques, but still it is soon to conclude this as more work should be done. Anyway, in the
next section other interesting ideas related to this problem are pointed out.
7.2. Future research
Even if EDFCS performance seems good enough, I believe that there is enough room
for improvement. One reason for supporting this idea is that for the construction of the
edge segments (see 3.2.1) it is possible to collect other characteristics specially designed
to compute a certain visual task. For instance, building other features related to the
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shape of the segment, or even some other related to its position could be useful for edge
detection.
Another interesting aspect that could improve this research would be to contemplate
more than two possible clusters to perform the fuzzy clustering. This seems like a
complex line that could lead to future research. Following this idea, the output of the
comparatives would not be unique, allowing to establish diffuse hierarchies or partitions,
similar to the ones that arise in Guada, Gómez, Rodríguez, Yáñez & Montero (2016),
De Jesus Zarrazola et al. (2010), Zarrazola (2013).
As well, another idea related to working with segments, it is the possibility of breaking
them, what could improve the comparatives as now there are not-desirable fragments
in some segments and this affects badly to the quality measures. After the idea of
breaking the segments emerge naturally the idea of linking them, that could ended up
developping a more organic segments. These last two ideas combined could even point
out the ambitious idea of creating a σ−al gebra of segments.
One last idea about working with segments -global evaluation- points to the interes-
ting posibility of working with changes in different frames along the time, as it seems
easy to keep the track of any segment from one frame to the next one.
It is important to point out that building other comparatives more suitable for the
edge segments would be a good recommendation for the future evolution of this research
line about edge segments. However, in order to build this new kind of comparative based
on segments, it seems that adapting the current human ground-truth into a modified
version of it would be necessary. We believe that this could lead to an interesting future
research line about edge segments, and maybe this could be done as well in a supervised
approach.
Even being aware that this last idea has been partially reached by means of a modified
ground-truth version -based on segments- created from the Berkeley segmentation data
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set (see 3.3), this could be not enough for a suitable comparison. This fact points out the
idea of building from the beginning a new data set of images based on segments, which
with a high probability could lead to even better comparative results. This could be an
interesting idea for future research in this flexible methodology based on segments. As
well, it seems a good suggestion for future research the possible use of other well-known
supervised algorithms as SVM, Näive Bayes, PCA, MEM and many others.
Focusing in the study of color edge detection, and after these differences were found
between Sobel and Canny results when aggregating channels/colors, we believe that
this aspect deserves deeper research. And with a high probability this could show a
connection between global evaluation approach (see Flores-Vidal, Olaso, Gómez & Guada
(2018)) and color edge detection problem.
Future research in color edge detection by means of the employed methodologies (see
methods in 5.1) could point out as well the use of different thresholds for each channel.
This seems a natural way to continue this research. This is not been explored here as
the number of possibilities and casuistics grows significatively. As well, more research is
needed for working with new aggregations as the weighted sum of the color channels.
We think that this aggregation function could result in better comparatives against
humans due to the slightly different weight of each color in human vision (see 2.1). As
well, different aggregation functions could be applied depending of the edge detection
algorithm employed.
Another idea 1 showed the posibility of aggregating at a diferent step, i.e. before the
aggregation of characteristics that is made in step III of edge detection (see phases of
edge detection in 2.3.1).
One more idea would be related to a complex line for aggregating colors that would
be based on the use of other color space different from the RGB’s.
Another posibility would be related to the new Super8 color space (see 5.2) that works
1Pointed out by a good referee.
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in 8 dimensions as an extension of the RGB color space and that eventually could be
useful to explore the idea of optimising the mixing of certain colors in order to create one
searched color.
Finally, when working for localising and counting trees, new features could be added
to the Fuzzy Clustering of Objetcs algorithm. For example, some features related to the
shape of the object. Moreover, an interesting approach for future research could be to
aggregate somehow the information provided by the edge detection problem and the one
of the image segmentation together. Thus, this application of localising trees would be a
promising oportunity of bringing together both techniques.
7.3. Conclusiones
El algoritmo EDFCS, el cual fue propuesto en Flores-Vidal, Olaso, Gómez & Guada
(2018), demostró ser significativamente superior a otros cinco reconocidos algoritmos,
cuando se trabajó con el dataset de imágenes de of South Florida (1999), Heath et al.
(1998). Anteriormente, ya se había mostrado su superioridad también en Flores-Vidal,
Gómez, Olaso & Guada (2018), donde se trabaja con otro dataset de imágenes, el desarro-
llado por el Grupo de Visión por Ordenador de la Universidad de California, Berkeley
(Martin et al. 2001). De entre los algoritmos empleados para la comparativa, solo el de
Canny se podría considerar con un desempeño cercano al propuesto (EDFCS).
Una posible razón para estos buenos resultados se basa en la idea de que la visión
humana parece naturalmente preparada para reconocer los segmentos ‘verdaderos’. En
este sentido, parece lógico -o al menos natural- que EDFCS fuera capaz de alcanzar
excelentes resultados en las comparativas con las referencias humanas -el ground-truth-
(ver sección 2.3.3). Esta idea puede considerarse como una de las principales motivaciones
para haber trabajado con los segmentos de borde en esta memoria.
En cuanto a la siguiente propuesta de algoritmo desarrolada en esta memoria, el
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algoritmo bautizado como EDGESS, su principal contribución ha sido la de haber permi-
tido el uso de técnicas de machine-learning para mejorar trabajos anteriores (Venkatesh
& Rosin 1995, Flores-Vidal, Gómez, Olaso & Guada 2018, Flores-Vidal, Olaso, Gómez &
Guada 2018, Flores-Vidal, Martínez & Gómez 2018) que estaban basados en clasificación
de segmentos por medio de técnicas de fuzzy clustering. Además, con el objetivo de aplicar
estas técnicas supervisadas se contruyó un nuevo tipo de ground-truth donde los objetos
a comparar fueran segmentos en lugar de píxeles.
Analizando los resultados se concluye que, en general, aunque el problema de clasifi-
car los segmentos en ‘buenos’ y ‘malos’ no es un problema trivial, se aprecia una mejora
cuando se emplean segmentos -evaluación global basada en ellos- frente a cuando se
emplea un método de evaluación local.
Centrándonos en las características con las que trabajan los segmentos, el ranking de
importancia de variables que se ve en la Tabla 4.3 muetra unos resultados que parecieron
sorprendentes por tres razones. Primero, porque la longitud del segmento no era de las
características más relevantes, como se sugirió en Venkatesh & Rosin (1995)2, aunque
es cierto que se empleó un corte para aceptar un segmento como bueno (length> 5) en
el ground-truth de segmentos, y además se consideró la variable área del rectángulo
mínimo conteniendo al segmento, pudiendo afectar ambos a restarle importancia a la
longitud. El segundo motivo que pareció sorprendente fue el encontrar que máximo de
intensidad fue considerada la variable más importante en la clasificación, y esto puede
considerarse una novedad que no fue considerada en el trabajo de Venkatesh & Rosin
(1995). El tercer motivo se debió a que la posición del segmento mostró también ser un
factor importante en el proceso de aprendizaje para la clasificación.
Pasando a considerar lo logrado al trabajar con imágenes RGB, se clarificaron di-
ferentes metodologías para agregar la información de los colores/canales en lo que al
2En esta obra estos autores emplean tan sólo dos características: longitud e intensidad media del
segmento.
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problema de detección de bordes se refiere (ver sección 5.1). Más allá de esto, se encon-
traron diferencias significativas en las comparativas frente a humanos dependiendo de
la metodología usada. En el caso del algoritmo de Canny no se encontraron mejoras para
la aproximación soft como si ocurrió con el algoritmo de Sobel. Esto se debe a que la
hysteresis (ver 2.3.1.2) se ve afectada de modo complejo según la función de agregación
empleada, aunque una posible solución para este problema se apunta en la sección
siguiente (7.4).
Otra contribución de esta memoria relacionada con el trabajo con varios canales/-
colores -multicanal-, ha consistido en la creación de un nuevo espacio de color en 8
dimensiones llamado Super8, el cual ha mostrado mejorar las comparativas que emplean
imágenes RGB.
Finalmente, el problema de localizar, clasificar y contar árboles (ver sección 2.8.1)
apunta posibilidades interesantes al trabajar con técnicas de fuzzy clustering, aunque
es pronto todavía el alcance de éstas puesto que tiene que trabajarse más en esta línea.
En cualquier caso, en la próxima sección se apuntan algunas ideas interesantes para
continuar este enfoque.
7.4. Investigación futura
Aunque el desempeño del EDFCS se ha demostrado suficientemente bueno, existen
razones para creer en un margen de mejora. Una razón para apoya esta idea reside en
que para construir los segmentos es posible recoger otras características (ver 3.2.1) que se
diseñen específicamente para llevar a cabo una tarea visual dada. Por ejemplo, contruir
otras características relacionadas con la forma, o incluso alguna otra relacionada con su
posición podría resultar util para el problema de detección de bordes.
Otro apecto interesante que podría mejorar esta investigación con segmentos, sería
comtemplar un terce cluster a la hora de clasificar los segmentos mediante fuzzy clus-
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tering. Esto podría llegar a establecer una línea de trabajo más compleja. Siguiendo
esta propuesta, la salida de las comparativas no sería única, permitiendo establecer
jerarquías de modo similar a las que se desarrollan en Guada, Gómez, Rodríguez, Yáñez
& Montero (2016), De Jesus Zarrazola et al. (2010), Zarrazola (2013).
Otra idea sobre el trabajo con segmentos es la posibilidad de romperlos, lo cual debería
mejorar las comparativas, ya que con el método actual de formación de segmentos se
imponen segmentos en su totalidad, los cuales incluyen muchas veces fragmentos con
un nivel bajo de correspondencia con la referencia humana -ground-truth lo que acaba
empeorando las comparativas. Tras la idea de rotura o fragmentación de los segmentos
surge natural la de unirlos, lo que podría llegar a establecer segmentos más orgánicos.
Estas dos ideas -la de partición y la de unión- combinadas podrían apuntar a otra idea
ambiciosa consistente en la creación de una σ-álgebra de segmentos.
Una última idea relacionada con el trabajo con segmentos -evaluación global- apuntar
a la interesante posibilidad de trabajar con cambios entre fotogramas a lo largo del
tiempo, lo cual parece fácil al ser sencillo mantener el tracking de un segmento dado de
un fotograma a otro.
También es importante señalar que construir otras comparativas más adecuadas
para los segmentos parece recomendable para continuar progresando en esta línea de
investigación con segmentos. Sin embargo, para poder construir este tipo de referencia
basada en segmentos, parece que sería necesario adaptar el tipo de referencia humana
con la que se trabaja actualmente en otra. Parece razonable pensar que este enfoque de
trabajo puede suponer una línea futura de investigación interesante sobre segmentos, y
quizás esto pueda hacerse desde una perspectiva supervisada.
Siendo conscientes que la idea apuntada en el párrafo anterior ha sido parcialmente
llevada a cabo por medio de la construcción de una versión modificada del ground-truth
basada en segmentos, esto podría no ser suficiente para una comparativa adecuada.
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Este hecho sugiere la posibilidad de construir desde el principio un nuevo dataset
compuesto de segmentos -y no de adaptaciones de ellos-3, lo que con una alta probabilidad
podría desembocar en mejores comparativas. También, a la hora de trabajar con una
aproximación supervisada con segmentos, es posible utilizar otros algoritmos de machine
learning como son SVM, Näive Bayes, PCA, MEM, etc.
Poniendo el foco en el problema de la detección de bordes a color, y tras las diferencias
encontradas en los algoritmos de Sobel y Canny cuando se agregó la información de los
canales/colores, todo apunta a que es necesario investigar con mayor detalle esto. Y con
una alta probabilidad esto puede mostrar una conexión entre la evaluación global y el
problema de la detección de bordes a color.
La investigación futura con varios canales/colores apunta también al uso de umbrales
diferentes para cada canal/color. Esto parece una forma natural de continuar la investiga-
ción. No fue explorada esta vía en esta memoria debido al alto número de casuísticas que
conlleva. También, se requiere más investigación para trabajar con nuevas agregaciones
tales como la suma ponderada de la información de los colores. Es razonable suponer
que esta agregación ponderada pueda desembocar en mejorar comparativas ya que no
captamos los tres colores del mismo modo (ver 2.1). Además, se pueden tener en cuenta
diferentes funciones de agregación según el algoritmo empleado.
Otra idea4 es la posibilidad de agregar en diferentes niveles o fases, por ejemplo en la
agregación de características que se hace en el paso III de la detección de bordes (ver
fases en 2.3.1).
Otra posibilidad sería la relacionada con el espacio de color creado en este trabajo, el
llamado Super8 (ver 5.2), el cual trabaja en 8 dimensiones como una extensión del RGB,
y que eventualmente puede ser útil para explorar maneras óptimas de llegar a un color
3Esto puede hacer de modo similar a como se hace en Martin et al. (2001), pero donde los dibujantes
no boceten figuras cerradas, sino trazos pequeños que vayan configurando el objeto, como lo haría un
dibujante de forma natural.
4Sugerida por un valioso referee.
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dado por medio de la mezcla de estos 8 colores.
Finalmente, al abordar el problema de localización, clasificación y conteo de árboles,
se podrían añadir nuevas características cuando se emplea el Fuzzy clustering de objetos
-árboles en este caso-. Por ejemplo, algunas características relacionadas con la forma del
árbol. Y también en esta línea, otra aproximación interesante para investigar sería la
de agregar de algún modo la información proveniente de la detección de bordes con la
derivada de la segmentación de la imagen. De este modo, el problema de localizar árboles











APÉNDICE: ALGORITMOS Y FUNCIONES
There is too much tendency to making separate and independent bundles of both the
physical and the moral facts of the universe. Whereas, all and everything is naturally
related and interconnected. A volume could I write you on this subject.
Ada Lovelace
Hay una tendencia excesiva en separar lo material de lo moral en el mundo. Sin embargo,
todo esta conectado de una forma natural. Podría escribirte un libro sobre esto.
Ada Lovelace
S
e presenta a continuación el código de los algoritmos desarrollados en la memo-
ria. La creación de gran parte de éste se debe al trabajo de Bernardo de Baets
y de Carlos López-Molina (de Baets & López-Molina (2016)). Posteriormente,
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el autor de esta memoria, ha tenido que realizar numerosas modificaciones. Parte de
ellas han consistido en extenderlo y/o adaptarlo a las exigencias que iban surgiendo en el
desarrollo de los algoritmos, y en las pruebas computacionales asociadas a éstos. Todo el
código se ha escrito con el programa Matlab.
Se comienza con el código que permite inicializar las variables y estructuras (A.1.1)
con los que trabaja el algoritmo FCS. Tras ello, se ejecura el código ‘binarizador’ (A.1.2)
que genera la salida del algoritmo. Durante la ejecución del ‘binarizador’ se llama a
la función que realiza el clustering (A.1.3), y también al ‘constructor de segmentos’
(A.1.4). Por último, en este proceso que se describe, también son necesarias dos funciones
auxiliares (A.1.5).
A.1. Algoritmo de detección de bordes EDFCS -Edge




2 ROOTFOLDER= ’D:\Edge Detection\EDFCS\ ’ ;
3
4 % This wi l l determine where about in the mother ROOTFOLDER fo lder
5 % wi l l each information be stored .
6 Experiment . databaseName= ’ BSDS500train ’ ;
7
8 i f ( strcmp ( Experiment . databaseName , ’ BSDS500train ’ ) )
9 f p r i n t f ( ’\n\t Configuring for BSDS500 data set image data\n ’ ) ;
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10
11 % Original images (RGB)
12 Experiment . orgDir=strcat (ROOTFOLDER, ’ $images\train\ $ ’ ) ;
13
14 % Hand−made ground−truth
15 Experiment . gtOrgDir=strcat (ROOTFOLDER, ’ groundTruth\train\ ’ ) ;
16
17 % Folder to store the f i n a l resul ts a f ter binarizat ion
18 Experiment . bnDir=strcat (ROOTFOLDER, ’ train\BN\ ’ ) ;
19
20 % Folder to store the quantitat ive values yielded from the
21 % comparison of the automatic so lut ions to the hand−made ones
22 Experiment . cpDir=strcat (ROOTFOLDER, ’ Comparison\ ’ ) ;
23
24 % Range of the images ( in the fo lder ) to be se lected for the
25 % binarizat ion / comparison .
26 Experiment . imagesFrom=1;
27 Experiment . imagesTo=1;
28 e lse
29 error ( ’Wrong Experiment . databaseName at infoMaker .m’ ) ;
30 end
31
32 % Extension ( coding ) o f the or ig ina l images
33 Experiment . orgImagesExt= ’ jpg ’ ; %’pgm ’ ;
34 Experiment . gtImagesExt= ’ png ’ ; %’pgm ’ ;
35
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36 % Extension ( coding ) o f the automatically generated images
37 Experiment . imagesExt= ’ png ’ ;
38
39 % Extension of the matlab / octave data f i l e s
40 Experiment . dataExt= ’mat ’ ;
41
42 % Pref ix in the name of the grayscale images
43 Experiment . gsPref ix= ’ gs− ’ ;
44
45 % Pref ix in the name of the binary edge images
46 Experiment . bnPrefix= ’ bn− ’ ;
47
48 % Pref ix in the name of the f i l e s containing the comparison values
49 Experiment . cpPrefix= ’ cp− ’ ;
50
51 % Don ’ t hab i l i ta te this
52 Experiment . habilitateGSWriting =0;
53
54 % The fo l lowing f i e l d s force the experiments to be repeated ,
55 % even i f the resul ts have been stored in a previous launch
56 Experiment . forceBnMaker=1;
57 Experiment . forceComparer =1;
58
59 % Range of the sigmas in the zero−th ( smoothing ) and f i r s t
60 % ( d i f f e r e n t i a t i o n ) order .
61 % Gaussian kernels . Do not touch , and f e e l f ree to ask .
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62 Experiment . SigmasOne = [ 0 ] ; % i f smoothing <0.6 , then i t i s not applied .
63 Experiment . cannySigmasTwo = [ 2 ] ; % [ 0 . 5 , 1 . 0 , 1 . 5 , 2 . 0 , 2 . 2 5 , 4 . 0 ] ;
64
65 % Approaches for binarizat ion ( d i f f e r e n t edge detect ion algorithms )
66 Experiment . methods={ ’FCS ’ } ;
67
68 % Parameters
69 Experiment . canny . Tval =0 .05 :0 .01 :0 .90 ;
70 Experiment . re lev =0.90; % Relevance r e s t r i c t i o n for each c lass .
71 Experiment . solap =0.65; % Restr icc ion de solapamiento o redundancia .
72 % Experiment . psolap =0.15; % 0 . 0 5 : 0 . 0 5 : 0 . 2 0 ;
73 % Opcional la introduccion de este parametro como variable .
74 % It i s optional to employ this parameter as variable
75 % and not as a f ixed value .
76
77 % Path to the f i l e stor ing the f i n a l ( overa l l ) resul ts
78 Experiment . comparisonFile=spr int f ( ’ . / comparison−%s . mat ’ , . . .
79 Experiment . databaseName ) ;
80 Experiment . reportFi le=spr int f ( ’ . / report−%s . txt ’ , Experiment . databaseName ) ;
A.1.2. Binarización
1 pr int f ( ’\n−−−−−−\n Binary Images Maker (bnMaker)\n−−−−−−\n ’ ) ;
2
3 imagesList=getFi leLis t ( Experiment . orgDir , ’ * ’ , Experiment . orgImagesExt ) ;
4 imagesList=imagesList ( Experiment . imagesFrom : Experiment . imagesTo ) ;
5
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6 for idxImagesList =1: length ( imagesList )
7 % Read Image
8 fullImageName=char ( imagesList ( idxImagesList ) ) ;
9 rawImageName=regexprep ( fullImageName , . . .
10 s trcat ( ’ . ’ , Experiment . orgImagesExt ) , ’ ’ ) ;
11 imagePath=strcat ( Experiment . orgDir , fullImageName ) ;
12 f p r i n t f ( ’\nStarting image % d / %d (%s ) . . . \ n ’ , idxImagesList , . . .
13 Experiment . imagesTo−Experiment . imagesFrom+1 ,rawImageName ) ;
14 % Normalizing the image
15 imginteger=double ( imread ( imagePath ) ) ;
16
17 i f (max( imginteger ( : ) ) > 1 )
18 img=imginteger . / 2 5 5 ;
19 end
20 % Create the output fo lder for this image
21 imageBnFolder=strcat ( Experiment . bnDir , rawImageName, ’ / ’ ) ;
22
23 i f (~ ex i s t ( imageBnFolder , ’ d ir ’ ) )
24 mkdir ( imageBnFolder ) ;
25 end
26 % For each standard deviation a d i f f e r e n t smoothing i s applied .
27
28 for idSigmaOne=1: length ( Experiment . SigmasOne )
29 sigmaOne=Experiment . SigmasOne ( idSigmaOne ) ;
30 sigmaOneName=regexprep ( spr int f ( ’ %.2 f ’ , sigmaOne ) , ’ \. ’ , ’− ’ ) ;
31 i f sigmaOne>=0.6 % Cuando es menor que 0 ,6 se considera . . .
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32 % que no se hace suavizado .
33 smooImg=gaussianSmooth ( img , sigmaOne ) ;
34 e lse
35 smooImg=img ; % Si no se hace suavizado la imagen suavizada . . .
36 % es la imagen or ig ina l .
37 end
38 % For each Binarization method
39
40 for idMethod=1: length ( Experiment . methods )
41 methodName=char ( Experiment . methods ( idMethod ) ) ;
42 t i c ;
43 bnFileName=strcat ( Experiment . bnPrefix , . . .
44 createName (rawImageName, sigmaOneName, methodName ) ) ;
45
46 % createName (rawImageName, sigmaOneName, sigmaTwoName , . . .
47 % methodName ) ;
48 bnFilePath=strcat ( Experiment . bnDir , rawImageName, ’\ ’ ) ;
49 % First , conventional
50 i f ( (~ ex i s t ( bnFilePath , ’ f i l e ’ ) ) || ( Experiment . forceBnMaker ==1))
51
52 i f ( contains (methodName, ’FCS ’ ) )
53 % This i s gray −one channel− edge detect ion . And the way
54 % of aggregating the three channels (RGB) i s done by
55 % employing arithmetic mean.
56
57 i f ( s i ze ( smooImg,3) >1)
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58 smooImg=mean(smooImg , 3 ) ;
59 end
60
61 % In this case Canny edge detector i s applied , but
62 % any other edge detecion algorithm can be applied
63 % for phase II ( charac te r i s t i c s extract ion ) .
64
65 for idSigmaTwo=1: length ( Experiment . cannySigmasTwo )
66 sigmaTwo=Experiment . cannySigmasTwo ( idSigmaTwo ) ;
67 sigmaTwoName=regexprep ( spr in t f ( ’ %.2 f ’ , sigmaTwo ) , ’ \. ’ , ’− ’ ) ;
68 [ fx , fy ]=canny (smooImg , sigmaTwo ) ;
69 f t =sqrt ( fx .^2+ fy . ^ 2 ) ;
70 fx=fx . / max( f t ( : ) ) ;
71 fy=fy . / max( f t ( : ) ) ;
72 f t = f t . / max( f t ( : ) ) ;
73 %Escalado o preparaci ón
74 maxMap=directionalNMS ( fx , fy ) ;
75 [ cleanfx , c leanfy ]= directionalNMS ( fx , fy ) ;
76 f t2= f t . *maxMap; %Con el MaxMap se crea la thinImage .
77
78 for idthr =1: length ( Experiment . canny . Tval )
79 thrHigh=Experiment . canny . Tval ( idthr ) ;
80 thrString=spr int f ( ’ %02d ’ , round ( thrHigh *100 ) ) ;
81 thrLow=thrHigh . * 0 . 4 ;
82 [ featMatrix , labelMap ]= getBinarizationFeaturesP ( f t2 ) ;
83
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84 for idre lev =1: length ( Experiment . re lev )
85 relev=Experiment . re lev ( idre lev ) ;
86 relevString=spr int f ( ’ %02d ’ , round ( relev *100 ) ) ;
87
88 for idsolap =1: length ( Experiment . solap )
89 solap=Experiment . solap ( idsolap ) ;
90 solapString=spr int f ( ’ %02d ’ , round ( solap *100 ) ) ;
91 % for idpsolap =1: length ( Experiment . psolap )
92 % En este caso e l % de solapamiento queda f i j o .
93 % Si se quiere poner como parámetro , que sea con
94 % valores bajos del orden de 0.3* solap por e j .
95 psolap =0.15; % Experiment . psolap ( idpsolap ) ;
96 psolapString=spr int f ( ’ %02d ’ , round ( psolap *100 ) ) ;
97 [ se lected ]=FCS( featMatrix , relev , solap , psolap ) ;
98
99 i f isempty ( se lected )==1
100 f p r i n t f ( ’ no se han podido se lecc ionar bordes
101 para la imagen %s y los parametros thr : %d ,
102 smooth : %d , relev : %d , solap : d ’ , ’ kk ’ , thr , . . .
103 Experiment . SigmasOne ( idSigmaOne ) , . . .
104 relev , solap , psolap ) ;
105 bnImage=zeros ( s ize ( f t2 ) ) ; %Si e l algoritmo no
106 % selecc iona segmentos , entonces la imagen es
107 % negro puro ( todo ceros ) .
108 else
109 bnImage=zeros ( s ize ( labelMap ) ) ;
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110
111 for idxSelected =1: length ( se lected )




116 bnFileName=strcat ( Experiment . bnPrefix , . . .
117 createNameCanny (rawImageName,sigmaOaTwoName, methodName ) ) ;
118 bnFileNameComp=strcat ( bnFileNathrString ) , ’− ’ ,
119 num2str ( relevString ) , ’− ’ , num2str ( solapString ) , . . .
120 ’ psolapString ) , ’ . ’ , Experiment . imagesExt ) ;







128 f p r i n t f ( ’\t Done for sigmaOne=%.2f , b inarizat ion=%s . . .
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A.1.3. Fuzzy Clustering
1





7 % VARIABLES INICIALES :
8 k=5; % número de caracter í s t i cas
9 g r i l l a =10;
10 r =( g r i l l a ^k ) ; % cantidad de c lases / part i c iones y de pos ib les centros
11 x =1/ ( g r i l l a −1); % distancia g r i l l a
12 t=zeros ( r , k ) ;
13 % Se escogen las f caracter í s t i cas entre las disponibles en
14 % la matriz de los segmentos con sus caracter í s t i cas ( featMatrix )
15 % g1=featMatrix ( : , 1 ) ; % longitud segmento ( antes 1)
16 g1=featMatrix ( : , 2 ) ; % max
17 g3=featMatrix ( : , 4 ) ; % media ( before the third )
18 % g3=featMatrix ( : , 2 ) ; % max
19 % g3=featMatrix ( : , 7 ) ; % Rectangle that contains . . .
20 g2=featMatrix ( : , 1 ) ; % Length
21 % g3=featMatrix ( : , 3 ) ; % min
22 % g2=featMatrix ( : , 4 ) ; % media
23 % g2=featMatrix ( : , 6 ) ; % mediana
24 g5=featMatrix ( : , 5 ) ; % desviac i ón t ip ( antes 4)
25 g4=featMatrix ( : , 8 ) ; % Is i t well l o c a l e t the segment?
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26
27 g=[g1 g2 g3 g4 g5 ] ; %columnas de la g r i l l a con e l orden
28 %g1 , g2 , g3 , g4 , g5
29
30 % Se genera la matriz con todos los centroides :
31 j =0;
32 for c1 =0:x :1
33 for c2 =0:x :1
34 for c3 =0:x :1
35 for c4 =0:x :1
36 for c5 =0:x :1
37 % for c6 =0:x :1
38 t ( j +1 ,1:k )= [ c1 c2 c3 c4 c5 ] ; % c6 ] ;








47 s=length ( featMatrix ) ;
48 p=zeros ( r , s ) ; %pertenencia a cada una de las r c lases
49 p1=zeros ( r , s ) ;
50 cobclas=zeros ( r , 2 ) ; %cobertura de la c lase r
51 centros=zeros ( r , 2 ) ; %centros con las r e s t r i c c i o n e s de relevancia
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52 % y cobertura de la c lase r
53 % nivel de pertenencia normalizado a distancia máxima d
54 d=sqrt ( 3 ) ;
55
56 g ( : , 1 ) = g ( : , 1 ) . / max( g ( : , 1 ) ) ;
57 g ( : , 2 ) = g ( : , 2 ) . / max( g ( : , 2 ) ) ;
58 g ( : , 3 ) = g ( : , 3 ) . / max( g ( : , 3 ) ) ;
59 g ( : , 4 ) = g ( : , 4 ) . / max( g ( : , 4 ) ) ;
60 g ( : , 5 ) = g ( : , 5 ) . / max( g ( : , 5 ) ) ;
61 % g ( : , 6 ) = g ( : , 6 ) . / max( g ( : , 6 ) ) ;
62 l =1;
63 for j =1: r
64 % Calcula e l nive l de pertenencia normalizado a distancia máxima
65 t t =0;
66 for i =1: s
67 for k=1:k
68 p1 ( j , i )=p1 ( j , i )+ ( g ( i , k)− t ( j , k ) ) ^ 2 ;
69 end
70 p ( j , i )=1− sqrt ( p1 ( j , i ) ) / d ;
71 % Rest r i c c i ón de relevancia
72 i f p ( j , i )>= relev
73 t t= t t +1;
74 end
75 end
76 % Cá lcu lo de cobertura con relevancia mí nima de w y
77 % su r e s t r i c c i ón > w1 para l c r i t e r i o s de orden
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78 cobclas ( j ,1 )= j ;
79 cobclas ( j ,2 )= t t / s ;
80
81 i f cobclas ( j ,2) >=w1
82 centros ( l ,1 )= j ;
83 centros ( l ,2 )= cobclas ( j , 2 ) ;
84 l= l +1;
85 end
86 end
87 % [kk , I ]= sort ( centros ( : , 2 ) , ’ descend ’ ) ;
88 % a=centros ( I ( 1 ) ) ;
89 [kk , I ]= sort ( cobclas ( : , 2 ) , ’ descend ’ ) ;
90 a=cobclas ( I ( 1 ) , 1 ) ;
91 % chosenCenters=l −1;
92 nChosenCenters =0;
93 chosenCenters=zeros ( r , 1 ) ;
94 b=0;
95
96 %VEAMOS EL SOLAPAMIENTO, PARA ELLO NOS CENTRAMOS EN
97 % EL CENTROIDE CON MAYOR COBERTURA Y BUSCAMOS EL SIGUIENTE
98 % EN ORDEN DE COBERTURA QUE NO SE SOLAPE DEMASIADO. . .
99 %DEBEMOS CALCULAR EL PORCENTAJE DE ELEMENTOS QUE
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104 for i =2: r
105 t t =0;
106 % b=centros ( I ( i ) ) ;
107 b=cobclas ( I ( i ) , 1 ) ;
108 for elem=1: s
109 i f min( p ( a , elem ) , p ( b , elem)) >= solap




114 i f t t / s < psolap
115 nChosenCenters=nChosenCenters +1;
116 chosenCenters ( nChosenCenters )=b ;
117 secondCenter= i ;





123 b=chosenCenters ( l ) ;
124 i f b==0
125 bordes = [ ] ;
126 e lse
127 bordes=zeros ( s ) ;
128 no_bordes=zeros ( s ) ;
129 j =1;
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130 l =1;
131 c lase=ones ( s ) ;
132 for i =1: s
133 i f p ( a , i )<=p ( b , i )
134 bordes ( j )= i ;
135 c lase ( i )=2 ;
136 j = j +1;
137 else
138 no_bordes ( l )= i ;
139 l= l +1;
140 end
141 end
142 % mean( g2 ( no_bordes ( 1 : k−1) ) )
143 % mean( g2 ( bordes ( 1 : j −1) ) )
144 i f mean( g2 ( no_bordes ( 1 : l −1))) >mean( g2 ( bordes ( 1 : j −1) ) )
145 % aux=bordes ;
146 aux2=k ;
147 bordes=no_bordes (1 , l −1);
148 k= j ;
149 % no_bordes=aux ;
150 j =aux2 ;
151 else
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156 se lected=bordes ;
A.1.4. Construcción de los segmentos
1 function [ featureMatrix , labelMap ] = getBinarizationFeaturesP ( thinImage )
2 % Function Get Binarization Features
3 %
4 % function [ featureMatrix , labelMap ] = getBinarizationFeatures ( thinImage )
5 %
6 % Creates the feature matrix from the provided thinImage .
7 % The generated matrix wi l l have as many rows as candidate segments
8 % and as many features as are spec i f i ed .
9 % The columns are as fo l lows :
10 % 1− Length of the segment
11 % 2− Max edginess
12 % 3− Min edginess
13 % 4− ( Arithmetic ) Mean edginess
14 % 5− Standard deviation of the edginess
15 % 6− Median
16 % 7− Area of the minimum rectangle that contains the segment
17 % 8− The rule of Thirds important point ’ s distance
18 %
19 % [ Inputs ]
20 % thinImage ( mandatory)− Image composed of thin , fuzzy edges
21 % ( see references ) .
22 % In this version the thinning process i s asured inside the function ,
23 % so i t i s not mandatory anymore but i t i s recommended anyway .
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24 %
25 % [ outputs ]
26 % featureMatrix− Matrix containing , row−wise , the feature vector
27 % of each segment .
28 % labelMap− Map where each pixe l o f each segment i s labe l l ed with the
29 % number of row i t occuppies in the featureMatrix . For example ,
30 % a l l the p ixe ls in the segment that takes up the f i r s t row in
31 % featureMatrix wi l l be labe l led as 1 .
32 %
33 % [ usages ]
34 % [ featureMatrix , labelMap ] = getBinarizationFeatures ( thinImage )
35 %
36 % [ note ]
37 %
38 % [ dependencies ]
39 % function bwlabel ( from Matlab ’ s Library )
40 %
41 % [ author ]
42 % ( Original version by ) Carlos Lopez−Molina ( car los . lopez@unavarra . es )
43 % ( Extended and modified by ) Pablo Flores−Vidal ( pflores@ucm . es )
44 %
45 % [ references ]
46 %
47 % @art ic le { Segmentos_Extended ,
48 % t i t l e ={A new edge detect ion method based on global evaluation
49 % using fuzzy c luster ing } ,
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50 % author ={ Flores−Vidal , Pablo Arcadio and Olaso , Pablo and
51 % Gómez , Daniel and Guada , Carely } ,
52 % journal ={ Soft Computing } ,
53 % pages={1−−13} ,
54 % year ={2018} ,
55 % publisher ={ Springer Berlin Heidelberg }
56 %
57 % 0− Validate Arguments
58 %
59 assert ( nargin==1, ’ Error at getBinarizationFeatures : . . .
60 Wrong number of arguments . ’ ) ;
61 assert (min( thinImage ( : ) ) >=0 , ’ Error at getBinarizationFeatures :
62 The thinImage cannot contain negatives . ’ ) ; . . .
63 numFeatures=8;
64 %
65 % 1− Preprocessing
66 %
67 maxMap=zeros ( s ize ( thinImage ) ) ;
68 % Para la creac i ón de los segmentos obviaremos que tienen di ferentes
69 % intensidades . Los declaramos pixel−borde directamente de modo que
70 % sea una matriz binaria de 0 y 1.
71 maxMap( thinImage >0)=1;
72 % Incorporo la funci ón para asegurarme que es totalmente Thin la imagen .
73 % maxMapTHIN=bwmorph(maxMap, ’ thin ’ , Inf ) ;
74 % Se etiquetan los segmentos
75 labelMap=bwlabel (maxMap) ;
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76 numSegments=max( labelMap ( : ) ) ;
77 % Para las caracter í s t i cas espacia les ca lcu lo previamente
78 % la p o s i c i ón de los puntos fuertes , pues emplearé las distancias
79 % a é stos para valorar lo " bien situado " que está un punto para
80 % ser mejor perc ibido en cuanto a la cercan í a a un punto fuerte .
81 % Luego podré emplear también la ponderaci ón sobre lo l e j o s que
82 % está a su vez de las esquinas .
83 PF1X = round ( length ( labelMap ( : , 1 ) ) / 3 ) ;
84 PF1Y = round ( length ( labelMap ( 1 , : ) ) / 3 ) ;
85 PF1=[PF1X,PF1Y ] ;
86 PF2X = round ( length ( labelMap ( : , 1 ) ) / 3 ) ;
87 PF2Y = round ( length ( labelMap ( 1 , : ) ) / 3 * 2 ) ;
88 PF2=[PF2X,PF2Y ] ; PF3X = round ( length ( labelMap ( : , 1 ) ) / 3 * 2 ) ;
89 PF3Y = round ( length ( labelMap ( 1 , : ) ) / 3 ) ;
90 PF3=[PF3X,PF3Y ] ;
91 PF4X = round ( length ( labelMap ( : , 1 ) ) / 3 * 2 ) ;
92 PF4Y = round ( length ( labelMap ( 1 , : ) ) / 3 * 2 ) ;
93 PF4=[PF4X,PF4Y ] ;
94 %
95 % 2− Processing
96 %
97 featureMatrix=zeros ( length (numSegments ) , numFeatures ) ;
98 for idSegment=1:numSegments
99 values=thinImage ( labelMap==idSegment ) ;
100 featureMatrix ( idSegment ,1 )= length ( values ) ;
101 featureMatrix ( idSegment ,2 )=max( values ) ;
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102 featureMatrix ( idSegment ,3 )=min( values ) ;
103 featureMatrix ( idSegment ,4 )=mean( values ) ;
104 [ Posx , Posy ]= f ind ( labelMap==idSegment ) ;
105 CenterSegment=[mean( Posx ) ,mean( Posy ) ] ;
106 featureMatrix ( idSegment ,5 )= std ( values ) ;
107 featureMatrix ( idSegment ,6 )= median ( values ) ;
108 % featureMatrix ( idSegment ,7 )= CenterSegment ( 1 ) ;
109 % featureMatrix ( idSegment ,8 )= CenterSegment ( 2 ) ;
110 featureMatrix ( idSegment , 7 ) = (max( Posx)−min( Posx ) ) * (max( Posy)−min( Posy ) ) ;
111
112 X1=[CenterSegment ;PF1 ] ;
113 X2=[CenterSegment ;PF2 ] ;
114 X3=[CenterSegment ;PF3 ] ;
115 X4=[CenterSegment ;PF4 ] ;
116
117 DPF1=pdist (X1 , ’ euclidean ’ ) ;
118 DPF2=pdist (X2 , ’ euclidean ’ ) ;
119 DPF3=pdist (X3 , ’ euclidean ’ ) ;
120 DPF4=pdist (X4 , ’ euclidean ’ ) ;
121
122 DPF=[DPF1 DPF2 DPF3 DPF4 ] ;
123
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1
2 function name=createName (rawImageName, sigmaOneName, methodName)
3
4 name=strcat (rawImageName , . . .
5 ’−s1− ’ , . . .
6 sigmaOneName , . . .
7 ’− ’ , . . .
8 methodName ) ;
9
10
11 function l i s t =getFi leLis t ( fo lder , keyword , extension ) ;
12
13
14 % Function Get Fi le List
15 %
16 % function l i s t =getFi leLis t ( dir , keyword , extension )
17 %
18 % Finds the f i l e s in fo lder ’ dir ’ , that contain the
19 % text ’ keyword ’ and have extension ’ extension ’ .
20 %
21 % [ Inputs ]
22 % fo lder ( compulsory)− Path to the fo lder to be checked .
23 % keyword ( compulsory)− Keyword to look for . The spec ia l char ’ * ’
24 % stands for any keyword .
25 % dis t ( compulsory)− Extension to look for , without dot .
26 % The spec ia l char ’ * ’ stands for any extension .
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27 %
28 % [ outputs ]
29 % l i s t − Cell l i s t with a l l the f i l e names . I t does not include
30 %
31 % [ usages ]
32 %
33 % [ author ]
34 % Carlos Lopez−Molina ( car los . lopez@unavarra . es )
35 %
36 % 0− val idat ion
37 %
38 assert ( nargin==3, ’ ge tFi leLis t . > Error : Wrong number of parameters ’ ) ;
39 assert ( i s d i r ( f o lder ) , ’ ge tFi leLis t . > Error : . . .
40 The fo lder [%s ] does not ex i s t ’ , f o lder ) ;
41 %
42 % 1− Preprocessing
43 %
44 i f ( f o lder ( end)~= ’ / ’ )
45 fo lder=strcat ( fo lder , ’ / ’ ) ;
46 end
47
48 i f ( strcmp ( keyword , ’ * ’ ) )
49 commandString=spr int f ( ’ %s %s.%s ’ , fo lder , keyword , extension ) ;
50 e lse
51 commandString=spr int f ( ’ %s/*%s*.%s ’ , fo lder , keyword , extension ) ;
52 end
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53 %
54 % 2− Processing
55 %
56 i n i t i a l L i s t = dir ( commandString ) ;
57
58 j =1;
59 l i s t = { } ;
60 i f ( isempty ( i n i t i a l L i s t ) )
61 f p r i n t f ( ’ ge tFi leLis t . > Warning : Nothing found in . . .
62 fo lder [%s ]\n ’ , f o lder ) ;
63 e lse
64 for i =1: length ( i n i t i a l L i s t )
65 i f ( i n i t i a l L i s t ( i ) . i s d i r ==0)
66 l i s t ( j ) = c e l l s t r ( i n i t i a l L i s t ( i ) . name ) ; %#ok<AGROW>
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