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In cardiac interventions, such as cardiac resynchronization therapy (CRT), flu-
oroscopy guidance can be enhanced through overlaying information extracted
from preoperative magnetic resonance imaging (MRI) data. Registering multi-
modal image data, such as 3D/2D cine MRI to X-ray, however, remains a major
research challenge. Due to fundamental differences in the image acquisition
physics of MRI and X-ray fluoroscopy, no similar intensities or shared features
are available. Due to the lack of shared features between the modalities, the use
of classical intensity- or feature-based registration approaches is not feasible. This
thesis proposes two main approaches to address this problem: 1) adjacent anatom-
ical model-based registration and 2) imitation learning-based model-to-image
registration. The adjacent anatomy-based approach relies on extracted models
of the left ventricle (LV) from MRI and a reconstructed point cloud of the coro-
nary veins from two interventional, contrasted X-rays (venograms). The method
exploits the anatomical adjacency of the LV and the coronary veins through a
globally optimal point cloud registration: globally optimal iterative closest point
(GO-ICP). The approach has demonstrated high robustness and accuracy on
phantom and clinical patient data. However, the approach is greatly dependent
on the quality of acquired venograms. To create a more generic approach, an
imitation learning-based method is proposed that is able to register the LV model
to a single, non-contrast-enhanced X-ray acquisition. An artificial neural network
(ANN) predicts transformations of the 3D LV model iteratively, relative to the
2D X-ray image to register to. The training of the ANN is performed entirely on
digitally reconstructed radiographs (DRRs), artificial X-ray data generated from
computed tomography (CT) volumes. The approach provides high accuracy
on DRRs and high robustness on clinical X-ray data, however, results on the
target domain are highly training parameter-dependent. The influence of param-
eters, i.e., training data order and network weight initialization, is investigated
extensively. It is shown that domain randomization, i.e., applying unrealistic
iii
perturbations to the synthetic training data, can result in substantially more con-
sistent robustness on the target domain. The imitation learning-based registration
approach was integrated into a clinical prototype for the interventional guidance
of CRT procedures. After initial, successfully guided cases, the approach is to be
extensively validated in a multicenter clinical trial.
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Patients with advanced drug-refractory heart failure (HF) can be safely treated
with cardiac resynchronization therapy (CRT). However, 30 to 50 % of patients
do not respond to the treatment [1]. In this procedure, a CRT device is implanted
using fluoroscopic image guidance. The device has three leads which are placed
in the right atrium (RA), right ventricle (RV), and through the coronary sinus
(CS) on the surface of the left ventricle (LV). Suboptimal placement of the lead
on the LV has been identified as a leading cause of non-response. Unfortunately,
improving the placement of this lead is extremely challenging for clinicians.
It has been shown that placing the LV lead away from scar tissue and at
the site of the latest point of mechanical activation can improve the response
rate [2]. This information cannot be directly obtained from fluoroscopic images
and requires an additional imaging modality, such as preoperative magnetic
resonance imaging (MRI). Registering preoperative MRI with intraoperative
fluoroscopic images enables clinicians to visualize scar tissue and mechanical
activation in real time fluoroscopic overlay, guiding the placement of the LV lead
to improve response rates.
Registering MRI to fluoroscopy remains an open research problem. The
main challenge is the lack of shared information between the modalities. In the
case of cardiac MRI, the images show high soft tissue contrast to visualize the
heart, but bony structures, such as the spine, are not easily seen. In fluoroscopic
images however, bony structures and instruments are easily visible, but there is a
lack of contrast for soft tissue. The only way to visualize soft tissue anatomy is to
Chapter 1. Introduction 2
inject contrast agent. In CRT this is used to visualize the CS [3]. The registration
problem is further complicated by different fields of view, the low resolution of
MRI, and cardiac and respiratory motions.
Although clinical experts are capable of registering a mesh model to the X-ray
images, the process is time-consuming and the results are operator-dependent.
The manual registration process can be supported through the application of
fiducial markers to the skin surface of the patient before the preoperative scan [4].
However, the markers have to remain on the patient for the intervention and
this is often not realistic, due to the preoperative scan mostly being acquired not
directly before the procedure, often weeks in advance. Furthermore, a fiducial-
based registration, does not guarantee a sufficiently accurate registration of the
heart [5]. Therefore, an automatic registration approach is desired.
Previous approaches registering pre- to intraoperative data for cardiac pro-
cedures either disturbed the clinical workflow or relied on too many, somewhat
unrealistic assumptions. Methods have been developed to use tools [6, 7, 8], how-
ever, tools may deform the anatomy. Approaches have emerged that utilise more
advanced MRI protocols, however, these are often not feasible for HF patients [9].
Other approaches have made assumptions and involved a significant amount of
manual interaction to perform the registration [10, 11].
This work proposes registration methods to address the problem of the
lack of cross-modality landmarks between cardiac cine magnetic resonance (MR)
images and contrast enhanced X-ray fluoroscopy. The overall aim was to not
require fiducial markers, novel MRI sequences, or rely on tools, thereby enable the
developed approaches to seamlessly integrate into the current clinical workflow.
Two main approaches, and their variations, are presented to provide solutions to
this challenging registration problem.
1.1 Contributions
The objective of this work is to explore novel registration approaches for image
guided cardiac procedures, especially for guidance of CRT procedures with
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MRI data, having minimal interference with the clinical workflow. The main
contributions of this thesis are:
• An adjacent anatomical model-based framework was developed for the
registration of the 3D reconstruction of the coronary veins from two X-
ray angulations to a LV mesh model, extracted from MR. The registration
is performed in 3D by a classical optimization-based approach, globally
optimal iterative closest point (GO-ICP), that is a combination of branch
and bound (BnB) and iterative closest point (ICP).
• The framework was extended by performing a semiautomatic segmentation
of the coronary veins in the contrasted X-ray images and reconstructing
every possible epipolar correspondence (superabundant reconstruction).
The adjacent anatomical structures are registered with a version of the
GO-ICP method with outlier rejection.
• A method was developed for the evaluation of cardiac registration by
reconstructing artificial valves from the X-ray projections and comparing
their positions with theirs extracted from the MR images.
• An imitation learning-based registration framework was developed for
registering cardiac models to interventional X-ray images. The method is
trained on fully synthetic data and does not rely on contrast agent injections.
It is capable of registering the LV model to a single, non-contrasted X-ray
image.
• The imitation learning framework was extended to multiple angulations,
i.e., right anterior oblique (RAO) and left anterior oblique (LAO) to realize
feasibility for electrophysiology (EP) procedures, i.e., CRT.
• It was shown that training with different parameters, i.e., network weight
initialization or training data order, can result in low and inconsistent
performance on the target domain of clinically acquired X-ray data.
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• Domain randomization (DR) was performed to realize a more efficient and
consistent transfer to increase the robustness on the clinical CRT data in the
imitation learning-based framework.
1.2 Thesis Outline
In Chapter 2, the medical background of this work is highlighted. The anatomy
of the human heart, with particular focus on the LV and the CS, and CRT is
described. Details of CRT are given, with focus on the delivery of the therapy in
a catheterization laboratory and the inherent challenges thereof.
Chapter 3 provides a thorough literature review. A critical analysis of state-
of-the-art registration approaches, is presented. The review has particular focus
on registration methods relevant for cardiac procedures, especially for CRT.
To further motivate the work, an experiment to measure manual registration
performace is presented.
In Chapter 4, a method exploiting prior knowledge of adjacent anatomical
structures is presented. Preoperative MR images are segmented to extract a 3D
model of the LV and a 3D model of the CS is reconstructed from two contrasted
intraoperative fluoroscopic images. The two models of adjacent anatomy are
registered using a globally optimal technique well suited to registering partial
surfaces. The method is extended to use a reconstruction of the vessels without
known correspondences, named superabundant reconstrucion. A version of
the globally optimal technique with outlier removal is used to perform the
registration.
Chapter 5 describes an imitation learning-based approach, registering a seg-
mented LV from MR, to uncontrasted X-ray images. Manual feature engineering
is not required. The method relies on a neural network-based framework, able to
automatically extract features and make predictions based on them. This results
in a system that is able to utilize the highly limited amount of cross-modality
information between the two modalities. Due to the lack of MR and X-ray data
pairs and of ground truth (GT) registrations, training was performed on fully
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synthetic data. Only computed tomography (CT) data are used to generate the
synthetic training data. LV mesh models can be extracted from the CTs and they
can be used to generate digitally reconstructed radiograph (DRR) projection im-
ages to create artifical X-rays. The generated synthetic data is perfectly registered,
thus a GT is available.
In Chapter 6, the transfer performance to the target domain of clinically
acquired X-ray data is evaluated for varying training parameters, i.e., network
weight initialization and training data order. It is shown that performance for
different training parameters can suffer greatly and be inconsistent, without
explicit transfer learning measures implemented. DR is performed, i.e., random
perturbations are applied to the training data to generate unrealistic images.
This increases the probability of a successful transfer, i.e., increased and more
consistent performance on the target domain, because the data of the target
domain is perceived by the imitation learning agent as just another variation of
the possible images.
The thesis is concluded with Chapter 7, giving a brief conclusion and high-
lighting the potential future course of research in the field of image registration for
cardiac procedures, with special account for the clinical applications, in particular
CRT.
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In this chapter, the medical background of this work is described in detail. First,
the anatomy and physiology of the heart are presented, with particular focus
on the left ventricle (LV) and its main vein, the coronary sinus (CS). Second,
the target clinical application, cardiac resynchronization therapy (CRT), and the
challenges involved therein are highlighted.
2.1 The Human Heart
The human heart is the central organ for the circulation of blood, the oxygenation
of the organs in the human body. It consists of four chambers, see Figure 2.1,
that have their own characteristics and responsibilities. The LV supplies the
body with oxygen-rich blood through the aortic valve (AV), the aorta, and the
arteries. The deoxygenated, carbon dioxide (CO2) rich blood returns through the
venous system into the right atrium (RA), to be forwarded through the tricuspid
valve into the right ventricle (RV). The RV pumps it to the lungs, to exchange the
CO2 for oxygen. The oxygen-rich blood returns to the left atrium (LA) and is let
through the mitral valve (MV) to the LV to complete the circle [12].
In the following sections, the most relevant anatomical structures for CRT,
i.e., the LV and the CS, are described in more detail.
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(a) AP view (b) Inferior view
Figure 2.1: Schematic illustrations of the chambers of the heart: LV (green), RV
(blue), LA (yellow), RA (purple), and the root of the aorta (red). Shown in (a)
anterior-posterior (AP) and (b) inferior radiographic orientations.
2.1.1 Left Ventricle
The LV is responsible for supplying the body with oxygenated blood through the
aorta and arteries. It mainly consists of muscle tissue, myocardium, that contracts
and relaxes periodically. The contraction of the myocardium is controlled by
the electrical system of the heart. The electrical impulses originate from the
sino-atrial node, which is situated in the upper part of the RA and serves as the
natural pacemaker of the heart. The electrical signal travels through the atria,
inducing contraction, the atrioventricular node, and the bundle of His. The signal
separates into two branches, the right and the left bundles. The two bundles
excite the myocardium through thin embedded fibers, the Purkinje fibers [13].
The contraction of the muscles results in the ejection of blood from the LV cavity.
The LV wall has three layers. The main layer, as mentioned before, is the
myocardium, the cardiac muscle tissue. The myocardium is separated from the
blood pool in the inside of the ventricle by the endocardium and it is bound by
the epicardium on the outer surface, see Figure 2.2.
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(a) SAx view (b) 4CH view
Figure 2.2: Magnetic resonance (MR) acquisitions of the LV with the endo- (yel-
low) and epicardium (green) highlighted. (a) Short axis (SAx) acquisition slice of
the LV. (b) Four chamber (4CH) acquisition slice of the LV.
2.1.2 Coronary Sinus
The CS is the main coronary vein of the left ventricle. It collects deoxygenated
blood from the myocardium through its tributaries and drains into the RA.
Its tributaries are the great cardiac vein, the left marginal vein, the posterior
cardiac vein, and the middle cardiac vein. Unlike the coronary arteries’, the
coronary venous anatomy has high variation throughout patients. Some of the
mentioned tributaries are often not present and their location may vary too [14].
Exemplary contrasted, interventional X-ray angiography (XA) acquisitions, so
called venograms, of the CS are shown in Figure 2.3.
2.2 Cardiac Resynchronization Therapy
Patients with moderate to severe symptoms of heart failure (HF) can be treated
with CRT. In CRT a biventricular pacemaker is implanted to resynchronize the
ventricles of the patient, thus improve ventricular function. Successful CRT
reduces the symptoms of heart failure, which provides patients with improved
quality of life and results in lower mortality [15, 16, 17].
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(a) LAO (b) AP (c) RAO
Figure 2.3: Contrasted XA acquisitions of the CS during an intervention. Projec-
tions of (a) left anterior oblique (LAO) 30◦, (b) anterior-posterior (AP), and (c)
right anterior oblique (RAO) 30◦ angulations.
In the next sections, HF, CRT delivery, its challenges, and a clinical prototype
to guide CRT implantations are described in detail.
2.2.1 Heart Failure
The term HF is used to describe the condition when the heart cannot supply
the body with sufficient quantities of blood, thus oxygen. The most frequent
causes of HF are hypertension and coronary disease [18]. Coronary disease can
lead to a myocardial infarction. In an infarction, a coronary artery supplying the
myocardium is blocked, resulting in insufficient blood supply of the cardiac tissue.
In consequence, the affected myocardial tissue is not oxygenated adequately,
resulting in myocardial tissue death. The dead myocardium undergoes scarring,
resulting in a loss of electrical conductivity. This results in an impairment of
electrical activation of the myocardium, often a left bundle branch block (LBBB),
where the activation of the left ventricle is delayed. This can result in inter-
(delay between ventricles) or intraventricular (delay within LV) dyssynchrony
and could be the cause of other arrhythmias [19].
The diagnosis of heart failure is performed in the first line by evaluating the
electrocardiogram (ECG) of the patient [20]. However, it has been shown that
there is no direct correlation between HF and an elongated QRS complex [21, 22].
The diagnosis is confirmed by transthoracic ultrasound (US) imaging. US can be
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used to identify the cardiac wall area of delayed activation, chamber volumes
(end systolic/diastolic volume, ejection fraction) can be quantified, and blood
flow can be measured through doppler imaging [23].
Severity of heart failure is classified by the New York Heart Association
(NYHA) criteria into four classes, I to IV [24]. For patients of classes III and IV,
moderate to severe HF, a biventricular pacemaker, a CRT device is advised [25].
It has been shown that CRT can achieve positive outcomes, i.e., increase in LV
function, even in NYHA class II patients [26].
2.2.2 CRT Delivery
Patients having heart failure with moderate to severe symptoms can benefit
from CRT. In CRT, a biventricular pacemaker is implanted to resynchronize an
asynchronously beating left ventricle. While a conventional pacemaker has two
leads, one in the RA and one in the RV, a biventricular pacemaker, or so called
CRT device, has an additional third lead on the LV.
The implantation of the CRT device is a minimally invasive procedure that
is performed under fluoroscopy guidance in the catheterization laboratory, see
Figure 2.4. The device is implanted under the skin, below the clavicle (collarbone).
During the implantation, venous acces is gained through the subclavian vein to
the superior vena cava that drains into the RA. One lead is positioned in the RA,
the second through the tricuspid valve into the RV, and the third lead onto the
surface of the LV through the CS, the main vein of the LV, draining into the RA,
see Figure 2.5 [27].
The main radiographic projection orientations for implanting the leads,
i.e., working angulations for CRT are AP, left anterior oblique (LAO) 30◦, and
right anterior oblique (RAO) 30◦. Images of caudal (CAU) and cranial (CRA)
angulations are rarely acquired. Exemplary venogram acquisitions are shown in
Figure 2.3.
In an ideal case, the device is able to resynchronize an asynchronously
beating heart and the patients heart undergoes reverse remodelling over time,
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Figure 2.4: CRT delivery in a catheterization laboratory.
improving cardiac function, thus quality of life and life expectancy [29].
2.2.3 CRT Challenges
In current clinical practice, CRT is delivered with limited information, targeting
the postero-lateral wall, since no soft tissue contrast is present in X-ray images.
However, the optimal placement of the LV lead is patient specific [30]. Despite of
undergoing CRT, 30 to 50 % of patients do not respond [2]. The high fail rate is
associated with suboptimal placement of the LV lead.
The main factors in the success of pacing of the LV based on Mountney et
al. [4] are as follows:
• Myocardial scar: Pacing in myocardial scar tissue is associated with poor
outcomes, due to its low electrical conductivity [31]. Pacing away from
areas of scar tissue results in better outcomes [32].
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(a) Schematic illustration of CRT (b) X-ray image of CRT implant
Figure 2.5: Implanted biventricular pacemaker. (a) Schematic illustration of
implanted CRT device (orange) and three electrodes in the RA (purple), RV (red),
and on the LV (yellow) [28]. Courtesy of Medtronic. (b) X-ray view of implanted
CRT device and electrodes.
• Mechanical activation: Pacing in areas of the myocardium showing the
highest delays in mechanical activation can result in better reverse remod-
elling of the LV, thus improved clinical outcomes [33, 34].
• Coronary venous anatomy: The LV lead is lodged into one of the tributaries
of the CS. The number and location of tributaries limits the potential targets.
The target vein has to be sufficiently wide for the lead, but cannot be too
wide for a secure placement.
• Anatomical position: Pacing on the antero- or postero-lateral wall was
shown to lead to best outcomes [35, 36]. It is advised to place the lead away
from the apex, to avoid proximity to the RV lead [37].
• Phrenic nerve stimulation: A further reason for avoiding an apical place-
ment can be the unintended stimulation of the phrenic nerve [38]. If phrenic
nerve stimulation is experienced during the intervention, the lead is re-
tracted and placed into a more basal region of the LV or if a multipolar lead
is implanted, it is electronically repositioned (reprogrammed) [39, 40].
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It was shown in the studies presented above that, by controlling these factors,
clinical outcomes of CRT can be improved. In current clinical practice involving
X-ray guidance, only a highly limited amount of the necessary information is
available. Venograms can be acquired of the coronary venous anatomy and
phrenic nerve stimulation can be detected during the intervention. However, it
might not occure in the supine position of the patient during the intervention.
The other factors, i.e., mechanical activation and myocardial scar tissue position
cannot be determined, although promising, early approaches exist [41].
In order to compensate for the lack of information in the LV lead placement,
thus to improve success rates, preoperative information can be involved into
the clinical decision making process [42, 43, 44]. Preoperative image data can be
US [45, 46, 47], MR [48, 32, 49, 50], computed tomography (CT) [51], single photon
emission computed tomography (SPECT) [52], or positron emission tomography
(PET) [53]. However, none of the above can provide all the necessary information
on their own. The possibly most promising approaches involve preoperative MR
or CT imaging.
MR can provide the mechanical activation information and the extent and
position of scar tissue [4]. It is, however, not possible to extract and visualize
the coronary anatomy in standard cardiac protocols. More advanced acquisition
protocols are often not feasible for HF patients.
CT can also provide the mechanical activation information, if multiphase
images are acquired. The coronary venous anatomy can be imaged too. However,
scar information is currently not derivable [51]. Since scar information is probably
the most important factor in lead placement, MR is the more suitable modality
for guiding CRT procedures at the current state of research.
Different ways exist to involve preoperative data into the interventional
decision making process. Clinicians can visualize the preoperative acquisitions
and make a decision prior to the procedure, mentally recalling where the target
is intraoperatively. A mental projection of the 3D information into the 2D X-ray
imaging plane has to be performed during the procedure. It is also possible
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to have the pre- and intraoperative images side-by-side dispayed during the
intervention, but the mental projection still needs to be performed. A more
advanced approach is to fuse the pre- and intraoperative images and present the
resulting images to the interventionalist during the procedure as an overlay [50,
4]. The overlay images are easier to work with, since the projection from 3D to
2D space is provided.
To facilitate such a solution, the pre- and intraoperative data have to be
aligned, referred to as registration. Automatic registration of CT to X-ray [54]
is feasible for various clinical applications, e.g., pedicle screw placement in the
spine, relying on high contrast, bony structures [55]. However, in cardiac ap-
plications the target anatomy, i.e., the heart, consists of soft tissue. Registration
by surrounding bony structures might not be accurate enough, especially due
to deformations, relative motion of internal organs between the two acquisi-
tions [5]. Registering MR to X-ray is even more challenging. The amount of
shared information between the modalities is highly limited. The registration is
performed mostly manually, however, it is challenging, due to the lack of cross-
modality landmarks. A clinician of high experience can perform the registration,
but the process is time-consuming and operator-dependent. Thus, to enable a
valid overlay of preoperative information, an automatic registration method is
required.
2.2.4 A Clinical Prototype for Guiding CRT
To target the challenges of CRT delivery, described in Section 2.2.3, a clinical
prototype was designed for MR guidance (Siemens Healthcare GmbH, Forchheim,
Germany) [4]. The prototype incorporates image processing components to
support the whole clinical workflow, from the acquisition of the preoperative
images, to the overlay of derived information onto the interventional X-ray
images, see Figure 2.6.
First, the acquired cine MR images are segmented to extract mesh models
of the endo- and epicardium. The acquired late gadolinium enhancement (LGE)
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Figure 2.6: Image processing pipeline of the MR guided CRT prototype [4].
MR images for scar imaging are registered to the segmented cine images, to
account for patient motion and deformations. Scar tissue is segmented and
the corresponding American Heart Association (AHA) 16-segment subdivision
is generated [56]. Based on the mapping, scar information is projected into a
conventional 2D AHA plot. Mechanical activation is computed for each of the
16 segments individually from the cine magnetic resonance imaging (MRI) and
visualized, see Figure 2.7. The presented information is used by the operator to
identify potential targets. The targets or scar information can be overlaid after
a successful manual registration between the mesh model of the LV and two
angulations of the X-ray images. The overlay can be used to directly visualize soft
tissue anatomy or scar tissue, in conjunction with the LV lead to be implanted,
see Figure 2.8.
A valid overlay is challenging to achieve through 3D/2D manual registration.
As described in Section 2.2.3, clinicians are able to register manually, but it is a
user-dependent and time-consuming process. The main reason for this is the
limited amount of cross-modality information. Having a robust and sufficiently
accurate registration method available in a clinical prototype is much desired.
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Figure 2.7: Mechanical activation: Endocardial volume change of the LV over
the cardiac cycle. Each line corresponds to a segment of the 16-segment AHA
subdivision. The points annotate the global minima of the curves. (a) In the
healthy volunteer, the minima are vertically aligned, the LV is in synchrony. (b)
In a HF patient with LV dyssynchrony, the points are misaligned.
(a) LV model overlay (b) Scar tissue model overlay
Figure 2.8: Overlay images from the MR guided CRT clinical prototype (Siemens
Healthcare GmbH, Forchheim, Germany). (a) Overlay of the segmented LV model
(green) and the poles of a quadripolar lead highlighted (yellow). (b) Overlay of
the segmented scar tissue (red) and the poles of the quadripolar lead highlighted
(yellow).
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2.3 The Future of Biventricular Pacing
There is a substantial amount of research in optimization of CRT procedures,
to increase the success rates. One important method of making LV lead place-
ment more successful is implanting leads with multiple electrode poles (bi- or
quadripolar pacing), pacing positions along the lead [57], or placing leads into
multiple veins simultaneously [58]. This has the benefit that not just a single
position can be paced, but every pole along the lead or in each vein. A pattern of
excitation, e.g., first and third pole pacing, can also be programmed during the
implant and adjusted post-interventionally. It was shown that multipolar pacing
is associated with lower mortality and elimination of phrenic nerve stimula-
tion [59]. However, no substantial difference was shown compared to optimized
(through scar analysis) monopolar lead placement [60].
Work was also done to realize preoperative data guided CRT delivery in
cases where a standard pacemaker has been placed prior to biventricular pacing
(non de novo implants). The main challenge is that implanted devices might not
be MR compatible, thus MR guided pacing is not feasible. Even if previously
implanted devices are MR compatible, the acquired MR image quality is mostly
insufficient for targeted delivery. In these cases, a CT volume can be acquired and
processed in a similar way as the MR images, to extract models and mechanical
activation information. Scar analysis is, however, not available, due to limited
contrast levels of scar tissue in CT images. The difference between myocardial
tissue and scar tissue is in the order of the noise observed in Hounsfield unit (HU)
values. Besides optimizing CT protocols to identify scar, current work focuses
on the definition and targeting of the optimal pacing site, using the available
information (mechanical activation and models) extended by electro-anatomical
mapping (EAM) data [61, 62].
A further, radically different approach for CRT, endocardial pacing, is also
showing promising results [63]. In endocardial pacing, a small, wireless elec-
trode is implanted into the endocardium of the LV through arterial access to
the chamber. Energy is transmitted to the electrode from an implanted battery,
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through an US transducer. The benefit over conventional CRT is that the electrode
can be placed freely on the inner surface of the LV. The pacing location is not
restricted by the coronary venous tree anatomy. Superiority of endocardial over
epicardial pacing was shown in terms of acute haemodynamic response [63]. The
procedure, however, comes with larger trauma and infection risk through the
surgical implantation of the battery, the US transducer, and the arterial, instead
of venous access during the procedure [64].
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Chapter 3
Registration for Image Guided
Cardiac Interventions
In this chapter, the relevant literature for the registration of medical image data
for the interventional guidance of cardiac resynchronization therapy (CRT) deliv-
ery is analyzed. In the first section, a brief overview of medical image registration
in general is presented. Next, registration methods applicable for cardiac proce-
dures, especially for CRT guidance, are summarized. Furthermore, an evaluation
of manual registration performance between cardiac magnetic resonance (MR)
and X-ray images is presented to motivate the development of automatic ap-
proaches. In the final section, a conclusion is given.
3.1 Medical Image Registration
The process of transforming multiple datasets, such as medical image data, into
a common coordinate system is called registration. Medical image registration,
or the registration of imaging systems, is one of the largest fields of medical
image processing. It has been studied for decades and numerous methods were
developed for various applications, such as disease progression monitoring [65]
or image fusion for procedure guidance [66]. The breadth and depth of the field
is marked by the number of medical image registration review articles and book
chapters that were published throughout the years [67, 68, 69, 70, 71, 72, 73, 74].
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There are several ways of categorizing medical image registration. Methods
can be categorized into subfields based on the information used for registration
(intensity vs. features), the number of modalities involved (inter- vs. intramodal-
ity), the desired transformation (rigid vs. nonrigid), or based on dimensionality
of the datasets to be registered (e.g. 3D/2D or 3D/3D). In the following sec-
tions, these categories will be highlighted briefly. Since currently the focus of
research is shifting towards machine learning-based approaches, a brief overview
of learning-based methods is given.
3.1.1 Intensity- and Feature-based Registration
One way of registering medical images is to design and optimize a similarity
measure based on pixel (or voxel) intensity values. A number of intensity-based
metrics were developed for such purposes, such as sum of squared differences
(SSD), cross correlation (CC), or normalized cross correlation (NCC) [75]. The
benefit of intensity-based approaches is that no segmentation or feature detection
is required, the algorithms can operate directly on the image intensity data.
This principle was extended by the introduction of measures based on en-
tropy, such as mutual information (MI) [76] or the Kullback-Leibler divergence
(KLD) [77]. Methods based on these metrics do not compare the pixelwise in-
tensity values directly, but generate histograms of the images and optimize the
entropy-based metric of the histograms (maximizing MI or minimizing KLD).
An extensive review of MI-based approaches was published in [78].
In feature-based registration, corresponding points of interest are extracted
from the images to register, to define a geometric transformation between them.
The feature points and their correspondence can be defined manually by simple
point selection or automatically by feature detection and matching, e.g., by scale
invariant feature transform (SIFT) features [79]. However, automatic feature
matching is more challenging in the case of some modalities, such as X-ray
imaging. X-ray images are absorption images. If recorded at different angulations,
the variation of the image data prevents accurate feature matching. Due to
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common feature detectors being designed for reflection images, most common in
computer vision.
3.1.2 Inter- and Intramodality Registration
If a registration algorithm operates on data from a single modality, such as
computed tomography (CT) to CT registration, it is called an intramodality
registration technique. However, if the registration is performed between mul-
tiple different modalities, such as CT to MR, it is referred to as intermodality
registration.
In certain cases, intramodality registration can be solved by applying inten-
sity based methods, e.g., in the case of CT to CT registration, because there is a
consistency in intensity values: the same tissue type will have similar intensity,
Hounsfield units (HUs), in the two images. If we consider MR to MR registration,
the same structures might appear having different intensities, due to the various
different acquisition protocols, such as T1 or T2 mapping [80].
In intermodality registration, intensity-based methods are only applicable in
special cases, such as cone beam computed tomography (CBCT) to CT registra-
tion [81], where the HUs are similar, due to the highly similar underlying imaging
physics. Otherwise, feature-based approaches are applied. To extract and suc-
cessfully match features or landmarks between the two involved modalities, the
same anatomical structures have to be present in both.
3.1.3 Rigid and Nonrigid Registration
The field of registration can also clearly be separated into the subfields of rigid
and nonrigid registration techniques. In rigid registration the transformation
can be described by a rotation, a translation, and occasionally a scaling. In
nonrigid registration, one of the shapes to register is deformed to have a high
correspondence with the shape it is being registered to. Nonrigid registration
is often referred to as elastic registration. Such methods are, e.g., thin plate
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spline-based [82], free-form deformation [83], or diffeomorphic demons [84] ap-
proaches. A review article of geometric transformations for nonrigid registration
was published in 2008 [85].
3.1.4 Dimensionality – 3D/2D Registration
Approaches can also be categorized based on the dimensionality of the reg-
istration problem. There are algorithms that operate on images of the same
dimensions, such as methods for 2D/2D registration of X-ray images and scintig-
raphy [86], or 3D/3D registration of MR to CT data [87]. However, especially
in image guidance, the datasets to register have predominantly different dimen-
sionalities. The most frequent case is registering a preoperative 3D dataset to
interventional 2D data. This can be the case in X-ray or ultrasound (US) guided
procedures, where preoperative data, such as CT or MR, provides additional,
advantegous information. Since the current registration problem of the left ven-
tricle (LV) for CRT is also a 3D/2D problem, the focus in this chapter is on 3D/2D
registration approaches.
A comprehensive review of 3D/2D registration methods was published
recently [88]. The authors define categories for 3D/2D registration algorithms 1)
based on how the dimensionality problem is resolved and 2) what property of
the image data is used for the registration. The three categories of dimensionality
are: 1) methods based on projection from 3D into the 2D image plane, 2) methods
based on backprojection from the 2D plane into 3D, and 3) methods based on
3D reconstruction from multiple 2D views. The information, based on what
the registration is performed, is categorized into 1) features, 2) intensity, and 3)
gradients, see Figure 3.1. In this review, gradient-based methods are not handled
as a separate category, since gradients can be considered as features, computed
from the intensity values of an image.
The paper does not focus on cardiac image registration in particular and
does only list a few methods that can be relevant for interventional guidance of
cardiac procedures, such as [89] or [90].
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Figure 3.1: Main subcategories of 3D/2D registration in [88]. Reprinted from
Medical Image Analysis, 16.3, P. Markelj, D. Tomaževič, B. Likar, and F. Pernuš,
A Review of 3D/2D Registration Methods for Image-Guided Interventions, pp.
642-661, Copyright (2012), with permission from Elsevier.
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3.1.5 Learning-based Registration
In recent years, machine learning (ML) approaches have proven that they can
provide the performance of, or even outperform, classical approaches in mul-
tiple applications of computer vision, such as the ImageNet classification [91],
semantic segmentation [92], or pose estimation [93]. After the great success
in computer vision, the medical imaging community has started to adopt and
develop learning-based approaches.
ML methods are widely applied for medical image segmentation [94, 95] and
have started to emerge in medical image registration as well. There are different
ways to involve ML in the registration workflow. One popular approach is to
perform feature-based registration of features that are extracted from the datasets
to be registered through ML [96, 97]. ML methods, such as random forests, can be
used to synthesize images of different modalities [98] to simplify multimodality
registration. A further promising approach is to learn a regression model to
update the registration during optimization [99, 100].
Modern approaches based on neural networks (NNs) or deep learning have
shown promising results too. A method based on a convolutional neural network
(CNN) is able to regress the registration parameters of surgical implants between
3D CT volumes and 2D X-ray images [101], although with a limited capture
range. A further approach is capable of iteratively predicting the transformation
parameters [102] through deep reinforcement learning [103] for 3D/3D registra-
tion problems between CT and CBCT or MR and CT. Furthermore, the concept
was proven to perform well in 3D/2D registration problems [55]. The approach
was also extended to nonrigid registration problems [104].
Although ML approaches show promising results, approaches involving
NNs are especially data hungry. The amount of data required to train a system
is in the range of thousands of datasets. To train a NN, not just the images
to register, but the ground truth alignment for each image pair is required. In
medical image registration, this amount of data with ground truth alignments
is rarely feasible to acquire. If a system is trained only on a small number of
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examples, the learned model will overfit to the training samples. To overcome
the problem of overfitting, data augmentation can be performed [91]. The data
can be transformed by rigid or nonrigid transformations (depending on the
application) to increase the number of training samples, thus to avoid overfitting.
An additional way of avoiding overfitting is introducing dropout into the training
process [105].
3.2 Registration for Cardiac Interventions
Registration of datasets acquired with different modalities can facilitate the
representation of complementary anatomical and physiological information in
one common coordinate frame. Thus, it can support the planning and guidance of
interventional procedures. Minimally invasive cardiac interventions, especially
electrophysiology (EP) procedures, are often conducted under X-ray fluoroscopy
guidance. X-ray fluoroscopy is an ideal modality for highlighting radiopaque
structures, i.e., bones and catheters, however, it does lack soft tissue contrast. To
visualize soft tissue during the procedure, such as the chambers of the heart or its
main vessels, a 3D/2D overlay can be provided through an accurate registration
of a preoperatively acquired dataset, such as (segmented) CT or MR data.
Registration of cardiac structures for image guidance of minimally invasive
interventions is a highly challenging task. The heart is a constantly, periodically
moving organ that has no tightly fixed location in the thorax related to other
organs. Its periodic motion is a combination of respiratory and cardiac motion
and its relative pose might change due to patient movement. This becomes
relevant if the patient is in a different pose during the intervention than during
the preoperative scan, the patient moves, or is being moved during the inter-
vention. Due to the possible movement of the heart, registration methods using
surrounding structures, such as the spine or the ribs are not reliable [5].
An even more challenging problem is that the heart barely has any land-
marks, in some cases even none, that are stable and well visible in multiple
Chapter 3. Registration for Image Guided Cardiac Interventions 29
modalities. Particularly in the case of this work, cine MR to X-ray fluoroscopy
registration, there are no easily identifiable, strong, shared landmarks visible.
An extensive review of registration methods for cardiac procedures was
published in 2002 [106]. The article considers mainly 3D modalities in order to
perform 3D/3D registration for preoperative planning. The modalities included
are CT, magnetic resonance imaging (MRI), positron emission tomography (PET),
single photon emission computed tomography (SPECT), and, in a few registration
methods, echocardiography. The review article describes 3D/3D registrations
with these modalities well, however, does not consider 2D modalities, such as
X-ray fluoroscopy, thus no 3D/2D registration is studied in depth. This suggests
that the methods described cannot be directly applied to register images for
intraoperative guidance. A more recent review article considers 2D modalities
and 3D/2D cardiac registration methods briefly [107]. In the following sections,
an extensive review of registration methods, that are relevant or were explicitly
developed for CRT procedures, is given.
3.2.1 Registration for Guidance of CRT Delivery
A brief enumeration of existing methods for guidance of CRT procedures by
3D/2D image fusion with X-ray fluoroscopy was published in 2011 [108]. The
article handles methods for registering MR or CT data by manually aligning
previously extracted 3D models to identifiable objects in X-ray fluoroscopy, such
as the heart shadow and catheters. It also considers automatic registration by
using the spine, reconstructed catheters, or an MR/X-ray suite (XMR) system
(a combination of an interventional X-ray and an MR system). The article states
that 3D US registration is challenging and it is usually performed indirectly
through registering the US data to a CT or an MR volume in the first instance, or
directly by registering through a tracked US probe. The work mentions that the
registration of CBCT to X-ray fluoroscopy is implicit during a procedure in the
catheterization laboratory, since the datasets are recorded with the same device
in the same coordinate frame.
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The CRT related registration literature is categorized into 1) manual, 2) exter-
nal marker- or tracking-based, 3) endovascular device-based, and 4) anatomical
structure-based methods. The challenges of registering MR to X-ray data and
methods (those presented in [108] and more recent approaches) that can be con-
sidered for 3D/2D registration for CRT delivery guidance will be described in
more detail in the following sections.
3.2.1.1 The Challenge of Cardiac MR to X-ray Registration
As mentioned in Section 3.2, the main challenge in registering intermodality
data is the lack of shared information between the modalities to register. This
is especially exacerbated in MR to X-ray registration. The main reason is the
fundamentally different physics of the image formation. MRI can image soft
tissue with high water content, due to the bound hydrogen in the water molecules.
X-ray, on the other hand, excels at imaging hard, radiologically dense (radi-
opaque) tissue types, such as bones. The object to register, the heart, mainly
consists of muscle tissue of high water content, but its radiopacity is low. Thus,
it is well represented in MR images, but only a light shadow is visible in X-ray
images, see Figure 3.2.
The second main complication, the difference in dimensionality, is high-
lighted in Section 3.1.4. The cine MR images of standard cardiac protocols are
acquired slicewise, resulting in a 3D volume if compiled. This discrepancy of
image dimensionality can be resolved through projection from 3D to 2D, repro-
jecting or reconstructing to 3D from 2D acquisitions, as described in Section 3.1.4.
Further complications are resulting from different fields of view (FOVs) and
resolutions. Especially the out-of-plane resolution of standard short axis (SAx)
MR images can be extremely low (approx. 10 mm) compared to the submillimeter
resolution of X-ray images.
Due to the complications described above, it is extremely challenging to
develop automatic registration approaches for cardiac MRI to X-ray data. Thus,
most current frameworks for image guidance rely on manual, human interaction.
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(a) SAx MR (b) X-ray
Figure 3.2: Difference in appearence of the heart in MR and X-ray images. (a) Cine
MR acquisition frame of a SAx slice. (b) Interventional X-ray acquisition frame.
3.2.1.2 Manual Methods
The most basic approach of aligning images is to perform the registration man-
ually. A clinical expert can identify the landmarks in two datasets to register
and define the necessary transformation by hand. For CRT, a loop catheter can
be used for registration [9]. The idea is to position the catheter inside the right
atrium of the heart in order to reduce the difficulty of manual registration from
two angulations. The method was evaluated in seven clinical cases. The target
registration error (TRE) was measured in 2D between the centerline of the coro-
nary sinus (CS) from the MR and from contrasted X-ray fluoroscopy. The 2D TRE
was found to be 1.30± 0.68 mm. However, the measurements were conducted
between ten points along one of the centerlines and the ten nearest points of
the second centerline. Thus, the 2D TRE does not just exclude a measurement
in depth, but also does not incorporate a shift along the centerlines either. Fur-
thermore, the measure does not account for the foreshortening of the vessel in
the X-ray images, that would introduce another factor to the 3D TRE. It is to
be noted that a 3D whole heart MRI was acquired to visualize the left atrium
(LA) for registration, and the CS for evaluation. Classical 3D MRI is not feasible
in clinical practice, due to the difficulty of lengthy breathholds (20 seconds or
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longer) for heart failure (HF) patients. Even the standard cardiac MR protocol
can be exhausting with breathholds of ca. 10 seconds. Free-breathing 3D MRI
sequences exist [109], however, they are not widely available. The majority of
clinical workflows rely on 2D cine MRI acquisitions.
Manual approaches work in those scenarios very well where the two mo-
dalities incorporate a sufficient amount of shared information, common land-
marks, such as the coronary venous anatomy. Without easily identifiable land-
marks, the registration process can be time-consuming, inaccurate, and operator-
dependent. In such scenarios, automatic approaches are preferred.
3.2.1.3 External Marker- and Tracking-based Methods
In registering X-ray images with a 3D modality for cardiac interventions there are
only a few cross-modality landmarks available. Early approaches tried to solve
the registration problem by applying external markers to the patient’s body, or
the imaging system. One of the first means to approach the problem this way was
developed in 2003 [89]. The developed system is among the first hybrid X-ray
and MR systems, also known as XMR systems. The MR and the C-arm X-ray
systems are installed in the same room and calibrated by phantom measurements
to find the transformation between the two systems. For the calibration and
interventional registration, infrared light emitting diodes (IREDs) and an optical
tracking system are used, see Figure 3.3.
The registration consists of a chain of steps. At first, the relation of the
X-ray table and the C-arm system is determined over an optical tracking system.
Secondly, the C-arm system is calibrated by imaging a calibration phantom from
multiple angulations. The relation of the MR image space and the MR table space
is implicitly stored in the recorded image headers by the system. Afterwards,
the transformation between C-arm space and the MR space is calculated. A
calibration phantom is imaged and its manually annotated markers are compared
with the markers in C-arm space, acquired in 3D by the optical tracking device.
Finally, the translation of the sliding tabletop is determined by a combination
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Figure 3.3: XMR setup and registration framework with internal table and optical
tracking [110]. c© 2005 IEEE.
of internal MR tracking and the optical tracking system. The described steps
and the interventional projection matrices of the C-arm, result in an accurate
registration between the MR and the C-arm X-ray system.
The evaluation of the accuracy was performed in phantom studies. A point-
based phantom was registered with a 2D TRE of 4.2 mm and a 3D TRE of 4.6 mm.
For an antropomorphic vessel phantom the 2D TRE was 3.6 mm and the 3D TRE
was 5.1 mm. Two clinical cases were also presented. Two XMR guided cases
registered by the registration method are described in more detail in [111]. Eleven
successfully conducted cases were reported in [110] with this approach. The
method was developed for minimally invasive cardiac procedures in general and
it can be applied in CRT interventions.
The method performs well for a rigid setup (phantom experiments), but no
quantitative evaluation on patient data was presented. Evaluation in patient data
is important, since patient movement could negatively affect the registration, thus
could greatly diminish results. Even if the patient is transferred directly to the
X-ray system after the MR acquisition, the body might move, or might be moved
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Figure 3.4: US to C-arm registration setup showing the step by step transforma-
tions [112]. Reprinted by permission from Springer Nature: Springer Nature
International Journal of Computer Assisted Radiology and Surgery, Fusion of
three-dimensional X-ray angiography and three-dimensional echocardiography,
Volker Rasche, Moussa Mansour, Vivek Reddy et al, c© (2008).
accidentally. Furthermore, relative displacement of internal organs, especially
of the heart, is not compensated for. Additionally, even if the system performs
adequately, the availability of XMR systems is highly limited and installing
additional equipment in the catheterization laboratory might not be feasible.
A similar approach was presented for the registration of 3D US data to
3D rotational X-ray angiography (RXA) [112], see Figure 3.4. External fiducial
markers are attached to the patient’s chest. Although the markers are well visible
in X-ray images, they cannot be imaged by the transthoracic echocardiography
(TTE) probe. The missing transformations are recovered, similarly to [89], by
utilizing an optical tracking system. First, the relation of the TTE probe and the
TTE image is determined by a phantom experiment. Fiducial markers are applied
to a phantom that are visible by the TTE probe and markers that are visible by
the optical tracking system. The relation of the optical and the US markers is
known. Trackable markers are applied to the TTE probe as well, thus the optical
tracking system can easily determine the transformation from image space to
TTE probe space. After the transformation is known, since the TTE probe and the
chest markers are both optically tracked, the transformation from the TTE image
space to the optical tracker space is known.
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During the intervention, the chest markers appear on the 3D RXA images
and can be easily aligned with the chest markers in the optical tracker space by
calculating the singular value decomposition (SVD). The resulting registration
is used for fusion of anatomical data from the RXA image (coronary veins) and
functional data (mechanical activation, strain) from the TTE images.
The method was evaluated quantitatively, similarly to the XMR fusion, only
in phantom data and first experiments were made with real patients. The 3D
TRE in phantoms was below 2 mm. The position of the coronary veins appeared
to be reasonable after the registration was performed during live clinical cases. A
quantitative evaluation was not performed on patient data. The system is prone
to errors induced by patient motion, but it is more robust than the XMR setup.
The patient may be in different positions during the two scans, however, since the
fiducial markers are attached to the chest, the aligment can still be performed. If
the heart’s relative position to the fiducials changes, the registration will become
invalid. Furthermore, the relative position of the fiducial markers to each other
may change too, due to the elasticity of the skin surface.
A simpler method was published for MR to X-ray registration [113]. External,
multimodal, fiducial markers are attached to the patient’s chest before the MR
scan. The patient is transferred into the catheterization laboratory and imaged
with the fiducial markers still applied. Since the markers are well visible in both
modalities, the points are marked and registered by an iterative nonlinear least
squares optimization method.
The method was evaluated in vivo in a porcine model, performing endomy-
ocardial injections. The locations were defined in the myocardium before the
injections and a specific MR protocol was used that could highlight the injected
agent after the procedure. The preinterventionally defined positions were com-
pared with the post-injection measurements. The measurements show a 3D TRE
of 3.2± 2.6 mm.
The described registration methods are able to register the heart accurately,
however, only under special circumstances. The biggest restriction being that the
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attached markers have to stay on the patient’s body from the preoperative scan to
the interventional imaging. If the preoperative images are acquired weeks or even
months before the intervention, the approach is not feasible. This is obviously
not a problem for the XMR registration [89], since the intraoperative imaging
happens directly after the preoperative scan. A further major potential problem
is that, even if the intervention is in immediate succession of the MR scan, the
heart may change position and orientation by the time of the intervention, thus
invalidating the registration.
3.2.1.4 Endovascular Device-based Methods
Registration for CRT delivery guidance can be performed by involving endovas-
cular devices. Endovascular devices are catheters that are inserted through
vascular access. They can be associated with an anatomical structure, such as
a coronary vessel or a chamber of the heart, in order to facilitate registration
between them.
There are several approaches published that use a 3D preoperative modality
to extract the medial line of a vessel, i.e. the CS, in order to register it to a
catheter reconstructed from fluoroscopy during the intervention [114, 6, 7]. The
method described and evaluated in [114, 6] is designed for cardiac interventions
in general. A global search is performed to find the correct registration. The
method was qualitatively evaluated in two catheterization cases, of which only
one was successful [6]. In [114] the qualitative evaluation was successful in two
of three cases. No quantitative evaluation was performed. It was noted, that the
algorithm provides better results, if not only one, but multiple mapping catheters
are being used under some conditions. However, the computation time increases
drastically, making the application of the method unfeasible in an interventional
setting.
A highly similar approach was developed for atrial fibrillation [7]. Instead
of the extraction of the whole CS centerline, only the starting point and the end
point (where the CS continues as the great cardiac vein) are identified in a whole
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heart MR sequence. These points are registered by an iterative closest point
(ICP) algorithm to the reconstructed catheter in the CS during the intervention.
This method was evaluated quantitatively on in vivo data of eight patients. The
average TRE between the automatic and a manual registration by an expert was
5.7 mm.
A method was also developed that segments the great vessels in the close
proximity of the heart from CT data to register to inserted catheters [115]. The
approach was extended by registering with multiple catheters and applying a
weighting to the registration of a vessel to a catheter. The applied weight depends
on the diameter of the vessel being registered. The higher the diameter, the lower
the weight is, since the probability of the catheter being close to the centerline
of the vessel decreases. The algorithm was evaluated with several combinations
of great vessels in a heart phantom. The 3D TRE decreased in almost all of the
combinations. It was 0.55 mm if considering anatomical landmarks associated
with all four chambers of the heart.
The endovascular device-based methods described by now show high sim-
ilarity. Recently, a novel approach was published for catheter-based registra-
tion [8]. In this method, a catheter is simulated in the segmented volume of the
CS from a 3D whole heart MR volume. The simulation was performed with a
finite elements method and the stiffness of the catheter was measured beforehand.
During the intervention, first, an initial, manual alignment is performed. Then the
simulated catheter is projected into the 2D plane of the X-ray image. A gradient
field is computed for the projection and the X-ray image to set up a NCC-based
metric between the two. The NCC-based metric is finally heuristically optimized
to find the registration matrix. The algorithm was evaluated in phantom exper-
iments. The accuracy was reported to be sufficient for CRT procedures, since
the 3D TRE was below 6 mm, the reported approximate average half-size of a
17-segment American Heart Association (AHA) bull’s eye plot (BEP) segment [8].
The method distinguishes itself from the previous approaches, since it uses a
single X-ray image and not biplane images for the registration. This, however,
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Figure 3.5: Interventional overlay of preoperative information (left atrium in
red). The preoperative CS centerline (CL) (green) is not congruent with the
intraoperative CL of the catheter (blue) in the CS [7].
means that the through-plane translation cannot be estimated accurately. If the
through-plane alignment is critical, a second angulation can be involved into the
registration.
Most of the described endovascular device-based methods show sufficiently
low errors for CRT guidance, however, most of the measurements were done in
rigid phantoms. During a CRT case, the inserted devices could deform the
anatomy of the vessels, thus might invalidate the preoperative models, see
Figure 3.5. This behaviour would result in higher errors that might be above a
tolerable level for a CRT intervention.
3.2.1.5 Anatomical Structure-based Methods
The third group of registration methods for CRT guidance is based on anatomical
structures, such as coronary vessels or grooves of the heart. The use of internal
structures has the benefit that inserted devices, such as the catheters in the
endovascular device-based methods, are not present or their presence is limited,
thus the anatomy is not distorted significantly.
The simplest approaches utilize the cardiac vessels as landmarks for the
registration. In [90] a vessel-to-vessel method is presented between a segmented
coronary artery mesh model and contrasted X-ray fluoroscopy images. The
coronary mesh model could be extracted from any 3D modality, e.g., CT or MR.
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The model is projected into segmented, mono- or biplane, contrasted fluoroscopy
images and a similarity measure based on the entropy correlation coefficient
(ECC) is optimized. High accuracy was reported: 1.60± 0.21 mm in mono- and
0.53± 0.08 mm in biplane registration. However, solely virtual experiments were
performed. In patients, the method might not find an adequate solution, due to
numerous local minima being potentially present.
The idea was extended by introducing a nonrigid approach for vessel-to-
vessel registration [116]. The algorithm performs the rigid alignment similarly
to [90], but initiates a nonrigid refinement afterwards. The nonrigid adjustment
is intended to be useful for compensating for cardiac and respiratory motion
induced deformations in the anatomy of the vessels.
Other landmark-based approaches are using the grooves and the surface
of one chamber of the heart, i.e., the LV [10, 11]. It was proposed to segment
SPECT images of the LV to extract a model of the myocardium. Due to the low
resolution of the SPECT data (approx. 10 mm× 10 mm pixels), the wall thickness
was defined to be constant, 1 cm. The interventricular grooves were defined based
on the intensity variations of the SPECT images. During the intervention, the
vascular tree of a coronary artery is segmented from contrasted X-ray fluoroscopy.
The coronary tree is matched with the corresponding groove automatically to
provide an initial alignment for a local ICP refinement between the vessels and
the LV surface. The rigidly registered vessel models are warped onto the surface
of the LV.
The approach described in [11] is highly similar and it was developed specifi-
cally for CRT. The method operates on SPECT images and two angiograms of the
coronary veins. The alignment is initialized by geometry information from the
dicom headers. The least squares solution of the vessels and the corresponding
grooves is computed. The rigidly registered venous tree is mapped onto the
surface of the ventricle similarly to that in [10]. In [11] a more extensive eval-
uation is provided. The coronary vessels are extracted from a CT volume and
are registered with the SPECT data. The position of the reconstructed vessels is
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compared against the vessels from the CT volume. The accuracy is stated to be
sufficient for CRT guidance, since all the errors were within the segment size of
the 17-segment AHA plot (30 mm× 30 mm) [11].
These methods have several assumptions that are questionable. Due to
the low resolution of the SPECT data (ca. 10 mm pixel spacing [117]), the LV
model and the defined groove landmarks can be inaccurate. The assumption
that the vessels lie in the grooves of the heart is not always valid, due to the high
variability of venous anatomy [14]. The final warping of the vessels does also not
promote an accurate registration for interventional guidance, rather a visually
appealing representation of the fused datasets, e.g., for preprocedural planning.
Cardiac registration was also studied for CRT between electro-anatomical
mapping (EAM) data and other 3D datasets, such as MR, CT, or echocardiog-
raphy [118, 119, 120] and for 3D+t MR to 3D+t CT data [87]. These methods of
image fusion were designed for preoperative planning and are not likely to be
applicable for interventional guidance.
3.3 Evaluation of Manual Registration
The above methods are designed for cardiac interventions, but they are not
utilized in current clinical practice. If a preoperative image is used for image
guidance, manual registration still represents the state-of-the-art. To compare
with the currently established clinical method, thus to motivate this work, a man-
ual registration experiment was performed. Unfortunately, there is no dataset
available of paired MR and X-ray data with known ground truth (GT) transfor-
mations. The hypothesis is that accurate manual registration of this kind of data
is not reliably possible, thus we cannot generate ground truth through manual
registration between MR and X-ray data.
To have data with ground truth registrations, CT data is used instead of
MRI to extract the mesh models. This has the benefit that X-ray-similar CT
projection images, also known as digitally reconstructed radiographs (DRRs),
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can be generated. The DRRs are generated by a predefined projection geometry,
thus the ground truth registration (with no error) is known.
CT data of ten patients is used to generate two projection images each, right
anterior oblique (RAO) 30◦ and left anterior oblique (LAO) 30◦, representing
typical X-ray projections used for manual registration in CRT procedures, see
Figure 3.6. The epicardial LV mesh models were extracted through automatic
segmentation [121]. The models were perturbed with a randomly generated
3D transformation of a uniform distribution of six degrees of freedom (DOF),
three translations and three rotations. The perturbation was in the range of
±35 mm along each axis of translation and ±15◦ about each axis. The ranges
are representative of misalignment observed in interventions before registration.
This process resulted in ten cases in total.
The registration was performed by seven non-clinical experts. The ten cases
were registered by the experts on average in 35 min. The results show that the
mesh (vertex-to-vertex) mean absolute error (MAE) was 12.03± 4.91 mm of all
cases. The accuracy is rather low, but it can be sufficient for conventional CRT
interventions, however, the large variation of the TRE shows, that the registration
results are highly user-dependent. In seven cases, the difference between the
minimum and maximum error was larger than 10 mm. These findings suggest,
that an automatic approach would be beneficial that could eliminate the user-
dependency of the registration results, thus provide a more reliable overlay for
image guidance.
3.4 Discussion and Conclusion
A substantial amount of progress was made in the field of medical image regis-
tration for interventional guidance in the recent years. There have been several
methods developed for cardiac interventions that were applied or could be ap-
plied to CRT interventions, however, most of them use a truly 3D modality, such
as CT or 3D (whole heart) MR to acquire preoperative data. Since CT means
additional dose to the patient and currently cannot provide the necessary scar
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(a) RAO DRR (b) LAO DRR
Figure 3.6: DRRs generated from a CT volume to assess manual registration
performance. (a) RAO 30◦ and (b) LAO 30◦ projections to resemble standard CRT
working angulations.
tissue imaging, MR is preferred for CRT. Classical 3D MR images are challenging
for heart failure patients, because several long breath-holds are necessary for an
acquisition and the scan may take more than 30 minutes, thus can be exhausting
for patients. Due to novel free-breathing 3D MRI being not widely available, it
was proposed to use 2D cine MR acquisitions for CRT procedure planning and
guidance, however, the registration between X-rays and cine MR images is an
open research problem. It poses a major challenge that only a few, or no common
landmarks, are present.
Due to the lack of landmarks, manual registration is challenging, requires a
high level of experience from the operator. Optical tracking-based approaches are
prone to patient motion caused misalignment, and just as fiducial marker-based
alignment, cannot compensate for the motion of the heart relative to the skin
surface. Inserted endovascular devices can distort the anatomy, thus invalidate
the preoperative models and 3D whole heart MR data is not available to extract
the coronary veins. Approaches performing the registration based purely on
the anatomy of coronary vessels of the LV are not feasible due to the lack of the
3D MR data to extract the vascular anatomy. Previous approaches to register
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intraoperatively extracted vessel models and preoperative models of the LV have
several assumptions, such as that some of the vessels lay in specific grooves of the
heart, i.e., the interventricular or the atrioventricular groove. These assumptions
are questionable and the extraction of the preoperative models and grooves can
be inaccurate, due to the resolution of the 3D modality used, i.e. SPECT.
After the above analysis of previous methods, a novel approach for cardiac
image registration is proposed: registration by adjacent anatomical structures. A
similar approach was proposed for cortical data from CT and MR, where the skull
is registered to the surface of the brain, or a specific region of the brain to blood
vessels embracing it [122]. The approach does not need cross-modality landmarks.
The registration is performed by exploiting prior knowledge about the adjacency
of anatomical structures. The adjacent structures are the LV extracted from
MR and the coronary veins reconstructed from contrasted, interventional X-ray
images. The venous network is represented as a point cloud and the LV as
a surface mesh model. A point cloud matching algorithm, such as ICP [123],
coherent point drift (CPD) [124], or a globally optimal variant: globally optimal
iterative closest point (GO-ICP) [125, 126], can be used to register the vascular
point cloud to the surface of the LV model. This approach represents a novel,
automatic way of registering cardiac data without cross-modality information,
by aligning adjacent anatomical models. The adjacent anatomical model-based





The previous chapter has described cardiac registration approaches for interven-
tional guidance, outlining their technical and clinical limitations. This chapter
presents an approach that can register mesh models extracted from preoperative
magnetic resonance (MR) to a vessel point cloud reconstructed from contrasted,
interventional X-ray images. A thorough qualitative and quantitative evaluation
of the developed approach is performed on phantom and clinically acquired
cardiac resynchronization therapy (CRT) patient datasets.
4.1 Introduction
Chapter 2 introduced that patients with advanced drug-refractory heart failure
can be safely treated with CRT. However, 30 to 50 % of patients do not respond
to therapy [2]. In this procedure, a CRT device, a biventricular pacemaker, is
implanted using fluoroscopic image guidance. Suboptimal placement of the lead
on the left ventricle (LV) has been identified as a leading cause of non-response.
Unfortunately, improving the placement of this lead is extremely challenging for
clinicians.
It has been shown that placing the LV lead away from scar tissue and in
the latest point of mechanical activation can improve the response rate [2]. This
information cannot be directly obtained from fluoroscopic images and requires an
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additional imaging modality, such as preoperative magnetic resonance imaging
(MRI). Registering preoperative MRI with intraoperative fluoroscopic images
enables clinicians to visualize scar and mechanical activation in real time flu-
oroscopic overlay, guiding the placement of the LV lead to improve response
rates.
It was highlighted in Chapter 3 that registering non contrast-enhanced MRI
to X-ray fluoroscopy remains an open research problem. The main challenge
is the lack of shared information between the modalities. In the case of cardiac
MRI, the images show high soft tissue contrast to visualize the heart, but bony
structures, such as the spine, are not easily seen. In fluoroscopic images, however,
bony structures and instruments are well visible, but there is a lack of contrast
for soft tissue. A way to enhance the visualization of soft tissue anatomy is to
inject contrast agent. In CRT this is used to visualize the coronary sinus (CS). The
registration problem is further complicated by different fields of view (FOVs),
the low resolution of MRI, and cardiac and respiratory motions.
Current approaches for registering MRI to fluoroscopy can be categorized
as manual [9], fiducial- [113, 89], tool- [127, 6, 8], or anatomical landmark-based
methods [10, 11]. The above approaches are mostly not suited to standard clinical
workflows. In current clinical practice, manual registration is still the dominant
method. It is technically simple, but practically challenging, due to the nature of
registering a 3D image to a 2D image(s) without strong landmarks. The process
can be time-consuming, inaccurate, and highly user-dependent, as shown in
Section 3.3.
The goal is to develop a registration approach that 1) has a workflow suit-
able to all hospitals, e.g., does not require fiducials, 2) does not require lengthy
additional MR acquisitions, and 3) can be used early in the procedure before tools
are inserted into vessels.
This chapter presents a method for registering adjacent anatomical structures,
similarly to [122], but for cardiac registration, and introduces the concepts of
superabundant vessel reconstruction and dynamic outlier rejection. For CRT
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procedures, the adjacent anatomical structures to register are the LV (from non
contrast-enhanced cine MRI) and the coronary veins (from contrast-enhanced
X-ray fluoroscopy). This approach is highly suitable for X-ray to MRI registration
as it does not use cross-modality information. However, it requires the vessel
system to be reconstructed from two X-ray images and the relatively sparse vessel
system to be registered to the surface of the LV.
Reconstructing the vessel system is challenging in CRT where contrast agent
washes out of veins quickly and the two X-ray images are acquired sequentially
with separate and potentially inconsistent contrast injections. The problem is
exacerbated by varying quality of CS ostium occlusion and missing vessels. For
reconstructing coronary arteries, approaches that match bifurcations have been
proposed [128]. However, for CRT, coronary vein reconstruction techniques re-
quire manual vessel matching [10, 11]. This work proposes superabundant vessel
reconstruction, in that all possible epipolar correspondences are reconstructed,
which explicitly removes the need to perform vessel matching. The reconstructed
vessel model is guaranteed to contain the true vessel structure and additional
outliers.
The reconstructed coronary vein model is sparse relative to the LV surface.
Registering these two structures is a partial surface registration problem which
is well known to get stuck in local minima, especially when the data contains
outliers. To overcome this challenge, a novel dynamic outlier rejection method is
proposed. Outliers are estimated in the vessel reconstruction phase and combined
with a globally optimal registration framework to prevent the registration from
becoming stuck in local minima.
The accuracy of the proposed system is evaluated on phantom and in vivo
data. A novel validation framework is proposed that exploits artificial valves
implanted in the patients. The clinical application is demonstrated on patient
data and evaluated by surveying a team of clinical experts.
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4.2 Methods
In the following sections, the concepts for adjacent anatomy-based registration
by superabundant reconstruction are described. First, a short overview is given
about the methods involved, then the extraction of the models to register and the
registration approach are described in more detail.
4.2.1 Overview
Classical registration approaches for medical images from different modalities
rely on matching anatomical structures or landmarks that are present and visible
in both images. These are known as cross-modality landmarks. MR and X-
ray fluoroscopy images are intrinsically different and cross-modality landmarks
are often not easily identifiable or even present. This can be explained by the
inherently different imaging physics of the two modalities. This work proposes a
novel approach that uses anatomical structures that are adjacent to each other.
The two adjacent structures in CRT are: 1) the LV epicardium (from MRI) and 2)
the CS and its tributary coronary veins (from fluoroscopy), the venous anatomy
on the surface of the LV.
The main steps of the proposed method are depicted in Figure 4.1. Pre-
operative MRI images are automatically segmented and a 3D model of the LV
epicardium is generated. Intraoperatively, the coronary veins are extracted from
two frame-matched fluoroscopic images and a superabundant 3D vessel model
is automatically reconstructed. Finally, the 3D vessel model is registered to
the LV epicardial mesh with a globally optimal iterative closest point (GO-ICP)
method [125, 126] where outliers are modelled using information derived from
the superabundant vessel reconstruction step.
4.2.2 LV Epicardial Model
The epicardial mesh is generated from the automatically segmented MRI. The
short axis (SAx) and long axis (LAx) MR images are segmented with a combina-
tion of a machine learning-based landmark detection and grey level analysis [129].
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Figure 4.1: Workflow steps of proposed registration framework.
(a) SAx slice (b) 4CH slice (c) Mesh model
Figure 4.2: LV epicardial mesh model generation in 3D from segmented short
axis (SAx) and four chamber (4CH) slices. The epicardial (green) and endocardial
(yellow) borders are highlighted.
The contours of the epicardium are extracted using a minimum path algorithm
based on histogram analysis in every slice, see Figures 4.2 (a) and 4.2 (b). The
resulting contours are propagated through all phases by distortion fields and are
used to generate a 3D mesh model of the epicardium for each heart phase over
the cardiac cycle, see Figure 4.2 (c). The end diastolic mesh model is selected for
registration, due to it being simple to identify, based on the electrocardiogram
(ECG) triggering of the MR acquisition.
4.2.3 Vascular 3D Model Reconstruction
To generate the anatomical model adjacent to the LV, two X-ray images of the
coronary venous tree are acquired enhanced through contrast agent injection.
The vessels are segmented and the segmentation is reconstructed to receive a
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superabundant, outlier-rich, point cloud.
4.2.3.1 Fluroscopic Frame Gating
In the current CRT workflow, a monoplane fluoroscopic system is used. Unlike
with a biplane system, which can acquire two images simultaneously, the mono-
plane system must acquire the two fluoroscopic image sequences sequentially.
This requires two contrast injections and two image acquisitions. The standard
clinical C-arm angulations for a CRT procedure are anterior-posterior (AP) 0◦, left
anterior oblique (LAO) 30◦, and right anterior oblique (RAO) 30◦. The proposed
method can use any combination of these angulations. To estimate the correct
heart phase in the two acquisitions, ECG or an image-based motion gating can
be performed. It is proposed to use an image-based motion gating approach
that does not rely on ECG data to have a more generically applicable method.
The end diastolic frame of each sequence is selected by an approach based on
masked principal component analysis [130]. The method extracts cardiac motion
by band pass filtering the variation of the first principal component. Further-
more, it is verified that the selected frames have a sufficient contrast agent fill for
segmentation.
4.2.3.2 2D Vessel Detection
The vessels in the contrasted X-ray sequences are segmented and skeletonized to
extract the centerline of the CS and its tributary coronary veins. The proposed
approach is agnostic to the segmentation method, it can work with automatic,
semi-automatic, or manual segmentation approaches. Automatic [131] and semi-
automatic methods [132] exist for coronary vessel segmentation. In the developed
framework, semi-automatic segmentation is performed. This is consistent with
other registration approaches for CRT interventions [10, 11]. An average intensity
image is computed from all frames of the venogram sequence. The frame to
be segmented is divided by the average image of all frames of the sequence to
eliminate static structures, e.g., the spine and static instruments. The resulting
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image is filtered with a median filter. The Frangi vesselness filter is applied to
the smooth image to enhance vascular structures [133]. The vesselness map is
binarized by a manually set threshold, such that only strong response is shown.
The resulting mask is manually adjusted, if necessary: misclassifications are
removed, such as instruments and tubular non-vascular structures. The resulting
segmentation is skeletonized [134] to create a binary mask of the centerline of the
vessels. In order to efficiently and accurately process the 3D reconstruction, the
binary centerline is approximated by polylines by the Ramer-Douglas-Peucker
algorithm [135, 136], see Figure 4.3 for the individual steps.
4.2.3.3 Superabundant 3D Vessel Reconstruction
The extracted 2D vessels can be reconstructed in 3D if the vessel correspondence
and C-arm geometry (epipolar constraint) are known. However, in CRT it is
challenging to automatically detect the correct correspondences. The capture of
fluoroscopy images at different angulations causes that the vessels have different
visual appearance. The images are acquired with two separate manual contrast
injections that may not be consistent. Contrast can be poor if the balloon is
not fully deployed. Parts of the vessel system can be self-occluding or out of
the field of view in one of the images and the vessel structure can be complex,
causing multiple potential correspondences. Furthermore, small phase matching
errors of an image pair might result in large reconstruction errors if a wrong
correspondence is selected, thus could greatly diminish registration accuracy.
To address the challenges outlined above, this work proposes a fundamen-
tally different approach for 3D reconstruction of the vessels. Instead of establish-
ing one-to-one vessel correspondence and generating a high quality 3D model,
the proposed approach uses multiple correspondences and reconstructs a su-
perabundant 3D model. The benefit of this approach is that the reconstructed
superabundant 3D model is guaranteed to contain the actual vessel structure,
although it will also contain a significant amount of incorrect data or outliers.
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(a) Contrasted X-ray (b) Vessel segmentation
(c) Vessel binary mask (d) Vessel centerlines
Figure 4.3: Vessel segmentation from contrasted X-ray images. (a) Initial con-
trasted X-ray frame. (b) Semi-automatic segmentation of coronary veins over-
layed onto the frame. (c) Binarized segmentation image. (d) Extracted vessel
centerlines represented by polylines.
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The process of reconstructing a superabundant 3D vessel model is shown in
Figure 4.4. The polyline representing the vessel structure in the first fluoroscopic
image is traversed, sampling at every 25 pixels. Since the projection geometry of
the C-arm acquisition system is known (extracted from the system), epipolar lines
of each point can be projected into the second image. All intersections between
the epipolar line and the polyline in the second image are computed to generate
multiple correspondences. Using the polylines in the second image instead of the
centerline mask gives subpixel intersection accuracy. The points are triangulated
to reconstruct the 3D vessel model. The structure of the resulting superabundant
3D vessel model is not noisy or unordered data. It has a vascular, tree like
structure where some of the reconstructed branches are correct reconstructions
and others are erroneous, as shown in Figure 4.4 (c). This reflects the structure of
the vessels in the 2D images.
A ratio of correctly reconstructed points in the superabundant point cloud
can be defined. The number of centerline (CL) points to reconstruct from the
first view is known. It is assumed that every point in the first image has exactly
one correct correspondence. The inlier ratio $in can be computed by dividing the
number of points in the first image by the number of all epipolar correspondences
in the second image:
$in =
#points in 1st image
#correspondences in 2nd image
. (4.1)
It should be noted, even if the two sequences are gated successfully and the
two frames are perfectly matched, the vasculature might be deformed differently
in different cardiac cycles. This deformation can result in slight inaccuracies in
the 3D reconstruction of vascular centerline points that can also affect registration
accuracy.
4.2.4 Registering Adjacent Anatomy
Multimodal image alignment by registering adjacent anatomy is a novel solution
to the problem of having few or no cross-modality landmarks. In CRT, the goal
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(a) View one (b) View two (c) 3D reconstruction
Figure 4.4: Reconstruction of a vessel from two views. (a) View one with point to
reconstruct (yellow). (b) View two with cast epipolar line (yellow), correct (green)
and false correspondence (red). (c) Reconstruction of vessels from image pair,
showing correctly (black) and incorrectly (red) reconstructed vessels.
is to register the LV epicardium to the coronary veins. This has two significant
challenges: 1) The coronary vessels cover only a small fraction of the surface of the
LV, i.e., it is a partial surface registration problem. Approaches to solve problems
of this type are susceptible to falling into local minima. 2) The automatically
reconstructed 3D venous model (Section 4.2.3.3) contains a large number of
outliers. Individually, these problems can be difficult to solve. Together, they
pose a substantial challenge. The proposed approach customizes and extends
the GO-ICP algorithm [125, 126], making it robust to large number of outliers by
dynamically setting the trimming factor.
4.2.4.1 Globally Optimal Registration of Partial Surfaces









||Rxi + t− yj∗ ||2 , (4.2)
where x represents the vessel point cloud, y the epicardial points, ei is the error
of point i depending on the rotation R and the translation t, N represents the
number of data points, and yj∗ the optimal correspondences.
The iterative closest point (ICP) algorithm [123] and its variants can be
applied to solve this problem, however, ICP suffers from finding local minima
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and not the global optimum. Alternatively, the branch and bound (BnB) algorithm
finds the global optimum, but requires the whole search space to be processed
making it computationally expensive [137, 138]. It has been shown that by
combining these two methods, the global optimum can be found with reduced
computational complexity [125, 126].
This approach is an encapsulation of two BnB algorithms and ICP to accel-
erate the optimization. The outer BnB algorithm operates on the rotation space
SO(3), parameterized by the cube [−π; π]3 and the inner one on the translation
space R3, parametrized by [−ξ; ξ]3, where π and ξ are the half side lengths of the









max(ei(Rr0 , t0)− γ, 0)2 , (4.3)
where (r0, t0) represents the center of the current subspace Cr × Ct defined by
the subcubes for rotation and translation respectively, γ = γt + γr is the total
uncertainty radius, that consists of the maximal distance in the current subcube
from the center for the translation and the rotation respectively.
The algorithm subdivides the initial cube into octants (into eight subspaces),
see Figure 4.5, and processes the subcubes in an order from the smallest lower









e2i (Rr0 , t0) , (4.4)
that is equivalent to the point matching error at the center of the current subspace
(r0, t0). If the upper bound E is below the current best estimate E∗, ICP is called.
If the current best error estimate E∗ and the lower error bound E are within a
preset threshold ε, E∗ − E < ε, the optimal solution is found.
The LV and CS models are centered and scaled to be in the interval [−1; 1].
Thus the range of translation can be limited to [−1; 1]. The orientation is limited
to be in the range of [−35◦; 35◦] which captures the clinically feasible range of
rotations.
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(a) Initial search space (b) Restricted space (c) Further restricted space
Figure 4.5: GO-ICP search space subdivision at the example of translation (same
is valid for rotation). (a) Whole search space is subdivided into eight subcubes.
(b) Most promising subcube is investigated and subdivided. (c) Subdivision is
performed recursively for previous subcube.
4.2.4.2 Dynamic Outlier Trimming Factor
To cope with outliers resulting from the superabundant vessel reconstruction, the
GO-ICP variant with trimming is used [126]. The trimmed GO-ICP algorithm
amends the error bounds to use only a fraction of the vessel points for the current
registration step and uses the trimmed ICP algorithm [139]. The fraction of points
to exclude is called trim fraction and can be estimated by calculating the inlier
ratio as described in Section 4.2.3.3 and inverting: $trim = 1− $in.
The new lower bound is defined by the subset of points that are closest to






where Q is the number of points in the closest subset defined by $trim. The upper







The MR images are part of a standard cardiac protocol, non contrast-enhanced
SAx and LAx steady state free precession (SSFP) cine images with a flip angle of
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52◦ on a Siemens Aera 1.5 T MR scanner (Siemens Healthcare GmbH, Erlangen,
Germany). The SAx stack has a resolution of 192 rows by 156 columns with a
pixel spacing of 1.5625 mm and a slice thickness of 8 mm with a gap of 2 mm
between slices. The LAx image is either a two, a three or a four chamber image.
The LAx image was acquired with a resolution of 156 rows by 192 columns with
the same pixel spacing as the SAx slices and a slice thickness of 6 mm. Both
sequences were acquired over one cardiac cycle with 25 phases.
The X-ray images were acquired with a Siemens Artis interventional C-arm
X-ray system (Siemens Healthcare GmbH, Forchheim, Germany). The images
are sequences with 7.5 frames per second (FPS) and the imaging detector has a
resolution of 1920× 2048 pixels with a pixel spacing of 0.154 mm. The acquisi-
tions are performed with different magnification factors and collimation. The
sequences are acquired with a retrograde manual contrast agent injection with
balloon occlusion to highlight the CS and its tributary veins.
4.3 Evaluation and Results
The presented method was evaluated on a phantom dataset, a clinical patient
computed tomography angiography (CTA) dataset where a ground truth registra-
tion is available, and on nine clinical CRT cases. The experiments were performed
for all datasets with known correspondence-based and superabundant vessel
reconstructions.
4.3.1 Experiments
To evaluate the performance of the registration method, the same experiments
were performed for the phantom and the clinical CTA dataset. The experiments
were performed for both, the known corresponcence-based and the superabun-
dant vessel reconstructions. The ground truth mesh was repeatedly perturbed
by a rotation around a specific coordinate axis (x, y, or z). The rotation was in
the range of −30 to 30◦ with 10◦ steps. No translation was applied, since the
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point clouds were centered as a first step of the registration as described in Sec-
tion 4.2.4.1. The perturbed mesh was registered to the respective reconstructed
vessel point cloud with the GO-ICP method. Registration was also performed
with the ICP [123] and coherent point drift (CPD) [124] methods for comparison.
The vertex-to-vertex mean absolute error (MAE) was measured.
4.3.2 Phantom Data
To be able to evaluate the performance of the method in a controlled environment
with ideal data, a specially designed phantom was created. The epicardial shell
of the LV of a CRT patient was segmented from a 3D whole heart MR dataset.
The shell was 3D printed and metal wires were attached to model coronary veins.
The model was imaged with the clinical C-arm X-ray system. A 3D dataset
was acquired by a cone beam computed tomography (CBCT) acquisition. X-ray
images at multiple angulations were recorded in the exact same pose. Finally, the
acquired CBCT volume was manually segmented and a 3D surface model of the
epicardium was extracted. The same pose guarantees that the X-ray images and
the segmented epicardial model are in the same coordinate system, see Figure 4.6.
It is, however, to be noted that the registration is still not error-free. The
residual error consists of segmentation inaccuracies and errors resulting from the
3D model generation from the segmentation. Small registration errors can occure,
due to calibration inaccuracies of the CBCT reconstruction. To minimize the effect
of calibration inaccuracies, the X-ray system was calibrated by a Siemens engineer.
The slight errors of the ground truth registration are visible in Figure 4.6.
With the phantom dataset acquired, two experiments were performed. A
registration experiment with known vessel correspondences, to prove that a
registration is possible with the available data and a second experiment, with all
epipolar correspondences reconstructed, thus with superabundant reconstruc-
tion.
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(a) LAO 30◦ X-ray (b) RAO 30◦ X-ray
(c) LAO 30◦ overlay (d) RAO 30◦ overlay
Figure 4.6: Created phantom dataset. X-ray acquisitions of the phantom at
(a) LAO 30◦ and (b) RAO 30◦. Epicardial mesh, segmented from MRI, overlayed
onto the two X-rays at (c) LAO 30◦ and (d) RAO 30◦.
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4.3.2.1 Registration with Known Vessel Correspondences
To evaluate the method under ideal circumstances, an experiment was conducted
with a vessel reconstruction of known point correspondences. First, two images
were selected having an angular difference of 60◦, that is typical for cardiac (espe-
cially CRT) interventions, see Figure 4.6. Since the attached wires that represent
the vessels are well contrasted, they can be easily separated from the background
by thresholding. The thresholded binary images were skeletonized to extract the
centerlines of the wires, as described in Section 4.2.3.2. The components of the
centerlines were subdivided into separate images, such that only one centerline
(or a section of a centerline) with known correspondence could remain in an
image pair. This guarantees that for each point in the first image there is only one
corresponding point in the second image, thus resulting in an ideal, outlier-free
reconstruction.
The repeated rotation experiment (Section 4.3.1) with known correspon-
dences showed, that the GO-ICP registration outperforms the other point cloud
registration methods, see Figures 4.7 (a) to 4.7 (c). ICP might even fail if the
rotation is small and the initial alignment is close to the optimal solution. ICP
registration resulted in an average MAE of 9.54± 5.60 mm. CPD is more robust
against rotation, often finds the optimal rotation for higher angles too. The CPD
algorithm resulted in an average MAE of 4.90± 4.03 mm. The average MAE of
GO-ICP was 2.68± 0.17 mm. This small error can be explained by the previously
in Section 4.3.2 highlighted error factors.
4.3.2.2 Superabundant Point Cloud Registration
To simulate a scenario that could be applied to a clinical dataset, the registration
experiment with the superabundant vessel reconstruction was performed, as
described in Section 4.2.3.3.
Since the outliers disturb and prevent an accurate registration, GO-ICP with
trimming was used. The trim fraction $trim was determined by the vessel point
cloud reconstruction as described in Section 4.2.4.2. The estimated trim fraction
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Figure 4.7: Mean vertex-to-vertex errors and standard deviations of the registered
phantom epicardial mesh with the ICP (red), CPD (black), and the GO-ICP (green)
methods. (a-c) Errors of registration based on known vessel correspondences.
(d-f) Errors of registration based on superabundant reconstruction. Note the
difference in the error axis scales.
for the phantom dataset was 0.79. An experiment was performed where the
trim fraction was varied and the resulting error of the automatically registered
mesh was measured, see Figure 4.8. The experiment has shown that the error is
minimal in the range of 0.80 to 0.85, thus in correlation with the estimated value.
The rotation experiment was performed and the registration results were
compared to the ones of the registration with known vessel correspondences.
The registration resulted in slightly worse mean errors for the superabundant
reconstruction with an average MAE of 3.87± 1.22 mm. The GO-ICP method has
clearly outperformed ICP (average MAE of 32.63± 9.52 mm) and CPD (average
MAE of 13.26± 6.93 mm). ICP failed, even if the initial alignment was close to the
global optimum. CPD performed well close to the optimum, but its performance
decreased rapidly for higher rotations, see Figures 4.7 (d) to 4.7 (f).
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Figure 4.8: Error over trim fraction of the GO-ICP algorithm for the phantom
dataset. For a rotation of 20◦ about the x axis.
4.3.3 Clinical Data
After a successful evaluation on phantom data, the registration method was eval-
uated on clinical data. First, a cardiac CTA dataset was used, since a ground truth
registration is initially available, thus it is possible to prove that the method is ca-
pable of registering ideal, real, clinical patient data. Additionally, the method was
evaluated qualitatively on nine clinical CRT cases, on one of them quantitatively.
4.3.3.1 Clinical CTA Dataset
The evaluation of the method on clinical data is extremely challenging. Due to
the lack of shared landmarks in the two modalities, an accurate ground truth
registration is challenging to obtain and a target registration error is difficult to
define. An accurate manual registration by a clinical expert is not feasible, since
the registration with six degrees of freedom (DOF) cannot be easily performed
with only two (non-orthogonal) X-ray projections, see Section 3.3.
To have a clinical dataset where a ground truth registration is available, a
CTA dataset was segmented. Since both, the vessels and the LV, are extracted
from the same image data, see Figure 4.9, both are initially registered, thus a
ground truth registration is available and a vertex-to-vertex registration error can
be calculated. The CTA segmentation has also revealed, what was described in
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(a) CT + segmentation mask (b) 3D mesh models
Figure 4.9: Segmented CTA dataset. (a) LV epicardial mask (green) with coronary
vein mask (red). (b) LV epicardial mesh (green) with the coronary vein mesh
(red).
the literature [14, 140], that the whole CS does not always lie on the surface of the
left ventricle, see Figure 4.9 (b). For this reason, the root of the CS was removed
from the clinical vessel point clouds, because it might disturb the registration.
The same rotation experiment was performed for the clinical CTA dataset
as for the phantom data, as described in Section 4.3.1. The GO-ICP method
resulted in an average MAE of 3.65± 0.59 mm, thus, has outperformed ICP
(6.69± 2.49 mm) and showed also marginally improved results compared to
CPD (4.72± 2.10 mm), see Figures 4.10 (a) to 4.10 (c).
In a second experiment, to simulate a dataset with a superabundant vessel
reconstruction, points of a uniform random distribution were added in the bound-
ing box of the vessel centerline. The resulting superabundant point cloud had
twice as many points as the initial point cloud, thus the trim fraction $trim = 0.5.
Repeating the same experiment of rotations, GO-ICP could successfully register
the epicardial mesh every time to the vessel point cloud, resulting in slightly
worse results than in the case of the outlier-free, known correspondence-based
point cloud, with an average MAE of 4.24± 0.65 mm. ICP failed in every case
with an average error of 20.31± 1.24 mm. CPD could also not find the optimal
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(d) CL + outliers x
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(f) CL + outliers z
Figure 4.10: Mean vertex-to-vertex errors and standard deviations of the reg-
istered CTA epicardial mesh with the ICP (red), CPD (black), and the GO-ICP
(green) methods. (a-c) Errors of registration for the reconstructed vessel CLs. (d-f)
Errors of registration for the CLs with added outliers. Note the difference in the
error axis scales.
alignment resulting in an average MAE of 11.56± 2.51 mm. For detailed results,
see Figures 4.10 (d) to 4.10 (f).
4.3.3.2 Clinical CRT Datasets
To be able to define an error measure for a real clinical CRT dataset, a novel
evaluation approach, using previously implanted artificial valves, was developed.
Among the available retrospective clinical datasets, one patient had previously
implanted artificial aortic and mitral valves that are visible in both modalities, see
Figure 4.11. The valves were segmented in the MRI dataset and their centerpoints
were extracted in 3D. The two centerpoints were also reconstructed in 3D from the
X-ray acquisitions. Thus, the extracted valve points can be used as multimodality
landmarks. The valve points are ideal landmarks to have an estimation of the
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registration error, since they are located directly at the base of the LV. Additionally,
their arrangement defines the rotation of the LV around its long axis.
In a first experiment for the clinical CRT dataset, the registration with known
vessel correspondences was performed. The results are visually appealing, see
Figures 4.12 (a) and 4.12 (b), the overlay shows a good alignment with the heart
shadow, the coronary veins appear to be on the ventricle and the location of
the MRI derived valve centerpoints are close to the centerpoints is the X-ray
images. The comparison of the valves in 3D resulted in valve errors of 4.29 mm
and 9.13 mm for the aortic and the mitral valves respectively. Considering the
resolution of the MR images used for the segmentation of the LV epicardial
shell, 1.5625 mm× 1.5625 mm in-plane and 8 mm slice thickness with 2 mm gap
between slices, the results are in the range of the slice spacing (slice thickness +
gap = 10 mm).
To assess the accuracy of the results, clinical experts were consulted. The
experts set the clinical requirement based on the 16 segment model, defined
by the American Heart Association (AHA). The clinical team determined that
the registration is sufficiently accurate, if the error does not significantly impact
the target segment on the LV epicardium. The required accuracy was explicitly
defined by the clinical team to be below half of the AHA segment size. The
average segment size was found to be 43.4 mm (along short axis) × 32.7 mm
(along long axis). Thus the minimum average half-segment size is 16.35 mm.
The resulting valve registration errors satisfy this requirement, being below the
average half-segment size.
In the second experiment, the epicardial mesh was registered to the su-
perabundant point cloud. The trim fraction was calculated to be 0.44, thus
$trim = 0.44 was used in the registration. The results are visually comparable
with the results of the registration with known vessel correspondences, see Fig-
ure 4.12. This was also proven by the 3D valve errors. The aortic valve error
was 2.94 mm and the mitral valve error was 3.86 mm, thus the errors differ only
slightly from the known correspondence-based reconstruction’s. The difference
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(a) SAx MR slice (b) MR + segmented valves
(c) LAO 1.4◦ X-ray + valves (d) RAO 31.3◦ X-ray + valves
Figure 4.11: Artificial valve extraction. (a) MRI slice showing artificial aortic and
mitral valves. (b) MRI slice showing segmented aortic (green) and mitral (red)
valves. (c) LAO 1.4◦ and (d) RAO 31.3◦ X-ray views with the aortic and mitral
valves overlayed.
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(a) LAO 1.4◦ (b) RAO 31.3◦
(c) LAO 1.4◦ (d) RAO 31.3◦
Figure 4.12: Registered epicadial mesh (green), aortic valve centroid (blue), and
mitral valve centroid (red) overlayed. (a, b) X-ray views of registration with
known vessel corrrespondences. (c, d) X-ray views of registration with super-
abundant vessel point cloud.
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is in the range of the MR resolution.
The registration results are sufficiently accurate for the clinical use case of
CRT (below the clinical requirement of 16.35 mm), however, the registration error
could be further reduced. The accuracy of the system is affected by MR resolution
and to a lesser extent MR segmentation and vessel reconstruction. The main
limitation of accuracy is the very low out-of-plane resolution (10 mm) and low
in-plane resolution (1.5625 mm) of the MR images compared with computed
tomography (CT) which can have submillimetre voxels. Furthermore, this low
resolution can introduce inaccuracies in the MR segmentation of the LV and
manual annotation of the valves used for evaluation. Additional small sources of
error can come from the segmentation and skeletonization of the vessels in X-ray
and small inaccuracies in the phase gating between the two X-ray images which
is limited by the frame rate (7.5 FPS). Inaccuracies in these steps can lead to 3D
vessel reconstruction errors, however, this was not observed to be significant.
The registration with superabundant vessel reconstruction was evaluated
on eight further CRT patients. Since no landmarks, such as artificial valves,
were available, the registration was evaluated qualitatively by eight clinical
experts, by visual inspection based scoring. The clinical experts assigned the
overlay pairs of each patient to one of the four categories: 3. no correction is
necessary for interventional guidance, 2. minor corrections are necessary, 1. major
corrections are necessary, and 0. registration has failed, alignment is not useful
for interventional guidance. This resulted in 72 ratings in total (8 experts × 9
patients). Scores of 3 or 2 were given in 95.8 % of cases, i.e., no, or only minor
correction is necessary. Only 4.2 % of cases were rated with 1, requiring major
correction. No failure was identified. The average rating of the registration was
2.31± 0.27. For a detailed summary of the results see Table 4.1.
The mean runtime for the nine CRT patients was 95.24 s on a workstation
with an Intel Core i7 and 8GB RAM. The preprocessing time of the X-ray images
and the runtime of the algorithm is acceptable for CRT procedures, since after
the contrast agent injection was performed, the clinical team has to prepare for
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Table 4.1: Qualitative assessment of registration results by eight clinical experts
for nine CRT patients. Scores: 3. no correction is necessary for interventional
guidance, 2. minor corrections are necessary, 1. major corrections are necessary,
and 0. registration has failed.
Patients
P1 P2 P3 P4 P5 P6 P7 P8 P9
Expert 1 2 3 3 2 2 3 2 2 2
Expert 2 2 3 3 2 2 2 2 2 2
Expert 3 2 3 2 3 3 3 2 2 2
Expert 4 2 3 3 2 3 3 2 2 2
Expert 5 3 2 1 2 2 2 2 2 2
Expert 6 2 2 2 2 3 2 2 1 2
Expert 7 2 3 2 2 3 3 3 3 2
Expert 8 3 3 2 1 2 3 3 3 2
Mean 2.3 2.8 2.3 2.0 2.5 2.6 2.3 2.1 2.0
Std. Dev. 0.5 0.5 0.7 0.5 0.5 0.5 0.5 0.6 0.0
the LV lead implant. The occlusion balloon has to be removed and the catheter
delivering the lead has to be prepared and inserted into the coronary sinus. It
should be noted that the current implementation is single-threaded. A multi-
threaded implementation could explore the search space in parallel, thus could
greatly reduce runtime.
The overlay pairs for three patients are shown in Figure 4.13. The results are
visually appealing, the models’ projected epicardial borders corresponds well
to the heart shadow, except for minor discrepancies. Additionally, the coronary
veins appear mainly on the left ventricle in the images. Figures 4.13 (e) and 4.13 (f)
show that the registration results in good visual alignment even for extensively
cropped X-ray images.
It is to be noted that the registration appears to be robust against the non-
simultaneous acquisition of the two images. Since the images are acquired
with the same plane rotated, even after the frame matching was performed, as
described in Section 4.2.3.1, the vasculature might have deformed between the
acquisitions. These slight deformations can affect the reconstruction accuracy,
but the results indicate the robustness of the method against them.
Chapter 4. Registration through Adjacent Anatomical Models 69
(a) P1 – AP (b) P1 – RAO 30◦
(c) P3 – LAO 1◦ (d) P3 – LAO 1◦
(e) P5 – LAO 18◦ (f) P5 – RAO 30◦
Figure 4.13: Overlay of the registered epicardial shell for three CRT patients.
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4.4 Discussion and Conclusion
This chapter has presented a novel approach for registration in cardiac inter-
ventions and a method for evaluation by using implanted artificial valves. The
idea is to use adjacent anatomical structures, the left ventricle segmented from
cardiac MR images and a point cloud of the coronary veins that was reconstructed
from two interventional X-ray images, without explicitly determining point cor-
respondences, resulting in a superabundant point cloud. The reconstructed
superabundant vessel point cloud has a high ratio of outliers, since all epipolar
correspondences were reconstructed. For the registration of the epicardial model
and the vessel point cloud, the GO-ICP algorithm with trimming for outlier rejec-
tion was used and the trim fraction was defined dynamically. Experiments on a
specially designed phantom have shown that the method is capable of registering
the two point clouds with an average MAE of 3.87± 1.22 mm that is superior to
other point cloud registration methods, such as ICP and CPD.
Further experiments on a clinical CTA dataset have shown that the regis-
tration method is able to register clinical data. The average MAE between the
ground truth and the registered epicardium was 4.24± 0.65 mm, slightly worse
than for the phantom dataset.
In a final experiment the method was validated retrospectively on nine
clinical CRT cases. The registration results were scored by eight clinical experts
on a scale of 0 (worst) to 3 (best). The average score was 2.31± 0.27. One of the
patients had previously implanted aortic and mitral valves that were segmented
from the MR and X-ray images and reconstructed in 3D to define a registration
error. After the registration, the valve centroids showed relatively low errors
in 3D. The 3D aortic valve error was 2.94 mm and the mitral valve error was
3.86 mm. That is in the range of the MR slice spacing of 10 mm. The valve errors
were below the clinical requirement defined by the half-segment size of a 16
segment AHA model, found to be 16.35 mm on average. The resulting valve
errors suggest that the registration is capable of providing a registration that can
be applied for image guidance of cardiac interventions, such as CRT delivery. The
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(a) Insufficient balloon occlusion (b) Single major vein
Figure 4.14: Low quality venograms acquired in CRT interventions. (a) Insuffi-
cient balloon occlusion prevents segmentation and reconstruction of veins. (b) A
single coronary vein does not constrain the point cloud registration sufficiently.
accuracy of the system could be further improved by using novel, high resolution
MR protocols. Classical, 3D whole heart MRI acquisitions are not suitable, due to
the long acquisition time and breath hold requirement. Free-breathing 3D MRI
protocols are currently not widely available at clinical sites, in standard clinical
workflows. However, as availability increases, the registration can potentially
become an even more accurate element of the standard clinical workflow.
Although, it was shown that registering MRI to X-ray through exploiting the
adjacent anatomical alignment of the LV and the coronary venous tree is feasible
with sufficient accuracy for cardiac interventions, such as CRT, the method has
its limitations. To reconstruct the coronary veins in 3D, two images with contrast
injection in the veins (venograms) are required. The venograms have to be of
sufficient quality that a 3D reconstruction is possible. This can be challenging to
acquire, mainly due to the varying anatomy of the coronary veins throughout
patients. If the CS is wide, the balloon occlusion for the retrograde injection may
not be ideal and a backflow of contrast agent can be observed, see Figure 4.14 (a).
This results in insufficient filling of the veins, preventing segmentation and
3D reconstruction, thus registration. The number of coronary veins can also
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present variation, due to the high irregularity of coronary venous compared to
coronary arterial anatomy. It can occur that a patient’s left ventricle has a low
number of coronary veins for 3D reconstruction, see Figure 4.14 (b). In such cases,
registration can also not be performed successfully, because the reconstructed
veins do not constrain the registration problem sufficiently.
To have a method that is not as strictly data-dependent as the adjacent
anatomy-based registration, thus capable of registering data of patients even
with inadequate coronary venous anatomy, an approach was developed that can
register LV models to uncontrasted X-ray images. This novel method, relying on
a modern machine learning approach, deep learning, will be described in more





Chapter 4 introduced an adjacent anatomy-based approach for registering multi-
modal data with no shared landmarks available. The approach is well aligned
with the clinical workflow, but it is challenging to acquire ideal data during
interventions, e.g., due to variations of individual patients’ anatomy. In this chap-
ter, a more generic, machine learning-based registration approach is presented.
An imitation learning agent is trained purely on synthetic data to register mesh
models to non-contrasted X-ray images. The imitation learning agent is evaluated
qualitatively and quantitatively, on synthetic and clinical patient data.
5.1 Introduction
As described in Chapter 4, the adjacent anatomy-based registration with super-
abundant vessel reconstruction can perform the registration of a preoperative
mesh model to two interventional X-ray images, acquired with contrast agent
injections. The method and the acquisition of the required data for the method
do not interfere with the standard clinical workflow significantly. However, two
X-ray images with contrast agent injections are required. The method is, however,
limitedly applicable, if the contrasted X-ray acquisitions do not have sufficient
quality, due to the anatomy or the contrast injection. Additionally, the inserted
catheters and the inflated balloon can deform the anatomy of the coronary veins,
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introducing errors into the registration process. The model-based property en-
ables the usage of this method with any preoperative modality, if the required
left ventricle (LV) model can be extracted.
Learning-based approaches that can be used for guiding procedures were
also developed in recent years. A noteable approach registers a computer assisted
design (CAD) model of an implant to X-ray images by a convolutional neural
network (CNN) regression model [101]. However, the approach is difficult to
generalize to anatomical data. It is only applicable to highly stiff objects of certain
shapes, i.e., the implants. The rendering of the implant model is performed
similarly to a previous approach [141].
Classical approaches often have low robustness and capture range. Uniform
data and a good initial alignment is required. Novel machine learning-based
approaches can overcome these challenges. An approach relying on artificial
intelligence (AI) was shown to perform rigid 2D/2D and 3D/3D registration
robustly on medical data [102]. In this approach, an artificial agent, modeled by
an artificial neural network (ANN), is trained to learn a policy, i.e., an optimal
strategy to take actions depending on the input images. Due to the high robust-
ness of the approach, it is ideal to be applied in interventional guidance, where
robustness may be more valuable than accuracy. The approach was extended
to solve 3D/2D registration of the spine in computed tomography (CT) and
fluoroscopy [55]. However, in this approach, the agent takes digitally recon-
structed radiographs (DRRs) as input. DRRs can only be rendered for CT, thus
the approach is not directly applicable to registration problems where the 3D
modality is magnetic resonance (MR).
There are two significant challenges in AI-based cross-modality registration:
1) they require large sets of training data with ground truth (GT) registration and
2) they only work on the specific modalities and acquisition protocols they were
trained on. The former is a significant problem for cardiac resynchronization
therapy (CRT). Interventional fluoroscopy is, in general, not automatically stored.
Patients may be imaged in modality-specific positions (e.g. arms up/arms down)
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causing a non-rigid transformation and manually generating GT registration
is time-consuming and inaccurate. The latter makes the registration systems
vulnerable to changes in acquisition protocols and prevents general adoption of
the same system for multiple clinical procedures.
In the pursuit of a general and robust cross-modality registration framework,
it is proposed to exploit a byproduct of the preoperative diagnostic process
– anatomical models, similarly to that in Chapter 4. In order to diagnose or
characterize diseases, it is common to segment the anatomy of interest, i.e.,
the LV for CRT. The main advantage of using preoperative models is that the
registration framework can be generalized, as it is independent of preoperative
voxel intensities and acquisition parameters. The method can be trained on a
single modality and applied to other modalities representing the same anatomy
without retraining for specific cross-modality images.
In this chapter, a novel solution for multimodality registration for cardiac
procedures is presented that has minimal interference with standard clinical
routine. The approach is a combination of 3D model extraction from preoper-
ative data and an artificial intelligence-based registration framework [55]. The
system is capable of registering preoperative models to a single 2D X-ray image,
without relying on voxel intensities or features from the preoperative modality.
This means that the preoperative data can be of any modality (e.g., MR, CT, or
ultrasound (US)), if relevant models can be extracted. The advantages compared
to the adjacent anatomy-based approach presented in Chapter 4 are that: 1) the
approach requires a single X-ray acquisition and 2) it does not rely on X-rays
with contrast injections. As a further advantage, similarly to that in the adjacent
anatomy-based approach, the model extraction is not an additional complication,
since preoperative models are often created during preoperative planning and
diagnostic reporting. Thus, the method can provide a robust registration for
interventional guidance without major interference with the standard clinical
workflow.
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5.2 Methods
In the following sections, the methodology of imitation learning-based registra-
tion is described in detail. An overview of the concepts is given and the details
of imitation learning for 3D/2D model-to-image registration are highlighted, i.e.,
the ANN architecture and its training details.
5.2.1 Overview
It is proposed to register models extracted from preoperative data, i.e., MR to
intraoperative X-ray fluoroscopy, to guide cardiac interventions. An overview
with a trained agent is illustrated in Figure 5.1. The 3D preoperative data is
segmented prior to the intervention to extract a model of the anatomy of interest,
i.e., the LV. During the intervention, an X-ray image (the fixed image) is acquired.
A 2D projection image of the LV model is generated (the moving image) with the
same imaging geometry as the X-ray image. The two images are processed by
the imitation learning agent, modeled by an ANN, which predicts the reward for
each possible action. The better the direction of an action, the higher the reward.
The action with the maximum reward is chosen and is applied to the 3D model.
The moving image is regenerated from the transformed model. These steps are
iteratively repeated until convergence.
In the current setup, the registration is performed between a 3D model and
a single fluoroscopy frame, not accounting for cardiac and respiratory motion
in consecutive frames. The depth is assumed to be approximately correct after
isocentering the volume and the X-ray image. The registration problem is re-
stricted to the three degrees of freedom (DOF) defined by the imaging plane:
x (horizontal) and y (vertical) translation and a rotation (around the axis of
projection z).
5.2.2 Imitation Learning
The registration task can be formulated as a type of reinforcement learning
problem [102], imitation learning. The agent’s steps can be modeled as a Markov
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Figure 5.1: Overview of the model-to-image registration method with an artificial
agent. An X-ray image is acquired during the intervention. The preoperatively
extracted mesh model is projected into the imaging plane of the acquired X-ray
image. A neural network (NN) predicts the optimal action to perform. The action
is performed (transformation is applied to the model). This process is iteratively
repeated until convergence.
decision process: {S, A, τ, r, γ}, where S represents the possible states, A the
possible actions, τ the probability of an action taken from a state at a certain
time step, r the reward for an action, and γ the discount factor, defining the
importance of long term rewards. The agent is in a single state (alignment) st at
a certain time step t. Actions (steps) at in every direction along each DOF are
rewarded, depending on the effectiveness (better or worse alignment) of action at.
The goal is to learn a policy π, an optimal registration strategy that can predict
the optimal action with the highest reward from the current state St:
at = π(St) , (5.1)





where rat is the reward for action at. The agent can be modeled by an ANN and,
by training, a policy is learned by the network. The policy will imitate what the
agent was being shown during training.
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The agent is trained in a supervised manner: it is shown two images in the
current state and the optimal rewards. The rewards are defined in a way that
an action receives a higher reward, if it brings the moving image closer to the
optimal alignment. The improvement, thus the reward rt+1, is defined as the
difference of distances between the old transformation Tt and GT transformation
Tg, and the current transformation Tt+1 and the GT transformation:
rt+1 = D(Tg, Tt)− D(Tg, Tt+1) . (5.3)
The distance between two transformations T1 and T2 is D(T1, T2), the L2 norm of
the parameters of the transformations, as described in [102].
5.2.3 Architecture
The agent is modeled by a pair of CNNs to encode the input images into features
and another NN that decodes the features to determine the rewards, see Figure 5.2.
The input layer of each CNN is defined to be 128× 128, the input images are
resampled to match this resolution. The CNNs consist of four convolutional
layers. The layers have 16, 32, 64 and 128 filters, respectively. The filter size
is 3× 3 with a stride of 1× 1 throughout. The convolutional layers are each
followed by a rectified linear unit (ReLU) and a max-pooling layer of size 2× 2.
Batch normalization is applied after each layer. The CNNs result in feature vectors
that represent the data. The feature vectors are concatenated and a NN with four
fully connected layers decodes the feature vectors to predict the rewards. The
first three layers have 512, 128 and 64 units. The number of units of the output
layer depends on the number of DOFs. These are followed by ReLU layers and
batch normalization.
5.2.4 Model-to-Image Registration
To train an agent for registration, perfectly aligned 3D models and 2D images are
required. It is a significant challenge to acquire GT registrations for MR or US to
X-ray data. Additionally, the number of available multimodal datasets is highly
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Figure 5.2: Architecture of the neural network that represents the imitation
learning artificial agent. Each image, i.e., the fixed and the moving image, is
processed by a CNN to extract features. The features are concatenated and
fully connected layers predict a rewards for each possible action. The action
corresponding to the maximal reward is chosen.
limited. Due to these reasons, exclusively CT images are used for training: the
3D models are extracted by segmentation and the 2D images are generated by
projections.
The CT datasets are automatically segmented by a combination of object
localization and a multi step non-rigid deformation estimation [121]. The seg-
mentation results in a binary mask and a mesh model of the LV, see Figure 5.3.
5.2.4.1 3D/2D Registration Model
The problem of different dimensionalities is solved as in [55]: 2D images are
shown to the agent. The fixed and moving images for every training sample are
generated from the same CT dataset. The fixed image is a DRR [142] representing
the intraoperative X-ray image. The DRRs are projection images of the CT volume,
based on the X-ray attenuation model. The center of projection is defined to be
the center point of the LV model. The fixed image is generated with a large field
of view (FOV), i.e., 300 mm× 300 mm. The moving image, the projection of the
LV model, is generated with a smaller FOV, i.e., 120 mm× 120 mm, having the
LV centered. The model projection image corresponds to a subregion of the fixed
image, the region of interest (ROI). Translation is performed by moving the LV
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Figure 5.3: Model extraction from CT data. The CT volume (left) is automatically
segmented. The 2D image slice (middle) shows the structures being segmented
with colored labels. The 3D LV mesh model (right, green) is generated from the
LV myocardium (green), the blood pool (red), and the trabeculations (dark blue).
model in 3D and regenerating the moving image, while keeping the LV model in
the center of the FOV. This way, for consecutive translations, the projection image
will correspond to different subregions of the fixed image. The ANN, modeling
the agent, is shown an image pair: the moving image and the corresponding ROI
extracted from the fixed image.
5.2.4.2 Training Setup
The LIDC-IDRI public dataset [143] and previously acquired data were used
for training. The datasets cosist of 802 contrasted CT volumes in total. The
data was split to 702 training and 100 test datasets. To generate a sufficient
number of training pairs, the 702 training datasets were augmented. This was
mainly performed by perturbing the perfectly aligned, generated image pairs.
Transformations with the three DOFs (two translations and one rotation), defined
by the imaging plane of the fixed image, were applied to the 3D mask.
The maximal perturbation of the translation components of the GT transfor-
mation was 35 mm and the maximal rotation component was 15◦. These values
correspond to misalignment observed in the clinical setting, after the isocenters
of an MR volume and a fluoroscopy image are co-registered. Furthermore, a
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random, maximally 10 mm offset to the center of projection was introduced, since
the heart is not perfectly centered in fluoroscopy acquisitions. Additionally, the
primary positioner angulation, i.e., right anterior oblique (RAO)/left anterior
oblique (LAO), was varied between -15◦ and +15◦ around the anterior-posterior
(AP) 0◦ projection, and the secondary angle, i.e., caudal (CAU)/cranial (CRA), be-
tween -5◦ and +5◦. By generating 1000 perturbations for each of the 702 training
datasets, 702 000 perturbations were created.
The same process was repeated for the other two common angulation ranges
used in CRT: RAO 30◦ ± 15◦ and LAO 30◦ ± 15◦. Thus, three individual net-
works were trained in total, one for each angulation range. This results in more
specialized networks of higher performance for the respective angulation ranges.
The network described in Section 5.2.3 was trained with a minibatch size of
80. The solver used was RMSProp [144] with a momentum of 0.9 and the learning
rate was 0.01 with a decay ratio of 0.8 after every 10 000 iterations. All weights
were initialized from a uniform distribution generated based on the approach
of He et al. [145] and the biases with the constant value of 0.1. The number
of iterations performed was 100 000, corresponding to 11.39 epochs to ensure
convergence. Training took approximately 20 hours on an NVIDIA GeForce GTX
Titan X Pascal GPU.
The training curves are shown in Figure 5.4. It is to be noted that the valida-
tion error (red) is more unstable than the training error (blue), but it converges
for all three angulations to approximately 0.025. Furthermore, the training and
validation curves do not reach the same loss level. The gap indicates that the
model is slightly overfitting to the training data.
5.3 Evaluation and Results
The evaluation of the imitation learning-based registration agent was performed
on synthetic data for accuracy and on clinically acquired CRT data for robustness
against geometric perturbations.
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Figure 5.4: Training (blue) and validation (red) curves for the (a) AP, (b) RAO,
and (c) LAO angulation ranges for 100 000 iterations.
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5.3.1 Synthetic Data
As described in Section 5.2.4.2, the data was split into 702 training and 100
test datasets. Each test dataset was perturbed ten times for each of the three
angulation ranges (AP, RAO, LAO), resulting in 3000 test cases in total (1000
respectively). First, an experiment was performed to demonstrate that it is
beneficial to train three individual, more specialized networks for the angulation
ranges. Then the registration performance of the three specialized networks was
evaluated qualitatively and quantitatively.
5.3.1.1 Clinical CRT Ranges vs. Global Angulation Range
It can be beneficial to train multiple networks for performing a task on data that
can be subdivided based on a meta-parameter. In the case of imitation learning-
based cardiac registration, this can be the angulation that the X-ray images are
acquired at. As described in Section 5.2.4.2, the three standard CRT angulations
were chosen: AP, RAO 30◦, and LAO 30◦. For all three angulations, a range of
± 15◦ was defined. Additionally, a single network was trained on the global
angulation range of AP ± 45◦, encompassing all possible CRT angulations. The
three networks trained on the clinical ranges (CRs) and the network trained on
the global range (GR) were comparatively evaluated on the synthetic test data of
the three ranges for registration accuracy, see Table 5.1.
The results show that the CR networks generally outperform the network
trained on the GR. In the LAO range the differences are not very distinct. The
results are comparable in most measures. The standard deviation and the maxi-
mum error are lower with the network trained on the GR.
5.3.1.2 Qualitative Evaluation
To evaluate the method qualitatively, the projections of the LV model were com-
pared with the corresponding fluoroscopy images after registration, see Figure 5.5.
The only visual cue inherently found in the fluoroscopy image is the shadow of
the left ventricle. Additionally, a cross shaped landmark is defined at the center
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Table 5.1: Target registration error (TRE) of the cross landmark on synthetic data
initially (Start) and after registration in mm for the global range (GR) and the
three clinical ranges (CRs): AP, RAO, and LAO.
Percentiles
Mean StD. 50 % 60 % 70 % 80 % 90 % 100 %
AP – Start 22.80 10.50 21.42 25.22 30.03 33.50 36.96 47.88
AP – GR 3.12 2.52 2.43 2.89 3.40 4.34 6.07 19.61
AP – CR 2.92 2.22 2.34 2.80 3.45 4.23 5.76 16.11
RAO – Start 22.71 10.70 21.36 25.74 30.17 33.67 36.86 48.45
RAO – GR 4.06 3.40 3.09 3.75 4.68 6.20 8.02 25.25
RAO – CR 3.50 2.79 2.74 3.35 4.02 5.28 7.09 20.09
LAO – Start 22.49 10.43 21.51 25.88 29.29 32.88 36.43 47.37
LAO – GR 2.72 1.86 2.32 2.70 3.19 3.92 5.03 13.36
LAO – CR 2.67 1.99 2.16 2.58 3.00 3.63 4.98 17.79
of the LV, computed from the model of the LV. The cross extends 10 mm in every
DOF from the center point. In successful registrations, the shadow of the left
ventricle in fluoroscopy matches the border of the projected LV model and the
landmarks are located at the same location, having the same orientation in both
images, see Figure 5.5 (c).
5.3.1.3 Quantitative Evaluation
The TRE was measured by computing the L2 norm of the points of the cross
landmark at the center, between the GT DRR cross (blue) and the registered
LV model cross (red), as described in Section 5.3.1.2, see Figure 5.5. The TRE
was computed in 2D, because the registration is performed in-plane. The depth
is not adjusted, thus the 3D error would not provide more information. The
quantitative evaluation was performed on the three angulation ranges. In more
detail on the AP range and comparatively on the RAO and LAO ranges.
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(a) Initial alignment (b) Final alignment (c) LV overlay at final alignment
Figure 5.5: Relation of fixed and moving image (a) before, (b) after registration,
and (c) the overlay of the registered mask (green). Showing the ROI (green box),
the fixed (blue cross), and the moving image landmark (red cross).
AP range
On the AP angulation range, the imitation learning agent was evaluated against
manual and gradient-based automatic registration, see Table 5.2. The gradient-
based metrics were gradient correlation (GC), gradient information (GI), gradient
orientation (GO) [146], and their versions utilizing only the positive gradients
(GC+, GI+, GO+), corresponding to the visible heart shadow in the images. This
can eliminate strong gradients resulting from the liver dome, the diaphragm, or
from the vertebrae of the spine.
The imitation learning agent’s results were significantly better than those
of the other approaches. The starting TRE of 22.8± 10.5 mm was improved to
2.92± 2.22 mm, the median TRE was reduced from 21.42 mm to 2.34 mm, and the
angular error from 7.17± 4.64◦ to 2.34± 1.87◦. The best gradient-based method,
GI+, has resulted in a TRE of 6.79 ± 4.75 mm with a median of 5.63 mm and
an angular error of 7.28± 4.71◦, showing slightly lower accuracy than manual
registration (mean: 6.48± 5.60 mm, median: 4.93 mm, angle: 6.21± 5.17◦).
The main reason for failures in gradient-based methods was that the highest
metrics score is at the liver dome or the spine, providing the strongest gradients
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Table 5.2: TRE of the cross landmark initially (Start) and after registration in mm.
Percentiles
Mean StD. 50 % 60 % 70 % 80 % 90 % 100 %
Start 22.80 10.50 21.42 25.22 30.03 33.50 36.96 47.88
GO 9.65 6.23 8.39 9.80 11.50 14.08 17.78 46.83
GO+ 10.49 5.97 9.42 10.87 12.49 15.00 18.54 38.02
GC 9.15 6.74 7.74 9.32 11.03 13.68 18.12 44.09
GC+ 7.80 6.30 5.91 7.51 9.30 11.55 16.43 48.37
GI 8.44 6.61 6.47 7.58 8.97 11.68 16.37 48.55
GI+ 6.79 4.75 5.63 6.50 7.48 8.84 11.77 46.14
Manual* 6.48 5.60 4.93 5.97 7.49 8.70 11.37 40.82
Agent 2.92 2.22 2.34 2.80 3.45 4.23 5.76 16.11
*Note: manual registration for a single, randomly chosen perturbation in each
case.
in the DRRs. The amended methods (GO+, GC+, GI+) counteract this by using
only positive gradients. These mainly correspond to the heart shadow that is
usually visible in X-rays (and the generated DRRs), and the overlap with other
structures, i.e. the liver, is minimal. This has improved the results in the metrics
GC and GI.
A further complication is that in many cases the heart shadow is faint or
blurry. This is the main reason for lower accuracy than with the agent-based
approach. The agent can leverage multiple, non-hand-crafted features. It does not
have to rely only on the gradient information, thus can register reasonably well,
even in low quality data. It has improved the misalignment in every case. The
results are promising, showing an improvement compared to current techniques.
This suggests that the technique could be employed in cardiac interventions, such
as CRT.
The evolution of the TRE and individual parameters of the agent are vi-
sualized in Figure 5.6 for the case shown in Figure 5.5. The TRE decreases
monotonously until convergence. The figures show that a well trained agent’s
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Figure 5.6: Evolution of the (a) root mean square (RMS) TRE and (b) individual
parameters in the case shown in Figure 5.5. Coordinate axes are defined by
the imaging plane: tx and ty being the horizontal and vertical translational
misalignments respectively. The in-plane rotation is represented by rz.
actions converge monotonously to the optimal alignment. A registration is per-
formed within 3 s.
RAO and LAO Ranges
The imitation learning agent was also evaluated on the other two common CRT
angulation ranges: RAO and LAO, see Table 5.3. The agents trained on these two
ranges were evaluated against manual registration, the gradient- and classical
optimization-based approach with the highes performance on the AP range (GI+),
and to the results of the AP range. It is to be noted that different perturbations
were applied to the three ranges, thus the ranges are only limitedly comparable
with each other.
Agents trained on both ranges, i.e., RAO and LAO have superior perfor-
mance compared to manual or gradient-based registration. It is to be noted, that
manual registration results on LAO are comparable to those on AP, whereas
results of manual registration on RAO show lower performance than on AP. This
can be explained by the shadow of the heart partially originating from other
chambers of the heart, i.e., the right ventricle (RV), right atrium (RA), and the left
atrium (LA), see Figure 5.7. Due to this, the ground truth registration does not
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Table 5.3: TRE of the cross landmark on synthetic data initially (Start) and after
registration in mm for the three angulation ranges: AP, RAO, and LAO.
Percentiles
Mean StD. 50 % 60 % 70 % 80 % 90 % 100 %
AP – Start 22.80 10.50 21.42 25.22 30.03 33.50 36.96 47.88
AP – GI+ 6.79 4.75 5.63 6.50 7.48 8.84 11.77 46.14
AP – Man.* 6.48 5.60 4.93 5.97 7.49 8.70 11.37 40.82
AP – Agent 2.92 2.22 2.34 2.80 3.45 4.23 5.76 16.11
RAO – Start 22.71 10.70 21.36 25.74 30.17 33.67 36.86 48.45
RAO – GI+ 8.58 5.79 7.41 8.65 9.95 11.63 15.29 45.65
RAO – Man.* 9.12 8.40 6.55 7.95 10.70 13.21 16.51 53.47
RAO – Agent 3.50 2.79 2.74 3.35 4.02 5.28 7.09 20.09
LAO – Start 22.49 10.43 21.51 25.88 29.29 32.88 36.43 47.37
LAO – GI+ 5.62 3.84 4.52 5.21 6.22 7.51 10.03 36.84
LAO – Man.* 6.64 7.04 5.08 6.07 7.46 8.87 11.10 57.40
LAO – Agent 2.67 1.99 2.16 2.58 3.00 3.63 4.98 17.79
*Note: manual registration for a single, randomly chosen perturbation in each
case.
always show good alignment with the heart shadow, the main landmark used by
a human in the registration.
A similar tendency can be seen for the gradient-based (GI+) method. The
performance on the LAO range is slightly better than on the AP range and it is the
worst on the RAO range. This can be explained by the previously described fact
that the heart shadow is comprised of not only the LV. The heart shadow’s strong
gradients guide the optimization minimally away from the optimal alignment. It
is to be noted that the performance of the gradient-based approach was higher
than that of manual registration.
The RAO and LAO agents’ performance was compared against the agent
trained on the AP angulation range. The performance was slightly higher on the
LAO and slighly lower on the RAO than on the AP range. This is in correlation
with the results of the manual registration. The most plausible explanation is that
the other chambers contribute to the heart shadow, resulting in weaker, more
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Figure 5.7: GT alignment of the LV mesh model in two exemplary RAO DRR
projections. The silhouette of the LV model projection in 2D does not necessarily
align with the heart shadow in the DRR projection. Other chambers, the RV and
the atria, can contribute to the shadow as well.
limited landmarks.
5.3.2 Clinical CRT Data
Further evaluation was performed on 19 clinical CRT datasets to evaluate reg-
istration performance in a realistic scenario. The patient datasets consist of a
combination of a segmented mesh model from an MR acquisition and a combina-
tion of X-ray images of AP, RAO, and LAO angulations. Each of the 19 datasets
has one AP X-ray. RAO and LAO images were not acquired for all patients in that
the whole LV was visible: 12 patients had images in the RAO and 10 patients an
Table 5.4: The available cases for the three angulation ranges AP, RAO, and LAO
of 19 clinically acquired CRT patient datasets. Individual cases are missing from
the RAO or LAO ranges, because images of those ranges were not acquired in
the respective procedures.
MR Guided CRT Case Number
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
AP 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
RAO – – 1 2 3 4 – 5 6 7 – 8 9 10 11 – – – 12
LAO – – – 1 – 2 – 3 4 5 – 6 7 8 – – 9 10 –
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image in the LAO range. In the following, the cases are numbered based on the
available images in each angulation range, i.e., case 5 in AP is not from the same
patient as case 5 in RAO. For an overview of available images in the individual
angulation ranges, see Table 5.4. The secondary angulation (CRA/CAU) was in
the range of 0◦ ± 5◦.
The end-diastolic X-ray frame is manually selected. Corresponding end-
diastolic models were extracted from the MR images by a combination of a
machine learning-based landmark detection and a minimum path algorithm
based on histogram analysis [129].
An accurate ground truth registration is not available, thus accuracy was
evaluated qualitatively. Since in cardiac interventions, such as CRT, robustness
of registration has priority over accuracy, the method was evaluated for robust-
ness. After a rough, initial manual alignment, the models in the 19 cases were
perturbed multiple times by in-plane, three DOF transformations for each of
the angulation ranges, similarly to how it was performed on the training data.
The perturbed models were registered to the corresponding X-ray images by the
imitation learning agent. If the registration provides similar results for different
perturbations, the method is robust against rigid geometric perturbations. High
robustness ensures that the registration can be successful from different start-
ing positions, i.e., after isocentering the model and the X-ray. Robustness was
evaluated qualitatively and quantitatively.
5.3.2.1 Qualitative Evaluation
Qualitative evaluation was performed through visualizing the agent’s trajectories
from the starting to the final positions. The LV model was perturbed 100 times
from an initial rough manual alignment. Misalignments of the center of the LV
were on an equally sampled circle with a radius of 30 mm. The perturbations were
generated for the three angulation ranges: AP, RAO, and LAO. The perturbed
models were re-registered to the X-ray images and the path of the center of the
LV was recorded.
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AP range
The trajectories of the agent are visualized for two highly robust cases in Fig-
ures 5.8 (a) and 5.8 (b), a robust case in Figure 5.8 (c), and the case showing the
lowest robustness in Figure 5.8 (d). High robustness was shown in 15 patients,
where the agents paths have always converged to the same position. In one case,
the final positions were in a less confined area, see Figure 5.8 (c). In two cases
the agent has only diverged for a few starting positions. In the case shown in
Figure 5.8 (d), some paths are diverging (the agent has left the image), and the
area, where most paths end, is not well constrained.
It is to be noted that the images were acquired in the standard clinical
workflow, thus they have different acquisition parameters. This results in highly
varying properties, such as image quality, FOV, or resolution. Additionally,
artificial objects are often in the FOV, such as fiducial markers (Figures 5.8 (a)
and 5.8 (b)) or interventional devices, such as catheters or even an ultrasound
transducer, see Figure 5.8 (c). The registration appears to be robust against
most factors, such as fiducial markers or FOV. Cases involving multiple devices
(catheters, leads) or devices of larger extent (ultrasound transducer) are more
challenging. The robustness is generally lower in these cases. The case of lowest
robustness (case 15) has the lowest signal to noise ratio and implanted electrodes.
Furthermore, substantial collimation, covering parts of the heart shadow is
present. Initializations in proximity of the collimation result in multiple divergent
trajectories. The implanted devices and the collimation appear to pose the main
limitation in performance.
The accuracy was evaluated visually for randomly sampled results, showing
the LV model overlayed on the X-ray images, see Figures 5.8 (e) to 5.8 (h). In
cases showing robustness, the border of the overlayed LV model is aligned well
with the LV shadow in the X-rays.
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(a) C8: Highly robust (b) C12: Highly robust (c) C16: Robust (d) C15: Least robust
(e) C8: Success (f) C12: Success (g) C16: Success (h) C15: Failure
Figure 5.8: Cases showing different degrees of robustness on the AP range. (a-d)
Convergence of the center point through the agents actions from various starting
positions on the boundary of the purple circle. (e-h) Randomly chosen exemplary
results.
RAO range
The registration was successful for the majority of perturbations in every case.
The variation of the final positions was minimal. Exemplary trajectory covergence
plots are shown for two cases in Figures 5.9 (a) and 5.9 (d). The trajectories of
the central landmarks converge to the same point, resulting in approximately
the same registration matrix for any starting perturbation. Randomly selected
sample model-X-ray overlay results can be seen in Figures 5.9 (b), 5.9 (c), 5.9 (e)
and 5.9 (f).
LAO range
The qualitative convergence results on the LAO range were significantly worse
than those on the AP and RAO ranges. There is an abundance of diverging
trajectories in the majority of the cases. Similarly to the AP range, trajectories in
close proximitiy of collimation edges tend to diverge more. All paths diverge in
two cases and there are two cases in that all paths converge. In the remaining six
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(a) RAO – C1: Highly robust (b) RAO – C1: Success (c) RAO – C1: Success
(d) RAO – C6: Highly robust (e) RAO – C6: Success (f) RAO – C6: Success
(g) LAO – C1: Limitedly robust (h) LAO – C1: Success (i) LAO – C1: Failure
(j) LAO – C9: Not robust (k) LAO – C9: Success (l) LAO – C9: Failure
Figure 5.9: Case samples to demonstrate robustness on the RAO and LAO ranges.
(a, d, g, j) Agent’s trajectories from different starting perturbations (perimeter of
purple circle) in four clinical cases and sample overlay images.
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cases, most of the trajectories converge, however, there are numerous diverging
trajectories. Two such convergence visualizations are illustrated in Figures 5.9 (g)
and 5.9 (j). The overlay images show a good alignment in the majority of the con-
verging cases, see Figures 5.9 (h) and 5.9 (k). In diverging cases, the agent moves
the mesh model out of the X-ray image borders, see Figures 5.9 (i) and 5.9 (l).
5.3.2.2 Quantitative Evaluation
To measure robustness, the variance of the final registration state for different
perturbations was observed. The models were perturbed on a regular grid of
translations (−30 mm to 30 mm, with 5 mm sampling) with random rotations
(−15◦ to 15◦), starting from a rough initial alignment, resulting in 169 perturba-
tions per case. This was performed for all three standard CRT angulations. The
models were re-registered to the X-ray images. The median final position x̃ f of
the cross landmark was used as a reference. The L2 norms of the final positions
x f were computed relative to this position for each dataset separately:
e f = ‖x f − x̃ f‖2. (5.4)
AP range
The resulting deviations e f show minor variance, see Figure 5.10. In some
patients, such as patient 15, the trajectory was diverging for perturbations at the
edge of the capture range. In ten patients there was no divergence. The worst
patient (15) had 14 % outliers. It is to be noted that errors above the training range
(35 mm) are diverging trajectories. The median deviation was approximately
1 mm in every case. It was below 5 mm in 97.16 % of all cases and 90 % of all
deviations were below 1.42 mm.
RAO range
The results on the RAO range were highly similar to those on the AP range,
see Figure 5.11. The registration is highly robust throughout the cases. The
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Figure 5.10: Deviations of results from the median for the AP angulation range.
The points mark the outliers.
distributions of deviations from the median final registration position show only
minor variance. The number of outliers is minimal 2.26 %. The median deviation
was, similarly to the AP range, approximately 1 mm in every case. It was below
5 mm in 94.87 % of all cases and 90 % of all deviations were below 3.6 mm.
LAO range
On the LAO range, however, the distributions show significantly lower robust-
ness, compared to the AP and RAO ranges, see Figure 5.12. Seven cases have
a median deviation of approximately 1 mm, however, the distributions have a
small variance in only half of the total cases (1, 3, 4, 5, 8). Additionally, the
registration results in outliers in all cases, except for case 8.
5.4 Discussion and Conclusion
In this chapter, a machine learning-based method for registering 3D preoperative
models to 2D intraoperative images for cardiac interventions, such as CRT, was
presented. The method, analogously to the adjacent anatomy-based approach
described in Chapter 4, is agnostic to the preoperative modality, it can be, e.g., MR,
CT, or ultrasound imaging, since instead of the raw image data, 3D models are
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Figure 5.11: Deviations of results from the median for the RAO angulation range.
The points mark the outliers.




























Figure 5.12: Deviations of results from the median for the LAO angulation range.
The points mark the outliers.
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registered. The models are often available from the standard clinical work. The
method registers to a single, non-contrasted X-ray image, integrating seamlessly
into the standard clinical workflow.
To register preoperative models, i.e., the LV, to X-ray fluoroscopy, imitation
learning was performed. Due to the limited availability of labelled data on the
target domain (MR and X-ray data pairs), the method was trained purely on
synthetic data. The synthetic training data consisted of 1) mesh models extracted
from CT data by automatic segmentation and 2) artificially generated X-ray
images, DRRs projected from CT data. The benefit of using only CT data in
training, besides being available in large quantities, is that both the 3D and the
2D data originate from the same CT volumes, thus the GT alignment is given and
is error-free.
The available 802 CT volumes were partitioned into 702 training and 100
evaluation datasets. Three ANNs were trained, one for each of the three possible
CRT angulation ranges: AP, RAO, and LAO. First, it was proven, that an individ-
ual network for each angulation range is more performant than training a single
network on the whole possible angulation range.
The trained networks were evaluated extensively qualitatively and quan-
titatively on synthetic and clinically acquired CRT data. The synthetic data
experiments have demonstrated high accuracy on all three angulation ranges.
The imitation learning agent’s performance was superior to manual and gradient-
based approaches. The registration accuracy was highest on the LAO and lowest
on the RAO angulation range. This can be explained by that in RAO images
the heart shadow is often not comprised of only the LV, the other chambers of
the heart, i.e., the RV, contribute as well. Thus, the strongest feature, the heart
shadow in the DRR images, does not correspond to the border of the LV in such
cases.
In the clinically acquired CRT cases, MR to X-ray data was registered. It
was demonstrated that the system trained fully on synthetic data generated only
from CT volumes, can register models from MR to X-ray images. Due to a GT
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registration not being available, perturbations were applied to a rough manual
registration of the LV model. The perturbed meshes were registered and their
final positions compared. In the AP and RAO ranges, almost all perturbations
were re-registered to the same confined area, demonstrating good robustness,
showing good transfer from the synthetic training domain to the clinical target
domain. However, outliers were also present, especially for larger perturbations
that are close to the edge of the capture range of the approach.
The robustness was significantly lower on the LAO range. This is uncorre-
lated with the accuracy results on the synthetic data, where the LAO range has
shown the highest accuracy. This can be explained by the LAO network overfit-
ting to the synthetic results the most, providing lower performance on the clinical
CRT data. The main reason for this could be that the LAO DRRs appear more
dissimilar to their X-ray counterparts than the AP and RAO DRR images. The
higher dissimilarity of LAO DRRs results from the more prominent appearence
of the aorta than on the other angulation ranges. The CT volumes were acquired
with contrast agent injections. The chambers of the heart and great vessels have
significantly improved contrast compared to standard, non-contrast-enhanced
CT volumes. One of the most prominently enhanced organs is the aorta. In RAO
projections it is not visible, in AP rarely, however, in LAO projections it is often
overlaying the LV, see Figure 5.13. The aorta is not distinguishable in clinical
X-rays, however, it is one of the most prominent structures in the generated
training DRRs. The imitation learning agent learns different features from the
training images than extracts from the clinical target images, resulting in less
successful transfer to the target domain of clinical X-rays.
A further factor contributing to the lower performance on the LAO range
is that the heart shadow is mainly comprised of the LV’s projection. This can
simplify the learning process and the imitation learning agent learns to focus
mainly on the strong edge features of the heart shadow. On the other ranges,
especially on RAO, multiple chambers can contribute to the silhouette of the heart
in the X-ray images. Thus, it is not sufficient to focus on the heart shadow, more
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(a) RAO (b) LAO
Figure 5.13: Examplary samples of generated DRRs of a patient for the (a) RAO
and the (b) LAO angulation ranges. The main difference between the DRRs is
that the shadow of the aorta overlays the LV in LAO images (dark band in the
center of the LAO projection). Thus, the RAO images are more similar to clinical
X-rays than the images of the LAO images.
subtle features need to be learned. The need to use more and weaker features
can prevent overfitting.
The third contributing factor on the LAO range was the proximity of the
initialization to the collimation edges. This has resulted in registration failures for
a small number of initializations on the AP range. The imitation learning agent
was not trained with collimated images, thus it is not able to provide robustness
in highly collimated images consistently.
This chapter has demonstrated that an imitation learning agent, trained
only on synthetic data, is capable of registering an LV mesh model extracted
from MR to X-ray images with high robustness. In interventional procedures,
highest degrees of robustness are desireable. Additionally, performance after
transferring a system to the target domain that was trained only on synthetic
data can vary. In the current setup, no explicit transfer learning is performed.
The performance on clinical data can increase through transfer learning. The
next chapter introduces the concept of domain randomization to increase transfer
performance, providing consistent robustness, without explicit optimization of
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In Chapter 5, an imitation learning agent was described that is capable of register-
ing a mesh model of the left ventricle (LV) to an uncontrasted X-ray image. The
agent was trained purely on synthetic data, digitally reconstructed radiographs
(DRRs). It was evaluated qualitatively and quantitatively on the same domain
and on the domain of clinically acquired X-ray data of multiple angulations, i.e.,
anterior-posterior (AP), right anterior oblique (RAO), and left anterior oblique
(LAO), from cardiac resynchronization therapy (CRT) procedures. However, no
explicit optimization of system components, such as DRR generation parame-
ters, was performed, the imitation learning agent has shown high accuracy and
robustness. This chapter 1) explores the influence of training parameters on the
transfer learning performance from synthetic to clinical data by comprehensive
evaluation and 2) proposes a method based on domain randomization (DR) to
improve the reliability of the transfer. The number of training datasets is in-
creased significantly, to investigate the influence of the amount of training data
on transfer performance.
6.1 Introduction
In the previous chapter, an imitation learning-based system for registering 3D pre-
operative data to 2D X-ray images has demonstrated the feasibility and benefits
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of training on fully synthetic data. The system generated synthetic images from
computed tomography (CT) volumes, thus knowing the ground truth (GT) trans-
formations. These synthetic X-ray images are commonly referred to as DRRs [147].
The registration system trained on DRR data has shown high accuracy on the
domain of the training data (DRRs) and acceptable performance on the target
domain of clinical X-ray data. However, transfer performance is highly affected
by training parameters, such as the weight initialization of the neural network
or the training data order: different local minima might be reached, resulting in
highly similar performance on the synthetic training domain, but highly variable
results on the target domain of clinical X-ray data, see Figure 6.1. DRR genera-
tion algorithms do not model every aspect of the X-ray formation. This causes
images to appear differently than clinically acquired X-rays. Algorithms used
for image guidance have to be extremely robust against perturbations. In the
case of the X-ray data, these could be intensity variations, due to different dose
settings, variation of the collimation and shutters, or devices in the field of view.
These variations can appear differently, or may not be present, in the artificially
generated DRRs. The transfer, thus the robustness of the registration can suffer.
The perfomance reduction through transferring to the target domain is called the
reality gap.
The principle of differences between feature sets of DRR and X-ray data can
be illustrated with the help of a Venn diagram, as depicted in Figure 6.2. The set
of DRR features has a significant intersection with the set of X-ray features. The
intersection, illustrating the shared features between DRRs and X-rays, enables a
system that was trained purely on the DRR domain, to perform adequately on
X-ray images. If the sets are disjoint, the trained system will not transfer, because
the X-ray data does not share any features with the DRR data. The registration
will fail on X-ray data, corresponding to a large reality gap. On the other hand,
the larger the intersection, the higher the transfer performance will be.
Several approaches have addressed the problem of bridging the reality gap,
including Heimann et al. [148], where a classifier is adapted to the target domain,
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Figure 6.1: Domain transfer performance can be parameter-dependent. Training
the agent on DRRs (blue) can result in highly similar local minima for different
training parameters. The found minima may not correspond to minima of the
loss on the target domain (X-rays) (purple). One minimum (green) of the DRR
energy landscape corresponds to a minimum of the target domain’s landscape.
Transfer performance will be high for this minimum: optimal results on both
domains. However, low for other minima (red): high performance only on DRRs.
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Figure 6.2: The feature spaces of the DRR and the X-ray domains represented by
a Venn diagram. The generated DRRs distribution does not model all aspects of
the X-ray distribution, however, the distributions overlap. A system trained on
the DRR domain will transfer to the X-ray domain, if there is an intersection of
the two sets. The larger the intersection, the more successful the transfer can be.
without requiring labeled data on the target domain. A set of classifiers is trained
to identify the pose of a transesophageal echocardiography (TEE) probe in X-ray
acquisitions. The classifiers are trained through marginal space learning [121]
and implemented as probabilistic boosting trees [149]. Due to limited amounts of
(labeled) training data being available, training is performed on labeled, syntheti-
cally generated X-rays (additive combination of TEE probe DRRs and background
X-ray images) and unlabeled X-rays of the target domain. Instance weighting is
performed to realize domain adaptation, the transfer between the synthetic and
the clinical target domains. The weights are learned by training a classifier to
distinguish between synthetic and clinical data. However, it could fail, because
instance weighting will not be sufficient, if the synthetic and cinical training
data distributions are far from each other, e.g., if the synthetic images are not
of sufficient quality. The approach would also fail, if the training and target
clinical distributions are not sufficiently similar, e.g., the data are acquired at
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different clinical sites or with different imaging devices. The approach needs to
be retrained for such newly acquired datasets.
Domain adaptation can also be performed through task-driven generative
adversarial networks (GANs) [150]. A cycle consistent GAN (Cycle-GAN) [151]
can be trained in conjunction with a segmentation (task) network to perform un-
supervised segmentation. The segmentation network is pretrained on synthetic
data and frozen, however, its loss is backpropagated through one arm of the
Cycle-GAN. The segmentation network guides the image generation process of
the Cycle-GAN, to generate synthetic images that maximize the performance of
the segmentation network. The method can significantly increase the perfomance
of the segmentation network, but cannot achieve the results of fully supervised
training. Although training can be performed in a fully unsupervised manner,
GANs can be difficult to train, can become unstable, and can show mode col-
lapse. Furthermore, the method may not transfer to unseen X-ray images, if the
unlabeled X-ray data come from a different distribution.
Advanced simulation methods can be used to generate higher quality DRRs
that appear more similar to the target domain’s images, such as Unberath et
al. [152]. The approach decomposes the CT through a convolutional neural
network (CNN) into different tissue types, i.e., air, soft tissue, and bone. An
attenuation image is composed of individual forward projections of the tissue
types. X-ray scatter is approximated through another CNN trained on Monte
Carlo simulations. Quantum noise and readout noise are injected through simple
Poisson and Gaussian models. The method is shown to generate realistic X-rays,
though a landmark detection algorithm demonstating high performance on the
synthetic data. However, the method is configured on a limited set of training
data, thus might overfit to it. Additionally, the approach consists of multiple
components that are approximations of the physical processes. The errors of the
individual approximations can accumulate, generating potentially inaccurate
simulated images. Furthermore, the material decomposition handels only three
tissue types, unexpected materials, e.g. metal of implants, will not be accurately
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simulated.
The collective weakness of these approaches is that they adapt/fit their
models or features to samples of the target domain. If the samples are not
representative of the target domain, the adaptation will overfit to the available
samples. If such a system has to process data from a new site, device, or of
unexpected imaging parameters, performance can decrease significantly.
This chapter addresses the problem of overfitting to the training, or a non-
representative target domain, by using DR [153]. In DR the training data is
augmented with unrealistic transformations. The transformations introduce such
a large variation to the data that the target domain will appear as just another
variation to the learning system. This approach was shown to help transfer to
the target domain in non-medical applications, e.g., autonomous driving [154] or
robotic control [155].
In this chapter, the usability of DR in the medical imaging context is demon-
strated. It is utilized, to enhance the transfer performance of the imitation learning
agent-based system, described in Chapter 5. It is shown that, if trained only on
artificially generated data (DRRs), DR can greatly increase robustness against
geometric perturbations, compared to the standard imitation learning-based
approach, without explicit transfer learning. Furthermore, it is demonstrated
that, without DR, variation of training parameters, such as network weight ini-
tialization or training data order, can result in inconsistent results on the target
domain. Performance with DR, however, appears to be agnostic to variation in
training parameters, thus produces substantially more consistent results.
6.2 Methods
The registration framework with domain randomization is illustrated in Fig-
ure 6.3. The imitation learning-based model-to-X-ray registration system from
Chapter 5 is used for 3D/2D cardiac registration. It is trained with purely CT
volumes, without any real X-rays from the target domain. The CT volumes are
used for generating two 2D images: 1) DRRs are projected and 2) the LV mesh
Chapter 6. Domain Randomization in Learning-based Registration 107
model is segmented, perturbed in 3D and projected into 2D. The main difference
compared to the system described in Chapter 5 is that the DRR images are domain
randomized. Since both images are generated, the ground truth transformation is
known between them. This is used to compute rewards for each possible action.
The rewards and the two 2D images (domain randomized DRR and mask image)
are used to train an artificial agent represented by a CNN, see Figure 6.3 (a). For
inference, the artificial agent is being shown the two images and is able to predict
the reward for each possible action. The action with the highest reward is chosen
and is applied to the 3D model. For an overview see Figure 6.3 (b).
In the following sections, 1) the transfer learning considerations regarding
the involved DRRs and X-rays are highlighted and 2) the principle of DR and
how it is applied to generate the DR DRR images is described in detail.
6.2.1 Transfer Learning
As described in Chapter 5, the training of the artificial agent is performed on
fully synthetic data. The agent has shown favorable performance in terms of
accuracy on the synthetic domain (DRRs) and robustness on the target domain
(clinical X-rays). However, transfer to the target domain can be unreliable, results
might not be reproducible. How well the imitation learning agent transfers to
real data, is influenced by three main factors: 1) the appearence of the training
data (similarity to target data), 2) the weight initialization of the neural network
(NN), and 3) the training data order.
The similarity between the training domain and the target domain is the
main factor in performance after transfer. If the training DRRs are sufficiently sim-
ilar to the target X-ray images, the network will transfer with similar performance.
This can be achieved to a certain degree by optimizing DRR generation parame-
ters, but it is highly challenging. If the sample images are not representative of
the target domain, the network will not generalize well and might not perform
to the same standard on the newly acquired data as on the training domain. In
clinical applications, images can come from different scanners, i.e., models or
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(a) Training workflow
(b) Evaluation workflow
Figure 6.3: Overview of the imitation learning-based registration framework
workflows enhanced with DR. (a) In the training workflow, DR DRR images are
generated, instead of standard DRRs. (b) No amendments were implemented in
the evaluation workflow of the imitation learning agent described in Chapter 5.
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manufacturers, can be acquired by different operators, and can come from dif-
ferent sites. To compensate for the performance reduction due to the differences
of the previously unseen data, the majority of current machine learning-based
systems have to be retrained on or finetuned to the newly acquired data.
The second factor is the initialization of the weights in the NN representing
the agent. The initial weights define the starting position in the optimization
space of training. From different starting positions, different local minima can be
reached that can result in highly similar results on the training, but inconsistent
results on the target domain.
The effects of the variation of the training data order can have similar influ-
ence. If the same weights are used for initialization, but the network sees the
training data in a different order, the optimization can take different steps and
converge to different local minima, resulting in different results on the target
domain.
6.2.2 Domain Randomization
Domain randomization (DR) [153] is an approach to transfer a deep NN trained
on only simulated images to the real world. Instead of high quality simulation
images, DR relies on the variability of the low quality simulation images. The
main idea is to randomize the simulator and generate a large variation of simu-
lated images, such that the real images become just another variation. Thus, if
the randomization of the image generation is performed adequately, the transfer
to the target domain will be more efficient and performance on the target domain
will increase.
For the present problem of imitation learning-based cardiac registration,
instead of using a realistic X-ray simulator, it is proposed to use a simple ray
tracing-based DRR renderer. The concept can be illustrated by extending the Venn
diagram presented in Section 6.1, see Figure 6.4. The sets of X-ray features and
DRR features have a substantial intersection, because the method transfers (with
limited performance) to the X-ray domain, even if trained exclusively on DRR
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data, without seeing clinically acquired images. If there were no shared features,
there was no intersection of the sets of X-rays and DRRs, the approach would
not transfer at all. To ensure a more successful transfer, the DRR generation is
randomized that the resulting features cover a large portion of the whole feature
space (blue dots in Figure 6.4). If the DR images cover most of the feature space,
the X-ray images will be just other variations from the sampled whole feature
space, thus the approach will generalize to the X-rays too, even if no X-ray similar
images are generated.
The main differences between the generated DRRs and clinical X-ray data
are in the 1) image contrast and brightness, 2) noise, and 3) collimation. The
differences in contrast and brightness are clearly visible and measureable through,
e.g, histogram analysis of the intensity values. The image intensities can be
refined to be more similar to the X-ray intensities, through optimizing the DRR
rendering parameters of the low quality simulator, such as Hounsfield unit
(HU) thresholds. However, the intensity transfer function is linear, it cannot
model non-linearities of real X-ray projection accurately, such as scattering or
beam hardening. Furthermore, the training DRRs are generated from contrast-
enhanced CT volumes. The contribution of contrast-enhanced structures to the
projection, such as the aorta or the cardiac chambers, as described in Section 5.4,
can result in highly dissimilar DRRs to clinical X-rays. This effect was most
significantly observable on the LAO angulation range of projections.
To account for these differences, the HU values of the CT volumes are
randomized. Noise is also not modeled by the simple simulator. The experimental
outcomes in Chapter 5 were not dependent on noise. The clinical X-rays in
the evaluation were acquired with highly varying parameters. Several were
acquired with low dose fluoroscopy, but there was no correlation between dose
and registration performance. However, X-ray collimation has a more significant
role. It was shown in Chapter 5, if registration is initialized close to the collimator
edge, the imitation learning agent might fail.
To increase the generalization of the imitation learning agent, the DRR
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generation is performed with randomized 1) HU values of the 3D CT data and
2) a border representing collimation added to the 2D DRR projections. Before
computing the DRR ray tracing, an intensity mapping to the HU values of the CT
data was applied either globally or locally. For global randomization, a non-linear
function was applied to transform the voxel values.
The chosen function was the cumulative distribution function (CDF) of a






B(α, β) = B(1; α, β), (6.2)
where




and the parameters α and β are randomly sampled from a uniform distribution
of [0.5; 5.0] and x is the voxel intensity to be transformed. The CDF of the beta
distribution provides a smooth intensity transfer function between 0 and 1 (the
minimum and maximum of normalized intensity values), while requiring only
two parameters.
For the local randomization, the intensity range of the CT data was subdi-
vided into 5 to 15 non-overlapping intervals. The start and end of the interval
ranges was defined by evenly spacing the whole range and applying a random
perturbation to the start and end values, sampled from a Gaussian distribution
(mean = 80 and standard deviation = 40). For each intensity range, one of three
randomization options was chosen: 1) the non-linear mapping described above;
2) inversion of the intensity range; 3) shift of the intensity values by adding a
random value of a uniform distribution on the interval [−100; 100]. For a sample
of the resulting images see Figure 6.5 (c). For a comparison, a sample of standard,
generated DRR images is shown in Figure 6.5 (b).
The acquired X-ray images of the target domain are often collimated. Thus,
Chapter 6. Domain Randomization in Learning-based Registration 112
Figure 6.4: The concept of DR in feature space. Every point represents a sample
(a set of features) in the respective domain (green: X-ray, orange: DRR, purple:
shared features, blue: DR DRR).
in addition to the intensity and imaging geometry randomizations, bands of
random intensity were added to the generated images, see Figure 6.5 (d). The
intensity was varied in the range of all possible intensity values [0; 1] and the size
of the borders was maximally 25 % of the image size in the respective direction.
6.3 Evaluation and Results
The effects of DR are demonstrated on the image registration task with an imi-
tation learning agent that was described in Section 6.2, to improve its transfer
performance to the target domain. The DR imitation learning agent was trained
only on synthetically generated data, similarly to that of Chapter 5. The number
of training CT volumes was increased by 1009, to 1711 CT volumes of 799 patients,
to assess the influence of training on a larger dataset on transfer performance.
The evaluation was performed on the two datasets described in Section 5.3:
1) synthetic data from the same domain that the training data originates from;
2) clinical patient data, from the target domain.
First, the effect of DR is presented for a certain set of seed values for 1) ran-
dom weight initialization and 2) random data shuffling. Then the seeds are
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(a) Traget domain: X-rays
(b) Standard DRRs
(c) DR intensity DRRs
(d) Synthetic DR training domain: DR intensity and collimation DRRs
Figure 6.5: Sample images of domains involved in DR registration framework.
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varied to demonstrate the inconsistency of performance after the transfer from
the synthetic training domain of DRR images to the target domain of clinically
acquired X-ray images and to show the consistency of the domain randomization
results.
6.3.1 Evaluation Data
The synthetic test dataset was the same as in Chapter 5, consisting of 100 CT
volumes of 100 patients. There was no overlap between training and test patients.
The 3D mesh model of each patient was perturbed 10 times sampled from a
uniform distribution, resulting in 1000 artificial test cases. Due to the known
perturbation, the ground truth registration is available. Accuracy is measured by
the L2 norm of the endpoints of a 3D landmark at the center of the LV model, as
described in Section 5.3.1.3.
The number of clinical patient datasets was increased from 19 to 21 datasets.
Each patient dataset has one MR volume of that the mesh model was extracted
and at least one X-ray image to register to. In the two additional patient datasets,
20 and 21, X-ray images of all three angulation ranges were available. For an
overview of the availability of X-ray images in the first 19 patient datasets see
Table 5.4. The following experiments were performed for all three angulation
ranges: AP, RAO, and LAO.
In the clinical CRT data experiments, the mesh model is perturbed, as de-
scribed in Section 5.3.2.2, 169 times in a rectangular grid manner about an ap-
proximate, manual registration, in the plane of the respective X-ray image. There
is no ground truth registration available for this dataset, thus the registration
is evaluated for robustness, i.e., that the registration provides the same result
from different perturbations, as described in Chapter 5. Accuracy is only verified
qualitatively, by comparing the heart shadow in the X-rays and the edges of the
projected LV mask.
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6.3.2 Baseline
The standard network (SN) without performing DR (as presented in Chapter 5)
was trained with a selection of seed values for data order (D1) and weight ini-
tialization (W1) to provide reproducible baseline results to compare against. As
described in Chapter 5, training was performed for each possible CRT angula-
tion range, i.e., AP, RAO, and LAO, individually, resulting in three specialized
networks. The number of training iterations was doubled to 200 000, to ensure
convergence with the larger training dataset, approximately double the size of
that in Chapter 5. The training was performed with the same parameters on the
DR data, ensuring that the training and evaluation results are reproducible and
directly comparable. The whole training process for the baseline seeds resulted
in six networks in total, one SN and one domain randomized network (DRN) for
the three angulation ranges respectively.
No major difference can be observed in the training curves, but the variation
of the validation curve is substantially larger for the DRNs than for the SNs in
all three angulation ranges. Convergence of the validation curves is minimally
slower for the DRNs than for the SNs, because the variation in the training data
increases through DR, thus there is more information to process and learn. The
training curves are closer to each other for the DRNs after convergence, see
Figure 6.6, suggesting less overfitting to the training data. The evaluation results
are described and discussed individually for the three angulation ranges.
6.3.2.1 AP Range
In the AP range, the accuracy on the synthetic data with the SN is marginally
higher than in Chapter 5, see Table 6.1. However, the clinical data results are
minimally worse, see Figure 6.7 (a). This is due to training on significantly more
synthetic data, causing the network to overfit more to the synthetic domain. The
DRN has the same architecture and was trained with the same parameters as the
SN. On synthetic data, as expected, the results improve only minimally, because
no transfer is required.
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(a) AP – SN; W1, D1











(b) RAO – SN; W1, D1











(c) LAO – SN; W1, D1











(d) AP – DRN; W1, D1











(e) RAO – DRN; W1, D1











(f) LAO – DRN; W1, D1
Figure 6.6: Baseline training and validation curves of the standard (SN) and the
domain randomized network (DRN), with weight initialization and data order
seeds, W1 and D1 respectively, for the three angulation ranges: AP, RAO, and
LAO.
The clinical data experiment has shown, however, that the distributions are
compressed and the number of outliers is greatly reduced, see Figures 6.7 (a)
and 6.7 (d). Most individual cases have improved greatly in the final alignment,
for samples of overlay images see Figures 6.8 (a) and 6.8 (b). The network has
learned to handle intensity and collimation variations, although, it probably has
never seen realistic variations of these.
6.3.2.2 RAO Range
In the RAO range, the validation curve reaches convergence significantly earlier
than in the other two ranges, i.e., AP and LAO, see Figures 6.6 (b) and 6.6 (e). This
is the case for both SN and DRN. This indicates less overfitting to the training
data, thus better generalization.
The registration accuracy of the DRN on the RAO range on synthetic data
was marginally lower than that of the SN, see Table 6.1. Similarly to the results
on the AP range, this can be explained by no domain transfer being required. The
DRN does not improve registration performance on the same domain, providing
virtually the same results as the SN.
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(a) AP – SN



















(b) RAO – SN



















(c) LAO – SN



















(d) AP – DRN



















(e) RAO – DRN



















(f) LAO – DRN
Figure 6.7: Effects of domain randomization on the target domain of clinically
acquired patient X-ray data. Baseline quantitative results with fixed seeds (W1
and D1) on the three angulation ranges: AP, RAO, and LAO with the standard
(SNs) and the domain randomized networks (DRNs).
(a) SN; W1, D1: Failed registrations
(b) DRN; W1, D1: Successful registrations
Figure 6.8: Effects of DR on the target domain (clinical patient X-ray data) on the
AP angulation range. Baseline qualitative results with fixed seeds (W1 and D1) of
the (a) standard (SN) and the (b) domain randomized network (DRN).
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Table 6.1: Target registration error (TRE) of the cross landmark on synthetic (DRR)
data initially (Start) and after registration with the standard (SNs) and the domain
randomized networks (DRNs) in mm for the three angulation ranges: AP, RAO,
and LAO. As anticipated, DR does not improve results significantly, because no
domain transfer is necessary. Training and evaluation is performed on the same
domain, i.e., synthetic DRR data.
Percentiles
Mean StD. 50 % 60 % 70 % 80 % 90 % 100 %
AP – Start 22.41 10.60 21.27 25.47 29.34 33.25 37.12 47.33
AP – SN 2.80 2.17 2.15 2.67 3.27 4.11 5.54 13.40
AP – DRN 2.65 2.05 2.16 2.53 3.02 3.79 5.00 15.51
RAO – Start 22.71 10.70 21.36 25.74 30.17 33.67 36.86 48.45
RAO – SN 3.11 2.38 2.45 3.01 3.70 4.57 6.39 15.09
RAO – DRN 3.26 2.41 2.60 3.09 3.83 4.92 6.77 13.54
LAO – Start 22.49 10.43 21.51 25.88 29.29 32.88 36.43 47.37
LAO – SN 2.44 1.69 2.04 2.37 2.93 3.62 4.52 11.06
LAO – DRN 2.42 1.75 1.91 2.31 2.79 3.44 4.68 12.77
The experiments with the SN on the target domain of clinically acquired
X-ray data have resulted in the highest robustness of the three ranges, see Fig-
ure 6.7 (b). This confirms good generalization, even without explicitly performed
transfer learning to the target domain. The DRN has provided further improve-
ment in the robustness distributions and the majority of outliers was eliminated,
see Figure 6.7 (e). For a sample set of model-X-ray overlay images see Figure 6.9.
6.3.2.3 LAO Range
In the LAO range, there is virtually no difference between the TREs of the SN
and the DRN on the synthetic data, see Table 6.1. This can be explained by the
fact, similarly to the ranges AP and RAO, that no domain transfer is required,
thus DR does not improve the results significantly.
The performance of the SN trained on the LAO range in terms of robustness
was significantly lower than the SNs’ on the other two ranges, i.e., AP and RAO.
The results were worse than those presented in Chapter 5, because the network
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(a) SN; W1, D1: Failed registrations
(b) DRN; W1, D1: Successful registrations
Figure 6.9: Effects of DR on the target domain (clinical patient X-ray data) on the
RAO angulation range. Baseline qualitative results with fixed seeds (W1 and D1)
of the (a) standard (SN) and the (b) domain randomized network (DRN).
(a) SN; W1, D1: Failed registrations
(b) DRN; W1, D1: Successful registrations
Figure 6.10: Effects of domain randomization on the target domain (clinical
patient X-ray data) on the LAO angulation range. Baseline qualitative results with
fixed seeds (W1 and D1) of the (a) standard (SN) and the (b) domain randomized
network (DRN).
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was trained on more synthetic data, resulting in higher overfitting to the synthetic
training domain of DRRs. The DRN has, however, provided great inprovement.
The robustness measure distributions are greatly compressed, the medians and
means are substantially reduced, and the number of outliers has decreased
significantly. The results indicate, that the DRN generalizes substantially better to
unseen data, i.e., clinically acquired X-ray images. A sample set of model-X-ray
overlay images of failed registrations of the SN and of the same cases succeeding
with the DRN is shown in Figure 6.10.
6.3.3 Parameter Variation
Two experiments were performed to assess the influence of training parameters
on the evaluation results: 1) the seed for random network weight initialization
was varied, with a fixed data order (Wi, D1) and 2) the training data order seed
was varied, with fixed weight initialization (W1, Di). Both experiments were
performed for all three CRT angulation ranges, i.e., AP, RAO, and LAO, with
both the SN and the DRN.
6.3.3.1 AP Range
Both experiments, i.e., weight initialization seed variation and data order seed
variation, had highly similar outcomes, see Figure 6.11. The training curves are
highly similar among different initialization parameters. There is no substantial
difference between the training curves of SNs and DRNs. The validation curves,
however, show high variation. The curves converge to the same value throughout
parameter combinations, but they are closer to the training curves for DRNs,
suggesting less overfitting, as described in Section 6.3.2.
Results on the synthetic data show that, as expected, all training parameters
with both networks (SN and DRN) result in highly similar performance (minimal
improvement with the DRN), because no domain transfer is required, for a
selection of results see Table 6.2 (a). For the synthetic results of all configurations
see Tables A.1 and A.2.
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(a) SN; W2, D1











(b) DRN; W2, D1











(c) SN; W3, D1











(d) DRN; W3, D1











(e) SN; W1, D4











(f) DRN; W1, D4











(g) SN; W1, D5











(h) DRN; W1, D5
Figure 6.11: A selection of training and validation curves of the standard (SNs)
and the domain randomized networks (DRNs), with weight initialization Wi and
data order seeds Di varied on the AP angulation range.
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Table 6.2: Registration accuracy in mm for a selection of configurations with both
the weight initialization Wi and the data order seeds Di varied on synthetic DRR
data of the standard (SNs) and domain randomized networks (DRNs) on the
three angulation ranges AP, RAO, and LAO.
(a) AP
SN/DRN
Start W1, D1 W2, D1 W3, D1 W1, D4 W1, D5
Mean 22.41 2.80/2.65 2.66/2.66 2.70/2.65 2.80/2.78 2.70/2.62
StD. 10.60 2.17/2.05 2.27/2.12 2.18/2.10 2.21/2.23 2.19/2.07
Median 21.27 2.15/2.16 1.99/2.14 2.15/2.14 2.25/2.19 2.08/2.10
90 % 37.12 5.54/5.00 5.50/5.34 5.31/5.33 5.39/5.50 5.14/5.05
(b) RAO
SN/DRN
Start W1, D1 W2, D1 W3, D1 W1, D4 W1, D5
Mean 22.71 3.13/3.26 3.16/3.21 3.06/3.14 3.22/3.09 3.20/3.09
StD. 10.70 2.38/2.41 2.46/2.38 2.29/2.21 2.41/2.26 2.38/2.19
Median 21.36 2.45/2.60 2.52/2.61 2.44/2.56 2.61/2.51 2.49/2.56
90 % 36.86 6.39/6.77 6.43/6.38 6.22/6.14 6.20/6.07 6.60/6.07
(c) LAO
SN/DRN
Start W1, D1 W2, D1 W3, D1 W1, D4 W1, D5
Mean 22.49 2.44/2.42 2.41/2.39 2.47/2.37 2.54/2.43 2.49/2.45
StD. 10.43 1.69/1.75 1.63/1.79 1.81/1.68 1.70/1.72 1.82/1.70
Median 21.51 2.04/1.91 2.01/1.91 2.01/1.95 2.16/2.03 2.01/2.07
90 % 36.43 4.52/4.68 4.61/4.79 4.69/4.71 4.66/4.69 4.72/4.56
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In the case of the clinically acquired X-ray data, the SN produces acceptable,
but highly variable results. For a sample of the resulting robustness measure
distributions for different parameter combinations in terms of their medians,
quartiles and number of outliers, see Figure 6.12. The results for all combinations
are illustrated in Figures A.7 and A.8.
The high level of variation can be explained by the weight optimization (the
training process) finishing in different local minima of the optimization space.
These minima provide highly similar results on the synthetic domain, but the
results can vary greatly on the target domain of clinical X-rays, as illustrated in
Figure 6.1.
Focusing on individual cases, such as patients 3 and 8, good robustness and
no major variation was present with the SN. The features of these images must
be shared between the training and target domains, thus they can be registered
without an explicit transfer. Cases such as 12 or 15 vary greatly with varying
training parameters. The trained SNs are in different minima of the optimization
space, and the features required for performing well on these cases are learned
only in some of the setups.
The DRN produces significantly more robust and consistent results. The
robustness distributions are compressed in the majority of the cases and the
number of outliers is greatly reduced. The differences between the individual
results are minimal. The experiments suggest that the DRN is agnostic to the
variation of training parameters. The DRN trained on the AP range has shown
that the transfer from synthetic to patient data is more consistent in terms of
robustness than that with the SN.
6.3.3.2 RAO Range
On the RAO range, neither the training, nor the validation curves have shown
large variation for different training parameters, for a selection of training and
validation curves see Figure 6.13. The complete set of results is shown in Fig-
ures A.3 and A.4. Less overfitting of the DRN can be observed, similarly to the
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(a) SN; W2, D1



















(b) DRN; W2, D1



















(c) SN; W3, D1



















(d) DRN; W3, D1
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(f) DRN; W1, D4



















(g) SN; W1, D5



















(h) DRN; W1, D5
Figure 6.12: A selection of robustness results on clinical X-ray data of the standard
(SNs) and the domain randomized networks (DRNs) with the weight initializa-
tion Wi and the training data order seeds Di varied on the AP range.
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networks trained on the AP angulation range.
Results on the synthetic data are consistent with those on the AP range, there
is only a minor variation, DR does not result in improvement. For a selection
of results see Table 6.2 (b). For the synthetic results of all configurations see
Tables A.3 and A.4.
The clinical X-ray data experiments with the SN trained on the RAO an-
gulation range have shown less significant variation than on the AP range, see
Figure 6.14. This is consistent with the low variation of the validation curves for
different training parameters. This can be explained by the networks learning
similar features. Unlike in the case of the networks trained on the AP range,
the optimization process (training) finishes in the same local minimum (or very
similar local minima).
Similarly to the AP angulation range, the DRNs provide more consistent
results on the clinical X-ray data. The DRNs trained on the RAO range provide
very high levels of robustness. The variance of the individual patient distributions
is compressed to minimal levels and the number of outliers is negligible. For the
complete set of results see Figures A.9 and A.10.
6.3.3.3 LAO Range
The training and validation curves behave similarly to those of the AP angulation
range, see Figure 6.15. The training curves are highly similar for all training
parameter combinations. The validation curves, however, vary significantly. For
the complete set of training and validation curves see Figures A.5 and A.6.
Similarly to the AP and RAO angulation ranges, the synthetic results have
minimal variation. The DRNs do not improve the results either. A selection of
results is displayed in Table 6.2 (c). For the complete set of synthetic results see
Tables A.5 and A.6.
The clinical X-ray data results with the SNs show the lowest robustness
and are the least consistent, if the training parameters change, see Figure 6.16.
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(a) SN; W2, D1











(b) DRN; W2, D1











(c) SN; W3, D1











(d) DRN; W3, D1











(e) SN; W1, D4











(f) DRN; W1, D4











(g) SN; W1, D5











(h) DRN; W1, D5
Figure 6.13: A selection of training and validation curves of the standard (SNs)
and the domain randomized networks (DRNs), with weight initialization Wi and
data order seeds Di varied on the RAO angulation range.
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(a) SN; W2, D1



















(b) DRN; W2, D1



















(c) SN; W3, D1



















(d) DRN; W3, D1



















(e) SN; W1, D4



















(f) DRN; W1, D4



















(g) SN; W1, D5



















(h) DRN; W1, D5
Figure 6.14: A selection of robustness results of the standard (SNs) and the
domain randomized networks (DRNs) with the weight initialization Wi and the
training data order seeds Di varied on the RAO angulation range.
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There is no case that would provide consistently good robustness throughout the
parameter combinations.
The robustness and consistency increase significantly with DR performed,
see Figure 6.16. The distributions are greatly compressed for every individual
case and the number of outliers is reduced substantially. The improvement is the
most substantial, compared to the other two angulation ranges. However, the
DRN results are still the least consistent on the LAO range. The complete set of
results is displayed in Figures A.11 and A.12.
6.4 Discussion and Conclusion
This chapter has explored the robustness of transfer from the synthetic training
to the clinical target domain of the imitation learning-based cardiac image regis-
tration system described in Chapter 5. Extensive experiments were conducted
to evaluate the influence of training parameters, i.e., the weight initialization of
the neural network representing the imitation learning agent and the training
data order. It is demonstrated that DR can increase the transfer performance,
providing more consistency.
The imitation learning-based system, presented in Chapter 5, is trained
entirely on artificially generated, synthetic X-ray images, DRRs. However, in
this chapter, the DRR generation process was altered by performing DR, i.e., 1)
varying the intensity transfer function and 2) adding artificial image borders
(representing collimation) to the images. DR is an effective technique to increase
the generalizability of a system trained on artificially generated data. Instead of
explicitly modeling the data distribution of the target domain, e.g., with a high
quality simulator (DRR renderer), a large variety of dissimilar, unrealistic images
is generated. The large variation in the generated training data can enhance
transfer, i.e., performance on the target data domain, because the trained network
will perceive the target data as just another possible variation.
The DRN (trained on DR DRR data) and the SN (trained on standard DRR
data) were trained on 1711 CT volumes in total, 1009 more CT volumes than the
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Figure 6.15: A selection of training and validation curves of the standard (SNs)
and the domain randomized networks (DRNs), with weight initialization Wi and
data order seeds Di varied on the LAO angulation range.
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Figure 6.16: A selection of robustness results of the standard (SNs) and the
domain randomized networks (DRNs) with the weight initialization Wi and the
training data order seeds Di varied on the LAO angulation range.
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SN in Chapter 5 was trained on. The number of training iterations was doubled to
200 000 to account for the larger amount of training data and ensure convergence.
As described in Chapter 5, separate networks were trained and evaluated on the
three CRT angulation ranges, i.e., AP, RAO, and LAO.
Training on substantially more synthetic data, resulted in further overfitting
of the SN to the synthetic domain. Registration accuracy on the synthetic data do-
main (DRRs) has increased marginally, however, robustness on clinically acquired
X-ray data has decreased. Reduced performance of a network, if trained on more
data is counter-intuitive. However, if the training and target data domains differ,
the more data the network is trained on, the more it will overfit to the training
domain and performance on the target domain will suffer.
It was shown in this chapter that DR can alleviate the problem of overfitting
to the training domain of DRR images and provide high performance on the
target domain of clinically acquired X-rays. Exeriments to evaluate robustness
were performed on 21 patient datasets for the tree CRT angulation ranges. Ro-
bustness has increased in all three ranges through DR. The DRN of the RAO
range has shown the highest performance and the one for the LAO range the
lowest. The improvement, however, was the greatest on LAO and the lowest on
RAO, suggesting that overfitting to the synthetic training data (DRRs) was the
most severe on the LAO range.
A further experiment was performed to evaluate the reproducibility and
consistency of the performance of the registration networks for changing training
parameters. The parameters investigated were 1) the training data order and
2) the weight initialization of the neural networks. It was shown that the SNs
can have highly variable results on the target domain of clinical X-ray images,
however, there is minimal variation in the synthetic data (DRR) results. This can
be explained, by the optimization of the weights (the training process) resulting
in different local minima. The local minima provide very similar performance on
the training domain, i.e., similar training losses and synthetic data performance.
However, the optimization landscape on the training domain can be significantly
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different. Thus, the reached minima of the training domain, might not correspond
to minima of the target domain.
The DRNs have shown that the inconsistency of the target domain’s results
can be alleviated through DR. The DRNs provide highly similar performance in
terms of robustness, the networks appear to be agnostic to the training param-
eters, i.e., the training data order and the weight initialization of the networks.
The demonstrated robustness of the approach in this chapter can enable the
interventional application of a fully automatic registration approach in cardiac
procedures. In the next chapter, the conclusion of this thesis and a description of
the potential extensions, the future direction of research is given.
133
Chapter 7
Conclusions and Future Work
The main aim of this thesis was to investigate approaches that can provide a
robust interventional registration of preoperative data, i.e., magnetic resonance
imaging (MRI), to interventional X-ray images for minimally invasive cardiac
procedures. In the following sections, a review of the contributions of this work
is given and the potential future direction of research is highlighted.
7.1 Overview of Contributions
Minimally invasive cardiac procedures, such as cardiac resynchronization therapy
(CRT) delivery, can greatly benefit from the ivolvement of preoperative data,
such as MRI, into the clinical workflow. The preoperative data can be utilized
in preprocedural planning and for interventional image guidance. However, to
enhance image guidance through the overlay of preoperative data, an accurate
and robust image registration is crucial.
However, registration of these modalities is not trivial, due to the lack of
cross-modality landmarks. In the majority of image guided cardiac interventions,
registration between an magnetic resonance (MR) volume and an X-ray system is
performed manually. Manual registration can, however, pose a significant chal-
lenge even to an experienced operator. It can be time-consuming and the results
are operator-dependent. In order to provide a deterministic, robust registration,
automatic approaches are much desired.
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The aims are in automatic approaches for cardiac procedures, i.e., CRT, that
they integrate into current clinical workflows with minimal interference, thus
not relying on 1) fiducial markers, 2) interventional tools, and 3) novel MRI
sequences. The following key contributions were made to advance the current
state-of-the-art:
• A registration approach between reconstructed coronary veins from two
X-ray angiography (XA) acquisitions and a mesh model of the left ventricle
(LV), based on the adjacency constraint of the two structures given by
anatomy through globally optimal iterative closest point (GO-ICP);
• The concept of superabundant reconstruction, in that all possible epipolar
correspondences are reconstructed in 3D;
• An outlier tolerant adjacency-based registration approach that can register
the superabundant reconstruction of the coronary veins to the LV model
through GO-ICP with dynamic outlier rejection;
• The evaluation of cardiac registration through position of previously de-
ployed implants, i.e., artificial valves;
• An imitation learning-based framework for model-to-X-ray registration,
trained entirely on synthetic data;
• Analysis of transfer performance from the synthetic domain of digitally
reconstructed radiographs (DRRs) to the target domain of clinical X-ray
images, depending on training parameters;
• Domain randomization (DR) to enhance transfer performance, if systems
trained entirely on synthetic data.
In Chapter 3, an overview of the prior work in cardiac registration, with
specific focus on CRT, was provided. The challenge of no cross-modality land-
marks being available between cardiac MR and X-ray images was approached
with a number of methods. Besides manual registration, automatized approaches
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were developed. These are either relying on external markers, tracking systems,
endovascular devices, or anatomical structures. These approaches had significant
interference with the standard clinical workflow, are not suitable for cine MR to
X-ray registration, and a number of them has not been evaluated on in vivo data
or in a clinical setting. Furthermore, the currently available clinical approach,
manual registration, was evaluated to show the inter-user variability of regis-
tration results, to 1) confirm that an automatic approach is required and 2) that
manual registration is not suitable to define ground truth (GT) transformations.
An approach was proposed in Chapter 4 that relies on the adjacent geometric
relation of the coronary veins and the LV. Superabundant reconstruction of the
coronary veins is performed from two XA acquisitions. In superabundant recon-
struction, all possible epipolar correspondences are reconstructed in 3D, resulting
in an outlier rich point cloud. The superabundant point cloud is registered to the
LV mesh model extracted from the preoperative cine MR acquisition through the
GO-ICP approach. The method was evaluated qualitatively and quantitatively
on a self-created phantom dataset, a clinical computed tomography angiography
(CTA) volume, and clinical CRT datasets. The method has demonstrated high
accuracy on the phantom and CTA datasets. Clinical experts have rated the
registration results qualitatively on the CRT data as either no corrections, or
minimal corrections were necessary for interventional guidance. Furthermore,
quantitative evaluation was performed on one dataset that had artificial valves
implanted. The MR centerpoints of the valves were compared to the centerpoints
reconstructed from the two X-ray images, showing adequate accuracy.
The adjacent anatomical model-based approach solves the registration prob-
lem between a preoperative modality and the interventional X-ray system, how-
ever, it relies on high quality XA acquisitions of the coronary veins. The main
challenge is posed by the anatomy of the coronary veins. The coronary sinus (CS)
can be wide, preventing total occlusion thereof, thus a sufficient contrast agent fill.
Additionally, the number of available coronary veins can vary. These factors can
prevent the reconstruction of a superabundant point cloud of sufficient quality
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for registration. To overcome the posed challenges, an approach was proposed in
Chapter 5, based on an imitation learning agent. The method relies on a single,
non-contrasted X-ray acquisition. The agent is trained exclusively on synthetic
data, DRRs, generated from computed tomography (CT) volumes. Quantitative
evaluation has shown high accuracy and robustness on synthetic data of the same
domain as the training data. High levels of robustness were demonstrated on
clinical CRT cases for anterior-posterior (AP) and right anterior oblique (RAO)
angulations. Acquisitions of left anterior oblique (LAO) angulations have shown
substantially lower robustness, however, acceptable for the majority of cases. The
lower performance on the clinical data can be explained through overfitting to
the training domain of DRR data and no explicit transfer being performed to the
target domain.
To enhance the performance of the imitation learning agent on the target
domain of clinical X-ray acquisitions, Chapter 6 introduced the concept of DR
to the context of medical imaging. DR generated DRRs with randomly vary-
ing intensity transfer functions and borders, to model intensity variations and
collimation respectively. The imitation learning agent was trained on the DR
DRRs. The agent without DR provided highly variable robustness, if training pa-
rameters, i.e., neural network (NN) weight initialization and training data order
have changed. However, the DR results were agnostic to the change of training
parametes, showing considerably lower variation in transfer performance. It was
shown that the agent with DR can provide substantially higher robustness on the
target domain of clinical X-ray data on all three CRT angulation ranges.
Besides the theoretical and experimental contributions, the imitation learning
agent-based registration approach has been integrated into the clinical prototype
for CRT guidance, described in detail in Section 2.2.4. For images of the deployed
prototype see Figure 7.1. To provide a true 3D alignment, the registration in
the prototype is performed with two imaging planes in parallel. The transfor-
mations of the two planes are combined after every iteration and the combined
transformation is applied to the mesh model. The operating clinician can make
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adjustments to the registration result through an interactive, manual 3D/2D
registration interface. The registration framework was tested in one clinical case,
achieving a successful registration with two planes (RAO-LAO), supporting the
implantation of the LV lead. The registration time in the clinical setting has
increased to approximately 20 s, due to performing the registration in two planes
and ensuring convergence for unfavorable initializations of the two planes. The
runtime is ideal for CRT interventions. No interference is caused in the stan-
dard workflow, because the registration time is significantly shorter than that of
manual registration, or of the adjacent antomy-based approach.
The benefits of the prototype are planned to be evaluated in a multicenter
clinical trial. The main factor investigated will be treatment outcome, however,
the individual components of the prototype, amongst others the registration, can
also be extensively evaluated on a large patient cohort.
7.2 Potential Future Work
The DR imitation learning agent has demonstrated high accuracy on synthetic and
high robustness on clinically acquired CRT patient data. However, quantitative
measurement of accuracy on in vivo data was not possible, due to no ground truth
registration being available. Accuracy could, however, be measured in animal or
human cadaver experiments. Multimodal fiducial markers could be implanted
onto the surface of the LV, to represent the target (CRT pacing positions). A
3D MRI volume of the animal or cadaver could be acquired. The LV model
and the fiducial markers’ positions can be extracted from the MRI volume and
reconstructed from two X-ray acquisitions. These experiments would, however,
either not include patient motion in the case of the cadaver, or use a non-human
model with different anatomy.
A more clinically related accuracy evaluation method of the registration
approach between cine MR and XA data would be through a CT volume acquired
with contrast injection. The mesh model of the LV can be extracted from both the
MR and the CT data. Additionally, the coronary veins can be segmented from
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(a) Overlay in the catheterization laboratory
(b) Clinical prototype in the control room of the catheterization laboratory
Figure 7.1: The deployed clinical prototype for guiding CRT procedures (Siemens
Healthcare GmbH, Forchheim, Germany). (a) Overlay images provided by the
prototype for CRT guidance on the catheterization laboratory screen actively
used in image guidance. (b) The control interface of the clinical prototype in the
control room of the catheterization laboratory.
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CT too. A registration between the two LV models can be established through,
e.g., iterative closest point (ICP). The coronary veins from the CT volume can
be registered to two contrasted X-ray images through a reconstruction of the
coronary veins. This multistep registration can establish the transformation
between cine MRI and XA. The found transformation could be used to evaluate
against, however, errors of the individual transformations can accumulate and
reduce the quality of the ground truth registration.
Besides providing guidance for CRT procedures, through preoperative MR
data, CT image guidance is also supported. CT image guided procedures are
aimed at patients with non de novo implants, that have a conventional two-lead
pacemaker implanted. The implanted devices might be MR compatible, however,
the MR image quality can suffer greatly from metal artifacts. The artifacts can
prevent the segmentation of the LV, scar tissue identification, and quantification.
However, CT volumes can be directly registered to X-rays, e.g., through bony
structures, the model-to-image imitation learning agent can support CT guided
procedures as well. Registering the model to X-rays has the benefit, that the
target anatomy is being registered. Thus, the changing geometric relation of the
heart and bony structures will not impact registration quality. However, the prior
implant, the pacemaker and the two leads, can pose a challenge to the imitation
learning agent-based registration. The agent was not trained explicitly with
images representing such structures. The impact of implants on performance
needs to be evaluated. Performance reduction is expected, that can be alleviated
through, e.g., simple augmentation or performing DR of devices in the training
data.
A further possible clinical application is wireless, endocardial CRT device
implantation. The procedures are CT guided, however, the registration is more
challenging, due to the co-implants being in the field of view (FOV), i.e., the
battery and the ultrasound (US) transmitter. The battery appears mainly in
the FOV of LAO and the US transmitter in the FOV of RAO acquisitions. It
is to be shown whether the registration approach is robust against the devices
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or further DR is required. Models of the devices can be acquired through the
segmentation of a 3D modality, such as CT or cone beam computed tomography
(CBCT). The models can be projected into the planes of the training images of
the respective angulation ranges, with randomized geometric perturbations and
intensity transformations. A system trained on such DR data can be robust
against devices in the FOV, thus can be applied in wireless, endocardial pacing
procedures.
The approach could find further use in other electrophysiology (EP) proce-
dures, such as ablation for the treatment of atrial fibrillation (AFib). To enable
a precise targeting of areas to ablate based on preoperative data, a robust regis-
tration approach is required. The described DR imitation learning agent is able
to provide the required transformation, however, the acquisition of images that
the CRT agent was trained on would significantly disrupt the standard clinical
workflow. In AFib ablation, the acquired X-rays are highly concentrated onto
the left atrium (LA), the LV is not, or only partially, visible. The approach would
need to be retrained with the model of the LA and DRRs focusing on the LA. It is
to be investigated, whether it is possible to train an agent to register based on the
LA, due to its appearence in DRRs and X-rays being less prominent than that of
the LV. Furthermore, the X-ray acquisitions can be of small FOVs, thus, it is to be
seen, whether images of high crop can be registered reliably.
Besides EP applications, treatment of structural defects of the heart could also
benefit from the DR imitation learning agent. Interventions, such as transcatheter
aortic valve implantation, can be provided with a registration through the agent
trained for CRT. However, for other structural diseases, such as congenital heart
defects, there are further challenges to be solved. In congenital cases, the heart
defects can be that severe, that the structure of interest, e.g., the LV or the LA, can
vary in shape significantly. The registration agent needs to be retrained for such
cases, by randomizing the shape of the structure of interest as well. This can be
achieved through nonrigid transformations applied to the CT volumes used for
training before segmentation, or by transforming the extracted model in parallel
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to the volume after segmentation.
A further promising application of the imitation learning agent is motion
compensation. After performing an initial registration, the agent could perform
an iterative adjustment of the aligment in the respective imaging plane for con-
secutive fluoroscopy frames. The adjustment can be performed in the time frame
of two consecutive fluoroscopy frames, however, this means that the adjusted
position is not available in the current frame, only in the following one. The
iterative adjustment can be combined with a pedicition framework, such as a
Kalman [156] or a particle filter [157], to provide the registration for the consec-
utive frames, thus to provide a real time motion compensation. The iterative
re-adjustment of the overlay through in-plane registration could also be beneficial
to compensate for patient motion in the working angulation.
This thesis has presented approaches for registering preoperative image
data, through models and machine learning, to interventional X-ray images of
cardiac interventions. A robust registration is crucial for interventional guidance
of cardiac procedures. The developed approaches, especially the DR imitation
learning agent, can perform the registration with a high level of robustness,





A.1 Synthetic Data – Quantitative Results
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Table A.1: Registration accuracy in mm for the weight initialization seed var-
ied Wi, with a fixed data order seed D1 on synthetic digitally reconstructed
radiograph (DRR) data of the standard (SNs) and domain randomized networks
(DRNs) on the anterior-posterior (AP) angulation range.
(a) Standard networks
Start W1, D1 W2, D1 W3, D1 W4, D1 W5, D1
Mean 22.41 2.80 2.66 2.70 2.63 2.77
StD. 10.60 2.17 2.27 2.18 2.23 2.24
Median 21.27 2.15 1.99 2.15 1.96 2.23
90 % 37.12 5.54 5.50 5.31 5.26 5.52
(b) Domain randomized networks
Start W1, D1 W2, D1 W3, D1 W4, D1 W5, D1
Mean 22.41 2.65 2.66 2.65 2.64 2.68
StD. 10.60 2.05 1.98 2.05 2.23 2.07
Median 21.27 2.16 2.14 2.14 2.08 2.14
90 % 37.12 5.00 5.34 5.33 5.07 5.24
Table A.2: Registration accuracy in mm for the data order seed varied Di, with a
fixed weight initialization seed W1 on synthetic DRR data of the standard (SNs)
and domain randomized networks (DRNs) on the AP angulation range.
(a) Standard networks
Start W1, D1 W1, D2 W1, D3 W1, D4 W1, D5
Mean 22.41 2.80 2.78 2.64 2.80 2.70
StD. 10.60 2.17 2.19 2.17 2.21 2.19
Median 21.27 2.15 2.26 2.02 2.25 2.08
90 % 37.12 5.54 5.31 5.21 5.39 5.14
(b) Domain randomized networks
Start W1, D1 W1, D2 W1, D3 W1, D4 W1, D5
Mean 22.41 2.65 2.58 2.59 2.78 2.62
StD. 10.60 2.05 1.98 2.05 2.23 2.07
Median 21.27 2.16 2.03 2.06 2.19 2.10
90 % 37.12 5.00 5.11 5.23 5.50 5.05
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Table A.3: Registration accuracy in mm for the weight initialization seed varied
Wi, with a fixed data order seed D1 on synthetic DRR data of the standard (SNs)
and domain randomized networks (DRNs) on the right anterior oblique (RAO)
angulation range.
(a) Standard networks
Start W1, D1 W2, D1 W3, D1 W4, D1 W5, D1
Mean 22.71 3.13 3.16 3.06 3.16 3.13
StD. 10.70 2.38 2.46 2.29 2.33 2.35
Median 21.36 2.45 2.52 2.44 2.61 2.59
90 % 36.86 6.39 6.43 6.22 6.30 6.04
(b) Domain randomized networks
Start W1, D1 W2, D1 W3, D1 W4, D1 W5, D1
Mean 22.71 3.26 3.21 3.14 3.07 3.16
StD. 10.70 2.41 2.38 2.21 2.32 2.30
Median 21.36 2.60 2.61 2.56 2.45 2.54
90 % 36.86 6.77 6.38 6.14 6.13 6.29
Table A.4: Registration accuracy in mm for the data order seed varied Di, with a
fixed weight initialization seed W1 on synthetic DRR data of the standard (SNs)
and domain randomized networks (DRNs) on the RAO angulation range.
(a) Standard networks
Start W1, D1 W1, D2 W1, D3 W1, D4 W1, D5
Mean 22.71 3.13 3.08 3.17 3.22 3.20
StD. 10.70 2.38 2.28 2.60 2.41 2.38
Median 21.36 2.45 2.48 2.50 2.61 2.49
90 % 36.86 6.39 6.11 6.31 6.20 6.60
(b) Domain randomized networks
Start W1, D1 W1, D2 W1, D3 W1, D4 W1, D5
Mean 22.71 3.26 3.15 3.06 3.09 3.09
StD. 10.70 2.41 2.38 2.09 2.26 2.19
Median 21.36 2.60 2.51 2.54 2.51 2.56
90 % 36.86 6.77 6.14 5.84 6.07 6.07
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Table A.5: Registration accuracy in mm for the weight initialization seed varied
Wi, with a fixed data order seed D1 on synthetic DRR data of the standard (SNs)
and domain randomized networks (DRNs) on the left anterior oblique (LAO)
angulation range.
(a) Standard networks
Start W1, D1 W2, D1 W3, D1 W4, D1 W5, D1
Mean 22.49 2.44 2.41 2.47 2.50 2.48
StD. 10.43 1.69 1.63 1.81 1.81 1.76
Median 21.51 2.04 2.01 2.01 2.09 2.02
90 % 36.43 4.52 4.61 4.69 4.61 4.70
(b) Domain randomized networks
Start W1, D1 W2, D1 W3, D1 W4, D1 W5, D1
Mean 22.49 2.42 2.39 2.37 2.41 2.38
StD. 10.43 1.75 1.79 1.68 1.72 1.76
Median 21.51 1.91 1.91 1.95 1.99 1.96
90 % 36.43 4.68 4.79 4.71 4.65 4.58
Table A.6: Registration accuracy in mm for the data order seed varied Di, with a
fixed weight initialization seed W1 on synthetic DRR data of the standard (SNs)
and domain randomized networks (DRNs) on the LAO angulation range.
(a) Standard networks
Start W1, D1 W1, D2 W1, D3 W1, D4 W1, D5
Mean 22.49 2.44 2.57 2.58 2.54 2.49
StD. 10.43 1.69 1.84 1.78 1.70 1.82
Median 21.51 2.04 2.13 2.14 2.16 2.01
90 % 36.43 4.52 4.85 4.97 4.66 4.72
(b) Domain randomized networks
Start W1, D1 W1, D2 W1, D3 W1, D4 W1, D5
Mean 22.49 2.42 2.46 2.41 2.43 2.45
StD. 10.43 1.75 1.67 1.68 1.72 1.70
Median 21.51 1.91 2.12 1.97 2.03 2.07
90 % 36.43 4.68 4.51 4.67 4.69 4.56
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A.2 Training Curves
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(h) DRN; W5, D1
Figure A.1: Training and validation curves of the standard (SNs) and domain
randomized networks (DRNs), with weight initialization varied Wi and a fixed
data order seed D1 on the AP angulation range.
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(a) SN; W1, D2
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(h) DRN; W1, D5
Figure A.2: Training and validation curves of the standard (SNs) and domain
randomized networks (DRNs), with data order varied Di and a fixed weight
initialization seed W1 on the AP angulation range.
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(h) DRN; W5, D1
Figure A.3: Training and validation curves of the standard (SNs) and domain
randomized networks (DRNs), with weight initialization varied Wi and a fixed
data order seed D1 on the RAO angulation range.
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(h) DRN; W1, D5
Figure A.4: Training and validation curves of the standard (SNs) and domain
randomized networks (DRNs), with data order varied Di and a fixed weight
initialization seed W1 on the RAO angulation range.
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(h) DRN; W5, D1
Figure A.5: Training and validation curves of the standard (SNs) and domain
randomized networks (DRNs), with weight initialization varied Wi and a fixed
data order seed D1 on the LAO angulation range.
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(h) DRN; W1, D5
Figure A.6: Training and validation curves of the standard (SNs) and domain
randomized networks (DRNs), with data order varied Di and a fixed weight
initialization seed W1 on the LAO angulation range.
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A.3 Robustness Distributions
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(h) DRN; W5, D1
Figure A.7: Robustness results of the weight initialization seed variation Wi
with a fixed training data order seed D1 of the standard (SNs) and the domain
randomized networks (DRNs) on the AP angulation range.
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Figure A.8: Robustness results of the training data order seed variation Di with
a fixed weight initialization seed W1 of the standard (SNs) and the domain
randomized networks (DRNs) on the AP angulation range.
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Figure A.9: Robustness results of the weight initialization seed variation Wi
with a fixed training data order seed D1 of the standard (SNs) and the domain
randomized networks (DRNs) on the RAO angulation range.
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Figure A.10: Robustness results of the training data order seed variation Di
with a fixed weight initialization seed W1 of the standard (SNs) and the domain
randomized networks (DRNs) on the RAO angulation range.
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Figure A.11: Robustness results of the weight initialization seed variation Wi
with a fixed training data order seed D1 of the standard (SNs) and the domain
randomized networks (DRNs) on the LAO angulation range.
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Figure A.12: Robustness results of the training data order seed variation Di
with a fixed weight initialization seed W1 of the standard (SNs) and the domain
randomized networks (DRNs) on the LAO angulation range.
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