The parity-check matrix of a linear code is used to define a bipartite code constraint (Tanner) graph in which bit nodes are connected to parity check nodes. The connectivity properties of this graph are analyzed using both local connectivity and the eigenvalues of the associated adjacency matrix. A simple lower bound on minimum distance of the code is expressed in terms of the two largest eigenvalues. For a more powerful bound, local properties of the subgraph corresponding to a minimum weight word in the code are used to create an optimization problem whose solution is a lower bound on the code's minimum distance. Linear programming gives one bound. The technique is illustrated by applying it to sparse block codes with parameters [7, 3, 4] and [42,23, 6] .
Introduction
For most existing classes of algebraic codes, the proof of the minimum distance of the code makes heavy use of the algebraic structure of the code. The minimum distance for each class of codes is usually established using a proof technique specific to that particular class, and the minimum distance of codes in a new class may not be easily established. Recent research [4, 7, 10, 8] has shown the efficacy of low-density parity check codes [3] and iterative decoders at very long block lengths, and Divsalar et al. [2] have shown similar effectiveness for sparse graph "repeat-andaccumulate" codes. Unfortunately, there is no known minimum distance bound for most sparse check matrix code constructions, and a code with a low minimum distance will necessarily be impaired in its performance at very high signal-to-noise ratios.
In this paper we introduce a technique for establishing a lower bound on the minimum distance of an arbitrary binary linear code represented by a bipartite code constraint graph. By analyzing the connectivity of the graph, we create an optimization problem whose solution must lower bound the minimum distance of the code. The simplest theorems proven here pertain to graphs in which each bit is checked by the same number of parities, and each parity checks the same number of bits. The general analytical technique and bounds apply also for codes and graphs not meeting this condition. Although the argument is very general, the bounds are easiest to calculate when the graph has a large automorphism group, and most accurate when the graph is sparse. The mapping of a code to a graph is not unique, and the calculated bounds depend on the particular graph used to represent the code. In general, it may not be possible to find analytical solutions to the optimization problem. However, the method may furnish useful information about any specific graph and code.
Our strategy is to reduce the combinatorial problem of finding a minimum weight using three attributes of the subgraph induced by a minimum weight codeword. Those attributes can be succintly expressed in the graph language: First, for the initial bound, we require merely that every parity equation be satisfied by at least two non-zero bits and thus that the codewordinduced subgraph is well connected. The minimum size of a subgraph with that degree of connectivity can be bounded in terms of the eigenvalues of the graph. Second, the size of the problem is collapsed by expressing it in terms of abstract relations that factor out symmetries in the graph. Although a graph analysis bound could be derived directly using a number of variables that is the square of the number of vertices in the graph, the dimension of the optimization problem is greatly reduced for graphs with a large automorphism group. Third, the eigenvalues of the graph are used to impose a feasibility condition on the abstract relation solution that incorporate global connectivity properties of the graph. The form of the argument is similar to that of Delsarte's linear programming bound ( [1] , [5] ,pp.535-546) in that it looks for an extremal distribution under a set of constraints on both the distribution and a transformed distribution. Whereas Delsarte studies codewords related by distances to arrive at an upper bound on the number of codewords in a code of a specified length and minimum distance, we study bits related by graph-based equations to arrive at a lower bound on minimum distance.
The bound will be presented in several stages. After introducing the elements of the graph representation of a code and the associated matrices, we will give a pair of simple bounds in which the basic arguments can be seen clearly. Next, the abstract relations defined on the graph nodes will be introduced to shore up the principal weaknesses of the simple argument, leading to an explicit optimization bound on the number of nodes in a minimum weight word.
Graph Representation
Consider a linear code defined by a parity check matrix H. If H has dimension r × n, a bipartite graph with r parity nodes in one class and n bit nodes in the other can be created using H as the real-valued incidence matrix for the two classes. Formally, the graph G is (V, We will be examining the properties of the subgraph of G induced by a minimum weight word in the code. A bit vertex whose associated value in the minimum weight word is non-zero will be called an active bit vertex. The edges incident on active bit nodes will be called active edges, and the parity nodes with at least one active incident edge will be called active parity nodes.
For the purpose of characterizing the connectivity of the graph, let A G be an (r + n) × (r + n)
real-valued matrix with entry a i,j = 1 if and only if the ith node is connected by an edge to the jth node. Establishing an ordering of the nodes, A G is explicitly
Since A is a real symmetric matrix, it is diagonalizable and has real eigenvalues. For the purposes of the ensuing discussion, let λ 1 > λ 2 > · · · > λ t be the ordered distinct eigenvalues of A.
A Bit-oriented Bound
The first bound examines the relationship between bit nodes in a minimum weight word, supressing the parity nodes altogether. 
Proof: Let C be a real valued vector of length n corresponding to a minimum weight codeword, with a one in every position where the minimum weight codeword is non-zero and zeroes elsewhere. Since G is regular, the first eigenvector can be taken to be e 1 = (1, 1, . .., 1) T / √ n with µ 1 = mj, (each column of H has m ones, each row j ones), and since G is connected, is the unique eigenvector with eigenvalue mj. Let C i be the projection of C onto the i-th eigenspace. Clearly,
HC assigns an integer weight distribution to parities in G. Let x i be the weight on the i-th parity. Each non-zero x i must be even and at least two. Thus
Converting this to eigenspace representation,
Substituting from above,
which gives the desired bound for d. ♦
To illustrate the use of this theorem, take the H matrix for the [7, 3, 4] expurgated Hamming code whose i-th row is the coefficients of the polynomial α i (1+α
T , for z any complex seventh root of unity. The eigenvalues are
Thus µ 1 = 9, µ 2 = 2, and the bound is d ≥ 7(2(3) − 2)/(9 − 2) = 4, the true minimum distance. The two places in the proof where the inequalities occur are the sources of its weakness. First, if there are parity equations in the minimum weight word satisfied by four or more non-zero bits in the code, the inequality (5) will not be tight. Second, in the derivation all of the smaller eigenvalues are replaced by the second largest, incurring a loss of accuracy in the bound whenever the minimum weight word has non-zero components in some of these other eigenspaces. In codes with large very sparse graphs, the assumption that each parity node is adjacent to only 0 or 2 non-zero bits in a minimum weight word may well be met. The second approximation, however, is only accurate in a very restricted set of graphs. In the (7, 3, 4) example, all parities must be satisfied by either 0 or 2 bits, and there are only two eigenvalues, and the critical inequalities are in fact equalities, incurring no loss of accuracy.
To strengthen the bound, Section 5 will develop a method for characterizing the distribution of the magnitudes of the projections of a posited minimum weight word in the multiple eigenspaces. With this we can obtain a better estimate of s i=2 µ i C i 2 than results from replacing all µ i , i ≥ 2, by µ 2 .
A Parity-oriented Bound
The second bound reverses the perspective and considers the connectivity between parity nodes, lower bounding the number of active parity nodes, those adjacent to any non-zero bit in a minimum codeword. The counting argument is slightly different when cast in terms of the connectivity among active parity nodes. 
Proof: Let P be a real valued vector of length r that has a one in every active parity node position and zeroes elsewhere. Let w be the number of ones in P. Since G is regular and connected, the first eigenvector of HH T can be taken to be e 1 = (1, 1, ..., 1) T / √ r with µ 1 = mj, and it is unique. Let P i be the projection of P onto the i-th eigenspace. Analogous to the bit case, P T P = P 2 = w and P 1 2 = w 2 /r. H T P assigns an integer weight distribution to bit nodes in G, each weight being either m if the bit node is that of a non-zero bit, or the number of adjacent active parity nodes otherwise. Let y i be the weight on the i-th bit node so that
The squared weights can be counted by summing over active parity nodes. Each active node is adjacent to an even number of non-zero bit nodes. For the ith active parity node, let u i (l) be the number of adjacent nodes with weight l in H T P, 0 ≤ l ≤ m. The squared weight to be counted at the ith active parity node is
In summing over all active parity nodes, each value l 2 will be counted l times, at the l adjacent active bits, hence the factor of 1/l to compensate. Note that u i (m) ≥ 2, and
There are w active parity nodes. Therefore
and dm ≥ 2w, rj = nm gives the stated bound for d. ♦
The bounds of Theorem 3.1 and Theorem 4.1 can be compared directly. If µ 2 ≥ 2m, Theorem 3.1 becomes vacuous, whereas (2m + j − µ 2 ) may still be positive, allowing Theorem 4.1 to give a meaningful result. The parity bound is not always stronger, however. Taking the [7, 3, 4] Hamming example, the parity bound says that w ≥ 5 and from this d ≥ 10/3, not the actual value 4. In this instance the inequality of the parity bound that replaces all weights that are not m by 1 is inaccurate; the values that are not 3 (= m) are 2, not 1. The number of active parity nodes in a codeword subgraph is 6, not 5.
Graph Analysis Bound

Joint Bit and Parity Indicator Vector
The bound of Section 3 argued, in effect, that any presumed codeword for which C T H T HC ≥ 2dm cannot have C T C = d too small. The ratio between these two inner products places constraints on the size of the codeword subgraph. In this section the argument is refined and strengthened by examining the growth rate of a test vector's inner product when the vector is multiplied repeatedly by the graph adjacency matrix A itself, instead of H T H. By tracking how the inner product grows as the vector is multiplied 0 to t − 1 times successively by A, the eigenspace decomposition of the test vector can be completely determined.
The test vector now will be a uniform distribution placing the same weight on both the bit vertices and the parity vertices of the graph. Let Y be a vector of dimension n + r defining a distribution on the nodes of G that places a one on every bit node in a minimum weight codeword and a one on every active parity node. It might be viewed as an indicator vector for the subgraph induced by the minimum weight word.
Let q Y be the inner product growth vector with jth component 
It is well known from linear algebra [5] that a Vandermonde matrix of this form is invertible so long as the defining λ i are distinct, which is our assumption. 
where
, by the orthogonality of the eigenspaces associated with distinct eigenvalues, and the lemma follows. ♦ Due to the invertibility of V λ , it is easy to see that only the first t components of the growth vector are sufficient to determine the spectral magnitudes of the eigenspace decomposition of Y. Furthermore, once the spectral magnitudes known, one can calculate the growth of the inner product Y T A j Y that would occur for j ≥ t; each spectral magnitude component is simply multiplied by the appropriate λ j i . The entire growth of the inner product is determined by the first t components.
Analogous to the bounds of Sections 3 and 4, the fact that Y is the indicator vector for a codeword subgraph enables us to make statements on the initial growth. If there are d ones in the minimum weight word, and w active parities, and the bit vertices have uniform degree m,
The latter equation is readily grasped by noting that there are two mathematically identical components in the inner product. Multiplying the distribution on the bit nodes by A creates a distribution with total weight dm on the active parities, which is summed by the inner product. The other component may be viewed as the distribution on the bit nodes created similarly by the distribution on the active parities, in an inner product with the non-zero bit node distribution. The inner product sum includes a value of m on each of the d nodes. This equation, an exact equality, takes the place of the inequality in the simpler bounds, and tightens the conditions on the minimum weight word. As the arguments are refined, Eq. (16) will be dropped in favor of a more general statement valid even when the bit vertex degree is not uniform.
Vertex Relations and the Relation Enumerator
Without further scrutiny of the spectral magnitudes that could arise from a legitimate codeword subgraph, or equivalently, the t components of a q Y for such a word, little progress has been made from our initial pessimistic assumption that any magnitude not in the λ 1 eigenspace must be in the λ 2 eigenspace. We now attack this weakness by characterizing the q Y that might occur for a distribution on the given graph. Let I = {i|y i = 1} be the the index set of the non-zero components of the test vector Y. The growth vector components can then be written
Reinterpreting the constituent elements of the successive powers of A, q Y can be regarded as a sum of the contributions due to all the pairs of bits, the k, l components of
Although the minimum weight codeword is unknown, and thus I is unknown, one can calculate for the given graph G all of the t-dimensional vectors q A [k, l]. There are (n + r) 2 such vectors. For the purposes of determining contributions to q Y , one can group together all the ordered pairs of indices from I for which q A [k, l] is the same. In fact for many graphs of interest, the number of distinct vectors is much smaller than (n + r) 2 . This motivates the introduction of vertex relations between pairs of vertices, at least one defined for each distinct vector
There are four types of relations: between a pair of bit vertices, between a pair of parity vertices, between a bit vertex and a parity vertex, or between a parity vertex and a bit vertex. There must be at least one relation for each distinct q A [k, l] to permit the growth vector q Y to be calculated in terms of relations. A growth vector q R [i] indicates the number of paths in the graph between a pair of vertices, but the local contexts of two pairs with the same path densities may be different, and in ways that impose important limits on the solutions to the code equations. Local consistency of the relations ensures that the local graph structure is faithfully represented by the relations visible at any vertex. Global consistency is a stronger condition, insisting that the two pairs be isomorphic to be in the same relation. It should be evident that any globally consistent set of relations is automatically locally consistent, because a graph automorphism can always be used as the one-to-one mapping f (·) needed for local consistency. Indeed, the graph automorphism gives a relation-preserving mapping for all vertices, not just for the immediate neighbors of the designated vertex. An either locally or globally consistent set of relations may have multiple relations with the same q A [k, l]. The only penalty paid for demanding greater consistency of the relations is that the number of relations must be larger and the dimension of the optimization problem is increased.
Definition (Vertex Relations):
The automorphism group A can readily be used to generate a set of globally consistent relations, almost by definition.
Lemma 5.2 Let Π be the subgroup of A that maps bit vertices to bit vertices and parity vertices to parity vertices. For every ordered pair of vertices
Define a distinct relation R for each such distinct orbit. Then the set of relations R is globally consistent.
) for π ∈ Π be two pairs of vertices that are in the same orbit. They have the same growth vector, because every path from v k and v l is mapped by π to an isomorphic path between (π(v k ), π(v l )), and π serves as the automorphism preserving relations as required for global consistency. ♦ In the event that A is trivial and contains only the identity element, the orbits all have size one, and the procedure generates a globally consistent set with (n + r) 2 relations, the maximum possible value.
Any unambiguous labeling of the relations can suffice for reference purposes, but a specific order is needed to define matrices and vectors indexed by them. By default, when necessary, an inverse lexicographical partial ordering will be used:
in a lexicographical ordering. With this choice of ordering, two vertices that are more proximate in the graph will be in a relation at a lower position in the ordering than are two that are far apart. In any specific case there may be a more natural method of denoting and ordering the relations without confusion.
The introduction of the vertex relations enables the expression for the eigenspace decomposition of the inner product growth vector for a putative minimum weight codeword to be condensed whenever there is some symmetry to the graph. A few more constructs are needed to complete this line of reasoning.
Definition (Relation Growth Matrix):
Let Q B be the matrix whose ith column is q B [i], one column for each bit relation. Similarly, let Q P be the matrix whose ith column is q P [i], one column for each parity relation, and let Q J be the matrix whose ith column is q J [i], one column for each joint bit-parity relation, and similarly for Q J . Finally, define the relation growth matrix Q = [Q B Q J Q J Q P ] to be the concatenation of these four, a t×L matrix, where L is the number of relations defined on G.
Two ordered pairs of vertices with ones in Y that are in the same relation will make the same contribution to the growth vector q Y . A relation enumeration vector counts the number of ordered pairs in each relation.
Definition (Relation Enumeration Vector):
The relation enumeration vector R Y is defined to be the vector whose ith component is the number of ordered pairs of vertices with non-zero values in the indicator vector Y that are in the ith relation of Q.
Corresponding to Q, R Y can be written as the concatenation of four enumeration vectors for the four different types of relations, bit, bit-parity, parity-bit, and parity:
The following equation is a consequence these definitions, by design:
The product QR Y simply regroups all of the consituents of the sum. The procedure for generating globally consistent relations via the automorphism subgroup Π can be interpreted as follows: Consider an (n+r)×(n+r) array of cells, an array that is the same size as the adjacency matrix A of the bipartite graph, with columns and rows corresponding to the columns and rows of A. Associate with the k, l-th cell the t-dimensional vector of values q A [k, l] that appears in that position in the succesive powers of A. Then label each cell in an orbit of Π with a relation. Two cells with different q A [k, l] must have different labels. The indicator vector Y of the putative minimum weight codeword selects a subset of the columns and a subset of the rows, forming a grid within the array. The relation enumerator R Y counts the number of cells with a given relation label within this grid, and QR Y yields the growth vector that results from the distribution of relations specified by R Y . The reflexive relations are those appearing on the diagonal of this graph relation array.
Constraints on the Relation Enumerator
In the simple bounds, the connectivity of the subgraph induced by a codeword implied equations governing the spectral magnitude decomposition of the codeword, from which a bound on the minimum size of the subgraph and thus the minimum weight of the code could be derived. We now have the means to characterize more accurately the connectivity of the subgraph. While the specific goal is to lower bound the number of bit nodes in the subgraph, the technique is to develop constraints on the relative sizes of the components of R Y . If R Y could be determined up to a scalar multiple, then the spectral magnitudes of the test vector Y would be known up to a scalar multiple, and the initial growth rate of q Y would determine the scalar. The constraints that we can extract from the eigenvalues and the local properties of the graph are not adequate to determine the distribution completely, but they do indirectly imply a lower limit on the number of bit relations.
Knowledge of R Y to this point is summarized in a lemma. 
Lemma 5.3 (Enumerator Vector Global Constraints): The relation enumerator vector R
λ Q P R P = s P ≥ 0; and
Proof: The first five statements are immediate consequences of the definition of relations and the relation enumerator, e.g., there are d bit vertices in the graph and thus d 2 ordered relations between bits; each of the d bit vertices is in exactly one reflexive relation. The sixth is just Equations (19) and (15). For the remaining statements, apply Lemma 5.1 to a test vector that places a weight α on all bits of the codeword and a weight β on all active parities. It will have spectral distribution α 2 s B +αβ(s J +s J )+β 2 s P ≥ 0, where
The seventh follows from setting α = 1 and β = 0. The eighth follows from setting α = 0 and β = 1, and the ninth from setting α = β = 1. ♦ Local structure of the graph dictates a large set of constraints on the relations and the composition of the relation enumerator. Any counting argument that governs the relative distributions of relation enumerator components may tighten the constraints and improve the resulting minimum distance bound. The combinatorial strategies that can be employed depend on the specific graph under study and the relations used to describe it.
A general set of constraints can be extracted by observing that, in a codeword, any nonzero bit cannot stand in isolation. The neighboring parity check equations cannot be satisfied unless there is at least one other non-zero bit connected to each parity vertex. A minimum weight codeword solution to the equations must propagate in the graph to at least some extent, especially if the graph is locally tree-like. The relation enumerator components must reflect this propagation. The graph connectivity constraints that force this propagation will be called propagation constraints.
For any given active vertex v * , the relations of the form v * R j v l in the graph will be counted from the vantage of vertex v * . The relations involving v * can be systematically catalogued by examining the successive levels of a breadth first tree search of the graph vertices, starting with the given v * as the root. All vertices at a given distance from v * appear on the same level. A generic picture of the relations relative to a root bit vertex v * is shown in Fig. 1 . In essence, the propagation constraints come from the observation that any parity check equation that cannot possibly be satisfied by active bits closer to the root must be solved by active bits further away, and any active bit that connects to parities further from the root causes those parities to be active. In broadest terms, one can write what might be termed "active edge flow equations" between levels: All active edges leaving vertices at distance l from the root and going away from the root must be incident on active vertices at distance l + 1, and all active edges going toward the root must be incident on active vertices at distance l − 1. In crudest form, all the vertices at distance l might be aggregated into a single set V l , and the number of active edges between V l and V l+1 must be the same, whether counted over vertices in V l or over those in V l+1 .
This gross flow conservation equation might be adequate for some highly regular graphs, but it neglects useful detailed knowledge of the connections. The active edge flow equations can be tightened by partitioning each V l into subsets according to the relations of the vertices relative to the root v * , counting the number of active edges that leave each relation set and matching them to active edges incident on sets in V l+1 and on sets in V l−1 .
For the remainder of this section, we will assume that the graph relations are locally consistent. 
. Then consider the reverse direction. For every active parity vertex in the J j set, there must be at least two active edges, each terminating at one of the connected bit vertices. There are at least 2J v * [j] edges leaving the J j set, and any vertex in the B i set could terminate at most ρ i,j of them. Therefore,
, the sum being over all i of distinct adjacent bit relations. These inequalities hold for all i and j, including for the reflexive relation of the root bit with itself. For the root bit, there is only one vertex, the root itself, such that v
Also, for parities p adjacent to the root bit such that v * J j p, σ j, * = 1, and the inequality becomes an equality since the root bit is assumed to be active:
Analogous propagation equations hold in the graph when an active parity is chosen as the root vertex v * , but the bit vertices are now partitioned by joint relations J i , and the parities are partitioned by relations P j . The active edge propagation constraint inequalities are written in an exactly analogous way.
These observations are incorporated formally in the following lemma. 
Lemma 5.4 (Propagation Constraints) Let
being the multiplicity of relation P j parities adjacent to b and σ j,i being the multiplicity of bit nodes in relation J i adjacent to each relation P j parity;
, for any relation p * P j p for a parity node p , the sum being over all i of distinct adjacent parity relations of bit vertices adjacent to p ;
Joint Relations Equalities: The joint bit-parity variables J Y [i] and the joint parity-bit variables
where the first sum is over all J i relations with a given growth vector q k , and the second is over all J i relations with the same q k .
Proof:
The proof for the bit-rooted and parity-rooted constraints is outlined in the discussion preceding the Lemma. Each constraint inequality compares the relation enumerators for the relations of vertices that are adjacent in the graph, and the local consistency of the relations ensures that the multiplicities are well defined and the constraint equations prescribed do not 
We remark that with this set of propagation constraints in place, there is no longer any need for the assumption that the bit vertices have uniform degree, the degree information having been incorporated in the propagation constraint equations.
The outcome of this local graph analysis is a system of inequalities and equalities comparing the components of the relation enumerator vector R Y for the minimum weight word subgraph. Assembled together, these can be written as two matrix equations:
Optimization and Linear Programming Bounds
The graph counting arguments of the last section further constrain the relation enumerator vector beyond what was established in Lemma 5.3. Collectively, the equations can be converted into an optimization problem by the simple device of normalizing the relation enumerator by the constant d, the weight of the minimum weight word. Note that the first six constraints are strictly linear, and the objective function is also linear. All matrices can be calculated from the graph G and its adjacency matrix. With these alone, the lower bound to the minimum distance can be found by standard linear programming. This will be referred to as the linear programming distance bound. Incorporating the additional four constraints may increase the value of the minimum, giving a stronger result.
Theorem 5.5 (Optimization Distance Bound) Let
The last four involve the number of active parities w and the minimum distance d, both unknown. If the linear programming bound alone does not give a satisfactory answer, nonlinear optimization methods can be used to include these constraints. For example, w/d = τ can be regarded as a parameter, the linear optimization problem solved for an assumed τ , then the minimum found over all allowable values of τ . For example, if G has bit vertices of uniform degree m and for the minimum weight word, all of the parity equations are solved by exactly two non-zero bits, then 2w = dm, implying τ = m/2. If any of the active parities are adjacent to 4 or more non-zero bits, the ratio must be smaller than m/2. With τ fixed, constraints 7) and 10) become linear constraints, and 8) and 9) can be combined, e.g.
Examples
The use of relations to describe the graph complicates the exposition of the general bound, but it can dramatically reduce the problem size for graphs with strong symmetries. The application of the bound will be illustrated first with the [7, 3, 4] expurgated Hamming code for the purposes of exercising the tools in a very familiar setting. This will be followed by a [42,23,6] code and graph for which customary bounding techniques do not furnish a distance proof. It manifests a good number of the conceptual elements of the graph analysis distance bounding technique.
[7,3,4] Expurgated Hamming Code:
In Section 3 the simple eigenvalue bound on minimum distance was illustrated by proving that the [7, 3, 4] expurgated Hamming code has minimum distance 4, using the real eigenvalues of the circulant parity check matrix H and graph formed by weight 3 words of the dual code. In Fig. 3 we display the full set of relations and the central elements of the general bound for this simple example. This is a perfect difference set code with a distance regular graph, and the set of relations induced by the distinct growth vectors is locally consistent. Each row of H is identified with a parity check vertex of the graph, labeled 0, ..., 6. There are only 2 relations of each type, and the relations are subscripted according to the distance between the vertices in the graph at which they occur. For this circulant H, HH T = 2I + J, J being the all ones matrix, and the eigenvalues of HH T are µ 1 = 9 and µ 2 = 2, from which it follows that the adjacency matrix has eigenvalues λ 1 = 3, λ 2 = √ 2, λ 3 = − √ 2, and λ 4 = −3. The propagation constraints of Fig. 1 and Fig. 2 = [4, 12, 12, 12, 12, 12, 6, 30] . Dividing by the minimum distance, Z Y = [1, 3, 3, 3, 3, 3, 1.5, 7 .5], the sum of the first two components being the minimum distance. The number of active parities in the solution is w = 6, and the inequality 2w ≤ dm is an equality.
We remark without proof that this code is formed from a projective geometry, and for the binary codes derived from the projective geometry P G (2, q) , which have only two distinct eigenvalues, the simple eigenvalue bound of Section 3 gives the true minimum distance, q + 2.
Sparse
We now explore a more challenging application of the graph analysis bound, introducing a graph-based code construction designed to probe the definitions and illustrate the methodology of the bounding technique.
Let p ≥ 5 be a prime, and let a be a primitive element of the field GF (p), a (p−1) = 1. Let I s be the p × p identity matrix cyclically left shifted s positions:
Definition ([N = p(p−1), K, D] Sparse Difference Code):
Let C p be the binary code whose parity check matrix H is a (p − 1)/2 × (p − 1) block matrix of p × p circulant matrices:
The code constraint graph associated with this matrix has an automorphism group that is one-transitive on bits and one-transitive on parities. 
There are p(p − 1)/2 = pm rows in H, and the sum of all the rows in any single row block of p equations is the all ones row, and thus m − 1 of the equations are linearly dependent. From this it follows that K ≥ p(p − 1) − p(p − 1)/2 + (p − 3)/2 = (p + 1)m − 1 and the code rate is greater than one half. The presence of the all ones row also implies that the minimum distance of the code must be even.
Lemma 6.1 (Girth):
For p ≥ 7, the constraint graph G of C has girth g = 6.
Proof: First we show that g ≥ 6 by proving that no two bits can share more than one parity. Obviously two bits that are from the same column block do not share any parities. Suppose a bit from column block i and another from column block j were to share parities in the sth row block and the uth row block. Then a i+2s + k i = a j+2s + k j and a i+2u + k i = a j+2u + k j . These equations over GF (p) can be solved for s and u: a i+2s − a i+2u = a j+2s − a j+2u implies a i−j (a 2s − a 2u ) = (a 2s − a 2u ), and i = j then implies s = u. The girth cannot be greater than six. Any parity vertex is connected to (p − 1) bits, each of which connects to (p − 3)/2 other parities, which we have shown to be distinct. If each of these were connected to (p − 2) other distinct bits, the total number of distinct bits would be
The girth of six and the vertex degrees guarantee that any non-zero bit must be connected to (p − 1)/2 active parities, all of which are connected to other distinct bits, and the minimum distance of the code satisfies D ≥ 1 + (p − 1)/2. Conversely, there is always a solution that has all the bits in two different column blocks equal to one, so D ≤ 2p. For these codes the minimum distance is O( √ N ), and in this aspect they are similar to the perfect difference set codes [6] .
Automorphism Group: By construction the graph automorphism group contains the permutation σ, the cyclic shift mod p, that maps any (p−1)/2-tuple component i to i+1 mod p for both parities and bits. (We will adopt the convention that [−] is infinite and is fixed under the addition of any constant or multiplication by any constant.) The automorphism group also contains a permutation τ that maps each m-tuple by componentwise multiplication by the primitive a:
. This maps the bits in the jth column block to the bits in the j + 1 mod p column block. Finally, the automorphism group contains a permutation π that cyclically shifts all the m-tuples by one position while multiplying by a
, and similarly for parity m-tuples.
Lemma 6.2 (Automorphism Group Action): The automorphism group of G is one-transitive on bit vertices, on parity vertices, and on edges.
Proof: Any bit vertex can be mapped to any other bit vertex by applications of τ , which permutes the bit column blocks, and σ, which permutes the bits within a given column block. Any parity vertex can be mapped to any other by applications of π, which permutes the row blocks, and σ, which permutes parity vertices within a given row block. Observe that π fixes the bit vertex
while cyclically permuting all of the parity vertices to which it is connected. Given any edge (p i , b i ), it can be permuted by the automorphism to the edge
, first by permuting b i to b 0 , then by permuting the edges incident on b 0 with π. Since this is true for any edge, any edge can be mapped to any other edge and the automorphism group is one-transitive on edges. ♦ As a result of this transitivity, there is only one reflexive relation on bits, and only one reflexive relation on parities, for any p.
The graph analysis bound will now be used to improve the estimate of the minimum distance for the case p = 7 and primitive element a = 3. The code has parameters [42, 23, D] and, as outlined above, the minimum distance satisfies 4 ≤ D ≤ 14. The first linear programming graph analysis bound, framed in terms of the relations induced by the distinct growth vectors, does not improve on the simple girth argument for this code. With the greater precision of globally consistent relations induced by the automorphism group of the graph, the linear programming bound yields a bound of 4.546. D must be an integer, therefore it is at least 5, and then overall even parity implies that D ≥ 6. For a code this short, the minimum distance can be found by exhaustive search, and such a search confirmed that D = 6.
The distinct real eigenvalues of HH T , a 3× 3 block matrix of 7 × 7 circulants, are 18, 7, 4,and 0. The adjacency matrix A has seven distinct eigenvalues, 3 is fixed by the permutation τ and is in the unique reflexive relation P 48 . All bits at distance one are in relation J 8 ; all parities at distance two are in P 17 . At distance three are 24 bits in relation J 2 and 12 in relation J 1 . The remaining parities at distance four are in relations P 10 and P 6 , as shown.
Edge flow equations for the relation enumerator R Y that can be written in terms of these relations are given in the diagram. For example, each active bit vertex in relation B 12 has two active edges that terminate in parity vertexes in relation J 2 , and some parities in J 2 can potentially terminate two edges from B 12 bits. Thus the applicable equation is
The growth vector induced relations are not locally consistent, however. Consider, for example, the parity vertex labeled [3, −, −] , which has the growth vector for relation J 2 . It is adjacent to bit [3, 2, 0] in B 12 and to bit [3, 1, 4] in B 11 , whereas parity vertex [0, −, −] is adjacent to bits [0, 2, 6] and [0, 6, 4], both in relation B 12 . Thus relation J 2 as defined is not locally consistent, the multiplicities of the relations of the adjacent vertices not being the same.
When the linear programming bound is computed using these growth-vector-induced relations, the solution gives the bound, D ≥ 4. The distribution of relations for this solution posits the existence of four bits in the reflexive B 24 relation, each of these have 3 adjacent active parities, those parities being satisfied by three bit in relation B 12 , and those bits have active edges terminating at 3 parities in relation J 2 . Such a distribution satisifies all of the edge flow equations as written and the eigenvalue constraints, but no such codeword can exist in the graph.
The edge flow equations for Fig. 4 can be written more precisely when the richer set of globally consistent relations induced by the graph automorphism group are used. In particular, the automorphism π fixes the root bit and the 5 bits with growth vectors B 3 and B 4 . All other bits are in orbits of three bits. For example, bits [1, 3, 0] , [0, 2, 6] and [5, 0, 4] are an orbit under π, and in a globally consistent set of relations, they are in a single relation which will be labeled B [1, 3, 0] with the growth vector of B 12 . Using the orbits of π to define relations, there are 5 bit relations at distance 2 from the root, partitioning B 12 into three separate relations and B 11 into two. B 5 is partitioned into six distinct relations, B 3 into two, and B 6 into three, while B 4 is unchanged. The refined relations will be labeled according to the bit in the orbit on the left of Fig. 5, e.g., B 4 becomes B [4, 3, 1] . There is one joint relation with the parities at distance one, and six joint relations with those at distance three, labeled J [−,i,−] , i = 2. Refined edge flow equations using these relations capture more structure. For example,
Similarly, the propagation equations at the distance three parities can be refined, e.g.,
, and so forth. These equations in particular no longer admit a solution confined to three bits at distance two and three parities at distance three.
The globally consistent relations with respect to a root parity bit also require a larger number of relations. The "linprog" procedure of the optimization package of Matlab, a commercial software suite from MathWorks, Inc, was used to solve the linear programming bound with these globally consistent relations. The constraints incorporated all the edge flow equations for the globally consistent relations according to Fig. 1 and Fig. 2 , constituting 5 equality constraints and a total of 77 inequalities. (Only a subset of the constraints were active in constraining the optimum found.) The resulting bound is d ≥ 4.54, which then implies d ≥ 5, and the even parity of the code implies d ≥ 6, the true minimum distance.
Conclusion
The mounting evidence of the efficacy of graph-message passing algorithms for codes on graphs portends greater use of such codes in the future. While random graphs have been used in coding systems with impressive performance, there is no assurance that any given random graph defines a good code with a respectable minimum distance. This paper provides a method for analyzing the connectivity and eigenvalues of a code constraint graph of parity and bit vertices in terms of relations between vertices and the eigenvalues of the adjacency matrix, leading to a linear programming problem whose solution is a lower bound on the minimum distance of the associated code. The graph analysis requires the determination of the eigenvalues, the computation of growth vectors, the definition of relations, extraction of flow equations, and the solution of a linear programming problem. Except for classes of graphs with unusually powerful automorphism groups, there is little hope of posing and solving the linear programming problem analytically for an entire class of graphs. Nonetheless, the methods should give valuable bounds in many specific cases. The analysis of the graph needed for the bound can be automated, and none of algorithms involved are likely to be computationally intensive. For random graphs, it is highly likely that the automorphism group will be trivial, and the linear programming problem will be large, perhaps prohibitively large.
The accuracy of the bound might be improved in at least two ways. First, the solution to the linear programming problem allowed real-valued variables. The relation distribution vector R Y for an actual codeword is integer valued, and multiplying the solution vector found for Z Y by the integer-valued bound will produce a vector of integers for any codeword. Conceptually, then, one could find an initial bound, round to the next larger integer, then iteratively apply integer programming until an integer solution for R Y consistent with the equations is found. Second, the assumption underlying the bound is that all active parity checks are solved by exactly two active bits, and this will often be violated in graphs that are not very sparse. This limitation could be partially overcome by seeking a solution in which the active parity nodes in the posited codeword are partitioned according to the number of adjacent active bits and creating distinct relations for each, refining the relation distribution vectors, and making additional inferences about the distribution of relations that must occur. The price of such a refinement is that the number of variables could be significantly increased.
The assumption that all active parity checks are satisfied by exactly two parities weakens the estimate of the minimum distance. Although this deficiency is an artifact of the graph analysis method, it is worth commenting that the ability of an iterative, graph message-passing algorithm to correct errors might well be correlated with the bound, and not the true minimum distance. Arguing heuristically, if there is a minimum weight word in which sizeable fraction of the parities in the codeword subgraph have degree four or greater, then there is some set of errors occuring in the bits of that minimum weight word that will cause a relatively small number of parities to be violated. Specifically, a set of fewer than (d − 1)/2 error vertices might themselves form a subgraph of the codeword subgraph that closely resembles a codeword inasmuch as few parities are violated. Intuitively, this configuration of errors will be difficult for an iterative algorithm to correct. We hypothesize that the graph analysis bound might be an indicator of the quality of the graph for use with iterative decoders. This hypothesis can be empirically tested.
The graphs most easily amenable to graph analysis of this paper have valuable algebraic structure, and the heuristic provided by the simple bound is that a graph with a ratio of second to first eigenvalues that is small will have a good minimum distance. Such graphs are known to be good expanders, from which one can construct good error-correcting codes [9] . Our graph analysis bound is in some sense a detailed examination and refinement of the linkage between expander graphs and good codes. It goes well beyond the simple eigenvalue characterization, delving into the subtle distinctions among expander graphs to discern which ones will engender codes with good minimum distance. It creates a potentially valuable bridge between spectral graph theory and coding theory.
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