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DOMINATED URYSON OPERATORS ON
LATTICE-NORMED SPACES
MARAT PLIEV AND BATRADZ TASOEV
Abstract. The aim of this note is to introduce the space DU (V,W ) of
the dominated Uryson operators on lattice-normed spaces. We prove an
“Up-and-down” type theorem for a positive abstract Uryson operator
defined on a vector lattice and taking values in a Dedekind complete
vector lattice. This result we apply to prove the decomposability of
the lattice valued norm of the space DU (V,W ) of all dominated Uryson
operators. We obtain that, for a lattice-normed space V and a Banach-
Kantorovich space W the space DU (V,W ) is also a Banach-Kantorovich
space. We prove that under some mild conditions, a dominated Uryson
operator has an exact dominant. We obtain formulas for calculating
the exact dominant of a dominated Uryson operator. We also consider
laterally continuous and completely additive dominated Uryson opera-
tors and prove that a dominated Uryson operator is laterally continuous
(completely additive) if and only if so is its exact dominant.
1. Introduction
Today the theory of regular operators in vector lattices is a very large
area of Functional Analysis to which many textbooks are devoted [1, 2, 5,
16]. Nonlinear maps between vector lattices in an involved subject. An
interesting class of nonlinear maps called abstract Uryson operators was
introduced and studied in 1990 by Mazo´n and de Leo´n [9, 10, 15], and then
considered to be defined on lattice-normed spaces by Kusraev and the first
named author [6, 7, 12]. The space of all abstract Uryson operators has
nice order properties, but the structure of this space is still less known. The
aim of this note is to investigate the space of dominated Uryson operators.
This class of operators generalizes abstract Uryson operators considered
by Mazo´n and de Leo´n. We study the set of the fragments of a positive
abstract Uryson operator, prove an “Up-and-down” type theorem and then
apply the result to prove a decomposability of the space of the dominated
Uryson operators acted between lattice-normed spaces. We also prove that
dominated Uryson operator is laterally continuous (completely additive) if
and only if the exact dominant is.
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2. Preliminary information
The goal of this section is to introduce some basic definitions and facts.
General information on vector lattices and lattice-normed spaces the reader
can find in the books [2, 5, 16].
Definition 2.1. Consider a vector space V and a real archimedean vector
lattice E. A map
 · : V → E is a vector norm if it satisfies the following
axioms:
1)
v≥ 0; v= 0⇔ v = 0; (v ∈ V );
2)
v1 + v2≤v1+v2; (v1, v2 ∈ V );
3)
λv= |λ|v; (λ ∈ R, v ∈ V ).
A vector norm is is said to be decomposable if
4) for all e1, e2 ∈ E+ and x ∈ V the condition
x = e1 + e2 implies
the existence of x1, x2 ∈ V such that x = x1 + x2 and
xk = ek,
(k := 1, 2).
In the case where condition (4) is valid only for disjoint e1, e2 ∈ E+, the
norm is said to be disjointly-decomposable or, in short, d-decomposable.
A triple (V,
 ·, E) (in brief (V,E), (V, ·) or V with default param-
eters omitted) is a lattice-normed space if
 · is an E-valued vector norm
in the vector space V . If the norm
 · is decomposable then the space V
itself is called decomposable. We say that a net (vα)α∈∆ (bo)-converges to
an element v ∈ V and write v = bo-lim vα if there exists a decreasing net
(eγ)γ∈Γ in E such that infγ∈Γ(eγ) = 0 and for every γ ∈ Γ there is an index
α(γ) ∈ ∆ such that
v − vα(γ) ≤ eγ for all α ≥ α(γ). A net (vα)α∈∆ is
called (bo)-fundamental if the net (vα−vβ)(α,β)∈∆×∆ (bo)-converges to zero.
A lattice-normed space is called (bo)-complete if every (bo)-fundamental net
(bo)-converges to an element of this space. Let e be a positive element of
a vector lattice E. By [0, e] we denote the set {v ∈ V :
v ≤ e}. A set
M ⊂ V is called (bo)-bounded if there exists e ∈ E+ such that M ⊂ [0, e].
Every decomposable (bo)-complete lattice-normed space is called a Banach-
Kantorovich space (a BKS for short).
Let (V,E) be a lattice-normed space. A subspace V0 of V is called a
(bo)-ideal of V if for any v ∈ V and u ∈ V0, from
v ≤ u it follows
that v ∈ V0. A subspace V0 of a decomposable lattice-normed space V is
a (bo)-ideal if and only if V0 = {v ∈ V :
v ∈ L}, where L is an order
ideal in E [15, 2.1.6.1]. Let V be a lattice-normed space and y, x ∈ V . Ifx⊥y= 0 then we call the elements x, y disjoint and write x⊥y. The
equality x =
∐n
i=1 xi means that x =
n∑
i=1
xi and xi⊥xj if i 6= j. An element
z ∈ V is called a component or a fragment of x ∈ V if z⊥(x− z). The set of
all fragments of an element x ∈ V is denoted by Fx. The notations z ⊑ x
means that z is a fragment of x. The Boolean algebra of projections in V
is denoted by B(V ). Observe that if E =
V⊥⊥ is a vector lattice with
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the projection property and V is decomposable then the Boolean algebras
B(V ) and B(E) are isomorphic.
Consider some important examples of lattice-normed spaces.
Example 1. We begin with simple extreme cases, namely vector lattices
and normed spaces. If V = E then the modules of an element can be taken
as its lattice norm:
v := |v| = v ∨ (−v); v ∈ E. Decomposability of this
norm easily follows from the Riesz Decomposition Property holding in every
vector lattice. If E = R then V is a normed space.
Example 2. Let Q be a compact and let X be a Banach space. Let V :=
C(Q,X) be the space of continuous vector-valued functions from Q to X.
Assign E := C(Q,R). Given f ∈ V , we define its lattice norm by the
relation
f : t 7→ ‖f(t)‖X (t ∈ Q). Then  · is a decomposable norm
([5], Lemma 2.3.2).
Example 3. Let (Ω,Σ, µ) be a σ-finite measure space, let E be an order-
dense ideal in L0(Ω) and let X be a Banach space. By L0(Ω,X) we denote
the space of (equivalence classes of) Bochner µ-measurable vector functions
acting from Ω to X. As usual, vector-functions are equivalent if they have
equal values at almost all points of the set Ω. If f˜ is the coset of a measurable
vector-function f : Ω → X then t 7→ ‖f(t)‖,(t ∈ Ω) is a scalar measurable
function whose coset is denoted by the symbol
f˜ ∈ L0(µ). Assign by
definition
E(X) := {f ∈ L0(µ,X) :
f∈ E}.
Then (E(X), E) is a lattice-normed space with a decomposable norm ([5], Lemma 2.3.7).
If E is a Banach lattice then the lattice-normed space E(X) is a Banach
space with respect to the norm |‖f |‖ := ‖‖f(·)‖X‖E .
Definition 2.2. Let E be a vector lattice, and let F be a real linear space.
An operator T : E → F is called orthogonally additive if T (x+ y) = T (x) +
T (y) whenever x, y ∈ E are disjoint.
It follows from the definition that T (0) = 0. It is immediate that the set
of all orthogonally additive operators is a real vector space with respect to
the natural linear operations.
Definition 2.3. Let E and F be vector lattices. An orthogonally additive
operator T : E → F is called:
• positive if Tx ≥ 0 holds in F for all x ∈ E;
• order bounded if T maps order bounded sets in E to order bounded
sets in F .
An orthogonally additive, order bounded operator T : E → F is called an
abstract Uryson operator.
For example, any linear operator T ∈ L+(E,F ) defines a positive abstract
Uryson operator by G(f) = T |f | for each f ∈ E. Observe that if T : E → F
is a positive orthogonally additive operator and x ∈ E is such that T (x) 6= 0
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then T (−x) 6= −T (x), because otherwise both T (x) ≥ 0 and T (−x) ≥ 0
imply T (x) = 0. So, the above notion of positivity is far from the usual
positivity of a linear operator: the only linear operator which is positive
in the above sense is zero. A positive orthogonally additive operator need
not be order bounded. Consider, for example, the real function T : R → R
defined by
T (x) =
{
1
x2
if x 6= 0
0 if x = 0 .
The set of all abstract Uryson operators from E to F we denote by
U(E,F ). Consider some examples. The most famous one is the nonlin-
ear integral Uryson operator.
Example 4. Let (A,Σ, µ) and (B,Ξ, ν) be σ-finite complete measure spaces,
and let (A×B,µ×ν) denote the completion of their product measure space.
Let K : A×B × R→ R be a function satisfying the following conditions1:
(C0) K(s, t, 0) = 0 for µ× ν-almost all (s, t) ∈ A×B;
(C1) K(·, ·, r) is µ× ν-measurable for all r ∈ R;
(C2) K(s, t, ·) is continuous on R for µ× ν-almost all (s, t) ∈ A×B.
Given f ∈ L0(A,Σ, µ), the function |K(s, ·, f(·))| is µ-measurable for ν-
almost all s ∈ B and hf (s) :=
∫
A |K(s, t, f(t))| dµ(t) is a well defined and
ν-measurable function. Since the function hf can be infinite on a set of
positive measure, we define
DomA(K) := {f ∈ L0(µ) : hf ∈ L0(ν)}.
Then we define an operator T : DomA(K)→ L0(ν) by setting
(Tf)(s) :=
∫
A
K(s, t, f(t)) dµ(t) ν − a.e. (⋆)
Let E and F be order ideals in L0(µ) and L0(ν) respectively, K a func-
tion satisfying (C0)-(C2). Then (⋆) defines an orthogonally additive or-
der bounded integral operator acting from E to F if E ⊆ DomA(K) and
T (E) ⊆ F .
Example 5. We consider the vector space Rm, m ∈ N as a vector lattice
with the coordinate-wise order: for any x, y ∈ Rm we set x ≤ y provided
e∗i (x) ≤ e
∗
i (y) for all i = 1, . . . ,m, where (e
∗
i )
m
i=1 are the coordinate func-
tionals on Rm. Let T : Rn → Rm. Then T ∈ U(Rn,Rm) if and only if there
are real functions Ti,j : R → R, 1 ≤ i ≤ m, 1 ≤ j ≤ n satisfying Ti,j(0) = 0
such that
e∗i
(
T (x1, . . . , xn)
)
=
n∑
j=1
Ti,j(xj),
In this case we write T = (Ti,j).
1(C1) and (C2) are called the Carathe´odory conditions
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Example 6. Let T : l2 → R be the operator defined by
T (x1, . . . , xn, . . . ) =
∑
n∈Ix
n
(
|xn| − 1
)
where Ix := {n ∈ N : |xn| ≥ 1}. It is not difficult to check that T is a
positive abstract Uryson operator.
Example 7. Let (Ω,Σ, µ) be a measure space, E a sublattice of the vector
lattice L0(µ) of all equivalence classes of Σ-measurable functions x : Ω→ R,
F a vector lattice and ν : Σ→ F a finitely additive measure. Then the map
T : E → F given by T (x) = ν(suppx) for any x ∈ E, is an abstract Uryson
operator which is positive if and only if ν is positive.
Consider the following order in U(E,F ) : S ≤ T whenever T − S is a
positive operator. Then U(E,F ) becomes an ordered vector space. If a
vector lattice F is Dedekind complete we have the following theorem.
Theorem 2.4. ([9],Theorem 3.2). Let E and F be a vector lattices, F
Dedekind complete. Then U(E,F ) is a Dedekind complete vector lattice.
Moreover for S, T ∈ U(E,F ) and for f ∈ E following hold
(1) (T ∨ S)(f) := sup{Tg + Sh : f = g + h; g⊥h}.
(2) (T ∧ S)(f) := inf{Tg + Sh : f = g + h; g⊥h}.
(3) (T )+(f) := sup{Tg : g ⊑ f}.
(4) (T )−(f) := − inf{Tg : g; g ⊑ f}.
(5) |Tf | ≤ |T |(f).
3. The fragments of an abstract Uryson operator
Let E,F be vector lattices with F Dedekind complete and T ∈ U+(E,F ).
The purpose of this section is to describe the fragments of T . That is
FT = {S ∈ U+(E,F ) : S ∧ (T − S) = 0}.
Like in the linear case we consider elementary fragments. For a subset A of
a vector lattice W we employ the following notation:
A↿ = {x ∈W : ∃ a sequence (xn) ⊂ A with xn ↑ x};
A↑ = {x ∈W : ∃ a net (xα) ⊂ A with xα ↑ x}.
The meanings of A⇃ and A⇃ are analogous. As usual, we also write
A↓↑ = (A↓)↑;A↿↓↑ = ((A↿)↓)↑.
It is clear that A↓↓ = A↓, A↑↑ = A↑. Consider a positive abstract Uryson
operator T : E → F , where F is Dedekind complete. Since FT is a Boolean
algebra, it is closed under finite suprema and infima. In particular, all “ups
and downs” of FT are likewise closed under finite suprema and infima, and
therefore they are also directed upward and, respectively, downward.
Definition 3.1. A subset D of a vector lattice E is called admissible if the
following conditions hold
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(1) if x ∈ D then y ∈ D for every y ∈ Fx;
(2) if x, y ∈ D, x⊥y then x+ y ∈ D.
Let T ∈ U+(E,F ) and D ⊂ E be an admissible set. Then we define a
map πDT : E → F+ by formula
πDT (x) = sup{Ty : y ⊑ x, y ∈ D},
for every x ∈ E.
Lemma 3.2. Let E,F be vector lattices with F Dedekind complete, ρ ∈
B(F ), T ∈ U+(E,F ) and D be an admissible set. Then π
DT is a positive
abstract Uryson operator and ρπDT ∈ FT .
Proof. Let us show that πD(T ) ∈ U+(E,F ). Fix x, y ∈ E with x⊥y. If
z ⊑ x+ y and z ∈ D, by the Riesz decomposition property, there exist z1, z2
such that z1 + z2 = z, z1⊥z2 and z1, z2 ∈ D. Then we have
Tz = T (z1 + z2) = T (z1) + T (z2),
and therefore πD(T )(x + y) ≤ πD(T )(x) + πD(T )(y). Now we prove the
reverse inequality. If z1 ⊑ x, z1 ∈ D and z2 ⊑ y, z1 ∈ D then we have
z1 + z2 ∈ D. Hence
T (z1) + T (z2) = T (z1 + z2) ≤ π
D(T )(x+ y).
Taking the supremum in the left hand side we may write
πD(T )(x) + πD(T )(y) ≤ πD(T )(x+ y).
Finally we have
πD(T )(x) + πD(T )(y) = πD(T )(x+ y).
Now fix an order projection ρ on the Dedekind complete vector lattice space
F . Then the operator Π : U(E,F ) → U(E,F ) define by Π(T ) = ρπDT
satisfies 0 ≤ Π(T ) ≤ T for each T ∈ U+(E,F ) and Π
2 = Π. Thus, by
([2],Theorem 1.44) the operator Π is an order projection on U(E,F ). Con-
sequently, if T is a positive abstract Uryson operator, then for each order
projection ρ on F and each admissible set D ⊂ E the operator ρπDT is a
fragment of T . 
Consider some examples.
Example 8. Let E be a vector lattice. Every order ideal in E is an admis-
sible set.
Example 9. Let E,F be a vector lattices and T ∈ U+(E,F ). Then NT :=
{e ∈ E : T (e) = 0} is an admissible set.
The following example is important for further considerations.
Lemma 3.3. Let E be a vector lattice and x ∈ E. Then Fx is an admissible
set.
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Proof. Let y ❁ x and z ⊑ y. Then (x− y)⊥y and (y− z)⊥z. We may write
|x− z| ∧ |z| = |x− y + y − z| ∧ |z| ≤
≤ (|x− y|+ |y − z|) ∧ |z| ≤
≤ |x− y| ∧ |z|+ |y − z| ∧ |z| ≤
≤ |x− y| ∧ |y|+ |y − z| ∧ |z| = 0.
Now we prove (2) of Definition 3.1. Let y1 ⊑ x, y2 ⊑ x and y1⊥y2. Then
we have
|x− y1 − y2| ∧ |y1| ≤ (|x− y1|+ |y2|) ∧ |y1| ≤
|x− y1| ∧ |y1|+ |y2| ∧ |y1| = 0;
|x− y1 − y2| ∧ |y2| ≤ (|x− y2|+ |y1|) ∧ |y2| ≤
|x− y2| ∧ |y2|+ |y1| ∧ |y2| = 0;
|x− y1 − y2| ∧ |y1 + y2| = |x− y1 − y2| ∧ (|y1|+ |y2|)
= |x− y1 − y2| ∧ (|y1| ∨ |y2|) =
= (|x− y1 − y2| ∧ |y1|) ∨ (|x− y1 − y2| ∧ |y2|) = 0.

Nonempty admissible sets D1 andD2 are called distinct if D1
⋂
D2 = {0}.
If D = Fx then we denote the operator π
DT by πxT . Recall that a family of
mutually disjoint order projections (ρξ)ξ∈Ξ is said to be full if
∨
ξ∈Ξ
(ρξ)ξ∈Ξ =
IdF . Any fragment of the form
n∑
i=1
ρiπ
xiT , n ∈ N, where ρ1, . . . , ρn is a finite
family of mutually disjoint order projections in F , like in the linear case is
called an elementary fragment of T . The set of all elementary fragments of
T we denote by AT .
Lemma 3.4. Let E,F be vector lattices, F Dedekind complete with a filter
of weak order units AF , S, T ∈ U+(E,F ). Then S⊥T if and only if for every
x ∈ E, ε > 0, 1 ∈ AF there exists a full family (ρξ)ξ∈Ξ of mutually disjoint
order projections on F , and a family (xξ)ξ∈Ξ of fragments of x such that
ρξπ
xξT (x) ≤ ε1 and ρξ(S − ρξπ
xξS)x ≤ ε1 for every ξ ∈ Ξ.
Proof. By Theorem 2.4
0 = (T ∧ S)x = inf{Tx1 + Sx2 : x = x1 + x2, x1⊥x2}.
Observe that for every y ∈ E we have πyTy = Ty. Take an element u ∈ F ,
u = Sx ∧ Tx + ρ⊥(Sx + Tx), where ρ is the order projection on the band
{Sx ∧ Tx}⊥⊥. It is not difficult to check that Sx+ Tx ∈ {u}⊥⊥, ρ1u ≤ Tx
and ρ2u ≤ Sx, where ρ1, ρ2 are order projections on the bands {Tx}
⊥⊥ and
{Sx}⊥⊥ respectively. Then we have
ρξ(Txξ + S(x− xξ)) ≤ εu
for a certain full family (ρξ)ξ∈Ξ of mutually disjoint order projections on F ,
and the family (xξ + (x − xξ) = x)ξ∈Ξ of the partitions of the element x.
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Consequently, ρξTxξ ≤ ρ1εu ≤ εTx and ρξS(x − xξ) ≤ εSx. The converse
assertion is obvious. 
Lemma 3.5. Let E,F be vector lattices, F Dedekind complete with a filter
of the weak order units AF , T ∈ U+(E,F ). If S ∈ FT then for every
x ∈ E, ε > 0, 1 ∈ AF there exists a full family (ρξ)ξ∈Ξ of mutually disjoint
order projections on F , and a family (xξ)ξ∈Ξ of fragments of x, such that
ρξ|(S − ρξπ
xξT )|x ≤ ε1 for every ξ ∈ Ξ.
Proof. Using Lemma 3.4 and taking operators S, T − S and the weak order
unit 121 we have
ρξ|(S − ρξπ
xξT )|x ≤ ρξ|(S − ρξπ
xξS)|x+ ρξ|(ρξπ
xξS − ρξπ
xξT )|x =
= ρξ|(S − ρξπ
xξS)|x+ ρξ|(ρξπ
xξ(T − S))|x.

Lemma 3.6. Let E,F be the same as in Lemma 3.4, T ∈ U+(E,F ) and
S ∈ FT . Then
(1) for every x ∈ E, ε > 0, 1 ∈ AF there exists Gx ∈ A
↑
T , so that
|S −Gx|x ≤ ε1;
(2) for every x ∈ E there exists Rx ∈ A
↑⇃
T , so that |S −Rx|x = 0.
Proof. Let us to prove (1). By Lemma 3.5 there exists a full family (ρξ)ξ∈Ξ of
mutually disjoint order projections on F , and a family (xξ)ξ∈Ξ of fragments
of x such that ρξ|(S − ρξπ
xξT )|x ≤ ε1 for every ξ ∈ Ξ. By Θ we denote the
system of all finite subsets of Ξ. It is an ordered by inclusion set. Surely, Θ
is a directed set. For every θ ∈ Θ set Gθ =
∑
θ∈Θ
ρξπ
xξT . The net (Gθ)θ∈Θ is
increasing. Let Gx = sup(Gθ)θ∈Θ. Then Gx ∈ A
↑
T and we may write
ρξ|(S −Gθ)|x = ρξ|(S −
∑
θΘ
ρξπ
xξT )|x ≤ ε1
for every ξ ∈ Ξ and every θ ≥ {ξ}. Therefore ρξ|S − Gx|x ≤ ε1 for every
ξ ∈ Ξ and |S −Gx|x ≤ ε1.
Now we prove (2). Fix any 1 ∈ AF . For εn =
1
2n there exists G
n
x ∈ AT
such that |S − Gnx |x ≤
1
2n1. Let C
k
x =
∞∨
n=k
Gnx and C
k,i
x =
n=k+i∨
n=k
Gnx . Since
AT is a subalgebra of FT , one has C
k,i
x ∈ A
↑
T and C
k,i
x ↑ Ckx ∈ A
↑↿
T = A
↑
T .
Then we have
|S − Ck,ix |x = |S −
n=k+i∨
n=k
Gnx |x = |
n=k+i∨
n=k
(S −Gnx)|x ≤
≤
n=k+i∑
n=k
|S −Gnx|x ≤
∞∑
n=k
1
2n
1 ≤
1
2k−1
1.
So we may write |S − Ckx | ≤
1
2k−1
1. The sequence (Ckx) is decreasing. Let
Rx = inf C
k
x . Then Rx ∈ A
↑⇃
T and |S −Rx|x = 0. 
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Remark that Rxy = 0 for every y such that Fx and Fy are distinct
admissible sets. Moreover, if y ∈ Fx and |S − Rx|x = 0 we can write
0 ≤ |S − Rx|y ≤ |S − Rx|x = 0, and therefore |S − Rx|y = 0 for every
y ∈ Fx.
Lemma 3.7. Let E be a vector lattice and D ⊂ E. Then there exists
a family (yλ)λ∈Λ of elements of D so that (Fyλ)λ∈Λ are pairwise distinct
admissible set and
D =
⋃
α∈Λ
Fyα .
Proof. For the proof we apply the method of transfinite induction. Let β be
the least ordinal of cardinality |D| and let (xα)α<β be any well ordering of
D. Let y0 = x0 and λ < β be a cardinal number. Assume that Fyµ and Fyµ′
are distinct admissible sets for every µ 6= µ′; µ, µ′ < λ. Take the element xλ
and consider the set
Fxλ := {z ∈ Fxλ , z /∈
⋃
µ<λ
Fyµ}.
This set is a subset of Fxλ and consequently is partially ordered by inclusion
and every linearly ordered chain is bounded. Therefore there exists a maxi-
mal element which denoted by yλ. Taking into account the definition of the
element yλ we have that Fyλ and Fyµ are distinct admissible sets for every
µ < λ. Then we may write D =
⋃
α≤β
Fyα and (yα) is a desired family. 
Theorem 3.8. Let E,F be vector lattices, F Dedekind complete with a filter
of weak order units AF , T ∈ U+(E,F ) and S ∈ FT . Then S ∈ A
↑⇃↑
T .
Proof. Let D = {x ∈ E : S(x) 6= 0} and consider the family (yλ)λ∈Λ like
in Lemma 3.7. By Θ we denote the system of all finite subsets of Λ. It
is an ordered by inclusion set. It is clear that, Θ is a directed set. For
every θ ∈ Θ denote by Rθ =
∨
λ∈θ
Ryλ . The net (Rθ)θ∈Θ is increasing. Let
R = sup(Rθ)θ∈Θ. Then R ∈ A
↑⇃↑
T and |S − R|x = 0 for every x ∈ E.
Therefore R = S and S ∈ A↑⇃↑T . 
Remark that for linear positive operators the same theorem and its mod-
ifications were proven by de Pagter, Aliprantis and Burkinshaw, Kusraev
and Strizhevski in [3, 8, 11].
4. Dominated Uryson operator
In this section we consider a wide class of orthogonally additive operators
acting from a lattice-normed space (V,E) to another lattice-normed space
(W,F ), called dominated Uryson operators, and investigate some properties
of these operators. In particular, we find a formula for calculation the exact
dominant of a dominated operator and show that the vector norm of a
dominated operator is decomposable. At first, dominated Uryson operators
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were introduced and studied in [6]. But our approach is different. We
consider a more wider class of dominants. As a result, the set of dominants
is Dedekind complete vector lattice, the space of the dominated Uryson
operators is decomposable, etc.
Definition 4.1. Let E be a vector lattice and X a vector space. An or-
thogonally additive map T : E → X is called even if T (x) = T (−x) for
every x ∈ E. If E,F are vector lattices, the set of all even abstract Uryson
operators from E to F we denote by Uev(E,F ).
If E,F are vector lattices with F Dedekind complete, the space Uev(E,F )
is not empty. Indeed, for every T ∈ U(E,F ) by ([9],Proposition 3.4) there
exists an even operator T˜ ∈ U ev+ (E,F ) which is defined by the formula,
T˜ f = sup{|T |g : |g| ≤ |f |}.
Lemma 4.2. Let E,F be vector lattices with F Dedekind complete. Then
Uev(E,F ) is a Dedekind complete sublattice of U(E,F ).
Proof. It is clear that Uev(E,F ) is a vector subspace. Let us prove that
Uev(E,F ) is a sublattice of Uev(E,F ). Fix T ∈ Uev(E,F ) and take T+.
Observe that {y : y ∈ F(−x)} = {−y : y ∈ Fx} for an arbitrary x ∈ E.
Then by 2.4 we have
T+(−x) = sup{Ty : y ⊑ (−x)} = sup{T (−y) : y ⊑ x} =
= sup{T (y) : y ⊑ x} = T+(x), (x ∈ E).
Hence Uev(E,F ) is a vector sublattice. To prove that the vector sublattice
Uev(E,F ) is Dedekind complete, assume that (Tα) ⊂ U
ev(E,F ) and 0 ≤
Tα ↑ T , where T ∈ U+(E,F ). We have to prove that T = supα Tα is also an
even positive abstract Uryson operator. For an arbitrary x ∈ E we have
T (−x) = sup
α
Tα(−x) = sup
α
Tα(x) = T (x).
Hence Uev(E,F ) is Dedekind complete. 
Definition 4.3. Let (V,E) and (W,F ) be lattice-normed spaces. A map
T : V → W is called orthogonally additive if T (u + v) = Tu + Tv for
every u, v ∈ V, u⊥v. An orthogonally additive map T : V → W is called a
dominated Uryson operator if there exists S ∈ Uev+ (E,F ) such that
Tv≤
S
v for every v ∈ V . In this case we say that S is a dominant for T .
The set of all dominants of the operator T is denoted by Domin(T ). If
there is the least element in Domin(T ) with respect to the order induced
by Uev+ (E,F ) then it is called the least or the exact dominant of T and is
denoted by
T. The set of all dominated Uryson operators from V to W
is denoted by DU (V,W ).
Example 10. Let X,Y be normed spaces. Consider the lattice-normed
spaces (X,R) and (Y,R). Then a given map T : X → Y is an element of
DU (X,Y ) if and only if there exists an even function f : R→ R+ such that
‖Tx‖ ≤ f(‖x‖) for every x ∈ X.
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Example 11. Let E,F be vector lattices with F Dedekind complete. Con-
sider the lattice-normed spaces (E,E) and (F,F ) where the lattice valued
norms coincide with the modules. We may show that the vector space
DU (E,F ) coincide with U(E,F ). Indeed, if T ∈ DU (E,F ), then there ex-
ists S ∈ Uev+ (E,F ) such that |Tx| ≤ S|x| for every x ∈ E. Thus, T is
order bounded. If T ∈ U(E,F ) then by ([9], Proposition 3.4) there exists
S ∈ Uev+ (E,F ), so that |Tf | ≤ S(f) ≤ S(|f |) and therefore T ∈ DU (E,F ).
Example 12. Let (A,Σ, µ) be a finite complete measure space, E an order
ideal in L0(µ) and X a Banach space. Let N : A ×X → X be a function
satisfying the following conditions:
(C0) N(t, 0) = 0 for µ-almost all t ∈ A;
(C1) N(·, x) is Bochner µ-measurable for all x ∈ X;
(C2) N(t, ·) is continuous with respect to the norm of X for µ-almost all
t ∈ A.
(C3) There exists a measurable function M : A × R → R+, so that
M(t, r) =M(t,−r) for µ-almost all t ∈ A, r ∈ R and
sup
‖x‖≤r
‖N(t, x)‖ ≤M(t, r) for all t× r ∈ A× R.
By Dom(N) we denote the set of the Bochner µ-measurable vector-function
f : A → X, so that N(·, f(·)) ∈ L1(µ,X). If E(X) ⊂ Dom(N) and
M(·, g(·)) ∈ L1(µ) for every g ∈ E, we may define an orthogonally addi-
tive operator T : E(X)→ X by the formula
Tf :=
∫
A
N(t, f(t)) dµ(t).
Let us show that T ∈ DU (E(X),X). IndeedTf= ‖Tf‖ = ‖∫
A
N(t, f(t)) dµ(t)‖ ≤
∫
A
‖N(t, f(t))‖ dµ(t) ≤
≤
∫
A
M(t, ‖f(t)‖) dµ(t) = S
f,
where S : E → R+ is the integral Uryson operator, Se =
∫
AM(t, e(t)) dµ(t)
and S is a dominant for T .
Theorem 4.4. Let (V,E), (W,F ) be lattice-normed spaces with V decom-
posable and F Dedekind complete. Then every dominated Uryson operator
T : V →W has an exact dominant
T.
Proof. At first we observe that Domin(T ) is a lower semilattice in Uev+ (E,F ).
It means that if S1, S2 ∈ Domin(T ) then S1 ∧ S2 ∈ Domin(T ). Indeed, ifu= e1+e2, where u ∈ V and e1⊥e2, then we have u = u1+u2,ui= ei,
i ∈ {1, 2}. Consequently the following inequality holdsTu=Tu1 + Tu2≤Tu1+Tu2≤ S1e1 + S2e2.
Take the infimum over e1 and e2, e1 + e2 =
u, e1⊥e2 yields Tu ≤
(S1∧S2)
u. Thus S1∧S2 ∈ Domin(T ) and the set Domin(T ) is downward
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directed. Then the infimum R = inf{S : S ∈ Domin(T )} can be calculated
pointwise on the cone E+. It follows thatTu≤ inf{Su : S ∈ Domin(T )} = Ru, (u ∈ V ).
Hence R ∈ Domin(T ) and R =
T. 
For further consideration we introduce the following set
E˜+ = {e ∈ E+ : e =
n⊔
i=1
vi; vi ∈ V ; n ∈ N}.
Lemma 4.5. Let (V,E) be lattice-normed spaces with V d-decomposable.
Then E˜+ is an admissible set.
Proof. Let us prove the first assertion from 3.1. Fix e ∈ E˜+ and e0 ⊑ e. Then
there exist w1, . . . , wn and a family of mutually disjoint elements of V such
that e =
n⊔
i=1
wi and e = e0 + (e − e0). Then by the d-decomposability of
V , there exist two families (v1, . . . , vn) and (u1, . . . , un) of mutually disjoint
elements of V such that
wi = vi + ui; vi⊥ui; i ∈ {1, . . . , n};
e0 =
n⊔
i=1
vi; (e− e0) = n⊔
i=1
ui.
Item (2) of Definition 3.1 is obvious. 
Theorem 4.6. Let (V,E), (W,F ) be the same as in Theorem 4.4. Then
the exact dominant of a dominated Uryson operator T : V → W can be
calculated by the following formulas
(1)
T(e) = sup{ n∑
i=1
Tui : ∐ni=1ui= e, n ∈ N} (e ∈ E˜+);
(2)
T(e) = sup{T(e0) : e0 ∈ E˜+, e0 ⊑ e}; (e ∈ E+)
(3)
T(e) =T(e+) +T(e−), e ∈ E.
Proof. Take e ∈ E˜+ and denote by Re the right side of the formula (1). For
every mutually disjoint family u1, . . . , un the elements of V we may write
n∑
i=1
Tui≤T( n∑
i=1
ui) =T(e).
Since the vector lattice F is Dedekind complete the map R : E˜+ → F is well
defined. If u1, . . . , un, v1, . . . , vm are mutually disjoint families of elements
of V , so that
n∐
i=1
ui = e and n∐
i=1
vi = f , e⊥f then e, f ∈ E˜+ and we
may write
n∑
i=1
Tui+ m∑
k=1
Tvk≤ R(e+ f).
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Passing to the supremum over all mutually disjoint families u1, . . . , un and
v1, . . . , vm we obtain R(e) + R(f) ≤ R(e + f). Let e + f =
n∑
k=1
wk.
By the decomposability of the lattice valued norm in V , there exist finite
families of mutually disjoint elements e1, . . . , en ∈ E˜+, f1, . . . , fm ∈ E˜+, and
u1, . . . , un ∈ V , v1, . . . , vn ∈ V , such that
f = f1 + · · ·+ fn; e = e1 + · · ·+ en;
wk = uk + vk;
uk= ek;vk= fk; k ∈ {1, . . . , n}.
Then we have
n∑
k=1
Twk≤ n∑
k=1
Tvk+ n∑
k=1
Tuk≤ R(e+ f).
Taking the supremum over all families of mutually disjoint elements of V ,
we obtain the reverse inequality R(e + f) ≤ R(e) + R(f). Thus R is an
orthogonally additive operator. Now extend R from E˜+ to E+ by letting
Re = sup{Re0 : e0 ⊑ e; e0 ∈ E˜+}.
Since E˜+ is an admissible set, the extended operator is well defined. SinceT is an order bounded operator, E˜+ is an admissible set and F is Dedekind
complete, the extended operator is orthogonally additive and there exists
M ∈ F+, so that 0 ≤ f ≤ M , for every f ∈ (
T[0, e]). So we have
Re0 ≤
T(e0) ≤ M for every e0 ⊑ e. Therefore, the supremum in
the definition of Re exists. Moreover, Re ≤
T(e). Finally, letting
Re = R(e+) + R(e−) for e ∈ E we obtain some even positive abstract
Uryson operator R : E → F and R ≤
T. On the other hand, for v ∈ V ,
we have
Tv≤ Rv. Thus, R is a dominant for T and, henceT≤ R.
Finally, we obtain R =
T. 
The following corollary of Theorem 4.6 is often useful.
Corollary 4.7. Let (V,E), (W,F ) be the same as in Theorem 4.6. Then
an orthogonally additive operator T : V → W is dominated if and only if
the set
O(e) =
{ n∑
i=1
Tvi : n⊔
i=1
vi⊑ e, n ∈ N}
is order bounded for every e ∈ E+.
Proof. Necessity is obvious. Suppose that O(e) is an order bounded set
for every e ∈ E+. Denote the sup{O(e)} by O(e). Define an orthogonally
additive operator R : E+ → F in the same way as in the Theorem 4.6, By
order boundedness the O(e) this definition is correct, moreover Re ≤ O(e)
for every e ∈ E+. Suppose that for some v1, . . . , vn ∈ V , u1, . . . , um ∈ V ,
e ∈ E+, we have
(
v1+ · · · +vn) ⊑ e =u1+ · · · +um.
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Then the element f := e − (
v1+ · · · +vn) can be represented as f =
m⊔
i=1
fi, where 0 ≤ fi ≤
ui, i ∈ {1, . . . ,m}. By the decomposability of V ,
there exist w1, . . . , wm ∈ V such that
wi = fi, i ∈ {1, . . . ,m}. So, for
p =
Tv1+ · · ·+Tvn we have
p ≤ p+
Tw1+ · · ·+Tvm≤ Re.
The element p ∈ O is arbitrary, and therefore Oe ≤ Re for every e ∈
∑
E˜+.
We also observe that Oe = sup{Re0 : e0 ⊑ e; e0 ∈ E˜+}. Thus, the operators
R and O coincide on E˜+. Finally, using the inequality
Tv ≤ Ov for
every v ∈ V we complete the proof. 
5. Decomposability of the space of dominated Uryson operator
In this section we establish that the set of all dominated Uryson operators
is a Banach-Kantorovich space with respect to the the dominant norm.
Theorem 5.1. Let (V,E), (W,F ) be lattice-normed spaces with V decom-
posable andW a Banach-Kantorovich space. Then the space of all dominated
Uryson operators DU (V,W ) is a Banach-Kantorovich space.
First we need the following lemma.
Lemma 5.2. Let (V,E), (W,F ) be lattice-normed spaces with V decom-
posable and F Dedekind complete. Then the set of all dominated Uryson
operator D(V,W ) with the map
 · : D(V,W ) → Uev+ (E,F ) is a lattice-
normed space.
Proof. As we saw in Lemma 4.5, in the case of a decomposable lattice-
normed space V and a Dedekind complete vector lattice F , the dominant
norm
T ∈ Uev+ (E,F ) is well defined for each dominated Uryson opera-
tor T ∈ D(V,W ). So, the set D(V,W ) with the map
 · : D(V,W ) →
Uev+ (E,F ) is a lattice-normed space too. The first and second axioms of 2.1
are obvious. Now, for every T1, T2 ∈ D(V,W ) and v ∈ V we may write(T1 + T2)v≤T1v+T2v≤ S1v+ S2v=
= (S1 + S2)
v,
where S1, S2 are dominants for T1 and T2 respectively. Therefore Domin(T1+
T2) ⊃ Domin(T1) + Domin(T2) and the third axiom of Definition 2.1 is also
valid. 
Lemma 5.3. Let (V,E), (W,F ) be lattice normed spaces with V decom-
posable and W (bo)-complete. Then the lattice-normed space D(V,W ) is
(bo)-complete.
Proof. Let (Tα) be bo-fundamental net in D(V,W ). It means that for α, β ≥
γ we have
Tα − Tβ ≤ Sγ , where the net is decreasing and converges to
zero in Uev(E,F ). Then we may writeTαv − Tβv≤ Sγ(v). (⋆)
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Hence the net (Tαv) is also bo-fundamental in (W,F ) for every v ∈ V . Since
W is bo-complete, there exists an orthogonally additive operator T : V →W
defined by the formula Tv = bo-limα Tvα. Passage to the limit over α in the
(⋆) gives
Tv − Tβv≤ Sγ(v). Thus, we haveTv≤Tv − Tβv+Tβv≤ Sγ(v) +Tβv,
and the operator T is dominated. Let us show that T = bo-limα Tα. Fix
e ∈ E+ and take v1, . . . , vn ∈ V so that (
v1+ · · · +vn) ⊑ e. Then we
may write
n∑
i=1
Tαvi − Tβvi≤ n∑
i=1
Sγ(
vi) ≤ Sγ(e).
Passing to the order limit over α and taking the supremum over all finite
families (v1, . . . , vv) we have
T − Tβ ≤ Sγ for all α ≥ γ and therefore
finishing the proof. 
Lemma 5.4. ([5],Proposition 2.1.2.3). Let (V,E) be a lattice-normed space
with V decomposable. Then for a pair of disjoint elements e1, e2 ∈ E+ the
decomposition v = v1 + v2, where
v1= e1,v2= e2 is unique.
Lemma 5.5. Let E,F be vector lattices with F Dedekind complete, and let
D ⊂ E be an admissible set. Then for every S ∈ U+(E,F ), e ∈ D the
following equality holds
(πD)⊥Se = 0.
Proof. By definition, (πD)Se = sup{Se0 : e0 ⊑ e, e0 ∈ D}. Then for an
arbitrary e ∈ D we have Se = (πD)Se. Therefore,
(πD)⊥Se = (πD)⊥ ◦ (πD)Se = 0.

Lemma 5.6. Let (V,E), (W,F ) be lattice normed spaces with V decompos-
able and W (bo)-complete. Suppose D is an arbitrary admissible set in E.
For every T ∈ DU (V,W ) there exists a unique operator π
DT ∈ DU (V,W )
such that
πDT= πDT andT − πDT=T− πDT.
Proof. Denote Ψ :=
T. Take an element v ∈ V . We are going to construct
a net (vα)α∈Λ (which depends on the D) for v with the following properties:
o-limα π
DΨ
v − vα = 0 and o-limα(πD)⊥Ψvα = 0. We must note,
if e ∈ D, then (πD)⊥Se = 0 for every S ∈ U+(E,F ). This net can be
constructed by the following procedure. Assign eα := α ⊑
v, α ∈ D and
fα =
v− eα. Observe that eα⊥fα for every α and eα ⊑ eβ , α, β ∈ Λ,
β ≥ α. By the decomposability of V , there exists a net (vα)α∈Λ ⊂ V , such
that vα= eα;v − vα= fα, α ∈ Λ.
Moreover, using the fact that eα ⊑ eβ we may write
eβ = eα + (eβ − eα); eα⊥(eβ − eα);
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We must note, if e ∈ D, then (πD)⊥Se = 0 for every S ∈ U+(E,F ). The
net (vα)α∈Λ is said to be cut for v ∈ V (with respect to the D). For such a
net the limit bo-limα Tvα exists. Indeed, for all β ≥ α we haveTvβ − Tvα=T (vβ − vα) + Tvα − Tvα≤ Ψvβ − vα
= πDΨ(
vβ − vα) + (πD)⊥Ψ(vβ − vα) =
= πDΨ(
vβ−vα) + (πD)⊥Ψ(vβ−vα) ≤
≤ πDΨ(
v−vα) + (πD)⊥Ψ(vβ−vα) =
= πDΨ(
v−vα) ↓ 0.
Observe that by Lemma 5.5 (πD)⊥Ψ(
vβ−vα) = 0 for every α, β ∈ Λ,
β ≥ α. Thus, the net (Tvα) is (bo)-fundamental and (bo)-limit exists by
(bo)-completeness of W . By Lemma 5.4, the net (vα) is unique. Hence, the
operator πDT : V → W is defined by the formula πDTv = bo-limα Tvα,
where vα is a cut net for v. It is clear, that if v1, v2 ∈ V , v1⊥v2 and (v
1
α), v
2
α
are cut nets for v1, v2 then (v
1
α + v
2
α) is a cut net for v1 + v2. Consequently,
taking into account the definition of the operator πDT , we have
πDT (v1 + v2) = π
DTv1 + π
DTv2; v1, v2 ∈ V ; v1⊥v2.
Moreover, the operator πDT is a dominated Uryson operator by the following
inequalitiesπDTv= o-lim
α
Tvα≤ o-lim
α
Ψ(
vα) = πDΨ(v).
So, πDT ∈ DU (E,F ) and
πDT ≤ πDΨ. For the operator T − πDT we
may write(T − πDT )v= o-lim
α
Tv − Tvα≤ o-lim
α
Ψ(
v − vα) = (πD)⊥Ψ.
Therefore
T − πDT≤ (πD)⊥Ψ. Next, we obtainT≤πDT+T − πDT≤ πDΨ+ (πD)⊥Ψ = Ψ =T;
and therefore
πDT= πDΨ andT − πDT= (πD)⊥Ψ. Let us prove the
uniqueness of the operator πDT . Assume that there is an operator T with
the same properties as πDT :T= πDT;T − T=T− πDT.
Then we may write
πD
T − πDT≤ πDT − πDT+
+πD
T − T= πD(2(πD)⊥T) = 0;
(πD)⊥
T − πDT≤ (πD)⊥(πDT+T) =
= (πD)⊥(2πD
T) = 0.
Finally we have
T − πDT= 0 or T = πDT . 
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Corollary 5.7. Let T , D be the same as in Lemma 5.3. Then the map
πD : T 7→ πDT is a linear projection in DU (V,W ).
Proof. It is proven that πD is a band projection in U(E,F ). Therefore we
may write T − πDT=T− πDT,
and replacing T with πDT we haveπDT − (πD)2T=πDT− (πD)2T= 0.

Lemma 5.8. Let (V,E), (W,F ) be the same as in Lemma 5.6. Suppose
(Tα)α∈Λ is a net of dominated Uryson operators, so that for some R ∈
DU (V,W ) the equality
R− Tα∧Tα= 0 is valid for all α ∈ Λ and there
exists S := o-limα
Tα. Then S ∈ FR and the equality T := bo-limα Tα
well defines a dominated Uryson operator T : V →W with
T= S.
Proof. By Tα⊥(R− Tα) in view ([5], 2.1.2) we deduceR=R− Tα + Tα=R− Tα+Tα
and
R− Tα=R−Tα for every α ∈ Λ. ThereforeTα∈ FR and
S ∈ FR. Denote Ψ :=
R for short. SinceTα − Tβ≤ 2Ψ, and 2S is a
fragment of 2Ψ, we may writeTα − Tβ= (2Ψ− 2S + 2S) ∧Tα − Tβ
≤ (2Ψ− 2S) ∧
Tα − Tβ+ 2S ∧Tα − Tβ≤
≤ (2Ψ − 2S) ∧ (
Tα+Tβ) + 2S ∧ (R− Tα+R− Tβ)
= (2Ψ − 2S) ∧ (
Tα+Tβ) + 2S ∧ (2R−Tα−Tβ).
Thus, we have that the net (Tα)α∈Λ is (bo)-fundamental. Then there exists
an orthogonally additive operator T = bo-limα Tα. Moreover,we obtainTv= o-limTαv≤ o-lim
α
Tα(v) ≤ S(v).
Therefore
T ≤ S and R− T ≤ Ψ − S. Finally, we obtain T = S
and
R− T= Ψ− S. 
Lemma 5.9. Let (V,E), (W,F ) be the same as in Lemma 5.6. Then the
dominant norm
 · : DU (W,W )→ Uev(E,F ) is disjointly decomposable.
Proof of Lemma 5.9. Take pairwise disjoint projections σ1, . . . , σn ∈ B(F )
and elements e1, . . . , en ∈ E. Assign
ρT =
n∨
i=1
σiπ
ei ; ρT := σ1 ◦ (π1T ) + · · ·+ σn ◦ (πnT ),
where πi = π
ei , 1 ≤ i ≤ n. Then by Lemma 5.6 we may writeρT= σ1π1T+ · · · + σπnT= σ1π1T+ · · ·+ σπnT= ρT;ρ⊥T= σ1π⊥1 T+· · ·+σπ⊥n T= σ1π⊥1 T+· · ·+σπ⊥n T= ρ⊥T.
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Then take ρ ∈ A(
T)↑. Then there exists a decreasing net ρα of projections
inA(
T) such that ρ = supα ρα. For each α, the operator ραT ∈ DU (V,W )
is well defined, moreover
ραT = ραT and ρ⊥αT = ρ⊥αT. By
Lemma 5.8, there exists a dominated Uryson operator ρT = bo-limα ραT ,
and
ρT= ρT,ρ⊥T= ρ⊥T. Using the same arguments, we may
establish the latter equality for the case where ρ ∈ A(
T)↑⇃↑. Thus, for
arbitrary fragments Ψ1 = ρ
T and Ψ2 = ρ⊥T of the dominants norm,
we have T = T1 + T2 and
Ti = Ψi, i ∈ {1, 2}, whenever T1 = ρT and
T2 = ρ
⊥T . 
Proof of Theorem 5.1. Using the fact that every (bo)-complete and d-decomposable
lattice-normed space is decomposable and applying lemmas 5.2 - 5.9 we com-
plete the proof. 
6. Completely additive and laterally continuous
orthogonally additive operator
In this section we consider completely additive and laterally continuous
orthogonally additive operators and establish some of their properties.
Let (V,E) be a lattice-normed space. A net (vα)α∈Λ ⊂ V is said to be
laterally convergent to v ∈ V if v = bo-limα vα and
vβ − vγ⊥vγ for
all β, γ ∈ Λ, β ≥ γ.
Definition 6.1. Let (V,E), (W,F ) be lattice normed spaces and D ⊂ V .
An orthogonally additive operator T : V →W is called laterally continuous
on D(laterally continuous), if for every laterally convergent net (vα) ⊂ D
((vα) ⊂ D) the net Tvα is laterally convergent. The vector subspace of all
laterally continuous dominated Uryson operator is denoted by DnU (V,W ).
Lemma 6.2. Let E,F be vector lattices with F Dedekind complete and D ⊂
E be an admissible subset of E. If S ∈ U+(E,F ) is a laterally continuous
operator on D then there exists a unique laterally continuous operator S ∈
U+(E,F ) such that Se = Se for every e ∈ D.
Proof. Consider the map
Se = sup{Se0 : e0 ⊑ e; e0 ∈ D}.
Using the same arguments as in in the proof of Lemma 3.2 we can prove
that S ∈ U+(E,F ). Let us prove that S is a laterally continuous operator.
Take a laterally convergent net (eα)α∈Λ ⊂ E with e = o-limα eα. It is
enough to show that Se ≤ supα S(eα). If f ⊑ e and f ∈ D, by the Riesz
decomposition property, there exist a laterally convergent net fα ⊂ D such
that f = o-limα fα and fα ⊑ eα for every α ∈ Λ. Then we have
Sf = o-lim
α
Tfα = sup
α
Tfα ≤ supSeα.
Passing to the supremum over all fragments f ⊑ e, f ∈ D we may write
Se ≤ supα Seα. 
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Theorem 6.3. Let (V,E) be a lattice-normed space and let (W,F ) be a
Banach-Kantorovich space. Then a dominated Uryson operator T : V →W
is laterally continuous if and only if its exact dominant
T : E → F is.
T ∈ DnU (V,W )⇐⇒
T∈ Un+(E,F ).
Proof. Let
T be a laterally continuous operator. Take a laterally conver-
gent net (vα) ⊂ V with v = bo-limα vα. Then we haveTv − Tvα=T (v − vα + vα)− Tvα=T (v − vα)≤T(v − vα) ↓ 0.
Therefore T is laterally continuous. Let us prove a converse assertion.
Suppose T ∈ DnU (V,W ). Take a e ∈ E˜+ and a laterally convergent net
(eα)α∈Λ ⊂ E˜+, so that e = o-limα eα. Assign
g = sup
α
sup
{ n∑
i=1
Tvi : v1, . . . , vn ∈ V ; n⊔
i=1
vi= eα, n ∈ N}.
Then we have g = supα
T(eα) ≤T(e). Let us show that T(e) ≤
supα
T(eα). Consider a finite family of mutually disjoint elements v1, . . . , vn
of V with the property
n⊔
i=1
vi = e. Given α ∈ Λ, we associate with
each i ∈ {1, . . . , n} a representation vi = ui,α + wi,α, ui,α⊥wi,α for every
i ∈ {1, . . . , n}, α ∈ Λ, so that
vi=ui,α+wi,α; n⊔
i=1
ui,α= eα; n⊔
i=1
wi,α= e− eα.
Since (eα) laterally converges to e, we have
vi − ui,α=wi,α and there-
fore, ui,α laterally converges to vi for every i ∈ {1, . . . , n}. Then we have
n∑
i=1
Tvi= o-lim
α
(
n∑
i=1
Tui,α).
On the other hand for any β ∈ Λ we have
n∑
i=1
Tui,β≤ { n∑
i=1
Tui : u1, . . . , un ⊂ V ; n⊔
i=1
ui= eβ; n ∈ N} =
=
T(eβ) ≤ sup
α
T(eα) = g.
Passing to the o-limit over β in the latter inequalities, we obtain
n∑
i=1
Tui≤
g. Finally, taking the supremum over all mutually disjoint {u1, . . . , un} we
have
T(e) ≤ g. Thus, we have proved that the operatorT is laterally
continuous on the admissible set E˜+. By Lemma 6.2, we obtain that
T
coincides with g. 
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Let Λ be an index set and Θ be the set of all finite subset of Λ. Recall
that a family (vα)α∈Λ of the elements of a lattice-normed space V is called
(bo)-summable if the net (wθ)θ∈Θ, wθ =
∑
α∈θ
vα, is (bo)-convergent and w =
bo-limθ wθ. We denote the element w by bo-
∑
α vα.
Definition 6.4. Let (V,E), (W,F ) be lattice normed spaces. An orthogo-
nally additive operator T : V → W is said to be completely additive if, for
every (bo)-summable family of mutually disjoint elements (vα) the family
Tvα is (bo)-summable and
T
(
bo-
∑
α∈Λ
vα
)
= bo-
∑
α∈Λ
Tvα.
Theorem 6.5. Let (V,E) be a lattice-normed space and let (W,F ) be a
Banach-Kantorovich space. Then a dominated Uryson operator T : V →W
is completely additive if and only if its exact dominant
T : E → F is.
Proof. Assume that
T is a completely additive, (vα)α∈Λ is a (bo)-summable
family, Θ is the set of all finite subset of Λ, θ ∈ Θ and wθ =
∑
α∈θ
vα. At first
we have bo-
∑
α
vα − wθ
=
bo-
∑
α
vα
−wθ=bo-
∑
α
vα
−

∑
α∈θ
vα
=
bo-
∑
α
vα
−
∑
α∈θ
vα ↓ 0;
bo-
∑
α
vα−∑
α∈θ
vα ↓ 0.
Therefore
bo-∑α vα= bo-∑αvα. Now we may write
w = bo-
∑
α
vα = bo-
∑
α/∈θ
vα + wθ;
(
bo-
∑
α/∈θ
vα
)
⊥wθ;
Tw − Twθ=
T
(
bo-
∑
α/∈θ
vα
)≤T
bo-
∑
α/∈θ
vα

=
T(bo-∑
α/∈θ
vα) ↓ 0.
Hence, the operator T is completely additive.
Now assume that T is completely additive. Using the fact that
T is
an even operator, we may consider only (bo)-summable families (eα)α∈Λ,
where eα ∈ E+ for every α ∈ Λ. Take v ∈ V and a finite family ρ1, . . . , ρn
of mutually disjoint order projections in V such that
n∨
i=1
ρi = IdV . Assign
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e :=
v= bo-∑
α
eα, eα⊥eβ, α 6= β, eα ∈ E+ and σα be the projection onto
the band {eα}. Then we have
n∑
i=1
T (ρiv)= n∑
i=1
T
(∑
α∈Λ
σαρiv
)=
n∑
i=1

(∑
α∈Λ
Tσαρiv
)≤
≤
∑
α∈Λ
n∑
i=1
T (ρiσαv)≤∑
α∈Λ
T(σαv).
Passing to the supremum over all finite families ρ1v, . . . , ρnv, where ρi⊥ρj,
i 6= j,
n∨
i=1
ρi = IdV , we obtainT(e) ≤∑
α∈Λ
T(eα).
The reverse inequality is straightforward, we prove the complete additivity
of the operator T on an admissible set E˜+. If e, eα ∈ E+ then for arbitrary
e′ ∈ E˜+, e
′ ⊑ e, taking into account what we have proven, we may writeT(e′) =∑
α∈Λ
T(σαe′) ≤∑
α∈Λ
T(eα).
Passing to the supremum over all e′ ∈ E˜+, e
′ ⊑ e we have
T(e) ≤∑
α∈Λ
T(eα). 
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