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Abstract— Over the years, numerous researchers have explored 
the relationship between surface electromyography (sEMG) 
signal with joint torque that would be useful to develop a suitable 
controller for rehabilitation robot. This research focuses on the 
transformation of sEMG signal by adopting a mathematical 
model to find the estimated joint torque of knee extension. 
Swarm techniques such as Particle Swarm Optimization (PSO) 
and Improved Particle Swarm Optimization (IPSO) were 
adapted to optimize the mathematical model for estimated joint 
torque. The correlation between the estimated joint torque and 
actual joint torque were determined by Coefficient of 
Determination (R2) and fitness value of Sum Squared Error 
(SSE). The outcome of the research shows that both the PSO and 
IPSO have yielded promising results.  
Keywords—Rehabilitation robot; EMG-based controller; Joint-
torque estimation model; Swarm techniques. 
I.  INTRODUCTION  
People lose their ability to walk when they suffer from a 
spinal cord injury, traumatic brain injury and stroke. Stroke is 
one of the leading causes of death worldwide including 
Malaysia [1]. According to 2014 statistics, 15497 people in 
Malaysia died due to stroke [2]. Stroke patients who lost their 
ability to move need to undergo rehabilitation training to 
recover their lost motor functionality for daily living. Many 
therapists are required for intensive conventional rehabilitation 
especially for lower limb recovery [3]. In recent years, 
rehabilitation robot has been developed by researchers to 
replace the conventional rehabilitation training effort of a 
therapist [4-5]. Major contribution of rehabilitation robots for 
the users is to enhance the recovery of muscle atrophy and 
improve the physiological state of the user by training them to 
adapt to normal daily motion environment [6].    
Most of the studies considered that sEMG signal based 
control is able to provide an impressive development of 
rehabilitation robot [7-9]. Several researchers have developed 
rehabilitation robot for upper limb and lower limb such as 
neuro-fuzzy exoskeleton [10], SUEFUL-7 exoskeleton [11], 
NEUROexos [12], hand orthotic exoskeleton [13], XoR 
exoskeleton [14], TUPLEE exoskeleton [15] and Robot suit 
HAL (Hybrid Assistive Limb) [16]. The advantage of sEMG 
signals for rehabilitation robot is the patient’s ability to control 
their own movement during training exercise. The sEMG 
signals will contribute as an information to estimate the 
intended movement  but could not directly implemented into 
the controller of rehabilitation robot. The sEMG signals need 
to be converted to estimate joint torque/force and act as a 
feedback input or assistance trigger input of rehabilitation 
robot [17-19].  
Several researchers have completed their studies on sEMG 
signal conversion to estimated joint torque or force by 
implementing the joint torque estimation model such as Hill 
Based Model [20-23], The Artificial Neural Network (ANN) 
[24-26] and mathematical model [29-32]. Hill Based Muscle 
Model is represented by contractile element, parallel elastic 
element and series elastic element which is related to 
physiological of human body. This model characterized the 
relationships of force length and force velocity to calculate the 
muscle force or torque. Researchers have done work for 
sEMG driven Hill Based model to estimate the joint torque of 
hip, knee and ankle, joint moment of ankle and joint torque of 
knee. The disadvantage of this model is that many parameters 
are needed to be validated at each time to provide optimal 
performance [20-23]. The ANN is a black box to model the 
non-linear relationship between sEMG signal and the desired 
joint torque.  Several studies have implemented sEMG signals 
as an input of ANN and the output values are the predicted 
joint angle of ankle, joint torque of shoulder and elbow, and 
joint torque of knee and hip. The drawback of this model is the 
architecture of the ANN which is characterized by the number 
of weight and hidden layer that must be trained to minimize 
the validation error. This will cause inefficient computational 
time   [24-27]. The alternative approach to sEMG conversion 
to estimated joint torque is by implementing the mathematical 
model. Researches have  studied mathematical models by 
optimizing the unknown internal parameter of the 
mathematical model using Genetic Algorithm [28-29], 
Simulated Annealing [30], Levenberg Marquardt [31] and 
PSO algorithm [32] to calculate the joint torque close to 
desired joint torque.  
This paper discusses the development of optimal 
mathematical model of sEMG for joint-torque estimation 
using particle swarm optimization (PSO) and improved 
particle swarm optimization algorithm (IPSO). 
 
II. MATERIAL AND METHOD 
A. Signal Processing 
     Database of one healthy subject with three trials from [33] 
has been used as raw data of sEMG signals from ‘vastus 
lateralis’ muscles for movement task of knee extension 80°. 
Fig 1 shows the knee extension movement [34]. 
 
Fig. 1.   Knee extension movement [34] 
 
 The database also provides the raw data of actual torque from 
torque sensor. Signal processing based analysis was carried 
out using the software, EMG Works Analysis ver. 4.07. Signal 
processing of sEMG signals are as follows: 
 
(i) Filtering 
 The sEMG signals were then filtered by 4th order 
Butterworth bandpass filter with the cutoff frequency 
bandwidth of 20Hz - 400Hz. 
 
(ii) Feature Extraction 
Time domain feature extraction: Root Mean Square (RMS) 
has been chosen as shown in Equation (1).  
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where, x = sEMG signals data  and  N = number of samples 
          
(iii)  Muscle Activation 
       This function uses a threshold value that can be set by the 
user to determine the active muscle region. The lowest value 
from sEMG signals are considered as noise level and the active 
region of muscles is the region which has RMS sEMG signal 
values that are greater than the noise level values.   
                                                                                                
B. Joint Torque Estimation Model 
 
    The mathematical models used in this research are expressed 
in Equations (2) to (5). The Equations (2) to (5) are chosen 
based on previous research works [28] and [31]. 
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where, 
           MM(1) to MM(4) = mathematical model for  estimated   
                                       joint torque  
      ui = processed sEMG data samples 








x = as random value parameter    
                                         associated with the selected  
                                         mathematical model 
 
C. Fitness Function 
A fitness function in Equation (6) is to measure the 
performance of each selected mathematical model from 
Equations (2) to (5). The fitness function is used to minimize 
the errors to determine the optimal value convergence of PSO 
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where,
            i  = data sample 
           SSE = Sum Equared Error as fitness function 
           
)( iactT = actual joint torque 
           ))(( iyMM  = estimated joint torque using  mathematical  
                            model, y = 1, 2, 3 and 4 
 
D. Implementation of Algorithm 
PSO and IPSO are implemented using C language of  
Bloodshed Dev C++ version 4.9.9.2 on a personal computer 
with an Intel Core i3-231M@2.10 GHz processor and 4GB of 
memory. The sEMG signals are converted  to the estimated 
joint  torque using  mathematical models of Equations (2) to 
(5) by optimizing the parameter values (xi) of each 
mathematical model with the execution of PSO and IPSO 
algorithms. PSO algorithm is a swarm technique  that is 
inspired from the social behavior of a swarm of birds 
(particles) that search through a solution space. Each particle 
completes its own updating according to its current velocity 
and position. The best position can be derived from best 
personal particle position and global best particle position. The 
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where 
1
c  and 
2
c are acceleration constants for best personal 
particle position and the best global particle position 




Initialize number of 
particles,i 
Initialize parameters setting 
of algorithm w/k, c1, c2, r1, r2 
 
Initialize random position 
 xi ( t ) and velocity vi ( t ) 
Compute personal influence 
and social influence 
Update position xi(t +1)  and 
velocity vi(t +1) 
Stop 
 Fitness criteria is met ? 
Evaluates fitness condition 
t=t+1 
Random function r1 and r2 are random variables uniformly 
generated between 0 to1. Inertia weight coefficient w, serve as 
dampen of the velocities over the iteration. vi (t) and xi (t) are 
the particle velocity and particle position respectively, with 
respect to (t) iteration. )(ˆ tx
i
 is the individual best particle 
position, g(t)  is the best global particle position and i is the 
number of particle. The  update position of particle  for PSO 
algorithm is expressed as in Equation (8) [35]. 
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The update position of particle equation implemented in 
IPSO algorithm is similar as PSO algorithm in Equation (8).  
On the other hand, the update velocity of particle equation for 
IPSO algorithm is implemented in Equation (9)  proposed by 
Clec & Kennedy [36]. In Equation 9, the inertia weight, (w),is  
replaced by contriction factor (k), to eliminate the velocity 
clamping and encouraging convergence. 
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The flowchart of PSO and IPSO algorithm is illustrated in 
Fig. 2 and parameter setting of PSO and IPSO are provided in 
























Fig. 2.  Particle Swarm Optimization and Improvement Particle 
Swarm Optimization Algorithm flowchart 















E. Performance Evaluation 
     The  correlation  between the estimated joint torque and the 
actual joint torque  are evaluated  by Coefficient of 
Determination (R2)  in Equation (10).  
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where, 
           i = data samples 
          )()( iyMM = estimated joint torque  using mathematical  
                            models, y = 1,2,3……n 
           )(iact
T     = actual joint  torque 
            
)(_ iactTmean = mean of actual joint torque 
 
III. RESULTS AND DISCUSSIONS 
Figures 3 to 6 represent the correlation graph between 
estimated joint torque and actual joint torque from 
mathematical models MM(1) to MM(4)  for knee extension 80° 
with IPSO algorithm. Table 3 illustrates the results of 
Coefficient of Determination (R2) for trial 1 (T1), trial 2 (T2) 
and trial 3 (T3) for each mathematical model equation.  
 
 
Fig. 3.  Joint torques of knee extension 80° without 




Model w c1 c2 r1 r2 i 
MM(1) 0.625 1.7 2.0 0.5 0.5 10 
MM(2) 0.625 1.7 2.0 0.5 0.5 10 
MM(3) 0.625 1.2 1.7 0.5 0.5 10 
MM(4) 0.625 1.2 1.5 0.5 0.5 10 
Model k c1 c2 r1 r2 i 
MM(1) 0.48 1.7 2.0 0.5 0.5 10 
MM(2) 0.48 1.5 1.7 0.5 0.5 10 
MM(3) 0.48 1.7 2.0 0.7 0.7 10 
































        
Fig. 4.  Joint torques of knee extension 80° without  




Fig. 5. Joint torques of knee extension 80° without  




Fig. 6.  Joint torques of knee extension 80° without 
an external load for MM
(4) 
 
Table 3: Results of Coefficient of Determination (R2) 











As shown in Table 3, the results of Coefficient of 
Determination (R2) are similar for PSO and IPSO algorithm. It 
can be observed that mathematical model MM(4)  has the 
highest mean ± std value with R2 equals to 0.88±0.04 compared 
to mathematical models of MM(1) , MM(2)  and MM(3) with mean 
± std value of R2, 0.87 ±0.04. These results established 
mathematical model MM(4) as the optimal mathematical model 
compared to mathematical models MM(1) , MM(2)  and MM(3). 
However, the SSE and execution time of  IPSO algorithm 
obtained better results compared to the PSO algorithm  as 
shown in Tables 4 and 5.  Fig. 7 illustrates an example graph of 
the SSE with respect to the number of iterations for knee 
extension 80° by comparing PSO and IPSO algorithm of MM 
(4). 
 
Fig.7 Comparison of PSO and IPSO of the SSE with respect to the number 
of iterations for knee extension 80° 
 
The results of PSO and IPSO  algorithm for SSE, number of 
iterations and execution time are represented in Tables 4 and  
5 for each mathematical model for trial 1(T1), trial 2 (T2) and 
trial 3 (T3), of  knee extension 80°. 
 
Table 4: Comparison between IPSO and PSO for SSE 

















Table 5: Comparison between IPSO and PSO for number of iterations and 
execution time of knee extension 80° 








  T1 T1 T2 T2 
MM(1) IPSO 20 1.96 2 0.83 
 PSO 20 3.21 16 3.87 
MM(2) IPSO 2 1.56 2 1.89 
 PSO 2 2.49 2 2.43 
MM(3) IPSO 2 0.93 2 3.02 
 PSO 52 3687.35 8 18.31 
MM(4) IPSO 4 0.87 4 1.05 
 PSO 4 2.53 4 6.31 
 
 Coefficient of Determination (R2) 
Model T1 T2 T3 mean ± std 
MM(1) 0.92 0.83 0.86 0.87 ±0.04 
MM(2) 0.92 0.84 0.86 0.87 ±0.04 
MM(3) 0.92 0.84 0.86 0.87 ±0.04 
MM(4) 0.92 0.85 0.86 0.88±0.04 
  Sum Squared Error(SSE)-(Nm) 
Model Algorithm T1 T2 T3 
MM(1) IPSO 6779.24 12794.20 12509.20 
PSO 8669.91 13544.40 15590.40 
MM(2) IPSO 6999.71 11473.30 12265.20 
PSO 8998.30 14046.20 25330.10 
MM(3) IPSO 6793.63 13104.20 12628.60 
PSO 6805.70 52554.5 13178.90 
MM(4) IPSO 5954.31 10752.80 11099.90 
PSO 6148.26 16427.7 11177.1 
 
Continued Table 5: Comparison between IPSO and PSO for number of 
iterations and execution time of knee extension 80° 




  T3 T3 
MM(1) IPSO 2 1.63 
 PSO 38 7.07 
MM(2) IPSO 2 2.42 
 PSO 4 50.57 
MM(3) IPSO 2 0.84 
 PSO 2 3.30 
MM(4) IPSO 4 1.66 
 PSO 4 1.87 
 
From Table 4, it can be observed that the fitness value 
from the sum squared error of IPSO is less than the sum 
squared error of PSO. Besides that, the execution time of 
IPSO is faster than PSO as represented in Table 5. The update 
velocity of particle equation for IPSO replaces the inertia 
weight (w) with the constriction factor (k) to control the 
convergence tendency and eliminate some optimization 
problem in particle swarm algorithm. In this paper, the sEMG 
signals are applied as an input to the mathematical models and 
the unknown parameter values in the mathematical models 
were optimized using PSO and IPSO algorithm. From the 
analysis, it can be identified that the sEMG signals have a 




In this study, four mathematical models have been tested 
and it was found that mathematical model MM(4) can be 
construed as the optimal mathematical model for PSO and 
IPSO algorithm. The outcome of the research could be used as 
an EMG-based controller for rehabilitation robots. In future, 
the results could be improved by investigating other feature 
extraction techniques.  
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