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Abstract. In this paper we classify the nonnegative global minimizers of the functional
JF (u) =
ˆ
Ω
F (|∇u|2) + λ2χ{u>0},
where F satisfies some structural conditions and χD is the characteristic function of a set D ⊂ Rn.
We compute the second variation of the energy and study the properties of the stability operator.
The free boundary ∂{u > 0} can be seen as a rectifiable n − 1 varifold. If the free boundary
is a Lipschitz multigraph then we show that the first variation of this varifold is bounded and
use Allard’s monotonicity formula to prove the existence of tangent cones modulo a set of small
Hausdorff dimension. In particular we prove that if n = 3 and the ellipticity constants of the
quasilinear elliptic operator generated by F are close to 1 then the conical free boundary must be
flat.
1. Introduction
In this paper we consider the regularity of the global minimizers of the functional
(1.1) JF (u) =
ˆ
Ω
F (|∇u|2) + λ2χ{u>0} → min
over the class of admissible functions
u ∈ A = {u ∈W 1,F (Ω), u− u0 ∈W 1,F0 (Ω)}
with F ∈ C2,1[0,∞) satisfying the structural conditions
(1.2) c0 ≤ F ′(t) ≤ C0, 0 ≤ F ′′(t) ≤ C0
1 + t
,
for some positive constants c0, C0. Here Ω ⊂ Rn is a domain, λ > 0 given constant, W 1,F the
Orlicz-Sobolev space generated by F , and u0 ∈W 1,F (Ω) given Dirichlet datum.
If the free boundary ∂{u > 0} is smooth then ∇u satisfies the following implicit Bernoulli type
condition
(1.3) f(∇u) + λ2 −∇ξf(∇u)∇u = 0, f(ξ) = F (|ξ|2).
One can deduce that |∇u| = λ∗ on the free boundary, where λ∗ is determined from the implicit
relation
λ2 = 2F ′(|∇u|2)|∇u|2 − F (|∇u|2).
Throughout this paper we assume λ2 = 2F ′(1)− F (1) so that |∇u| = 1 on ∂{u > 0}, see Remark
4.2.
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2 ARAM L. KARAKHANYAN
Main Theorem. Let u ≥ 0 be a global minimizer of (1.1) with F satisfying (1.2).
(a) If n = 3 and ∂{u > 0} is a cone and
supF ′′(|∇u|2) < 3
2
F ′(1)(1.4)
then u(x) = max(x1, 0) in some coordinate system.
(b) Suppose that the rectifiable n − 1 varifold V = (Γ, θ) associated with Γ = ∂{u > 0} has
bounded first variation. If for some α ∈ (0, 1) and ξ ∈ Γ
(1.5)
ˆ
Bρ(ξ)
|H| ≤ C(ξ, α)rn−2+α, r ∈ (0, R), BR(ξ) ⊂ U ⊂ Rn,
n = 3 and (1.4) holds then Γ is regular at ξ. Moreover, the singular set has Hausdorff
dimension ≤ 1.
The proof follows from the combination of Theorems 6.1 and 6.3 proved below. When F (t) =
t
p
2 , 2 < p < 5 then our argument shows that (1.4) is satisfied and the homogeneous free boundaries
must be flat in R3. One of the open questions in the free boundary regularity theory asks whether
the global minimizers of the Alt-Caffarelli functional [AC81] are flat in Rn, n ≤ 7. Affirmative
answer is given for n = 2 [AC81], n = 3 [CJK04], n = 4 [JS15]. For n = 7 an analogue of the
Simons cone shows that non-flat global minimizers exist for n ≥ 7 [DSJ09]. Our main results
contributes in this direction for nonlinear F .
The paper is organized as follows: In section 2 we characterize the flat free boundary points via
the variational mean curvature. The free boundary is smooth at the flat points, see Theorem 6.1
[ACF84]. Our argument shows that if the free boundary contains a smooth portion of minimal
surface then it should be a plane.
In section 3 we recall some well-known facts about varifolds. The main tool we need to prove our
main theorem is the Allard monotonicity formula. For this we need to consider the first variation
of the varifold constructed from Γ, and show that the first variation is finite for Lipschitz multi-
graphs with nonnegative mean curvature using the weak convergence of mean curvature measure
[DTW12]. To every varifold with bounded first variation one can assign a Radon measure which in
the case of smooth varifold agrees with the mean curvature vector, which is the trace of the second
fundamental form. If the relative density of this measure decays sufficiently fast at some point ξ
then it implies existence of tangent cones. For the classical case [AC81] the existence of tangent
cones follows from the monotonicity formula of Weiss [Wei98] which is a version of linearized radially
symmetric entropy for minimal surfaces in Rn.
Section 4 contains the main technical tool to be used in the proof of Main Theorem, the stability
inequality (4.1). We follow the argument of [CJK04] closely. Our main task is to obtain the
expansion for the gradient term for perturbed function in the functional which in the classical case
c easily follows from divergence formula thanks to the fact that the Laplace operator is self-adjoint.
We also discuss the related stability operator and provide some explicit computations in section 5
In section 6 we prove our main theorem by combining the results we obtained in previous sections.
Lastly, we prove a global result for smooth minimizers in R2 at the end of this section.
Finally, in Section 7 we construct a weak solution to the free boundary problem such that its
free boundary is a double cone. For simplicity we consider the case F (t) = tp/2. We prove that this
solution is not a minimizer.
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Notation. We fix some notation be used throughout of paper: Let u be a minimizer of (1.1) then
Ω+u = Ω
+(u) = {u > 0}, Ω+R(u) = Ω+(u) ∩ BR, where BR is the open ball centered at the origin.
The free boundary is denoted by Γ = ∂{u > 0}, and H s is the s-dimensional Hausdorff measure.
V = v(Γ, θ) is the varifold associated with Γ and we usually consider the portion of Γ in some
bounded subdomain U ⊂ Rn where 0 ∈ Γ ∩ U .
2. Variational mean curvature
In this section we characterize the flat free boundary points in terms of small density of variational
mean curvature of ∂{u > 0}. For every set E of locally finite perimeter we can find an integrable
function H which is the variational mean curvature of E [BGM03].
Lemma 2.1. Let u0 be a global minimizer of (1.1) then the free boundary ∂red{u0 > 0} is a
generalized surface of non-positive outward mean curvature, i.e. if S ⊂ ∂red{u0 > 0} and S′ ⊂
{u0 > 0} such that ∂S = ∂S′ then
(2.1) H n−1(S) ≤H n−1(S′).
Proof. Recall that ∂red{u0 > 0} is relatively open subset of ∂{u0 > 0}. Moreover, ∂red{u0 > 0} is
smooth [ACF84]. Consequently in the domain D bounded by S and S′ we have
0 =
ˆ
D
Lu0 =
ˆ
D
div(2F ′(|∇u0|2)∇u0).
After applying the divergence theorem we get that
λ∗F ′((λ∗)2)H n−1(S) =
ˆ
S
|∇u0|F ′(|∇u0|2) =
ˆ
S′
F ′(|∇u0|2)∂νu0.
By Theorem 4.1 [ACF84] we have that |∇u0| ≤ λ∗ in Rn, thus we conclude from the last identity
and (1.2) that
H n−1(S) ≤H n−1(S′).
Suppose that x0 ∈ S and choose the coordinate system near x0 so that xn points in the direction
of the outer normal to {u0 > 0} and x′ = (x1, . . . , xn−1). Let S be the graph xn = f(x′) near x0,
where f is some smooth function over Bn−1r (x0) = {x′ ∈ Rn−1 : |x′ − x′0| < r} for some small
r > 0. Then (2.1) can be rewritten in the following equivalent formˆ
Bn−1r (x0)
√
1 + |∇x′f |2 ≤
ˆ
Bn−1r (x0)
√
1 + |∇x′(f − εφ)|2
for every 0 ≤ φ ∈ C∞0 (Bn−1r (x0)) and ε > 0 small. This implies thatˆ
Bn−1r (x0)
∇x′f√
1 + |∇x′f |2
∇φ ≥ 0.
Therefore divx′
(
∇x′f√
1+|∇x′f |2
)
≥ 0 and the mean curvature of S is nonnegative. 
For every set of finite perimeter E ⊂ Rn it is possible to find an integrable function H, called
the variational mean curvature, such that E minimizes the functional
(2.2) F (F,U) =
ˆ
U
|DχF |+
ˆ
U
χF (x)H(x)dx.
More precisely we have
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Definition 2.2. A set E is said to have variational mean curvature H in U if
(i)
´
V |DχE | <∞, ∀V b U ,
(ii) F (E,U) ≤ F (F,U) ∀V b U , ∀F ⊂ U such that (E \ F ) ∪ (F \ E) b V .
If E is a set of finite perimeter then we can construct H as follows: take a measurable function
h ≥ 0 such that ´E h <∞ and
´
F h = 0 iff |F | = 0. For σ ≥ 0 and F ⊂ E, consider the functional
Bσ(F ) =
ˆ
Rn
|DχF |+ σ
ˆ
E\F
h.
Then for the minimizing sets we have Eσ ⊂ Eµ if 0 ≤ σ < µ, and ∪σEσ = E. By defining
H(x) = − inf{σh(x), x ∈ Eσ, σ ≥ 0}, ∀x ∈ E
we obtain the desired variational mean curvature function H defined on E. Arguing as above we
can define H on Rn \ E analogously.
Remark 2.3. The variational mean curvature is not unique. As the construction above shows
it depends on the choice of the weight function h. An interesting choice is h(x) = dist(x, ∂E)
[ATW93].
Then for given σ we have Eσ with ∂Eσ = Σreg + Σs such that Σreg is C
2,α surface and if we
denote Mσ = ∂Eσ then Hσ(x) = σh(x)ν(x) on regular part andˆ
Mσ
divX = −σ
ˆ
Mσ
h(x)X · ν.
Moreover, as σ → ∞ we have weak converges of measures provided that ∂E is a C1,α graph with
nonnegative mean curvature [BGM03].
Next we want to characterize the flat points of ∂{u > 0} via H. Recall that x0 ∈ ∂{u > 0} is
said to be ε flat in Br(x0) if
(2.3) inf
ν
{h : ∂{u > 0} ∩Br(x0) ⊂ S(h;x0, ν) ∩Br(x0)} < εr,
where
(2.4) S(h;x0, ν) := {x ∈ Rn : −h < (x− x0) · ν < h}
is the slab of height 2h in unit direction ν. An equivalent form of (2.3) is
HD
(
∂{u > 0} ∩Br(x0),Π
)
< ε r for some n− 1 dimensional plane Π passing through x0,
where
HD(A,B) := max
{
sup
a∈A
dist(a,B), sup
b∈B
dist(b, A)
}
is the Hausdorff distance of two sets A,B.
Theorem 2.4. Let u be a global minimizer of (1.1). Then for every ε there are δ > 0, r0 > 0 such
that if 1
rn−1
´
Br(x0)
|H| < δ, r < r0 then Br/2(x0) ∩ ∂{u0 > 0} is ε flat.
Proof. Suppose there exists ε0 > 0 and sequences {δk}∞k=1, δk → 0, {rk}∞k=1, rk → 0, {xk}∞k=1, xk ∈
∂{u > 0} such that
(2.5)
1
rn−1k
ˆ
Brk (x0)
|H| < δk
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but
(2.6) HD(∂{u > 0} ∩Brk(xk),Π) ≥ ε0rk, ∀ n− 1 dimensional plane Π passing through xk.
Let Ek be the free boundary of uk(y) = u(xk + rky)/rk and set Hk(y) = rkH(xk + rky). Then
we haveˆ
B1
|DχEk |+
ˆ
B1
Hk(y)χEk ≤
ˆ
B1
|DχF |+
ˆ
B1
Hk(y)χF (Ek \ F ) ∪ (F \ Ek) b V.
Observe that 0 ∈ Ek and
´
B1
|Hk| < δk. Moreover, there is a subsequence kj →∞ such that ukj →
u0 uniformly in C
α
loc, ∇ukj → ∇u0 weakly star in L∞loc and, moreover, by (3.11) [ACF84] Ekj =
∂{ukj > 0} converge to E0 = ∂{u0 > 0} in Hausdorff distance. Using a customary compactness
argument for BV functions (e.g. Theorem 6.3 [Sim83]) we can extract a subsequence, still labelled
Ekj such that χEkj → χE0 in BV (B1). It is easy to see that (E0 \F )∪ (F \E0) b V thanks to the
convergence of Ekj to E0 in Hausdorff distance. Consequentlyˆ
B1
|DχE0 | ≤
ˆ
B1
|DχF | (E0 \ F ) ∪ (F \ E0) b V.
Therefore ∂{u0 > 0} is a generalised minimal surface. Note that (2.6) translates to
(2.7) HD(∂{u0 > 0} ∩B1(0),Π) ≥ ε0, ∀ n− 1 dimensional plane Π passing through 0.
If u0 is the limit as above then ∂{u0 > 0} contains a smooth piece S of a minimal surface, because
∂red{u0 > 0} is relatively open in ∂{u0 > 0}, see Theorem 6.2 [ACF84] . Let e be the unit outer
normal at some y0 ∈ S such that y0 ∈ ∂red{u0 > 0}. Introduce w(x) = 1+∂eu0, then differentiating
Lu0 = 0 in e direction we get that div(aij∇w) = 0, where aij = F ′(|∇u0|2)δij+2F ′′(|∇u0|2∂iu0∂ju0)
is a uniformly elliptic matrix thanks to assumptions (1.2). Since u0 is smooth near y0 ∈ S we see
that aijwij + biwi = 0 where bi =
∑
j ∂jaij . From Hopf’s lemma ∂ew(y0) 6= 0. Choose the
coordinate system at y0 such that e is pointing in xn direction. From |∇u0|2 = 1 near y0 on S we
infer that unuin = 0 for every i = 1, . . . , n − 1. In this coordinate system the mean curvature of
S at y0 is
∑n−1
i=1 ∂iiu0 = 0. This in conjunction with the equation aijuij = 0 yields that uee(y0) =
unn(y0) = 0. However, ∂nw = unn = 0 at y0 and this is in contradiction with Hopf’s lemma. Thus
u0 = xn + g(x
′), x′ = (x1, . . . , xn−1) in {u0 > 0} for some function g. The free boundary condition
implies that |∇g| = 0 on ∂red{u0 > 0}. Since g is continuous it follows that g is constant on
∂{u0 > 0}. Evidently g solves the equation Lg = F ′(1 + |∇g|2)∆g + 2F ′′(1 + |∇g|2)∇gD2g∇g = 0
in {u0 > 0}. Thus without loss of generality we can assume that g = |∇g| = 0 on ∂{u0 > 0} and
Lg = 0 in {u0 > 0}. Suppose that there is z0 ∈ ∂red{u0 > 0} such that g ≥ 0 (or g ≤ 0) near z0.
Then Hopf’s lemma implies that g vanishes identically. Consequently g = 0 and u0 = x
+
n . But this
is in contradiction with (2.7). 
Remark 2.5. Let H ∈ Lp be the variational mean curvature in the sense of Definition 2.2. If
p = n then the boundary of E is Cα, α ∈ (0, 1) away from a set of dimension n− 7. If p > n then
∂E is almost minimal. If 1 ≤ p < n we cannot expect any regularity [BGM03].
3. Mean curvature measure
In this section we introduce some basic facts about varifolds and show that under some conditions
the free boundary Γ equipped with H n−1 as weight measure becomes a rectifiable n− 1 varifold.
We also introduce Allard’s monotonicity formula [All72] in order to show the existence of tangent
cones.
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3.1. First variation of varifold. Recall that by Theorem 6.2 [ACF84] Γ is rectifiable. Then we
define the rectifiable n− 1 varifold V = v(Γ, θ) (with multiplicity θ) as the equivalence class of all
pairs (Γ˜, θ˜) such that Γ˜ is n− 1 rectifiable, H (Γ4Γ˜) = 0 and θ = θ˜ a.e. on Γ∩ Γ˜ [Sim83] page 77.
Then the weight measure is µV = H
n−1vθ. We say that V has bounded first variation if there is
a constant c > 0 such that
sup
X∈C10 (U),|X|≤1
∣∣∣∣ˆ divXdµV ∣∣∣∣ ≤ c.
By the Riesz represenation theorem there is a vector measure H such thatˆ
divX = −
ˆ
H ·X.
Suppose V is smooth then X = X
⊥
+ X⊥, where X
⊥
and X⊥ are the tangential and normal
components of X, respectively. From the divergence theorem it follows that
´
divX
⊥
= 0. Writing
X⊥ = En,E = X · n, we getˆ
divX =
ˆ
div(X⊥) =
ˆ
τi · ∇τi(En)
=
ˆ
τi · [∇τiEn+ E∇τin] =
ˆ
A(τi, τi)(X · n)
= −
ˆ
H ·X,
where A is the second fundamental form, τ1, . . . , τn−1 is any orthonormal basis for the tangent
space, and H is the mean curvature measure.
3.2. Lipschitz multigraphs. The mean curvature measure can be prescribed to a class of graphs
of semicontinuous functions which are subsolutions to the mean curvature equation in viscosity sense
[DTW12]. Suppose that {fα} is a family of Lipschits continuous functions fα : B′1 → R, fα(0) = 0
such that |fα(x′)−f(y′)| ≤ L|x′−y′|, x′, y′ ∈ B′1 for some L > 0, where B′1 = {|x′| < 1}, x = (x′, xn).
Suppose that at x′ ∈ B′1 we have fα(x′) = fβ(x′) for some α 6= β. In other words, (x′, fα(x′)) is a
point of self intersection of the free boundary. Then the set of such points has zero n−2 dimensional
Hausdorff measure. To prove the claim it is enough to show that (x′, fα(x′)) 6∈ ∂red{u > 0}.
Otherwise there is a blow-up u0 limit of u at (x
′, fα(x′)) such that the free boundary ∂{u0 > 0}
contains a plane, hence it follows from the proof of Theorem 2.4 that at 0 the free boundary
∂{u0 > 0} cannot have self intersection.
As a corollary we can show that the number of components of ∂{u > 0} near 0 is bounded:
Suppose ∂{u > 0} ∩Q = ∪αGraphfα where we denote Q = B′1× [−1, 1] such that fα(0) = 0. Then
we have from [ACF84] Theorem 3.2 that there is a constant C such that
C ≥H n−1(∂{u > 0} ∩Q) ≥
N∑
α=1
ˆ
B′1
√
1 + |∇x′fα|2 ≥ NH n−2(B′1).
Hence N is bounded.
There is a subtle approximation argument [DTW12] Theorem 5.1 and Remark 5.1 that allows
to construct an approximating sequence fkα for which Mfkα ≥ σk and σk → 0 boundedly.
Using this argument and weak continuity of the first variations δVk for f
k
α we can show that V
has bounded first variation. Indeed, we have
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∣∣∣∣∣
ˆ
Graph
fkα
divX
∣∣∣∣∣ =
∣∣∣∣∣
ˆ
B′1
√
1 + |∇fkα|2Mfkα|X|dx′
∣∣∣∣∣
≤
∣∣∣∣∣
ˆ
B′1
√
1 + |∇fkα|2(Mfkα − δk)|X|dx′ + δk
ˆ
B′1
√
1 + |∇fkα|2|X|dx′
∣∣∣∣∣
≤
√
1 + L2
ˆ
B′1
(Mfkα − δk)dx′ + δkH n−1(∂{u > 0} ∩Q)
=
√
1 + L2
ˆ
∂B′1
∇x′fkα · n′√
1 + |∇x′fkα|2
− δkH n−2(B′1) + δkH n−1(∂{u > 0} ∩Q).
Now the result follows from the lower semicontinuity of the first variations [Sim83] Theorem 40.6.
3.3. Allard’s monotonicity formula. We recall Theorem 17.6 from [Sim83]: Let U ⊂ Rn be a
bounded domain and ξ ∈ U, 0 < α ≤ 1, Λ ≥ 0 such that V has bounded first variation, the mean
curvature H is a µV integrable function satisfying
1
α
ˆ
Bρ(ξ)
|H| ≤ λ
( ρ
R
)α−1
µ(Bρ(ξ)) ∀ρ ∈ (0, R),
where BR(ξ) ⊂ U , then f(ρ) = eΛR1−αρα µ(Bρ(ξ))ρn−1 is non decreasing function of ρ, and in fact
f(σ) ≤ f(ρ)−
ˆ
Bρ(ξ)\Bσ(ξ)
|D⊥r|2
rn−1
.
Furthermore, we have the following
Theorem 3.1. If
(3.1)
ˆ
Bρ(ξ)
|H| ≤ C(ξ, α)rn−2+α, r ∈ (0, R), BR(ξ) ⊂ U
then Γ has a tangent cone at ξ.
The assumption (3.1) implies that the density of V at ξ exists, in view of Theorem 17.7 and
Corollary 17.8 [Sim83]. Then the existence of tangent cone follows from Theorem 19.3 [Sim83].
4. Second variation formula
The second variation of the energy for the classical case f(t) = t has been computed in [CJK04].
Our computation is more involved due to the nonlinear form of F . The main result of this section
is
Theorem 4.1. Let u ≥ 0 be a local minimizer of JF in B1, and 0 ∈ ∂{u > 0} such that ∂{u >
0} \ {0} is smooth. Then for every ψ ∈ C∞0 (B1 \ {0}) there holdsˆ
Γ
Hψ2 ≤ 1
F ′(1)
ˆ
Ω+(u)
F ′(|∇u|2)
{
|∇ψ|2 + 2F
′′(|∇u|2)
F ′(|∇u|2) (∇u∇ψ)
2
}
,(4.1)
where H is the mean curvature of ∂{u > 0}.
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Remark 4.2. Recall that the free boundary condition has the form
(4.2) f(∇u) + λ2 −∇ξf(∇u)∇u = 0, f(ξ) = F (|ξ|2).
This condition gives that |∇u| = λ∗ on the free boundary, where λ∗ is determined from λ2 =
2F ′(|∇u|2)|∇u|2 − F (|∇u|2). We normalize the constant λ∗ such that
(4.3) |∇u| = 1 on Γ.
To do so we take v = cu for a suitable constant c and consequently we see that that |∇v| = 1 on Γ.
Proof. Take ε > 0 and 0 ≤ ψ ∈ C∞0 (B1 \ {0}) and introduce
(4.4) uε = max(u− εψ, 0) =
{
u− εψ if u > εψ,
0 otherwise.
We have ˆ
Ω+R(uε)
f (∇uε) =
ˆ
{u>εψ}∩BR
f (∇(u− εψ))(4.5)
=
ˆ
Ω+R(u)
f (∇(u− εψ))−
ˆ
{0<u<εψ}∩BR
f (∇(u− εψ))
= I1 − I2,
where
I1 =
ˆ
Ω+R(u)
f (∇(u− εψ)) ,
and
I2 =
ˆ
{0<u<εψ}∩BR
f (∇(u− εψ)) .
We first simplify I1. Let us expand f (∇u− ε∇ψ) in ε in order to get
(4.6) f (∇u− ε∇ψ) = A0 + εA1 + ε2A2 +O(ε3).
In fact the coefficients A0, A1, A2 can be computed explicitly. Precisely, if f(∇u) = F (|∇u|2) then
it follows
f (∇u− ε∇ψ) = F
(
|∇u|2 − 2ε∇u∇ψ + ε2 |∇ψ|2
)
= F
(|∇u|2 + ε(ε|∇ψ|2 − 2∇u∇u))
= F (|∇u|2) + F ′(|∇u|2)ε(ε|∇ψ|2 − 2∇u∇u)
+
F ′′(|∇u|2)
2
ε2(ε|∇ψ|2 − 2∇u∇u)2 +O(ε3)
= F (|∇u|2)− 2F ′(|∇u|2)∇u∇ψε
+
[
F ′(|∇u|2)|∇ψ|2 + 2F ′′(|∇u|2)(∇u∇ψ)2] ε2 +O(ε3)
= A0 +A1ε+A2ε+O(ε
3)
where
A0 = F (|∇u|2),(4.7)
A1 = −2F ′(|∇u|2)∇u∇ψ,(4.8)
A2 = F
′(|∇u|2)|∇ψ|2 + 2F ′′(|∇u|2)(∇u∇ψ)2.(4.9)
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Consequently
I1 =
ˆ
Ω+R(u)
f (∇(u− εψ)) =
ˆ
Ω+R(u)
[
A0 +A1ε+A2ε
2 +O
(
ε3
)]
(4.10)
Next, we simplify I2. We assume that ∂{u > 0} is parametrized by z(s), s ∈ D for some domain
D ⊂ Rn−1 then we can express the points of {0 < u < εψ} as x(s, t) = z(s)− ν(z(s))t where ν(z)
is the unit outer normal of {u > 0} at z and 0 < t < tε(z(s)). Using (4.6) we obtain
ˆ
{0<u<εψ}∩BR
f (∇u− ε∇ψ) =
ˆ
{0<u<εψ}∩BR
(
2∑
i=0
εiAi(x) +O(ε
3)
)
dx
=
ˆ
D
ˆ tε(z)
0
(
2∑
i=0
εiAi(z + tε(y)∇u(z)) +O(ε3)
)
‖ det J(s, t)‖dtds,(4.11)
where J (z, t) = ∂(x)∂(s,t) is the transformation matix. Note that at s0 ∈ D we can rotate the coordinate
system such that at z(s0) we have ∇u(z(s0)) = −en. Then it follows that at s0 we have
‖J (s0, t)‖ = det
∥∥∥∥∥∥∥∥∥
z1s1 + tu1mz
m
s1 z
1
s2 + tu1mz
m
s2 . . . 0
z2s1 + tu2mz
m
s1 z
2
s2 + tu2mz
m
s2 . . . 0
...
...
. . .
...
zns1 + tunmz
m
s1 z
n
s2 + tunmz
m
s2 . . . −1
∥∥∥∥∥∥∥∥∥
= ‖zisj‖‖(δij + tD2sisju)‖ 1 ≤ i, j ≤ n− 1
= ‖zisj‖(1 + t
n−1∑
i=1
uii +O(t
2)).(4.12)
Recall that [GT01] section 14.6 the mean curvature is
H(z(s0)) =
1
|∇u(z(s0))|
(
∆u(z(s0))− ∇u(z(s0))D
2u(z(s0))∇u(z(s0))
|∇u(z(s0))|2
)
(4.13)
=
n−1∑
i=1
uii(z(s0).
Returning to (4.11) and noting that ‖zisj‖ds = dH n−1(z), 1 ≤ i, j ≤ n− 1 we get
ˆ
{0<u<εψ}∩BR
f (∇u− ε∇ψ) =
ˆ
Γ
ˆ tε(z)
0
(
2∑
i=0
εiAi(z + t∇u(z)) +O(ε3)
)
(1 + t
n−1∑
i=1
uii +O(t
2))dtdH n−1.
From Taylor’s formula we have
Ai(z + t∇u(z)) = Ai (z) + t∇Ai (z)∇u (z) + t
2
2
(∇2Ai(z)∇u(z))∇u(z) +O(t3).
Let H be the mean curvature of Γ and introduce
I2i =
ˆ
{0<u<εψ}∩BR
Ai, i = 0, 1, 2,
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so that
I2 =
2∑
i=0
εi+1I2i.
We have from above computations
I2i =
ˆ
Γ
ˆ tε
0
{
Ai (z) + t∇Ai (z)∇u (z) + t
2
2
(∇2Ai(z)∇u(z))∇u(z) +O(t3)
}[
1 +Ht+O(t2)
]
dtdH n−1
=
ˆ
Γ
Ai
(
tε +
H
2
t2ε +O(t
3
ε)
)
+
ˆ
Γ
∇Ai∇u
(
t2ε
2
+H
t3ε
3
+O(t4ε)
)
.
Note that u(z + tε∇u(z)) = εψ(z + tε∇u(z)) on ∂{u > εψ}, hence taking Taylor’s expansion we
obtain
(4.14) tε = εψ + ε
2
(
−ψ2uνν
2
− ψψν
)
+O(ε3).
From here
I2i =
ˆ
Γ
Aiεψ +
ˆ
Γ
Ai
[
H
2
ε2ψ2 + ε2
(
−ψ2uνν
2
− ψψν
)]
+
ˆ
Γ
∇Ai∇uε
2ψ2
2
+O(ε3).
Denoting H˜ = 12(H − uνν) we further simplify
I2 =
2∑
i=0
εi+1
ˆ
Γ
{
Aiψ + εAi
[
H˜ψ2 − ψψν
]
+ ε∇Ai∇uψ
2
2
}
+O(ε3)
= ε
ˆ
Γ
{
A0ψ + εA0
[
H˜ψ2 − ψψν
]
+ ε∇A0∇uψ
2
2
}
−ε2
ˆ
Γ
{
A1ψ + εA1
[
H˜ψ2 − ψψν
]
+ ε∇A1∇uψ
2
2
}
+O(ε3)
= ε
ˆ
Γ
A0ψ − ε2
ˆ
Γ
A1ψ +A0
[
H˜ψ2 − ψψν
]
+∇A0∇uψ
2
2
+O(ε3).(4.15)
Plugging (4.10) and (4.15) into (4.5) we get the formulaˆ
Ω+R(uε)
f(∇uε) = I1 − I2.(4.16)
From (4.12), (4.13) and (4.14) we get
|{0 < u < εψ} ∩BR| =
ˆ
Γ
ˆ tε
0
(1 +Ht+O(t2))dtdH n−1 =
ˆ
Γ
(tε +H
t2ε
2
+O(t3ε))dH
n−1
=
ˆ
Γ
(εψ + ε2
(
−ψ2uνν
2
− ψψν
)
+ ε2
H
2
ψ2) +O(ε3)
=
ˆ
Γ
εψ + ε2(H˜ψ2 − ψψν) +O(ε3).(4.17)
Now the comparison of energies yields
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0 ≥ JF (u)− JF (uε) (4.10)=
ˆ
BR
F (|∇u|2) + λ2χ{u>0} −
ˆ
Ω+R(uε)
F (|∇uε|2)− λ2
ˆ
BR
χ{u−εψ>0}
(4.16)
=
ˆ
BR
F (|∇u|2)− I1
+I2 + λ
2
ˆ
BR
χ{0<u<εψ}
(4.17)
= −ε
ˆ
Ω+R(u)
A1 − ε2
ˆ
Ω+R(u)
A2 +(4.18)
+ε
ˆ
Γ
A0ψ + ε
2
ˆ
Γ
A1ψ +A0(H˜ψ
2 − ψψν) +∇A0∇uψ
2
2
+λ2
ˆ
Γ
εψ + ε2(H˜ψ2 − ψψν) +O(ε3).
Recall the free boundary condition (4.2)
λ2 + f(∇u)−∇ξf∇u = 0,
hence it follows from the divergence theorem and (4.7)-(4.8) that the coefficient of ε in the expression
above vanishes. On the other hand we see that the coefficient of ε2 in (4.18) is
−
ˆ
Ω+R(u)
A2 +
ˆ
Γ
A1ψ +A0(H˜ψ
2 − ψψν) +∇A0∇uψ
2
2
+ λ2
ˆ
Γ
(H˜ψ2 − ψψν).
Thus letting ε→ 0 we obtain the inequality
ˆ
Γ
A1ψ +A0(H˜ψ
2 − ψψν) +∇A0∇uψ
2
2
+ λ2
ˆ
Γ
(H˜ψ2 − ψψν) ≤
ˆ
Ω+R(u)
A2.(4.19)
From (4.9) we have thatˆ
Ω+R(u)
A2 =
ˆ
Ω+R(u)
F ′(|∇u|2)|∇ψ|2 + 2F ′′(|∇u|2)(∇u∇ψ)2(4.20)
=
ˆ
Ω+R(u)
F ′(|∇u|2)
{
|∇ψ|2 + 2F
′′(|∇u|2)
F ′(|∇u|2) (∇u∇ψ)
2
}
.
Denoting
I3 =
ˆ
Γ
A1ψ +A0(H˜ψ
2 − ψψν) +∇A0∇uψ
2
2
+ λ2
ˆ
Γ
(H˜ψ2 − ψψν)
and recalling (4.7),(4.8) we get
I3
(4.7),(4.8)
=
ˆ
Γ
−2F ′∇u∇ψψ − Fψψν − λ2ψψν
+
ˆ
Γ
[
FH˜ + λ2H˜ + F ′∇uD2u∇u
]
ψ2
=
ˆ
Γ
(2F ′ − F − λ2)ψνψ
+
ˆ
Γ
[
FH˜ + λ2H˜ + F ′∇uD2u∇u
]
ψ2
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(4.2),(4.13)
=
ˆ
Γ
[
FH˜ + λ2H˜ + F ′uνν
]
ψ2
(4.2)
=
ˆ
Γ
[
2F ′H˜ + F ′uνν
]
ψ2
=
ˆ
Γ
[
F ′(H − uνν) + F ′uνν
]
ψ2
=
ˆ
Γ
F ′Hψ2
= F ′(1)
ˆ
Γ
Hψ2.
Combining this with (4.20) and (4.19) we obtain (4.1). 
5. Stability operator
Let aij be the matrix
(5.1) aij =
F ′(|∇u|2)
F ′(1)
{
δij +
2F ′′(|∇u|2)
F ′(|∇u|2) uiuj
}
and define the operator
(5.2) L[ψ] = div(a∇ψ).
Then (4.1) tells us that
(5.3)
ˆ
Ω+(u)
(L[ψ] +Hψ)ψ ≤ 0, ∀ψ ∈ C∞0 (B1 \ {0}).
Thus L[ψ] +Hψ is the stability operator for the minimization problem.
We can make our computation more explicit. For instance if f(ξ) = |ξ|p, 2 < p <∞ then
|∇ (u− εψ)|p =
(
|∇u|2 − 2ε∇u∇ψ + ε2 |∇ψ|2
)p/2
=
(
|∇u|2 + ε
(
ε |∇ψ|2 − 2∇u∇ψ
))p/2
= |∇u|p + p
2
|∇u|p−2 ε
(
ε |∇ψ|2 − 2∇u∇ψ
)
+
1
2
p
2
(p
2
− 1
)
|∇u|p−4 ε2
[
ε |∇ψ|2 − 2∇u∇ψ
]2
+O
(
ε3
)
= |∇u|p − εp |∇u|p−2∇u∇ψ + ε2
[p
2
|∇u|p−2 |∇ψ|2 + 4p
4
(p
2
− 1
)
(∇u∇ψ)2 |∇u|p−4
]
+O
(
ε3
)
= |∇u|p − εp |∇u|p−2∇u∇ψ + ε2
[p
2
|∇u|p−2 |∇ψ|2 + p
2
(p− 2) (∇u∇ψ)2 |∇u|p−4
]
+O
(
ε3
)
= A0 +A1ε+A2ε
2 +O
(
ε3
)
,
where
A0 = |∇u|p ,
A1 = −p |∇u|p−2∇u∇ψ,
A2 =
p
2
|∇u|p−2 |∇ψ|2 + p
2
(p− 2) (∇u∇ψ)2 |∇u|p−4 .
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Splitting the integral as in (4.5) we get thatˆ
Ω+R(uε)
|∇uε|p =
ˆ
{u>εψ}∩BR
|∇ (u− εψ)|p
=
ˆ
Ω+R(u)
|∇ (u− εψ)|p −
ˆ
{0<u<εψ}∩BR
|∇ (u− εψ) |p
and we can carry over the computation of previous section. In this case (4.1) takes form
ˆ
Γ
Hψ2 ≤
ˆ
Ω+(u)
|∇u|p−2
{
|∇ψ|2 + (p− 2)(∇u∇ψ)
2
|∇u|2
}
.(5.4)
6. Proof of main theorem
First we prove part (a) of Main Theorem.
Theorem 6.1. Let u ≥ 0 be a homogeneous global solution then ∂{u > 0} consists of finitely many
convex cones. Moreover, if supF ′′(|∇u|2) < 32F ′(1) then u is a half-plane solution.
Proof. First we estimate the geodesic curvature of ∂{u > 0}. Let us choose g, h ∈ C∞[0,∞) g, h ≥ 0
where
g(r) =
{
1 if 0 ≤ r ≤ 12 ,
0 if r ≥ 34 ,
and
h(r) =
{
1 if 0 ≤ r ≤ 1,
0 if r ≥ 2.
Let us take ψε(r) = h(r/ε)g(r)r
−1/2, where ε > 0 is small, and compute the integrals in the
inequality (4.1) for this choice of the test function. We have
ˆ
γ
ˆ ∞
0
κ (α (s)) [ψε (r)]
2 drds ≤ Ĉ
ˆ +∞
0
[
ψ′ε (r)
]2
r2drH 2
({u > 0} ∩ S2)
where γ = ∂{u > 0} ∩ S2, Ĉ = 1 + 2 sup F ′′(|∇u0|2)F ′(1) , and κ is the geodesic curvature of γ. Observe
that
ˆ +∞
0
[
ψ′ε (r)
]2
r2dr =
ˆ +∞
0
[
−1
2
r−3/2h (r/ε) g (r)
]2
r2dr +O (1)
=
1
4
ˆ +∞
0
[
r−1/2h (r/ε) g (r)
]2
dr +O (1)
=
1
4
ˆ +∞
0
[ψε(r)]
2 dr +O (1) .
On the other hand ˆ +∞
0
[ψε(r)]
2 dr = c log 1/ε+O (1)
for some c > 0 hence
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O
x0
`
Γ
Π
Figure 1. Possible singularity at x0.
lim
ε→0
´ +∞
0 [ψ
′
ε (r)]
2 r2dr´ +∞
0 [ψε(r)]
2 dr
=
1
4
.
Consequently we get ˆ
kds ≤ Ĉ
4
H 2
({u > 0} ∩ S2) .
We observe that the free boundary is smooth away from the vertex. Indeed, from (2.1) we know
that the free boundary components are convex cones and suppose there is a ray ` such that Γ has
singularity along `, see Figure 1. If we blow-up u at some x0 ∈ `\{0} then the free boundary of the
blow-up limit (which exists thanks to the compactness of blow-up sequences uj(x0 + rj)/rj , rj → 0
see section 3 [ACF84]) will contain a flat portion Π. Then as in the proof of Theorem 2.4 we infer
that the blow-up must have smooth free boundary which is a contradiction.
Now we apply the Gauss-Bonnet theorem, [O’N66] page 375, to infer
H 2(Vi) +
ˆ
γi
κ = 2pi
where Vi is the component of S2 ∩{u = 0} and κ is the curvature of γi = ∂Vi. From here we obtain
4pi −H 2(S2 ∩ Ω+) = 2pim−
ˆ
Γ∩S2
κ
or
2pi(m− 2) +H 2(S2 ∩ Ω+) =
ˆ
Γ∩S2
κ ≤ Ĉ
4
H 2
({u > 0} ∩ S2) ,
which yields the estimate
2pi(m− 2) ≤
(
Ĉ
4
− 1
)
H 2
({u > 0} ∩ S2) .
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Clearly if Ĉ < 4 then m = 0, 1.
Consequently the free boundary is Lipschitz graph near 0. Since every minimizer is also a
viscosity solution [DK18] then applying the C1,α regularity result for Lipschitz graphs [Fel01] we
conclude that Γ cannot have singularity at 0. 
Remark 6.2. For F (t) = t
p
2 we have that Ĉ = p− 1 hence for
2 < p < 5, n = 3
the homogeneous free boundary is flat.
6.1. Partial regularity. Now we prove part (b) of Main Theorem.
Theorem 6.3. Suppose V = v(Γ, θ) has bounded first variation. If n = 3 and (1.4) is satisfied
then Γ is smooth away from a set Σ0 of singular points and dim(Σ0) ≤ 1.
Proof. Let α ∈ (0, 1) and ε∗ > 0 be fixed. Let E(α, ε∗) be the set of the points x ∈ Γ where
(6.1)
1
rn−1
ˆ
Br(x)
HdµV ≥ ε∗rα−1 whenever r < rx
for some small rx > 0 depending on x. Applying Theorem 3.1 we see that Γ at x has tangent cone.
Then Theorem 6.1 implies that that Γ is smooth at x if n = 3. Hence E(α, ε∗) ⊂ ∂red{u > 0} if
n = 3.
Suppose that y ∈ Γ \ F (α, ε∗). Then we can choose balls Bi with following properties; Γ \
F (α, ε∗) ⊂ ∪iBi, diamBi ≤ δ for some small δ > 0 andˆ
Bi∩Γ
HdµV ≥ ε∗(diamBi)n−2+α.
Then using Vitali’s covering theorem Theorem 3.3 [Sim83] we see that the δ Hausdorff premeasure
satisfies the estimate
H 1+αδ ((Γ ∩ U) \ E(α, ε∗)) ≤
ˆ
(Γ∩U)\E(α,ε∗)
HdµV .
Sending δ → 0 and recalling that α < 1 we conclude that H 1+α((Γ∩U) \E(α, ε∗)) = 0. Since the
singular points must be in the complement of E(α, ε∗) then it follows that dim(Σ) ≤ 1. 
6.2. The smooth free boundaries in R2 are lines. Our last result is a simple consequence from
the stability inequality (4.1) in R2 where one can use the trick of logarithmic test function.
Theorem 6.4. Suppose that u is a global minimizer of the energy (1.1) in R2 such that the free
boundary of u is smooth. Then u = x+1 after some rotation of the coordinate system.
Proof. By compactness (4.1) is valid for Lipschitz ψ. Choose
ψ(r) =

1 if r ≤ eN ,
2− log rN if eN < r ≤ e2N ,
0 if r > e2N .
Therefore we get from (4.1)ˆ
B
eN
∩∂{u>0}
H ≤ Ĉ
ˆ
B
e2N
|∇ψ|2
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= 2piĈ
ˆ e2N
eN
1
r2N2
rdr =
2piĈ
N
→ 0 as N →∞.
Since H = κ ≥ 0 it follows that ∂{u > 0} is a line `. After odd reflection of u across ` we can apply
Liouville’s theorem to conclude that the reflected function is linear and hence the desired result
follows. 
7. The double cone solution to p-laplacian in R3
In this section we consider the case F (t) = tp/2, 1 < p <∞. The full regularity of minimizers in
R2 is proved in [DP06].
7.1. p-Legendre equations. For n = 3 and x = ρ(cosφ sin θ, sinφ sin θ, cos θ) we put
u = ρmax
(
f(θ)
f˙(θ0)
, 0
)
,
where f is the solution of the differential equation
f¨ + (f + cot θf˙)
f2 + f˙2
f2 + (p− 1)f˙2 + f = 0,(7.1)
and θ0 is the only zero of f in (0, pi/2], cf. [AC81] 2.7.
It is worth to point out that for p = 2 (7.1) is the Legendre equation for n = 1, [Kel67] page 127,
and in this case Q1(x) = y(x) = 1− x2 ln 1−x1+x .
Rewriting the divergence of a vectorfield W = (W1,W2,W3) in spherical coordinates [Kel67]
page 183 (12), we get
divW =
1
ρ2 sin θ
{
∂
∂ρ
[ρ2 sin θW1] +
∂
∂φ
[ρW2] +
∂
∂θ
[ρ sin θW3]
}
.
Moreover, ∇u = (uρ, 1ρ sin θuφ, 1ρuθ), [Kel67] page 181 (10), hence for W = |∇u|p−2∇u the above
formula for divergence yields
∆pu = divW
=
1
ρ2 sin θ
{
∂
∂ρ
[ρ2 sin θ|∇u|p−2uρ] + ∂
∂φ
[
1
sin θ
|∇u|p−2uφ
]
+
∂
∂θ
[
sin θ|∇u|p−2uθ
]}
.
Since u does not depend on φ and is homogeneous function of degree 1 it follows that
2 sin θ
[
f2 + f˙2
] p−2
2
f +
d
dθ
{
sin θ
[
f2 + f˙2
] p−2
2
f˙
}
= 0,
or equivalently
f¨(f2 + (p− 1)f˙2) + f(2f2 + pf˙2) + cot θf˙(f2 + f˙2) = 0
which is (7.1). Thus ∆pu = 0 in {u > 0} and moreover |∇u| = λ∗ on ∂{u > 0} \ {0} with
(p− 1)− 1p = λ∗. The free boundary of u is a double cone, see Figure 2.
When p = 2 it is shown in [AC81] that u is not a minimizer. Note that the zero set of u has
non-trivial Lebesgue density since the free boundary is a cone.
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Figure 2. The double cone (left). The orange region is {u = 0}. Some solutions
of (7.1) with f(pi/2) = 1, f˙(pi/2) = 1 (right): black p = 4.3, yellow p = 10, blue
p = 29, red p = 100. The dashed line is x = pi/2.
7.2. Reduction or 1st order ode. Let us introduce the function u so that f˙ = uf then substi-
tuting this into (7.1) we get the following first order equation for u
u˙+ u2 + (1 + u cot θ)
1 + u2
1 + (p− 1)u2 + 1 = 0.
In Figure 2 four solutions to (7.1) are illustrated for some values of p.
7.3. Stability inequality. The main result of this section is the following
Proposition 7.1. Let u = ρmax
(
f(θ)
f˙(θ0)
, 0
)
where f solves (7.1) and θ0 is the only zero of f in
(0, pi/2]. Then u is not a minimizer.
Proof. Recall (5.4) and consider
I =
ˆ
{u>0}
|∇u|p−2
{
|∇ψ|2 + (p− 2)(∇u∇ψ)
2
|∇u|2
}
−
ˆ
Γ
Hψ2.(7.2)
Note that
(7.3) I ≤ (p− 1)
ˆ
|∇u|p−2|∇ψ|2 −
ˆ
Γ
Hψ2.
Let us take the truncated fundamental solution
ηδ(x) =
{
1
|x| if |x| > δ,
1
δ if |x| ≤ δ,
and consider ψR,δ(x) = ηδ(x)ξ(
|x|
R ), where 0 ≤ ξ ≤ 1 is a standard cut-off function such that
ξ(x) = 1 in B1/2, ξ ∈ C∞0 (B1).
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Observe that
lim
R→∞
ˆ
|∇u|p−2 |∇ψR,δ|2 =
ˆ
|x|>δ
|∇u|p−2
∣∣∣∣∇( 1|x|
)∣∣∣∣2
≤ C‖∇u‖p−2∞
1
δ
.
Denoting ψδ(x) = ηδ(x) and using the divergence theorem we see thatˆ
|∇u|p−2 |∇ψδ|2 =
ˆ
Γ
ψδ∂νψδ −
ˆ
ψδdiv
(|∇u|p−2∇ψδ)
=
ˆ
Γ
ψδ∂νψδ
because
(7.4) div
(
|∇u|p−2∇( 1|x|)
)
= 0, ρ = |x| > δ.
We can see this from the equation
div
(
|∇u|p−2∇( 1|x|)
)
=
1
ρ sin θ
{
∂
∂ρ
(
ρ2 sin θg(θ)∂θψδ
)
+
∂
∂θ
(
ρ sin θ
1
ρ
g(θ)∂θψδ
)}
,
where g(θ) =
[
f2(θ) + f˙2(θ)
] p−2
2
. Since in ρ > δ
∂
∂ρ
(
ρ2 sin θg(θ)∂θψδ
)
= − sin θg(θ) ∂
∂ρ
(
ρ2
1
ρ2
)
= 0
and, moreover, ∂θψδ = 0 by definition of ψδ, implying that
∂
∂θ
(
ρ sin θ
1
ρ
g(θ)∂θψδ
)
= 0.
Hence (7.4) is satisfied. Thus returning to (7.3) we conclude
I ≤ (p− 1)
ˆ
Γ
ψδ∂νψδ −
ˆ
Γ
Hψ2δ
= (p− 1)
ˆ
Γ∩{|x|>δ}
1
ρ2
f√
f2 + (f˙)2
−
ˆ
Γ
Hψ2δ ,
because
∂νψδ = − ∇u|∇u|∇ψδ = −
1√
f2 + (f ′)2
(
− 1
ρ2
, 0, 0
)
·
(
f, 0, f˙
)
=
1
ρ2
f√
f2 + (f˙)2
.
But θ = θ0 on Γ \Bδ and f(θ0) = 0, f˙(θ0) 6= 0, so we have
1
ρ2
f(θ0)√
f2(θ0) + (f˙(θ0))2
= 0.
Summarizing we infer
I ≤ −
ˆ
Γ
Hψ2δ = −
ˆ ∞
δ
dρ
ρ2
ˆ
S2∩Γ
κ < 0,
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where κ > 0 is the curvature of the circle ∂{u > 0} ∩ ∂B1. 
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