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ABSTRACT 
Given matrices A,B and vectors a, b, a necessary and sufficient condition is 
established for the Lijwner partial ordering (Am + a)(Am + a)’ Q (Bm + b)(Bm + b)’ to 
hold for all vectors m. This result is then applied to derive a complete characterization 
of estimators that are admissible for a given vector of parametric functions among the 
set of all linear estimators under the general Gauss-Markov model, when the mean 
square error matrix is adopted as the criterion for evaluating the estimators. 
1. INTRODUCTION AND PRELIMINARIES 
Let R m,n, [w “,, and Iw 2 denote the set of m x n real matrices, the subset 
ofR,, consisting of symmetric matrices, and the subset of [w “, consisting of 
nonnegative definite matrices, respectively. The symbols A’ and .%‘(A) will 
stand for the transpose and range of A E Iw ,,,“. Moreover, given A,B E Iw “,, 
the expression A < B will mean that B - A E Iw 1, i.e., that A is below B with 
respect to the Lijwner partial ordering; cf. Marshall and Olkin 
[4, p. 4621. 
Consider the general Gauss-Markov model, denoted by 
M = {Y,XR, a2V}, (1.1) 
inwhichY EIW,,~ is an observable random vector with expectation E(Y) = X B 
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and with dispersion matrix D(Y) = u 2V, where X E Iw n, p and V E Iw ,” are 
known, while j3 E 88 P,l and u2 > 0 are unknown parameters. It is assumed 
throughout the paper that the model (1.1) is consistent (cf. Rao [5, p. 378; 
6, p. 297]), or, in other words, that the inference base is not self-contradictory 
(cf. Feuerverger and Fraser [3, p. 44]), i.e. 
YE 9(X:V). (1.2) 
Moreover, the vector p in (1.1) is supposed to be free to vary over I&! P,l. This 
corresponds to neglecting restrictions on j3 that arise due to singularity 
of V when L%‘(X) e B(V), but are not completely specified prior to an 
observation of Y; cf. the comments in Rao [lo, p. 13541 and Seely and 
Zyskind [ll, p. 6931. 
Given a vector of parametric functions KP specified by K E [w k, p, let 
Sk(Y) denote the set of aII linear estimators of KP, i.e., 
Sk(Y)= {N+f:FEIW,,,,f EIW,,,}. (1.3) 
Adopting the mean square error matrix, defined by 
M(N+f;KP) = E[(N+f - KP)(N+f -Kfi)‘l, (1.4) 
as the criterion for evaluating estimators of KI3 under the model (l.l), we wiU 
say that: 
(a) GY + g E gk(Y) is uniformly as good as N + f E Sk(Y) if 
M(GY+g;Kfi) <M(N+f;KP) for all p E Iw P,l and a2>0, (1.5) 
(b) GY + g E Sk(Y) is uniformly equivalent to N + f E P&Y) if 
M(GY+g;KP) =M(N+f;Kb) foraIl PEIWp,i and a2>d, (1.6) 
(c) GY + g E gk(Y) is better than N+f E Sk(Y) if it is uniformly as 
good as N + f and is not uniformly equivalent to N + f, 
(d) N +f is admissible for Kb among Sk(Y) if there does not exist 
GY + g E Sk(Y) which is better than N + f. 
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It is known that, under the model (l.l), the mean square error matrix 
(1.4) is expressible as 
M(FY+f;K@ = a2FVF’+ (I$ +f)(@ +f)‘, (1.7) 
where F = FX - K. In view of (1.7) and because the parameters $ and u2 
are not related one to the other, it is clear that (1.5) is satisfied if and only if 
(Gf3 +g)(GB +g)‘< (FB +f)(FB +f)’ for all B E Iw,,r (1.8) 
and 
GVG’ < FVF’, 0.9) 
while (1.6) is satisfied if and only if the equalities hold in both (1.8) and (1.9). 
The purpose of the present paper is to establish a solution to the matrix 
inequality of the type (1.8) and then apply this solution to statistical problems 
of comparing linear estimators and characterizing all admissible linear estima- 
tors with respect to the mean square error matrix criterion. A complete 
characterization of the set of admissible linear estimators, derived as the main 
statistical result, generalizes the characterization of Wu [12] by allowing V to 
be singular and KB to be an arbitrary vector of parametric functions. 
2. MATRIX INEQUALITY 
The main algebraic result of this paper is given in Theorem 1 below. Its 
proof utilizes a simple auxiliary result concerned with the Lijwner ordering 
between matrices of rank one. 
LEMMA. Let a,b E LR~,~, and let b # 0. Then aa’< bb’ if and only if 
a=cb fm.somec~[-l,l]. 
Proof. In view of Theorem 1 in Baksalary and Kala [ 11, the L&vner 
ordering aa’ < bb’ holds if and only if a = cb for some c such that 
c2b’(bb’)- b < 1, where (bb’) - is a generalized inverse of bb’. Since b # 0 
entails b’(bb’)- b = 1, it follows that c E [ - 1, 11. n 
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THEOREM 1. Let A,BelR,,. and a,bER+, and let (B:b)#(O:O). 
Then 
(Am+a)(Am+a)‘< (Bm+b)(Bm+b)’ forevery m ER,,i (2.1) 
if and only if (A: a) = c(B : b) for some c E [ - 1, 11. The equality in (2.1) 
holds if and only if either (A : a) = (B : b) or (A: a) = - (B : b). 
Proof. From the lemma it follows that (2.1) holds if and only if for every 
mER n,l there exists c(m) E [ - 1, l] such that 
Am+a = c(m)(Bm+b). (2.2) 
Hence the proof of the first part reduces to establishing that c(m) in (2.2) is 
actually not dependent upon the choice of m. Let m1,m2 E Iw ,,i, and let 
Am, +a = c(m,)(Bm, +b), i = 1,2. (2.3) 
If Bmi + b = 0 for i = 1 or 2, then the possibility of choosing c(mi) = c(m,) 
in (2.3) is obvious. Consequently, we assume that Bmj + b # 0 for i = 1,2. 
If Bm, + b and Bm, + b are linearly dependent, then 
B(m, - dm,)+(l-d)b=O for some d # 0. 
The equalities (2.3) and (2.4) imply that 
A(ms - dm,)+(l-d)a=d[c(m,)-c(m,)](Bm,+b). 
On the other hand, however, we have 
A(ms - dm,) + (1 - d)a = 0, 
which follows from (2.2) and (2.4) by considering the 
m2 - dm, 





when d # 1, and from (2.4) and the inclusion of the null space of B in that of 
A [easily seen to be necessary for (2.1)] when d = 1. Combining (2.5) with 
(2.6) shows that c(mi) = c(m,), as desired. 
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If Bmr + b and Bm, + b are linearly independent, then in addition to 
(2.3) we utilize 
&+a = c(i%)(BiG+b) for some c(=+ [ -l,ll, (2.7) 
where m = (ml +m,)/2. From (2.3) and (2.7) it follows that 
[ c(m,) - c(Z)] (Bm, + b) + [ c(mz) - c(Z)] (Bm, + b) = 0. 
The linear independence of Bm, + b and Bm, + b then implies that c( m,) - 
c(m) = 0 = c(ma) - c(ili), and hence c(mi) = c(ms). 
The second part of the theorem is an immediate consequence of the first 
part. n 
Let us recall that the vector of parametric functions KP is unbiasedly 
estimable under the model (1.1) if and only if 
9?(K) L .9(Y). (2.8) 
If this is the case and p is supposed to vary over the entire R p, r, then FY + f 
is an unbiased estimator of Kfi whenever (FX: f) = (K: 0) and is a biased 
estimator of K@ otherwise. An immediate consequence of Theorem 1 is a 
characterization of all linear estimators that are uniformly as good as a given 
biased estimator of KP, including specification of the cases where the 
estimators compared are uniformly equivalent. 
COROLLARY 1. Let FY + f E Sk(Y) be a biased estimator of Kp under 
the general Gauss-Markov model M = {Y,XP,a2V}, i.e., (FX:f) # (K:O). 
Then GY + g E Fk(Y) is unifmly as good as FY + f with respect to the 
mean squure error matrix criterion if and only if the equality 
(GX:g)=c(FX:f)+(l-c)(K:O) (2.9) 
holds for some c E [ - 1, l] along with the Liiwner ordering GVG’ < FVF’. 
Moreover, GY + g is uniformly equivalent to J?Y + f with respect to the mean 
square error matrix criterion if and only if either of the equalities 
(GX:g) = (FX:f), (2.10) 
(GX:g)=(2K-FX: -f) (2.11) 
holds along with GVG’ = FVF’. 
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Proof. In view of the equivalence between (1.5) and the conditions 
(1.8), (1.9) and the equivalence between (1.6) and the equalities in both (1.8) 
and (1.9), the result follows by applying Theorem 1 to (1.8) [noting that the 
biasedness of FY + f entails (F : f) # (0 : O)]. n 
Corollary 1 leads, in particular, to a version of the result originally 
established by Rao [8, Theorem 6.51. Let us recall that if K satisfies the 
condition (2.8), then FY+ f is the minimum dispersion linear unbiased 
estimator (MDLUE) of K@ if and only if 
(FX:f) = (K:O) and a(VF’) c g(X); (2.12) 
cf. Drygas [2, p. 551 and Rao [7, p. 2821. See also Rao [9, Theorem l] for 
representations of the general solution to (2.12), and notice that, in view of 
(1.2), these representations are not unique unless .%‘(X: V) = Iw “.i. 
COROLLARY 2. Let XHY be the MDLUE of Xp under the general 
Gauss-Markov model M = {Y, X J3, a2V}. Then, for any vector of parametric 
functions KP and any FY + f E gk(Y), the estimator FXHY + f is uniformly 
as good as Fy+ f with respect to the mean square error matrix criterion. 
Moreover, FXHIY+f and FY+f are uniformly equivalent with respect to this 
criterion if and only if 
.%‘(VF’) c .4?(X). (2.13) 
Proof. In view of (2.12), XHY is the MDLUE of XJ3 under M if and 
only if XI-IX = X and B(VH’X’) c .9(X). From the former of these conditions 
it follows that XH is a projector onto S?(X), and then the latter condition 
implies that 
XHVH’X’ = VH’X’ = XHV . (2.14) 
If FY + f is an unbiased estimator of KP (which is possible when KP is 
estimable), then so is FXHY + f, and therefore FXHY + f is uniformly as good 
as FY + f if and only if 
FXHYH’X’F’ < FVF' . (2.15) 
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Since G = FXH and g = f satisfy (2.9) with c = 1, it follows from Corollary 1 
that this equivalence is valid also when FY + f is a biased estimator of KP. 
Consequently, the first part of Corollary 2 is established by noting that (2.14) 
implies 
FvF’ - FXHVH’X’F’ = (F - FXH)V(F - FXH)‘, (2.16) 
and hence (2.15). Further, the arguments above show that FXHY + f is 
uniformly equivalent to FY + f if and only if the two sides of (2.15) are equal. 
In view of (2.16), this means that 
V(F - FXH)’ = 0, (2.17) 
and the equivalence between (2.17) and (2.13) is easily verified using 
CJt(VH’X’) G t%‘(X) and (2.14). n 
3. ADMISSIBILITY 
From Corollary 2 it is clear that a necessary condition for FY+f to be 
admissible for K p among &(Y) is that FY + f E Fk*(Y), where 
Sk*(Y) = {FY+f E kqY) : .9?(w) c a(x)}. (3.1) 
This condition appears to be also sufficient provided that KP is not unbias- 
edly estimable; cf. a remark in Rao [8, p. 10351. 
THEOREM 2. Let the vector of paramettic functions KP be not unbias- 
edly estimable in the general Gauss-Markov model M = {Y,XP,a’V}, i.e., 
let &‘(K’) e 22(X’). Then an estimator l?Y + f is admissible for KP among 
.Fk(Y) under M with respect to the mean square error matrix criterion if and 
only if FY+f E gk*(Y), i.e., .%‘(VF’) c .9(X). 
Proof. For the proof of the “if” part suppose that GY + g E Sk(Y) is as 
good as FY +f E Sk*(Y). In view of Corollary 2, we may assume that 
GY + g E Sk*(Y). If 9(X’) g 9(X’), then (2.9) implies that c = 1, and hence 
GX = FX and g = f. Combining this with W(VF’) c S(X) and .!Z?(VG’) c 
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W(X) shows that FY and GY are MDLUE’s of the same vector of parametric 
functions (different from KP). Consequently, GY = FY with probability one, 
and thus there does not exist an estimator better than FY + f E Fk*(Y). The 
“only if” part is obvious from Corollary 2. n 
In the case where Kfi is estimable, admissible linear estimators will be 
characterized via specifying inadmissible estimators contained in Sk*(Y). 
THEOREM 3. Let the vector of parametric functions KP be unbiasedly 
estimable in the general Gauss-Markov model M = {Y,XP,a2V}, i.e., let 
K = CX for some C. Then an estimator FY + f is admissible for KP among 
Fk(Y) under M with respect to the mean square error matrix criterion if and 
only if FY + f is either the MDLUE of Kp or a biased estimator of KI3 
belonging to the set .Fk*(Y)\ &,?(Y), where Fk*(Y) is specified in (3.1) and 
P-;(Y)= {FY+f E~~*(Y):D>O,~[(F-C)W] c.%‘(D)}, (3.2) 
with 
D = FVF’ - ; (FVC’ + CVF’) 
and W denoting any matrix such that g’(W) = %?(X)n g(V). 
Proof. From (2.12) and (3.1) it is seen that if FY+f is an unbiased 
estimator of KS and FY+f E Sk*(Y), then FY+f is the MDLUE of KI3. 
Consequently, in view of the equivalence between (1.5) and the conditions 
(1.8), (1.9), it follows that a necessary condition for GY +g E Sk(Y) to be as 
good as FY + f is the unbiasedness of GY + g, and thus the admissibility of the 
MDLUE of KP is a consequence of the definition of the MDLUE. 
Now assume that FY+f E Sk*(Y) is a biased estimator of KI3. We shall 
show that FY + f is inadmissible if and only if it belongs to sk#(Y). Suppose 
GY + g E Sk*(y) is better than FY + f. Then c in (2.9) cannot be 1, since this 
will force FY+f = GY +g with probability one; cf. the proof of Theorem 2. 
Thus (2.9) holds for some c E [ - 1,l) and GVG’ < FVF’, with FVF’= GVG’ 
not holding when c = - 1. Combining (2.9) with K = CX yields GX = cFX 
+ (1 - c)CX, and since GVG’ < FVF’ may be replaced by GXHVH’X’G’ < 
FVF’ [cf. (3.1) and (2.14)], we get 
(1 - c)~(F - C)XHVH’X’(F - C)’ < 2( 1 - c)D. 
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Thus N + f E Sk*(Y) is inadmissible for Kfi if and only if 
(F - C)XHVH’X’(F - C)’ Q &D for some CE [ -l,l), (3.3) 
w&h equality not holding for c = - 1. Now it is clear that (3.3) implies D > 0, 
and when D > 0, then (3.3) is fulfilled if and only if 
.%‘[(F-C)XHV] c S?(D). 
This yields (3.2), since .%‘(XHV) = k%‘(X) n 9(V). H 
The characterization given in Theorem 3 seems to be simpler (in addition 
to being more general) than Theorem 2 of Wu [ 121, stating that if K p is 
estimable, then N is admissible for Kfl among Fk(Y) under M with a 
positive definite V if and only if FXT- X’V-’ = F and one of the following 
holds: FX = K or A 4 R f or A E R t and, choosing a nonsingular P such 
that P’AP=diag(X,,...,Xk) and P’BP=diag(p.,,...,pk), there exists i such 
that Xi=0 and pi>O, where T=X’V’X, A=BFXT-X’F-FXT-K- 
KT- X’F’, and B = (FX - K)T-(FX - K)‘. 
The authors are thankful to the refmee for his valuable suggestions 
concerning proofs of Theorems 2 and 3. 
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