Probability modelling for DNA sequence evolution is well established and provides a rich framework for understanding genetic variation between samples of individuals from one or more populations. We show that both classical and more recent models for coalescence (with or without recombination) can be described in terms of the so-called phase-type theory, where complicated and tedious calculations are circumvented by the use of matrices. The application of phase-type theory consists of describing the stochastic model as a Markov model by appropriately setting up a state space and calculating the corresponding intensity and reward matrices. Formulae of interest are then expressed in terms of these aforementioned matrices. We illustrate this by a few examples calculating the mean, variance and even higher order moments of the site frequency spectrum in the multiple merger coalescent models, and by analysing the mean and variance for the number of segregating sites for multiple samples in the two-locus ancestral recombination graph. We believe that phase-type theory has great potential as a tool for analysing probability models in population genetics. The compact matrix notation is useful for clarification of current models, in particular their formal manipulation (calculation), but also for further development or extensions.
Introduction
Queueing and (collective) risk theories, as we know them today, both originates around the same year of 1909 with the works of Erlang and Lundberg, but it was not until 1961 that Prabhu [30] recognized the connection (duality) between the two theories. In spite of this discovery, the interaction between the two theories remained rather limited, and it was not until the 1970's that the development of the theory of phase-type distributions, also based on Erlang's earlier work, was applied to both queueing and risk models in the following decades. The theory is characterized by the use of matrices instead of performing calculations based on individual states, and expressions for functionals of interest are expressed in terms of functions of matrices which are both simpler, more transparent and easier to implement. Phase-type theory is recently summarized in the monograph [4] .
Coalescent theory was formulated in the 1980's by John Kingman. We refer to Chapter 1 in [35] for a brief account of the history of the coalescent. Coalescent theory is a mathematical model for genetic variation within and between species, and is a backward-in-time description of the forward evolutionary model of Sewall Wright and Ronald Fisher (e.g. Chapter 3.1.1 in [35] ). The WrightFisher model and its extensions describe the evolutionary forces that shape genetic variation. The most important forces include random genetic drift, mutation, recombination, migration and selection. The coalescent with multiple mergers (or Λ-coalescents) was introduced by Pitman [28] and Sagitov [31] . Apart from Kingman's coalescent, which is also an element of this family, they permit more than two lineages to merge at a coalescence event. Multiple merger coalescent models applies when the variability in the reproduction success is large [26, 12, 32] , and they can also be used for populations under strong selection [8, 27, 33] . They can also be helpful to integrate uncertainty in a phylogeny. They have been widely studied during the past years but most of the theoretical results are asymptotic in terms of sample size [1, 10, 2, 7, 19, 9] .
In this paper we demonstrate the similarities between coalescent theory and phase-type theory, and discuss the implications of the close connection. In particular we show that the translation is useful because complex and difficult-to-derive coalescent theory formulae and equations are easy to define and calculate using phase-type theory and matrix notation. The age of the most recent common ancestor (the height of the tree), the site frequency spectrum (related to the branch lengths and branching pattern of the tree), and the number of segregating sites in two neighbouring loci are examples.
We develop our method for a variety of examples inspired by different scenarios of evolution. Explicit sampling formulae for expected frequency spectra are known only in very few cases (mainly for Kingman's coalescent [13] and Bolthausen-Sznitman coalescent [27] ). Recently, [3] developed an iterative method to compute cross moments of the site frequency spectrum in coalescent models with multiple mergers. The phase-type approach provides an alternative tool to obtain those results. Furthermore, we are able to compute the Laplace transform, and therefore we can easily compute higher-order moments. We are also able to derive densities of the height and the total branch length of the coalescent trees. These applications are similar to the analysis of genealogical histories in structured populations in [21] . We illustrate our results by providing explicit formulae for the mean and covariance of the site frequency spectrum for Kingman's coalescent and for two models for populations with a skewed offspring number.
The rest of the paper is organized as follows. In Section 2 we review the relevant phase-type theory and relate it to basic coalescent models like Kingman's coalescent and a peripatric coalescent [22] (also known as the seed-bank coalescent [6] ), where lineages can be active or inactive and switch from one state to another. In Section 3 we consider examples of coalescent models without recombination, where we provide a detailed account on the construction of the phase-type model for Kingman's coalescent of general order, and the calculations of (joint) moments for the site frequency spectrum of general Λ-coalescent processes. Phase-type descriptions of coalescent models with recombination is the theme in Section 4, where we obtain explicit formulae for the joint distribution of tree height, and explicit formulae for expected values and covariances of the tree height and total branch lengths. Finally we conclude the paper by a short discussion.
Phase-type distributions
Phase-type distributions is a rather general class of distributions for positive random variables which includes mixtures and convolutions of exponential distributions. For example, the tree height and total tree length of the ancestral tree in the fundamental coalescent model, both with or without recombination, are examples of phase-type distributions. In the presence of recombination we also identify some more complicated situations involving joint distributions which naturally fall into a class of multivariate phase-type distributions.
Definition and examples
The following notational conventions are standard for phase-type distributions and will be used throughout unless otherwise stated. Matrices are written in bold majuscules (e.g. S S S and Λ Λ Λ), column vectors in bold, roman minuscules (e.g. s s s and t t t) while row vectors are bold, greek minuscules (e.g. α α α and β β β ). Elements of vectors and matrices are denoted by their corresponding minuscule letters (e.g. α α α = (α i ) i and S S S = {s i j } i, j ). Dimensions are usually not explicitly stated unless needed. In particular, the identity matrix I I I, the (column) vector of ones e e e = (1, 1, . . . , 1) and the ith unit (column) vector e e e i = (0, . . . , 0, 1, 0, . . . , 0) (1 on the ith location) may be of any appropriate dimension which should be clear from the context. Consider a Markov jump process (continuous time Markov chain) {X t } t≥0 with finite state-space {1, 2, ..., p, p + 1}, where states 1, ..., p are transient and state p + 1 is absorbing. This means that {X t } t≥0 has an intensity (rate) matrix Λ Λ Λ of the form
where we refer to the p × p sub-matrix of rates between the transient states, S S S = {s i j } i, j=1,...,p , as a sub-intensity matrix, the p-dimensional column vector s s s = (s i ) i=1,...,p as an exit rate vector (since its elements are the intensities for jumping to the absorbing state) and where 0 0 0 is a p-dimensional row vector of zeros.
Assume that {X t } t≥0 can only start in a transient state and let α α α = (α 1 , ..., α p ) where α i = P(X 0 = i), i = 1, ..., p. Then α α αe e e = ∑ p i=1 α i = 1 and α α α is a probability vector on the set of transient states E = {1, 2, . . . , p}. Since Λ Λ Λ is an intensity matrix, then its rows must sum to zero (i.e. Λ Λ Λe e e = 0 0 0 where 0 0 0 is now the column vector of zeros) so s s s = −S S Se e e. Hence the specification of a sub-intensity matrix S S S implies the form of the exit rate vector s s s.
We recall (from the forward and backward differential equations of Kolmogorov) that the corresponding transition matrix P P P t = {p t i j } i, j=1,...,p+1 is given by
By using the fact that s s s = −S S Se e e it is easily proved that P P P t = e S S St e e e − e S S St e e e 0 0 0 1 .
Hence the restriction of P P P t to the transient states set E is simply exp(S S St).
Definition 2.1 (Phase-type distribution). The time until absorption
is said to have a phase-type distribution of order p with phase-space E = {1, 2, . . . , p}, initial distribution α α α and sub-intensity (generator) matrix S S S, and we write τ ∼ PH p (α α α, S S S).
The exit rate vector will always be denoted by a bold minuscule letter corresponding to the letter for the generator, here s s s.
Let 0 < S 1 < S 2 < . . . denote the jump times of {X t } t≥0 and T n = S n − S n−1 , n = 1, 2, . . . (S 0 = 0) the corresponding inter-arrival times. Furthermore we define the discrete time process Y n = X S n , n = 0, 1, .... which keeps track of the states visited. Then {Y n } n∈N is a Markov chain on {1, 2, ..., p+1} with transition probability matrix Q Q Q = {q i j }, say, and referred to as the embedded Markov chain. Conditionally on Y n−1 = i, T n = S n − S n−1 has an exponential distribution with parameter
which suggests the important interpretation of λ i j dx being the probability of a jump from i to j during a small time interval [x, x + dx).
In Figure 1 we illustrate a sample path of a Markov jump process generating a phase-type distribution. The initial state is chosen according to α α α. Given initiation in Y 0 = X 0 = 3, the time until the first jump, S 1 , will then be exponentially distributed with intensity λ 3 = −λ 33 = −s 33 > 0. The process then jumps to a state j = 3, with probability q 3 j = λ 3 j /λ 3 = −s 3 j /s 33 or to the absorbing state with probability q 3,p+1 = λ 3,p+1 /λ 3 = −s 3 /s 33 . Of particular interest in population genetics are the so-called generalized Erlang distributions which are convolutions of exponential distributions. Let T 1 , T 2 , ..., T n be independent random variables with T i ∼ Exp(λ i ) for some λ i > 0, i = 1, ..., n. Then we say that τ = T 1 + · · · + T n has a generalized Erlang distribution with parameters λ 1 , ..., λ n and order n. If λ 1 = · · · = λ n = λ then we say that τ has an Erlang distribution with parameter λ and order n, which will be denoted by Er n (λ ). In particular, the height of a Kingman coalescent with sample size n has a generalized Erlang distribution with order n − 1 and parameters λ i = n−i+1 2
. Another example is the total branch length, which has a generalized Erlang distribution with order n − 1 and parameters λ i = (n − i)/2. See Example 2.2 below.
Generalized Erlang distributions are phase-type distributions (Figure 2) . Here, the process initiates in state 1 with probability 1 and jumps to state 2 with probability 1 after time T 1 ∼ Exp(λ 1 ). Continuing this way, from state n − 1 the process jumps to state n with probability 1 and remains in this state for the time T n ∼ Exp(λ n ). From here it jumps to the absorbing state. Thus the time τ it takes the process to reach the absorbing state n + 1 is exactly the sum of the exponentially distributed random variables. A phase-type representation is given by
Since it does not matter in which order we sum the random variables in S = T 1 + · · · + T n we could have chosen any other permutation of λ 1 , ..., λ n . Thus phase-type representations are not unique for a given distribution. 
Properties
Let τ ∼ PH p (α α α, S S S) and let {X t } t≥0 denote its underlying Markov jump process which generates τ. The density f of τ can then be deduced by a neat probabilistic argument as follows. First, we notice that f (u)du = P(τ ∈ [u, u + du)) is the probability of X t jumping to the absorbing state in the interval [u, u + du). Conditioning first on X 0 = i, then on X u = j, we see that
(see (1) ) and P(jump from j to p+1 during [u, u+ du)|X u = j) = s j du since s j is the rate of jumping from j to p + 1. Thus we have that
Similarly, the distribution function can be derived even more directly as
The matrix S S S has eigenvalues with strictly negative real parts, hence invertible, and tI I I − S S S is thus a matrix with eigenvalues which have strictly positive real parts whenever t ≥ 0. The matrix tI I I − S S S is therefore invertible for t ≥ 0. Thus the Laplace transform for τ can be calculated by and that −(tI I I − S S S) have eigenvalues with strictly negative real parts, we get that
From the Laplace transform we obtain the moments of τ to be
n e e e = α α αU U U n e e e,
where U U U = −S S S −1 . The matrix U U U = {u i j } is the so-called Green matrix and its elements have the following interpretation: u i j equals the expected time the process {X t } spends in state j prior to absorption given that X 0 = i. From this interpretation we can also obtain the formula for µ 1 without using the Laplace transform.
Phase-type distributions may be heavily over-parametrized. For example, if the exit rate vector
for some λ > 0 i.e. the exit rate is the same from all states, then the phase-type distribution with representation PH p (α α α, S S S) is simply an exponential distribution with rate λ . To see this, simply notice that if s s s = λ e e e, then S (x) = − f (x) = −λ α α αe S S Sx e e e = λ S(x),
is the survival function of τ. Since S(0) = 1 we then get that S(x) = exp(−λ x), and hence τ ∼ exp(λ ). For parameter estimation this means that a careful investigation of how the model is specified is needed to ensure a minimal representation and parameter identifiability.
Rewards
Let τ ∼ PH p (α α α, S S S), {X t } t≥0 its underlying Markov jump process and r r r = (r (1), . . . , r(p)) ∈ R p + a vector of nonnegative numbers (reward rates). Then define the total reward Y earned during the time
If r(i) = 0 and T ∼ exp(λ i ) is a holding time in state i, then the reward earned during this holding time is simply r(i) · T ∼ exp(λ i /r(i)). Hence, if all r(i) = 0 and ∆ ∆ ∆(r r r) denotes the diagonal matrix with r r r on the diagonal, we have that
r)S S S).
Observe that equation (3) then translates into
The total tree height (time to the most recent common ancestor) is given by τ n = T 2 + · · · + T n and the total branch length by
The total tree height is phase-type distributed τ n ∼ PH n−1 (π π π, T T T ) with π π π = (1, 0, . . . , 0) and
Defining rewards r r r = (n, n − 1, ..., 2) we see that L n has a phase-type distribution with representation PH n−1 (π π π, S S S), where
Since for general constants a 2 , ..., a n
we see that the mean of L n amounts to the sum of the first row of
as is well known. See Figure 3 for a graph of the first three moments. Often, and in particular when constructing multivariate phase-type distributions, some rewards will be zero. Then the non-zero rewards earned during holding times will still be exponentially distributed obtained by scaling with the appropriate reward, but the embedded chain of the new phasetype distribution will change since going from a state with positive reward to another with positive reward can take place via transitions to zero-reward states in between.
Define E + = {i ∈ E : r(i) > 0} and E 0 = {i ∈ E : r(i) = 0} and decompose accordingly the vector α α α = (α α α + , α α α 0 ) and transition matrix Q Q Q (of the embedded chain {Y n } n∈N )
Let d = |E + | be the number of elements in E + and define
Then P P P = {p i j } i, j=1,...,d is the transition matrix of the Markov chain which is obtained from {Y n } n∈N at times when Y n ∈ E + . This follows by noticing that the i jth element of Q Q Q +0 (Q Q Q 00 ) n Q Q Q 0+ is the probability of going from i to j by first making a transition to a state in E 0 , remaining in E 0 for the next n jumps and finally jumping from a state in E 0 to j, and since
With a similar argument, π i gives the probability that a Markov process starts earning rewards from state i ∈ E + , which can either happen by X 0 = i ∈ E + or by X 0 ∈ E 0 and returning to E + eventually.
Since there in general exists the possibility of never entering E + if the process is started in E 0 , there will in general be an atom at zero of size π d+1 = 1 − π π πe e e. Hence we have proved the following:
The random variable Y of (5) is a mixture of an atom at 0 of size π d+1 = 1 − π π πe e e and a phase-type distribution with representation
Example 2.4. In this example we consider a genealogical process appearing in peripatric metapopulations [22] and seed-bank models [6] . In this model lineages can be active (continent or plants) or inactive (islands or seeds) and they switch from one state to the other at a fixed rate. When they are active, lineages coalesce according to Kingman's coalescent dynamics. More precisely, let c be the rate for an active branch to unactivate and K be the rate for an inactive branch to re-activate. Transition rates can be tidied up in the following way. Let
Then the subintensity matrix for the height of the coalescent tree can be represented as
The matrix Λ Λ Λ(i) gives the transition rates when the whole system starts and remains with total size i.
The matrix D D D(i) gives the transition rates when the whole system loses an element (by coalescence) starting from total size i. Row j of Λ Λ Λ(i), j = 1, ..., i + 1, corresponds to the case where out of the remaining i branches, j − 1 of them are presently inactive. The height of the tree has a phase-type distribution. Its asymptotics is known to be of order log log n (see [6] ) where n stands for the initial size of the sample but the precise limit of the variable remains unknown.
In the seed bank model the mutation rate can be inferred from the total length of the active part of the coalescent (because mutations only occur out of the seed bank). To this end, we use the reward vector (n, n − 1, ..., 1, 0, n − 1, n − 2, ..., 0, ...., 2, 1, 0). In the peripatric model, the population is separated in continent and islands, hence they can mutate at both stages. The total number of mutations is in this case related with the total branch length, and in this case the reward vector is (n, . . . , n, n − 1, . . . , 3, 2, 2, 2). Results on expected heights and lengths are summarized in Figure 4 . Moreover, it is interesting to consider the total number of mutations as the sum of continental mutations and island mutations. This problem can be studied in the multivariate phase-type framework. 
Multivariate phase-type distributions
Let τ ∼PH p (α α α, S S S) and let {X t } t≥0 denote the underlying Markov jump process which generates τ. Let n be a positive integer and let R R R = {R i j } be a p × m matrix of non-negative constants. Each column j of R R R may be considered to be a function r j : {1, 2, . . . , p} → R + defined by r j (i) = R i j . Then we define . For example, we may consider the joint distribution of the times that the process {X t } has spent in different (possibly overlapping) subsets of the state-space prior to absorption. This will generate a multivariate phase-type distribution based on rewards which are either zero or one (see Figure 5 for an example). 
In general it is not possible to provide explicit formulae for the joint density function or distribution functions, however, in some important special cases it is possible to derive strikingly simple expressions (see e.g. Section 8.1 of [4] ). Of special interest are means, variances and covariances between elements of Y Y Y . If R R R ·i denotes the ith column of R R R and U U U = −S S S −1 the Green matrix, then we have that
for all i, j (including i = j) and from which we can calculate the covariance by the well known formula,
Higher order moments (see Theorem 8.1.5 of [4] ) can be calculated by the formula
where h = ∑ n j=1 h j and σ (i) is the index value for entrance of the ith permutation. For example, if we want to calculate E(Y i Y j Y k ) for i, j, k all different, then we consider all ordered permutations of (i, j, k) which amounts to (i, j, k),(i, k, j),( j, i, k),( j, k, i), (k, i, j) and (k, j, i) resulting in the formula
For E(Y 2 i Y j Y k ) we would have to consider permutations of (i, i, j, k) and summing expressions on the form
where two among the i 1 , i 2 , i 3 , i 4 are identical to i while among the remaining two one equals j and the other equals k.
Coalescent theory without recombination
The Λ-coalescent, introduced independently by Pitman [28] and Sagitov [31] , defines a class of exchangeable coagulation processes including various useful models in population genetics. Its dynamics is characterized by a finite measure Λ on [0, 1]. When the process has b lineages, each subset of k lineages merges at a rate
The dynamics of Kingman's coalescent is obtained by taking Λ = δ 0 , the unit mass at zero, leading to binary mergers only. In Figure 6 we show the five possible unlabelled Λ-coalescent topologies for a sample of size n = 4.
In the general case, the height of the tree of a sample of size n is phase-type distributed PH n−1 (α α α, S S S) with α α α = (1, 0, . . . , 0) and
. . , n and k = 2, . . . , i, and g i = ∑ i k=2 g i,k (notice that g 2 = 1). As for Example 2.2, the total branch length can be studied using the reward vector (n, n − 1, . . . , 2).
Kingman's coalescent trees Additional Λ-coalescent trees Figure 6 : The five possible Λ-coalescent topologies for four sequences.
Example 3.1. A class of interest is the Psi-coalescent that appears as the genealogical process of Moran models with highly skewed offspring distribution [12] . Rare reproduction events make that an individual's progeny will replace a proportion ψ ∈ (0, 1) of the next generation. Here the probability measure Λ is the unit mass in ψ. This gives the transition rates
Note that we vary from the original model of [12] by a constant ψ 2 so that we obtain the Kingman coalescent as ψ → 0. See Figures 7 and 8 for graphs of the first three moments of height and lengths in the Psi-coalescent. Example 3.2. Another class of interest is the Beta-coalescent that appears as the genealogical process of stable Galton-Watson populations [32] and have been applied to marine populations [3] . Here the probability measure Λ is that of a Beta(2 − α, α) distribution with 1 ≤ α < 2, i.e.,
This model gives the transition rates
where β is the Beta function. The case α → 2 represents the Kingman coalescent, whereas the case α = 1 gives the Bolthausen-Sznitman coalescent, that appears as the genealogical model of populations under strong selection [8, 27, 33] . Asymptotic behavior of the height and the length has been studied in [2, 7, 19] for α ∈ (1, 2). Note that the height converges without scaling to a finite random variable whereas the length is of order n 2−α . When α = 1, the height is of order log log n (see [14] ) and the length is of order n/ log n (see [10] ). See Figures 9 and 10 for graphs of the first three moments of height and lengths in the Psi-coalescent. In order to study the site frequency spectrum we need to introduce an appropriate state-space and a corresponding reward matrix. For a sample of size n, we represent the states by a vector a a a = (a 1 , a 2 , ..., a n ) where a i denotes the number of branches with i descendants. The state-space is thus given by {a a a = (a 1 , . . . , a n ) ∈ Z n + :
This representation is similar to the summary of a sample of DNA sequences used for the infinite alleles model in Ewens' sampling formula. For Kingman's coalescent the possible transition are   (a 1 , . . . , a n ) → (a 1 , . . . , a i − 1, . . . , a j − 1 . . . , a i+ j + 1, . . . , a n ) with rate a i a j for a i , a j ≥ 1, and (a 1 , . . . , a n ) → (a 1 , . . . , a i − 2, . . . , a 2i + 1, . . . , a n ) with rate a i 2 for a i ≥ 2. The row in the reward matrix corresponding to a state a a a = (a 1 , ..., a n ) is given by (a 1 , . .., a n−1 ) because a 1 is the number of branches with one descendant, a 2 is the number of branches with two descendants etc. (see also Table 1 ).
Example 3.3. Consider Kingman's coalescent with n = 4. In Figure 11 we show the state space and possible transitions. The intensity and reward matrices are given in Table 1 . Table 1 : Intensity matrix for Kingman's coalescent and reward matrix for calculating the site frequency spectrum for n = 4 sequences.
The elements of each row in R R R correspond to the number of branches with one, two or three descendants. The row sums of the reward matrix equals the number of branches, except for the last absorbing state where only one lineage is present.
We now provide an algorithm for generating the general state-space and corresponding transition rates. 
It is natural to start with a a a = (n, 0, ..., 0) and identify the remaining states subsequently. In Figure 12 we show the state space and possible transitions for the general Λ-coalescent. For a general Λ-coalescent process, mutations on branches with one descendant give rise to singletons in the site frequency spectrum, while mutations with two or three descendants give rise to doubletons, tripletons and so on in the site frequency spectrum. The quantities
are the total branch lengths where a mutation is shared by exactly i samples. If the mutation rate is θ /2, then the expected site frequency spectrum (SFS) is given by
where E(Y i ) is given by (8) . Covariances are given by
for which we use (9) and (10).
Example 3.5. Here we consider the variance, covariance and expected site frequency spectrum for the Psi-coalescent ( Figure 13 ) and the Beta-coalescent ( Figure 14) . The bumps for the Psi-coalescent can be explained by the fact that, at each coalescence event, a proportion ψ of the branches are merged, giving a higher probability for branches with nψ descendants to appear. Concerning the covariances we only plot the anti-diagonal entries of the covariance matrix as in [11] p.56. Our results for the mean, variance and covariance agree with those obtained by the recursive formulae presented in [3] . Higher order moments can also be calculated using (11) . For example, the result of the paper [20] essentially reduces to calculating the formula (12).
Ancestral graph with recombination
In this section we show how multivariate phase-type theory fits as a model for the distribution of branch length and can be used to express expected summary statistics for statistical associations of mutation patterns at different loci. We begin with a sample of size n = 2 and then extend to larger sample sizes.
Sample size two
Recall the ancestral recombination graph for two loci and two samples originally presented in [34] , and summarized as Figure 7 .7 in [35] , and recently discussed in detail in [17] . For reference the graph is reproduced here in Figure 15 . The filled circles represent material ancestral to the sample, and the crosses represent that the most common ancestor has been found. The lines between the circles or crosses indicate if the ancestral material is present in the same chromosome. The starting state is state 1 at present day with two samples from the same chromosome. Right tree taller τ a < τ b Figure 15 : Flow diagram for the two-locus ancestral recombination graph.
The time when both loci have found their common ancestor is PH 7 (α α α, S S S) distributed with α α α = (1, 0, 0, 0, 0, 0, 0) and
We observe that S S S has the natural block structure partitioning as already indicated in (16) . Also note the highly symmetric structure of the partitioning where S S S 12 = S S S 13 , S S S 22 = S S S 33 and s s s 2 = s s s 3 .
If the Markov jump process underlying PH 7 (α α α, S S S) exits to the absorbing state from a state in {1, 2, 3}, then the height τ a of the left tree and the height τ b of the right tree are the same, i.e. τ a = τ b with the common height being phase-type distributed with representation PH 3 (α α α 1 , S S S 11 ) where α α α 1 = (1, 0, 0) . The common distribution of τ a = τ b then has density
The density for equal tree height is shown in the left plot in Figure 16 . This is a defective distribution since second and third exit rates are set to zero prohibiting the process to jump to the left or right states of the diagram so −S S S 11 e e e = s s
The missing mass is exactly the probability of this occurring and amounts to
The density function (17) can also be evaluated explicitly, i.e. expressed in terms of polynomials and exponentials involving ρ and x. However, this expression is lengthy and messy since the eigenvalues of the intensity matrix are not particularly nice functions. On the other hand, for specific numeric values of ρ the numeric calculation of (17) is straightforward and efficient. Thus there seems to be no reason for pursuing a non-matrix representation of (17) in practice. Now let us consider the case where τ a = τ b . Assume that x = τ a < y = τ b . Then the right tree is taller, and we must exit from states {1, 2, 3} to {4, 5} at time x. The 3-dimensional row vector α α α 1 e S S S 11 x contains the probabilities of being in state 1, 2 or 3 when exiting while the 2-dimensional row vector π π π 1 = α α α 1 e S S S 11 x S S S 12 contains the probabilities that states 4 and 5 are entered. Thus π π π 1 serves as the initial (defective) distribution of entering states {4, 5}, and the remaining time spent in states {4, 5} prior to absorption is hence phase-type distributed PH 2 (π π π 1 , S S S 22 ). Hence we conclude that the joint density for (τ a , τ b ), f (τ a ,τ b ) (x, y), for the case of x < y is f (τ a ,τ b ) (x, y) = α α α 1 e S S S 11 x S S S 12 e S S S 22 (y−x) s s s 2 , x < y.
Similarly, for the case of x > y we get that f (τ a ,τ b ) (x, y) = α α α 1 e S S S 11 y S S S 13 e S S S 33 (x−y) s s s 2 , x > y, and since S S S 22 = S S S 33 and S S S 12 = S S S 13 we get that the two densities are identical.
We can perform a reduction of the state-space. The exit rates are s s s 2 = s s s 3 = 1 1 , and therefore the phase-type distributions corresponding to the states {4, 5} and {6, 7} are both exponential distributions with rate 1 (recall equation (4) and the following remark). Thus the direct inter-action between states 4 and 5 (respectively 6 and 7) has no practical effect and we can reduce S S S toS
The corresponding joint densities are then given by
for x < y and vice versa for x > y. The density is illustrated in the right plot in Figure 16 . 
General sample size
In Figure 17 we recapitulate Figure 7 .5 page 226 in [35] and introduce the notation. Four linked sequences have evolved back in time according to the ancestral recombination graph. We are interested in the joint distribution of the total branch length L a in locus a and the total branch length L b in locus b. This process was recently studied using a rather complex hyperbolic system of partial differential equations [25] . We avoid labelling the sequences and consider the number of sequences K ab with ancestral material in both loci, the number of sequences K a with ancestral material in locus a only, and the number of sequences K b with ancestral material in locus b only.
Define the state of the ancestral recombination graph at time t to be A(t) = (K ab (t), K a (t), K b (t)). The number of branches in the two loci at time t is then L a (t) = K ab (t) + K a (t) and L b (t) = K ab (t) + K b (t). The time to the most recent common ancestor (the tree height) in each locus is given by The total branch length in each locus is
Similarly as for two samples we want to study the joint distribution of (L a , L b ) as a function of the recombination rate ρ.
The ancestral process for two loci and a sample of n unlabelled sequences has a state-space given by triplets (k ab , k a , k b ) where entries are non-negative integers with k ab + max{k a , k b } ≤ n and with triplets (0, k a , 0) for 0 ≤ k a ≤ n and (0, 0, k b ) for 0 ≤ k b ≤ n removed. The grand MRCA (1, 0, 0) is defined to be the absorbing state because at that time all the ancestral sequences have found common ancestry.
The rates between the states are given by
where the transitions that correspond to coalescent events are and the transitions that correspond to recombination events are
Consider the case n = 4. In Figure 18 we illustrate the state space and the rates between states. The intensity matrix is indexed in the order of (K ab + K a , K ab + K b ) such that we begin with the 9 blocks
where both loci have at least two lineages. The next 3 blocks are (4, 1), (3, 1), (2, 1), where the tree in locus b is finished. Then we have the 3 blocks (1, 4), (1, 3), (1, 2) where the tree in locus a is finished. The final block (1, 1) is the overall absorbing state. In a block-partioned form we write the intensity Figure 18 : State-space and rates for four sequences. Red entries in the rate matrix correspond to coalescent events and blue entries in the rate matrix correspond to recombination events. matrix as follows: where the block matrices are define in the obvious way.
If τ a > τ b it is because there is a transition from the S S S ab block to the red square S S S a , the transition of which is performed by the matrix S S S a ab in the red rectangle. From S S S a the remaining time is phase-type distributed with exit rate vector S S S Next we consider the total branch lengths. The reward matrix R R R is given by
4e e e 4e e e 4e e e 3e e e 4e e e 2e e e 3e e e 4e e e 3e e e 3e e e 3e e e 2e e e 2e e e 4e e e 2e e e 3e e e 2e e e 2e e e 4e e e 0 0 0 3e e e 0 0 0 2e e e 0 0 0 0 0 0 4e e e 0 0 0 3e e e 0 0 0 2e e e
where e e e are column vectors of ones and 0 0 0 zero vectors, all of appropriate dimensions. Then While the joint Laplace transform and (cross) moments have explicit forms, this is in general not the case for the densities and distribution functions in the MPH * class, and the case of (L a , L b ) presents such an example.
Let R R R ·i denote the column number i = 1, 2 of R R R. Then E(L a ) = e e e 1 (−S S S) −1 R R R ·1 and E(L b ) = e e e 1 (−S S S)
where ∆ ∆ ∆(r r r) denotes the diagonal matrix with the vector r r r as diagonal. In particular,
and similarly for L b . Thus we can explicitly find the variances and covariance by substitution into the formulae
and correlation
. Now let S a and S b denote the number of segregating sites in locus a and locus b, and let the mutation rates in the two loci be θ a /2 and θ b /2. Recall that S a |L a ∼ Pois(L a θ a /2) and
and similarly E[S b ] = (θ b /2)E L b . We get 
.
Note that (i) The correlation is a separable function of θ a and θ b .
(ii) The correlation is increasing as a function of θ a or θ b . 
In Figure 20 we show the correlation (22) between the number of segregating sites in two loci for sample sizes n = (2, 4, 8), mutation rates θ = (0.1, 0.5, 2.5) and θ → ∞, and as a function of the recombination rate ρ. For n = 2 and θ → ∞ we recover the well known result (ρ + 18)/(ρ 2 + 13ρ + 18) (e.g. [35] equation (7.17) page 231). 
Discussion
We have demonstrated how phase-type theory is a useful framework for calculating distributions and summary statistics in basic models in population genetics. The coalescent models that we have analysed are time-homogeneous. The structured coalescent analysed in [21] is another example of a time-homogeneous model that can be explored in the phase-type framework. A future research direction could be to extend the analysis to time-inhomogeneous evolutionary models. [25] recently computed the joint distribution of the total branch length in two loci with variable population size. It could be interesting to extend our constant population size analysis in Section 3 and Section 4 to the variable population size model. A first approach could be to consider a piecewise constant population size model, handle each epoch of constant size separately, and finally merge the various epochs. Such an approach requires calculations of moments in end-point conditioned continuous Markov chains, and these can be found using results from [16] .
Another important coalescent model is the isolation-with-migration model with multiple populations (e.g. [15] ). This model is characterized by times in the past where populations merge, and migration rates between the present and ancestral populations. Statistical inference in this model is very challenging, but [23] and [24] have developed a efficient and general method for likelihood inference using generating functions. Perhaps phase-type theory could provide an alternative framework for robust and reliable parameter estimation in isolation-with-migration models. On the other hand, a multiple species coalescent for which phase-type theory is practicable is the simple nested coalescent [5] , although the state-space and the rate matrix are more tedious to be set up.
Statistical inference in phase-type distributions has traditionally been based on observations of the time of absorption of the stochastic process and maximum likelihood inference. This situation is in stark contrast to genetic data which most often consists of DNA sequences from samples of present day individuals. Likelihood inference for coalescent models that have a phase-type structure needs to be developed.
