We prove uniqueness in inverse acoustic scattering in the case the density of the medium has an unbounded gradient across Σ ⊆ Γ = ∂Ω, where Ω is a bounded open subset of R 3 with a Lipschitz boundary. This follows from a uniqueness result in inverse scattering for Schrödinger operators with singular δ-type potential supported on the surface Γ and of strength α ∈ L p (Γ), p > 2.
Introduction.
The aim of this paper is the study of the uniqueness problem in the inverse scattering for the acoustic wave equation
in the case ̺ has an unbounded gradient across some surface Σ ⊆ Γ = ∂Ω, where Ω ⊂ R 3 is open and bounded with Lipschitz boundary. Here u is the pressure field, ̺ is the density and v is the sound speed; we assume that ̺(x) = v(x) = 1 whenever x lies outside some large ball B R ⊃ Ω.
To introduce our arguments and to allow the reasoning in the following lines, we start assuming that the functions ̺ and v are positive and sufficiently regular (for instance we can take ̺ of class C 2 and v bounded). Looking for fixed frequency solutions of the kind u(t, x) = e −iωt u ω (x), ω > 0, one gets the stationary equation Notice that, since ̺ = v = 1 outside B R , the potential V ϕ,v,ω is compactly supported. As well known from stationary scattering theory in quantum mechanics, whenever V is a short-range potential, a generalized eigenfunction for the corresponding Schrödinger operator, (−∆ + V)ψ k = k 2 ψ k , k > 0, admits the outgoing representation ψ k (x) = e ikξ·x + 1 (2π) 3 The inverse acoustic scattering problem consists in recovering the couple of functions (̺, v) from the knowledge of the far-field pattern at some fixed frequencies; in particular, to recover the two independent functions ̺ and v, one needs the knowledge of the far-field patters at least for two different frequencies ω and ω. Clearly, the solvability of such an inverse problem requires a corresponding uniqueness result:
By (1.5), this uniqueness issue is a consequence of an analogous result concerning Schrödinger operators:
(1.6)
The justification of the uniqueness property (1.6) goes back to the pioneering works [29, 37, 32] . The idea is based on the orthogonality relation B R (V 1 (x) − V 2 (x))u 1 (x)u 2 (x) dx = 0, involving the total field solutions u j to the Schrödinger equation with potential V j , and which can be derived from the equality of the far-field patterns for the two frameworks. Then the strategy consists in constructing a specific set of solutions u j , known as complex geometrical optics solutions or CGO's in short, and use them to deduce that V 1 = V 2 (here stands for the Fourier transform). Finally, the two equalities V ϕ 1 ,v 1 ,ω = V ϕ 2 ,v 2 ,ω and V ϕ 1 ,v 1 ,ω = V ϕ 2 ,v 2 ,ω entail (̺ 1 , v 1 ) = (̺ 2 , v 2 ).
The aim of our work is to extend the above reasoning and conclusions to the case in which the density function ̺ belongs to H 1 loc (R 3 ) and the jump of its normal derivative across some closed set Σ ⊂ Γ belongs to L p (Γ), p > 2, where Γ is the Lipschitz boundary of some opened and bounded Ω ⊂ R 3 (see Section 7 for the precise hypotheses and statements). Under these conditions, the corresponding Schrödinger equation 2 1 loc (R 3 ) and such that |∇ Ω in/ex ̺ | ∈ L 4 (Ω in/ex ) and ∆ Ω in/ex ̺ ∈ L 2 (Ω in/ex ), where Ω in/ex denotes the interior or the exterior of Ω, while the normal derivatives across a closed subset Σ of Γ have jumps of regularity L p (Σ) with p > 8/3 (see Theorem 7.4 and Remark 7.3 for the details).
Let us now discuss the forward problem and how we model the acoustic scattering with such regularity of the density. There are several ways to study and describe the solutions of the forward acoustic scattering and generate the far-field patterns. We mention the variation formulation, see [20, 8] for instance, which reduces the problem to a bounded domain Ω by introducing a Dirichlet-Neumann map to the exterior problem, i.e. stated in R 3 \ Ω, where the background is homogeneous. A second approach consists in using integral equations; this allows to reduce the problem to inverting a Lippmann-Schwinger equation via the Fredholm alternative, see [24] . The approach requires, in addition to the regularity of the coefficients, a positivity of the contrast, i.e. in our case v 2 ρ = const. and ρ < 1, see [24] . In this paper we follow a different strategy and exploit the connection between the acoustic problem and the Schrödinger one, providing the link between (1.1) and (1.2) in the case the density ̺ is no more C 2 as supposed in the reasonings above. Due to the lack of regularity of ̺, we use Schröedinger operators with δ-type potentials and unbounded strengths, thus generalizing previously known results about such kind of operators (see e.g. [5] , [27] and references therein); for this class of operators we provide the rigorous construction as self-adjoint extensions of the symmetric operator ∆|C ∞ comp (R 3 \Γ). The Schrödinger approach allows the use of techniques from quantum mechanical stationary scattering theory, in particular, by extending some results provided in [27] , we get a limiting absorption principle (LAP for short in the following) for our class of Schrödinger operators; as a consequence, the scattering amplitude is derived and used to define the acoustic far-field patterns. Let us remark that, by combining the results contained in [34] with [13, Theorem 16] , one could get a non-stationary scattering theory (i.e. the existence of the wave operators) directly for the acoustic model whenever 0 < c 1 ≤ ̺, v ≤ c 2 < +∞. Nevertheless, using the connection with Schrödinger operators, and the corresponding LAP, our approach has the advantage of easily providing with the acoustic far-field patterns in terms of the (quantum mechanical) scattering amplitude and results better suited for the study of the inverse scattering problem.
The paper is organized as follows. The self-adjoint realizations of such operators are provided in Section 2 and the existence of a limiting absorption principle for them is given in Section 4. The proof of the connection between Schrödinger operators with δ-type potentials and acoustic operators with densities with unbounded gradients is provided in Section 3. In Section 5, we give sense to the far-field through the construction of the generalized eigenfunctions. In section 6, we derive the uniqueness result for the Schrödinger model, as Theorem 6.2, and then we conclude the corresponding result for the acoustic model, as Theorem 7.4, in Section 7.
2. Schrödinger operators with delta interactions of unbounded strength.
; then, by the Kato-Rellich theorem,
is self-adjoint and bounded from above. Here H s (R 3 ), s ∈ R, denotes the scale of Sobolev Spaces on R 3 , we refer to [16, Chapter 1] for the appropriate definitions of such spaces and for the trace maps defined on them; we also refer to the same book for the definition of the scale H s (Γ), |s| ≤ 1, of Sobolev spaces on the Lipschitz surface Γ which we use below.
A V can be broadened to an operator in H −2 (R 3 ) (by a slight abuse of notation we denote such an operator with the same symbol):
where now V denotes the linear operator, belonging to B(
, by duality and interpolation one has
and, by duality,
The proof is then concluded by interpolation again. 4
Given Ω ⊂ R 3 , open and bounded with Lipschitz boundary Γ, we introduce the bounded and surjective trace map
defined as the unique bounded extension of the map
In the following we also use the extension (denoted by the same symbol) of γ 0 to H 
This gives the bounded operator
, one has
Proof. By Lemma 2.1, one has
Such an inequality show that if 0 < s < 
, where S α,V is a discrete set. By next Theorem 2.5, S α,V is contained in the spectrum of a self-adjoint operator and so S α,V ⊂ R; hence, by Lemma 2.3, S α,V ⊆ [sup σ(A V ), sup σ(A V ) + c α,V ] and so it is finite being discrete, i.e. without accumulation points.
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z is injective and hence invertible for any z ∈ ρ(A V )\S α,V . Moreover
By the obvious equality (1
and so
By the previous results one has
is a well-defined family of bounded operators in L 2 (R 3 ).
, in the following we use the shorthand notation SL 
This yields so that such an operator is self-adjoint; given z • ∈ Z V,α ,Â V,α is defined, in a z • -independent way, bŷ
Notice that any ψ ∈ dom(Â V,α ) is given by
By the mapping properties of SL z and by ran(
The definition (2.7) yields
) denotes the set of Sobolev multipliers on H s (Γ) to H −s (Γ) (here and in the following we use the same notation for a function and for the corresponding multiplication operator). By proceeding as in the proof of Theorem 2.5.3 in [19] , one has
Then, by Sobolev's embeddings and Hölder's inequality, one gets
Thus we can define
Remark 2.7. One can check that, in the particular cases where Remark 2.8. Here and below we use dualities ·, · X * ,X which are conjugate linear with respect to the first variable. Let ξ ∈ H −s (Γ), 0 < s ≤ 1. Since
where σ Γ denotes the surface measure. In particular γ * 0 1 = δ Γ , where δ Γ denotes the Dirac distribution supported on Γ. Introducing the notation γ * 0 ξ ≡ ξδ Γ , the operator A V,α is represented as A V,α ψ = A V ψ − αγ 0 ψδ Γ and this explain why this kind of operators are said to describe quantum mechanical models with singular, δ-type interactions. 
Remark 2.9. Notice that A V,α is a self-adjoint extension of the symmetric closed operator
Let us now suppose that supp(V) is compact and that exists λ ∈ σ p (A V,α ) ∩ (−∞, 0); let ψ λ denote a corresponding eigenvector. Let K a compact set containing both Γ and supp(V), so that (−∆ψ λ +λψ λ )|K c = 0; by elliptic regularity, ψ λ ∈ C ∞ (K c ), and, by the Rellich estimate one gets ψ λ |K c = 0 (see e.g. [25, Corollary 4.8]). Using the unique continuation property (holding for our exterior problem in R 3 \Ω according to [22] 
, see [22] ).
The next lemma shows that the construction leading to Theorem 2.5 is unaffected by the addition of a bounded potential: Lemma 2.11. Let V and α be as in Theorem 2.5 
Proof. According to the representation(2.5), we only need to show that dom(A V+V ∞ ,α ) = dom(A V,α ). By the definition of SL V z and the second resolvent identity there follows
), then (2.4) yields the sought domains equality.
The connection between acoustic and Schrödinger operators.
We begin the section by reviewing some results about multiplication of distributions and related topics.
In particular, the product u(γ *
Proof.
Remark 3.2. Notice, that, by the same proof, (3.1) holds true also in the case
Notice that the inclusion
In the case ξ ∈ H −s (Γ), 0 < s ≤ 1, the mapping properties of γ 0 imply γ *
; then, from the above identity one recovers the preceding definition in term of the dual map of the trace γ 0 .
and
, the definition of the distributional gradient
, we can define the product v∇
we get
i.e. u∇ Given the real-valued function ϕ we suppose there exists an open and bounded set Ω ϕ ≡ Ω ⊂ R 3 with Lipschitz boundary Γ ϕ ≡ Γ such that
where 
as bounded operator with respect to the natural norm
Therefore the jump across Γ given by 
In particular, by Remark 2.6, hypothesis (3.3) holds true whenever
Remark 3.6. A more explicit characterization of a class of function ϕ satisfying hypotheses (3.2) and (3.3) is the following:
By the properties of the single layer potential SL (see [14, Theorem 3 .1]), one has
for any ǫ > 0 and any χ ∈ C ∞ comp (R 3 ). Since W 1+1/p−ǫ,p (Ω in/ex ) ⊂ C(Ω in/ex ) whenever p > 2 and ǫ is sufficiently small, one gets ϕ ∈ C(R 3 ) and so
By hypotheses (3.2), (3.3) and Theorem 2.5, we can introduce the self-adjoint operator in L 2 (R 3 ) defined by
The next theorem gives the connection between A ϕ and the acoustic operator:
Theorem 3.7. Let ϕ satisfy hypotheses (3.2) and (3.3), let ψ ∈ dom(A ϕ ) and set u :
Proof. By the "half" Green's formula (see [28, Theorem 4.4] , one gets
Thus ∆ϕ ∈ H −1 (R 3 ) and, by (3.2) and (3.3), we get
Since both ∆ϕ and ∆ψ belong to H −1 (R 3 ) (notice that ψ ∈ dom(A ϕ ) ⊆ H 1 (R 3 )), the products ψ∆ϕ and ϕ∆ψ are well-defined in D ′ (R 3 ) and from(3.1) there follows
Moreover, (3.1) and Lemma 3.5 yield
and, by (3.5) and (3.1), we get
Then, by Lemma 3.3, by (3.4) and by (2.5),
The limiting absorption principle.
In this section the results provided in [27, Section 4], which in particular apply to A 0,α (whenever α ∈ M(H 
where x is a shorthand notation for the function x → 1 + x 2 1/2
. In particular, we set L 
.
A similar argument applies to H
In particular, this provide the equivalent
The above definitions are generalized to the case of non-integer order s ∈ R by
while the corresponding dual spaces (w.r.t. the L 2 -product) identify with 
and 
In order to extend LAP to operators of the kind A V,α , we need some preparatory lemmata. In the following B R denotes a sufficiently large ball such that supp(V) ⊂ B R .
. Then, for all z ∈ ρ(A V ) and for all w ∈ R, 
Then the continuous injection
and the standard mapping properties of
and so, in this case, the statement follows from (4.7) and (4. 
An explicit computation leads to
If |w| ∈ [0, 1], the functions ∆ x |w| and ∇ x |w| are bounded and smooth; then the functions VR
for any σ ∈ R (since V has compact support). In this case, we get
and as before, we obtain (4.6) from (4.7). This result and an induction argument on |w| ∈ [n, n + 1], allow to conclude the proof.
Proof. According to our assumptions, it results
and the injection
hold for w > 1/2. Then the statement follows from (4.12) and (4.13).
This result yields the following mapping properties.
Proof. If V = 0 the statement follows from [4, Corollary 5.7(b)]; in this case for all k
for a suitablec K > 0 depending on K. From the identity (4.5) there follows 18) and using (4.11) there follows
Hence, from the representation (4.16) and the estimates (4.15), we finally obtain
The existence of the resolvent's limits on the continuous spectrum has been discussed in [36] for a wide class of operators including singular perturbations. In the particular case of a singularly perturbed Laplacian described through the general formalism introduced in [26] , a limiting absorption principle has been given in [27] . In what follows, we use the same strategy used in these works to establish a limiting absorption principle for the self-adjoint operators given in Theorem 2.5.
15 
) for all w > 1/2 and k ∈ R\ {0}.
Proof. According to Theorem (4.1), the limits R V,± −k 2 exists for all k 2 > 0 and w > 1/2 in the uniform operator
). Hence we follow, mutatis mutandis, the same arguments as in the proof on Theorem 4.1 in [27] (corresponding to the case V = 0) to which we refer for more details: by [36, Theorem 3.5 and Proposition 4.2], our statement holds whenever there exist c 1 , c 2 and c K > 0 (the last constant depending on K ⊂ (0, +∞) compact), such that the following conditions are fulfilled:
, and, for all compact subset K ⊂ (0, +∞),
Recalling that A V is bounded from above, there exists c 1 > 0 such that z ∈ ρ(A V ) whenever Re(z) > c 1 ; hence (4.23) holds for R V z by (4.6). Since Γ is compact, by (4.6) and by the mapping properties of γ 0 , one
), (4.24) follows from (2.3). Finally, the condition (4.25) holds as a consequence of the Lemma 4.5.
The previous results also allow to prove that the resolvent formula (2.3) survives in the limits z → −(k 2 ± i0). 
The function SL V,± −k 2 ξ solves, in the distribution space D ′ (R 3 \Γ) and for any ξ ∈ H −1 (Γ), the equation
and there exist c
.29) 16
Moreover, the limits
, and the operator 1 + αγ 0 SL V,± −k 2 has a bounded inverse such that
Proof. The proof uses exactly the same argumentation of the proofs of Lemma 4.4 and Theorem 4.5 (which give the analogous results in the case V = 0) provided in [27] and so is left to the reader.
Generalized eigenfunctions.
We say that a function u ± which solves, outside some large ball B R , the Helmholtz equation (∆+k 2 )u ± = 0, satisfies the (±) Sommerfeld radiation condition (or u ± is (±) radiating for short) whenever 
Since the potential V is compactly supported, such an equation has an unique (±) radiating solution. Indeed, if u 1 and u 2 were two different solutions then u := u 1 − u 2 would be a radiating solution, outside some large ball B R containing the support of V, of (∆+k 2 )u = 0. Thus u|B c R = 0. Then, by the unique continuation principle forÃ V (see [22] ), one gets u = 0 everywhere. By Theorem 4.1, ψ 
Proof. By our definitions,ψ
. Since both the potential V and the distribution γ * 0 ξ are compactly supported, such an equation as an unique (±) radiating solution. Indeed, if u 1 and u 2 were two different solutions then u := u 1 −u 2 would be a radiating solution, outside some large ball B R containing both supp(V) and supp(γ * 0 ξ), of (∆ + k 2 )u = 0.
Thus u|B c R = 0. Then, by the unique continuation principle for A V (see [22] ), one gets u|R 3 \Ω = 0. Since
, then γ 0 u = 0 and so u is a radiating solution of (A V +k 2 )u = 0; thus, proceeding as in the proof of Theorem 5.1, u = 0 everywhere. To conclude the proof we need to show that ψ
k , one has, by (4.27), 
k , one obtains the relations
For any k > 0, we define the set
where · denotes the euclidean scalar product, equivalently
Clearly any function of the kind ψ ρ (x) := e ρ·x , ρ ∈ Σ k , is a generalized eigenfunction of −∆ with eigenvalue k 2 . 
where ψ
Proof. By Theorems 5.1 and 5.2, and by the identity αγ 0 ψ 
The next lemma shows that the scattering amplitude univocally determines both the far-field ψ Remark 5.6. Here and below, when considering two different self-adjoint operators A V 1 ,α 1 and A V 2 ,α 2 we mean that they can be eventually be defined in terms of two different subset Ω 1 and Ω 2 , so that (∂Ω 1 =)Γ 1 Γ 2 (= ∂Ω 2 ) is allowed. 
Then ψ
and ψ
Proof. By (5.3) and (5.2), to get (5.4) it suffices to show that, for some
, where H k , k 0, is the Herglotz operator
Writing the above integral as a limit of a Riemann's sum, ψ ρ can be obtained as a H 2 (B R )-limit of a sequence of functions of the kind n m=1 a m,n e ikξ m,n ·x . Since, by Theorems 5.1 and 5.2,
to get (5.4) one needs to show that the linear operator L
, the multiplication operator associated with V belongs to B( If ψ 6. Uniqueness in inverse Schrödinger scattering.
is well defined and, by Lemma 3.4,
and so ψṼ α ∈ H
. In particular, whenever V and α are as in the definition ofÃ V,α and ψ ∈ dom(Ã V,α ), one has ψṼ α ∈ H −1 comp (R 3 ). We need a preparatory lemma before stating the main result in this section: 
Proof. By the definition ofṼ α , by Lemma 3.4 and by Remark 5.3, one obtains Setting
where
Then, according to the half Green's formula (see [28, Theorem 4.4] ), one obtains 
and, by (5.5) in Lemma 5.7, 0 = ψ
Finally we state our uniqueness result for inverse Schrödinger scattering: 7. Uniqueness in inverse acoustic scattering.
The next lemma probably contains well-known results but we found no proof in the literature. Lemma 7.1. Let ̺ ≥ 0 satisfy the hypotheses Proof. At first we define the sequence ̺ n := e ∆/n ̺, n ≥ 1. Then, since the heat semigroup is positivitypreserving, strongly continuous in both L ∞ (R 3 ) and L 2 (R 3 ), commutes with ∇ and e t∆ (L ∞ (R 3 )) ⊂ C ∞ (R 3 ) whenever t > 0, one gets
and ∇̺ n → ∇̺ in L 2 (R 3 ; R 3 ) as n → +∞. Since ̺(x) ≥ 1/̺
