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RÉSUMÉ
Nous proposons une approche d’extraction des diagrammes de séquence à partir de
programmes orientés objets en combinant l’analyse statique et dynamique. Notre objectif
est d’extraire des diagrammes compacts mais contenant le plus d’informations possible
pour faciliter la compréhension du comportement d’un programme. Pour cette finalité,
nous avons défini un ensemble d’heuristiques pour filtrer les événements d’exécution les
moins importants et extraire les structures de contrôles comme les boucles et la récursi-
vité. Nous groupons aussi les objets en nous basant sur leurs types respectifs. Pour tenir
compte des variations d’un même scénario, notre approche utilise plusieurs traces d’exé-
cution et les aligne pour couvrir le plus possible le comportement du programme. Notre
approche a été évaluée sur un système de simulation d’ATM. L’étude de cas montre que
notre approche produit des diagrammes de séquence concis et informatifs.
Mots clés: Compréhension de programme, retro-ingénierie, diagrammes de sé-
quences UML, traces d’exécutions, réduction de traces, alignement de trace.
ABSTRACT
We propose an approach for extracting sequence diagrams from object-oriented pro-
grams by combining static and dynamic analysis. Our objective is to derive compact yet
informative diagrams to ease the understanding of a program’s behavior. To this end,
we define a set of heuristics to filter unimportant execution events and abstract control
structures such as loops and recursions. We also group objects based on their respec-
tive types. To cover variations of the same behavior, our approach considers and aligns
multiple execution traces. Our approach was evaluated on an ATM Banking simula-
tion system. The case study shows that our approach produces concise, yet informative
sequence diagrams.
Keywords: Program comprehension, Reverse Engineering, UML Sequence Di-
agram, Execution Traces, Trace reducing, Traces Alignment.
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CHAPITRE 1
INTRODUCTION
1.1 Contexte
La compréhension du comportement d’une grande application informatique est une
tâche cruciale avant de commencer sa maintenance ou sa mise à jour. La consultation
de la documentation de conception d’un logiciel permet au développeur de comprendre
rapidement son fonctionnement et son comportement. Néanmoins, plusieurs raisons font
que les changements apportés au code, au cours du cycle de vie du système, ne sont pas
traduits dans la documentation de la conception de l’application. Cela est généralement
dû à la complexité de la tâche de mise à jour de la documentation de conception et la
nécessité de terminer la maintenance d’un programme dans les plus brefs délais. Ainsi,
l’écart entre l’application et sa documentation ne cesse de s’accroître avec le temps et
après chaque opération de mise à jour ou de maintenance. En conséquence, la docu-
mentation de conception du logiciel ne reflète plus convenablement le comportement
du système après un certain nombre d’opérations de maintenance. Cette situation rend
impossible à un développeur de comprendre le comportement de l’application.
La rétro-ingénierie des diagrammes dynamiques, comme le diagramme de séquence,
est une solution de choix qui permet de reproduire automatiquement la documentation
de conception d’un logiciel pour faciliter sa compréhension et sa maintenance [8]. Nous
utiliserons la rétro-ingénierie afin d’extraire une information concise et précise à partir
des milliers, voire des millions, d’événements générés durant l’exécution de l’applica-
tion.
1.2 Problématique
Pour modifier le code, le programmeur doit à priori comprendre le comportement
du système à partir de la documentation. Si cette dernière n’est pas à jour, alors le pro-
grammeur se trouverait face à un grand problème. Selon plusieurs études, jusqu’à 60%
de l’effort et du temps des travaux de maintenance et d’entretien sont consacrés à la
compréhension du logiciel [12, 13]. Pour cette raison, il est essentiel d’exploiter des
techniques et des outils qui facilitent la tâche de compréhension des logiciels.
Une des approches connues pour leur efficacité dans de tels cas est la rétro-ingénierie.
Dans cette perspective, plusieurs travaux de recherche ont été proposés. La plupart des
travaux se sont basés sur l’analyse statique des applications. L’analyse statique avec les
contributions récentes, comme l’exécution symbolique [20], ont une bonne précision
dans la capture du comportement d’un programme. En effet, l’analyse statique permet la
description de toutes les exécutions possibles du programme sans pour autant l’exécuter
et s’occupe de l’identification des propriétés structurelles d’une application[52].
Néanmoins, l’utilisation extensive des caractéristiques dynamiques par les applica-
tions orientées objet modernes, tels que le polymorphisme et le chargement dynamique
de classes, peut compromettre les points forts de l’analyse statique [53]. Contrairement
à cette dernière, l’analyse dynamique permet de repérer facilement ces caractéristiques.
En effet, l’analyse dynamique suit le système lors de l’exécution d’un scénario. C’est
l’analyse des propriétés d’un programme en exécution [1]. L’analyse dynamique permet
de dériver des propriétés qui sont valables pour une ou plusieurs exécutions en examinant
le comportement d’un programme. Elle permet par exemple de détecter les violations de
propriétés ainsi que de fournir aux programmeurs des informations utiles sur le compor-
tement du programme.
Cependant, l’analyse dynamique présente deux problèmes majeurs. D’une part, une
trace d’exécution, obtenue par analyse dynamique, ne reflète qu’une exécution spécifique
d’un scénario. Ainsi, afin de comprendre tous les comportements possibles du système,
il est nécessaire d’obtenir un ensemble de traces d’exécution représentatives pour un cas
d’utilisation spécifique.
D’autre part, les traces d’exécution contiennent un grand nombre d’événements pou-
vant aller de quelques milliers à quelques millions d’événements pour les grands sys-
tèmes informatiques. La grande majorité des événements produits ne sont pas pertinents
pour une compréhension de haut niveau du comportement d’un programme. Nous avons
constaté que le "mapping" direct de ces traces d’exécution en diagramme de séquence
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produit d’énormes diagrammes. Il sera alors impossible de lire et comprendre un très
grand diagramme de séquence écrit sur un support dont la surface est égale à celle d’un
mur d’une chambre...
Il sera alors intéressant de trouver une méthode qui permet d’élaguer les événements
qui n’ont pas d’importance dans la compréhension du comportement du programme.
Aussi, il sera d’une grande utilité de trouver les événements "identiques" qui se répètent
dans une trace d’exécution. À l’issue de ces simplifications il nous sera possible de
reconstruire des diagrammes d’UML, comme le diagramme de séquence, afin de faciliter
la compréhension du comportement du programme.
1.3 Objectifs
Typiquement, chaque trace d’exécution est le reflet d’une exécution spécifique d’un
scénario qui ne donne qu’une vue partielle du comportement du système. Les données
primitives contenues dans les traces d’exécution ne peuvent pas être facilement traitées
et comprises vu le grand nombre de traces et la quantité énorme de données dans chacune
d’elles.
Dans le cadre de ce travail de recherche, nous proposons une approche pour l’abs-
traction et la compréhension du comportement des programmes orientés objets. Nous
combinons l’exploitation de l’analyse dynamique et l’analyse statique.
Notre objectif étant la rétro-ingénierie de diagrammes dynamiques et de compor-
tement d’UML pour brosser un portrait le plus complet possible du comportement du
système. Nous abordons le problème d’explosion de la taille des traces d’exécution en
définissant un ensemble d’heuristiques pour éliminer les événements peu ou pas impor-
tants et en dérivant les structures de contrôle complexes. La préoccupation de réduction
concerne aussi le nombre d’objets impliqués dans les exécutions en raisonnant sur leurs
types. En outre, nous contournons le problème de généralisation du comportement par
l’examen et l’alignement de nombreuses traces d’exécution pour avoir une seule trace
d’exécution résultante qui regroupe le comportement de plusieurs traces initiales.
L’implantation de notre approche permettra de faciliter la maintenance et la re-documentation
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des applications dont la documentation disponible ne reflète plus la réalité.
Notre approche se déroule sur quatre phases. La première phase consiste à définir
un ensemble d’exécutions qui permettent d’observer le comportement que nous vou-
lons documenter afin d’obtenir une vue la plus complète possible du comportement du
système. Au cours de la deuxième phase, nous collectons plusieurs traces d’exécution
pour chaque scénario. Les traces d’exécution générées pour un même scénario doivent
être combinées et réduites. C’est l’objectif de la troisième phase de notre approche qui
comporte deux sous-phases pouvant être interverties. Pour la première sous-phase, nous
proposons un algorithme pour l’alignement de plusieurs traces d’exécution appartenant
à un même scénario. Pour la deuxième sous-phase, nous proposons un deuxième al-
gorithme basé sur des heuristiques pour trouver les possibilités de réduction des traces
d’exécution. La quatrième phase consiste à générer un diagramme de séquence d’UML
à partir de la trace d’exécution résultante.
Notre approche a été évaluée sur le système de simulation d’un ATM [9]. Après
la sélection des cas d’utilisation avec les différents scénarios, nous générons les traces
d’exécution sur lesquelles nous appliquons les stratégies de réduction et d’alignement.
L’étude de cas a montré que notre approche produit des diagrammes de séquence concis,
mais informatifs.
Ce mémoire est organisé comme suit. Dans le deuxième chapitre, nous présentons
un état de l’art sur les travaux réalisés dans le même contexte de ce présent travail.
Ensuite, nous détaillons notre approche dans le troisième chapitre. Dans la conclusion
générale, un résumé de notre travail et les améliorations possibles sur notre approche
sont présentées.
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CHAPITRE 2
ÉTAT DE L’ART
2.1 Introduction
D’une façon générale, la rétro-ingénierie dans le domaine du génie logiciel est le
processus d’analyse d’un système pour 1) identifier ses composants et les relations entre
eux et 2) créer des représentations du système sous d’autres formes dans un plus haut
niveau d’abstraction pour comprendre son fonctionnement [11]. Le terme "compréhen-
sion d’un programme" a été défini par Biggerstaff et al. dans [2] comme suit : "Une
personne comprend un programme lorsqu’il est en mesure d’expliquer le programme,
sa structure, son comportement, ses effets sur le fonctionnement de son contexte et ses
relations avec son domaine d’application". Dans ce chapitre, nous commençerons dans
la première ppartie par mettre l’accent sur la terminologie, les méthodes et les théories
qui seront exploitées dans notre travail de recherche. Nous représenterons ensuite un état
d’art sur les principales approches et algorithmes qui ont été proposés pour la réduction
et l’alignement des traces d’exécution.
Ainsi, la première partie de ce chapitre sera consacrée pour la présentation des dia-
grammes dynamiques et de comportements d’UML. Ensuite, nous comparons l’analyse
statique et l’analyse dynamique pour motiver le choix de cette dernière. Puis, nous dé-
crivons les principales caractéristiques d’une trace d’exécution et les outils permettant
de l’extraire. Par la suite, nous exposerons les principales caractéristiques de la rétro-
ingénierie et de l’alignement des traces d’exécution.
2.2 Diagrammes dynamiques et de comportement d’UML
Le langage de modélisation unifié (Unified Modeling Language, UML [34]) est la
spécification de l’OMG1 (Object Management Group [22]) la plus utilisée.
1L’OMG est un organisme international, ouvert, à but non lucratif, créé depuis 1989. L’objectif de son apparition est de standar-
diser les modèles objet. L’OMG est à la base des standards UML, CORBA, MDA, etc.
UML est un langage graphique de modélisation orienté objet permettant de spécifier,
construire, visualiser et documenter les composantes d’un système logiciel [34]. UML
est devenu un standard de facto. La deuxième version (UML 2.0) constitue une évolution
importante. En effet, la dernière version stable2 d’UML diffusée par l’OMG depuis mai
2010 contient 13 diagrammes qui se complètent en vue de faciliter la modélisation d’un
projet informatique au cours de son cycle de développement et durant tout son cycle de
vie.
Nous relevons deux groupes principaux de diagrammes : d’une part nous trouvons
les diagrammes statiques (appelés aussi structurels), qui montrent une vue statique du
logiciel, et d’autre part, il y a les diagrammes dynamiques et de comportements, qui
montrent une vue dynamique du logiciel [19].
Les diagrammes statiques d’UML sont utilisés en phase d’analyse qui précède la
phase d’implémentation. Ils permettent de montrer la structure statique des éléments
existants (par exemple les classes, les types, etc.) soit leur structure interne et leurs rela-
tions. Les diagrammes dynamiques et de comportements d’UML présentent quant à eux
le caractère temporel de l’information, soit son aspect dynamique.
Par conséquent, il ne sera pas possible de comprendre et de suivre le comportement
du système au cours de son exécution avec les diagrammes statiques d’UML . Pour cela,
nous nous intéressons, dans ce qui suit, à la rétro-ingénierie des diagrammes dynamiques
et de comportements d’UML.
2.2.1 Diagrammes dynamiques
Les diagrammes dynamiques représentent une vision microscopique du fonction-
nement du système. Ils servent à mettre en évidence les relations temporelles inter-
objets. Les diagrammes dynamiques d’UML permettent de décrire le système de plu-
sieurs angles et ainsi accroître la sémantique qu’un graphe peut déceler.
L’utilisation des diagrammes dynamiques permet de décrire les interactions entre les
objets, spécifier les états et leurs changements et préciser le déroulement des actions de
contrôle et des événements [34].
2Apparition d’une version Beta UML 2.4 depuis mars 2011
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Les diagrammes dynamiques sont : le diagramme de séquence, le diagramme d’in-
teraction, le diagramme de communication et le diagramme de temps. Dans ce qui suit,
nous présenterons succinctement ces diagrammes en donnant plus d’importance à la des-
cription du diagramme de séquence, car c’est le diagramme qui nous intéresse dans ce
travail de recherche.
• Diagramme de séquence : il est considéré comme un des diagrammes d’UML
les plus importants car il permet de comprendre le fonctionnement du logiciel. Il
montre, selon un ordre chronologique, d’une part les interactions entre les objets
et l’extérieur du système au cours d’un scénario bien déterminé et d’autre part les
interactions entre les objets à l’intérieur du système. Dans les premières phases du
cycle de développement, un diagramme de séquence est exploité pour illustrer des
cas d’utilisation et offre en plus un excellent moyen pour communiquer les aspects
dynamiques d’un système.
La figure 2.1 représente un exemple d’un diagramme de séquence permettant de
calculer le prix d’achat d’un produit dans une ligne d’une commande.
Dans ce diagramme de séquence les objets sont représentés par des rectangles
comme par exemple Command :Com et Command Line :liCom. Chaque objet pos-
sède une ligne de vie et communique avec les autres objets par des messages. Par
exemple, l’objet Command :Com envoi le message getQuantity vers l’objet Com-
mand Line :liCom qui lui répond par un message de retour pointillé contenant la
réponse à sa requête. Les messages dans le diagramme de séquence sont présen-
tés dans un ordre chronologique allant du haut vers le bas. Ainsi, le temps y est
représenté explicitement par la dimension verticale du diagramme.
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Figure 2.1 – Exemple d’un diagramme de séquence
• Diagramme d’interaction (diagramme d’interactivité) : il permet de donner une
vue d’ensemble du flux de contrôle en donnant une représentation de l’organi-
sation spatiale des participants de l’interaction. Ce diagramme permet le déclen-
chement d’un événement en fonction des états du système et de modéliser les
comportements parallélisables.
• Diagramme de communication : appelé aussi diagramme de collaboration, il montre
des instances de classes, leurs relations ainsi que l’échange de messages entre
elles. Ce diagramme se concentre sur l’organisation structurelle des objets expédi-
teurs et destinataires de messages.
• Diagramme de temps : il montre le changement de l’état ou de la condition d’une
instance d’un classificateur ou d’un rôle dans le temps. Le diagramme de temps est
utilisé pour explorer le comportement des objets d’un système durant une période.
2.2.2 Diagrammes de comportement (Behavioral Diagrams)
Les diagrammes de comportement servent à mettre en évidence la représentation du
comportement de chaque objet sous forme d’un automate [34]. En effet, ces diagrammes
permettent de décrire le comportement d’un élément de modélisation, par exemple un
objet, une interaction (cf. diagramme de collaborations), un cas d’utilisation, un acteur,
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un sous-système, une opération ou une méthode. Les diagrammes de comportement sont
les suivants :
• Diagramme de cas d’utilisation : il montre des cas d’utilisation, des acteurs ainsi
que leurs relations pour donner une vision globale du comportement fonctionnel
d’un logiciel. Un cas d’utilisation représente l’interdépendance entre un utilisateur,
humain ou machine, et un système. Dans un tel diagramme, les utilisateurs sont
appelés acteurs (actors), ils interagissent avec les cas d’utilisation (use cases).
• Diagramme d’activité : il sert principalement à modéliser des processus métiers
ou à décrire des opérations complexes, en incluant des flots de données. Il pré-
sente une vision macroscopique et temporelle du système modélisé sous une forme
proche de l’organigramme. Il permet de modéliser un processus interactif pour un
système donné et d’exprimer une dimension temporelle sur une partie du modèle,
à partir de diagrammes de classes ou de cas d’utilisation.
• Diagramme d’états-transitions : appelé aussi diagramme de machines à états, il dé-
crit les états d’un objet, aussi bien que les transitions entre les états. Le diagramme
d’états-transitions décrit le comportement interne d’un seul objet à l’aide d’un au-
tomate à états finis. Il présente les séquences possibles d’états et d’actions qu’une
instance de classe peut subir/traiter au cours de son cycle de vie en réaction à des
événements discrets. Il offre une vision complète et non ambiguë de l’ensemble
des comportements de l’élément auquel il est attaché.
2.2.3 Améliorations de UML2.0
Nous visons à appliquer quelques unes des nouveautés de la version UML 2.0 qui
a donné plusieurs solutions aux limites des versions antérieures telles que la quantité
d’information dans un même diagramme, la quantité de diagrammes à réaliser pour vi-
sualiser le comportement global du système et la difficulté de la mise à jour lors d’un
changement au niveau des exigences. Par exemple, pour les diagrammes de séquence, il
existe plusieurs constructions qui permettent une meilleure visualisation du comporte-
ment du système :
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• Fragments combinés (combined fragment) : ils sont utilisés pour grouper un en-
semble de messages. Les fragments combinés permettent de visualiser les flux
conditionnels dans un diagramme de séquence. Ils permettent d’avoir des dia-
grammes de séquences compactes.
Un fragment combiné est défini par un opérateur d’ineraction et des opérandes :
Un opérateur d’interaction est représenté par un rectangle dont le coin supérieur
gauche indique le type de la combinaison.
Les opérandes d’un opérateur d’interaction sont séparés par une ligne pointillée.
Les conditions de choix des opérandes sont données par des expressions boo-
léennes entre crochets.
Il existe douze opérateurs définis dans la notation UML 2.0 [49]. Le tableau 2.I
présente ces opérateurs d’interaction :
La figure 2.2 représente un exemple de l’utilisation d’un fragment combiné de
type "alt" (alternatives) pour l’encaissement d’un chèque. Le diagramme de sé-
quence contient trois objets Bank, Check et CheckingAccount. le message getBa-
lance permet de vérifier la disponibilité du montant à encaisser. Deux cas alors
se présentent : Le montant nécessaire est disponible ou insuffisant. C’est avec le
fragment combiné alt que ces deux conditions sont vérifiées. Dans le premier cas,
les messages addDebitTransaction et storePhotoOfCheck sont envoyés à l’objet
CheckingAccount. Dans le cas contraire, la transaction ne pourra pas être réalisée,
ainsi, c’est seulement les messages dans la partie de else qui est exécutée.
• Références (interaction occurrence) : ce sont des pointeurs ou des raccourcis vers
un autre diagramme de séquence existant. Ils permettent de factoriser des parties
de comportement utilisées dans plusieurs scénarios.
• Continuations (continuation symbol) : ils permettent de définir des branchements.
Ils sont utilisés souvent avec des fragments combinés. Dans d’autres langages, ce
type de construction est aussi connu sous le nom de "Label".
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Figure 2.2 – Exemple de l’utilisation du fragment combiné "alt"
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Opérateurs
par fonction
Opérateur Description
opérateur de choix et
de boucle
"alt" (alternative) Représente deux comportements possibles : c’est en
quelque sorte l’équivalent du SI...ALORS...SINON
opérateur de choix et
de boucle
"opt" (option) Fragment optionnel : représente un comportement qui
peut se produire... ou pas
opérateur de choix et
de boucle
"break" Représente l’interruption du flot "normal" des interac-
tions par des exceptions
opérateur de choix et
de boucle
"loop" Décrit un ensemble d’interactions qui s’exécutent en
boucle
opérateurs contrôlant
l’envoi en parallèle
de messages
"par" (parallel) and
"critical" (critical re-
gion)
Représente des interactions ayant lieu en parallèle pour
"par" et une section critique pour "critical"
opérateurs contrôlant
l’envoi de messages
"ignore" Indique qu’il existe des messages qui ne sont pas présents
dans le fragment combiné
opérateurs contrôlant
l’envoi de messages
"consider" Désigne les interactions à prendre en compte dans la sé-
quence
opérateurs contrôlant
l’envoi de messages
"assert" (assertion) Indique que le fragment combiné est une assertion
opérateurs contrôlant
l’envoi de messages
"neg" (negative) désigne un ensemble d’interactions invalides
opérateurs fixant
l’ordre d’envoi des
messages
"seq" (weak sequen-
cing)
notifie que les interactions qui s’opèrent entre des entités
indépendantes n’ont pas d’ordre particulier
opérateurs fixant
l’ordre d’envoi des
messages
"strict" (strict se-
quencing)
impose l’ordre décrit sur le diagramme
Tableau 2.I – Opérateurs d’interaction par fonction des fragments combinés
• Décomposition hiérarchique (part decomposition) : ils assurent une description
top-down du système à réaliser. L’idée est de commencer la présentation par un
diagramme de haut niveau (les utilisateurs + le système) pour chaque fonctionna-
lité et ensuite raffiner chaque diagramme pour décrire les interactions entre sous-
systèmes.
2.3 Analyse statique vs dynamique
La distinction entre l’analyse statique et l’analyse dynamique réside dans le moment
de l’analyse du programme en question.
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2.3.1 Analyse statique
L’analyse statique explore en avance et dans un temps fini un programme sans l’exé-
cuter. Elle permet, entre autres, de repérer des erreurs de programmation ou de concep-
tion [53]. L’analyse statique extrait les informations qui seront utiles pour la transforma-
tion de programmes ou des preuves d’exactitude du programme.
L’analyse statique d’un programme est sûre et finie. Elle représente aussi un calcul
approximatif de la sémantique du code du programme.
• Sûre (sound) : compatible avec la sémantique concrète de l’exécution.
• finie : quel que soit le programme et sa sémantique approchée, l’analyse se ter-
mine.
Le plus grand avantage de l’utilisation de l’analyse statique c’est qu’elle augmente la
confiance quant à l’exactitude du système en question. Aussi, il ne sera pas trop tard pour
corriger les bugs observés lors de l’analyse. Ceci explique le fait que l’analyse statique
est la méthode la plus utilisée pour la vérification des systèmes critiques. Néanmoins,
ces caractéristiques non pas d’influence sur nos choix puisque nous voulons faire la
rétro-ingénierie de systèmes orientés objets, qui tournent déjà, en vue de comprendre
leurs comportements et les re-documenter. En plus les programmes modernes utilisent
intensivement les caractéristiques des langages orienté objet, difficile de détecter avec
l’analyse statique comme le polymorphisme, le chargement et la génération dynamique
de classes, la réflexion, etc.
Pour ces raisons, plusieurs équipes de recherche ont adopté des approches basées sur
l’analyse dynamique pour l’extraction des traces d’exécution dans les programmes.
2.3.2 Analyse dynamique
L’analyse dynamique est basée sur la collecte des données lors de l’exécution d’un
programme [41]. Dans [1], Ball définit l’analyse dynamique comme "l’analyse des pro-
priétés d’un logiciel en exécution". L’utilisation de l’analyse dynamique pour la com-
préhension des programmes est une des activités de recherche qui ont suscité le plus
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d’intérêt des chercheurs durant ces dernières années.
L’analyse dynamique est précise car elle ne nécessite pas des abstractions ou des
approximations. Elle examine le comportement exact du système au cours de son exécu-
tion. Pour avoir de bons résultats lors de l’analyse dynamique, il faut varier les entrées
pour avoir une idée la plus complète possible du fonctionnement général du système.
L’exploitation de l’analyse dynamique pour la compréhension de programmes a plu-
sieurs avantages :
• La précision à l’égard du comportement réel de l’application, par exemple, dans
le contexte de logiciels orientés objet qui utilisent le polymorphisme avec "liaison
tardive" (late binding).
• La définition d’un scénario d’exécution, de telle sorte que seulement la partie du
système qui intéresse le programmeur sera analysée, permet de gagner le temps en
se basant sur une stratégie axée sur les objectifs.
Néanmoins, l’analyse dynamique présente aussi quelques limites :
• L’incomplétude inhérente à l’analyse dynamique puisque les traces ou les com-
portements enregistrés représentent seulement une petite fraction de l’application.
Pour remédier à cette limite, la solution est de choisir le plus possible de scénarios
distincts.
• La difficulté de déterminer quels scénarios exécuter pour déclencher les parties du
programme qui intéressent le programmeur.
• Le passage à l’échelle de l’analyse dynamique en raison de la grande quantité de
données qui peuvent être introduites par l’analyse dynamique.
Afin de faire face à ces limites, de nombreuses techniques proposent des abstractions
ou des heuristiques, permettant de grouper des points du programme ou des points de
l’exécution qui partagent certaines propriétés. Dans de tels cas, un compromis doit être
fait entre le rappel (est-ce qu’il nous manque des points pertinents du programme ?) et la
précision (est-ce que les points du programme que nous avons choisis aident vraiment à
la compréhension de ce programme ?).
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2.4 Traces d’exécution
La génération des traces d’exécution est réalisée automatiquement lors de l’exécution
de l’application afin de préserver des informations à propos de l’exécution. Les traces
d’exécution générées sont sauvegardées dans un fichier. Un fichier de trace contient plu-
sieurs lignes dont chacune représente un événement. Par exemple :
• La méthode appelante et la méthode appelée,
• L’objet appelant et l’objet appelé (l’adresse mémoire et le nom de la classe),
• Les structures conditionnelles,
• Les structures itératives ainsi que le type et la condition d’arrêt.
Les traces d’exécution prennent généralement la forme d’un arbre d’appels dyna-
miques. Chaque noeud de cet arbre, à l’exception du noeud racine, représente une seule
invocation de la méthode appelée. Chaque arc représente un appel entre une méthode
appelante et une méthode appelée. Si une méthode m est appelée n fois, alors il existe
n arcs vers m dans l’arbre d’appel dynamique. Aussi, la précision est favorisée sur l’es-
pace de stockage lorsqu’il y a un très grand nombre d’événements, par exemple un appel
d’une méthode à l’intérieur d’une boucle.
Il existe différentes techniques pour la génération des traces d’exécution [26]. Une
technique répandue est basée sur l’instrumentation du code source. Elle consiste à in-
sérer des instructions dans des endroits appropriés du code original. Par exemple, pour
la génération de traces d’exécution, les instructions d’instrumentation sont insérées dans
chaque entrée et optionnellement chaque sortie de chaque méthode. D’autres techniques
pour collecter les informations de l’exécution d’une application existent comme les ou-
tils de contrôle du système, l’instrumentation de la machine virtuelle de Java (JVM) et
l’utilisation des débogueurs personnalisés.
La compréhension d’un programme à travers les traces d’exécution générées n’est
pas une tâche facile puisque les traces sont trop grandes pour être comprises directement.
Une expérimentation menée par Reiss a montré, qu’en moyenne, il y a un gigaoctet de
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trace pour chaque deux secondes du code C/C++ exécuté et pour chaque dix secondes
du code en Java [41].
2.5 Rétro-ingénierie des diagrammes dynamiques et de comportement d’UML
Dans le contexte du génie logiciel, le terme rétro-ingénierie a été défini par Chikofsky
et Cross dans [11] comme le processus d’analyse d’un système pour identifier ses com-
posants et leurs interrelations et créer des représentations du logiciel dans une autre
forme ou dans un niveau d’abstraction plus élevé. Ainsi, la rétro-ingénierie consiste
à transformer un code vers un modèle pour augmenter le niveau d’abstraction afin de
mieux comprendre et analyser un logiciel.
La rétro-ingénierie a été traditionnellement vue comme un processus en deux étapes :
(1) l’extraction des informations, en analysant les "artefacts" du logiciel pour recueillir
des données brutes, et (2) l’abstraction, qui consiste à créer des vues et des documents
orientés utilisateur à partir des données brutes.
Plusieurs travaux de recherches ont été proposés pour la rétro-ingénierie des struc-
tures statiques (comme par exemple les diagrammes de classes) en se basant sur l’analyse
statique des systèmes [32]. Ainsi, de nombreux outils fiables et efficaces de modélisa-
tion UML pour les structures statiques existent déjà sur le marché [4, 40] à l’exception
de quelques défis se rapportant par exemple aux associations, aux relations d’agrégation
et de composition.
Plusieurs travaux de recherche ont ciblé le problème de la rétro-ingénierie des dia-
grammes dynamiques d’UML. Quelques-uns de ces travaux se sont basés sur l’utilisation
de l’analyse statique alors que d’autres ont utilisé l’analyse dynamique.
2.5.1 Retro-ingénierie par analyse statique
Un travail intéressant basé sur l’analyse statique est celui de Rountev et al. [43].
Dans leur travail, ils ont extrait des fragments du diagramme de séquence d’UML à partir
des graphes de flot de contrôle des méthodes individuelles. Ces graphes sont ensuite
décomposés en des sous-graphes en assurant la différenciation entre les fragments. La
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troisième phase consiste à construire le diagramme de séquence. Enfin, une phase qui
vise à rendre le diagramme de séquence construit plus compréhensible et plus clair par
l’application d’une série de transformations.
Dans la même perspective, mais pour un autre type de diagrammes, Kollman et Go-
golla [33] ont proposés une technique d’extraction automatique des diagrammes de col-
laboration, qui sont conceptuellement similaires aux diagrammes de séquence. Dans leur
approche, ils ont mappé le code d’un programme vers une instance d’un méta-modèle.
Ensuite, ils ont appliqué un ensemble de règles de transformations pour dériver les dia-
grammes de collaboration. Pour obtenir des diagrammes compacts, l’accent est mis sur
une méthode spécifique comme point d’entrée.
De même que dans le travail précédent, Tonella et Potrich [48] ont utilisé l’analyse
des flux de contrôle pour dériver les diagrammes d’interaction pour les programmes
écrits en langage C++.
Bien que les trois contributions ci-dessus dérivent des diagrammes qui sont gé-
nériques pour toutes les exécutions, elles sont limitées pour deux raisons : première-
ment, les diagrammes peuvent être trop grands et manquent d’abstraction. Se concentrer
sur une seule méthode réduit la taille mais ne permet pas d’extraire le comportement
pour plusieurs scénarios d’un même cas d’utilisation. La seconde limitation est reliée
aux approximations réalisées pour les caractéristiques dynamiques, comme le polymor-
phisme et le chargement dynamique, qui sont largement utilisés. De telles approxima-
tions peuvent affecter la compréhension du comportement du programme [54].
2.5.2 Rétro-ingénierie par analyse dynamique
Pour faire face aux limites de l’analyse statique, plusieurs chercheurs ont proposé
des approches basées sur l’analyse des traces d’exécution pour la compréhension du
comportement des programmes.
Taniguchi et al. [47] ont proposé une méthode pour la génération de diagrammes de
séquence compactés à partir des traces d’exécution collectées lors de l’exécution d’une
application orientée objet. Leur méthode se compose de quatre règles de compactage
pour générer automatiquement des diagrammes de séquence.
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La réduction de la taille du diagramme généré est réalisée par abstraction des pa-
trons de répétition. Dans ce travail, les traces sont représentées par un arbre dont chaque
noeud est un appel de méthode. Les diagrammes de séquence sont compactés à travers
l’identification et la réduction des séquences d’appels répétitifs et les séquences d’appels
récursifs. Les auteurs ont proposé quatre règles de compactage qui visent des comporte-
ments spécifiques.
• Règle 1 : elle détecte la répétition de la même structure d’appel de méthodes et
la compacte. En d’autres termes, cette règle considère deux sous arbres comme
similaires si les sous arbres ont la même structure et leurs noeuds ont les mêmes
méthodes et objets. Règle 1 utilise la première structure comme représentant et
ensuite calcule le nombre de répétitions pour l’ajouter sous forme d’une étiquette
à côté du diagramme de séquence.
Une représentation schématique de cette règle est présentée dans la figure 2.3.
Figure 2.3 – R1 : Deux sous arbre complètement identiques
• Règle 2 : elle permet d’avoir des objets différents lorsqu’on a des structures d’ap-
pels de méthodes qui se répètent, mais qui ont des identifiants différents. On fait
l’union entre les deux traces.
La figure 2.4 présente cette règle.
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Figure 2.4 – R2 : Permettre des objets différents
• Règle 3 : elle compare deux arbres d’appels qui se diffèrent légèrement par quelques
appels de méthodes, comme le montre la colonne "Traces d’exécution" de la figure
2.5. La Règle 3 permet donc de trouver les appels qui se trouvent dans l’un des
deux arbres d’appels et absents de l’autre arbre d’appels. La deuxième colonne
"Compactage selon R3" représente l’arbre obtenu après application de la règle 3
et en se basant sur le plus grand arbre. Une étiquette avec un point d’interroga-
tion est ajoutée pour signaler que l’appel se trouve seulement dans l’une des deux
arbres.
• Règle 4 : cette règle détecte les appels récursifs de méthodes pour réduire la taille
de la structure. Deux sous arbres identiques utilisant chacune des appels récursifs
sont représentés par un seul arbre grâce à cette quatrième règle de compactage.
La figure 2.6 présente la règle 4.
Le problème dans la méthode de Taniguchi est qu’elle ne considère que quelques
cas particuliers pour le compactage des traces d’exécution représentés par les quatre
règles. À l’issue d’une expérience qui a réalisé en utilisant sa méthode, le meilleur ratio
de compactage obtenu a été égal à 0.85%. Mais les diagrammes obtenus contiennent
toujours des milliers de messages.
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Figure 2.5 – R3 : Manque d’appels de méthodes
Delamare et al. [16] ont étendu le travail précédent en identifiant d’autres structures
de contrôles. Leur approche se compose de deux étapes. Lors de la première étape, un
diagramme de séquence simple est généré contenant seulement les appels de méthodes
pour chaque exécution. La deuxième étape permet ensuite de tracer des diagrammes de
séquence de haut niveau qui englobe le comportement général en combinant les dia-
grammes de séquence générés lors de la première étape et en essayant d’identifier les
fragments "alt" et "loop" de UML2.0.
D’autres travaux comme [15, 30, 42] ont proposé des approches permettant de gé-
nérer des diagrammes de collaboration d’UML réduits à partir des traces d’exécution
du système. L’idée est d’identifier dans les traces les patrons qui se répètent pour aider
à reconnaître les concepts importants. En effet, dans [42], Richner et al. proposent une
approche pour récupérer les collaborations et les rôles à partir des traces d’exécution. Ils
utilisent le "pattern matching" pour identifier les séquences d’exécution similaires dans
les traces d’exécution d’un même scénario. Cette idée leur a permis d’aborder le pro-
blème de passage à l’échelle (scalability) puisque un développeur ne sera pas affronté à
toutes les informations de la trace d’exécution, mais plutôt à des patrons de collabora-
tion.
Dans [25], Hamou-Lhadj et al. ont proposé une technique semi-automatique pour
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Figure 2.6 – R4 : Compactage des appels récursifs
résumer le contenu des traces d’exécution. Dans cette approche, ils ont imité le concept
de résumé des textes. La méthode proposée prend des traces d’exécution en entrée et
génère son résumé en sortie. Le résumé résultant des traces peut être par la suite converti
en un diagramme de séquence d’UML et utilisé par les développeurs pour comprendre
le comportement du système.
Briand et al. dans [7, 8] ont proposé une approche pour la rétro-ingénierie des dia-
grammes de séquence à partir des traces d’exécution. Ils utilisent l’ingénierie dirigée par
les modèles pour transformer les traces d’exécution en diagrammes de séquence. Ils ont
défini deux méta-modèles. Le premier méta-modèle décrit les diagrammes de séquence
et le deuxième décrit les traces d’exécution. Les traces d’exécution sont générées par
l’instrumentation du code source. Un mapping entre les deux méta-modèles est proposé
pour montrer la façon de dériver un diagramme de scénario à partir d’une trace d’exécu-
tion. Le mapping est illustré par trois règles de transformation qui sont écrites en OCL
(Object Constraint Language). Ces règles permettent d’identifier les messages "appels
de méthodes", les messages "return" et les messages itératifs pour le modèle de dia-
gramme de séquence. Le diagramme de séquence obtenu condense la trace d’exécution,
en présentant une séquence de messages répétée une seule fois, et ajoute plus d’informa-
tions, en reportant la condition sous laquelle un appel est effectué dans le diagramme de
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scénario.
L’une des principales contributions de cette approche est la manipulation de la concur-
rence. Mais, ces travaux se limitent à une seule exécution du système. Le résultat obtenu
est donc un diagramme qui présente le comportement d’un scénario particulier. De plus,
les imbrications de structures de contrôles ne sont pas supportées et toutes les classes
sont instrumentées car il n’y a pas une technique de sélection partielle. Là encore, cette
approche ne permet pas de générer des schémas compacts et abstraits.
Dans [23], les auteurs ont proposé une approche d’analyse dynamique pour la rétro-
ingénierie des diagrammes de séquence et des machines à états. L’approche est définie en
trois étapes. La première étape permet la génération des diagrammes de séquence à partir
des fichiers de traces générés par l’outil d’analyse dynamique Caffeine [24]. Ensuite, la
deuxième étape consiste à composer les diagrammes de séquence de base. Enfin, une fois
les diagrammes de séquence sont générés et composés, ils produisent automatiquement
des machines à états.
La visualisation interactive a été utilisée par De Pauw et al. [37] pour produire des
vues de la trace avec des patrons d’exécution. L’objectif principal de cette technique est
de permettre de naviguer dans une très grande trace d’exécution.
Parmi les principales limites dont souffre la rétro-ingénierie des diagrammes dyna-
miques d’UML, nous citons la grande quantité d’information qu’il faut réduire pour
améliorer la lisibilité et la compréhension des diagrammes d’UML générés. Comme
nous venons de présenter dans cette section, des travaux ont essayé de cibler cette pro-
blématique en réduisant les diagrammes UML produit et en essayant de trouver des
solutions en utilisant des techniques de filtrage pour cibler seulement les informations
pertinentes. Néanmoins, nous remarquons que plusieurs approches se basent sur une
seule trace d’exécution pour faire la rétro-ingénierie. Cela est justifié par la difficulté de
combiner plusieurs traces d’exécution. De cette façon, ces approches n’offrent pas une
vue complète des cas d’utilisation vu l’existence de structures conditionnelles dans le
code... En plus, la majorité de ces approches ont pris seulement des cas particuliers et
n’ont pas proposé des solutions génériques qui permettent d’avoir une solution automa-
tique pour tous les cas de figure qui nécessitent des réductions dans les traces d’exécu-
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tion. Nous remarquons aussi l’absence de solutions pour des problèmes comme le cas
de polymorphisme qui surviennent lors d’une boucle d’appels sur un type abstrait. Un
exemple concret est celui d’un message dans un diagramme de séquence qui est envoyé
trois fois par le même objet vers trois objets différents. Par contre, en analysant la struc-
ture, on trouve que les trois classes de ces objets héritent d’une même classe abstraite.
Une telle idée pourrait optimiser davantage le diagramme de séquence généré.
2.5.3 Réduction des traces d’exécution
L’idée de réduction de la taille des traces d’exécution pour comprendre les compor-
tements des logiciels n’est pas nécessairement reliée à l’extraction des diagrammes de
séquence. Dans [50] et [10], par exemple, les auteurs ont proposé des stratégies d’échan-
tillonnage pour sélectionner des sous-ensembles d’événements dans une trace d’exécu-
tion. Dans la même perspective, Hamou-Lhadj et al. proposent dans [27] une approche
pour résumer des traces d’exécution en s’inspirant des méthodes de résumé de textes.
D’autres techniques consistent à cacher quelques éléments de la trace d’exécution
pour réduire sa taille, comme les constructeurs, les getters, les setters, etc. [14, 55],
éliminer les auto-appels [28], limiter la hauteur d’un arbre d’appels [29] ou élaguer les
appels non importants de méthodes [3].
Dans notre approche, nous réutilisons quelques-unes de ces heuristiques de réduc-
tion, les améliorons et les combinons avec notre méthode de réduction du nombre d’ob-
jets.
D’autres travaux de recherche ont appliqué la méthode dite de localisation de fonc-
tions pour identifier l’emplacement dans une trace d’exécution qui implémente des fonc-
tionnalités dans une application [18], [17] et [39].
Pour produire un mapping des composants les plus importants à partir des traces
d’exécution, l’analyse de concept est utilisée pour révéler les liens qui relient les ca-
ractéristiques et les composants. Une analyse des concepts est réalisée pour dévoiler la
relation entre les caractéristiques et les composants via le mapping réalisé.
Une technique novatrice qui divise automatiquement le contenu d’une trace d’exé-
cution en segments de trace plus petits et plus significatifs et correspondant aux phases
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principales d’exécution du programme ont été proposés dans les travaux de [38] et [51].
Ces phases permettent de construire une vue de haut niveau de la trace d’exécution dans
le but de simplifier l’exploration de grandes traces. Elles permettent aux ingénieurs de
logiciels de parcourir la trace en se concentrant sur ses phases d’exécution à la place
d’un flux de simples événements. Cette méthode est intéressante pour comprendre le
comportement général d’un cas d’utilisation sans avoir des détails sur le fonctionnement
interne.
Les approches basées sur l’analyse dynamique manquent de connaissances contex-
tuelles pour faire la distinction entre les informations pertinentes et les détails d’implé-
mentation.
2.6 Alignement des traces d’exécution
Tous les travaux de recherche cités dans les sections précédentes utilisent une seule
trace d’exécution à la fois pour la compréhension d’un cas d’utilisation du système.
Cependant, ceci ne permet pas de comprendre convenablement son comportement. Par
conséquent, une idée plus sophistiquée consiste à utiliser plus qu’une seule trace d’exé-
cution à la fois. Toutes les traces d’exécution appartiennent à des scénarios différents
d’un même cas d’utilisation.
Néanmoins, en ayant plusieurs traces pour un même cas d’utilisation, nous serons face
à une très grande quantité d’information. Ceci entraîne beaucoup de difficultés dans le
traitement des informations recueillies.
Parmi les solutions les plus novatrices figure l’alignement de plusieurs traces d’exé-
cution. Peu de travaux ont utilisé l’alignement des traces d’exécution.
Pour considérer plusieurs scénarios d’exécution, Grati et al. . [21] ont proposé une
approche permettant d’avoir les opportunités d’alignement de plusieurs traces d’exécu-
tion à travers un environnement de visualisation. Le système enregistre les décisions
d’alignement de l’analyste et les mappe sous forme d’un diagramme de séquence. Lors
du processus d’interaction avec l’utilisateur, ce dernier peut à tout moment enlever des
appels de méthodes ou d’objets qui ne sont pas utiles pour la compréhension du com-
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portement, ce qui permet de réduire la taille des diagrammes obtenus. Cette approche
nécessite que l’analyste ait une bonne connaissance du fonctionnement du programme,
ce qui n’est pas toujours le cas.
Silva et al. dans [44] ont aligné les traces d’exécution déjà résumée pour séparer
les parties communes des parties spécifiques. Bose et Van Der Aalst [5] a proposé une
approche d’alignement récursif de plusieurs traces dans un but de compréhension et de
diagnostic du comportement.
Johnson et al. ont proposé dans [31] une approche d’alignement de traces découpées
en se basant sur l’indexage de l’exécution. La trace résultante permet d’identifier les
différents flux et valeurs dans les exécutions.
L’alignement des traces d’exécution profite des travaux de recherche en bio-informatique
qui s’intéressent à l’alignement des séquences d’ADN ou d’ARN. Appliquée au génie
logiciel, cette technique peut servir pour aider à identifier les comportements identiques
et les différences entre des exécutions différentes d’un même scénario.
Bose et al. [6] proposent une définition formelle de l’alignement des traces d’exé-
cution T = {T1, T2, ..., Tn} comme un mapping de l’ensemble des traces dans T vers un
ensemble de traces T’ = {T ′1, T
′
2, ..., T
′
n} où l’ensemble T’ englobe tous les éléments de
l’ensemble T plus les gaps ajoutés lors de l’alignement afin d’améliorer la similarité :
• |T ′1 | = |T ′2 | = ... = |T ′n | = m, avec "m" est la longueur de chaque trace d’exécution
après l’ajout des gaps.
• en supprimant tous les gaps, on pourra revenir de T’ à T.
Un alignement de deux traces d’exécution peut être représenté par une matrice rectangu-
laire A. Il peut y avoir plusieurs possibilités d’alignements pour un ensemble donné de
traces. La longueur "m" de l’alignement doit être comprise entre la longueur maximale
dans les traces T et la somme des longueurs de toutes les traces dans T.
Il existe deux types d’alignement : l’alignement par pairs (pairwise alignment) et
l’alignement multiple (multiple alignment).
L’alignement de traces d’exécution par pairs est le type d’alignement qui se fait entre
deux traces d’un même scénario. L’alignement entre deux traces, T1 et T2, peut être consi-
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déré comme une transformation de la trace T1 vers la trace T2 ou inversement à travers
un ensemble d’opérations d’édition appliquées itérativement aux deux traces. Le nombre
des alignements possibles pour deux traces étant trop grand. Il faut donc utiliser des algo-
rithmes permettant de trouver le meilleur alignement en calculant à chaque itération un
score pour l’alignement. Ces algorithmes se basent généralement sur la programmation
dynamique 3. Parmi ces algorithmes, nous citons Needleman-Wunsch [35] et Waterman-
Smith [46]. Nous reviendrons plus en détail sur l’algorithme Needleman-Wunsch dans
le chapitre suivant.
Le deuxième type d’alignement des traces d’exécution est l’alignement multiple qui
peut prendre plus que deux traces à la fois. Comme l’alignement par pairs, il se base
aussi sur la programmation dynamique. L’un des mécanismes de scoring les plus connus
de l’alignement multiple de séquences est la méthode de somme des pairs (sum-of-pairs :
SP). Néanmoins, cette méthode est peu utilisée en raison de son temps de calcul et espace
de stockage exponentiel.
Toutefois, le traitement des traces d’exécution ne se fait pas seulement avec les algo-
rithmes de la bio-informatique. Il existe des travaux qui ont proposé d’autres méthodes
pour la réduction de la taille des traces d’exécution. Nous reviendrons sur ces méthodes
dans la section suivante.
3La programmation dynamique résout des problèmes en combinant des solutions de sous-problèmes. L’idée est de mémoriser
les résultats de calculs intermédiaires qui seront probablement répétés.
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CHAPITRE 3
APPROCHE
3.1 Introduction
Dans le cadre de ce travail de recherche, nous proposons une approche pour la rétro-
ingénierie de diagrammes de séquence d’UML en se basant sur des traces d’exécution
générées via notre traceur d’exécution. Nous exposerons dans ce chapitre les différentes
étapes de notre approche. Elle commence par l’identification d’un ensemble de scéna-
rios pour un cas d’utilisation. Ensuite, l’exécution de ces sénarios permetteront à notre
traceurs de générer les traces d’exécution. L’alignement et la réduction des traces d’exé-
cution permetteront d’avoir des traces d’exécution réduites qui englobe le plus possible
des informations contenues dans un cas d’utilisation. À la fin, un diagramme de séquence
est généré à partir de la trace d’exécution résultante des opérations d’alignement et de
réduction.
3.2 Approche
La rétro-ingénierie des diagrammes dynamiques et de comportement se réalise pour
plusieurs raisons, telles que l’analyse, la compréhension et la documentation du code.
Notre travail est motivé par la re-documentation d’une application existante.
Notre approche extrait un diagramme de séquence à partir d’un ensemble de traces
d’exécution appartenant à un même cas d’utilisation, c’est-à-dire une tâche réalisée par
un usager utilisant l’application. Pour un cas d’utilisation il existe plusieurs scénarios
possibles. Chaque scénario représente une exécution particulière du cas d’utilisation.
Par exemple, pour une application d’ATM, " faire un retrait " peut être représenté par
plusieurs scénarios possibles, comme : fonds suffisants, fonds insuffisants et limite maxi-
male quotidienne de retrait atteinte.
Notre approche comprend quatre étapes, comme illustré dans la figure 3.1. Elle com-
mence par l’identification d’un ensemble de scénarios pour un cas d’utilisation donné.
Figure 3.1 – Aperçu de l’approche
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Une trace d’exécution est collectée pour chaque scénario en utilisant le JVMTI (Java
Virtual Machine Tool Interface). Les traces d’exécution stockent les événements d’en-
trées et de sorties des méthodes.
Nous collectons un enregistrement détaillé pour chaque invocation de méthode. Cha-
cune des lignes de la trace d’exécution contient les éléments suivants :
• Classe de définition de la méthode (className).
• Nom de la méthode (methodName(c)).
• Signature de la méthode (MethSig(c)) : englobe les types des paramètres en entrée
de la méthode et le type retour.
• Identificateur unique de l’objet receveur (IdR(c)).
• Type dynamique de l’objet receveur (DynType(c)).
• Site d’appel dans la méthode appelante (callSite(c)).
• Type déclaré de l’objet receveur dans le site d’appel (DecType(c)).
• Temps effectif d’exécution de la méthode (effecExecTime(c)), excluant le temps
d’exécution des méthodes qu’elle appelle.
• Vie d’une méthode (LifeTime), incluant le temps d’exécution de toutes les mé-
thodes qu’elle appelle.
• Le nombre des appels directs réalisés par la méthode invoquée (NSubCalls(c)).
Dans la troisième étape, chaque trace est réduite en utilisant plusieurs heuristiques et
abstractions. Nous effectuons deux types de réduction :
• Une réduction horizontale dont le but est d’éliminer les événements " les moins
importants " de la trace. La réduction horizontale inclut aussi la détection des frag-
ments répétés comme les boucles et les récursions. L’objectif est donc de réduire
davantage la taille du diagramme résultant.
29
• Une réduction verticale dont le but est de réduire le nombre d’objets.
Ensuite, les traces d’exécution sont alignées pour produire une seule représentation
du comportement associé au cas d’utilisation.
Finalement, un diagramme de séquence UML est généré à partir de la trace d’exécu-
tion finale (après les réductions et l’alignement) après sa conversion. 1.
Les sections suivantes présentent d’une façon détaillée les étapes de réduction et
d’alignement.
3.3 Réduction des traces d’exécution
Généralement, les traces d’exécution sont constituées de plusieurs milliers (voires
millions) d’événements et de centaines (voire milliers) d’objets. Ainsi, il est impossible
d’afficher la trace dans un diagramme de séquence UML, et par conséquent, c’est com-
pliqué pour un programmeur de comprendre le comportement de l’application, surtout
lorsqu’il ne connaît pas les détails d’implémentation du système.
Dans notre travail, nous avons choisi de détecter tous les événements déclenchés par
l’exécution du système à l’exception des appels de méthodes des librairies de Java. En
plus, nous avons choisi de représenter la trace d’exécution originale sous la forme d’un
arbre d’appel pour assurer son parcours et son changement (réduction de la trace) dans
un temps raisonnable.
La trace d’exécution est représentée par un arbre d’appels dynamiques. Chaque noeud
représente le début d’exécution d’une méthode. Si une méthode "e1" appelle une mé-
thode "e2", alors nous représentons un lien du noeud représentant " e1 " vers son enfant
" e2 ". Un événement de sortie d’une méthode est représenté par la remontée d’un ni-
veau dans la chaîne d’appels de l’arbre. Un parcours en profondeur de l’arbre d’appels
dynamique permet d’avoir la trace d’exécution originale.
Dans la sous-section suivante, nous présentons notre approche de réduction compo-
sée de deux étapes que nous avons appelées reduction horizontale et reduction verticale.
1 La conversion est réalisée sous un format reconnu par l’outil d’affichage Quick Sequence Diagram Editor http ://sde-
dit.sourceforge.net/
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3.3.1 Réduction du nombre d’événements (Réduction horizontale)
L’objectif de la réduction horizontale est de diminuer significativement le nombre
d’événements dans la trace sans toucher aux appels des méthodes les plus importantes
à la compréhension du comportement du programme. Cet objectif est atteint grâce à
l’utilisation de la méthode d’élagage (pruning) des appels les moins significatifs dans
la trace d’exécution et aussi par la détection de quelques fragments combinés d’UML
comme les boucles.
3.3.1.1 Élagage (Pruning)
Dans cette partie, nous avons étendu le travail de Bohnet et al. dans [3] et nous lui
avons apporté aussi quelques adaptations. Leur technique utilise une classification des
événements de la trace d’exécution en se basant sur une expérimentation. Cette der-
nière est partie des observations réalisées sur des programmeurs. Leurs tâches étaient de
localiser des parties du programme qui correspondent à l’exécution de quelques fonc-
tionnalités.
Dans leur travail de recherche, Bohnet et al. se sont basés sur une expérimentation
qui leur a permis de déduire que les appels de méthodes dans un arbre d’appels n’ont pas
tous la même importance. Ils ont alors classé les appels de méthodes en 4 types comme
suit :
• Les appels les moins significatifs (less significant calls) : sont représentés par des
appels de méthodes qui n’appellent pas d’autres méthodes, c’est à dire des feuilles
de l’arbre d’appels, ou bien des appels de méthodes qui déclenchent peu de mé-
thodes et dont le temps d’exécution est "trop court". Ainsi, ces appels de méthodes
ne contiennent vraiment pas d’informations qui permettent de mieux comprendre
le programme, d’où la nécessité de les enlever de la trace d’exécution.
• Les appels de délégation (Delegating calls) : ce sont des appels de méthodes dans
l’arbre d’appels dont l’objectif est de distribuer les tâches aux autres méthodes
qu’elles appellent. Les appels de délégation se trouvent au deuxième niveau de
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l’arbre d’appels et donc viennent directement sous sa racine. Les appels de délé-
gation n’ont pas une importance et sont supprimées de l’arbre d’appels.
• Les appels de coordination (Coordinating calls) : ont une très grande importance
dans la trace d’exécution puisqu’ils déclenchent l’exécution de méthodes respec-
tant deux paramètres seuils : le seuil du nombre de sous appels d’une méthode
TNSubCalls et le seuil du temps d’exécution d’une méthode TeffecExecTime. Dans
la pratique, l’implémentation d’une application est généralement décomposée en
modules. Les appels de coordination semblent être le résultat de cette pratique. Ils
sont donc cruciaux lors de l’exploration des traces et pour essayer de comprendre
le comportement du système qui est capturé par la trace, ce qui fait que ces appels
seront conservés dans la trace d’exécution.
• Les appels de travail (Working calls) : sont des méthodes qui ne déclenchent pas
l’exécution d’autres appels significatifs mais qui ont une durée d’exécution re-
lativement importante. La durée d’exécution d’une méthode est un indicateur de
son importance, pour cela qu’on a décidé de garder de telle méthode dans la trace
d’exécution.
Nous avons utilisé un algorithme basé sur des heuristiques pour identifier automati-
quement les appels importants de méthodes dans la trace d’exécution. Pour cela, nous
nous sommes basés sur le nombre d’appels déclenchés par un appel d’une méthode "c "
(NSubCalls(c)) et sa durée d’exécution (effecExecTime(c)).
L’algorithme est contrôlé par deux paramètres seuils reliés par la condition logique
"ET" :
• TNSubCalls qui représente le nombre minimal de sous appels pour qu’une mé-
thode soit considérée comme importante.
• TeffecExecTime qui représente la durée d’exécution minimale d’une méthode pour
qu’elle soit considérée comme importante.
En conséquence, ces deux seuils permettent de déterminer les appels de coordination
(coordinating calls) et les appels de travail (working calls) pour les conserver dans la
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trace d’exécution et élaguer tous les autres appels de méthodes non importantes. Nous
fixons les deux seuils en utilisant un fichier journal contenant toutes les informations
de la trace d’exécution. Ce fichier aide le programmeur à décider les valeurs à utiliser
pour les seuils et pour savoir à peut près les méthodes qui seront supprimées de la trace
d’exécution. Dans certains cas, les noms des paquetages, des classes et des méthodes
peuvent être d’une grande utilité dans le choix des valeurs des deux seuils.
Le nombre d’appels significatifs (NbSigSubCalls(c)) déclenchés directement par un
appel "c" est égal au nombre d’enfants qui ont soit NSubCalls ≥ TNSubCalls et/ou
effecExecTime ≥ TeffecExecTime. Si le nombre de NbSigSubCalls(c) ≥ 2 alors " c
" est un appel de coordination. Sinon, si NbSigSubCalls(c) = 0 et ( NSubCalls ≥
TNSubCalls ou effecExecTime ≥ TeffecExecTime) alors " c " est un appel de travail.
Les séquences d’appels moins significatives (less significant calls) entre un appel de
coordination et un appel de travail sont fusionnées dans un seul appel d’agrégation.
3.3.1.2 Localiser les fragments combinés d’UML
La localisation de quelques fragments combinés d’UML dans la trace d’exécution est
très utile pour réduire considérablement la taille et donc pour améliorer la compréhen-
sibilité du diagramme de séquence résultant. Pour se faire, notre traceur retourne dans
chaque événement d’entrée " c " le site d’appel (call site) de l’appel du parent (call-
Site(c)). Nous proposons deux algorithmes qui localisent les boucles et la récursivité.
Tous les deux utilisent la recherche en profondeur dans l’arbre d’appels dynamique.
a. Localisation des boucles : Plusieurs noeuds frères S={n1, n2, ..., nn} peuvent être fu-
sionnés en une boucle si le motif composé du quadruplet { className, methodName,
callSite et IdR} est répété au moins deux fois. Dans ce cas, tous les noeuds répétés
sont fusionnés dans un seul noeud. Une boucle peut contenir des appels à plusieurs
méthodes. Les événements correspondants dans l’arbre d’appel de la trace d’exécu-
tion contiennent des répétitions de ces méthodes. En plus, si un appel d’une méthode
est guidé par une condition, alors il n’apparaîtra pas dans tous les cas. Cette situation
rend difficile la détection de ces boucles. Cependant, il existe plusieurs méthodes qui
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traitent le problème de la plus longue chaîne commune [45].
Nous nous sommes inspirés de la méthode de l’arbre des suffixes compacts pour
déterminer la plus longue chaîne commune. Chaque sous-chaîne commune est une
séquence de quadruplets composé chacun de (className, methodName, callSite,
IdR). Deux noeuds n1 et n2 sont égaux si className(n1) = className(n2) et
methodName(n1) = methodName(n2) et IdR(n1) = IdR(n2) et callSite(n1) = callSite(n2).
Lorsque l’algorithme trouve le motif représentant la sous-chaîne commune la plus
longue, il fusionne les noeuds similaires en un seul noeud.
Le noeud résultant de la fusion des noeuds frères similaires et représentant la boucle
contient entre autres :
• L’information qui indique le noeud de début et le noeud de fin de la boucle et le
nombre de répétitions de la boucle.
• Chacun des champs effecExecTime et LifeTime est égal à la somme des champs
correspondants des noeuds fusionnés.
• NSubCalls est égale à la somme des valeurs dans les champs correspondants
dans les noeuds fusionnés.
• Chaque enfant des noeuds fusionnés sera un enfant du noeud résultant. Si une
branche de l’arbre d’appel prenant comme source un noeud de la boucle ne se
répète pas dans les noeuds fusionnés alors il s’agit d’une alternative (alt)
La figure 3.2 représente l’application de notre algorithme sur un arbre d’appel dyna-
mique représentant un petit exemple de la trace d’exécution d’une application ATM
de banque. Comme nous pouvons le constater, le nombre de noeuds (événements) a
été considérablement réduit et par conséquent la compréhensibilité du comportement
de l’application a été améliorée.
b. Localisation de la récursivité : Un ensemble de noeuds S={n1, n2, ...,nn} peuvent être
fusionnés dans une récursion si :
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(a) Arbre d’appel avant la détection des boucles
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detection de la boucle
Figure 3.2 – Localisation des boucles
• n1 est le parent de n2 et n2 est le parent de n3 et ni est le parent de ni+1. (avec i
< n-1) et nn−1 est le parent de nn.
• Pour chaque noeud n2 et son parent n1, className(n1) = className(n2), methodName(n1)
= methodName(n2), IdR(n1) = IdR(n2) et callSite(n1) = callSite(n2).
Les enfants des noeuds fusionnés seront les enfants du noeud résultant. S’il y a des
enfants qui apparaîssent dans un noeud et n’apparaissent pas dans le second, alors
ceci signifie qu’il y a une condition qui est vraie pour un des événements fusionnés
et non pas pour les autres. Dans ce cas, nous utilisons le fragment combiné d’UML "
alt ".
La figure 3.3 représente un cas d’école représentant la détection d’une récursion.
3.3.1.3 Combinaison de la localisation des fragments d’UML et de l’élagage
La localisation des fragments combinés d’UML et l’élagage sont deux méthodes in-
téressantes pour réduire de la taille de la trace d’exécution. Dans notre approche, nous
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(b) Arbre d’appel après la
détection de la récursivité
Figure 3.3 – Localisation des structures récursives
combinons ces deux techniques en commençant tout d’abord par la localisation des frag-
ments combinés suivie de l’élagage. La trace d’exécution résultante ne contient que les
événements les plus importants et ne retient qu’une seule copie de plusieurs événements
successifs. Nous appelons cette combinaison la réduction horizontale car elle permet de
réduire le nombre d’événements du diagramme de séquence résultant.
3.3.2 Réduction du nombre d’objets (réduction verticale)
En plus de la réduction du nombre d’événements obtenu dans la section précédente
grâce à l’élagage, nous avons aussi exploré la possibilité d’utiliser les types dynamiques
(DynType) ou les types déclarés (DecType) à la place d’utiliser le type où la méthode a
été définie (className).
Pour distinguer entre les trois types que nous avons dans la trace d’exécution, prenons
un petit exemple dans la figure 3.4. Si nous avons trois classes " A ", " B " et " C " où la
classe " C " hérite de la classe " B " et la classe " B " hérite de la classe " A ". Supposons
que la classe " B " contient une méthode " m1() ". Si nous déclarons " a " de type " A
" et instancions " a " comme " new C() ", alors " a.m1() " a la classe " A " comme le
type déclaré (DecType), " C " comme le type dynamique (DynType) et " B " la classe
qui contient la définition de la méthode (className).
Le choix d’utiliser le type déclaré ou du type dynamique, à la place du nom de la
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Figure 3.4 – ClassName-DecType-DynType
classe, découle de la nécessité de se rapprocher le plus possible de la conception du
développeur de l’application. Dans ce cas, nous aurons une meilleure compréhension du
comportement du système. En effet, le type déclaré nous permettra de savoir l’intention
du programmeur, c’est-à-dire l’objet qu’il utilise pour appeler la méthode.
3.3.2.1 Réduire le nombre de types dynamiques
Nous trions les événements en entrée de la trace d’exécution selon les types décla-
rés. Ensuite, pour chaque type déclaré (DecType), s’il y a deux ou plus de types dy-
namiques (DynType) correspondants, alors nous modifions le type déclaré seulement
dans le contexte local et non pas pour toutes les apparitions de ces types dynamiques.
Nous appelons ce type de réduction DecTyp_DynTyp_1_n et nous utilisons dans ce cas
DynType comme objets du diagramme de séquence résultant.
3.3.2.2 Réduire le nombre des types déclarés
Contrairement, nous trions dans ce cas les événements en entrée de la trace d’exé-
cution selon les types dynamiques. Ensuite, pour chaque type dynamique (DynType),
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si nous trouvons au moins deux types déclarés (DecType) correspondant, nous modi-
fions les types déclarés par le type dynamique seulement dans le contexte local et non
pas pour toutes les apparitions de ces types déclarés. Nous appelons ce type de réduc-
tion DynTyp_DecTyp_1_n et nous utilisons dans ce cas DecType comme objets dans le
diagramme de séquence résultant.
3.3.3 Combinaison de la réduction verticale et la réduction horizontale
Comme nous l’avons présenté dans la section 3.3.1, nous avons choisi de réaliser
l’élagage et la localisation des fragments combinés d’UML. Pour réduire le nombre
d’objets, nous avons choisi d’utiliser soit les types déclarés soit les types dynamiques.
L’ordre de combinaison de la réduction verticale et la réduction horizontale n’est pas im-
portant. La trace d’exécution finale sera le résultat de la combinaison de ces deux types
de réduction.
3.3.4 Abstraction
En plus de l’application des méthodes de réductions énoncées ci-haut, nous avons
aussi considéré quelques autres hypothèses pour la manipulation des événements dans la
trace d’exécution. Nous avons choisi d’éliminer les événements qui correspondent aux
appels de méthodes statiques et aux appels de classes abstraites car ils ne doivent pas
être présentés dans un diagramme de séquence d’UML. En plus, nous avons supprimé
les objets créés et qui ne sont pas utilisés, c’est-à-dire qu’il n y’a dans la trace aucun
événement qui utilise cet objet. Ceci provient dans le cas où le programmeur de l’ap-
plication a instancié un objet mais il ne l’a pas utilisé par la suite, ou bien si l’objet ne
reçoit que les messages de la provenance des constructeurs (<init>). Ce dernier cas peut
se produire après l’élagage en utilisant les heuristiques qui suppriment les événements
non importants et ne laisse que les constructeurs.
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3.4 Alignement des traces d’exécution
Dans cette phase, l’objectif est d’avoir une seule trace d’exécution qui combine tous
les comportements des traces d’exécution représentant chacune un scénario différent,
mais appartenant toutes au même cas d’utilisation. Nous appelons cette méthode l’ali-
gnement des traces d’exécution. L’alignement doit être réalisé selon des règles et des
métriques bien définies pour assurer une cohérence temporelle.
Nous avons défini un algorithme d’alignement des traces d’exécution qui prend en
entrée plusieurs traces d’exécution et donne en sortie une trace d’exécution alignée qui
contient le comportement de toutes les traces d’exécution alignées. Cet algorithme iden-
tifie les fragments d’implémentation communs et les situations spécifiques.
L’alignement consiste en deux étapes successives. Il commence avec la définition
d’un algorithme permettant de réaliser un alignement exact entre deux traces d’exécu-
tion appelé correspondance des messages (message matching) suivi par l’identification
des opportunités additionnelles d’alignement basées sur la correspondance des objets
(object matching). Quand il faut aligner plus que deux traces d’exécution, l’alignement
des traces est effectué graduellement par deux traces à la fois. Pour le premier aligne-
ment, il sera réalisé entre deux traces initiales, et ensuite, il sera effectué entre la trace
résultante de l’alignement et une autre trace d’exécution non encore alignée. Ce proces-
sus est répété jusqu’à l’alignement des toutes les traces d’exécution correspondantes à
différents scénarios du même cas d’utilisation. Chaque message de la trace d’exécution
résultante contient un label qui indique le (ou les) nom(s) de(s) la trace(s) d’exécution
originale(s).
3.4.1 Correspondance des messages (Message matching)
Puisque les traces d’exécution sont représentées par des arbres d’appel dynamiques,
notre algorithme d’alignement est basé sur un processus récursif où deux arbres cor-
respondants à deux traces sont comparés niveau par niveau. Pour chaque niveau, deux
noeuds sont comparés si leurs parents respectifs ont déjà été alignés. Deux noeuds sont
alignés s’ils ont le même className et methodName. Notre algorithme commence par
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la comparaison des racines des deux arbres de traces. Si deux noeuds sont alignés alors
leurs enfants seront par la suite comparés. L’algorithme est appliqué récursivement pour
chaque pair de noeuds alignés.
Pour comparer deux séquences de noeuds de deux traces d’exécution différentes dont
leurs parents respectifs ont été alignés, nous appliquons l’algorithme de Needleman-
Wunsch [36] qui est un algorithme pour l’alignement de séquence utilisé à l’origine en
bio-informatique. Il permet un alignement global maximal de deux chaines de carac-
tères basé sur la programmation dynamique. Il permet de trouver le score d’alignement
maximal entre deux chaines de caractères. L’idée de la programmation dynamique est
de construire un alignement optimal en utilisant des solutions optimales dans des sé-
quences plus petites, c’est-à-dire stocker les résultats des calculs intermédiaires suscep-
tibles d’être répétées.
L’algorithme de Needleman-Wunsch permet l’introduction des "écarts" pour amélio-
rer la similarité entre les séquences. Nous avons choisi de ne pas attribuer des pénalités
dans le cas d’addition d’écarts. Une pénalité égale à 1 va être assignée dans le cas de
concordance (matching). Ainsi, le principe de pondération utilisé est le suivant :
• Initialisation : Elle consiste à créer une matrice où le nombre de colonnes est égal
au nombre d’éléments dans la première séquence et le nombre de lignes est égal
au nombre d’éléments dans la deuxième séquence. Pour illustration, prenons un
petit exemple.
Prenons l’exemple de deux exécutions "T1" et "T2" d’un même scénario (Figure
3.5). Les lettres en majuscule représentent les noms des classes, les lettres en
minuscule représentent les noms des méthodes et les nombres représentent les
adresses mémoires (pour l’exemple ci-dessous, les adresses utilisées ne sont pas
représentatives).
Les arbres d’appels dynamiques correspondants respectivement à "T1" et "T2"
sont représentés dans 3.6 par "A1" et "A2".
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Figure 3.5 – Exemple de deux traces d’exécution
Figure 3.6 – Arbres d’appels dynamiques correspondants à T1 et T2
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Considérons deux séquences à aligner :
seq1 : C.c_11 D.d_15 G.g_11 et
seq2 : C.c_22 E.e_22 CC.cc_22 M.m_22 D.d_22 (où chaque élément représente
className.methodName_IdR)
Ainsi, la matrice d’initialisation serait comme suit (Tableau 3.I) :
i/j - C.c_11 D.d_15 G.g_11
- 0 0 0 0
C.c_22 0 - - -
E.e_22 0 - - -
CC.cc_22 0 - - -
M.m_22 0 - - -
D.d_22 0 - - -
Tableau 3.I – Initialisation de la matrice d’alignement pour Needleman-Wunsch
• Calcule du score et remplissage de la matrice : Pour chaque cellule Mi, j de la
matrice M, le score est calculé comme suit :
Mi, j = Max {Mi−1, j−1 + Si, j ; Mi, j−1 + w ; Mi−1, j + w}
Si, j définit le score de correspondance de deux caractères " i " et " j ". Lorsque
un écart (gap) w est inséré avant " i " (respectivement j), il encourt une pénalité
d’écart(i,_) (respectivement écart(_,j)).
Ainsi, pour calculer Mi, j il faut avoir calculé Mi−1, j, Mi, j−1 et Mi−1, j−1. Comme
chaque séquence commence par le résidu de concordance S1 et que nous avons
posé que w=0. Donc : M1,1 = Max[M0,0+1, M1,0+0, M0,1+0] = Max[1, 0, 0] = 1.
Nous pouvons donc inscrire un "1" dans M1,1.
Le processus de calcul est poursuivi jusqu’au remplissage de toute la matrice. Le
tableau 3.II montre la matrice résultante après son remplissage. Son score étant
égal à "2".
L’utilisation de la programmation dynamique permet de réduire le temps de calcul
pour la comparaison de séquence d’exponentiel (O(kn)) à un temps quadratique
(O(m*n)), avec "m" et "n" les longueurs respectives des deux séquences à compa-
rer). En effet, la table contient "m*n" valeurs dont chacune s’effectue en un temps
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i/j - C.c_11 D.d_15 G.g_11
- 0 0 0 0
C.c_22 0 1.0 1.0 1.0
E.e_22 0 1.0 1.0 1.0
CC.cc_220 1.0 1.0 1.0
M.m_22 0 1.0 1.0 1.0
D.d_22 0 1.0 2.0 2.0
Tableau 3.II – Matrice d’alignement pour Needleman-Wunsch après son remplissage
constant.
Cette étape nous a permis de savoir que le score d’alignement maximal pour les
deux séquences est 2. Cette information nous donne les meilleurs scores parmi une
collection de séquences à comparer à la cible. Mais pour connaître un alignement
optimal qui donne ce score, il faut suivre la méthode suivante :
• Détermination de l’alignement optimal : L’outil que nous avons développé pour
l’alignement de deux séquences permet d’avoir l’alignement optimal actuel. En
effet, il prend la case qui contient le score maximal, qui est Mm,n (la cellule en bas
à droite) et le compare à ses voisins.
Nous avons appelé un recul à gauche dans la matrice par "Ouest" ou "O", un
déplacement en haut par "Nord" ou "N" et un déplacement par "Nord-Ouest" ou
"NO" pour un recul vers la cellule du coin entre les deux cellules "O" et "N". Ainsi,
nous pouvons constater que :
– un déplacement "NO" correspond à un matching entre les deux éléments
comparés,
– un déplacement "N" signifie l’ajout d’un gap dans la séquence horizontale,
– un déplacement "O" signifie l’ajout d’un gap dans la séquence verticale.
L’algorithme de Needleman-Wunsch est répété pour tous les niveaux des deux
arbres à aligner. Une fois tous les alignements réalisés, nous aurons l’arbre d’ap-
pels dynamiques résultants. La figure 3.7 montre l’arbre résultant pour notre exemple.
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Figure 3.7 – Arbre d’appels dynamiques résultant de l’alignement de T1 et T2
Les étiquettes sur les liens entre les noeuds sont utilisées pour faciliter la com-
préhension de l’alignement entre les deux arbres "T1" et "T2". L’étiquette [1] si-
gnifie que le noeud en dessous provient de l’arbre "T1" suite à l’ajout d’un gap
dans l’arbre "T2", l’étiquette [2] signifie que le noeud en dessous provient de
l’arbre "T2" suite à l’ajout d’un gap dans l’arbre "T1", l’étiquette [1,2] signifie
qu’il y’avait eu un matching entre les deux noeuds ce qui a permis d’avoir un seul
noeud en dessous du noeud actuel.
Enfin, notre outil génère automatiquement un fichier qui contient la trace résultante
de l’alignement des deux traces d’exécution.
La figure 3.III montre l’application de l’algorithme de Needleman-Wunsch pour
l’exemple choisi. La couleur grise représente l’alignement optimal. Le calcul de
l’alignement est réalisé de la droite vers la gauche.
Ainsi, l’alignement optimal nécessite l’insertion de quatre écarts (gap) dont chacun
est représenté par " - ". Deux pairs de noeuds sont fusionnés : {C.c_11, C.c_22} et
{D.d_15, D.d_22}.
C.c_11 – – – D.d_15 G.g_11
C.c_22 E.e_22 CC.cc_22 M.m_22 D.d_22 –
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i/j - C.c_11 D.d_15 G.g_11
- 0 0 0 0
C.c_22 0 1.0 1.0 1.0
E.e_22 0 1.0 1.0 1.0
CC.cc_22 0 1.0 1.0 1.0
M.m_22 0 1.0 1.0 1.0
D.d_22 0 1.0 2.0 2.0
Tableau 3.III – Application de l’algorithme de Needleman-Wunsch
3.4.2 Correspondance des objets (object matching)
L’algorithme de correspondance permet, en plus de réduire le nombre de messages,
de réduire le nombre d’objets chaque fois que nous avons deux objets de deux traces
d’exécutions différentes qui ont les mêmes messages en entrée et en sortie et qui peuvent
être alignés.
L’objectif est d’avoir un diagramme de séquence compacte via la correspondance
des objets. Ainsi, nous fusionnons deux objets de deux traces d’exécution différentes
même s’il existe des messages de l’un ou l’autre des deux objets qui ne peuvent pas être
alignés. Ceci arrive lorsque les deux objets ont le même chemin de création, c’est-à-dire
la même séquence de parents dans l’arbre d’appel dynamique.
3.5 Combinaison de l’alignement et de la réduction
Nos approches de réduction et d’alignement sont complémentaires. D’une part, la
réduction permet d’avoir des traces d’exécution compactes. Chaque trace d’exécution
représente un scénario spécifique. Toutes les traces appartiennent au même cas d’utilisa-
tion. D’autre part, le processus d’alignement permet d’avoir un diagramme de séquence
plus informatif qui montre le comportement de deux ou plusieurs traces d’exécution.
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CHAPITRE 4
ÉTUDE DE CAS
4.1 Introduction
Pour illustrer l’efficience de l’utilisation de notre approche, nous avons choisi l’ap-
plication ATM Banking Simulation System 1. Ce choix a été motivé par plusieurs rai-
sons : D’une part, c’est une application qui est relativement bien documentée avec des
diagrammes d’UML, incluant des diagrammes de séquence, et dont le code source en
Java est aussi disponible. D’autre part, plusieurs travaux similaires comme [9, 21] l’ont
aussi utilisé pour la validation de leurs approches. Pour ces raisons, il nous sera possible
de comparer les diagrammes de séquence générés par notre approche avec ceux de la
documentation.
4.2 Étude de cas
Nous visons, dans cette étude de cas, à répondre à deux questions de recherche :
• Jusqu’à quel point on est capable de réduire une trace d’exécution.
• Jusqu’à quel point ce qui reste de la trace d’exécution, représenté par un dia-
gramme de séquence, est informatif.
4.2.1 ATM Banking simulation
ATM Banking est une application Java composée de 38 classes et de 6 packages.
Puisque le système de simulation d’ATM utilise un seul thread, l’application de notre
approche permet de générer un seul diagramme de séquence qui inclut tout le comporte-
ment du système. La figure 4.1 montre un diagramme de séquence de haut niveau d’une
session. Chaque transaction est détaillée dans un diagramme de séquence/collaboration
séparé.
1http://math-cs.gordon.edu/local/courses/cs211/ATMExample/
Figure 4.1 – ATM Session sequence diagram
Plusieurs cas d’utilisation ont été proposés dans la documentation. Pour illustrer
notre approche, considérons le cas d’utilisation de retrait.
4.2.1.1 Définition des scénarios
Pour considérer les variations dans le cas d’utilisation de retrait, deux scénarios de
cas d’utilisation sont proposés : le scénario principal avec un retrait normal (appelé Scn-
A) et un scénario alternatif avec un retrait qui excède la quantité d’argent disponible dans
le distributeur d’argent ATM (appelé Scn-B). L’exécution des deux scénarios est réalisée
via l’interface graphique du simulateur de l’interface de l’ATM. Les étapes du premier
scénario sont les suivantes :
a. Lancer l’application simulateur d’ATM et passer à la position it ON,
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b. Entrer le montant de l’argent disponible dans le distributeur d’argent (5 billets de
20$),
c. Cliquer sur le bouton "Insert ATM Card" et "entrer le numéro de la carte (card num-
ber)" et le code PIN,
d. Choisir le type de la transaction "retrait (Withdrawal)",
e. Sélectionner checking pour vérifier le compte duquel nous voulons retirer l’argent,
f. Entrer 40$ pour le montant à retirer du compte,
g. Répondre par (NON) à la question "voulez-vous réaliser une autre transaction ?",
h. Cliquer sur le bouton "prendre le reçu (Take receipt)" et
i. passer à la position d’arrêt "OFF" pour arrêter le système.
Le scénario Scn-B a les mêmes étapes que Scn-A. La seule différence est que le
montant à retirer excède le montant disponible dans le distributeur d’argents. Ensuite,
l’étape " f " est remplacée par les étapes suivantes :
f1. Entrer 200$ pour le montant à retirer du compte,
f2. Un message d’erreur s’affiche (montant excède l’argent disponible (Amount exceeds
the available money). , Choisir un autre montant.),
f3. Entrer 60$ pour le montant à retirer du compte,
Pour répondre à la première question de recherche, jusqu’à quel point on est capable
de réduire une trace d’exécution, nous avons utilisé plusieurs types de réduction. Dans
ce qui suit, nous présentrons les résultats obtenus grâce à l’application de ces réductions
et à leur combinaison.
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4.2.1.2 Réduction horizontale
Comme discuté dans la section 3.3.1, la réduction horizontale des messages consiste
à élaguer les messages les moins importants et aussi à localiser des fragments UML.
L’élagage (pruning) de messages utilise deux paramètres qui sont le nombre d’appels
et le temps effectif d’exécution. Les résultats qui seront présentées ici ont été obtenus
avec un seuil égal à 2 pour le nombre de sous appels (TNSubCalls=2) et un seuil égal à
0.01µs pour le temps effectif d’exécution (TeffecExecTime=0.01µs).
Après inspection des diagrammes de séquence générés après l’application des heuris-
tiques de réduction sur notre exemple, nous avons remarqué que le nombre de messages
a été réduit de 77% alors que le nombre d’objets a été réduit de 32% par rapport au
nombre de messages et d’objets initiaux respectivement.
4.2.1.3 Combiner la réduction horizontale et la réduction verticale
Après application sur notre étude de cas, nous avons conclu que la réduction verti-
cale permet de réaliser des réductions supplémentaires du nombre d’objets dans la trace
d’exécution à peu près égal à 6%. Nous obtenons des traces d’exécution plus compactes
lorsque nous combinons la réduction horizontale et verticale. En effet, le nombre d’ob-
jets dans les deux scénarios Scn-A et Scn-B a diminué de 31% par rapport aux résultats
obtenus en appliquant la réduction horizontale seulement. Aussi, le nombre de message
a diminué de à peu près de 60%.
4.2.1.4 Alignement
Le nombre de messages dans la trace d’exécution alignée comparé au nombre total
de messages (somme des messages de Scn-A et de Scn-B) a été réduit de 46.03% en
raison de la correspondance de messages. Le nombre d’objets a été réduit de 66.67%
grâce à la correspondance des objets qui ont le même chemin de création.
Malgré les résultats encourageants de l’alignement et le fait qu’il permet d’assurer
une meilleure compréhension de l’utilisation du cas d’utilisation exécuté, il existe encore
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trop de messages non importants dans le diagramme de séquence aligné. D’où l’impor-
tance de combiner notre approche d’alignement et notre approche de réduction.
4.2.1.5 Combinaison de l’alignement et de la réduction
Les résultats quantitatifs obtenus de la combinaison de l’alignement et de la réduction
montrent que dans le diagramme de séquence résultant, le nombre d’objets a été réduit
de 76.54%.
De plus, le nombre de messages dans la trace d’exécution alignée et réduite est aux
alentours de 90%.
La deuxième question de recherche, jusqu’à quel point ce qui reste de la trace d’exé-
cution, représenté par un diagramme de séquence, est informatif, permet de valider les
diagrammes de séquence générés par notre approche. Nous nous sommes basés sur
les diagrammes de séquence fournit dans la documentation du système de simulation
d’ATM. Chacun des diagrammes de la documentation montre une fonctionnalité.
Pour un but de présentation, nous avons décomposé manuellement le diagramme de
séquence généré en plusieurs diagrammes de séquence. Chacun des diagrammes cor-
respond à un des quatre diagrammes de séquence proposés dans la documentation du
système de simulation d’ATM.
Les figures 4.2a et 4.2b montrent des coupes du diagramme de séquence généré par
notre approche. Ils correspondent respectivement au démarrage et à l’arrêt du système
de simulation d’ATM. Ces deux diagrammes de séquence ressemblent beaucoup aux
diagrammes de séquence correspondant de la documentation moyennant quelques diffé-
rences mineures. En effet, la différence est que notre diagramme de séquence contient,
en plus, les objets GUI et BillsPanel et les messages getInitialCash et ReadBills. Nous
croyons que l’existence de ces informations supplémentaire est avantageuse pour le pro-
grammeur pour l’informer de l’interaction avec l’interface graphique.
La figure 4.3 suivante expose la partie présentant une session. Une comparaison ma-
nuelle entre le diagramme de séquence de la documentation et celui généré par notre
méthode montre que notre diagramme encapsule tous les événements cruciaux propo-
sés par le concepteur et contient en plus d’autres événements de nature fonctionnelle.
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(a) Diagramme de séquence de démarrage du système
(b) Diagramme de
séquence d’arrêt du
système
Figure 4.2 – Diagrammes de séquence de démarrage et d’arrêt du système
Ces événements sont readCardNumber et readMenuChoice. Chacun d’eux fournit une
information supplémentaire sur le comportement du système lors de l’ouverture d’une
session.
Figure 4.3 – Digramme de séquence d’une session
Dans notre approche, nous n’avons pas tenu en compte des types abstraits et nous
avons considéré seulement les types définis. Par conséquent, l’objet Transaction qui est
un type abstrait dans l’application n’apparaît pas dans notre diagramme de séquence
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généré. En fait, notre diagramme de séquence contient à la place de l’objet transaction,
l’objet définit correspondant, qui est Withdrawal (retrait) dans les scénarios Scn-A et
Scn-B choisis dans cette expérience.
Le diagramme de séquence de retrait (Withdrawal) généré est représenté dans la
figure 4.4 suivante. Pour le valider, nous avons utilisé le diagramme de séquence de tran-
saction et le diagramme de collaboration de transaction de retrait de la documentation.
La comparaison montre que notre diagramme de séquence contient tous les objets et
messages des diagrammes correspondant dans la documentation et contient en plus les
objets de simulation de l’interaction de l’utilisateur avec l’interface graphique de l’ap-
plication.
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Selon la validation précédente sur le système de simulation d’ATM bancaires, nous
pouvons conclure que nos heuristiques permettent de générer des diagrammes de sé-
quences compactes et expressifs. La comparaison avec les diagrammes de la documen-
tation montre que nous sommes trop près de la conception du système.
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CHAPITRE 5
CONCLUSION
Dans ce travail de recherche, nous avons proposé une approche basée sur des heu-
ristiques, pour la génération automatique, par rétro-ingénierie, des diagrammes de sé-
quences à partir des traces d’exécution afin de comprendre le comportement des pro-
grammes orientés objet. Notre approche combine l’utilisation de l’analyse dynamique et
de l’analyse statique des programmes.
Notre méthode est composée de quatre étapes : Nous commençons par l’identifica-
tion d’un ensemble de scénarios pour un cas d’utilisation donné. Ensuite, l’exécution
de chaque scénario identifié est accompagnée par la génération d’une trace d’exécution
via notre outil de génération de traces qui utilise le JVMTI. Dans la troisième étape, les
traces d’un même scénario sont réduites en nous basant sur nos heuristiques d’abstrac-
tions. Ces traces sont par la suite alignées en une seule trace d’exécution qui englobe tout
le comportement du scénario. Finalement, un diagramme de séquence UML est généré
à partir de la trace d’exécution finale.
Pour tester notre approche, nous avons utilisé une application, de simulation d’un
guichet bancaire ATM, bien documentée pour mener une étude comparative entre les
diagrammes de séquence générés par notre approche et les diagrammes de séquence
dans la documentation. Les résultats ont montré que l’application de nos heuristiques
permet d’avoir des diagrammes de séquence qui représentent le plus fidèlement possible
le comportement du cas d’utilisation exécuté. Notre approche facilite considérablement
la tâche des programmeurs qui veulent comprendre, maintenir ou mettre à jour des pro-
grammes et qui n’ont pas une documentation à jour.
Même si les premiers résultats semblent prometteurs, de nombreuses améliorations
sont envisagées. Dans ce travail de recherche, nous avons implémenté un premier pro-
totype pour faire les tests. Il est possible de l’étendre par un framework de visualisation
interactif qui permet de voir en temps réel le diagramme de séquence résultant en faisant
varier les valeurs des seuils utilisés dans nos heuristiques.
À moyen terme, nous prévoyons étendre notre approche pour permettre la rétro-
ingénierie d’autres diagrammes dynamiques d’UML (comme les diagrammes d’états,
les diagrammes d’interaction, les diagrammes de collaboration, etc.). Nous pensons que
la rétro-ingénierie de ces diagrammes permettra d’améliorer encore plus la compréhen-
sion du comportement du programme et permettra aussi d’explorer d’autres attributs et
caractéristiques qui ne peuvent pas être présentés par un diagramme de séquence.
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