In this article, we propose a new method that determines an efficient numerical procedure for solving second-order fuzzy Volterra integro-differential equations in a Hilbert space. This method illustrates the ability of the reproducing kernel concept of the Hilbert space to approximate the solutions of second-order fuzzy Volterra integro-differential equations. Additionally, we discuss and derive the exact and approximate solutions in the form of Fourier series with effortlessly computable terms in the reproducing kernel Hilbert space W
Introduction
Fuzzy integro-differential equations are very useful tools for modeling physical systems under the differential sense and dynamical systems under the possibilistic uncertainty [1] .
In recent years, fuzzy Volterra integro-differential equations (FVIDEs) in both theoretical and numerical calculations have been growing in many scientific applications [2] [3] [4] .
They are usually encountered in many applications including fuzzy modeling in population dynamics, experimental quantum optics to quantum gravity, and averaging fuzzy biopolymers (see [5] [6] [7] and the references therein). Biswas et al. [8] have recently proposed a numerical fuzzy differential transform (FDT) method for solving second-order FVIDEs under the generalized concept of Seikkala differentiability of fuzzy functions.
A further literature review of fuzzy integro-differential equations can be found in [2, 3] and [8] .
The main goal of this article is to solve second-order FVIDEs in the Hilbert space 
subject to the fuzzy initial conditions
where k(s, t) is an arbitrary kernel function, g is a continuous function, f is a continuous fuzzy-valued function, and γ 1 , γ 2 are fuzzy real numbers. In special cases the analytic solution of FVIDE (1)- (2) can be found using the fuzzy Laplace transform (FLT) method. However, a fuzzy solution of FVIDE (1)- (2) is usually very difficult to be derived analytically. To solve this issue, FVIDE (1)- (2) can be converted into two systems of Volterra integro-differential equations which are solvable numerically using the reproducing kernel Hilbert space (RKHS) method based on the Gram-Schmidt orthogonalization process. Moreover, the authors in [9] have proven the existence and uniqueness of a fuzzy solution for the second-order FVIDE (1)- (2) with the fuzzy kernel under strongly generalized differentiability.
Reproducing kernel theory has important scientific applications in numerical analysis, ordinary and fractional differential equations, probability, statistics, and learning theory. Recently, RKHS method for solving a variety of fuzzy differential equations and fuzzy fractional differential equations has been presented by Ahmadian et al. [10, 11] . The RKHS method possesses many virtues; to begin with, it is conceivable to choose any point in the interval of integration and as well the approximate solution would be appropriate and applicable. Secondly, it is precise and requires less exertion to discover the numerical results. Thirdly, it is a proficient application to solve some scientific models in comparison with the numerical solutions and the exact solutions. Fourthly, the method is easy to understand, and it needs little computational prerequisites. For more points of interest and descriptions about the RKHS method, we allude to [12] [13] [14] [15] [16] [17] .
Our paper has the following structure. Section 2 presents some concepts and results about the fuzzy numbers and the properties of fuzzy-number-valued functions, including the H-differentiability or Hukuhara differentiability concept and the fuzzy integral. The fuzzy Volterra integro-differential equations of the second order are introduced in Sect. 3. Section 4 proposes a numerical method for solving fuzzy Volterra integro-differential equations of second order. In Sect. 5, we present three numerical examples to illustrate our method in Sect. 4. Finally, we end the paper with the conclusion in Sect. 6.
Preliminaries
We recall some basic definitions and theorems needed throughout the paper such as fuzzy number, fuzzy-valued function, and the derivative of the fuzzy-valued functions. Definition 2.1 (see [18] ) A fuzzy number u : R − → [0, 1] is a fuzzy subset of R with normal, convex, and upper semicontinuous membership function of bounded support.
Let R denote the space of fuzzy real numbers. For 0 < α ≤ 1, set [u] α = {s ∈ R | u(s) ≥ α} and [u] 0 = {s ∈ R | u(s) > 0} (the closure of {s ∈ R | u(s) > 0}). Then the α-level set [u] α is a nonempty compact interval for all 0 ≤ α ≤ 1 and any u ∈ R . The notation [u] α = [u 1 (α), u 2 (α)] denotes explicitly the α-level set of u. We refer to u 1 and u 2 as the lower and upper branches on u, respectively. 
For u, v ∈ R and λ ∈ R, the sum u + v and the product λu are defined by [u + v] 
α means the usual addition of two intervals (subsets) of R and λ [u] α is the usual product between a scalar and a subset of R. The metric structure is given by the Hausdorff distance D : 
In this case, we denote y (t 0 ) by D 
In this case, this derivative is denoted by D 
Formulation of second-order FVIDE
This section studies the second-order FVIDEs under the concept of strongly generalized differentiability in which the FVIDE is converted into an equivalent system. This system consists of the crisp system of Volterra integro-differential equations for each type of differentiability.
In order to design a numerical scheme for solving FVIDE (1)- (2), we first replace it according to Theorem 2.5 by the following two systems:
(1, 1)-system
(1, 2)-system
Depending on the Zadeh extension principle in [23] , if g in Eq.
(1) is a strictly increasing function, then
and
Moreover, if g in Eq. (1) is a strictly decreasing function, then
Here, we want to mention that the sufficient conditions for the existence of a unique solution to the second-order FVIDE (1)-(2) have been given in [9] .
Analysis of the method with its convergence
In this section, we present a review of the notations and preliminary definitions of the RKHS theory. Additionally, we demonstrate how to solve FVIDE (1)-(2) using the RKHS method. Accordingly, we build orthonormal function systems of the space W Definition 4.1 (see [24] ) Let H be a Hilbert space. A function K : Ω × Ω → R is a reproducing kernel of H if the following conditions are satisfied:
, which is called the reproducing property. 
Theorem 4.4 (see [25] 
The representation of the reproducing kernel function R t (s) in W 
To apply our technique on the Hilbert space W
T . Thus, Eqs. (1) and (2) can be converted into the form
where 
By the reproducing property of R t (s), then y 1,α (t) = y 1,α (s), R t (s) W 3 2 and y 2,α (t) = y 2,α (s),
. Thus,
From the continuity of R t (s) on [a, b], we have
Thus,
where
}. The proof is complete.
Next, to construct an orthogonal system of functions {ψ ij (t)} (∞,2) 
where β ij lk are orthogonalization coefficients given by
The main result of this article is the following theorems, which give the exact expression of the solution of FVIDE (7)- (8) 
Theorem 4.6 Suppose {t
On the other hand, for each For numerical computations, we put the initial function y 0 (t l ) = y(t l ) and define the nterm numerical solution of FVIDE (7)- (8) by truncating the series given in Eq. (10) as follows: (7)- (8) and y n (t) is the approximate solution of FVIDE (7)- (8), where y(t) and y n (t) are given by Eqs. (10) and (11), respectively, then
Theorem 4.7 Suppose that y(t) is the solution of FVIDE
is bounded and
(iii) the second derivative of y n converges to the second derivative of y uniformly as n → ∞;
G(t, f (t), h(y(t))) is continuous for t ∈ [a, b] and f , h are continuous functions, then
Proof (i) From Eq. (11) and the orthonormality of {ψ ij (t)} (∞,2) (i,j)=(1,1) , we have y n+1 
− → 0 as n → ∞. More details can be found in [26] .
(ii) Based on the reproducing property of R t (s) and from (i), then
which means that y n -y C − → 0 as n → ∞.
(iii) Since y n converges to y uniformly, then
Thus, y n -y C → 0 as n → ∞.
(iv) Firstly, we prove that y n-1 (t n ) → y(τ ) (n → ∞) as follows:
Based on the reproducing property of R t (s), then
Since the kernel function
Secondly, since f and h are continuous functions and
. The proof is complete.
Numerical results
In order to illustrate the accuracy of the method proposed in Sect. 4, we present three examples using Mathematica 7.0. The results obtained by our method are compared with the exact solution of each example and are found to be in good agreement with each other.
Example 5.1 Consider the following second-order FVIDE:
Equations (12) and (13) are replaced by two systems of Volterra integro-differential equations as (1, 1)-system (1, 2)-system Example 5.2 (see [9] ) Consider the following second-order FVIDE:
y (t) = (-10 + 5α)e 1-t -(1 + 0.5α)t, (-3 -2α)e 1-t -0.6 + 0.1α -0.2α 2 t
subject to the fuzzy initial conditions y(0) = (-10 + 5α)e, (-3 -2α)e , y (0) = (3 + 2α)e, (10 -5α)e . Here, the (1, 1)-system is 
Here, the (1, 2)-system is where 0 ≤ t ≤ 1. The corresponding (1, 2)-system has the exact solution y(t) = (-9 + 9α) sin t, (3 -3α) sin t .
One can observe from Table 9 that as n gets larger, the physical behavior of the absolute errors approaches to zero very rapidly. Anyway, Table 9 also shows that our RKHS method gives reasonable results for small n as well.
Conclusion
We have introduced a new method for solving second-order FVIDEs based on reproducing kernel theory. The proposed technique gives solutions with good generalization and high exactness. The robustness of this technique has been proved by numerical simulations. As a future research line, this technique can be expanded to solving a class of fuzzy ordinary differential algebraic equations and fuzzy partial integro-differential equations.
