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MULTIDIMENSIONAL Λ-WRIGHT-FISHER PROCESSES WITH
GENERAL FREQUENCY-DEPENDENT SELECTION
ADRIAN GONZALEZ CASANOVA AND CHARLINE SMADI
Abstract. We construct a constant size population model allowing for general selective in-
teractions and extreme reproductive events. It generalizes the idea of Krone and Neuhauser
[37] who represented the selection by allowing individuals to sample potential parents in the
previous generation before choosing the ’strongest’ one, by allowing individuals to use any
rule to choose their real parent. Via a large population limit, we obtain a generalisation of
Λ-Fleming Viot processes allowing for non transitive interactions between types. We pro-
vide fixation properties, and give conditions for these processes to be realised as solutions
of stochastic differential equations.
1. Introduction
Modelling selection falls within the most delicate problems in ecology and evolution. A
variety of hypotheses have been proposed to describe how competing allelic types jostle
against each other in trying to propagate successfully in the next generation [24, 27, 34, 35].
Despite the complexity of the debate on the concept of selection itself, in population genetics
there is agreement on the idea that an appropriate measure of the fitness strength of a given
allelic type is related to the probability of its eventual fixation in the population. This
agreement relies on the fact that generally, in population genetics models, fitnesses are
considered as transitive in the sense that if in some conditions an allele 1 has a higher fitness
than an allele 0 and an allele 2 has a higher fitness than an allele 1, then the allele 2 will have
a higher fitness than the allele 0. This assumption impedes the modelling of non transitive
interactions, as for instance the well known Rock-Paper-Scissors (RPS) interaction, where
any of the three alleles involved may rise in frequency depending on the frequencies of the
two other alleles present in the population [47].
Eco-evolutionary models aim at taking into account feedbacks between ecological and
evolutionary processes. In this setting, interactions are defined at the individual scale, which
allows to model a much larger variety of interactions than in population genetics models (as
RPS interactions for instance [6]). The drawback however, is that the variation of population
size makes more complex the study. For instance, even when studying processes faster than
the time scale of population size evolution, we have to call upon technical results, as large
deviations results, to control the population size dynamics (see [13] for a classical example).
The aim of this paper is to construct a constant size population model allowing to take
into account any interaction we could think of, as well as extreme reproductive events. This
is achieved by a generalisation of a construction recently introduced in [28], based on the
concept of ancestral selection graph introduced by Krone and Neuhauser [37]. The main idea
of this construction is that individuals first sample a random number of potential parents
from the previous generation, and then choose their parent in the previous generation, with
a rule which depends on the number and types of sampled potential parents. Notice that the
term ’potential parents’ may be misleading as in the current work we allow the real parent
not to be one of the potential parents, to model mutations. However, to make the link with
[28] clear we kept their notations. Following [28], we also consider high-fecundity extreme
reproductive events (Λ-events), where one individual may give birth to a number of offsprings
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of order N , the size of the population. After a proper rescaling of time, we derive a large
population limit of our population model described by a generator, and which can be realised
as the strong solution of a stochastic differential equation (SDE) under suitable conditions.
This SDE generalizes classical Wright-Fisher diffusion with selection and Λ-Wright-Fisher
processes to a multidimensional case with general frequency-dependent selection and jumps
given by a Λ-measure. We prove general properties on fixation and extinction for this class of
models, and apply them to classical ecological interactions, as RPS interactions or negative
frequency-dependent selection for instance.
Notice that in a work conducted in parallel, Cordero and coauthors [18] also consider a
generalisation of [28] to a general selection case. Their focus differs substantially from ours,
as they consider the 1-dimensional setting, and concentrate on genealogies, duality properties
of the frequency process with the ancestral process. Furthermore, they seek for genealogies
that minimise the number of potential ancestors. We encourage interested readers to also
have a look at [18].
The paper is structured as follows. In Section 2 we describe the discrete model. Section
3 is dedicated to the derivation of the large population limit as well as the statement of
general results on the processes under consideration. In Section 4 we present applications of
our construction to model a set of ecological interactions, as well as properties on the long
time behaviour of these specific processes. Finally, the proofs are given in Section 5.
In the sequel, N∗ := {1, 2, ..., } will denote the set of positive integers, N := N∗ ∪ {0},
Z := −N∗ ∪ N, and for N ∈ N∗, [N ] := {1, 2, ..., N}. Finally, |D| will denote the cardinal of
a discrete set D, and for K ∈ N∗ and x ∈ [0, 1]K , ‖x‖ := x1 + ...+ xK .
2. The discrete model
This section is dedicated to the description of our class of Wright-Fisher type models, which
are constant size population models, with size N ∈ N∗, and with discrete non-overlapping
generations. They are a generalisation of the ones introduced in [28]. The main novelty of
our approach is that it includes the following features:
• We are in a multidimensional setting. We denote by E = [K] the allelic type space,
with K ∈ N∗.
• To choose a real parent, knowing the set of potential parents, we will introduce a
colouring rule, which may depend on N and on all the characteristics of the set
of potential parents (number and frequencies of the different types), and may be
random.
• The real parent may not be one of the potential parents. This allows us to take into
account mutations for instance.
Multitype models are widespread in the literature, both in population genetics (see for exam-
ple [7, 21, 45, 46]) and in eco-evolutionary models (for instance [15, 17, 14, 9, 10]). There are
also interesting instances of colouring (2-types) models in which individuals observe several
potential parents and are coloured according to some rule depending on the observed sample
[8, 18, 28] and questions regarding the existence and (lack of) uniqueness of a colouring rule
that leads to a prescribed stochastic differential equation are addressed in [18]. The litera-
ture that accounts for mutations is bast [23, 22, 3]. However, as far as we are aware of, the
family of models introduced in this paper constitutes the first class that integrates all the
above points, and luckily the flexibility of this family does not compromise its simplicity.
We begin in Section 2.1 with the description of births in generations without extreme
reproductive events, and describe in Section 2.2 extreme reproductive events. In Section 2.3,
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we introduce the multidimensional frequency process, which will be the process of interest
in the rest of the paper.
2.1. Births without extreme reproductive events. In the sequel, g ∈ Z will always
denote a generation. For N ∈ N∗, we parametrize the strength of the selection via a proba-
bility distribution QN on N
∗. It will correspond to a number of ’potential parents’ sampled
by an individual. In order to describe the dynamics of our discrete model, we now introduce
a graph and the concept of colouring rule:
Definition 2.1. Let N ∈ N∗ and V := Z× [N ]. Consider a family of independent uniformly
on [N ] distributed random variables
(U(v,k), v ∈ V, k ∈ N∗)
and a family of independent QN distributed random variables
(Kv, v ∈ V )
with values in N∗. Let E be the set of directed edges
E = {{v, (g − 1, U(v,k))}, for all v = (g, l) ∈ V such that 1 ≤ l ≤ N and k ≤ Kv}.
The genealogical random di-graph with parameters N and QN is the random di-graph
(V, E).
The idea of this graph is that we assign types to all the vertices in some generation, and we
want to see types propagating in the subsequent generations. To do this we need to specify
how a vertex is coloured (receive its type), given the types of the vertices in the previous
generation which are connected to it.
Definition 2.2 (Colouring rule). Let
C = {(z1, z2, ..., zn), n ∈ N∗, zi ∈ E,∀i ∈ [n]}
be the possible sets of potential parents with their type that can be sampled by an individual.
A (N,E)-colouring rule is a family of probability distributions over E
CN = {cNz (·)}z∈C
such that for any z ∈ E,
cNz = δz .
Notice that the last condition will ensure that if an individual samples only one potential
parent, it will be its real parent. We could not do this assumption but the notations would
become cumbersome (however, see Remark 1). Notice also that we allow the colouring rule
to depend on N , which leaves more freedom.
Definition 2.3 (Graph colouring without extreme event). Fix N ∈ N∗, QN a probability
distribution on N∗, the space of types E and a (N,E)-colouring rule CN . A colouring of the
graph (V,E) is a function f : V → E. Let Vg be the vertices in the g-th generation. We
construct a colouring f recursively by first arbitrarily defining f in V0 and then extending the
colouring to the subsequent generations using the colouring rule. Given that the colouring
has been constructed in generation g − 1, for any v ∈ Vg, let
zv = (f(u1), ..., f(uKv )),
where uk ∈ Vg−1 is such that (v, uk) = (v, Uv,k) for k ≤ Kv (in other words, Uk is a potential
parent of v). For every type i ∈ E,
P(f(v) = i) = cNzv (i).
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In the sequel, we will use the terms type and colour interchangeably.
Following the three previous definitions, the reproduction mechanism thus works as follows
when there is no extreme reproductive event:
(1) (Choice of potential parents). The individual v of generation g samples a number
Kv distributed as QN of potential parents independently and uniformly distributed
on (g− 1)× [N ], ((g − 1, U(v,1)), ..., (g − 1, U(v,Kv))). The choice is with replacement.
(2) (Choice of type). The type of v is chosen according to the colouring rule, as described
in Definition 2.3.
2.2. Births with extreme reproductive events. We now want to include the possibility
of extreme reproductive events, that is to say events when one individual may generate a
non-negligible fraction of the next generation. The motivation to consider such reproductive
events comes from the observation that some species, in particular marine species [2, 30] and
most viruses, have offsprings distributions with very large variance, and that the Kingman
coalescent is not a good model to describe their genealogy [31]. It is instead necessary to
include the possibility of merging more than two individuals simultaneously. Such kinds of
models have seen a growing interest from the discovery of Λ-coalescent trees by Sagitov [44]
and their full description by Pitman [43].
To this purpose, we introduce a random background formed by a sequence of i.i.d. Bernoulli
trials
H = {Hg : g ∈ Z} ∈ {0, 1}∞,
with a probability of success γN ∈ [0, 1] and a sequence
Z = {Zg : g ∈ Z}
of i.i.d. [0, 1]-valued random elements with common distribution Λ. H and Z are assumed
to be independent, and we also assume that Λ([0, 1]) < ∞. For every g ∈ Z, Hg = 1 (resp.,
Hg = 0) indicates that at generation g extreme reproduction does (resp., does not) occur. Z
will give the expected sizes of extreme reproductive events, when they occur. Let
Y ∗ = {Y ∗g : g ∈ Z},
be a sequence of i.i.d. random variables, with Y ∗g−1 uniformly distributed among individuals
in generation g − 1 and Y ∗ independent of (H,Z). Conditionnaly on Y ∗g−1, we thus assume
that when Hg = 1 individuals in generation v choose one parent independently with the law:
(2.1) ηg := B(Zg)δY ∗g−1 + (1− B(Zg))Ug,
where B(Zg) is distributed as a Bernoulli random variable with parameter Zg and Ug is
uniformly distributed on [N ]. B(Zg) and Ug are independent, and are drawn independently
for each individual in generation g.
Definition 2.4 (Graph colouring with extreme event). Fix N ∈ N∗, QN a probability distri-
bution on N∗, the space of types E and a finite measure Λ on [0, 1]. Given that the colouring
has been constructed until generation g − 1, that there is an extreme reproductive event at
generation g, and denoting for i ∈ E by
|i/(g − 1)| := Card{u ∈ Vg−1, f(u) = i}
the number of individuals with colour i in generation g − 1, we have the following colouring
for every type i ∈ E and v ∈ Vg:
P (f(v) = i|Zg, Y ∗g−1) = Zg1{i,f(Y ∗g−1)} + (1− Zg)
|i/(g − 1)|
N
.
Following the previous definitions, the reproduction mechanism thus works as follows when
there is an extreme reproductive event:
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(1) (Choice of the individual with a large progeny) An individual Y ∗g−1 is drawn uniformly
among individuals of the generation g − 1. A variable Zg is also drawn according to
the distribution Λ. It will give the size of the extreme reproductive event.
(2) (Choice to be or not in the extreme event). The individual v of generation g draws
a Bernoulli variable Bv(Zg) with parameter Zg.
(3) If Bv(Zg) = 1, the parent of v is Y ∗g−1
(4) If Bv(Zg) = 0, the individual v chooses its parent uniformly in generation g − 1.
2.3. Frequency processes. We have described in the two previous sections how individuals
choose their parent in the previous generation. It allows us to construct a forward in time
process, describing the dynamics of the composition of the population in terms of types. Fix
N ∈ N∗, QN a probability distribution on N∗, Λ a finite measure on [0, 1], γN ∈ [0, 1], and
a colouring rule CN . Colour abritrary the graph at generation 0. Then colour generations
g ≥ 1 as follows:
• Colour the graph following Definition 2.3 with colouring rule CN and distribution
of the number of potential parents QN when there is no extreme reproductive event
(Hg = 0 with probability 1− γN ).
• Colour the graph following Definition 2.4 with Z Λ-distributed when there is an
extreme reproductive event (Hg = 1 with probability γN ).
Then the frequency process with parameters (Λ, γN , QN , CN ) is by definition X¯
N
g = (X
N,i
g , i ∈
E) such that
XN,ig =
1
N
∣∣{v ∈ Vg : f(v) = i}∣∣.
This process describes the genetic composition of the population at any generation. The rest
of the paper is devoted to the study of this process.
3. General results
The models and subsequent frequency processes we have just introduced allow us to take
into account any interaction we could think of. Indeed we have a total freedoom on the
colouring rule, and may even choose a parent which does not belong to the potential parents
sampled by an individual. In this section, we will first present a rescaling of the population
process, which generalizes the class of Wright-Fisher processes considered until now. We will
then describe the class of selection functions that we can obtain with our colouring rules, and
we will finally prove general results on allele extinction and fixation of our class of models.
3.1. Large population limit. We will now prove that by rescaling time and taking the
large population limit (N → ∞), we may obtain a time and space continuous process. We
focus on the case
1−QN ({1}) =: ρN → 0, (N →∞),
and to get a proper limit process, we will rescale the time by a factor of order ρN . Before
stating this result we need to introduce the following notations, for any finite measure Λ on
[0, 1] and α ∈ (0, 1/2):
(3.1) Λˆ :=
Λ
Λ([0, 1])
, ΛαN (z ∈ .) :=
Λ(z ∈ .)
z2
1{z≥N−α} and Λˆ
α
N :=
ΛαN
ΛαN ([0, 1])
.
Let us also denote for K ∈ N∗ the K-th simplex
∆K := {x ∈ [0, 1]K , ‖x‖ ≤ 1}.
Moreover, for N ∈ N∗, given the colouring rule CN (recall Definition 2.2), consider the
function pN : ∆K 7→ R, pN = (pN1 , ..., pNK) such that
(3.2) pNi (x) = P(f(v) = i|v ∈ V1,XN0 = x), ∀ x ∈ ∆K , i ∈ E
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and µN : ∆K → R, µN = (µN1 , ..., µNK) such that
(3.3) µNi (x) = p
N
i (x)− xi, ∀ x ∈ ∆K , i ∈ E.
Then we have the following convergence result:
Proposition 3.1. Let Λ be a finite measure on [0, 1], (CN , N ∈ N) a sequence of colouring
rules and α in (0, 1/2). Consider for N ∈ N∗ (X¯Ng , g ∈ Z) the frequency process with
parameters (ΛˆαN , γN , QN , CN ). Assume that there exist κ > 0 and σ ≥ 0 such that
(i) limN→∞ ρ
−1
N µ
N
i (x) = µi(x) ∈ R, ∀ i ∈ E, x ∈ ∆K ,
(ii) γN = Λ
α
N ([0, 1])ρN /κ+ o (Λ
α
N ([0, 1])ρN ),
(iii) limN→∞ 1/(NρN ) = σ/κ <∞ and ρNN2α → 0,
(iv) limN→∞QN (K(0,1) = k|K(0,1) > 1) = pik−1 for every k ≥ 2,
(v) β := limN→∞ E[K(0,1) − 1|K(0,1) > 1] =
∑∞
k=1 kpik <∞.
Then, the sequence (XN⌊κt/ρN ⌋, t ≥ 0) is tight. Further, if we denote by AN the discrete
generator of XN⌊κt/ρN ⌋, the sequence of generators AN , applied on f ∈ C2(∆K) → R and
x ∈ ∆K , converges to A given by
(3.4)
Af(x) =
K∑
i=1
µi(x)
∂f
∂xi
(x)+
σ
2
K∑
i,j=1
σij(x)
∂2f
∂xixj
(x)+
K∑
i=1
xi
∫ 1
0
[f((1− z)x+ zei)− f(x)] Λ(dz)
z2
,
where σij(x) = (1{j=i} − xj)xi and (ei, 1 ≤ i ≤ K) is the canonical basis of E.
The first term of the generator describes a general frequency-dependent selective function,
the second term is the classical Wright-Fisher diffusion, and the last part corresponds to the
generator of a K-dimensional Λ-Fleming-Viot process. Such a general multidimensional
process including these three elements has not been neither introduced nor studied until
now to the best of our knowledge.
Remark 1. Notice that if we do not assume that when only one potential parent is sampled
it is necessarily the real parent (see the end of Definition 2.2), we can obtain a different
diffusion term. More precisely, if we introduce for i ∈ E and x ∈ ∆K ,
gi(x) :=
K∑
j=1
xic
N
j (i),
and if G(x) is a random variable with values in ∆K , and law given by
P(G(x) = Y ) =
(
N
Y1, ..., YK
)
gY11 (x)...g
YK
K (x),
then for (i, j) ∈ E2 and if the limit exists,
σσij(x) = lim
N→∞
κ
ρN
E
[(
Gi(x)
N
− xi
)(
Gj(x)
N
− xj
)]
.
Under some assumptions on the parameters (see Corollary 3.1 for examples) we can link
the infinitesimal generator A to the solutions to a stochastic differential equation (SDE)
generalizing the one dimensional case derived in [28].
Proposition 3.2. Assume that the following SDE is well posed
dX(t) =µ(X(t))dt+
√
σζ(X(t))dBt
+
K∑
i=1
ei
∫ 1
0
∫ 1
0
z
(
1{∑i−1j=1 Xj(t−)≤u<∑ij=1Xj(t−)} −Xi(t
−)
)
N˜(dt, du, dz),(3.5)
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where B is a K-dimensional Brownian motion, (ei, i ≤ K) is the canonical basis of E, N˜ is
a compensated Poisson random measure on R+ × [0, 1] × [0, 1] with intensity dtduΛ(dz)/z2,
and ζ has the following expression for x ∈ ∆K :
ζij(x) = 0 if i < j,(3.6)
ζii(x) =
√
xi(1− x1 − ...− xi)
1− x1 − ...− xi−1 ,
ζij(x) = −xi
√
xj
(1− x1...− xj−1)(1− x1...− xj) if i > j.
Then every solution of (3.5) admits the generator in Equation (3.4).
If we aim at showing the weak convergence of the sequence of frequency processes, we
need to prove existence and uniqueness of the solution to the limiting SDE (3.5).
Theorem 1. Let us assume that hypotheses of Proposition 3.1 hold and there exists a
unique (in law) solution to (3.5) that we denote (X(t), t ≥ 0). Then the frequency process
(XN⌊κt/ρN ⌋, t ≥ 0) converges in law to the space and time continuous process (X(t), t ≥ 0),
and (X(t), t ≥ 0) admits A defined in (3.4) as infinitesimal generator.
To our knowledge, similar results have only been derived in the one dimensional case in [28]
and recently in [18]. In this special case (where there are only two alleles) we can ensure the
existence of a unique strong solution for the SDE under consideration. We can also provide
this property in the multidimensional setting when specific assumptions are fulfilled. In
general, the applicability of Theorem 1 depends on the existence and uniqueness of a solution
to the SDE under consideration. There had been a lot of recent developments in proving
existence and uniqueness of multidimensional SDEs (see for example [5, 38, 39, 40, 49]). The
next corollary presents some sufficient conditions.
Corollary 3.1. If the hypotheses of Proposition 3.1 hold, and at least one of the following
three statements is true
(1) K = 2
(2) σ ≡ 0 and ∫∞0 Λ(dy)/y <∞
(3) Selection is transitive (See Section 4.1 below)
Then, using the notation of Theorem 1,
(XN⌊κt/ρN ⌋, t ≥ 0)⇒ (X(t), t ≥ 0),
where (X(t), t ≥ 0) is the pathwise unique strong solution to the SDE (3.5) and admits A,
defined in (3.4) as its infinitesimal generator.
The assumption σ ≡ 0 in point (2) of the previous result comes from the fact that the
diffusion coefficient of (3.5) is not Lipschitz on ∆K if σ > 0. However, as long as the solution
to (3.5) is not too close to the boundaries of ∆K this problem does not arise. Hence, if we
introduce the stopping times, for any 0 < ε < 1/2:
T(ε,X) := inf
{
t ≥ 0, min
1≤i≤K
Xi(t) ≤ ε
}
,
we can prove the following result:
Lemma 3.1. Let 0 < ε < 1/2 and assume that∫ ∞
0
Λ(dy)/y <∞.
Then the SDE (3.5) admits a pathwise unique strong solution X on the time interval [0, T(ε,X)).
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3.2. Selection functions. This section generalizes the ideas of [18] to the multidimensional
setting. As we have a large degree of freedom in the choice of the colouring rule, the class of
selection functions we can obtain with this construction is very general. It is the content of
the next lemma:
Lemma 3.2. Let N ∈ N∗ and µ : ∆K → RK be a continuous function such that there exists
λ > 0, with the property that
µ(x)
λ
+ x ∈ ∆K , ∀x ∈ ∆K .
Assume also that there is a unique (in law) solution to (3.5). Then there exists a sequence
of couples of distribution and colouring rule (QN , CN ) such that the sequence of frequency
processes XN⌊κt/ρN ⌋ converges to (X(t), t ≥ 0) which has infinitesimal generator A given by
(3.4).
The previous Lemma has a weakness: it does not provide a colouring rule independent of
N leading to µ as a limit selection function. This is done in the next lemma, but with a less
general class of functions:
Lemma 3.3. Let µ : ∆K → RK be a continuous function such that there exists λ > 0, with
the property that
g(x) :=
µ(x)
λ
+ x ∈ ∆K , ∀x ∈ ∆K ,
and g is a polynomial function of degree n. Let for each i ∈ E
gi(x) =
∑
z
(
n
z
)
αiz
K∏
r=1
xzrr
be the representation of gi in the Berstein basis. Then the choices
QN = (1− ρN )δ1 + ρNδn
and
cNz (i) = α
i
z
for every N -dimensional vector z and cNz = δz for every one dimensional vector z lead to
the same conclusions as in the previous lemma.
3.3. On the alleles extinction and fixation. The last part of Section 3 concerns the
properties of extinction and fixation of the frequency process (X(t), t ≥ 0). The first result
provides a sufficient condition for one of the alleles to reach fixation in a finite time.
Before stating it, we introduce a parameter which depends on the mean number of poten-
tial parents β (defined in Proposition 3.1) and on the measure Λ:
(3.7) κ∗ :=
1
β
∫ 1
0
log(1− y)Λ(dy)
y2
.
Proposition 3.3. Assume that there are no mutations (the real parent is one of the potential
parents) and the infinitesimal generator of the frequency process (X(t), t ≥ 0) is given by
(3.4). Then there is almost sure fixation of one of the alleles in finite time if at least one of
the two following conditions is satisfied:
(i) σ > 0
(ii) κ < κ∗ <∞
Remark 2. Following Definitions 2.1 and 2.3, the assumption ’there are no mutations’ can
be written rigorously:
P(f(v) = i) = 0 if f(Uv,k) 6= i ∀ (v, g, k) such that {v, (g − 1, Uv,k)} ∈ E .
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We end this section with a result on the way alleles get extinct in the case of a Wright-
Fisher diffusion (without jumps). This is an extension of a recent result by Coron and
coauthors who proved this result in the neutral case [19].
Proposition 3.4. Assume that the SDE (3.5) is well posed and note (X(t), t ≥ 0) a solution.
Suppose that Λ ≡ 0, σ > 0 and that µ satisfies
µi(x) = xi(1− xi)si(x), for all x ∈ ∆K
with s continuous on ∆K . Then one of the alleles ultimately fixates, and before its fixation,
the population experiences successive (and non simultaneous) allele extinctions.
Remark 3. Notice that as soon as we impose that the real parent is among the potential
parents (no mutations), µi(x) will be of the form µi(x) = xis˜i(x), with s˜ bounded. Indeed,
by definition, for i ∈ E, N ∈ N∗ and x ∈ ∆K ,
µNi (x) = (QN (1)− 1)xi +
∞∑
k=2
QN (k)P(f(v) = i|v ∈ V1,XN0 = x,Kv = k).
But, as a type i individual has to be sampled among the potential parents for v to be of type
i, we get
P(f(v) = i|v ∈ V1,XN0 = x,Kv = k) ≤ 1− (1− xi)k = xi
(
1 + (1− xi) + ...+ (1− xi)k−1
)
.
Hence in the absence of mutation, to check the conditions of Proposition 3.4 on µ, we will
just have to prove that µi(x)/(1 − xi) is bounded.
The next section is dedicated to examples of selection functions we can consider with our
models. All of them satisfy the assumption of Proposition 3.4;
Lemma 3.4. If µ is of the form (4.2), (4.4), (4.5), (4.6) or (4.7), Λ ≡ 0 and the SDE (3.5)
is well posed, then the assumptions of Proposition 3.4 are satisfied.
4. Applications
In this section, we illustrate the generality of our construction by applying it to model var-
ious ecological interactions. We also provide, when the calculations are not too cumbersome,
the selective function obtained as a limit.
4.1. Transitive ordering. It is the classical assumption in population genetics models,
consisting in ordering transitively the fitnesses of the different alleles. In this scheme, 1 has
a smaller fitness than {2, ...,K}, 2 has a larger fitness than 1, but a smaller fitness than
{3, ...,K}, and so on. Thus the colouring rule consists in taking one parent among the
potential parents with the highest type, cz(.) = δsupz , where supz is the supreme norm of
the vector z ∈ E.
If we consider only two alleles and that the number of potential parents is one or two,
we find as a limit the classical Wright-Fisher process with selection (plus jumps), where the
frequency (Yt, t ≥ 0) of type 1 individuals is the unique strong solution to:
dYt = −κYt(1− Yt)dt+
√
σYt(1− Yt)dWt +
∫ 1
0
∫ 1
0
y
(
1{u<Yt−} − Yt−
)
M˜(dt, du, dz)
where M˜ is a compensated Poisson measure with intensity dtduΛ(dz)/z2 .
If we allow the number of potential parents to exceed two, but still with only two alleles,
it amounts to the model described and studied in [28], where the selective function is
(4.1) µ1(x) = µ1(x1, 1− x1) = κ
∞∑
k=1
pik
(
xk+11 − x1
)
,
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where we recall that pi has been introduced in Proposition 3.1.
Finally, if we consider a finite number of alleles larger than two, we obtain the following
selective function for i ∈ E:
(4.2) µi(x) = κ
∞∑
k=1
pik
(
(x0 + ...+ xi)
k+1 − (x0 + ...+ xi−1)k+1 − xi
)
.
This can be deduced from (4.1). Indeed for any i ∈ E, if we divide the alleles in two groups:
1 to i and i+ 1 to K, the relative frequencies of the two groups evolve as if there were only
two types in the population. Doing the same with the groups 1 to i+ 1 and i+2 to K, and
so on, allows us to conclude.
By extending results in [28] we can provide the probability of fixation of the different
alleles. In [28] the authors prove moment duality between the frequency process of the
weakest allele and a process (Dt) named the ancestral process and corresponding to the
limit of the number of potential ancestors of a sample taken at a given generation. The
ancestral process has the following generator:
(4.3)
Lf(n) = κ
∞∑
i=0
pii[f(n+i−1)−f(n)]+σ
(
n
2
)
[f(n−1)−f(n)]+
n∑
k=2
(
n
k
)
λnk[f(n−k+1)−f(n)],
for every n ∈ N and f : N→ R twice continuously differentiable, where we recall that pi has
been defined in Proposition 3.1, and for 2 ≤ k ≤ n, λnk is given by:
λnk =
∫ 1
0
yk(1− y)n−kΛ(dy)
y2
.
It appears that the behaviour of (Dt, t ≥ 0) provides the long time equilibrium of the
frequency process (X(t), t ≥ 0). Recall the definition of κ∗ in (3.7). Then we have the two
following possible long time behaviours:
Lemma 4.1. Let us assume that the hypotheses of Proposition 3.1 are satisfied and that µ
is given by (4.2). Then
(i) If κ < κ∗ <∞, (Dt, t ≥ 0) has a unique stationary distribution ν and for i ∈ E and
x ∈ ∆K ,
Px
(
lim
t→∞
Xi(t) = 1
)
= φν(x0 + ...+ xi)− φν(x0 + ...+ xi−1),
where φν is the probability generating function of ν.
(ii) If κ ≥ κ∗, and if we denote by S the maximal label of alleles present at the beginning:
S := sup{i ∈ E, xi > 0},
we get
Px
(
lim
t→∞
XS(t) = 1
)
= 1.
This result says that if the selection function is not strong enough (κ small) or if the
variance generated by the choice of parents in the previous generation (σ > 0) or extreme
reproductive events is large enough, the latter can override the selection, and a deleterious
allele may fixate.
Remark 4. In the case of transitive fitnesses (µ given by (4.2)), we could consider much
more general extreme reproductive events (more precisely Ξ reproductive events, see [28])
and we would still obtain the point (3) of Corollary 3.1 and Lemma 4.1. We do not provide
details here for the sake of readability.
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4.2. Transitive ordering with mutations. We can still consider that the highest type is
the best when choosing among potential parents, but add mutations with some probability.
As a consequence, the offspring can carry a type different from the types of all its potential
parents. Notice that this colouring rule is not deterministic. The form of the mutation
probability may depend on what we want to model (Muller’s rachet, fixation of a beneficial
mutant,...).
4.3. Logistic competition. We want to model competitive interactions, which can depend
on the types of the competing individuals. These kinds of competitive interactions have been
widely studied by ecologists and in the setting of varying size stochastic population models,
as they allow to model for instance the preference for different types of resources or space
depending on the individual’s type, and lead to non-monotonic dynamics (see [41, 15] for
instance). To model these interactions, we assume that Kv is only supported on {1, 2}, and
that the assumptions of Proposition 3.1 are satisfied. When Kv = 1 the real parent is the
potential parent sampled uniformly at random in the previous generation by v. WhenKv = 2
and the two potential parents have the same type, the real parent is chosen among them
with probability 1/2 for each. Now assume that they have different types that we denote
by i and j. Then the potential parent of type i transmits its type with probability pij, and
the potential parent of type j transmits its type with probability pji, with pij + pji = 1. We
thus get
µi(x) =κ(x
2
i + 2xi
∑
j 6=i
pijxj − xi) = κxi[xi + 2
∑
j 6=i
(1− pji)xj − 1]
=κxi[xi + 2(1 − xi)− 2
∑
j 6=i
pjixj − 1] = κxi[1− xi − 2
∑
j 6=i
pjixj].(4.4)
We thus obtain a competitive Lotka-Volterra like function, whose competition coefficients
are given by the probabilities pij. Notice that the intracompetition coefficient (one in the
present case) is constrained by the fact that the frequency of type i cannot exceed 1, and
equals 1 when the population is monomorphic.
4.4. Rock-Paper-Scissors. RPS is a children’s game where rock beats scissors, which beat
paper, which in turn beats rock. Such competitive interactions between morphs or species in
nature can lead to cyclical dynamics, and have been documented in various ecological systems
[11, 48, 47, 33, 36, 12, 42]. Let us describe two examples of such cycles. The first one [47] is
concerned with pattern of sexual selection in some male lizards. Males are associated to their
throat colours, which have three morphs. Type 1 individuals (orange throat) are polygamous
and very aggressive. They control a large territory. Type 2 individuals (dark-blue throat)
are monogamous. They control a smaller territory. Finally type 3 individuals (prominent
yellow stripes on the throat, similar to receptive females) do not engage in female-guarding
behaviour but roam around in search of sneaky matings. As a consequence of these different
strategies, the type 1 outcompetes the type 2 (because males are more aggressive), which
outcompetes the type 3 (as males of type 2 are able to control their small territory and guard
their female), which in turn outcompetes the type 1 (as males of type 3 are not very efficient
in defending their territory, having to split their efforts on several females). The second
example [36] is concerned with the interactions between three strains of Escherichia coli
bacteria. Type 1 individuals release toxic colicin and produce an immunity protein. Type 2
individuals produce the immunity protein only. Type 3 individuals produce neither toxin nor
immunity. Then type 1 is defeated by type 2 (because of the cost of toxic colicin production),
which is defeated by type 3, (because of the cost of immunity protein production), which in
turn is defeated by type 1 (not protected against toxic colicin).
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To model such interactions in our setting, we assume as in the previous example, that Kv
is supported on {1, 2}, and we introduce the partial order 1 < 2, 2 < 3, 3 < 1. When two
potential parents with different types are sampled as potential parents, they compete and
the ’strongest’ transmits its type. We thus define the colouring rule cNz (.) = δmax z1,z2 , and
obtain as limit selective function, for i ∈ E and x ∈ ∆K ,
(4.5) µi(x) = κxi(xmod3(i−1) − xmod3(i+1)),
where mod3(i) is the rest of the division of i by 3.
The next result tells that either there is fixation in the RPS selection case, or at least the
product of allele frequencies is closer and closer to 0 when time increases.
Lemma 4.2. Let us consider the process (X(t), t ≥ 0) with infinitesimal generator A defined
in (3.4) and µ given by (4.5), that is to say the RPS selection. Then
E [ln (X1(t)X2(t)X3(t))]ց −∞, t→∞
if and only if σ 6= 0 or Λ 6= 0.
Remark 5. Notice that if σ and κ satisfy assumptions of Proposition 3.3, we know that one
of the three alleles gets fixed in finite time.
4.5. Food web. The previous example can be generalized to any number of types and any
partial order. In particular, it is well suited to represent food webs. A possibility could be
that i < j indicates that i is eaten by j, and in case i and j do not eat each other i = j
would indicate that we take pij = pji = 1/2 in the example of logistic competition.
4.6. Negative frequency-dependent selection. Negative frequency-dependent selection
is a common form of selection in nature. It refers to the fact that it is more advantageous
for an individual to be of a type in minority in the population. In the case of the orchid
Dactylorhiza sambucina for instance, there is a negative frequency-dependent selection on
colours due to behavioural responses of pollinators to lack of reward availability [26]. In
other populations, such a selection can be due to the fact that some predators concentrate
on common varieties of prey and overlook rare ones [1].
To represent this form of selection, we sample Kv potential parents as usually, and choose
the real parent uniformly at random among the potential parents with the less frequent type.
If there are several ’less frequent types’ we choose one of them uniformly at random. Notice
that to represent such a form of selection, it is necessary to sample more than 2 potential
parents with a positive probability. Otherwise it would result in no selection (µ ≡ 0).
For the sake of simplicity, to compute µ, we will assume that Kv is supported on {1, 3},
but we could consider very general situations. In this case, if there are 3 potential parents,
for a type i parent to be chosen there are three possibilities. Either, all the potential parents
are of type i, or only one parent is of type i and the two other parents of type j different
from i, or the three parents are of different types, i, j and k. Summing the probabilities of
these three events, we get
µi(x) =κ

x3i + 3xi

∑
j 6=i
x2j +
1
3
∑
j 6=k,j,k 6=i
xjxk

− xi


=κxi

x2i − 1 + 3

2
3
∑
j 6=i
x2j +
1
3
(1− xi)2



 = 2κxi

∑
j 6=i
x2j − xi(1− xi)

 .(4.6)
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4.7. Positive frequency-dependent selection. Positive frequency-dependent selection
refers to the fact that it is more advantageous for an individual to be of a type in majority
in the population. This is for instance the fact for warning signal in butterflies, indicating
that one individual is poisonous for predators [16].
The modelling of this type of selection is similar in spirit to the previous one. Among the
potential parents, we choose uniformly a parent with the most frequent type. If there are
several ’most frequent types’ we choose one of them uniformly at random.
For an easy computation, we make the same assumptions onKv as in the previous example.
In this case, if there are 3 potential parents, for a type i parent to be chosen there are three
possibilities. Either, all the potential parents are of type i, or two parents are of type i and
the other one of type j different from i, or the three parents are of different types, i, j and
k. Summing the probabilities of these three events, we get
µi(x) =κxi

x2i − 1 + 3xi(1− xi) + ∑
j 6=k,j,k 6=i
xjxk


=κxi

(2xi − 1)(1 − xi) + ∑
j 6=k,j,k 6=i
xjxk

 .(4.7)
The remainder of the paper is dedicated to the proofs.
5. Proofs
5.1. Proofs of Section 3. Before focusing on the convergence of the frequency process, we
will first prove Proposition 3.2, which states that the infinitesimal generator A defined in
(3.4) caracterizes the solution to (3.5) when this equation is well posed.
Proof of Proposition 3.2. We will show that A is the infinitesimal generator of the process
(X(t), t ≥ 0). The drift part (with the selection function µ) is straightforward, and the last
part is the classical generator of a Λ-Fleming Viot process (see [29] for instance). Let us
check that the diffusive part has the good form. For i < j ∈ E2, from (3.5) and Itoˆ formula,
we have:
d〈Xi,Xi〉
dt
= σ
i∑
k=1
ζ2ik(X) = σζ
2
ii(X) + σ
i−1∑
k=1
ζ2ik(X)
= σ
Xi(1−X1 − ...−Xi)
1−X1 − ...−Xi−1 + σX
2
i
i−1∑
k=1
Xk
(1−X1...−Xk−1)(1−X1...−Xk)
= σ
Xi(1−X1 − ...−Xi)
1−X1 − ...−Xi−1 + σX
2
i
i−1∑
k=1
(
1
1−X1...−Xk −
1
1−X1...−Xk−1
)
= σ
Xi(1−X1 − ...−Xi)
1−X1 − ...−Xi−1 + σX
2
i
(
1
1−X1...−Xi−1 − 1
)
= σ
Xi
1−X1 − ...−Xi−1 ((1−X1 − ...−Xi) +Xi −Xi(1−X1...−Xi−1))
= σXi(1−Xi),
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and
d〈Xi,Xj〉
dt
= σ
i∑
k=1
ζik(X)ζjk(X) = σζii(X)ζji(X) + σ
i−1∑
k=1
ζik(X)ζjk(X)
= −σ
√
Xi(1−X1 − ...−Xi)
1−X1 − ...−Xi−1 Xj
√
Xi
(1−X1...−Xi−1)(1−X1...−Xi)
+ σXiXj
i−1∑
k=1
Xk
(1−X1...−Xk−1)(1−X1...−Xk)
= −σ XiXj
1−X1 − ...−Xi−1 + σXiXj
(
1
1−X1...−Xi−1 − 1
)
= −σXiXj ,
which was the claim. This ends the proof. 
Proof of Theorem 1. Under the assumption of existence and uniqueness of the solution of
Equation (3.5), it is enough to prove the convergence of the sequence of generators of
(XN
⌊MNt ⌋
, t ≥ 0), where MN is a Poisson process with rate κ/ρN , to the generator of
(X(t), t ≥ 0). Then the claim will follow from Theorems 17.25 and 17.28 of [32]. Recall
the notations of Sections 2.1 and 2.2, as well as (3.2) and (3.3). In order to simplify the
computation, we will adopt the following representation for the law of X¯N :
XNg
∣∣∣ {XNg−1 = x} = (1−Hg)M (1,N)xN +HgM
(2,N)
x
N
,
where the laws of M
(1,N)
x and M
(2,N)
x are defined as follows:
P
(
M (1,N)x = Y
)
=
(
N
Y1, ..., YK
)(
pN1 (x)
)Y1
...
(
pNK(x)
)YK
,
M (2,N)x |{Zg = z} =
N∑
k=1
{(1−Bk)eCk +BkeB} ,
where (Yi, i ≤ K) ∈ NK such that
∑
1≤i≤K Yi = N , (Bk, 1 ≤ k ≤ N) are Bernoulli random
variables with parameter z, for i ∈ E, 1 ≤ k ≤ N , P(B = i) = P(Ck = i) = xi, all these
variables are independent and we recall that (ei, 1 ≤ i ≤ K) is the canonical basis of E.
Then the discrete generator AN of (XN
⌊MNt ⌋
) applied to any function f ∈ C2(∆K) in a point
x of ∆K satisfies:
ANf(x) : = lim
t→0
E
[
f
(
XN
⌊MNt ⌋
)]
− f(x)
t
= ΛαN ([0, 1])ρNκ
−1
E
[
f
(
M
(2,N)
x /N
)]
− f(x)
ρNκ−1
+
(
1− ΛαN ([0, 1])ρNκ−1
) E [f (M (1,N)x /N)]− f(x)
ρNκ−1
.
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Using Taylor expansion and the representation of M
(2,N)
x gives:
ANf(x) = ΛαN ([0, 1])
∫ 1
0
E
[
f
(
N∑
k=1
{(1−Bk)eCk +BkeB} /N
)
− f(x)
∣∣∣Z = z
]
ΛˆαN (dz)
+
1− ΛαN ([0, 1])ρNκ−1
ρNκ−1
K∑
i=1
E
[(
M (1,N)x
)
i
/N − x
] ∂f
∂i
(x)
+
1− ΛαN ([0, 1])ρNκ−1
2ρNκ−1
K∑
i,j=1
E
[((
M (1,N)x
)
i
/N − x
)((
M (1,N)x
)
j
/N − x
)]
∂2f
∂ij
(x) + o(1)
=: AN +BN +CN + o(1).
First, from assumption (i) of Proposition 3.1, we get that
lim
N→∞
BN = κ
K∑
i=1
µi(x)
∂f
∂i
f(x).
Second, as 1−QN ({1}) = o(1) whenN goes to infinity it is enough to study CN to consider
the case when individuals sample only one potential parent. We get, using assumption (iii)
in Proposition 3.1,
lim
N→∞
CN =
σ
2
K∑
i,j=1
xi (1i=j − xj) ∂
2f
∂ij
f(x).
The limit of AN is more involved to obtain. First notice that M
(2,N)
x can be rewritten
M (2,N)x |{Z = z} =
N∑
k=1
{(1− z)eCk + zeB}+
N∑
k=1
(z −Bk)(eCk − eB),
and that the expectation of the ith coordinate (i ∈ E) of the second sum is
E
[
N∑
k=1
(z −Bk)(1Ck=i − 1B=i)
]
=
N∑
k=1
E[z −Bk](xi − xi) = 0.
Hence
E
[
f
(
M (2,N)x /N
)
|Z = z
]
= E
[
f
(
N∑
k=1
{(1− z)eCk + zeB} /N
)]
+
1
2N2
K∑
i,j=1
E
[
HNi H
N
j
∂2f
∂ij
(ΞN )
]
,
where ΞN (z) belongs to the segment [
∑N
k=1 {(1− z)eCk + zeB} /N,M (2,N)x /N ] and
HNi (z) :=
N∑
k=1
(z −Bk)(1Ck=i − 1B=i).
But by Cauchy-Schwarz inequality, we have∣∣∣∣E
[
HNi (z)H
N
j (z)
∂2f
∂ij
(ΞN (z))
]∣∣∣∣ ≤
√
E
[(
HNi (z)
)2]
E
[(
HNj (z)
)2] ∥∥∥∥∂2f∂ij
∥∥∥∥
∞
≤ C
√
E
[(
HNi (z)
)2]
E
[(
HNj (z)
)2]
,
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for a finite C where for a function g on ∆K , ‖g‖ := supx∈∆K |g(x)|, and we have used that
a continuous function is bounded on a compact set.
We thus need to bound the term in the square root, which is a simple calculation, as we
know explicitely the laws of B, (Bk, 1 ≤ k ≤ N) and (Ck, 1 ≤ k ≤ N).
E
[(
HNi (z)
)2]
= E


(
N∑
k=1
(z −Bk)(1Ck=i − 1B=i)
)2 =
E
[
N∑
k=1
(z −Bk)2(1Ck=i − 1B=i)2
]
+E

 N∑
k 6=l=1
(z −Bk)(z −Bl)(1Ck=i − 1B=i)(1Cl=i − 1B=i)

 .
As the (Bk, 1 ≤ k ≤ N) are mutually independent, with mean z, and independent of B and
(Ck, 1 ≤ k ≤ N), the last term is null in the previous equality, which implies∣∣∣∣E
[
HNi (z)H
N
j (z)
∂2f
∂ij
(ΞN (z))
]∣∣∣∣ ≤ CN.
In particular this implies that
1
N2
∫ 1
0
∣∣∣∣E
[
HNi (z)H
N
j (z)
∂2f
∂ij
f(ΞN(z))
]∣∣∣∣ΛαN (dz) ≤ CN ΛαN ([0, 1])
≤ CN2α−1Λ([0, 1]),
by definition of ΛαN in (3.1). We thus have shown that for large N ,
An =
∫ 1
0
[
E
[
f
(
N∑
k=1
{(1− z)eCk + zeB} /N
)]
− f(x)
]
ΛαN (dz) + o(1).
The next step consists in proving that∫ 1
0
[
E
[
f
(
N∑
k=1
{(1− z)eCk + zeB} /N
)]
− f
(
N∑
k=1
{(1− z)x+ zeB} /N
)]
ΛαN (dz) = o(1).
The result is obtained as before by doing a Taylor expansion around
∑
1≤k≤N {(1− z)eCk + zeB} /N ,
and by introducing
HNi (z) := (1− z)
N∑
k=1
(1Ck=i − xi).
As the calculations are very similar to the previous ones we do not provide details. This
yields that for large N ,
AN =
∫ 1
0
(E [f ((1− z)x+ zeB)]− f(x)) ΛαN (dz) + o(1).
To end the proof we need to show than ΛαN (dz) can be replaced by Λ(dz)/z
2. For this step
we will again make use of Taylor expansion. Indeed we have
E [f ((1− z)x+ zeB)− f(x)]
=
K∑
i=1
zE[1B=i − xi]∂f
∂i
(x) +
1
2
K∑
i,j=1
z2E
[
(1B=i − xi)(1B=j − xj)∂
2f
∂ij
(
ΦN (z)
)]
=
1
2
K∑
i,j=1
z2E
[
(1B=i − xi)(1B=j − xj)∂
2f
∂ij
(
ΦN (z)
)]
,
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where ΦN (z) is on the segment [x, x+ z(eB −x)]. Thus there exists a finite constant C such
that ∣∣∣E [f ((1− z)x+ zeB)− f(x)] ∣∣∣ ≤ Cz2.
In particular,∣∣∣∣
∫ 1
0
(E [f ((1− z)x+ zeB)]− f(x))
(
ΛαN (dz)−
Λ(dz)
z2
)∣∣∣∣ ≤ C
∫ 1
0
1z≤N−αΛ(dz) →
N→∞
0.
This ends the proof. 
Proof of Proposition 3.1. If we don’t assume that Equation (3.5) has a unique strong solu-
tion, the convergence of the generators is no longer sufficient to claim the weak convergence
of the processes. However, we can show that the sequence of processes is tight using the
robust theory introduced in [4]. More precisely, we will apply their Theorem 2.3. To this
aim, we need to check that their hypotheses (H0), (H1) and (H1’) are satisfied.
Hypothesis (H0) is trivially true because we are working in a compact space. To prove
(H1) it is enough to extend the fuctions and functional spaces in Section 4 of [4] to more
dimensions. Following the notation of [4] we introduce the function
h(u1, u2, ..., uK) = (1− e−u1 , ..., 1 − e−uK )
and the functional space
H = {(u1, ...., uk) ∈ ∆K → Hx¯, x¯ ∈ RK} with Hx¯(u¯) = 1− e−
∑K
i=1 xiui .
Then as in [4], (H1.1) is trivial by construction, (H1.2) follows an application of the Local
Stone-Weierestrass Theorem (See Appendix 6.4 of [4] for details). Hypothesis (H1’) follows
from the fact that H ⊂ C2 and thus we can apply the uniform convergence of the generators
that we verified in the proof of Theorem 1. 
Proof of Corollary 3.1. To prove that the SDE (3.5) has a unique strong solution, under
hypothesis (1) we will apply Theorem 5.1 of [40], under hypothesis (2) we will apply Corollary
2.9 in [49], and for hypothesis (3) we will use Lemma 3.6 of [28] and induction.
We will first work in the direction of proving the statement under hypothesis (2) and (1)
will be obtained after an additional computation.
Consider any colouring rule, as defined in Definition 2.2. Let i ≤ K. For any configuration
of potential parents with ki parents of type i (1 ≤ i ≤ K), there is a probability pNi (k1, ..., kK)
for the offspring to be of type i. Notice that we may have pNi > 0 even if ki = 0 when we
take mutations into account. Moreover, knowing that there are k1 + ... + kK = k potential
parents, such a configuration has a probability(
k
k1, ..., kK
)
xk11 ...x
kK
K
to be picked. Hence
µi(x) = lim
N→∞
1
ρN

 ∞∑
k=2
piNk

 ∑
k1+...+kK=k
(
k
k1, ..., kK
)
xk11 ...x
kK
K pi(k1, ..., kK)− xi



 .
But notice that for any K-tuple (k1, ..., kK) of integers, and (z, x) ∈ ∆2K ,∣∣∣xk11 ...xkKK − zk11 ...zkKK ∣∣∣ ≤ ∣∣∣xk11 − zk11 ∣∣∣ ∣∣∣xk22 ...xkKK ∣∣∣+ zk11 ∣∣∣xk22 ...xk|E|K − zk22 ...zkKK ∣∣∣
≤ |x1 − z1|+
∣∣∣xk22 ...xkKK − zk22 ...zkKK ∣∣∣ ≤ ... ≤
K∑
j=1
|xj − zj |.
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Hence
|µi(x)− µi(z)| ≤
lim
N→∞
1
ρN

 ∞∑
k=2
pik

|xi − zi|+ ∑
k1+...+kK=k
(
k
k1, ..., kK
)
pNi (k1, ..., kK)
∣∣∣xk11 ...xkKK − zk11 ...zkKK ∣∣∣




= |xi − zi|+ lim
N→∞
1
ρN

 ∞∑
k=2
pik

 ∑
k1+...+kK=k
(
k
k1, ..., kK
)
pNi (k1, ..., kK)
∣∣∣xk11 ...xkKK − zk11 ...zkKK ∣∣∣




≤ Ci
K∑
j=1
|xj − zj|,
where Ci is a finite constant. As a consequence,
|〈µ(x)− µ(z), x− z〉| ≤ sup
1≤i≤K
Ci
K∑
i,j=1
|xi − zi||xj − zj |
≤ sup
1≤i≤K
Ci
K∑
i,j=1
(|xi − zi|2 + |xj − zj |2) ≤ sup
1≤i≤K
2CiK|x− z|2.
Now, take ζ ≡ 1 in Assumption 2.1 and ρ = C in Assumption 2.3 of [49]. We have to
check that the following inequalities hold for (x, z) ∈ ∆2K :
(5.1) 〈µ(x), x〉 + |ζ(x)|2 +
∫ 1
0
∫ 1
0
|c(x, u, y)|2duΛ(dy)
y2
≤ C(|x|2 + 1),
(5.2) 〈µ(x)− µ(z), x− z〉+ |ζ(x)− ζ(z)|2 ≤ C|x− z|2,
and
(5.3)
∫ 1
0
∫ 1
0
|c(x, u, y) − c(z, u, y)|duΛ(dy)
y2
≤ C|x− z|,
where c(x, u, y) = y(10≤u−(x1+...+xi−1)<xi−xi) and C is a positive constant, in order to apply
Corollary 2.9 in [49]. The function σ and µ are bounded. Moreover,∫ 1
0
∫ 1
0
|c(x, u, y)|2duΛ(dy)
y2
≤
∫ 1
0
∫ 1
0
duΛ(dy) =
∫ 1
0
Λ(dy),
which is finite by assumption. Hence (5.1) holds.
Let us now prove that (5.3) holds. We have
∫ 1
0
∫ 1
0
|ci(x, u, y) − ci(z, u, y)|duΛ(dy)
y2
=
∫ 1
0
∫ 1
0
∣∣(10≤u−(x1+...+xi−1)<xi − xi)− (10≤u−(z1+...+zi−1)<zi − xi)∣∣ duΛ(dy)y
≤ (2|xi − zi|+ |xi−1 − zi−1|)
∫ 1
0
Λ(dy)
y
,
with the convention x−1 = z−1 = 0. Hence (5.3) holds with κ = 3
∫
(0,1] Λ(dy)/dy. This
proves that (3.5) admits a unique strong solution under assumption (2).
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To obtain a general result in multiple dimensions we would need to verify that assumption
(5.2) holds. Let us focus on ζ and see what is the problem. We have for i ∈ E
|ζii(x)− ζii(z)|2 =
∣∣∣∣∣
√
xi(1− x1...− xi)
1− x1...− xi−1 −
√
zi(1− z1...− zi)
1− z1...− zi−1
∣∣∣∣∣
2
≤
∣∣∣∣xi(1− x1...− xi)1− x1...− xi−1 −
zi(1− z1...− zi)
1− z1...− zi−1
∣∣∣∣ < |x− z|,
for j > i ∈ E2,
|ζij(x)− ζij(z)|2 = 0,
and for j < i ∈ E2,
|ζij(x)− ζij(z)|2 =
∣∣∣∣xi
√
xj
(1− x1...− xj−1)(1 − x1...− xj) − zi
√
zj
(1− z1...− zj−1)(1− z1...− zj)
∣∣∣∣
2
≤
∣∣∣∣ x2ixj(1− x1...− xj−1)(1 − x1...− xj) −
z2i zj
(1− z1...− zj−1)(1 − z1...− zj)
∣∣∣∣ < 3|x− z|.
Unfortunately, it is not enough to apply Corollary 2.9 in [49]; we would need |x− y|2.
However, it is exactly what one needs to apply Theorem 5.1 of [40], which works only in
the case K = 2. To be more precise, to check that the result is true under condition (1), we
need to check conditions (2.a), (2.b), (5.a), (5.b) and (5.c) in [40]. The calculations are either
already done in the previous lines, or very similar. We thus do not give the details. Notice
that similarly to the case of [28], the assumption
∫∞
0 Λ(dy)/y is not needed in this case. The
finitness of Λ([0, 1]) is enough. We conclude that the result follows also under hypothesis (1).
To prove (3) we will make a change of variable and apply Lemma 3.6 in [28]. Let us choose
i0 ∈ [K − 1] and consider the process
(Yi0(t), t ≥ 0) := ((X1 + ...+Xi0)(t), t ≥ 0).
Adding the i0 equations, and recalling that (4.2) implies that for x ∈ ∆K
i0∑
i=1
µi(x) = κ
∞∑
k=1
pik
(
(x1 + ...+ xi0)
k+1 − (x1 + ...+ xi0)
)
,
Yi0 should be solution to
dYi0(t) =κ
∞∑
k=1
pik
(
Y k+1i0 (t)− Yi0(t)
)
dt+
√
σ
i0∑
i=1
K∑
j=1
ζij(X(t))dB
(j)
t
+
i0∑
i=1
∫ 1
0
∫ 1
0
z
(
1{∑i−1j=1Xj(t−)≤u<∑ij=1 Xj(t−)} −Xi(t
−)
)
N˜(dt, du, dz).
Notice first that the jump term may be reduced to∫ 1
0
∫ 1
0
z
(
1{u<Yi0 (t−)} − Yi0(t
−)
)
N˜(dt, du, dz).
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Let us now focus on the diffusion term. By definition of Yi0 , we get using the calculations
derived in the proof of Proposition 3.2,
d〈Yi0 , Yi0〉
dt
=
d〈X1 + ...+Xi0 ,X1 + ...+Xi0〉
dt
=
i0∑
i=1
d〈Xi,Xi〉+
∑
1≤i,j≤i0,i 6=j
d〈Xi,Xj〉 = σ
i0∑
i=1
Xi(1−Xi)− σ
∑
1≤i,j≤i0,i 6=j
XiXj
= σ
i0∑
i=1
Xi

1−Xi − ∑
1≤j≤i0,i 6=j
Xj

 = σ(X1 + ...+Xi0)(1 −X1 − ...−Xi0)
= σYi0 (1− Yi0) .
In particular it implies that there exists a Brownian motion W (i0) such that (see Theorem
(4.4) in [20] for instance):
√
σ
i0∑
i=1
K∑
j=1
ζij(X(t))dB
(j)
t =
√
σYi0(t) (1− Yi0(t))dW (i0)t ,
and thus Yi0 should be solution to
dYi0(t) =κ
∞∑
k=1
pik
(
Y k+1i0 (t)− Yi0(t)
)
dt+
√
σYi0(t) (1− Yi0(t))dW (i0)t
+
∫ 1
0
∫ 1
0
z
(
1{u<Yi0 (t−)} − Yi0(t
−)
)
N˜(dt, du, dz).
But from Lemma 3.6 in [28] we know that this equation has a unique strong solution. We
can make the same reasoning to prove that Yi0−1 (if i0 > 1) is the unique strong solution to
dYi0−1(t) =κ
∞∑
k=1
pik
(
Y k+1i0−1(t)− Yi0−1(t)
)
dt+
√
σYi0−1(t) (1− Yi0−1(t))dW (i0−1)t
+
∫ 1
0
∫ 1
0
z
(
1{u<Yi0−1(t−)} − Yi0−1(t
−)
)
N˜(dt, du, dz),
where W (i0−1) is uniquely determined from the Brownian motions (B(j), 1 ≤ j ≤ K). As
Xi0 = Yi0 − Yi0−1, this concludes the proof. 
Proof of Lemma 3.1. Assume that hypotheses of Lemma 3.1 hold. In the proof of Corollary
3.1 we saw that the reason for which we could not ensure the existence of a strong solution
was that all the ζij’s had not bounded continuous partial derivatives on ∆K . But for any
0 < ε < 1/2, there exists a finite constant C(ε) such that for x in (ε, 1−ε)K and (i, j, k) ∈ E2,∣∣∣∣∂ζij(x)∂k
∣∣∣∣ ≤ C(ε).
As a consequence, applying Taylor Formula we get, for x, z in (ε, 1 − ε)K ,
|ζij(x)− ζij(z)|2 ≤ KC(ε)|x− z|2.
We thus can apply Corollary 2.9 in [49] and conclude. 
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5.2. Proofs of general results on the selective functions.
Proof of Lemma 3.2. For each N ∈ N∗ consider the random graph with parameters
QN = (1− ρN )δ1 + ρNδN
and colouring rule cNz = g(z/N) for every N -dimensional vector z and c
N
z = δz for every
one dimensional vector z. Note that this is indeed a colouring rule because we assumed that
g : ∆K 7→ ∆K . For every i ∈ E, note that
pNi (x) =
∑
z∈EN
Px(zv = z)c
N
z (i).
Observe that zv is a multinomial random variable with parameter x and 1 with probability
1− ρN and is a multinomial random variable with parameter x and N with probability ρN ,
so
pNi (x) = E[c
N
zv ] = (1− ρN )xi + ρNE
[
gi
(zv
N
)]
= xi + ρN (gi(x)− xi) + o(ρN ), (N →∞)
where in the right hand side we used the Law of Large Numbers. The rest of the proof
consists in applying Theorem 1. 
Proof of Corollary 3.3. The proof is similar to the proof of Corollary 3.2 and follows the
observation that by construction
µi(x) = gi(x)− xi
for all i ∈ E and x ∈ ∆K . 
5.3. Proofs of general results on alleles extinction and fixation.
Proof of Proposition 3.3. Recall the definition of the ancestral process (Dt, t ≥ 0) in (4.3).
Then if either of the conditions of Proposition 3.3 are satisfied, the process (Dt, t ≥ 0) positive
recurrent (see Theorem 3 of [29] and Theorem 1.1 of [25]). In particular, it will reach one in
finite time almost surely. This means that all the individuals in the population at a given
time will have the same ancestor. As we did not allow for mutations in this Proposition, it
implies that all the descendants of this ancestor (that is to say all the individuals alive at
subsequent generations and related to this ancestor by a sequence of edges) will have the
same type. 
The proof of Proposition 3.4 is based on the two following lemmas:
Lemma 5.1. Assume that the process Z = (Zt, t ≥ 0) satisfies an equation of the form:
(5.4) dZt = (1− Zt)S(Zt, t)dt+
√
Zt(1− Zt)dBt, Z0 ∈ (0, 1)
where B is a Brownian motion, and for all t ≥ 0 and z ∈ [0, 1], |S(z, t)| ≤ C < ∞ and
S(0, t) = 0. Then Zt ∈ [0, 1] for all t ≥ 0, and∫ T1
0
1
1− Zs ds =∞ a.s.,
where for a ∈ [0, 1],
Ta := inf{t ≥ 0, Zt = a}.
Lemma 5.2. Let n ≥ 3 be in N∗ and V = (V1(t), ..., Vn(t), t ≥ 0) a process with (possibly
inhomogeneous) infinitesimal generator acting on f at v ∈ ∆n of the form
Atf(v) =
n∑
i=1
µi(v, t)
∂f
∂vi
(v) + σ
n∑
i,j=1
σij(v)
∂2f
∂vivj
(v),
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where
µ(v, t) = (vi(1− vi)si(v, t), 1 ≤ i ≤ n),
|s| ≤ C for a finite C, and
σ(v) =
(
(1{j=i} − vj)vi, 1 ≤ i, j ≤ n
)
.
Let for all t ≥ 0,
1− Vn(t) = V1(t) + ...+ Vn−1(t),
and define the time change τ on [0,∞) by∫ τ(t)
0
1
1− Vn(s)ds = t, ∀ t ≥ 0.
Next let us introduce the process
Y =(Y1(t), ..., Yn−2(t), 1 − Y1(t)− ...− Yn−1(t), t ≥ 0)
:=
(
V1
1− Vn (τ(t)), ...,
Vn−2
1− Vn (τ(t)),
Vn−1
1− Vn (τ(t)), t ≥ 0
)
.
Then the stochastic process Y has a (possibly inhomogenous) infinitesimal generator acting
on f at y ∈ ∆n−1 of the form
A˜tf(y) =
n∑
i=1
µ˜i(y, t)
∂f
∂yi
(v) + σ
n∑
i,j=1
σij(y)
∂2f
∂yiyj
(y),
where
µ˜(y, t) = (yi(1− yi)s˜i(y, t), 1 ≤ i ≤ n− 1),
|s˜| ≤ C ′ for a finite C ′, and
σ(y) = ((1{j=i} − yj)yi, 1 ≤ i, j ≤ n− 1).
Before proving these two Lemmas, we prove Proposition 3.4.
Proof of Proposition 3.4. The fact that one of the alleles ultimately fixates is a consequence
of Proposition 3.3. If n = 2, the result is immediate. Hence we assume that n ≥ 3. From
Lemma 5.1, we have ∫ TVn
1
0
1
1− Vn(s)ds =∞,
where T Vn1 is the hitting time of 1 by the process Vn. Indeed,∣∣∣∣∣−
n−1∑
i=1
µi(V (t), t)
∣∣∣∣∣ ≤
n−1∑
i=1
Vi(t) (1− Vi(t)) |si(V (t), t)| ≤ C
n−1∑
i=1
Vi(t) = C (1− Vn(t)) .
We thus may introduce the time change τ on [0,∞) such that∫ τ(t)
0
1
1− Vn(s)ds = t, ∀ t ≥ 0.
As for any t <∞, Vn(τ(t)) < 1, we may consider the process
Y (t) = (Y1(t), ..., Yn−2(t)) :=
(
V1(τ(t))
1− Vn(τ(t)) , ...,
Vn−2(τ(t))
1− Vn(τ(t))
)
.
Thanks to Lemma 5.2, we know that the stochastic process (Y1(t), ..., Yn−2(t))t≥0 has a
(possibly inhomogenous) infinitesimal generator acting on f at y ∈ ∆n−1 of the form
A˜tf(y) =
n∑
i=1
µ˜i(y, t)
∂f
∂yi
(v) + σ
n∑
i,j=1
σij(y)
∂2f
∂yiyj
(y),
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where
µ˜(y, t) = (yi(1− yi)s˜i(y, t), 1 ≤ i ≤ n− 1),
|s˜| ≤ C ′ for a finite C ′, and
σ(y) = ((1{j=i} − yj)yi, 1 ≤ i, j ≤ n− 1).
We end the proof following the proof of Theorem 2.1 in [19]. By the induction hypothesis,
the process Y undergoes n− 2 successive extinctions at times
EY1 < ... < E
Y
n−2 <∞.
Hence,
τ
(
EY1
)
< ... < τ
(
EYn−2
)
< τ (∞) = T Vn1 .
if {T Vn1 <∞}, the times τ
(
EY1
)
, ..., τ
(
EYn−2
)
, T Vn1 correspond to the n− 1 extinction times
of alleles {1, 2, ..., n − 1}. This concludes the proof, as from the first part of the theorem we
know that
P(∪ni=1{T Vi1 <∞}) = 1.

To prove Lemma 5.1, we cannot use general results of [19] because of the selection term.
We will instead apply Itoˆ formula to an auxiliary function of the process Z.
Proof of Lemma 5.1. First notice that Z is continuous and that the states 0 and 1 are ab-
sorbing. This implies that Z stays in the interval [0, 1]. Let ε, Z0 > 0 be such that Z0 < 1−ε.
By applying Itoˆ’s Formula to the function f(x) := − ln(1− x) we get for any positive t:
− ln(1− Zt∧T1−ε) + ln(1− Z0)
=
∫ t∧T1−ε
0
S(Zs, s)ds +
∫ t∧T1−ε
0
√
Zs
1− ZsdBs +
1
2
∫ t∧T1−ε
0
Zs
1− Zs ds.
We have
P
(
lim
ε→0+
{− ln(1− ZT1−ε) + ln(1− Z0)} =∞, T1 <∞
)
= P(T1 <∞),
and
P
(
lim sup
ε→0+
∣∣∣∣
∫ T1−ε
0
S(Zs, s)ds
∣∣∣∣ <∞, T1 <∞
)
= P(T1 <∞),
as S is bounded by assumption. We deduce
(5.5) P
(
lim
ε→0+
{∫ T1−ε
0
√
Zs
1− ZsdBs +
∫ T1−ε
0
Zs
1− Zs ds
}
=∞, T1 <∞
)
= P(T1 <∞).
We will now prove that (5.5) implies the following property:
(5.6) P
(∫ T1
0
Zs
1− Zs ds =∞, T1 <∞
)
= P(T1 <∞).
The random variable ∫ T1−ε
0
Zs
1− Zs ds
is non negative and non increasing with ε. As a consequence, it has a nonnegative limit
when ε goes to 0, which can be finite or infinite. Let us consider a measurable event A such
that
(5.7) lim
ε→0+
{∫ T1−ε
0
Zs
1− Zsds
}
=
∫ T1
0
Zs
1− Zs ds <∞ a.s. on A ∩ {T1 <∞}.
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Then from (5.5), we get that
(5.8) lim
ε→0+
{∫ T1−ε
0
√
Zs
1− ZsdBs
}
=∞ a.s. on A ∩ {T1 <∞}.
Let us introduce the process
M
(ε)
t :=
∫ t∧T1−ε
0
√
Zs
1− Zs dBs.
M (ε) is a continuous martingale. In particular, it is a time change of a Brownian motion,
and there exists a Brownian motion W such that (see Theorem (4.4) in [20] for instance):
M
(ε)
t =W∫ t∧T1−ε
0
Zs
1−Zs
ds
.
This implies:
E
[
1A∩{T1<∞}e
−
∫ t∧T1−ε
0
√
Zs
1−Zs
dBs
]
= E
[
1A∩{T1<∞}e
−W∫ t∧T1−ε
0
Zs
1−Zs
ds
]
≥ E
[
1A∩{T1<∞}e
− sup{Wu,u≤
∫ t∧T1−ε
0
Zs
1−Zs
ds}
]
.
As {T1 <∞} implies {T1−ε <∞}, we may let t go to infinity, and obtain
E
[
1A∩{T1<∞}e
−
∫ T1−ε
0
√
Zs
1−Zs
dBs
]
≥ E
[
1A∩{T1<∞}e
− sup{Wu,u≤
∫ T1−ε
0
Zs
1−Zs
ds}
]
≥ E
[
1A∩{T1<∞}e
− sup{Wu,u≤
∫ T1
0
Zs
1−Zs
ds}
]
.(5.9)
But from (5.8), we get that
lim
ε→0
E
[
1A∩{T1<∞}e
−
∫ T1−ε
0
√
Zs
1−Zs
dBs
]
= 0,
and (5.7) implies that the right hand side of (5.9) is positive if and only if the event A∩{T1 <
∞} has a positive probability. We thus deduce that
P (A ∩ {T1 <∞}) = 0,
which implies (5.6). We conclude the proof of Lemma 5.1 by noticing that
P
(∫ T1
0
1
1− Zs ds =∞, T1 =∞
)
= P(T1 =∞).

Proof of Lemma 5.2. Let us denote by L˜ the infinitesimal generator of the process(
V1
1− Vn (t), ...,
Vn−2
1− Vn (t), 1− Vn(t)
)
t≥0
.
For any real valued function f defined on {(y1, ..., yn−2, 1− xn) ∈ ∆n−2 ×∆1}, twice differ-
entiable, we can write for xn 6= 1,
L˜f(y1, ..., yn−2, 1− xn) = L(f ◦ g)(x1, ..., xn−1),
where by definition, for (x1, ..., xn−1) ∈ [0, 1]n−1 such that 0 < x1 + ...+ xn−1 ≤ 1,
y = (y1, ..., yn−2, 1−xn) = g(x1, ..., xn−1) =
(
x1
x1 + ...+ xn−1
, ...,
xn−2
x1 + ...+ xn−1
, x1 + ...+ xn−1
)
.
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Recall that
Lf(x) = Lf(x1, ...xn−1) :=
n−1∑
i=1
µi(x)
∂f
∂xi
(x)+
n−1∑
i=1
xi(1−xi)∂
2f
∂x2i
(x)−
n−1∑
i 6=j=1
xixj
∂2f
∂xixj
(x).
The calculations for the diffusion part of L˜ have been done in [19]. We thus only need to
compute the term of drift.
A(x) :=
n−1∑
i=1
µi(x)
∂
∂xi
(f ◦ g(x))
=
n−2∑
i=1
µi(x)

n−2∑
j=1
∂yj
∂xi
∂f
∂yj
(y) +
∂(1 − xn)
∂xi
∂f
∂(1− xn)(y)


+ µn−1(x)

n−2∑
j=1
∂yj
∂(1− xn)
∂f
∂yj
(y) +
∂f
∂(1− xn) (y)


=
n−2∑
i=1
µi(x)

 n−2∑
j=1,j 6=i
−xj
(1− xn)2
∂f
∂yj
(y) +
(1− xn)− xi
(1− xn)2
∂f
∂yi
(y) +
∂f
∂(1− xn)(y)


+ µn−1(x)

n−2∑
j=1
−xj
(1− xn)2
∂f
∂yj
(y) +
∂f
∂(1− xn) (y)

 .
Rearranging the terms, we get:
A(x) =
1
1− xn

n−2∑
i=1

µi(x)− yi n−1∑
j=1
µj(x)

 ∂f
∂yi
(y)

+ n−1∑
j=1
µj(x)
∂f
∂(1 − xn)(y).
If we introduce the notation
µ˜i(y, x) = µi(x)− yi
n−1∑
j=1
µj(x),
we get, adding the diffusive part:
L˜(y) = 1
1− xn
n−2∑
i=1

µ˜i(y, x) ∂f
∂yi
(y) + σyi(1− yi)∂
2f
∂y2i
(y)−
n−2∑
j=1,j 6=i
yiyj
∂2f
∂yi∂yj
(y)


+
n−1∑
i=1
µi(x)
∂f
∂(1− xn) (y) + σxn(1− xn)
∂2f
∂(1 − xn)2 (y).
This proves that the diffusive part of the process Y is the same as the diffusive part of
an (n − 2)-dimensional Wright-Fisher process. We still have to prove that µ˜ satisfies the
assumptions we want. µ˜ can be rewritten in two different ways. First we have
µ˜i(y, x) = xi(1− xi)si(x)− yi
n−1∑
j=1
µj(x) = yi

(1− xn)(1− xi)si(x)− n−1∑
j=1
µj(x)

 .(5.10)
26 ADRIAN GONZALEZ CASANOVA AND CHARLINE SMADI
Second,
µ˜i(y, x) = (1− yi)µi(x)− yi
n−1∑
j=1,j 6=i
µj(x) = (1− yi)µi(x)− yi
n−1∑
j=1,j 6=i
xj(1 − xj)sj(x).
(5.11)
Let us focus on the last term. By assumption, we know that there exists a finite C such that
for any x ∈ ∆n−1, and for 1 ≤ j ≤ n− 1,
|yi(1− xj)sj(x)| ≤ C.
Hence, we get∣∣∣∣∣∣yi
n−1∑
j=1,j 6=i
xj(1− xj)sj(x)
∣∣∣∣∣∣ ≤ C
n−1∑
j=1,j 6=i
xj = C(1− xi − xn) = C(1− xn)(1− yi).(5.12)
Thus, from (5.10), we deduce that there exists a finite C ′ such that
lim sup
y∈[0,1]n−1,x∈∆n−1,yi→0+
|µ˜i(y, x)|
yi(1− yi) < C
′,
and from (5.11) and (5.12) we deduce that
lim sup
y∈[0,1]n−1,x∈∆n−1,yi→1−
|µ˜i(y, x)|
yi(1− yi) < C
′.
As we are working on compact sets this concludes the proof. 
5.4. Proofs of results on specific examples.
Proof of Lemma 3.4. From Remark 3, we know that it is enough to check that in the exam-
ples under consideration, µi(x)/(1 − xi) is bounded, for i ∈ E and x ∈ ∆K .
Transitive ordering case: Recall that according to (4.2),
µi(x) = κ
∞∑
j=1
pij
(
(x0 + ...+ xi)
j+1 − (x0 + ...+ xi−1)j+1 − xi
)
.
We can rewrite µi as the sum of two functions αi and βi as follows
µi(x) = κ
∞∑
j=1
pij
(
xi
j∑
k=0
(x0 + ...+ xi)
k(x0 + ...+ xi−1)
j−k − xi
)
= κxi
∞∑
j=1
pij
(
j∑
k=0
(x0 + ...+ xi)
k(x0 + ...+ xi−1)
j−k − 1
)
= κxi
∞∑
j=1
pij
(
(x0 + ...+ xi)
j − 1 + (x0 + ...+ xi−1)
j−1∑
k=0
(x0 + ...+ xi)
k(x0 + ...+ xi−1)
j−k−1
)
=: αi + βi.
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First notice that
|αi| = κxi
∞∑
j=1
pij
(
1− (x0 + ...+ xi)j
)
= κxi(1− (x0 + ...+ xi))
∞∑
j=1
pij
(
j−1∑
k=0
(x0 + ...+ xi)
k
)
≤ κxi(1− xi)
∞∑
j=1
jpij = xi(1− xi)β,
where we recall that β has been defined in point (v) of Proposition 3.1. Second, we have,
|βi| = κxi(x0 + ...+ xi−1)
∞∑
j=1
pij
(
j−1∑
k=0
(x0 + ...+ xi)
k(x0 + ...+ xi−1)
j−k−1
)
≤ κxi(1− xi)
∞∑
j=1
jpij = xi(1− xi)β.
As a consequence,
|µi(x)| ≤ 2κβxi(1− xi).
RPS or food web case: For i ∈ E,
|µi(x)| = κxi
∣∣∣∣∣∣
∑
j 6=i,j<i
xj −
∑
j 6=i,i<j
xj
∣∣∣∣∣∣ ≤ κxi

 ∑
j 6=i,j<i
xj +
∑
j 6=i,i<j
xj

 ≤ 2κxi(1− xi).
Negative frequency-dependent selection: Recall that when the distribution of Kv is
concentrated on {1, 3}, we get
µi(x) = 2κsxi

∑
j 6=i
x2j − xi(1− xi)

 .
As ∑
j 6=i
x2j ≤
∑
j 6=i
xj = 1− xi,
the assumptions of Proposition 3.4 are satisfied. If Kv = p /∈ {1, 3}, for a parent of type i
to be chosen, a potential parent of type i has to be present. This ensures that µi(x) can
be written xis˜i(x) with s˜ bounded. Moreover, if we exclude the case when there are only
parents of type i (which contributes with a term ρNxi(x
p−1
i − 1) in µi), we get terms of the
form (for u < p)
κxui
∑
Bk
Ak
∑
j1,...,jp−u∈Bk
xj1 ...xjp−u ,
where Ak ∈ Q and Bk are sets which do not contain i. And
κ
∑
j1,...,jp−u∈Bk
xj1 ...xjp−u ≤ κ|Bk| sup
j 6=i
xj ≤ κ|Bk|(1− xi).
This ensures that the negative frequency-dependent selection rule satisfies the assumptions
of Proposition 3.4.
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Positive frequency-dependent selection: In this case, the calculations are very similar
to the previous case. We thus do not give details.
Logistic competition: The result is straightforward in this case. 
Proof of Lemma 4.1. Lemma 4.1 is a consequence of Lemma 4.7 in [28]. Let us first assume
condition (i) of Lemma 4.1. Then from Lemma 4.7 in [28], (Dt, t ≥ 0) has a unique stationary
distribution. Let us choose i ∈ E and divide E into two subsets, E1 := {0, ..., i} and
E2 := {i + 1, ...,K}. Treating the types of E1 as the weak type 0 in [28], and the types of
E1 as the selected type 1 in [28], we also get applying this Lemma that
Px
(
lim
t→∞
(X0(t) + ...+Xi(t)) = 1
)
= φν(x0 + ...+ xi)
and
Px
(
lim
t→∞
(X0(t) + ...+Xi(t)) = 0
)
= 1− φν(x0 + ...+ xi).
Applying the same trick to E1 := {0, ..., i − 1} and E2 := {i, ...,K} allows to conclude the
proof of point (i).
Let us now assume (ii). Then the process XS has the same properties that the process
X1 in [28], for which there is almost sure fixation in finite time. This ends the proof. 
Proof of Lemma 4.4. The proof will be based on studying the action of the generator A of
X over the Logarithm. In other words, we will use the Logarithm as a Lyapunov function
to study the long term behaviour of (Xt, t ≥ 0).
First, applying Theorem 1 of [29], we obtain the existence of random variables V and W
in [0, 1] with continuous densities such that the infinitesimal generator A of (X(t), t ≥ 0)
applied to a function g at x on ∆3 can be rewritten
Ag(x) =
3∑
i=1
µi(x)
∂g
∂xi
(x) +
3∑
i,j=1
σ2ij(x)
(
σ
∂2g
∂xixj
(x) +
1
2
E
[
∂2g
∂xixj
(x(1−W ) + VWei)
])
=
3∑
i=1
µi(x)
∂g
∂xi
(x) +
3∑
i=1

 3∑
j=1
σ2ij(x)
(
σ
∂2g
∂xixj
(x) +
1
2
E
[
∂2g
∂xixj
(x(1 −W ) + V Wei)
]) .
Let
fi(X(t)) = ln(Xi(t)) = ln
(
1−Xmod3(i−1)(t) +Xmod3(i+1)(t)
)
.
Then, a direct calculation leads to
3∑
i=1
µi(x)
∂f1
∂xi
(x) = 2κ(x3 − x2).
Moreover, for any y ∈ ∆3,
3∑
j=1
σ21j(x)
∂2f1
∂xixj
(y) = x1(1− x1)
(
− 1
y21
)
− x1x2
(
1
y21
)
− x1x3
(
1
y21
)
= −2x1(x2 + x3)
y21
,
3∑
j=1
σ22j(x)
∂2f1
∂xixj
(y) = −x1x2
(
1
y21
)
+ x2(1− x2)
(
− 1
y21
)
− x2x3
(
− 1
y21
)
= −2x1x2
y21
,
and
3∑
j=1
σ23j(x)
∂2f1
∂xixj
(y) = −2x1x3
y21
,
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by a similar computation. Adding all the terms yields for the function f1:
Af1(x) = 2κ(x3 − x2)− (1− x1)
(
4σ
x1
+ E
[
x1
x1(1−W ) + VW +
1
1−W
)]
,
and adding over the three functions yields
A(f1 + f2 + f3)(x) = −
3∑
i=1
(1− xi)
(
4σ
xi
+ E
[
xi
xi(1−W ) + V W +
1
1−W
)]
≤ −C,
where C is a positive constant if and only if σ 6= 0 or Λ 6= 0. We can now conclude using the
generator equation that
lim
t→∞
E[ln(X1(t)X2(t)X3(t))]− ln(x1x2x3)
= lim
t→∞
∫ t
0
Ex[Af1(X(s)) +Af2(X(s)) +Af3(X(s))]ds
≤ lim
t→∞
−
∫ t
0
Cds = −∞.

acknowledgments
The authors are grateful to S. Billiard, A. Bovier, M. E. Caballero, F. Cordero, S. Hummel
and E. Schertzer for many interesting discussions. We thank the CNRS for its financial
support through its competitive funding programs on interdisciplinary research. AGC was
supported by UNAM PAPIIT IA100419, and CS by the Chair ”Mode´lisation Mathe´matique
et Biodiversite´” of VEOLIA-Ecole Polytechnique-MNHN-F.X.
References
[1] J. Allen. Frequency-dependent selection by predators. Phil. Trans. R. Soc. Lond. B, 319(1196):485–503,
1988.
[2] E. Arnason. Mitochondrial cytochrome b dna variation in the high-fecundity atlantic cod: trans-atlantic
clines and shallow gene genealogy. Genetics, 166(4):1871–1885, 2004.
[3] E. Baake, U. Lenz, and A. Wakolbinger. The common ancestor type distribution of a λ-wright-fisher
process with selection and mutation. Electron. Commun. Probab., 21:16 pp., 2016.
[4] V. Bansaye, M.-E. Caballero, S. Me´le´ard, et al. Scaling limits of population and evolution processes in
random environment. Electronic Journal of Probability, 24, 2019.
[5] M. Barczy, Z. Li, and G. Pap. Yamada-watanabe results for stochastic differential equations with jumps.
International Journal of Stochastic Analysis., 58:23 pages, 2015.
[6] S. Billiard and C. Smadi. The interplay of two mutations in a population of varying size: a stochastic
eco-evolutionary model for clonal interference. Stochastic Processes and their Applications, 2017.
[7] M. Birkner, J. Blath, M. Mohle, M. Steinrucken, and J. Tams. A modified lookdown construction for
the xi-fleming-viot process with mutation and populations with recurrent bottlenecks. ALEA Lat. Am.
J. Probab. Math. Stat., pages 25–61, 2009.
[8] N. Biswas, A. Etheridge, and A. Klimek. The spatial lambda-fleming-viot process with fluctuating selec-
tion. arXiv:1802.08188, 2018.
[9] A. Bovier, L. Coquille, and R. Neukirch. The recovery of a recessive allele in a mendelian diploid model.
Journal of mathematical biology, pages 1–63, 2018.
[10] A. Bovier, L. Coquille, and C. Smadi. Crossing a fitness valley as a metastable transition in a stochastic
population model. arXiv preprint arXiv:1801.06473, 2018.
[11] L. Buss and J. Jackson. Competitive networks: nontransitive competitive relationships in cryptic coral
reef environments. The American Naturalist, 113(2):223–234, 1979.
[12] D. D. Cameron, A. White, and J. Antonovics. Parasite–grass–forb interactions and rock–paper–scissor
dynamics: predicting the effects of the parasitic plant rhinanthus minor on host plant communities.
Journal of Ecology, 97(6):1311–1319, 2009.
[13] N. Champagnat. A microscopic interpretation for adaptive dynamics trait substitution sequence models.
Stochastic processes and their applications, 2006.
30 ADRIAN GONZALEZ CASANOVA AND CHARLINE SMADI
[14] N. Champagnat, P.-E. Jabin, and S. Me´le´ard. Adaptation in a stochastic multi-resources chemostat
model. Journal de Mathe´matiques Pures et Applique´es, 101(6):755–788, 2014.
[15] N. Champagnat and S. Me´le´ard. Polymorphic evolution sequence and evolutionary branching. Probability
Theory and Related Fields, 151(1-2):45–94, 2011.
[16] M. Chouteau, M. Arias, and M. Joron. Warning signals are under positive frequency-dependent selection
in nature. Proceedings of the national Academy of Sciences, 113(8):2164–2169, 2016.
[17] P. Collet, S. Mart´ınez, S. Me´le´ard, and J. San Mart´ın. Quasi-stationary distributions for structured birth
and death processes with mutations. Probability theory and related fields, 151(1-2):191–231, 2011.
[18] F. Cordero, S. Hummel, and E. Schertzer. General selection models: Bernstein duality and minimal
ancestral structures.
[19] C. Coron, S. Me´le´ard, and D. Villemonais. Impact of demography on extinction/fixation events. Journal
of mathematical biology, pages 1–29, 2018.
[20] R. Durrett. Stochastic calculus: a practical introduction. CRC press, 2018.
[21] R. Durrett and J. Mayberry. Traveling waves of selective sweeps. Ann. Appl. Probab., 21(2):699–744, 04
2011.
[22] R. Durrett, D. Schmidt, and J. Schweinsberg. A waiting time problem arising from the study of multi-
stage carcinogenesis. Ann. Appl. Probab., 19(2):676–718, 04 2009.
[23] A. Etheridge and R. Griffiths. A coalescent dual process in a moran model with genic selection. Theoretical
Population Biology, 75(4):320 – 330, 2009. Sam Karlin: Special Issue.
[24] W. J. Ewens. Mathematical population genetics. i. theoretical introduction. interdisciplinary applied
mathematics, 27, 2004.
[25] C. Foucart. The impact of selection in the λ-wright-fisher model. Electron. Commun. Probab, 18(4):1–10,
2013.
[26] L. D. Gigord, M. R. Macnair, and A. Smithson. Negative frequency-dependent selection maintains a
dramatic flower color polymorphism in the rewardless orchid dactylorhiza sambucina (l.) soo. Proceedings
of the National Academy of Sciences, 98(11):6253–6255, 2001.
[27] J. H. Gillespie. The neutral theory of molecular evolution. Science, 224:732–734, 1984.
[28] A. Gonza´lez Casanova and D. Spano`. Duality and fixation in ξ-wright–fisher processes with frequency-
dependent selection. The Annals of Applied Probability, 28(1):250–284, 2018.
[29] R. C. Griffiths. The λ-fleming-viot process and a connection with wright-fisher diffusion. Advances in
Applied Probability, 46(4):1009–1035, 2014.
[30] D. Hedgecock. Does variance in reproductive success limit effective population sizes of marine organisms.
Genetics and evolution of aquatic organisms, 122, 1994.
[31] P. Hoscheit and O. Pybus. The multifurcating skyline plot. bioRxiv, page 356097, 2018.
[32] O. Kallenberg. Foundations of modern probability. Springer Science & Business Media, 2006.
[33] B. Kerr, M. A. Riley, M. W. Feldman, and B. J. Bohannan. Local dispersal promotes biodiversity in a
real-life game of rock–paper–scissors. Nature, 418(6894):171, 2002.
[34] M. Kimura. Evolutionary rate at the molecular level. Nature, 217(5129):624–626, 1968.
[35] M. Kimura and T. Ohta. Population genetics, molecular biometry, and evolution. In Proc Sixth Berkeley
Symp Math Stat Prob, volume 5, pages 43–68, 1972.
[36] B. C. Kirkup and M. A. Riley. Antibiotic-mediated antagonism leads to a bacterial game of rock–paper–
scissors in vivo. Nature, 428(6981):412, 2004.
[37] S. M. Krone and C. Neuhauser. Ancestral processes with selection. Theoretical population biology,
51(3):210–237, 1997.
[38] T. Kurtz. The yamada-watanabe-engelbert theorem for general stochastic equations and inequalities.
Electron. J. Probab., 12:951–965, 2007.
[39] T. Kurtz. Weak and strong solutions of general stochastic models. Electron. Commun. Probab., 19:16
pp., 2014.
[40] Z. Li and F. Pu. Strong solutions of jump-type stochastic equations. Electronic Communications in
Probability, 17(2011):1–13, 2012.
[41] S. Me´le´ard and V. C. Tran. Trait substitution sequence process and canonical equation for age-structured
populations. Journal of mathematical biology, 58(6):881, 2009.
[42] J. R. Nahum, B. N. Harding, and B. Kerr. Evolution of restraint in a structured rock–paper–scissors
community. Proceedings of the National Academy of Sciences, 108(Supplement 2):10831–10838, 2011.
[43] J. Pitman. Coalescents with multiple collisions. Annals of Probability, pages 1870–1902, 1999.
[44] S. Sagitov. The general coalescent with asynchronous mergers of ancestral lines. Journal of Applied
Probability, 36(4):1116–1125, 1999.
[45] J. Schweinsberg. Rigorous results for a population model with selection i: evolution of the fitness distri-
bution. Electron. J. Probab., 22:94 pp., 2017.
MULTIDIMENSIONAL Λ-WRIGHT-FISHER PROCESSES 31
[46] J. Schweinsberg. Rigorous results for a population model with selection ii: genealogy of the population.
Electron. J. Probab., 22:54 pp., 2017.
[47] B. Sinervo and C. M. Lively. The rock–paper–scissors game and the evolution of alternative male strate-
gies. Nature, 380(6571):240, 1996.
[48] D. R. Taylor and L. W. Aarssen. Complex competitive relationships among genotypes of three perennial
grasses: implications for species coexistence. The American Naturalist, 136(3):305–327, 1990.
[49] F. Xi and C. Zhu. Jump type stochastic differential equations with non-lipschitz coefficients: Non con-
fluence, feller and strong feller properties, and exponential ergodicity. arXiv preprint arXiv:1706.01393,
2017.
Universidad Nacional Auto´noma de Me´xico, Instituto de Matema´ticas, A´rea de la Investi-
gacio´n Cient´ıfica, Circuito Exterior, Ciudad Universitaria, 04510 Coyoacan, CDMX, Me´xico
E-mail address: adriangcs@matem.unam.mx
Universite´ Clermont Auvergne, Irstea, UR LISC, Centre de Clermont-Ferrand, 9 avenue
Blaise Pascal CS 20085, F-63178 Aubie`re, France and Complex Systems Institute of Paris Ile-
de-France, 113 rue Nationale, Paris, France
E-mail address: charline.smadi@irstea.fr
