ABSTRACT End-to-end approaches have drawn much attention recently for significantly simplifying the construction of an automatic speech recognition (ASR) system. RNN transducer (RNN-T) is one of the popular end-to-end methods. Previous studies have shown that RNN-T is difficult to train and a very complex training process is needed for a reasonable performance. In this paper, we explore RNN-T for a Chinese large vocabulary continuous speech recognition (LVCSR) task and aim to simplify the training process while maintaining performance. First, a new strategy of learning rate decay is proposed to accelerate the model convergence. Second, we find that adding convolutional layers at the beginning of the network and using ordered data can discard the pre-training process of the encoder without loss of performance. Besides, we design experiments to find a balance among the usage of GPU memory, training circle and model performance. Finally, we achieve 16.9% character error rate (CER) on our test set which is 2% absolute improvement from a strong BLSTM CE system with language model trained on the same text corpus.
INTRODUCTION
Most state-of-the-art automatic speech recognition (ASR) [1] [2] [3] [4] systems have three main components, acoustic model, pronunciation model and language model. Acoustic model takes audio feature as input, use deep neural network (DNN) in combination with hidden Markov model (HMM) [5] , and output posteriors of context dependence (CD) states. The decision tree based clustering connects context dependent states to phones. A separated expert-curated pronunciation model map phones to words. Language model is used to construct words to a whole meaningful sentence. The three components are trained separately, and thus an end-to-end system [6] which combines all these components into one model attracts much of interest. Taking input as speech feature and outputting word symbols directly will remove the gap between different components. One model can also avoid local optimum in three components and get global optimum.
Compared with traditional ASR system, an end-to-end ASR system aims to map the input speech sequence to the output graphme/word sequence using neural network. The main problem of this goal is that the length of input sequence and output sequence are apparently different. To resolve this, encoder-decoder architecture is recommended. Combining with attention mechanism, this system shows a good performance in various sequence-to-sequence task, such as neural machine translation [7] , text summarization [8] , image captioning [9] etc. Recently, attention based approaches [10] [11] [12] [13] are reported to perform well in ASR as well. Listen, Attend and Spell (LAS), proposed in [14] , use a BLSTM network to map acoustic feature to a high level representation, and then use an attention based decoder to predict output symbol on condition of previous output symbol. However, attention based decoder has to wait the entire high level representation for computing attention weights. It will be difficult to be used in real-time tasks.
Connectionist temporal classification (CTC) [15, 16] is also a kind of end-to-end approach. The blank label and mapping function are used to align input sequence and target symbols. CTC basedmodel usually uses unidirectional or bidirectional LSTM as encoder and compute the CTC loss between output sequence of encoder and target symbol sequence. In [17] , context dependent phoneme (CDPh) based CTC model has shown good performance in an ASR system. In CTC based model, the frame independent assumption ignores the context information in some degree. Obviously, this assumption doesn't in line with the actual situation. Another disadvantage of CTC is that the length of output posterior probability sequence must be longer than the length of label sequence. This limitation do not allow for a large subsample rate for CDPh based CTC.
Adding an LSTM network into CTC model to consider previous and following context, RNN Transducer (RNN-T) [18, 19] is proposed as an extension of CTC based model. RNN-T model doesn't need to wait the entire high level representation before decoding and makes streaming end-to-end ASR possible. In [20] , Google has implemented RNN-T model to streaming English ASR system and shows a comparative performance with stat-of-art conventional speech recognition system. As RNN-T is an extension of of CTC, it is usually trained from a pre-trained CTC model. The work of [20] adds hierarchical CTC (HCTC) architecture [21] for pre-trained CTC model. In English ASR task, they use phoneme CTC loss and grapheme CTC loss to assist wordpiece CTC loss optimization. Hierarchical-CTC architecture helps to train a better pre-trained model and is beneficial to RNN-T model.
In normal RNN-T training, for a good performance it is necessary to use pre-trained CTC model to initialize the encoder of RNN-T model. And for a good pre-trained CTC model, we usually use frame-wise cross entropy (CE) training to obtain a pre-trained CE model as the start point of CTC training. Obviously, these processes will cost lots of time when we train an RNN-T model. In this work, we explore RNN-T architecture on Mandarin LVCSR task and attempt to simplify the training process of RNN-T. The main contribution of our work is as follows. First of all, for a good convergence, we propose a new learning rate decay strategy which shapely decreases learning rate at the epoch of the loss starting to increase and halves the learning rate every epoch after that. Second, in our exper- iments, it is found that adding convolutional neural network at the beginning of the BLSTM layers can replace the functionality of a pre-trained CTC-based model for encoder, which means the process of training RNN-T model can be cut down. Besides, to accelerate training process and training period while ensuring performance, we compare the influence of different architectures and the subsample rates in encoder. In our opinions, subsample is a necessary method for accelerating training as the output of RNN-T model is a fourdimension tensor which occupy too many GPU memories and slow down training cycle. Furthermore, a pre-trained LSTM language model is proved to have a positive influence, and we setup an experiment to compare the impact of initial prediction network trained by different datasets.
The rest of this paper is organized as follows. In Section 2, we briefly review the RNN-Transducer model. The experiment that we design to simplify the process of RNN-T and accelerate training cycle is presented in Section 3 and the paper is concluded with our findings and future works in Section 4.
RECURRENT NEURAL NETWORK-TRANSDUCER
Recurrent Neural Network-Transducer (RNN-T) is proposed by Alex Graves [18] . It is an extension to connectionist temporal classification (CTC) [15] . On the base of CTC encoder, Graves proposed to add an LSTM to learn context information whose effect is the same as language model. Then a joint network is used to combine acoustic representation and context representation together to compute posterior probability. Fig. 1 illustrates the three main components of RNN-T, namely encoder, prediction network and joint network. Concretely, the encoder transforms the input time-frequency acoustic feature sequence x = (x0, . . . , xT ) to a high-level feature representation h enc .
Prediction network can remove the limitation of frame independent assumption in CTC architecture. It usually adopts an LSTM to model context information which leads to transformation of original one-hot vector y = (y1, . . . , yU ) to high-level representation h pred u . The output of prediction network is determined by previous context information. Note that the first input of prediction network is an allzero tensor and yu−1 is the last non-blank units. Eq. (2) and Eq. (3) describe how prediction net operates at label step u. 
Finally output probability distribution is computed by a softmax layer.
where k is the index of output classes. The whole network is trained by optimizing RNN-T Loss which is computed by forward-backward algorithm.
For the RNN-T decoding, the most likely sequence of characters is generated by beam search algorithm. During inference, the input of prediction network is last non-blank symbol. The final output sequence is obtain by removing all blank symbols in the most likely sequence path. Temperature of the softmax function can be used to smooth the posterior probability distribution and benefit larger beam width. An n-gram language model trained on external text can be integrated in beam score.
EXPERIMENTS
In this section we explore RNN-T model on a Chinese LVCSR task and design experiments for the sake of simplification of RNN-T training.
Data
Our training data is approximately 1,000 hours of Mandarin speech collected by Sogou voice input method. We split 50 hours from the training data to form our validation data(IME). 40-dimensional log Mel-filterbank coefficients are extracted from 25 ms audio every 10 ms. Global mean and variance normalization is performed to get our final acoustic feature. For an equitable result, we use three test sets which are recorded from different environments and have different utterance length. In order to train a truly end-to-end model, we choose Chinese character as our modeling unit. We used symbol inventory consisting of 26 English characters, 6784 common Chinese characters, unknown token (UNK) and blank token.
Baseline
To evaluate our RNN-T training settings, we construct several models as our baselines. First, a 4 layer BLSTM model with 256 cells for each LSTM is trained by optimizing frame level cross entropy using tied state labels. Meanwhile, using the same architecture we also train two CTC models by monophone-level CTC loss and characterlevel CTC loss. We also train several RNN-T model with pretrain method in [20] .Our base RNN-T contains the same encoder as CTC except the one use hierarchical CTC pre-training method which has 5 layers of BLSTM. Following the work in [20, 21] , for HCTC pretraining, we increase the number of BLSTM layer to 5 and added a monophone-level CTC loss after the third layer. The prediction net is set to contain 2 layers of LSTM with 512 cells. One fully connected feed forward neural network with 512 nodes is used as joint network.
We concatenate 3 left and 3 right frames of filter banks to form a total 7 frames of feature as input sample. Frame skipping is adopted in CTC and RNN-T model which is set to 2. Adam optimizer is used to learn parameters and the initial learning rate is 0.0002. The decode process of CTC based model follows the method in [22] . Unless otherwise stated RNN-T is decoded using beam width equal to 5 without external language model. We summarize our baseline results in Table 1 . The CTC models are worse than CE state model which could be better if we use context dependent phones as modeling unit. The random initialized RNN-T model performs much worse than CTC and CE model. It can be found that with proper encoder and prediction net initialization methods, RNN-T gradually improves from 22.39 to 18.78 which surpass CE and CTC models.
Although our base RNN-T model performs better than CE and CTC, it is obvious that its training process is sophisticated involving many pre-training steps. We will gradually design experiments to simplified the training circle of RNN-T.
Sharpen learning rate
During training of RNN-T models, we found that this model is hard to train and easy to overfit. The common setting for learning rate is that it is kept fixed for the first few epochs before the loss on validation set begin to increase and then it is divided by 2 every epoch after that. In order to overcome overfit, we try different learning rate decay strategy. We use a more aggressive learning rate decay strategy which divide the learning rate by a number larger than 2 at first decay epoch. The following epochs changes as usual. Fig. 2 illustrates how the training loss changes over training epochs and learning rate. A significant decline in training loss is observed when learning rate is first divided by 10. The model converges to a better parameter space and the CER of test set is showed in Table 2 , where sharpen means reduce learning rate to 1/10. Here we conduct experiments upon baseline RNN-T in the seventh row of Table 1 . 
Fig . 2 . Learning curves of RNN-T as a function of epochs and learning rate.
Abandon encoder pretraining
As mentioned in Subsection 3.2, for well performance, we need to use a pre-trained CTC model to initialize encoder of RNN-T model. However, we still need to use CE training to initialize CTC model. These pre-training processes is really complicated and costs too much time. We wander if the pre-training process is necessary for RNN-T model. As convolutional neural networks (CNN) can help to extract more invariance and stable features, we incorporate CNN in encoder to explore how it affects the performance. Two layers of CNN which has 6x6 kernel size is added before BLSTM layer. Besides, curriculum learning (CL) which makes model to learn from easy task to hard task can also accelerate training convergence. We use CL by sorting the training sentences by their length. Table 3 gives out the effects of RNN-T with CNN layers and CL training. Here we select base RNN-T in the second last row of Table 1 to evaluate impact of CNN and CL. Note that we use dropout and sharpen learning rate here, so it is better than that of Table 1 . We found that with only two CNN layers, we can achieve a CER of 17.65% from random initialization which exceed HCTC initialization trained RNN-T by absolute 1%. CL also helps for a lower CER but when combining with CNN it is not as good as using CNN alone without CL. 
Accelerating by subsample
The output of RNN-T is a four-dimension tensor which contained thousands of label classes and hundreds of frames. Consequently, it will cost a large amount of GPU memory. Larger batch size is another way to accelerate training speed. Although our GPU card is NIVDIA M40 with 24GB memory, we still cannot increase our batch size to a reasonable number under the configuration of skipping frame number equals to 2. Higher skip number cause shorter acoustic features to save memory, however, performance will degrade when more frames is skipped. With the CNN and BLSTM equipped encoder, we try to exploit subsample within the layer by max-pooling (MP) after CNN layer and pyramid BLSTM (pBLSTM). pBLSTM is a BLSTM layer whose input is obtained by concatenating several frames of its preceding layer output. Unless otherwise stated max-pooling size is 2 and pyramid size is called 2 when pBLSTM take 2 frames of its input feature and skip 2 frames. We use encoder contains 2 CNN layers and 5 BLSTM layers as former section to train RNN-T model here. We compared different subsample configurations in RNN-T encoder, including size and location of max-pooling and pyramid layer. Table 4 shows the details of subsample. It can be found that max-pooling and pyramid got the similar performance at total subsample rate of 2. As the total subsample rates is increased to 4 for a faster training speed, we found subsample all in BLSTM parts is the better option than using maxpooling. This maybe attribute to information loss in max-pooling. For subsample rate larger than 6, performance degradation is observed. The most suitable subsample rates may be between 4 and 6. We chose the second and third layer as pyramid BLSTM in our model. Then we transfer to prediction network initialization. We train two LSTM language model using train set transcription and a external 27G text respectively. In this subsection, we use the best encoder architecture in the previous section, combine it with different prediction net. Results are listed in Table 5 . We found that LSTM language model trained using transcription of training set shows better performance. Fig. 3 . The RNN-T architecture and training procedure used in our proposal whose encoder, consisting of 2 layers of CNN and 5 layers of BLSTM, is trained from sratch. The prediction network is initialized by a character-level LSTM language model.
Combine for the best
We combine all of our previous mentioned methods together and draw the main steps for RNN-T training in Fig. 3 . As listed in Table  6 , our best RNN-T model without encoder CTC-pretraining achieves a CER of 16.90% with the help of an external 5-gram LM, which is about 2% absolute improvement from our BLSTM CE baseline. We also report the results on 10,000 hour Mandarin speech. We achieve a CER of 10.52%, which is better than 11.3% of LC-BLSTM state system. 
CONCLUSION
In this work, we have explored RNN-T model training in Mandarin LVCSR tasks. We have proposed several methods to speed up RNN-T training, including sharpen learning rate strategy, abandon encoder pre-training by CNN, accelerating training by proper subsample and LM initialization. Experimental results indicate we achieve a significantly simplified training procedure for RNN-T whose performance is comparative to a strong BLSTM CE system with a language model. Decoding efficiency of RNN-T is our next direction.
