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Abstract
Stochastic Boolean Satisfiability (SSAT) is a logical formal-
ism to model decision problems with uncertainty, such as
Partially Observable Markov Decision Process (POMDP)
for verification of probabilistic systems. SSAT, however, is
limited by its descriptive power within the PSPACE complex-
ity class. More complex problems, such as the NEXPTIME-
complete Decentralized POMDP (Dec-POMDP), cannot be
succinctly encoded with SSAT. To provide a logical formalism
of such problems, we generalize the Dependency Quantified
Boolean Formula (DQBF), a representative problem in the
NEXPTIME-complete class, to its stochastic variant, named
Dependency SSAT (DSSAT), and show that DSSAT is also
NEXPTIME-complete. We demonstrate the potential appli-
cations of DSSAT to circuit synthesis of probabilistic design
and approximate design. Furthermore, to study the descriptive
power of DSSAT, we establish a polynomial-time reduction
from Dec-POMDP to DSSAT. With the theoretical founda-
tions paved in this work, our results may encourage DSSAT
solver development to enable potential broad applications.
1 Introduction
The success of satisfiability (SAT) solvers [5] in numerous ap-
plications including artificial intelligence [23, 30], electronic
design automation [22, 36], software verification [3, 12], etc.,
has encouraged the development of more advanced decision
procedures for satisfiability with respect to more complex
logics beyond pure propositional. For example, solvers of
the satisfiability modulo theories (SMT) [2, 8] accommo-
date first order logic fragments; quantified Boolean formula
(QBF) [6, 11] allows both existential and universal quanti-
fiers; stochastic Boolean satisfiabilty (SSAT) [17, 18] models
uncertainty by using random quantification; and dependency
QBF (DQBF) [1, 32] equips Henkin quantifiers capable of de-
scribing multi-player games with partial information. Due to
their simplicity and generality, the satisfiability formulations
of various logic constraints are under active investigation.
Among the quantified decision procedures, QBF and SSAT
are closely related and share large commonality. While SSAT
generalizes QBF to allow random quantifiers to model de-
cision under uncertainty, they both have the same PSPACE-
complete complexity [34]. A number of SSAT solvers have
been developed and applied in probabilistic planning, for-
mal verification of probabilistic design, partially observable
Markov decision process (POMDP), and analysis of software
security. For example, solver MAXPLAN in [20] encodes a
conformant planning problem as an exist-random quantified
SSAT formula; solver ZANDER in [21] deals with partially
observable probabilistic planning by formulating the problem
as a general SSAT formula; solver DC-SSAT in [19] relies
on a divide-and-conquer approach to speedup the solving of a
general SSAT formula. Authors in [15, 16] developed SSAT
solvers ressat and erssat, respectively, for random-exist
and exist-random quantified SSAT formulas, and show that
they can be applied for the formal verification of probabilistic
design formulated in [14]. POMDP has also been studied
under the formalism of SSAT in [21, 31]. Recently, authors
in [31] established bi-directional polynomial-time reductions
between SSAT and POMDP. The quantitative information
flow analysis for software security is investigated as an exist-
random quantified SSAT formula in [9].
In view of the close relation between QBF and SSAT, we
raise the question what would be the formalism that extends
DQBF to the stochastic domain. We formalize the dependency
SSAT (DSSAT) as the answer to the question. It can succinctly
encode decision problems under uncertainty in the NEXP-
TIME complexity class. As case studies, we investigate its
applicability in probabilistic system design/verification and
artificial intelligence.
In system design in the post Moore’s law era, the practice
of very large scale integration (VLSI) circuit design experi-
ences a paradigm shift in design principles to overcome the
obstacle of physical scaling of computation capacity. Proba-
bilistic design [7] and approximate design [35] are two such
examples of emerging design methodologies. The former
does not require logic gates to be error-free, but rather allow-
ing them to function with probabilistic errors. The latter does
not require the implementation circuit to behave exactly the
same as the specification, but rather allowing their deviation
to some extent. These relaxations to design requirements pro-
vide freedom for circuit simplification and optimization. We
show that DSSAT can be a useful tool for the evaluation of
probabilistic design and approximate design.
ar
X
iv
:1
91
1.
04
11
2v
2 
 [c
s.L
O]
  1
7 J
ul 
20
20
Nian-Ze Lee and Jie-Hong R. Jiang
As POMDP can be useful in verifying partially observable
probabilistic systems [24], the decentralized POMDP (Dec-
POMDP) [25] has its potential application in verifying dis-
tributed partially observable probabilistic systems. Moreover,
in artificial intelligence, the multi-agent decision problem
under uncertainty can often be considered as a Dec-POMDP.
As the agents may have their own actions and observations,
the partial information possessed by the individual agents
makes POMDP for single agent system not applicable and
requires the more complex Dec-POMDP. Essentially it lifts
the complexity class from the PSPACE-complete policy eval-
uation of finite-horizon POMDP to the NEXPTIME-complete
Dec-POMDP. We show that Dec-POMDP is polynomial time
reducible to DSSAT.
The main results of this work include 1) formulating the
DSSAT problem in Section 3, 2) proving its NEXPTIME-
complete complexity in Section 4, 4) discussing its appli-
cations in probabilistic design and approximate design in
Section 5, and 3) showing its application in modeling decen-
tralized POMDP (Dec-POMDP) in Section 6. Our results
may encourage the development of DSSAT solvers to enable
potential broad applications.
2 Preliminaries
In this section, we provide backgrounds on SSAT, DQBF,
Dec-POMDP, and probabilistic design to facilitate subsequent
discussions.
In the sequel, Boolean values TRUE and FALSE are rep-
resented by symbols ⊤ and ⊥, respectively; They are also
treated as 1 and 0, respectively, in arithmetic computation.
Boolean connectives ¬,∨,∧,⇒,≡ are interpreted in their
conventional semantics. Given a variable set V , an assign-
ment α is a mapping from each variable x ∈ V to B = {⊤,⊥},
and we denote the set of all assignments over V by A(V ). An
assignment α satisfies a Boolean formula ϕ over a variable
set V if ϕ yields ⊤ after substituting all occurrences of every
variable x ∈ V with its assigned value α(x) and simplifying ϕ
under the semantics of Boolean connectives. A Boolean for-
mula ϕ over a variable setV is a tautology if every assignment
α ∈ A(V ) satisfies ϕ.
2.1 Stochastic Boolean Satisfiability
SSAT is first proposed in [27] as games against nature. An
SSAT formula Φ over a variable set V = {x1, . . . ,xn} is of
the form
Q1x1, . . . ,Qnxn .ϕ,
where each Qi ∈ {∃, Rp } and Boolean formula ϕ over V is
quantifier-free. Symbol ∃ denotes an existential quantifier,
and
Rp denotes a randomized quantifier, which requires the
probability that the quantified variable equals ⊤ to be p ∈
[0, 1]. Given an SSAT formula Φ, the quantification structure
Q1x1, . . . ,Qnxn is called the prefix, and the quantifier-free
Boolean formula ϕ is called the matrix.
Let x be the outermost variable in the prefix of an SSAT
formula Φ. The satisfying probability of Φ, denoted by Pr[Φ],
is defined recursively by the following four rules:
a) Pr[⊤] = 1,
b) Pr[⊥] = 0,
c) Pr[Φ] = max{Pr[Φ|¬x ], Pr[Φ|x ]}, if x is existentially
quantified,
d) Pr[Φ] = (1 − p) Pr[Φ|¬x ] + p Pr[Φ|x ], if x is randomly
quantified by
Rp ,
where Φ|¬x and Φ|x denote the SSAT formulas obtained by
eliminating the outermost quantifier of x via substituting the
value of x in the matrix with ⊥ and ⊤, respectively.
The decision version of SSAT is stated as follows. Given
an SSAT formula Φ and a threshold θ ∈ [0, 1], decide whether
Pr[Φ] ≥ θ . On the other hand, the optimization version asks
to compute Pr[Φ]. The decision version of SSAT is shown to
be PSPACE-complete in [27].
2.2 Dependency Quantified Boolean Formula
The concept of DQBF is formulated in [29] as multiple-person
alternation. In contrast to the linearly ordered prefix used in
QBF, i.e., an existentially quantified variable will depend on
all of its outer universally quantified variables, the quantifica-
tion structure in DQBF is extended with Henkin quantifiers,
where the dependency of an existentially quantified variable
on the universally quantified variables can be explicitly speci-
fied.
A DQBFΦ over a variable setV = {x1, . . . ,xn ,y1, . . . ,ym}
is of the form
∀x1, . . . ,∀xn ,∃y1(Dy1 ), . . . ,∃ym(Dym ).ϕ, (1)
where each Dyj ⊆ {x1, . . . ,xn} denotes the set of variables
that variable yj can depend on, and Boolean formula ϕ over
V is quantifier-free. We denote the set {x1, . . . ,xn} (resp.
{y1, . . . ,ym}) of universally (resp. existentially) quantified
variables of Φ by V ∀Φ (resp. V
∃
Φ ).
Given a DQBF Φ, it is satisfied if for each variable yj , there
exists a function fj : A(Dyj ) → B, such that after eliminating
variables in V ∃Φ by substituting them with their corresponding
functions respectively, matrix ϕ becomes a tautology over
variables in V ∀Φ . The set of functions F = { f1, . . . , fm} is
called a set of Skolem functions for Φ. In other words, Φ is
satisfied by F if
min
β ∈A(V ∀Φ )
1ϕ |F (β) = 1, (2)
where 1ϕ |F (·) is the indicator function to indicate whether
an assignment over variables in V ∀Φ belongs to the set of
satisfying assignments of matrix ϕ, when variables in V ∃Φ are
substituted by their Skolem functions in F . That is, ϕ |F =
{β | ϕ(β(x1), . . . , β(xn), f1 |β , . . . , fm |β ) ≡ ⊤}, where fj |β is
the logical value derived by substituting every xi ∈ Dyj with
β(xi ) in function fj . The satisfiability problem of DQBF is
NEXPTIME-complete [28].
Dependency Stochastic Boolean Satisfiability
p
z
Figure 1. Conversion of the distillation operation.
2.3 Probabilistic Design
In this paper, a design refers to a combinational Boolean logic
circuit, which is a directed acyclic graph G = (V ,E), where
V is a set of vertices, and E ⊆ V ×V is a set of edges. Each
vertex in V can be a primary input, primary output, or an
intermediate gate. An intermediate gate is associated with a
Boolean function. An edge (u,v) ∈ E signifies the connection
from u to v, denoting the associated Boolean function of
v may depend on u. A circuit is called a partial design if
some of the intermediate gates are black boxes, that is, their
associated Boolean functions are not specified.
A probabilistic design is an extension of conventional
Boolean logic circuits to model the scenario where inter-
mediate gates exhibit probabilistic behavior. In a probabilistic
design, each intermediate gate is associated with an error
rate, i.e., the probability for the gate to produce an erroneous
output. An intermediate gate is called erroneous if its er-
ror rate is nonzero. Using the distillation operation [14], an
erroneous gate can be modeled by its corresponding error-
free gate XORed with an auxiliary input, which valuates to
⊤ with a probability equal to the error rate. As illustrated
in Figure 1, a NAND gate with error rate p is converted to
an error-free NAND gate XORed with a fresh auxiliary in-
put z with Pr[z = ⊤] = p so that it triggers the error with
probability p. After applying the distillation operation to ev-
ery erroneous gate, all the intermediate gates in the distilled
design become error-free, which makes the techniques for
conventional Boolean circuit reasoning applicable. Let X and
Z be the primary inputs and the error-triggering auxiliary
inputs, respectively, of a distilled circuit. One can specify the
probabilities for the primary inputs valuating to ⊤ to reflect
the desired distribution of input assignments. For example,
setting the probability pxi = 0.5 for each xi ∈ X corresponds
to uniformly distributed input assignments. On the other hand,
the probabilities pzj for each zj ∈ Z are pre-specified by the
error rates of the erroneous gates.
2.4 Decentralized POMDP
Dec-POMDP is a formalism to model multiagent systems
under uncertainty and with partial information. Its computa-
tional complexity was shown to be NEXPTIME-complete in
[4]. In the following, we briefly review the definition, opti-
mality criteria, and value function of Dec-POMDP [25].
A Dec-POMDP is formally specified by the tuple M =
(I , S, {Ai }, T , ρ, {Oi },Ω,∆0,h), where I = {1, . . . ,n} is a fi-
nite set of n agents, S is a finite set of states, Ai is a finite set
of actions of agent i, T : S × (A1 × · · · × An) × S → [0, 1] is
a transition distribution function with T (s, ®a, s ′) = Pr[s ′ |s, ®a],
the probability to transit to state s ′ from state s after taking
actions ®a, ρ : S × (A1 × · · · × An) → R is a reward func-
tion with ρ(s, ®a) giving the reward for being in state s and
taking actions ®a, Oi is a finite set of observations for agent
i, Ω : S × (A1 × · · · × An) × (O1 × · · · × On) → [0, 1] is an
observation distribution function with Ω(s ′, ®a, ®o) = Pr[®o |s ′, ®a],
the probability to receive observation ®o after taking actions
®a and transiting to state s ′, ∆0 : S → [0, 1] is an initial state
distribution function with ∆0(s) = Pr[s0 ≡ s], the probability
for the initial state s0 being state s, and h is a planning horizon,
which we assume finite in this work.
Given a Dec-POMDP M, we aim at maximizing the ex-
pected total reward E[∑h−1t=0 ρ(st , ®at )] through searching an
optimal joint policy for the team of agents. Specifically, a
policy πi of agent i is a mapping from the agent’s observa-
tion history, i.e., a sequence of observations oti = o
0
i , . . . ,o
t
i
received by agent i, to an action at+1i ∈ Ai . A joint policy
for the team of agents ®π = (π1, . . . ,πn) maps the agents’
joint observation history ®ot = (ot1, . . . ,otn) to actions ®at+1 =
(π1(ot1), . . . ,πn(otn)). We shall focus on deterministic policies
only, as it was shown that every Dec-POMDP with a finite
planning horizon has a deterministic optimal joint policy [26].
To assess the quality of a joint policy ®π , its value is defined
to be E[∑h−1t=0 ρ(st , ®at )|∆0, ®π ]. The value function V ( ®π ) can
be computed in a recursive manner, where for t = h − 1,
V π (sh−1, ®oh−2) = ρ(sh−1, ®π (®oh−2)), and for t < h − 1,
V π (st , ®ot−1) = ρ(st , ®π (®ot−1))+∑
s t+1∈S
∑
®ot ∈ ®O
Pr[st+1, ®ot |st , ®π (®ot )]V π (st+1, ®ot ) (3)
where
Pr[st+1, ®ot |st , ®π (®ot )] = T (st , ®π (®ot ), st+1)Ω(st+1, ®π (®ot ), ®ot ).
The recursive computation of the value functions in Eq. (3)
is called the Bellman Equation for Dec-POMDP. Finally, the
value of a joint policy V ( ®π ) = ∑s0∈S ∆0(s0)V π (s0, ®o−1). We
use the symbol ®o−1 to denote the observation history at the
first stage, i.e., t = 0, which contains no observations.
3 Dependency Stochastic Boolean
Satisfiability
In this section, we generalize DQBF to its stochastic vari-
ant, named Dependency Stochastic Boolean Satisfiability
(DSSAT).
A DSSAT formula Φ over V = {x1, . . . ,xn ,y1, . . . ,ym} is
of the form
Rp1x1, . . . ,
Rpnxn ,∃y1(Dy1 ), . . . ,∃ym(Dym ).ϕ, (4)
where each Dyj ⊆ {x1, . . . ,xn} denotes the set of variables
that variable yj can depend on, and Boolean formula ϕ over
V is quantifier-free. We denote the set {x1, . . . ,xn} (resp.
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{y1, . . . ,ym}) of randomly (resp. existentially) quantified vari-
ables of Φ by V
R
Φ (resp. V
∃
Φ ).
Given a DSSAT formula Φ and a set of Skolem functions
F = { fj : A(Dyj ) → B | j = 1, . . . ,m}, the satisfying
probability Pr[Φ|F] of Φ with respect to F is defined by the
following equation:
Pr[Φ|F] =
∑
α ∈A(V
R
Φ )
1ϕ |F (α)w(α), (5)
where 1ϕ |F (·) is the indicator function defined in Section 2.2
and w(α) = ∏ni=1 pα (xi )i (1 − pi )1−α (xi ) is the weighting func-
tion for assignments. In other words, the satisfying probability
is the summation of weights of satisfying assignments over
V
R
Φ . Note that the weight of an assignment can be understood
as its occurring probability in the space of A(V
R
Φ ).
The decision version of DSSAT is stated as follows. Given
a DSSAT formula Φ and a threshold θ ∈ [0, 1], decide whether
there exists a set of Skolem functions F such that Pr[Φ|F] ≥
θ . On the other hand, the optimization version asks to find a
set of Skolem functions to maximize the satisfying probability
of Φ.
The formulation of SSAT can be extended by incorpo-
rating universal quantifies, resulting in a unified framework
named extended SSAT [18], which subsumes both QBF and
SSAT. In the extended SSAT, besides the four rules dis-
cussed in Section 2.1 for calculating the satisfying proba-
bility of an SSAT formula Φ, the following rule is added
Pr[Φ] = min{Pr[Φ|¬x ], Pr[Φ|x ]}, if x is universally quanti-
fied. Similarly, an extended DSSAT formula Φ over a set of
variables {x1, . . . ,xn ,y1, . . . ,ym , z1, . . . , zl } is of the form
Q1v1, . . . ,Qn+lvn+l ,∃y1(Dy1 ), . . . ,∃ym(Dym ).ϕ, (6)
where Qivi equals either
Rpkxk or ∀zk for some k with vi ,
vj for i , j, and each Dyj ⊆ {x1, . . . ,xn , z1, . . . , zl } denotes
the set of randomly and universally quantified variables which
variableyj can depend on. The satisfying probability ofΦwith
respect to a set of Skolem functions F = { fj : A(Dyj ) →
B | j = 1, . . . ,m}, denoted by Pr[Φ|F], can be computed
by recursively applying the aforementioned five rules to the
induced formula of Φ with the existential variables yj being
substituted with their respective Skolem functions fj . Under
the above computation scheme, both Eq. (2) and Eq. (5) are
special cases, where the variables preceding the existential
quantifiers in the prefixes are solely universally or randomly
quantified, and hence the fifth or the fourth rule is applied to
calculate Pr[Φ|F].
Note that in the above extension the Henkin-type quanti-
fiers are only defined for the existential variables. Although
the extended formulation increases practical expressive suc-
cinctness, the computational complexity is not changed as to
be shown in the next section.
4 DSSAT Complexity
In the following, we show that the decision version of DSSAT
is NEXPTIME-complete.
Theorem 1. DSSAT is NEXPTIME-complete.
Proof. To show that DSSAT is NEXPTIME-complete, we
have to show that it belongs to the NEXPTIME complexity
class and that it is NEXPTIME-hard.
First, to see why DSSAT belongs to the NEXPTIME com-
plexity class, observe that a Skolem function for an existen-
tially quantified variable can be guessed and constructed in
nondeterministic exponential time with respect to the number
of randomly quantified variables. Given the guessed Skolem
functions, the evaluation of the matrix, summation of weights
of satisfying assignments, and comparison against the thresh-
old θ can also be performed in exponential time. Overall, the
whole procedure is done in nondeterministic exponential time
with respect to the input size, and hence DSSAT belongs to
the NEXPTIME complexity class.
Second, to see why DSSAT is NEXPTIME-hard, we re-
duce the NEXPTIME-complete problem DQBF to DSSAT as
follows. Given a DQBF
ΦQ = ∀x1, . . . ,∀xn ,∃y1(Dy1 ), . . . ,∃ym(Dym ).ϕ,
we construct a DSSAT formula
ΦS =
R0.5x1, . . . ,
R0.5xn ,∃y1(Dy1 ), . . . ,∃ym(Dym ).ϕ
by changing every universal quantifier to a randomized quan-
tifier with probability 0.5. Note that the reduction can be done
in polynomial time with respect to the size of ΦQ . We would
like to show that ΦQ is satisfiable if and only if there exists a
set of Skolem functions F such that Pr[ΦS |F] ≥ 1.
The “only if” direction: As ΦQ is satisfiable, there exists
a set of Skolem functions F such that after substituting vari-
ables y1, . . . ,ym with their corresponding Skolem functions,
matrix ϕ becomes a tautology over variables x1, . . . ,xn , i.e.,
every assignment α ∈ A({x1, . . . ,xn}) satisfies ϕ. Therefore,
Pr[ΦS |F] = 1 ≥ 1.
The “if” direction: As there exists a set of Skolem func-
tions F such that Pr[ΦS |F] ≥ 1, after substituting variables
y1, . . . ,ym with their corresponding Skolem functions, ev-
ery assignment α ∈ A({x1, . . . ,xn}) must satisfy ϕ, i.e., ϕ
becomes a tautology over variables x1, . . . ,xn . Otherwise,
the satisfying probability Pr[ΦS |F] will be less than 1 as the
weight of some unsatisfying assignment is missing from the
summation. Therefore, ΦQ is satisfiable. □
When DSSAT is extended with universal quantifiers, its
complexity remains in the NEXPTIME complexity class as
the fifth rule of the satisfying probability calculation does
not incur any complexity overhead. Therefore the following
corollary is immediate.
Corollary 1. The decision problem of DSSAT extended with
universal quantifiers of Eq. (6) is NEXPTIME-complete.
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5 Reducing Probabilistic and Approximate
Partial Design to DSSAT
After defining DSSAT and proving that it is NEXPTIME-
complete, in this section we show the application of DSSAT
to the probabilistic version of the topologically constrained
logic synthesis problem [1, 33], or equivalently the partial
design problem [10].
In the (deterministic) partial design problem, we are given
a specification function G(X ) over primary input variables
X and a partially implemented design CF with black boxes
to be synthesized. The Boolean functions induced at the pri-
mary outputs of CF can be described by F (X ,T ), where T
corresponds to the variables of the black box outputs. Each
black box output ti is specified with its input variables (i.e.,
dependency set) Di ⊆ X ∪ Y in CF , where Y represents the
variables for intermediate gates in CF referred to by the black
boxes. The partial design problem aims at deriving the black
box functions {h1(D1), . . . ,h |T |(D |T |)} such that substituting
ti with hi in CF makes the resultant circuit function equal
G(X ). The above partial design problem can be encoded as a
DQBF problem; moreover, the partial equivalence checking
problem is shown to be NEXPTIME-complete [10].
Specifically, the DQBF that encodes the partial equivalence
checking problem is of the form
∀X ,∀Y ,∃T (D).(Y ≡ E(X )) → (F (X ,T ) ≡ G(X )), (7)
where D consists of (D1, . . . ,D |T |), E corresponds to the defin-
ing functions of Y in CF , and the operator “≡” denotes ele-
mentwise equivalence between its two operands. Note that the
formulation is so powerful that a black box ti can functionally
depend on another black box tj .
The above partial design problem can be extended to its
probabilistic variant as follows. The probabilistic partial de-
sign problem is the same as the deterministic partial design
problem except that CF is a distilled probabilistic design [14]
with black boxes, whose functions at the primary outputs can
be described by F (X ,Z ,T ), where Z represents the variables
for the auxiliary inputs that trigger errors inCF (including the
errors of the black boxes) and T corresponds to the variables
of the black box outputs. Each black box output ti is specified
with its input variables (i.e., dependency set) Di ⊆ X ∪ Y
in CF . When ti is substituted with hi in CF , the function of
the resultant circuit is required to be sufficiently close to the
specification with respect to some expected probability. The
equivalence checking of probabilistic partial design can be
illustrated by the circuit shown in Figure 2.
Theorem 2. The probabilistic partial design equivalence
checking problem is NEXPTIME-complete.
Proof. To show that the probabilistic partial design problem
is in the NEXPTIME complexity class, we note that the black
box functions can be guessed and validated in time exponen-
tial to the number of black box inputs.
X
F
𝑡1
𝑡2
𝐷1
𝐷2
G
Z
𝑧1
𝑧2
  
Figure 2. Circuit for the equivalence checking of probabilistic
partial design.
To show completeness in the NEXPTIME complexity class,
we reduce the known NEXPTIME-complete DSSAT problem
to the probabilistic partial design problem, similar to the con-
struction in [10]. Given a DSSAT instance, it can be reduced
to a probabilistic partial design instance in polynomial time
as follows. Without loss of generality, consider the DSSAT
formula of Eq. (4). We create a probabilistic partial design in-
stance by letting the specificationG be a tautology and letting
CF be a probabilistic design with black boxes, which involves
primary inputs x1, . . . ,xn and black box outputs y1, . . . ,ym
to compute the matrix ϕ. The driving inputs of the black box
output yj is specified by the dependency set Dyj in Eq. (4),
and the probability for primary input xi to evaluate to ⊤ is set
to pi . The original DSSAT formula is satisfiable with respect
to a target satisfying probability θ if and only if there exist
implementations of the black boxes such that the resultant cir-
cuit composed with the black box implementations behaves
like a tautology with respect to the required expectation θ . □
On the other hand, the probabilistic partial design problem
can be encoded with the following DSSAT formula
R
X ,
R
Z ,∀Y ,∃T (D).(Y ≡ E(X )) → (F (X ,Z ,T ) ≡ G(X )), (8)
where the primary input variables are randomly quantified
with probability pxi of xi ∈ X and the error-triggering aux-
iliary input variables Z are randomly quantified according
to the pre-specified error rates of the erroneous gates in CF .
Notice that the above DSSAT formula takes advantage of the
extension with universal quantifiers as discussed previously.
In approximate design, a circuit implementation may devi-
ate from its specification by a certain extent. The amount of
deviation can be characterized in a way similar to the error
probability calculation in probabilistic design. For approxi-
mate partial design, the equivalence checking problem can be
Nian-Ze Lee and Jie-Hong R. Jiang
expressed in the DSSAT formula
R
X ,∀Y ,∃T (D).(Y ≡ E(X )) → (F (X ,T ) ≡ G(X )), (9)
which differs from Eq. (8) only in requiring no auxiliary in-
puts. The probabilities of the randomly quantified primary
input variables are determined by the approximation crite-
ria in measuring the deviation. For example, when all the
input assignments are of equal weight, the probabilities of the
primary inputs are all set to 0.5.
We note that as the engineering change order (ECO) prob-
lem [13] heavily relies on partial design equivalence checking,
the above DSSAT formulations provide fundamental bases
for ECOs of probabilistic and approximate designs.
6 Reducing Dec-POMDP to DSSAT
In this section we demonstrate the descriptive power of DSSAT
to model NEXPTIME-complete problems by constructing a
polynomial-time reduction from Dec-POMDP to DSSAT. Our
reduction is an extension of that from POMDP to SSAT pro-
posed in [31].
In essence, given a Dec-POMDP M, we will construct in
polynomial time a DSSAT formula Φ such that there is a joint
policy ®π for M with valueV ( ®π ) if and only if there is a set of
Skolem functions F for Φ with satisfying probability Pr[Φ|F],
such that V ( ®π ) = Pr[Φ|F].
First we introduce the variables used in construction of the
DSSAT formula and their domains. To improve readability,
as in [31] we allow a variable x to take values from a finite set
U = {x1, . . . ,xK }. Under this setting, a randomized quantifier
R
over variable x specifies a distribution Pr[x ≡ xi ] for each
xi ∈ U . We also define a scaled reward function:
r (s, ®a) = ρ(s, ®a) −mins ′, ®a′ ρ(s
′, ®a′)∑
s ′′, ®a′′[ρ(s ′′, ®a′′) −mins ′, ®a′ ρ(s ′, ®a′)]
such that r (s, ®a) forms a distribution over all pairs of s and
®a, i.e., ∀s, ®a.r (s, ®a) ≥ 0 and ∑s, ®a r (s, ®a) = 1. We will use the
following variables:
• x ts ∈ S: the state at stage t ,
• x i,ta ∈ Ai : the action taken by agent i at stage t ,
• x i,to ∈ Oi : the observation received by agent i at stage
t ,
• x tr ∈ S × (A1 × . . . ×An): the reward earned at stage t ,
• x tT ∈ S: transition distribution at stage t ,• x tΩ ∈ O1 × . . . ×On : observation distribution at stage t ,• x tp ∈ B: used to sum up rewards across stages.
We represent elements in the sets S , Ai , and Oi by inte-
gers, i.e., S = {0, 1, . . . , |S | − 1}, etc., and use indices s, ai ,
and oi to iterate through them, respectively. On the other
hand, a special treatment is required for variables x tr and x
t
Ω,
as they range over Cartesian products of several sets. We
will give a unique number to an element in a product set
as follows. Consider ®Q = Q1 × . . . × Qn , where each Qi is
a finite set. An element ®q = (q1, . . . ,qn) ∈ ®Q is numbered
by N (q1, . . . ,qn) = ∑ni=1 qi (∏i−1j=1 |Q j |). In the following con-
struction, variables x tr and x
t
Ω will take values from the num-
bers given to the elements in S × ®A and ®O by Nr (s, ®a) and
NΩ(®o), respectively.
We begin by constructing a DSSAT formula for a Dec-
POMDP with h = 1. Under this setting, the derivation of the
optimal joint policy is simplified to finding an action for each
agent such that the expectation value of the reward function
is maximized, i.e.,
®a∗ = argmax
®a∈ ®A
∑
s ∈S
∆0(s)r (s, ®a)
The DSSAT formula below encodes the above equation:
R
x0s ,
R
x0r ,∃x1,0a (Dx 1,0a ), . . . ,∃xn,0a (Dxn,0a ).ϕ,
where in the prefix the distribution of x0s follows Pr[x0s ≡
s] = ∆0(s), the distribution of x0r follows Pr[x0r ≡ Nr (s, ®a)] =
r (s, ®a), each Dx i,0a = ∅, and the matrix
ϕ =
∧
s ∈S
∧
®a∈ ®A
[x0s ≡ s ∧
∧
i ∈I
x i,0a ≡ ai → x0r ≡ Nr (s, ®a)].
As the existentially quantified variables have no dependency
on randomly quantified variable, the DSSAT formula is effec-
tively an exist-random quantified SSAT formula.
For an arbitrary Dec-POMDP with h > 1, we follow the
two steps proposed in [31], namely policy selection and pol-
icy evaluation, and adapt the policy selection step for the
multiagent setting in Dec-POMDP.
Agent i’s policy is selected by the prefix of the SSAT for-
mula proposed in [31]:
∃x i,0a , Rx0p , Rx i,0o , . . . ,∃x i,h−2a , Rxh−2p , Rx i,h−2o ,∃x i,h−1a , Rxh−1p .
In the above quantification, variable x tp is introduced to sum
up rewards earned at different stages. It takes values from
B, and follows a uniform distribution, i.e., Pr[x tp ≡ ⊤] =
Pr[x tp ≡ ⊥] = 0.5. As proposed in [31], when x tp ≡ ⊥, the
process is stopped and the reward at stage t is earned; when
x tp ≡ ⊤, the process is continued to stage t + 1. Note that
variables {x tp } are shared across all agents. With the help of
variable x tp , rewards earned at different stages are summed
up with an equal weight 2−h . Variable x i,to also follows a
uniform distribution Pr[x i,to ≡ oi ] = |Oi |−1, which scales the
satisfying probability by |Oi |−1 at each stage. Therefore, we
need to re-scale the satisfying probability accordingly in order
to obtain the correct satisfying probability corresponding to
the value of a joint policy. The scaling factor will be derived
in the proof of Theorem 3.
As there are n agents, and each agent’s actions can only
depend on its own observation history, for the selection of a
joint policy it is not obvious how to combine the quantifica-
tion, i.e., the selection of a policy, of each agent into a linearly
ordered prefix required by SSAT, without suffering an expo-
nential translation cost. On the other hand, DSSAT allows to
specify the dependency of an existentially quantified variable
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freely and is suitable to encode the selection of a joint policy.
In the prefix of the DSSAT formula, variable x i,ta depends on
Dx i,ta = {x
i,0
o , . . . ,x
i,t−1
o ,x
0
p , . . . ,x
t−1
p }.
Next, the policy evaluation step is exactly the same as that
in [31]. The following quantification computes the value of a
joint policy:
R
x ts ,
R
x tr , t = 0, . . . ,h − 1
R
x tT ,
R
x tΩ, t = 0, . . . ,h − 2
Variables x ts follow a uniform distribution Pr[x ts ≡ s] = |S |−1
except for variable x0s , which follows the initial distribution
specified by Pr[x0s ≡ s] = ∆0(s); variables x tr follow the dis-
tribution of the reward function Pr[x tr ≡ Nr (s, ®a)] = r (s, ®a);
variables x tT follow the state transition distribution Pr[x tTs, ®a ≡
s ′] = T (s, ®a, s ′); variables x tΩ follow the observation distribu-
tion Pr[x tΩs′, ®a ≡ NΩ(®o)] = Ω(s ′, ®a, ®o). Note that these variables
encode the random mechanism of a Dec-POMDP and are hid-
den from agents. That is, variables x i,ta do not depend on the
above variables.
The CNF formulas to encodeM are as follows. Formula 10
encodes that when x tp ≡ ⊥, i.e., the process is stopped, the
observation x i,to and next state x t+1s are set to a preserved
value 0, and x t+1p ≡ ⊥. Formula 11 ensures the process is
stopped at the last stage. Formula 12 ensures the reward at the
first stage is earned when the process is stopped, i.e., x0p ≡ ⊥.
Formula 13 requires the reward at stage t > 0 is earned when
x t−1p ≡ ⊤ and x tp ≡ ⊥. Formula 14 encodes the transition
distribution from state s to state s ′ given actions ®a are taken.
Formula 15 encodes the observation distribution to receive
observation ®o under the situation that state s ′ is reached after
actions ®a are taken.
The correctness of the proposed reduction from Dec-POMDP
to DSSAT is stated in the following theorem.
Theorem 3. In the above reduction from a Dec-POMDP
M to a DSSAT formula Φ, there exists a joint policy ®π for
M with value V ( ®π ) if and only if there is a set of Skolem
functions F for Φ with satisfying probability Pr[Φ|F], such
that V ( ®π ) = Pr[Φ|F].
Proof. We prove this statement by induction over the planning
horizon h.
First, consider an arbitrary Dec-POMDP M with h = 1.
For the “only if” direction, consider a joint policy ®π for M
which specifies ®a = (a1, . . . ,an)where agent i will take action
ai . For this joint policy, the value is computed as V ( ®π ) =∑
s ∈S ∆0(s)r (s, ®a). Based on ®π , we derive a set of Skolem
functions F where x i,0a = ai for each i ∈ I . To compute
Pr[Φ|F], we cofactor the matrix with F and arrive at the
following CNF formula:∧
s ∈S
[x0s , s ∨ x0r ≡ Nr (s, ®a)],
and the satisfying probability of Φ with respect to F is
Pr[Φ|F] =
∑
s ∈S
Pr[x0s ≡ s] Pr[x0r ≡ Nr (s, ®a)]
=
∑
s ∈S
∆0(s)r (s, ®a) = V ( ®π )
Note in the above argument, only equalities are involved,
and hence can be reversed to prove the “if” direction.
For the induction step, assume that the statement holds for
any Dec-POMDP with a planning horizon of h > 1. For a
Dec-POMDP with a planning horizon of h+1, consider a joint
policy ®πh+1 with value V ( ®πh+1). Note that as a joint policy is
a mapping from observation histories to actions, we can build
a corresponding set of Skolem functions Fh+1 to simulate
joint policy ®πh+1 for the DSSAT formula. The derivation
of satisfying probability with respect to Fh+1 is shown on
the next page. Note that to obtain the correct value of the
joint policy, we need to re-scale the satisfying probability
by a scaling factor κh+1 = 2h+1(| ®O | |S |)h . As Pr[Φ|Fh+1 ] =
V ( ®πh+1), the theorem is proved according to the principle of
mathematical induction. □
6.1 Discussion
Below we count the numbers of variables and clauses in the
resulting DSSAT formula with respect to the input size of
the given Dec-POMDP. For one stage, there are 3 + 2(|I | +
|S | | ®A|) variables, and therefore in total the number of vari-
ables is O(h(|I | + |S | |A|)) asymptotically. On the other hand,
the number of clauses per stage is 2 + |I | + |S | | ®A| + |S |2 | ®A| +
|S | | ®A| | ®O |, and hence the total number of clauses is O(h(|I | +
|S | | ®A|(|S | + | ®O |)). Overall, we show that the proposed reduc-
tion is polynomial-time with respect to the input size of the
Dec-POMDP.
6.2 Example
Here we use a Dec-POMDP with two agents and planning
horizon h = 2 as an example to illustrate how the constructed
DSSAT formula encodes the derivation of the value of a joint
policy. Given a joint policy (π1,π2) for agent 1 and 2, let the
actions taken at t = 0 be ®a0 = (a01,a02) and the actions taken at
t = 1 under certain observations ®o0 = (o01,o02) be ®a1 = (a11,a12).
The value of this joint policy is computed by the Bellman
equation in Eq. (3) as
V (π ) =
∑
s0∈S
∆0(s0)[r (s0, ®a0)
+
∑
®o0∈ ®O
∑
s1∈S
T (s0, ®a0, s1)Ω(s1, ®a0, ®o0)r (s1, ®a1)].
The decision tree to solve the converted DSSAT formula
is shown in Figure 3. At t = 0, after taking actions ®a0,
variable x0p splits into two cases: when x
0
p ≡ ⊥, i.e., the
left branch, the expected reward ∆0(s0)r (s0, ®a0) to start from
state s0 and take actions ®a0 will be earned for t = 0; on the
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∧
0≤t ≤h−2
[x tp ≡ ⊥ →
∧
i ∈I
x i,to ≡ 0 ∧ x t+1s ≡ 0 ∧ x t+1p ≡ ⊥] (10)
xh−1p ≡ ⊥ (11)∧
s ∈S
∧
®a∈ ®A
[x0p ≡ ⊥ ∧ x0s ≡ s ∧
∧
i ∈I
x i,0a ≡ ai → x0r ≡ Nr (s, ®a)] (12)∧
1≤t ≤h−1
∧
s ∈S
∧
®a∈ ®A
[x t−1p ≡ ⊤ ∧ x tp ≡ ⊥ ∧ x ts ≡ s ∧
∧
i ∈I
x i,ta ≡ ai → x tr ≡ Nr (s, ®a)] (13)∧
0≤t ≤h−2
∧
s ∈S
∧
®a∈ ®A
∧
s ′∈S
[x tp ≡ ⊤ ∧ x ts ≡ s ∧
∧
i ∈I
x i,ta ≡ ai ∧ x t+1s ≡ s ′ → x tTs, ®a ≡ s ′] (14)∧
0≤t ≤h−2
∧
s ′∈S
∧
®a∈ ®A
∧
®o∈ ®O
[x tp ≡ ⊤ ∧ x t+1s ≡ s ′ ∧
∧
i ∈I
x i,ta ≡ ai ∧
∧
i ∈I
x i,to ≡ oi → x tΩs′, ®a ≡ NΩ(®o)] (15)
Pr[Φ|Fh+1 ] =
2∑
v0, ...,vh
| ®O |∑
®o0, ..., ®oh−1
|S |∑
s0, ...,sh
h∏
t=0
Pr[x tp ≡ vt ,x ts ≡ st , ®x to ≡ ®ot ,x tr ]
h−1∏
t=0
Pr[x tT ,x tΩ |x tp ≡ vt ,x ts ≡ st , ®x to ≡ ®ot ]
= 2−(h+1)
h+1∑ˆ
t=1
| ®O |∑
®o0, ..., ®o tˆ−2
|S |∑
s0, ...,s tˆ−1
tˆ−1∏
t=0
Pr[x ts ≡ st , ®x to ≡ ®ot ,x tr ]
tˆ−2∏
t=0
Pr[x tT ,x tΩ |vt , st , ®ot ]
= 2−(h+1) | ®O |−h
h+1∑ˆ
t=1
| ®O |∑
®o0, ..., ®o tˆ−2
|S |∑
s0, ...,s tˆ−1
tˆ−1∏
t=0
Pr[x ts ≡ st ,x tr ]
tˆ−2∏
t=0
Pr[x tT ,x tΩ |vt , st , ®ot ]
= 2−(h+1)(| ®O | · |S |)−h
h+1∑ˆ
t=1
| ®O |∑
®o0, ..., ®o tˆ−2
|S |∑
s0, ...,s tˆ−1
Pr[x0s ≡ s0]
tˆ−1∏
t=0
Pr[x tr ]
tˆ−2∏
t=0
Pr[x tT ,x tΩ |vt , st , ®ot ]
= 2−(h+1)(| ®O | · |S |)−h
h+1∑ˆ
t=1
| ®O |∑
®o0, ..., ®o tˆ−2
|S |∑
s0, ...,s tˆ−1
Pr[x0s ≡ s0] Pr[x tˆ−1r ]
tˆ−2∏
t=0
Pr[x tT ,x tΩ |vt , st , ®ot ]
= κ−1h+1
h+1∑ˆ
t=1
| ®O |∑
®o0, ..., ®o tˆ−2
|S |∑
s0, ...,s tˆ−1
∆0(s0)r (s tˆ−1, ®atˆ−1)
tˆ−2∏
t=0
T (st , ®at , st+1)Ω(st+1, ®at , ®ot )
= κ−1h+1
∑
s0∈S
∆0(s0)(r (s0, ®a0) +
∑
®o0∈ ®O
∑
s1∈S
T (s0, ®a0, s1)Ω(s1, ®a0, ®o0) Pr[Φ|Fh ])
= κ−1h+1
∑
s0∈S
∆0(s0)(r (s0, ®a0) +
∑
®o0∈ ®O
∑
s1∈S
T (s0, ®a0, s1)Ω(s1, ®a0, ®o0)V ( ®πh))(by induction hypothesis)
= κ−1h+1V ( ®πh+1)(by Eq. (3))
other hand, when x0p ≡ ⊤, observation ®o0 is received, based
on which the agents will select their actions ®a1 at t = 1.
Again, variable x1p will split into two cases, but this time
x1p is forced to be ⊥ as it is the last stage. The expected re-
ward ∆0(s0)T (s0, ®a0, s1)Ω(s1, ®a0, ®o0)r (s1, ®a1) to start from state
s0, transit to s1 with actions ®a0 and receive observations ®o0,
and take actions ®a1 in state s1 will be earned under the branch
of x1p ≡ ⊥ for t = 1. Note that the randomized quantifiers over
variables x tp , x
t
s , and x
t
o will scale the satisfying probability by
the factors labelled on the edges, respectively. Therefore, to
obtain the correct value of the joint policy we have to re-scale
the satisfying probability by 22 |S | |O1×O2 |, which is predicted
by the scaling factor κh = 2h(| ®O | |S |)h−1 for h > 1, calculated
in the proof of Theorem 3.
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∃x1,0a x2,0a
R
x0p
R
x1,0o x
2,0
o
∃x1,1a x2,1a
R
x1p
0RxsxrxTxΩ
......∆0(s0)T (s0, ®a0, s1)Ω(s1, ®a0, ®o0)r (s1, ®a1)
1
|S |
0.5 0.5
®a1 = (a11,a12)
...∃x1,1a x2,1a
1
|O1×O2 | ®o0 = (o01,o02)
R
x1,0o x
2,0
o
· · · 00 · · ·∃x1,1a x2,1a
R
x1p
0RxsxrxTxΩ
............∆0(s0)r (s0, ®a0)
1
|S |
0.5 0.5
1
|O1×O2 |
0.5 0.5
®a0 = (a01,a02)
Figure 3. The decision tree of a Dec-POMDP example with two agents and h = 2.
7 Conclusions
In this paper, we extended DQBF to its stochastic variant
DSSAT, and proved its NEXPTIME-complete complexity.
Compared to the PSPACE-complete SSAT, DSSAT is more
powerful to succinctly model NEXPTIME-complete decision
problems with uncertainty. The new formalism can be useful
in applications such as artificial intelligence and system de-
sign. Specifically, we demonstrated the DSSAT formulation
of probabilistic and approximate partial designs, and gave a
polynomial-time reduction from the NEXPTIME-complete
Dec-POMDP to DSSAT. We envisage the potential broad ap-
plications of DSSAT and plan solver development for future
work.
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