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REGULARITY FOR VARIATIONAL PROBLEMS IN THE
HEISENBERG GROUP
XIAO ZHONG
Abstract. We study the regularity of minima of scalar variational integrals of
p-growth, 1 < p <∞, in the Heisenberg group.
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1. Introduction
In this paper, we study the regularity of minima of scalar variational integrals in
the Heisenberg group Hn, n ≥ 1. We consider the variational problem
(1.1) I(u) =
∫
Ω
f(Xu) dx.
Here Ω is a domain in Hn, u : Ω→ R is a function and Xu = (X1u,X2u, . . . , X2nu)
its horizontal gradient. The convex integrand function f ∈ C2(R2n;R) is of p-growth,
1 < p <∞. It satisfies the following growth and ellipticity conditions
(1.2)
(δ + |z|2) p−22 |ξ|2 ≤ 〈D2f(z)ξ, ξ〉 ≤ L(δ + |z|2) p−22 |ξ|2;
|Df(z)| ≤ L(δ + |z|2) p−12
for all z, ξ ∈ R2n, where δ ≥ 0, L ≥ 1 are constants.
The natural domain of variational problem (1.1) is the horizontal Sobolev space
HW 1,p(Ω), see Section 2 for the definition. By the direct method in Calculus of
Variations, we can easily prove the existence of minimizers in HW 1,p(Ω) with pre-
scribed boundary value for functional (1.1) under the structure condition (1.2). The
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corresponding Euler-Lagrange equation of (1.1) is
(1.3) divH
(
Df(Xu)
)
=
2n∑
i=1
Xi
(
Dif(Xu)
)
= 0.
where Df = (D1f,D2f, . . . , D2nf) is the Euclidean gradient of f . It is easy to see
that a function in HW 1,p(Ω) is a local minimizer of (1.1) if and only if it is a weak
solution of equation (1.3), see Section 2 for the definitions of local minimizers and
weak solutions.
A typical example of (1.1) is the following p-energy functional
(1.4) I(u) =
∫
Ω
(
δ + |Xu|2) p2 dx
for a constant δ ≥ 0. The corresponding Euler-Lagrange equation is the non-
degenerate p-Laplacian equation
(1.5) divH
((
δ + |Xu|2) p−22 Xu) = 0,
when δ > 0, and the p-Laplacian equation
(1.6) divH
(|Xu|p−2Xu) = 0,
when δ = 0. The weak solutions of equation (1.6) are called p-harmonic functions.
There are several interesting cases of values of p. When p = 2, equation (1.6) is
reduced to the Laplacian equation, and the solutions are called harmonic functions.
Equation (1.6) is linear when p = 2; the sum of two harmonic functions is harmonic.
For p different from 2, equation (1.6) is not linear; the sum of two p-harmonic
functions is not a p-harmonic function, in general.
When p = 2n + 2, the Hausdorff dimension of Hn, equation (1.6) is tightly con-
nected with the conformal mappings, and equation (1.3) the quasiconformal map-
pings in the Heisenberg group. We refer these connections and the study of quasi-
conformal mappings in Carnot groups to the work of Kora`nyi and Reimann [28, 29],
Heinonen and Holopainen [22], Capogna [4], and Capogna and Cowling [7]. Other
two interesting cases are p = 1 and p = ∞, which are excluded in this work. We
refer to [5, 6, 1] and the references therein for the study of mean curvature equation
and infinite Laplacian equation in Carnot groups.
The regularity theory for equation (1.3) is well established in the case p = 2.
The study of regularity goes back to the work of Ho¨rmander. The classical paper
[24] of Ho¨rmander treated the linear equation with a general vector fields. We also
mention the remarkable work [19, 18, 27] for the linear equation. We refer to the
monograph [2] for the explosive studies and historic notes for the linear equations
in the Heisenberg group, or more generally in the Carnot groups. In the case p = 2,
when equation (1.3) is not linear, Capogna obtained the Ho¨lder continuity for the
gradient of weak solutions [3, 4], under the structure condition (1.2).
For p 6= 2, equation (1.3) is quasilinear. It is known that the weak solutions
of equation (1.3) are Ho¨lder continuous [8]. Concerning the gradient of the weak
solutions, the partial regularity result (regularity outside a set of measure zero) was
obtained in [10], see also [17]. By the Cordes perturbation techniques, Domokos
and Manfrendi [14, 15] proved the Ho¨lder continuity of the gradient of p-harmonic
functions when p is close to 2. No explicit bound on p was given.
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Other regularity results concerning equation (1.3) for p 6= 2 include the following
ones. Domokos [13] showed that the vertical derivative Tu ∈ Lploc(Ω), if 1 < p < 4,
for the weak solutions u of equation (1.3). He also showed the integrability of second
order horizontal derivatives of u. This extends an earlier result of Marchi [34]. The
Lipschitz continuity of u was obtained in [35] for p in the range [2, 4). This result
is true not only for the non-degenerate case (δ > 0) but also for the degenerate one
(δ = 0). This extends an earlier result of Manfredi and Mingione [33] concerning the
Lipschitz continuity for the non-degenerate case (δ > 0) with p in a smaller range.
Both of the proofs in [33, 35] use Domokos’ result on the integrability of Tu. The
restriction on p, p < 4, was unavoidable.
Now a natural question arises: is there a regularity theory for equation (1.3) in the
Heisenberg group, which is similar to that in the Euclidean setting? This is the case
for p = 2. For p 6= 2, it is well known that weak solutions of equations of type (1.3) in
the Euclidean spaces have Ho¨lder continuous derivatives, see [40, 30, 16, 12, 31, 38].
The sharp Ho¨lder exponent was obtained in [25] for the p-harmonic functions in the
plane. The C1,α regularity is optimal when p ≥ 2.
In this paper, we study the regularity of weak solutions of equation (1.3) both in
the non-degenerate case and in the degenerate case. First, we prove the boundedness
of the horizontal gradient, and hence the Lipschitz continuity of weak solutions for
all 1 < p < ∞. We remark that this result holds both for the non-degenerate case
δ > 0 and for the degenerate one δ = 0.
THEOREM 1.1. Let 1 < p < ∞, δ ≥ 0 and u ∈ HW 1,p(Ω) be a weak solution of
equation (1.3). Then Xu ∈ L∞loc(Ω;R2n). Moreover, for any ball B2r ⊂ Ω, we have
that
(1.7) sup
Br
|Xu| ≤ c
(
−
∫
B2r
(
δ + |Xu|2)p2 dx) 1p ,
where c > 0 depends only on n, p, L.
Corollary 1.1. Let 1 < p < ∞, δ ≥ 0 and u ∈ HW 1,p(Ω) be a weak solution of
equation (1.3). Then u is locally Lipschitz continuous in Ω. Moreover, for any ball
B2r ⊂ Ω, we have that
(1.8) |u(x)− u(y)| ≤ c
(
−
∫
B2r
(
δ + |Xu|2)p2 dz) 1pd(x, y)
for all x, y ∈ Br, where c > 0 depends only on n, p, L.
Here and in the following, the ball Br is defined with respect to the Carnot-
Carathe`odory metric (CC-metric) d; B2r is the double size ball with the same center,
see Section 2 for the definitions.
Second, we show that the horizontal gradient of weak solutions of equation (1.3)
is Ho¨lder continuous when p ≥ 2.
THEOREM 1.2. Let 2 ≤ p < ∞, δ ≥ 0 and u ∈ HW 1,p(Ω) be a weak solution of
equation (1.3). Then the horizontal gradient Xu is Ho¨lder continuous. Moreover,
there is a positive exponent α = α(n, p, L) ≤ 1 such that for any ball Br0 ⊂ Ω and
any 0 < r ≤ r0, we have
(1.9) max
1≤l≤2n
oscBrXlu ≤ c
( r
r0
)α(
−
∫
Br0
(
δ + |Xu|2) p2 dx) 1p ,
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where c > 0 depends only on n, p, L.
This leaves open the Ho¨lder continuity of horizontal gradient of weak solutions
for equation (1.3) in the case 1 < p < 2. Our approach does not work for this case.
It seems that it requires new ideas to handle this case.
We comment on our proofs of Theorem 1.1 and Theorem 1.2. We first prove the
theorems for the case δ > 0, and then for the case δ = 0 by an approximation
argument. The crucial point is that in the estimates (1.7) and (1.9), the constants
c and the exponent α are independent of δ. We prove Theorem 1.1 in Section 3 and
Theorem 1.2 in Section 4, under the supplementary assumption that the solution u
is Lipschitz continuous. This additional assumption is removed by the Hilbert-Haar
existence theory for functional (1.1) in Section 5. One good point to make this
supplementary assmption is that we have enough regularity for the solution u to
carry out all of our proofs. Our proofs do not involve the difference quotient.
We use Moser’s iteration to prove the Lipschitz continuity of u. The essential point
is to prove a Caccioppoli type inequality for Xu in Theorem 3.1. It is an analogous
version of that in the setting of Euclidean spaces. This is somehow surprising, since
the vertical derivative Tu is not involved. We should compare it with the usual
version, Lemma 3.4, where Tu is involved. The reason that we can remove the
item involving Tu is due to the reverse inequality for Tu, obtained in Lemma 3.5.
Roughly speaking, Lemma 3.5 shows that the vertical derivative Tu, comparing with
XXu, is somehow small. We have a good control on Tu. This opens a way to handle
the quasilinear elliptic equations and systems in the Heisenberg group.
We use De Giorgi’s method to prove the Ho¨lder continuity of Xu, which is similar
to the approach by DiBenedetto [12]. One crucial point is to obtain the Caccioppoli
inequality in Lemma 4.3, which is based on the integrability of Tu in Corollary 3.2
and on the repeating applications of the equation for Tu.
The ideas in this paper can be also applied to study the regularity of minima of
vectorial variational integrals of the following form
I(u) =
∫
Ω
g(|Xu|) dx,
where u : Ω → RN , N > 1, is a vector valued function and g : [0,∞) → R is of
p-growth.
Finally, we remark that the regularity results for the functional (1.1) in this paper
can be applied to study more general functionals like
I(u) =
∫
Ω
f(x, u,Xu) dx,
where f : R2n+1 × R× R2n → R satisfies suitable growth and ellipticity conditions.
We refer to [32] for this kind of treatments in the setting of Euclidean spaces.
2. Preliminaries
In this section, we fix our notation and introduce the Heisenberg group Hn and
the sub-elliptic equations.
Throughout this paper, we denote by c a positive constant, that may vary from
line to line. Except explicitly being specified, it depends only on the dimension n
of the Heisenberg group that we work with, and on the constants p and L in the
structure condition (1.2). But, it does not depend on δ in (1.2).
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2.1. Heisenberg group Hn. We identify the Heisenberg group Hn with the Eu-
clidean space R2n+1, n ≥ 1. The group multiplication is given by
xy = (x1 + y1, . . . , x2n + y2n, t+ s+
1
2
n∑
i=1
(xiyn+i − xn+iyi))
for points x = (x1, . . . , x2n, t), y = (y1, . . . , y2n, s) ∈ Hn. The left invariant vector
fields corresponding to the canonical basis of the Lie algebra are
Xi = ∂xi −
xn+i
2
∂t, Xn+i = ∂xn+i +
xi
2
∂t,
and the only non-trivial commutator
T = ∂t = [Xi, Xn+i] = XiXn+i −Xn+iXi
for 1 ≤ i ≤ n. We call X1, X2, . . . , X2n horizontal vector fields and T the vertical
vector field. We denote by X = (X1, X2, . . . , X2n) the horizontal gradient. The
second horizontal derivatives are given by the horizontal Hessian XXu of a function u,
with entries Xi(Xju), i, j = 1, . . . , 2n. Note that it is not symmetric, in general. The
standard Euclidean gradient of a function v in Rk is denoted byDv = (D1v, . . . , Dkv)
and the Hessian matrix by D2v.
The Haar measure in Hn is the Lebesgue measure of R2n+1. We denote by |E| the
Lebesgue measure of a measurable set E ⊂ Hn and by
−
∫
E
f dx =
1
|E|
∫
E
f dx
the average of an integrable function f over set E.
In this paper, all of the balls Bρ(x) = {y ∈ Hn : d(y, x) < ρ} are defined with
respect to the Carnot-Carathe`odory metric (CC-metric) d. The CC-distance of two
points in Hn is the length of the shortest horizontal curve joining them. The CC-
metric is equivalent to the Kora`nyi metric
dHn(y, x) = || x−1y || Hn
by the Kora`nyi gauge for x = (x1, . . . , x2n, t)
|| x || 2
Hn
=
2n∑
i=1
x2i + |t|.
Since these two metrics are equivalent, we may state our theorems in Section 1 by
the Kora`nyi balls Kρ(x) = {y ∈ Hn : dHn(y, x) < ρ}.
The horizontal Sobolev space HW 1,p(Ω), 1 ≤ p < ∞,Ω ⊂ Hn, consists of func-
tions u ∈ Lp(Ω) such that the horizontal distribution gradient Xu is also in Lp(Ω).
HW 1,p(Ω) is a Banach space with respect to the norm
|| u || HW 1,p(Ω) = || u || Lp(Ω) + ||Xu || Lp(Ω).
HW 1,p0 (Ω) is the closure of C
∞
0 (Ω) in HW
1,p(Ω) with this norm. In an obivous way,
we define the local space HW 1,ploc (Ω). The following Sobolev imbedding theorem is
important for the Moser iteration.
THEOREM 2.1. Let 1 ≤ q < Q = 2n + 2. For all u ∈ HW 1,q0 (Br), Br ⊂ Hn, we
have
(2.1)
(
−
∫
Br
|u| QqQ−q dx
)Q−q
Qq ≤ cr
(
−
∫
Br
|Xu|q dx
) 1
q
,
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where c = c(n, q) > 0.
2.2. Sub-elliptic equations. Suppose that the integrand function f of the func-
tional (1.1) satisfies (1.2). It is easy to prove that (1.2) implies the strong mono-
tonicity
(2.2) 〈Df(z)−Df(w), z − w〉 ≥ 1
L
(
δ + |z|2 + |w|2)p−22 |z − w|2,
and therefore the ellipticity condition
(2.3) 〈Df(z), z〉 ≥ 1
L
(
δ + |z|2) p−22 |z|2 − Lδ p2 ,
for all z, w ∈ R2n. Here L > 0 is a constant, depending only on p and L.
We say a function u ∈ HW 1,p(Ω) is a weak solution of equation (1.3) if∫
Ω
〈Df(Xu),Xϕ〉 dx = 0
for all ϕ ∈ C∞0 (Ω). It is easy to prove that u is a weak solution of equation (1.3) if
and only if it is a local minimizer of functional (1.1), that is,∫
Ω
f(Xu) dx ≤
∫
Ω
f(Xu+ Xϕ) dx
for all ϕ ∈ C∞0 (Ω). By the strong monotonicity (2.2), it is easy to prove that the
solution to the following Dirichlet problem is unique{
divH
(
Df(Xu)
)
= 0 in Ω;
u− φ ∈ HW 1,p0 (Ω),
where φ ∈ HW 1,p(Ω) is given. It is also easy to prove the following comparison
principle: let u, v ∈ HW 1,p(Ω) be weak solutions of equation (1.3). If u ≥ v on ∂Ω
in the sense of Sobolev, then we have u ≥ v a.e. in Ω.
3. Lipschitz continuity
In this section, we prove Theorem 1.1 for the case δ > 0 under the additional
assumption that the weak solution is Lipschitz continuous. This section has three
subsections. We prove several Caccioppoli type inequalities for the horizontal gradi-
ent and the vertical derivative in the first subsection. The second subsection contains
the main lemma, from which Theorem 3.1 follows. The proofs of Theorem 3.1 and
Theorem 1.1 are given in the last subsection.
Throughout this section, u ∈ HW 1,p(Ω) is a weak solution of equation (1.3) satis-
fying the structure condition (1.2) with δ > 0. We make the following supplementary
assumption: Xu is bounded in Ω, that is,
(3.1) ||Xu || L∞(Ω) ≤M
for a constant M > 0. We remark here that in Section 5 we will remove this
assumption. Under this additional assumption, it follows from (1.2) that f satisfies
(3.2)
1
ν
|ξ|2 ≤ 〈D2f(Xu)ξ, ξ〉 ≤ ν|ξ|2;
|Df(Xu)| ≤ ν(1 + |Xu|)
for all ξ ∈ R2n, where ν > 0 is a constant, depending on p, L, δ,M .
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Now, we can apply Capogna’s results in [3]. Theorem 1.1 and Theorem 3.1 of [3]
show that Xu and Tu are Ho¨lder continuous in Ω, and that
(3.3) Xu ∈ HW 1,2loc (Ω;R2n), Tu ∈ HW 1,2loc (Ω) ∩ L∞loc(Ω).
The above regularity is enough for us to carry out all of the proofs in this section.
We should keep (3.3) in the mind. We remark here that the constants M and ν do
not enter all of the estimates in this section. Because of this fact, we are able to
remove the supplementary assumption (3.1) in Section 5.
3.1. Caccioppoli type inequalities. The following two lemmas are straight for-
ward; the proofs are easy. For the sake of completeness, we give the proofs here.
Lemma 3.1. Let vl = Xlu, l = 1, 2, . . . , n. Then vl is a weak solution of
(3.4)
2n∑
i,j=1
Xi
(
DjDif(Xu)Xjvl
)
+
2n∑
i=1
Xi
(
Dn+lDif(Xu)Tu
)
+ T
(
Dn+lf(Xu)
)
= 0;
Let vn+l = Xn+lu, l = 1, 2, . . . , n. Then vn+l is a weak solution of
(3.5)
2n∑
i,j=1
Xi
(
DjDif(Xu)Xjvn+l
)− 2n∑
i=1
Xi
(
DlDif(Xu)Tu
)− T (Dlf(Xu)) = 0;
Proof. We only prove (3.4). The proof of (3.5) is similar. Let ϕ ∈ C∞0 (Ω) and fix
l ∈ {1, 2, . . . , n}. We use Xlϕ as a test-function in (1.3) and obtain that∫
Ω
2n∑
i=1
Dif(Xu)XiXlϕdx = 0.
Note that XlXi − XiXl = 0 if i 6= n + l and that XlXn+l − Xn+lXl = T . Then
integration by parts yields
(3.6)
0 =
∫
Ω
2n∑
i=1
Dif(Xu)XlXiϕdx−
∫
Ω
Dn+lf(Xu)Tϕ dx
=−
∫
Ω
2n∑
i=1
Xl(Dif(Xu))Xiϕdx+
∫
Ω
T (Dn+lf(Xu))ϕdx,
which, together with
2n∑
i=1
Xl(Dif(Xu)) =
2n∑
i,j=1
DjDif(Xu)XjXlu+
2n∑
i=1
Dn+lDif(Xu)Tu,
proves the lemma. 
Lemma 3.2. Tu is a weak solution of
(3.7)
2n∑
i,j=1
Xi
(
DjDif(Xu)Xj(Tu)
)
= 0.
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Proof. Let ϕ ∈ C∞0 (Ω). Then∫
Ω
2n∑
i,j=1
DjDif(Xu)Xj(Tu)Xiϕdx =
∫
Ω
2n∑
i=1
T
(
Dif(Xu)
)
Xiϕdx
= −
∫
Ω
2n∑
i=1
Dif(Xu)Xi(Tϕ) dx = 0,
which proves the lemma. The second equality follows from integration by parts, and
the third from the fact that u is a weak solution of equation (1.3). 
We need the following Caccioppoli inequality for Tu. It was proved in [33] by the
difference quotient. Since we have the regularity assumption (3.3), we can prove it
directly without using the difference quotient. The proof is standard and easy. We
provide a proof in the Appendix for the readers’ convenience.
Lemma 3.3. For any β ≥ 0 and all η ∈ C∞0 (Ω), we have∫
Ω
η2
(
δ + |Xu|2)p−22 |Tu|β|XTu|2 dx ≤ c
(β + 1)2
∫
Ω
|Xη|2(δ + |Xu|2) p−22 |Tu|β+2 dx.
where c = c(n, p, L) > 0.
We also need the following Caccioppoli type inequality for Xu. Comparing with
the one for Tu in Lemma 3.3, it is much more delicate, mainly due to the non-
commutativity of the horizontal vector fields Xi. When 2 ≤ p < 4, it was proved in
Lemma 5.1 of [35], based on the earlier result in [33]. The proof relies on Domokos’
result on the integrability on Tu: Tu ∈ Lploc(Ω). The proofs there involve the differ-
ence quotient. Again, since we have the regularity assumption (3.3), we can prove
it directly without using difference quotient. We provide a proof in the Appendix.
Lemma 3.4. For any β ≥ 0 and all η ∈ C∞0 (Ω), we have∫
Ω
η2
(
δ + |Xu|2) p−2+β2 |XXu|2 dx ≤c ∫
Ω
(|Xη|2 + |η||Tη|)(δ + |Xu|2) p+β2 dx
+ c(β + 1)4
∫
Ω
η2
(
δ + |Xu|2) p−2+β2 |Tu|2 dx,
where c = c(n, p, L) > 0.
3.2. Main Lemma. The following lemma gives a reverse type inequality for Tu,
from which we obtain the integrability result for Tu. Eventually, Corollary 3.1 allows
us to remove the last integral in Lemma 3.4 to obtain Theorem 3.1. It is crucial
for the proof of the Lipschitz continuity of u. To prove this main lemma, we use a
special test function and we invoke the weak formula (3.6), instead of the equations
(3.4) and (3.5) for Xlu. This allows us to apply Lemma 3.3 to conclude the proof.
Lemma 3.5. For any β ≥ 2 and all non-negative η ∈ C∞0 (Ω), we have∫
Ω
ηβ+2
(
δ + |Xu|2)p−22 |Tu|β|XXu|2 dx
≤ c(β + 1)2||Xη||2L∞
∫
Ω
ηβ
(
δ + |Xu|2) p2 |Tu|β−2|XXu|2 dx,
where c = c(n, p, L) > 0.
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Proof. Let η ∈ C∞0 (Ω) be a non-negative cut-off function. Fix β ≥ 2 and l ∈
{1, 2, . . . , n}. Let ϕ = ηβ+2|Tu|βXlu. We use ϕ as a test function in (3.6). Note
that
Xiϕ = η
β+2|Tu|βXiXlu+ βηβ+2|Tu|β−2TuXluXiTu+ (β + 2)ηβ+1Xiη|Tu|βXlu
and that Xn+lXl = XlXn+l − T . We obtain that
(3.8)
∫
Ω
∑
i
ηβ+2|Tu|βXl
(
Dif(Xu)
)
XlXiu dx
=
∫
Ω
ηβ+2Xl
(
Dn+lf(Xu)
)|Tu|βTu dx
− (β + 2)
∫
Ω
∑
i
ηβ+1|Tu|βXl
(
Dif(Xu)
)
XluXiη dx
+
∫
Ω
ηβ+2T
(
Dn+lf(Xu)
)|Tu|βXlu dx.
− β
∫
Ω
∑
i
ηβ+2|Tu|β−2TuXluXl
(
Dif(Xu)
)
XiTu dx
=I1 + I2 + I3 + I4.
Here and in the following, all of the sums for i are from 1 to 2n. We will estimate
both sides of (3.8) as follows. For the left hand side, the structure condition (1.2)
implies that∫
Ω
∑
i
ηβ+2|Tu|βXl
(
Dif(Xu)
)
XlXiu dx ≥
∫
Ω
ηβ+2
(
δ + |Xu|2)p−22 |Tu|β|XlXu|2 dx.
For the right hand side, we will show that the following estimate is true for each
item.
(3.9)
|Ik| ≤cτ
∫
Ω
ηβ+2
(
δ + |Xu|2)p−22 |Tu|β|XXu|2 dx
+
c(β + 1)2||Xη||2L∞
τ
∫
Ω
ηβ
(
δ + |Xu|2) p2 |Tu|β−2|XXu|2 dx,
for k = 1, 2, 3, 4, where c = c(n, p, L) > 0 and τ > 0 is a constant. By the above
estimates for both sides of (3.8), we end up with∫
Ω
ηβ+2
(
δ + |Xu|2) p−22 |Tu|β|XlXu|2 dx ≤ cτ
∫
Ω
ηβ+2
(
δ + |Xu|2) p−22 |Tu|β|XXu|2 dx
+
c(β + 1)2||Xη||2L∞
τ
∫
Ω
ηβ
(
δ + |Xu|2)p2 |Tu|β−2|XXu|2 dx.
The above inequality is true for all l = 1, 2, . . . , n. Similarly, we can prove that it
is true also for all l = n + 1, . . . , 2n. Then we may sum up these estimates for all
l = 1, 2, · · · , 2n. Now, by choosing τ > 0 small enough, we complete the proof of
the lemma, modulo the proof of (3.9).
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Now we prove (3.9). First, we start with I4. By the structure condition (1.2) and
the Cauchy-Schwarz inequality
|I4| ≤cβ
∫
Ω
ηβ+2
(
δ + |Xu|2)p−12 |Tu|β−1|XlXu||XTu| dx
≤ τ||Xη||2L∞
∫
Ω
ηβ+4
(
δ + |Xu|2) p−22 |Tu|β|XTu|2 dx
+
cβ2||Xη||2L∞
τ
∫
Ω
ηβ
(
δ + |Xu|2) p2 |Tu|β−2|XlXu|2 dx.
We then apply Lemma 3.3 to estimate the first integral in the right hand side. By
Lemma 3.3, we have
(3.10)
∫
Ω
ηβ+4
(
δ + |Xu|2) p−22 |Tu|β|XTu|2 dx
≤c
∫
Ω
ηβ+2|Xη|2(δ + |Xu|2) p−22 |Tu|β+2 dx.
Thus,
(3.11)
|I4| ≤cτ
∫
Ω
ηβ+2
(
δ + |Xu|2)p−22 |Tu|β+2 dx
+
cβ2||Xη||2L∞
τ
∫
Ω
ηβ
(
δ + |Xu|2) p2 |Tu|β−2|XlXu|2 dx.
Note that |Tu| ≤ 2|XXu|. (3.11) implies that I4 satisfies (3.9).
Second, we prove (3.9) for I1. Integration by parts yields
I1 =−
∫
Ω
Dn+lf(Xu)Xl(η
β+2|Tu|βTu) dx
=− (β + 1)
∫
Ω
ηβ+2|Tu|βDn+lf(Xu)XlTu dx
− (β + 2)
∫
Ω
ηβ+1Dn+lf(Xu)Xlη|Tu|βTu dx = I11 + I12.
We will show that (3.9) holds for both I11 and I12. For I11, by Young’s inequality,
|I11| ≤c(β + 1)
∫
Ω
ηβ+2
(
δ + |Xu|2) p−12 |Tu|β|XTu| dx
≤ τ||Xη||2L∞
∫
Ω
ηβ+4
(
δ + |Xu|2) p−22 |Tu|β|XTu|2 dx
+
c(β + 1)2||Xη||2L∞
τ
∫
Ω
ηβ
(
δ + |Xu|2)p2 |Tu|β dx,
which, together with (3.10) and the fact |Tu| ≤ 2|XXu|, implies that (3.9) holds for
I11. For I12, (3.9) follows from
|I12| ≤ c(β + 2)
∫
Ω
ηβ+1|Xη|(δ + |Xu|2) p−12 |Tu|β+1 dx,
and Young’s inequality. This proves that I1 satisfies (3.9), too.
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Third, for I2, we have
I2 ≤ c(β + 2)
∫
Ω
ηβ+1|Xη|(δ + |Xu|2) p−12 |Tu|β|XlXu| dx,
from which, together with Young’s inequality and the fact |Tu| ≤ 2|XXu|, (3.9) for
I2 follows.
Finally, I3 has the same bound as that of I11.
|I3| ≤ c
∫
Ω
ηβ+2
(
δ + |Xu|2) p−12 |Tu|β|XTu| dx.
Thus, I3 satisfies (3.9), too. This completes the proof of (3.9), and hence that of the
lemma. 
By Ho¨lder’s inequality, the following corollary is an easy consequence of Lemma
3.5.
Corollary 3.1. For any β ≥ 2 and all non-negative η ∈ C∞0 (Ω), we have∫
Ω
ηβ+2
(
δ + |Xu|2)p−22 |Tu|β|XXu|2 dx
≤ cβ2 (β + 1)β||Xη||βL∞
∫
Ω
η2
(
δ + |Xu|2) p−2+β2 |XXu|2 dx,
where c = c(n, p, L) > 0.
3.3. Proof of Theorem 1.1. We will prove the following surprising Caccioppoli
type inequality for Xu, from which the Lipschitz continuity of u follows by the
well-known Moser iteration. It is similar to that for weak solutions of Riemannian
elliptic equations. The following theorem is an easy consequence of Lemma 3.4 and
Corollary 3.1.
THEOREM 3.1. Let 1 < p < ∞. Then for any β ≥ 2 and all non-negative
η ∈ C∞0 (Ω), we have that
(3.12)
∫
Ω
η2
(
δ + |Xu|2) p−2+β2 |XXu|2 dx ≤ c(β + 1)10K ∫
spt(η)
(
δ + |Xu|2) p+β2 dx,
where K = ||Xη||2L∞ + ||ηTη||L∞ and c > 0 depends only on n, p, L.
Proof. Our goal is to prove (3.12). By Lemma 3.4, we only need to estimate the
integral
∫
Ω
η2
(
δ + |Xu|2) p−2+β2 |Tu|2 dx. To this end, by Ho¨lder’s inequality,∫
Ω
η2
(
δ + |Xu|2) p−2+β2 |Tu|2 dx
≤
(∫
Ω
ηβ+2
(
δ + |Xu|2) p−22 |Tu|β+2 dx) 2β+2 (∫
spt(η)
(
δ + |Xu|2) p+β2 dx) ββ+2 .
Note that |Tu| ≤ 2|XXu|. We can continue to estimate to first integral in the right
hand side by Corollary 3.1. Then plugging this estimate to the inequality in Lemma
3.4, we obtain by Young’s inequality∫
Ω
η2
(
δ + |Xu|2) p−2+β2 |XXu|2 dx ≤ c(β + 1) 4(β+2)β +2K ∫
spt(η)
(
δ + |Xu|2)p+β2 dx,
where K = ||Xη||2L∞ + ||ηTη||L∞. This proves the theorem. 
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Combining Corollary 3.1 and Theorem 3.1, we obtain the following estimate for
Tu, which is critical for the proof of the Ho¨lder continuity of the horizontal gradient
of solutions in Section 4.
Corollary 3.2. For any β ≥ 2 and all non-negative η ∈ C∞0 (Ω), we have that∫
Ω
ηβ+2
(
δ + |Xu|2) p−22 |Tu|β+2 ≤ c(β)K β+22 ∫
spt(η)
(
δ + |Xu|2)p+β2 dx,
where K = ||Xη||2L∞ + ||ηTη||L∞ and c(β) > 0 depends on n, p, L and β.
Now we give the proof of Theorem 1.1.
Proof of Theorem 1.1. Theorem 1.1 follows from Theorem 3.1 by Moser’s iteration.
The proof is the same as that in the setting of Euclidean spaces, see e.g. proof of
Theorem 3.34 in [23]. We give the outline here. The Caccioppoli inequality (3.12)
and the Sobolev inequality (2.1) yield
(3.13)
(∫
Ω
(
δ + |Xu|2) p+β2 κη2κ dx) 1κ ≤ c(p+ β)12K ∫
spt(η)
(
δ + |Xu|2) p+β2 dx,
for all β ≥ 2 and for non-negative η ∈ C∞0 (Ω), where κ = Q/(Q − 2) = (n + 1)/n,
c = c(n, p, L) > 0 and K = ||Xη||2L∞ + ||ηTη||L∞. Let Br ⊂ Ω and 0 < σ < 1 be
fixed. We define
ri = σr +
(1− σ)r
2i
, βi = (p+ 2)κ
i − p, for i = 0, 1, . . . .
By choosing a standard cut-off function η ∈ C∞0 (Bri) with η = 1 in Bri+1 and letting
β = βi in (3.13), we obtain
(3.14)
(
−
∫
Bri+1
(
δ + |Xu|2)αi+12 dx
) 1
αi+1
≤c 1αi α
12
αi
i 2
i
αi (1− σ)− 2αi
(
−
∫
Bri
(
δ + |Xu|2)αi2 dx
) 1
αi
,
where αi = (p+ 2)κ
i. Iterating the above inequality, we end up with
(3.15) sup
Bσr
(
δ + |Xu|2) 12 ≤ c(1− σ)− Qp+2 (−∫
Br
(
δ + |Xu|2) p+22 dx) 1p+2 ,
for all Br ⊂ Ω and all 0 < σ < 1, where c = c(n, p, L) > 0. Now the estimate (3.15)
hold for all balls Br ⊂ Ω and all 0 < σ < 1. Another iteration argument (see the
proof of Lemma 3.38 in [23]) shows that
(3.16) sup
Bσr
(
δ + |Xu|2) 12 ≤ c(1− σ)−Qq (−∫
Br
(
δ + |Xu|2) q2 dx) 1q ,
for any q > 0, where c = c(n, p, L, q) > 0. We may let q = p. This completes the
proof of Theorem 1.1. 
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4. Ho¨lder continuity of the horizontal gradient
In this section, we assume that p ≥ 2, and we will prove the Ho¨lder continuity
of the horizontal gradient of solutions of equation (1.3) for this range of p, under
the supplementary assumption (3.1). This section is divided into three subsections.
First, we introduce the De Giorgi’s class of functions in the setting of Heisenberg
group in subsection 4.1. Second, we show that the gradient of solutions of equa-
tion (1.3) satisfies a Caccioppoli inequality in subsection 4.2, and finally, we prove
Theorem 1.2 in subsection 4.3.
4.1. De Giorgi’s class of functions. The fundamental work of De Giorgi [11]
showed the local boundedness and Ho¨lder continuity for functions satisfying certain
integral inequalities, nowadays known as De Giorgi’s class of functions. In this
section, we consider this class of functions defined in the Heisenberg group.
Let Bρ0 ⊂ Hn be a ball and k0 ∈ R be a constant. The De Giorgi’s class DG+(Bρ0)
consists of functions v ∈ HW 1,2(Bρ0) ∩ L∞(Bρ0), which satisfy for any balls Bρ′, Bρ
with the same center as Bρ0 and 0 < ρ
′ < ρ ≤ ρ0, and for any k ∈ R, the following
inequality
(4.1)
∫
Bρ′
|X(v − k)+|2 dx ≤ γ
(ρ− ρ′)2
∫
Bρ
|(v − k)+|2 dx+ χ2|A+k,ρ|1−
2
q ,
where A+k,ρ = {x ∈ Bρ : (v(x) − k)+ = max(v(x) − k, 0) > 0}. The parameters
γ, χ are arbitrary non-negative numbers. We require that q > Q = 2n + 2, the
Hausdorff dimension of Hn. We do not exclude the case q = ∞. Similarly, we
define the class DG−(Bρ0). If v ∈ DG+(Bρ0), then −v ∈ DG−(Bρ0). We denote
DG(Bρ0) = DG
+(Bρ0) ∩DG−(Bρ0).
The following lemma is true for a bigger class of functions than DG+(Bρ0). We
denote by SDG+(Bρ0) the class of functions v ∈ HW 1,2(Bρ0) ∩ L∞(Bρ0) satisfying
(4.2)
∫
Bρ′
|X(v − k)+|2 dx ≤ γM(ρ0)
2
(ρ− ρ′)2 |A
+
k,ρ|+ χ2|A+k,ρ|1−
2
q ,
for any k ∈ R, and for all balls Bρ′ , Bρ with the same center as Bρ0 and 0 < ρ′ <
ρ ≤ ρ0. Here M(ρ0) is a positive constant. Note that (4.1) implies (4.2) with
M(ρ0) = 2 supBρ0 |v|.
The proof of the following lemma is similar to that of Lemma 6.1 of [30]. We omit
the proof.
Lemma 4.1. For any b ∈ (0, 1), there exists θ = θ(γ, n, q, b) > 0 such that the
following holds: for any function v ∈ SDG+(Bρ0), and for any number k0, the
inequality
|A+k0,ρ0| ≤ θρQ0
implies that
sup
Bρ0/2
v ≤ k0 + bM(ρ0),
provided that
M(ρ0) ≥ χρ1−
Q
q
0 .
The proof of the following lemma is similar to that of Lemma 6.2 of [30]. We need
only minor modifications. We omit the proof.
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Lemma 4.2. For any τ > 0, there exists s = s(γ, n, q, τ) > 0 such that the following
holds: for any function v ∈ DG+(Bρ0) and for any number k0, the inequality
|A−k0,ρ0/2| ≥ τρ
Q
0
implies that
sup
Bρ0/4
v ≤ sup
Bρ0
v − 2−sH + χρ1−
Q
q
0 ,
where H = supBρ0 v − k0.
Here we remark that we can relax the assumption v ∈ DG+(Bρ0) in Lemma 4.2.
We only need to assume that v satisfies inequality (4.1) for all k ≥ k0, where k0
is as in Lemma 4.2. The reason is that in the proof of Lemma 4.2 we only apply
inequality (4.1) for k ≥ k0.
The following theorem follows easily from Lemma 4.2. From it follows the Ho¨lder
continuity of functions in the De Giorgi class DG(Bρ0).
THEOREM 4.1. There exists s0 = s0(γ, n, q) > 0 such that for any function
v ∈ DG(Bρ0), we have
oscBρ0/2v ≤ (1− 2−s0)oscBρ0v + χρ
1−Q
q
0 .
4.2. Caccioppoli inequality. In this section, we assume that p ≥ 2. Let u ∈
HW 1,p(Ω) be a solution of equation (1.3) satisfying the structure condition (1.2)
with δ > 0. As in Section 3, we make the supplementary assumption (3.1) that u is
Lipschitz continuous in Ω. Thus we have the regularity (3.3) for u. Keeping this in
our mind, we will show that Xlu, l = 1, 2, . . . , 2n, satisfies the Caccioppoli inequality
(4.3) in the following lemma. The proof of the lemma is based on the estimate of
Tu in Corollary 3.2. It also involves an iteration argument.
We fix a ball Br0 ⊂ Ω. We denote by
µ(r0) = max
1≤l≤2n
sup
Br0
|Xlu|.
Consider the balls Br′, Br with the same center as Br0 and 0 < r
′ < r ≤ r0/2.
Denote as before A+k,r = {x ∈ Br : (u(x)− k)+ > 0}.
Lemma 4.3. For any q ≥ 4, there exists c = c(n, p, L, q) > 0 such that the following
inequality holds for any 1 ≤ l ≤ 2n, for any k ∈ R and for any 0 < r′ < r ≤ r0/2
(4.3)
∫
A+
k,r′
(
δ + |Xu|2) p−22 |XXlu|2 dx
≤ c
(r − r′)2
∫
A+k,r
(
δ + |Xu|2) p−22 |(Xlu− k)+|2 dx+ cK|A+k,r|1− 2q
where K = r−20 |Br0 |
2
q (δ + µ(r0)
2)
p
2 .
Proof. We only prove the lemma for l = 1, 2, · · · , n; we can prove similarly the
lemma for l = n+1, n+2, · · · , 2n. We observe that we only need to prove (4.3) for
k such that |k| ≤ µ(r0). Now fix l ∈ {1, 2, . . . , n}, and k ∈ R such that |k| ≤ µ(r0)
and fix 0 < r′ < r ≤ r0/2. Let ϕ = η2v, where v = (Xlu − k)+ and η ∈ C∞0 (Br)
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is a cut-off function such that η = 1 in Br′ and |Xη| ≤ 2/(r − r′). We use ϕ as a
test-function in (3.4) to obtain that∫
Br
∑
i,j
η2DjDif(Xu)XjXluXiv dx
=− 2
∫
Br
∑
i,j
ηvDjDif(Xu)XjXluXiη dx
−
∫
Br
∑
i
Dn+lDif(Xu)TuXi(η
2v) dx
+
∫
Br
η2T (Dn+lf(Xu))v dx
By Young’s inequality and the structure condition (1.2), we arrive at
(4.4)
∫
Br
η2
(
δ + |Xu|2) p−22 |Xv|2 dx ≤c ∫
Br
|Xη|2(δ + |Xu|2)p−22 v2 dx
+ c
∫
A+k,r
η2
(
δ + |Xu|2)p−22 |Tu|2 dx
+ c
∫
Br
η2
(
δ + |Xu|2) p−22 |XTu|v dx
= I1 + I2 + I3.
Observe that to prove lemma, we only need to estimate I2 and I3. We estimate I2
as follows. By Ho¨lder’s inequality,
I2 ≤
(∫
Br0/2
(
δ + |Xu|2)p−22 |Tu|q dx
) 2
q
(∫
A+k,r
(
δ + |Xu|2) p−22 dx
)1− 2
q
.
Recall that Corollary 3.2 gives∫
Br0/2
(
δ + |Xu|2) p−22 |Tu|q dx ≤ cr−q0
∫
Br0
(
δ + |Xu|2) p−2+q2 dx,
where c = c(n, p, L, q) > 0. Note that p ≥ 2. Thus I2 is bounded from above by the
last term of inequality (4.3),
(4.5) I2 ≤ cr−20 |Br0 |
2
q (δ + µ(r0)
2)
p
2 |A+k,r|1−
2
q = cK|A+k,r|1−
2
q ,
where c = c(n, p, L, q) > 0.
The estimate of I3 is involved. We will show that
(4.6) I3 ≤ M
2
+ cK|A+k,r|1−
2
q ,
where c = c(n, p, L, q) > 0 and
(4.7) M =
∫
Br
η2
(
δ + |Xu|2)p−22 |Xv|2 dx+ ∫
Br
|Xη|2(δ + |Xu|2)p−22 v2 dx.
Now the estimates (4.4), (4.5) and (4.6) give us∫
Br
η2
(
δ + |Xu|2) p−22 |Xv|2 dx ≤ c ∫
Br
|Xη|2(δ + |Xu|2) p−22 v2 dx+ cK|A+k,r|1− 2q ,
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from which (4.3) follows. This proves the lemma, modulo the proof of (4.6).
Now we prove (4.6). First, for β ≥ 0, let ϕ˜ = η2v2|Tu|βTu, where η is as before.
We test equation (3.7) with ϕ˜ to obtain that
(β + 1)
∫
Br
η2
(
δ + |Xu|2) p−22 v2|Tu|β|XTu|2 dx
≤c
∫
Br
η|Xη|(δ + |Xu|2) p−22 v2|Tu|β+1|XTu| dx
+ c
∫
Br
η2
(
δ + |Xu|2) p−22 v|Tu|β+1|Xv||XTu| dx,
where c = c(n, p, L, q) > 0. By Young’s inequality, we obtained that
(4.8)
∫
Br
η2
(
δ + |Xu|2) p−22 v2|Tu|β|XTu|2 dx
≤ cM 12
(∫
Br
η2
(
δ + |Xu|2) p−22 v2|Tu|2β+2|XTu|2 dx) 12 ,
where M is defined as in (4.7).
Second, we iterate (4.8) as follows. Let βm = 2
m − 2, m = 1, 2, . . .. Set
am =
∫
Br
η2
(
δ + |Xu|2) p−22 v2|Tu|βm|XTu|2 dx.
Then (4.8) gives us
(4.9) a1 ≤ cM 12a
1
2
2 ≤ · · · ≤ (cM
1
2 )
∑m−1
i=0 2
−i
a2
−m
m+1 = (c
2M)1−2
−m
a2
−m
m+1.
We then estimate am+1 as follows. Note that |k| ≤ µ(r0). Thus
am+1 ≤ cµ(r0)2
∫
Br0/2
(
δ + |Xu|2) p−22 |Tu|βm+1|XTu|2 dx.
We continue to estimate by Lemma 3.3 and Corollary 3.2 the integral in the right
hand side. We have that∫
Br0/2
(
δ + |Xu|2) p−22 |Tu|βm+1|XTu|2 dx ≤cr−20
∫
B3r0/4
(
δ + |Xu|2) p−22 |Tu|βm+1+2 dx
≤c(m)r−βm+1−40
∫
Br0
(
δ + |Xu|2)p+βm+12 ,
where c(m) > 0 depends not only on n, p, L, but also on m. Thus we arrive at the
following estimate for am+1.
(4.10) am+1 ≤ c(m)(δ + µ(r0)2)
p+2m+1
2 |Br0 |r−2
m+1−2
0 .
Finally, the estimate (4.6) for I3 follows from the ones (4.9), (4.10) for a1 and
am+1. By Ho¨lder’s inequality,
I3 ≤c
(∫
Br
η2
(
δ + |Xu|2) p−22 |XTu|2v2 dx) 12
(∫
A+k,r
η2
(
δ + |Xu|2) p−22 dx
) 1
2
≤ca
1
2
1 (δ + µ(r0)
2)
p−2
4 |A+k,r|
1
2 .
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Here we also used the fact that p ≥ 2. Now combining the above estimate with
(4.9), we arrive at
I3 ≤c(m)(δ + µ(r0)2)
p−2
4 |A+k,r|
1
2a2
−m−1
m+1 M
1
2
(1−2−m)
≤M
2
+ c(m)(δ + µ(r0)
2)
p−2
2
2m
2m+1 |A+k,r|
2m
2m+1a
1
2m+1
m+1 ,
where in the second inequality we used Young’s inequality. Then we plug the esti-
mate (4.10) to the above inequality, and we obtain that
(4.11) I3 ≤ M
2
+ c(m)(δ + µ(r0)
2)
p
2 |Br0 |
1
2m+1 r−20 |A+k,r|
2m
2m+1 .
Now we may choose m big enough such that
2m
2m + 1
≥ 1− 2
q
.
Then (4.11) becomes
I3 ≤ M
2
+ cK|A+k,r|1−
2
q ,
where c = c(n, p, L, q) > 0. This proves (4.6). We finished the proof of (4.3). 
Remark 4.1. Similarly, we can obtain the corresponding inequality (4.3) for (Xlu−
k)− with (Xlu− k)+ replaced by (Xlu− k)− and A+k,r replaced by A−k,r.
4.3. Proof of Theorem 1.2. In the subsection, we prove Theorem 1.2 for the case
δ > 0. Let u ∈ HW 1,p(Ω) be a weak solution of equation (1.3). We assume (3.1).
We fix a ball Br0 ⊂ Ω. For all balls Br, r ≤ r0, with the same center as Br0 , we
denote for l = 1, . . . , 2n,
µl(r) = sup
Br
|Xlu|, µ(r) = max
1≤l≤2n
µl(r),
and
ωl(r) = oscBrXlu, ω(r) = max
1≤l≤2n
ωl(r).
Theorem 1.2, under the additional assumption (3.1), follows easily from Theorem
4.2 below by an iteration argument.
THEOREM 4.2. There exists a constant s = s(n, p, L) ≥ 1 such that for any
0 < r ≤ r0/16, we have
(4.12) ω(r) ≤ (1− 2−s)ω(8r) + 2s(δ + µ(r0)2) 12
(
r
r0
) 1
p
.
Actually, the power 1/p in (4.12) is not essential; any number in the interval
(0, 2/p) will do. In the remaining of this subsection, we prove Theorem 4.2. During
the proof, we will specify a fixed and finite number of lower bounds for s, required
for the proof to work. These lower bounds depend only on n, p, L. We then take s
to be equal to the maximum of this finite collections of lower bounds. We fix a ball
Br with the same center as Br0 and with 0 < r ≤ r0/16. To prove Theorem 4.2,
note that we may assume
(4.13) ω(r) ≥ (δ + µ(r0)2) 12
(
r
r0
) 1
p
,
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since, otherwise Theorem 4.2 is true with s = 1 and we are done. In the following,
we assume that (4.13) is true. We divide the proof into two cases.
Case 1. We assume that there exists a number τ > 0, small and depending only
on n, p, L, such that for at least one l ∈ {1, 2, . . . , 2n}, we have either
(4.14) |{x ∈ B4r : Xlu > −1
8
µ(8r)}| ≤ τrQ,
or
(4.15) |{x ∈ B4r : Xlu < 1
8
µ(8r)}| ≤ τrQ.
The constant τ will be determined in the following lemma.
Lemma 4.4. There exists a number τ = τ(n, p, L) > 0 such that if (4.14) holds for
an index l, then
sup
B2r
Xlu ≤ − 1
16
µ(8r).
Analogously, if (4.15) holds for an index l, then
inf
B2r
Xlu ≥ 1
16
µ(8r).
We postpone the proof of Lemma 4.4 and continue the proof of Theorem 4.2. In
each case of conclusions of Lemma 4.4, we have for all x ∈ B2r
(4.16) c1(δ + µ(8r)
2)
p−2
2 ≤ (δ + |Xu(x)|2) p−22 ≤ c2(δ + µ(8r)2)
p−2
2 ,
for some constants 0 < c1 < c2, depending only on n, p. We will apply Lemma 4.3
with q = 2Q. Due to (4.16), (4.3) becomes∫
A+
k,r′′
|XXju|2 dx ≤ c
(r′ − r′′)2
∫
A+
k,r′
|(Xju− k)+|2 dx
+ cK(δ + µ(8r)2)
2−p
2 |A+k,r′|1−
1
Q ,
for all j ∈ {1, 2, . . . , 2n}, and all 0 < r′′ < r′ ≤ 2r, where c = c(n, p, L) > 0 and
K is as in Lemma 4.3. We remark here that the above inequality is true for all
j ∈ {1, 2, . . . , 2n}. Now, for each j, Xju belongs to DG+(B2r) with q = 2Q and
χ = cK
1
2 (δ + µ(8r)2)
2−p
4 . The corresponding version of Lemma 4.3 for (Xju − k)−,
see Remark 4.1, shows that Xju also belongs to DG
−(B2r). So, Xju ∈ DG(B2r).
We are now in the position to apply Theorem 4.1 to conclude that
(4.17) oscBrXju ≤ (1− 2s0)oscB2rXju+ cK
1
2 (δ + µ(8r)2)
2−p
4 r
1
2
for some s0 = s0(n, p, L) > 0. Now taking into account of the assumptions p ≥ 2
and (4.13), we have
(δ + µ(8r)2)
2−p
4 ≤ 2 p−22 ω(r) 2−p2 ≤ 2 p−22 (δ + µ(r0)2) 2−p4
(
r
r0
) 2−p
2p
,
where in the first inequality we used the fact that µ(8r) ≥ ω(8r)/2 ≥ ω(r)/2, which
follows easily from the definitions of µ and ω. Thus
(4.18) cK
1
2 (δ + µ(8r)2)
2−p
4 r
1
2 ≤ c(δ + µ(r0)2) 12
(
r
r0
) 1
p
.
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Now (4.17) becomes
oscBrXju ≤ (1− 2s0)oscB2rXju+ c(δ + µ(r0)2)
1
2
(
r
r0
) 1
p
.
This proves (4.12). Theorem 4.2 is proved in this case, modulo the proof of Lemma
4.4.
Case 2. If Case 1 does not happen, then we have for all l ∈ {1, 2, . . . , 2n}
(4.19) |{x ∈ B4r : Xlu > −1
8
µ(8r)}| > τrQ,
and
(4.20) |{x ∈ B4r : Xlu < 1
8
µ(8r)}| > τrQ,
with τ = τ(n, p, L) > 0, as determined in Lemma 4.4. We will prove (4.12) also in
this case.
First, note that on the set {x ∈ B8r : Xlu > 18µ(8r)}, we have
(4.21) c3(δ + µ(8r)
2)
p−2
2 ≤ (δ + |Xu|2) p−22 ≤ c4(δ + µ(8r)2)
p−2
2
for some constants 0 < c3 < c4, depending only on n, p. We will apply Lemma 4.3
with q = 2Q for all k ≥ k0 = 18µ(8r) in balls Br′′ , Br′, 0 < r′′ < r′ ≤ 8r. Due to
(4.21), (4.3) becomes∫
A+
k,r′′
|XXlu|2 dx ≤ c
(r′ − r′′)2
∫
A+
k,r′
|(Xlu− k)+|2 dx
+ cK(δ + µ(8r)2)
2−p
2 |A+k,r′|1−
1
Q ,
where K is as in Lemma 4.3. The above inequality is true for all l ∈ {1, 2, . . . , 2n}
and for all k ≥ k0. We are now in the position to apply Lemma 4.2. Due to (4.20),
the assumption of Lemma 4.2 is satisfied. We conclude that
sup
B2r
Xlu ≤ sup
B8r
Xlu− 2−s0(sup
B8r
Xlu− 1
8
µ(8r)) + cK
1
2 (δ + µ(8r)2)
2−p
4 r
1
2
≤ sup
B8r
Xlu− 2−s0(sup
B8r
Xlu− 1
8
µ(8r)) + c(δ + µ(r0)
2)
1
2
(
r
r0
) 1
p
,
for some s0 = s0(n, p, L) > 0, where in the second inequality we used (4.18). From
(4.19), we can derive similarly, see Remark 4.1, that for all l,
inf
B2r
Xlu ≥ inf
B8r
Xlu+ 2
−s0(− inf
B8r
Xlu− 1
8
µ(8r))− c(δ + µ(r0)2) 12
(
r
r0
) 1
p
.
Now the above two inequalities yield
oscB2rXlu ≤ (1− 2−s0)oscB8rXlu+ 2−s0−2µ(8r) + c(δ + µ(r0)2)
1
2
(
r
r0
) 1
p
,
and hence
ω(2r) ≤ (1− 2−s0)ω(8r) + 2−s0−2µ(8r) + c(δ + µ(r0)2) 12
(
r
r0
) 1
p
.
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We notice from the conditions (4.19) and (4.20) that
ω(8r) ≥ 7
8
µ(8r).
Then the above two inequalities yield
ω(2r) ≤ (1− 2−s0−1)ω(8r) + c(δ + µ(r0)2) 12
(
r
r0
) 1
p
.
This proves (4.12), and therefore Theorem 4.2 in this case. The proof of Theorem
4.2 is complete, modulo the proof of Lemma 4.4.
Proof of Lemma 4.4. We will use Lemma 4.1 to prove Lemma 4.4. Suppose that
(4.14) holds for some l ∈ {1, 2, . . . , 2n}. The case that (4.15) holds can be handled
similarly.
Lemma 4.3 with q = 2Q yields for all l, all k ∈ R, and all balls Br′′ , Br′, 0 < r′′ <
r′ ≤ 4r,
(4.22)
∫
A+
k,r′′
(
δ + |Xu|2) p−22 |XXlu|2 dx
≤ c
(r′ − r′′)2
∫
A+
k,r′
(
δ + |Xu|2) p−22 |(Xlu− k)+|2 dx+ cK|A+k,r′|1− 1Q ,
where K = r−10 (δ + µ(r0)
2)
p
2 . Now, we denote v = (δ + |Xlu|2) p−24 Xlu. Note that(
δ + |Xu|2) p−22 |XXlu|2 ≥ 4
p2
|Xv|2.
Thus we can rewrite (4.22) as
(4.23)
∫
E+
h,r′′
|Xv|2 dx ≤ cM(r)
2
(r′ − r′′)2 |E
+
h,r′|+ χ2|E+h,r′|1−
1
Q ,
where E+h,ρ = {x ∈ Bρ : v(x) > h} and
M(r) = 2c(δ + µ(8r)2)
p−2
4 µ(8r), χ = 2−
p
2 cr
−
1
2
0 (δ + µ(r0)
2)
p
4 .
Thus v ∈ SDG+(B4r). We can now apply Lemma 4.1 for a small constant b > 0, to
be chosen soon. Let k0 = −18µ(8r) and h0 = (δ + k20)
p−2
4 k0. We have
(4.24) sup
B2r
v ≤ h0 + bM(r),
provided that
(4.25) |E+h0,4r| ≤ θ(4r)Q
and that
(4.26) M(r) ≥ χ(4r) 12 .
Note that if we choose b = b(n, p, L) > 0 small enough, the conclusion (4.24) yields
sup
B2r
v ≤ −
(
δ +
(µ(8r)
16
)2) p−24 µ(8r)
16
,
VARIATIONAL PROBLEMS IN THE HEISENBERG GROUP 21
which is equivalent to the desired result in the lemma
sup
B2r
Xlu ≤ − 1
16
µ(8r).
Fix such a number b. We check the assumptions (4.25) and (4.26). Observe that
(4.26) follows from (4.13) and from the fact that µ(8r) ≥ ω(r)/2, since
M(r) ≥ 21− p2 cω(r) p2 ≥ 21− p2 c(δ + µ(r0)2) p4
(
r
r0
) 1
2
= χ(4r)
1
2 .
We also observe that
E+h0,4r = {x ∈ B4r : Xlu > −
1
8
µ(8r)}.
So, if we choose τ = 4Qθ, then (4.14) is equivalent to (4.25). Let θ be as in Lemma
4.1. Then Lemma 4.4 is true for τ = 4Qθ. This finishes the proof of Lemma 4.4. 
5. Approximation
In Section 3 and 4, we proved Theorem 1.1 and Theorem 1.2 for the case δ > 0,
under the additional assumption that the weak solutions are Lipschitz continuous.
We will remove this additional assumption and prove Theorem 1.1 and Theorem 1.2
for the case δ > 0 in subsection 5.2. The proof is based on the Hilbert-Haar existence
theory for functional (1.1) in the setting of Heisenberg group, which is established
in subsection 5.1. Finally, in subsection 5.3 we prove Theorem 1.1 and Theorem 1.2
for the case δ = 0, by an approximation argument.
5.1. Hilbert-Haar existence theory. In the setting of Euclidean spaces, the
Hilbert-Haar theory gives the existence of Lipschitz continuous minimizers for convex
functional with smooth boundary value in strictly convex domain. In this subsec-
tion, we establish the analogous existence theory for functional (1.1) in the setting
of Heisenberg group. Our approach is quite similar to that in the Euclidean setting.
Let D ⊂ Hn be a bounded domain. We consider D to be a domain in R2n+1. We
assume that D is a convex domain in R2n+1, and that there exists a constant ε > 0
such that the following holds: for every y ∈ ∂D, there is a vector b ∈ R2n+1 with
|b| = 1 such that
(5.1) 〈x− y, b〉 ≥ ε|x− y|2, ∀ x ∈ D.
Here 〈·, ·〉 denotes the inner product of two vectors in R2n+1 and | · | the Eclidean
norm. The following theorem gives the existence of Lipschitz continuous solutions
with C2 smooth boundary value in such domains D.
THEOREM 5.1. Suppose that D ⊂ Rn is a bounded domain satisfying condition
(5.1). Let φ be a C2 function in a neiborhood D′ of D, and u ∈ HW 1,p(D) be the
unique solution of
(5.2)
{
divH(Df(Xu)) = 0 in D
u− φ ∈ HW 1,p0 (D) on ∂D
Then there is a constant M , depending only on n, ε,maxD(|Dφ| + |D2φ|) and the
diameter of D, such that
||Xu || L∞(D) ≤M.
22 XIAO ZHONG
Proof. We will show that u is Lipschitz continuous in D with repect to the Carnot-
Carathe`odory metric, that is,
(5.3) |u(x)− u(y)| ≤Md(x, y), ∀ x, y ∈ D,
for a constant M , depending on n, ε,maxD(|Dφ| + |D2φ|) and the diameter of D.
Then the conclusion of Theorem 5.1 follows.
First, we prove (5.3) for all y ∈ ∂D and all x ∈ D. To this end, we fix a point
y ∈ ∂D and b ∈ R2n+1 be the vector satisfying condition (5.1). The essential point
of the proof is to consider the following linear function
L+(x) = φ(y) + 〈Dφ(y) +Kb, x− y〉
for a big constant K > 0, to be determined soon. One good point to consider this
function is that we have
φ(x) ≤ L+(x), ∀ x ∈ ∂D.
Indeed, by the Taylor formular, we have
φ(x) = φ(y) + 〈Dφ(y), x− y〉+ 1
2
2n+1∑
i,j=1
DiDjφ(ξ)(xi − yi)(xj − yj),
where ξ is a convenient point between x = (x1, . . . , x2n+1) and y = (y1, . . . , y2n+1).
Thus, if we let K = (2n+1)
2
2ε
maxD |D2φ|, (5.1) implies that
φ(x) ≤ φ(y) + 〈Dφ(y), x− y〉+Kε|x− y|2 ≤ L+(x)
for all x ∈ D, in particular for all x ∈ ∂D.
Another good point to consider L+(x) is that it is a solution of equation (1.3) in
D. This is easy to check. Indeed, since L+(x) is a smooth function, we can write
divH(Df(XL
+)) = 〈D2f(XL+),XXL+〉 =
2n∑
i,j=1
DiDjf(XL
+)XiXjL
+.
By a direct calculation, we can show that the horizontal Hessian matrix XXL+ is
anti-symmetric. We have for all i = 1, 2, . . . , 2n, XiXn+iL
+(x) = −Xn+iXiL+(x)
and XiXjL
+(x) = XjXiL
+(x) = 0 if j 6= n + i. Note that the Hessian matrix D2f
is symmetric. Thus, the inner product of D2f and XXL+ is zero. This shows that
L+(x) is a solution of equation (1.3).
We claim that u(x) ≤ L+(x) for all x ∈ D, where u is the solution of equation
(5.2). This follows from the comparison principle. Since D is a regularity domain
and the boundary value φ is continuous, we know that the solution u of equation
(5.2) is continuous up to the boundary and u(x) = φ(x) for all x ∈ ∂D. Thus, we
have u(x) = φ(x) ≤ L+(x) for all x ∈ ∂D. Since u and L+ are both solutions of
equation (1.3), the claim follows from the comparison principle. Now, we observe
that L+(x) is Lipschitz continuous, that is,
|L+(x)− L+(z)| ≤Md(x, z), ∀ x, z ∈ D
for a constant M > 0, depending on n, ε,maxD(|Dφ| + |D2φ|) and the diameter of
D. We then have
u(x)− u(y) ≤ L+(x)− u(y) = L+(x)− L+(y) ≤Md(x, y)
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Similarly, we can define
L−(x) = φ(y) + 〈Dφ(y)−Kb, x− y〉
and show that
u(x)− u(y) ≥ −M˜ |x− y|.
This proves (5.3) for all y ∈ ∂D and all x ∈ D.
To prove (5.3) for all x, y ∈ D, we will show the following maximum princilpe for
the differential ratio (John von Neumann theorem):
sup
x,y∈D
|u(x)− u(y)|
d(x, y)
= sup
x∈D,y∈∂D
|u(x)− u(y)|
d(x, y)
.
Indeed, for any z ∈ Hn, such that Dz ∩D 6= ∅, where Dz = {zx : x ∈ D}. Set
C = sup
x∈∂(Dz∩D)
(u(zx)− u(x)).
Obviously, we have u(zx) ≤ u(x) + C for all x ∈ ∂(Dz ∩ D). On the other hand,
the functions u(zx) and u(x) +C are weak solutions of equation (1.3) in Dz and D,
respectively. Thus they are weak solutions in Dz∩D. Now the comparison principle
implies that u(zx) ≤ u(x) + C for all x ∈ Dz ∩D, that is,
u(zx)− u(x) ≤ sup
w∈∂(Dz∩D)
(u(zw)− u(w)), ∀ x ∈ Dz ∩D.
We rewrite the above inequality as
u(zx)− u(x)
d(z, 0)
≤ sup
w∈∂(Dz∩D)
u(zw)− u(w)
d(z, 0)
.
Since w ∈ ∂(Dz∩D) implies that w ∈ ∂D or zw ∈ ∂D, the above inequality, together
with the arbitrariness of z, implies the maximun princilpe for the differential ratio.
This proves the theorem. 
5.2. Proofs of Theorem 1.1 and Theorem 1.2 for the case δ > 0. Let u ∈
HW 1,p(Ω) be a weak solution of equation (1.3). We fix a ball Br(x0) ⊂ Ω. We may
assume that x0 = 0, and we write Br = Br(0). Since C
∞(Br) is dense in HW
1,p(Br),
we can find a sequence of functions φε ∈ C∞(Br) such that φε converges to u in
HW 1,p(Br). Now, since the Carnot-Carathe`odory metric and the Kora`nyi metric
are equivalent, we can find a Kora`nyi ball Kσr ⋐ Br, centered at 0, with a constant
σ = σ(n) > 0. The reason that we consider the Kora`nyi ball Kσr is that it is convex
(in R2n+1) and it satisfies condition (5.1). Now we solve the Direchlet problem
(5.4)
{
divH(Df(Xv)) = 0 in Kσr
v − φε ∈ HW 1,p0 (Kσr)
Let uε be the unique weak solution of the above equation. We use ϕ = uε − φε as a
test-function in the above equation to obtain that∫
Kσr
〈Df(Xuε),Xuε〉 dx =
∫
Kσr
〈Df(Xuε),Xφε〉 dx.
Then the ellipticity condition (2.3) and the structure condition (1.2) yields∫
Kσr
(
δ + |Xuε|2
) p−2
2 |Xuε|2 dx ≤ c
∫
Kσr
(
δ + |Xuε|2
) p−1
2 |Xφε|+ cδ
p
2 |Kσr|,
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which implies that
(5.5)
∫
Kσr
(
δ+|Xuε|2
) p
2 dx ≤ c
∫
Kσr
(
δ+|Xφε|2
) p
2 dx ≤ c
∫
Kσr
(
δ+|Xu|2) p2 dx+o(ε),
where c = c(p, L) > 0 and o(ε) → 0 as ε → 0. Since φε is smooth and Kσr satisfies
the condition (5.1), we may apply Theorem 5.1 to conclude that
||Xuε || ≤M
for a constant M > 0, depending on n,Kσr,maxKσr(|Dφε|+ |D2φε|). Let B2τr be a
ball inKσr, centered at 0, with a constant τ = τ(n) > 0. Now, we can apply Theorem
1.1 and Theorem 1.2 to the weak solution uε, since it is Lipschitz continuous. We
have that
sup
Bτr
|Xuε| ≤ c
(
−
∫
B2τr
(
δ + |Xuε|2
)p
2 dx
) 1
p
,
if 1 < p <∞, and that for all 0 < ρ ≤ τr,
max
1≤l≤2n
oscBρXluε ≤ c
(ρ
r
)α(−∫
B2τr
(
δ + |Xuε|2
) p
2 dx
) 1
p
,
if 2 ≤ p < ∞. Here c = c(n, p, L) > 0, τ = τ(n) > 0 and α = α(n, p, L) > 0. They
do not depend on ε, δ or r. Now we let ε → 0 to conclude the proof. (5.5) implies
that uε converges weakly to a function u¯ in HW
1,p(Kσr). On one hand, we have
uε− φε ∈ HW 1,p0 (Kσr), which means that u¯− u ∈ HW 1,p0 (Kσr). On the other hand,
it is easy to show that u¯ is a weak solution of equation (1.3). Now the uniqueness
of solution of equation (1.3) implies that u¯ = u. We then conclude from the above
two estimates that if 1 < p <∞,
sup
Bτr
|Xu| ≤ c
(
−
∫
Br
(
δ + |Xu|2) p2 dx) 1p ,
and that if 2 ≤ p <∞,
max
1≤l≤2n
oscBρXlu ≤ c
(ρ
r
)α(−∫
Br
(
δ + |Xu|2)p2 dx) 1p ,
for all 0 < ρ ≤ τr. These estimates holds for all Br ⊂ Ω. Now Theorem 1.1 and
Theorem 1.2 follows from a simple covering argument. This completes the proofs.
5.3. Proofs of Theorem 1.1 and Theorem 1.2 for the case δ = 0. The proof
follows from an easy approximation argument. We only mention the line of the proof.
Suppose that the integrand function f of functional (1.1) satisfies the structure
condition
(5.6)
|z|p−2|ξ|2 ≤ 〈D2f(z)ξ, ξ〉 ≤ |z|p−2|ξ|2;
|Df(z)| ≤ |z|p−1,
We may assume that f(0) = 0. For δ > 0, we define the function
(5.7) fδ(z) =
{(
δ + f(z)
2
p
) p
2 , if 1 < p < 2;
δ
p−2
2 |z|2 + f(z), if p ≥ 2.
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It is not hard to check that the new function fδ satisfies (1.2) with δ > 0, that is,
(5.8)
1
L
(δ + |z|2) p−22 |ξ|2 ≤ 〈D2fδ(z)ξ, ξ〉 ≤ L(δ + |z|2)
p−2
2 |ξ|2;
|Dfδ(z)| ≤ L(δ + |z|2)
p−1
2 ,
where L = L(p, L) > 0. Now let u be a solution of equation (1.3) satisfying (5.6).
We let uδ ∈ HW 1,p(Ω) be the unique solution of
(5.9)
{
divH(Dfδ(Xv)) = 0 in Ω
v − u ∈ HW 1,p0 (Ω) on ∂Ω.
Then we may apply Theorem 1.1 and Theorem 1.2 to the weak solutions uδ. We
can obtain the uniform estimates in these theorems. Eventually, letting δ → 0, we
conclude the proof.
6. Appendix
Proof of Lemma 3.3. Let η ∈ C∞0 (Ω) and ϕ = η2|Tu|βTu. We use ϕ as a test-
function in the equation (3.7) for Tu to obtain that
(β + 1)
∫
Ω
2n∑
i,j=1
η2|Tu|βDjDif(Xu)XjTuXiTu dx
= −2
∫
Ω
2n∑
i,j=1
η|Tu|βTuDjDif(Xu)XjTuXiη dx.
By the structure condition (1.2), we have∫
Ω
η2
(
δ + |Xu|2)p−22 |Tu|β|XTu|2 dx
≤ c
β + 1
∫
Ω
|η||Xη|(δ + |Xu|2)p−22 |Tu|β+1|XTu| dx,
from which, together with the Cauchy-Schwarz inequality, the lemma follows. 
Proof of Lemma 3.4. Fix l ∈ {1, 2, . . . , n}, β ≥ 0 and η ∈ C∞0 (Ω). let ϕ = η2
(
δ +
|Xu|2)β2Xlu. We use ϕ as a test-function in the equation (3.4) to obtain that
(6.1)
∫
Ω
2n∑
i,j=1
η2DjDif(Xu)XjXluXi
((
δ + |Xu|2)β2Xlu) dx
=− 2
∫
Ω
2n∑
i,j=1
ηDjDif(Xu)XjXluXiη
(
δ + |Xu|2)β2Xlu dx
−
∫
Ω
2n∑
i=1
Dn+lDif(Xu)TuXi
(
η2
(
δ + |Xu|2)β2Xlu) dx
+
∫
Ω
T
(
Dn+lf(Xu)
)(
η2
(
δ + |Xu|2)β2Xlu) dx
=I l1 + I
l
2 + I
l
3.
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Similarly, we can deduce from equation (3.5) that for all l ∈ {n+ 1, . . . , 2n},
(6.2)
∫
Ω
2n∑
i,j=1
η2DjDif(Xu)XjXluXi
((
δ + |Xu|2)β2Xlu) dx
=− 2
∫
Ω
2n∑
i,j=1
ηDjDif(Xu)XjXluXiη
(
δ + |Xu|2)β2Xlu dx
+
∫
Ω
2n∑
i=1
Dl−nDif(Xu)TuXi
(
η2
(
δ + |Xu|2)β2Xlu) dx
−
∫
Ω
T
(
Dl−nf(Xu)
)(
η2
(
δ + |Xu|2)β2Xlu) dx
=I l1 + I
l
2 + I
l
3.
Summing the above equations for all l from 1 to 2n, we arrive at
(6.3)
∫
Ω
∑
i,j,l
η2DjDif(Xu)XjXluXi
((
δ + |Xu|2)β2Xlu) dx =∑
l
(
I l1 + I
l
2 + I
l
3
)
.
All sums for i, j, k are from 1 to 2n. We will estimate both sides of (6.3) as follows.
For the left hand side, we note that
Xi
((
δ + |Xu|2)β2Xlu) = (δ + |Xu|2)β2XiXlu+ β
2
(
δ + |Xu|2)β−22 Xi(|Xu|2)Xlu.
Thus, by the structure condition (1.2),∑
i,j,l
DjDif(Xu)XjXluXi
((
δ + |Xu|2)β2Xlu) ≥ (δ + |Xu|2) p−2+β2 |XXu|2.
Hence,
(6.4) left of (6.3) ≥
∫
Ω
η2
(
δ + |Xu|2) p−2+β2 |XXu|2 dx.
For the right hand side, we will show that for each l = 1, . . . , 2n and each m = 1, 2, 3,
we have
(6.5)
|I lm| ≤
1
12n
∫
Ω
η2
(
δ + |Xu|2) p−2+β2 |XXu|2 dx
+ c(β + 1)4
∫
Ω
η2
(
δ + |Xu|2)p−2+β2 |Tu|2 dx
+ c
∫
Ω
(|Xη|2 + |η||Tη|)(δ + |Xu|2) p+β2 dx,
where c = c(n, p, L) > 0. Then the lemma follows from the above estimates for both
sides of (6.3). This completes the proof the lemma, modulo the proof of (6.5).
We now prove (6.5). First, to prove that (6.5) holds for for I l1, l = 1, 2, . . . , 2n, we
have by the structure condition (1.2)
(6.6) |I l1| ≤ c
∫
Ω
|η||Xη|(δ + |Xu|2) p−1+β2 |XXu| dx,
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from which, together with the Cauchy-Schwarz inequality, (6.5) for I l1 follows. Sec-
ond, for I l2, l = 1, 2, . . . , 2n, we have
(6.7)
|I l2| ≤c(β + 1)
∫
Ω
η2
(
δ + |Xu|2) p−2+β2 |Tu||XXu| dx
+ c
∫
Ω
|η||Xη|(δ + |Xu|2) p−1+β2 |Tu| dx,
from which, together with the Cauchy-Schwarz inequality, (6.5) for I l2 follows, too.
Finally, for I l3, l = 1, 2, . . . , n, integration by part yields
I l3 =−
∫
Ω
Dn+lf(Xu)T
(
η2
(
δ + |Xu|2))β2Xlu) dx
=−
∫
Ω
η2Dn+lf(Xu)
(
δ + |Xu|2)β2XlTu dx
− β
∫
Ω
2n∑
k=1
η2Dn+lf(Xu)
(
δ + |Xu|2)β−22 XkuXluXkTu dx
− 2
∫
Ω
ηTηDn+lf(Xu)
(
δ + |Xu|2)β2Xlu dx.
Again by integration by parts, we obtain
I l3 =
∫
Ω
Xl
(
η2Dn+lf(Xu)
(
δ + |Xu|2)β2 )Tu dx
+ β
∫
Ω
2n∑
k=1
Xk
(
η2Dn+lf(Xu)
(
δ + |Xu|2)β−22 XkuXlu)Tu dx
− 2
∫
Ω
ηTηDn+lf(Xu)
(
δ + |Xu|2)β2Xlu dx.
Thus, by the structure condition (1.2)
(6.8)
|I l3| ≤c(β + 1)2
∫
Ω
η2
(
δ + |Xu|2) p−2+β2 |Tu||XXu| dx
+ c(β + 1)
∫
Ω
|η||Xη|(δ + |Xu|2)p−1+β2 |Tu| dx
+ c
∫
Ω
|η||Tη|(δ + |Xu|2) p+β2 dx
from which, together with the Cauchy-Schwarz inequality, (6.5) for I l3, l = 1, 2, . . . , n,
follows, too. Similarly, we can prove (6.5) for I l3, l = n+ 1, . . . , 2n. This finishes the
proof of (6.5), and hence that of the lemma. 
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