SVM for Solving Forward Problems of EIT.
Support Vector Machine (SVM) can be seen as a new machine learning way which is based on the idea of VC dimensions and the principle of structural risk minimization rather than empirical risk minimization. SVM can be used for classification and regression. Support Vector Regression (SVR) is a very important branch of Support Vector Machine. Partial Differential Equations (PDEs) have been successfully treated by using SVR in previous works. The forward problems of EIT are the basis of EIT inverse problems. The forward problem's essence is to solve PDEs. The method has been successfully tested on the forward problems of EIT and has yielded accurate results.