Presence of major genes was investigated for two growth traits, backfat thickness, and two litter size traits in the F 1 and F 2 population of a cross between Meishan and European "White" pig lines. Segregation analyses were performed in a Bayesian setting, estimating the contribution of background polygenes and the contribution of a possible major gene to the expression of the traits considered. In a first analysis, F 1 and F 2 crossbred data were evaluated; different error variances were fitted for F 1 and F 2 observations. In the first analysis, significant contributions of major-gene variance were found for the two growth traits, backfat thickness, and litter size at first parity. In a second analysis, F 2 data were evaluated to determine whether biases were introduced in the joint analysis of F 1 and F 2 data. In the second analysis, no major genes were found for growth traits. Major genes affecting backfat and litter size at first parity were confirmed. The gene identified to affect backfat is a dominant gene; the homozygous recessive genotype has approximately 6 mm of additional backfat. The gene identified to affect litter size at first parity also is a dominant gene; the homozygous recessive genotype produces five to six fewer pigs per litter.
Introduction
Chinese Meishan pigs have characteristics that are quite different from those of European "White" breeds (Bidanel et al., 1990; Haley and Lee, 1990; Haley et al., 1992) . In particular, the extreme fertility of the Meishan breed has attracted the attention of physiological research (Bolet et al., 1986 ) and of commercial pig-breeding companies. To investigate the potential of the Meishan breed for commercial breeding, the Dutch pig-breeding companies Bovar, Euribrid, Fomeva, Nieuw-Dalland, and NVS initiated an experiment to produce F 1 and F 2 crossbreds between Meishan and White lines. One goal for this experiment, considered in the present study, was to investigate the presence of major genes affecting traits of interest in these crossbreds.
In the Dutch Meishan crossing experiment, typing of animals for genetic markers was not initially considered. Therefore, segregation analyses (e.g., Hill and Knott, 1990) were performed to investigate the presence of major genes and to determine whether typing of animals could be useful. With segregation analysis, it is possible to determine whether the inheritance of a certain characteristic is (clearly) dominated by one gene with a large effect. Generally, as also done here, inheritance through a polygenic component is accounted for. Application of segregation analysis has become feasible by use of Markov chain Monte Carlo methodology as developed by Guo and Thompson (1992) and, for animal populations in particular, by Janss et al. (1995) . In extended animal pedigrees, beyond half-sib or nested full-sib structures, segregation analyses are not feasible using exact likelihood computations.
The objective of this article was to report the analysis of growth, backfat, and litter size, measured on F 1 and F 2 crossbreds from the Dutch Meishan crossing experiment, for determining the presence of major genes. Figure 1 . Design of the experiment to produce F 1 and F 2 crossbreds between Chinese Meishan and European "White" pig lines: 1) 126 F 1 litters were produced from 19 Meishan boars and 126 White sows of five lines in five companies; 2) from F 1 litters, a selection of boars was transferred to a central location and a selection of sows remained at the companies; 3) 265 F 2 litters were produced from 39 F 1 boars and 265 F 1 sows; 4) from F 2 litters, a selection of sows was maintained at the companies to obtain data on litter size. All selection was random within family. 
Materials and Methods

Meishan Crossbreds
Crossbreds ( F 1 and F 2 ) composed of Chinese Meishan and White pig lines were available from an experiment involving five Dutch pig breeding companies. White females at the companies were of Dutch Landrace and Large White types. The design of the crossbreeding experiment and the number of litters produced are shown in Figure 1 . The design created genetic links between the crossbreds produced at the five breeding companies 1 ) by use of one pool of pure Meishan boars and 2 ) by creation of a central pool of F 1 boars that were taken equally from all companies and subsequently used to inseminate sows at all companies. Because of this design, families of pure Meishan boars and F 1 boars were not confounded with companies. Mating was at random, apart from avoiding mating of full-sibs in F 1 matings. From performance-tested F 1 animals, we used a selection of young boars and gilts as parent to produce F 2 crossbred litters, so that F 2 litters were born from first litters of F 1 sows. From performance-tested F 2 animals, only a selection of gilts was maintained (Figure 1 ). Selection in both cases was done at random within families, to preserve each parental lineage in the selected offspring. Sows were kept to obtain data on litter size at first and second parity; for the second parity of F 1 sows and for first and second parity of F 2 sows, these sows were inseminated with semen from boars from a commercial sire line. Each company used its own commercial sire line to obtain these litters. This implies that, if the line-type of these commercial sires influenced the sizes of the litters they conceived, such effect will be accounted for by a general effect of company. Litter size at each parity was considered a different trait, denoted LS1 and LS2, and was the litter size at birth (i.e., the total of alive and stillborn pigs). Number of observations for each litter-size trait in F 1 and F 2 are given in Table 1 .
Crossbreds were produced at the same time at the five companies in two batches. Synchronization among the companies was achieved by insemination of all sows at a similar age in 3-wk periods, and batches and generations followed each other in 23-wk intervals. Batches and generations were completely confounded with periods, and a period-effect was sufficient to account for batch and generation effects in the current analyses. The same was true for recorded litter sizes at first and second parities. To be able to compare mean levels of the different batches and generations, measurements on control lines were obtained, but such comparison of mean levels is outside the scope of the present study.
Performance Tests
In performance tests, measurements were obtained on the weight at the end of test divided by age ( WT/ A) , average daily gain during test ( ADG) , and backfat thickness at the end of test ( BF) . Table 1 shows additional details for these traits and the number of observations for each trait in F 1 and F 2 . Performance test results were available on boars and gilts ( a minimum of two boars and three gilts per litter were tested) and on a small number of castrates; these castrates were in one of the F 1 batches at one of the companies and were included in the analyses regrouped with the gilts. Testing conditions were not uniform among companies or between sexes. Two companies uniformly applied group housing and gave ad libitum access to feed for both sexes. Other companies had different rearing and(or) feeding conditions for boars and gilts; gilts had restricted access to feed whereas boars had ad libitum access to feed, and(or) boars were housed individually, whereas gilts were housed in groups.
Nongenetic Effects
Main effects considered in analysis of the traits were time period, sex, and company. Significance of effects was investigated using a fixed linear model (SAS-GLM, SAS, 1988) , considering these three main effects, and all two-way and the three-way interactions among these effects. This model was applied to the production traits weight per age, ADG, and backfat thickness. In this model, the three-way interaction was not significant ( P > .01) for all three production traits, and the period × sex interaction was not significant for the two growth traits. The threeway interaction and the period × sex interaction were then dropped for all traits. Remaining significant interactions were a company × sex interaction (10 levels for backfat and weight per age, eight levels for ADG), and a company × period interaction (20 levels). Closer inspection of the data showed that the company × sex interaction had a striking background: males, when group-housed, grew slower than females, but, when housed individually, grew faster than females. We also investigated whether the company × sex interaction could be replaced by effects of company, sex, housing system (group vs individual), and feeding system (ad libitum vs restricted access), by considering type I sums of squares for the company × sex interaction after fitting of housing system and feeding regimen effects. For the two growth traits, company × sex interaction remained significant ( P < .01) in the model, and the company × sex interaction was retained in the model. For litter size, a sex effect was not relevant, and only period × company was considered as nongenetic effect.
Genetic Models
For analyses on presence of major genes, a mixed inheritance model was used with nongenetic effects, effects of background polygenes, and the effect of one major gene. Application of this model searched for one major gene to affect a certain trait. The major gene was modeled as an autosomal biallelic locus with Mendelian transmission probabilities, which restricted the search to major genes fitting these particular assumptions. Two groups of founders, differing in allele frequency, were modeled: paternal Meishan founders of F 1 crossbreds and maternal Dutch founders of F 1 crossbreds. The model was similar to the one used by Janss et al. (1997) . Modeling of these two founder populations with different allele frequencies accounts for deviations of genotype frequencies from Hardy-Weinberg proportions in the F 1 population caused by unequal frequencies of alleles in paternal and maternal gametes. In the founder and F 2 populations, genotypes were assumed to be in HardyWeinberg proportions with the frequency in F 2 equal to the average of the frequencies in the founder populations. In this model, variances at the major locus in the F 1 and F 2 populations would be different, depending on the difference in allele frequencies between the two founder groups (i.e., depending on the degree by which genotype frequencies in the F 1 deviated from Hardy-Weinberg proportions). Janss and Van der Werf (1992) showed that differences in error variance between the F 1 and F 2 population leads to biased estimates of major gene parameters and affects testing for significance of the major gene component. A larger error variance in F 2 was found to lead to overestimation of the major gene effect and to increased probability of falsely identifying a major gene. For the present analyses, the model used by Janss et al. (1997) was extended to fit different error variances for F 1 and F 2 observations. To further guard against possibly erroneous interpretation of results obtained from combined analysis of F 1 and F 2 data, analyses using F 2 data only were performed.
Mixed Inheritance Model. The mixed inheritance model, applied to the five traits described, was y = Xb + Zu + ZWm + e where y are observations, b nongenetic effects, u polygenic effects, W indicators for genotypes, m genotype means, e errors, and X and Z incidence matrices for nongenetic and genetic effects, respectively. The vector with observations was partitioned as y′ = ( y 1 ′ y 2 ′) , where y 1 contains observations of F 1 individuals and y 2 contains observations on F 2 individuals; similarly, errors were partitioned as e' = ( e 1 ′ e 2 ′) , where e 1 contains the residuals of observations of F 1 individuals and e 2 contains the residuals of observations of F 2 individuals. Nongenetic effects in b included effects of company × period (for all traits) and of company × sex (for growth traits and bacfat thickness).
Alleles at the major locus were A L , with "L" of "Low", which is defined to decrease the phenotypic value, and A H , with "H" of "High", which is defined to increase the phenotypic value. Distributional assumptions for polygenic effects were u ∼ N( O, As u 2 ) , where A is the numerator relationship matrix. Errors were assumed distributed as e 1 ∼ N( 0, Is e1 2 ) and e 2 ∼ N( O, Is e2 2 ) . Specification of the statistical model for the Bayesian approach was completed by specifying use of uniform prior distributions on < −∞, ∞ > for nongenetic effects and effects at the major locus, uniform prior distributions on < 0, ∞ > for variance components, and uniform prior distributions on [0, 1] for allele frequencies. In the prior distribution for variances, a-priori a value of zero was excluded, which was computationally implemented by use of priors defined on [10 −12 , ∞ >. The restriction for the additive effect at the major locus to be positive was not imposed through its prior distribution. Rather, a transformation was applied to obtain uniquely identified alleles and to obtain strictly positive additive effects at the major locus. For an extensive description of the model details, see Janss (1966) and Janss et al. (1997) .
Parameters. The complete set of unknowns for the mixed inheritance model ( 1 ) with specified distributional assumptions in denoted
. All the parameters in Q Gib were used in the construction of Gibbs samplers, but nongenetic effects, polygenic effects, and genotypes were not of interest in the present analyses. Furthermore, the two allele frequencies p M, L and p D, L were not uniquely estimable because the data contained observations on crossbreds only. If, for instance, only heterozygotes were found present in 
The frequency A H in crossbreds is denoted p C, H and p C, L + p C, H = 1. A second set of estimable functions of p M, L and p D, L were the genotype frequencies in F 1 . These genotype frequencies can deviate from Hardy-Weinberg proportions and therefore can deviate from genotype frequencies in F 2 , although allele frequencies in the two crossbred populations are the same. These genotype frequencies in ( a, d) and from genotype frequencies in F 1 or genotype frequencies in F 2 ; the latter was computed from p C, L and p C, H assuming Hardy-Weinberg proportions. This computation of major gene variance was based on assumptions of random mating and absence of directional selection. The computed variances included additive and dominance variance at the major locus. In conclusion, the set of parameters of interest for statistical inferences was
Submodels. Two submodels of ( 1 ) were used. The first submodel used was a polygenic model, specified as y = Xb + Zu + e, with all specifications equal to those for model ( 1 ) , including the heterogeneous error variance. The parameters of interest for statistical inferences in the polygenic model were error variances and polygenic variance and heritability in the F 2 , h 2 2 = s u 2 / ( s e2 2 + s u 2 ) . A second submodel used was a model for analysis of F 2 data only, specified as y 2 = Xb + Zu + ZWm + e 2 . In this model, F 1 observations were not included and consequently s e1 2 was not estimated. In this "F 2 -only-analysis," the nongenetic effect of time period contained two levels instead of four. The parameters of interest for statistical inferences in analysis of F 2 data were those given in Q Inf except s e1 2 .
Gibbs Sampling
Construction of Gibbs Samplers. Marginal posterior distributions of model parameters were obtained using Gibbs sampling by construction of a Markov chain with stationary distribution equal to the joint posterior distribution of Q Gib . Construction of a Markov chain using these parameters was based on Janss et al. (1995) , extended to allow for the dominance effect at the major locus, for two founder populations differing in allele frequency and for two error variance components. Inclusions of the dominance effect at the major locus and of more than one allele frequency were described in the application of Janss et al. (1997) . Inclusion of two error variances is reasonably straightforward and is based on common linear model extensions; see Janss (1996) for details. The implementation of the Gibbs sampler generally applied single-variate sampling for all model parameters except for genotypes. For genotypes, "blocks" were constructed containing the genotype of a sire with all its final offspring, and where genotypes in each block were sampled from their joint distribution conditional on remaining parameters and data (Janss et al., 1995) . Blocked sampling of polygenic effects, also considered by Janss et al. (1995) , was not applied here. Full single-variate sampling of polygenic effects was used instead, which could easier be modified to allow for two error variance components. To improve mixing of genotypes, the relaxation technique of Sheehan and Thomas (1993) was applied. This involves relaxation of transmission probabilities to slightly non-Mendelian probabilities, so the genotypes A L A L transmitted A L alleles with probability 1 − p re1 genotypes A H A H transmitted A L alleles with probability p re1 , where p re1 is referred to as the relaxation probability. From a Gibbs chain with relaxed transmission probabilities, cycles with a Mendelian genotype configuration were filtered out to provide a correct set of samples for inferences on a strict Mendelian model (Sheehan and Thomas, 1993) . For the relaxation technique to have a reasonable effect on mixing, relaxation was taken relatively strong (high p re1 ) , leading to a low rate of Mendelian samples in the relaxed chain. In the analyses performed here, we aimed at a rate of Mendelian samples of 1 to 5%. Trial runs were performed to find suitable values for p re1 , which can be different for each data set. To start computation of Gibbs chains, parameters were generally initialized as heterozygotes for genotypes, some positive value for variances, Ø for allele frequencies, and zeros for all others. Sampling of random realizations in construction of Gibbs samplers was based, directly or indirectly, on the uniform random number generator RAN2 (Press et al., 1992) .
Initial Trials. Trial Gibbs chains were constructed to investigate convergence behavior, burn-in periods, suitable values for p re1 , and the degree of dependency in the chains for parameters given in Q Inf . The following applies to the mixed inheritance model ( 1 ) . Convergence behavior was investigated by "annealing a hot chain." Lin et al. (1993) referred to a hot chain as a chain with a high relaxation probability, showing therefore liberal movement and virtually no Mendelian samples. An initially hot chain with p re1 = .5 was annealed by slowly decreasing the relaxation probability to 10 −3 over 1,000 cycles. This gradually restricted movement to the Mendelian and nearMendelian space and increased the proportion of Mendelian samples appearing in the chain. The same procedure was used by Janss et al. (1997) and found to lead efficiently to convergence of the chain. From cycle 1,000 onward, the relaxation probability was kept constant at 10 −3 , and another 5,000 cycles were computed to evaluate the parameter values for the Mendelian model to which the chain had converged. Such a procedure of an annealed hot chain was repeated to investigate whether the Mendelian parameter space consisted of two or more separated subspaces. Secondly, dependency in the Gibbs chains was investigated by producing slightly relaxed chains with p re1 = 10 −3 and 12,000 cycles in total, including a burn-in of 2,000 cycles. Mendelian samples filtered out from such chains were analyzed using the method of Raftery and Lewis (1992) to determine serial dependency by analyzing transition of values in the chains around the mean of the chain. From transition rates, spacing between Gibbs cycles that should yield virtual independence was predicted as exemplified by Janss et al. (1995) . For the polygenic model, only dependency in the Gibbs chains was studied for the three relevant variance components ( s e1 2 , s e2 2 , s u 2 ) . For analysis of F 2 data only, no specific preinvestigations were performed.
Estimation Runs. Estimation of posterior distributions of parameters for each model and trait was based on five replicated Gibbs chains of such length that each chain produced 50 virtually independent samples for all parameters in Q Inf · Chain-length was determined as 51k, where k is the largest predicted spacing for any of the parameters in Q Inf . From such a chain, samples of parameters in Q Inf were sotred from cycles 2k, 3k, . . ., 51k, totaling 50 samples per chain. Cycles 1 to 2k allowed for burn-in of the chains. Only independent samples were stored in order to largely reduce output from the Gibbs samplers and to facilitate and speed-up post-analyses. Post-analyses supplied a final check to see whether the produced samples could indeed be considered independent (see below). In estimation runs, relaxation probability was kept constant from the first cycle onward.
Post-analyses and Statistical Inference.
Convergence of the Gibbs sampler was judged by using generated 250 samples from five chains in an ANOVA, testing for a significant chain effect. Significant differences between chains were considered as an indication of (practical) reducibility, in which case Gibbs sampling theory (Geman and Geman, 1984; Gelfand and Smith, 1990) does not hold. In such cases, the Gibbs sampler is said not to have converged and generated samples are not from the correct posterior distribution. Significance of chain effects was assumed when the Fstatistic exceeded the 1% significance level. The significance level of 1%, rather than a more usual level of 5%, was applied to account for the multiple tests that were performed. Wrongly assumed independence would increase the F-statistics and could lead to significance of chain-effects as well. Hence, the ANOVA at the same time acted as a post-check whether the obtained samples could indeed be considered independent. When significant chain effects were found, the estimation procedure was repeated with a larger spacing between samples, to determine whether this could improve convergence.
Statistical inferences were based on summarizing the generated samples in the form of estimated marginal posterior distributions or estimated features thereof. Nonparametric density estimates of posteriors were made in the form of average shifted histograms (Scott, 1992) . At natural boundaries of parameter spaces, these histograms were smoothed up to the boundaries using a reflection boundary technique (Scott, 1992) . Such a histogram provided a general and broad inference, combining information on various point and interval estimates. As features of the marginal posterior distributions, estimated means and standard deviations were computed. Posterior means were used as point estimates for the parameters. Posterior means fall in the class of APE (a-posteriori expectation) estimators, which have the general property of minimizing quadratic posterior loss. The higher marginalized Bayesian estimators, compared with classical maximum likelihood estimators, are expected to have the same asymptotic properties and superior nonasymptotic properties from a Bayesian viewpoint (Gianola and Foulley, 1990) . Statistical inferences first focused on the genetic variance components ( s u 2 , s w1 2 , s w2 2 ) and in particular on major gene variance in F 2 ( s w2 2 ) to determine significance of the major gene in the model. Judgements were based on the shapes of estimated posterior distributions of variance components (Janss et al., 1995) , where a nonsignificant variance shows a distribution with global mode at s 2 = 0 and significance of a variance shows a global mode for s 2 > 0. Major gene variance was concluded to be significant when the global mode had a density 20 times larger than the density at s w2 2 = 0. This reflects the general conservatism for accepting presence of a major gene. Once significant major gene variance was found, further inferences focused on the effects at the major locus and on estimable functions of allele frequencies.
Results
Polygenic Model
Inferences for a polygenic model were obtained for the full data set, estimating two error variance components, by omission of the major gene component from model ( 1 ) . Required chain lengths to obtain 50 independent samples per chain were determined in initial trials to be 7,500 for traits WT/A, ADG, and BF and 50,000 for traits LS1 and LS2. Analysis of the five Gibbs chains with 50 samples each indicated good convergence, all F-values for chain-effects were not significant ( P > .01) for the variance components for each trait. Posterior means of variance components and heritabilities in the F 2 are in Table 2 . Considerable differences in error variance for F 1 and F 2 were estimated, with F 2 variance being higher for all traits. Largest differences were found for ADG, BF, and LS2, with error variances in F 2 more than 50% higher than in F 1 . Estimated standard deviations of the marginal posterior distributions of these variance components (not shown) indicated that these differences were significant, except for LS2, such that use of the model with two error variances seemed warranted. Estimated polygenic variances indicated reasonable amounts of genetic variance. Heritabilities, computed relative to estimated phenotypic variance in F 2 , were .15 and .20 for the litter size traits and ranged from .29 to .41 for the production traits (Table 2) .
Mixed Inheritance Model
Initial Trials. For the mixed inheritance model ( 1 ) , convergence behavior of the Gibbs sampler was investigated using the described method of annealing a hot chain, which was repeated four times for each trait using the data set with F 1 and F 2 observations. For BF, LS1, and LS2, the Gibbs sampler was found to converge to the same region of the parameter space in the different runs. For WT/A and ADG, however, the Gibbs sampler converged to two regions of the parameter space: one region with d < 0 and a ≈ 0, and one region with d > 0 and a > 0 where d was much larger than a . No mixing was observed between these two regions. Both cases seemed to describe a similar phenomenon of a low and a high group with random transmission between groups. For estimation of parameters for WT/A and ADG, we focused on the case with d > 0 by starting Gibbs chains with positive d. The relaxation probability of 10 −3 used in the initial trials let to 8 to 13% Mendelian samples in the chains. For the remaining of this study, relaxation probabilities were increased to 1.5 × 10 −3 for ADG and 2 × 10 −3 for other traits to obtain the desired rate of 1 to 5% Mendelian samples. Analysis of dependencies in the chains indicated that chain lengths from 80,000 to 150,000 cycles were require to obtain 50 independent samples per chain.
Full-data Analyses. The full data set was analyzed using the described mixed inheritance model ( 1 ) , estimating two error variance components. Table 3 shows means and standard deviations of the estimated marginal posterior distributions of variance components for all traits. Analysis of samples from repeated chains showed good convergence for major gene variances for all traits, enabling conclusions on the presence or absence of a major gene to affect the traits. Other variance components also showed good convergence except for ADG. Lack of convergence of the error variance and polygenic variance for ADG was found to be likely related to lack of convergence of the additive effect at the major locus for this trait, as is described later. To judge significance of the genetic variance components, density estimates for the marginal posterior distributions of polygenic variance ( s u 2 ) and major gene variance in F 2 ( s w2 2 ) are shown in Figure 2 . The posterior distribution of major gene variance in F 2 for LS2 had a non-zero density at s w2 2 = 0. The density ratio of the density at s w2 2 = 0 relative to the maximum density was estimated as 1:6, so that presence of a major gene affecting LS2 was rejected. For other traits, significant contributions of major gene variance in F 2 were found (Figure 2) , and the same conclusions were obtained for major gene variance in F 1 (densities not shown, conclusions in Table 3 ). Major gene variances in F 1 were all lower resulting from differences in genotype frequencies as described below.
For traits with significant major gene variances (WT/A, ADG, BF, and LS1), Table 4 shows estimated posterior means and posterior standard deviations for the effects at the major locus, genotype frequencies of homozygotes in F 1 and the allele frequency of A L in the crossbreds. Estimation of effects at the major locus showed good convergence, except for the additive effect a for ADG. Poor convergence of a for ADG was caused by some chains showing estimates around 100, and other chains showing estimates around 150. These between-chain differences in estimates for the additive effect likely caused the poor convergence of error variance and polygenic variance for ADG as well. For other traits, evidence was found for dominance or overdominance of the A H allele for genes affecting Figure 2 . Estimated marginal posterior distributions (averaged histogram frequencies) of polygenic variance (s u 2 ) and major gene variance in F 2 (s w2 2 ) for weight per age at the end of test (WT/A), average daily gain during test (ADG), backfat thickness at the end of test (BF), litter size at first parity (LS1), and litter size at second parity (LS2). F 2 -Only Analyses. The analyses already described were repeated for analysis of F 2 data only for traits WT/A, ADG, BF, and LS1. Analysis of LS2 was not considered, because the previous analysis indicated absence of a major gene for this trait. Table 5 shows means and standard deviations of the estimated marginal posterior distributions of variance components for the four traits. Analysis of samples from repeated chains showed good convergence for all variances for all traits except again for error variance and polygenic variance for ADG. Compared with the analysis of the full data set, less genetic variance was inferred for WT/A and more genetic variance was inferred for BF and LS1. Opposite differences were found for the error variances for these traits. For ADG, all variances were less in the analysis of F 2 data only, but no further conclusions could be drawn because in both analyses nonconvergence was diagnosed for some of the variances. Except for the estimate of s w2 2 for BF, all posterior standard deviations were larger in the analysis of F 2 data only, because fewer data were considered. Figure 3 shows nonparametric density estimates of the posterior distributions of polygenic and major gene variance in F 2 for the four traits. The same horizontal and vertical scales were used as in Figure 2 , and the spread and height can be compared directly with the posterior distributions shown for analysis of the full data set. Major gene variances were not significantly different from zero for WT/A, ADG, and LS1, due to decreased means (WT/A and ADG) and increased standard deviations (WT/A, ADG, and LS1) of the posterior distributions. The ratios of the densities at s w2 2 = 0 and the global mode for s w2 2 were 1:1.2 for WT/A, 1: 2.7 for ADG, and 1:5 for LS1. Table 6 shows estimated posterior means and posterior standard deviations for effects at the major locus, genotype frequencies of homozygotes in F 1 , and the allele frequency for A L in the crossbreds. Genotype frequencies in F 1 and possible departures from HardyWeinberg proportions of these genotype frequencies were also estimable from the analysis of F 2 data. Major gene parameters are also shown for traits that did not show significant major gene variance, because these estimates provided additional evidence for the presence or absence of major genes when compared with the results in Table 4 . For WT/A and ADG, estimates of effects at the major locus and genotype and allele frequencies were different from those found in the analysis of the full data. For ADG, poor convergence was found for all parameters except for the allele frequency in crossbreds. The differences in estimates between the two analyses did not support presence of major genes influencing WT/A and ADG as was found in the analysis of the full data. For BF, analysis of F 2 data showed different F 1 genotype frequencies, now indicating a larger portion of heterozygotes and absence of the A H A H genotype in F 1 . Overall, analysis of BF using F 2 data only was considered to agree well with the analysis using the full data set. Major gene variance for LS1 was not significant in the analysis of F 2 data (Table 5, Figure  3 ), but similar estimates for the effects at the major locus and for genotype and allele frequencies were found as in the analysis of the full data. Therefore, we concluded that analysis of F 2 data for LS1 confirmed the presence of a major gene affecting this trait.
Discussion
In this study, segregation analyses were used to investigate the presence of major genes affecting five 2 ) in analysis of F 2 data only for weight per age at the end of test (WT/A), average daily gain during the test (ADG), backfat thickness at the end of test (BF), and litter size at first parity (LS1).
commercially important traits measured on Meishan crossbreds. For combines analysis of data on F 1 and F 2 crossbreds in segregation analysis, a concern was brought up by Janss and Van der Werf (1992) , showing that biases arose and that major genes could erroneously be found when error variances were different in the two generations. Thus, in the present analyses, care was taken to guard against such biases and false conclusions 1 ) by estimating two error variance components when F 1 and F 2 data were combined, and 2 ) by considering also F 2 data only for analyses.
For weight per age and average daily gain, large discrepancies were found between analysis of the full data and analysis of F 2 data, showing different estimates for effects at the major locus and allele frequencies and with major gene variance significant in the analysis of the full data but not in the analysis of F 2 data. This indicates that the F 1 data had certain features that led to a significant estimate of major gene variance and that these features were not present in the F 2 data. For example, the F 1 data may have been more skewed than the F 2 data. However, the difference between the analyses of growth traits may also have been caused by analysis on the observed scale, whereas log-scale would be more appropriate. Also, presence of more than one major gene or a gene with more than two alleles could have Table 6 . Estimated marginal posterior means (mpm) and marginal posterior standard deviations (mpsd) for major gene parameters in a mixed inheritance model using F 2 data only (additive effect a and dominant effect d at the major locus, frequencies of genotypes A L A L and A H A H in F 1 , and frequency of the A L allele in F 2 ), based on 250 independent Gibbs samples from five replicated chains a Poor convergence, using ANOVA F-test for comparison of within and between chain variances ( P < .01).
b Global mode at zero. Results from the analysis of the full data and the F 2 data for backfat and litter size at first parity agreed reasonably well, with only one marked difference in estimated genotype frequencies in F 1 for backfat. In the analysis of backfat using F 2 data, a lower frequency for the A L A L genotype and absence of the A H A H genotype was found. Because of generally comparable estimates for major genes affecting backfat and litter size in the analysis of the full data and in the analysis of F 2 data, presence of major genes affecting these traits was found to be likely. Differences between homozygous genotypes were estimated as 6 mm for the gene affecting backfat and 5 or 6 pigs for the gene affecting litter size. Raw means in the F 2 were 16.8 mm backfat and 11.0 pigs at first parity, so that for backfat the "normal" genotype corresponded to a mean level of approximately 16 mm vs 22 mm for the homozygous recessive genotype. For litter size, these figures would be 11.5 pigs for the "normal" genotype and 6 pigs for the homozygous recessive genotype. The recessive genotype therefore produced litters half the size of a normal litter.
In the present study, backfat was measured ultrasonically on live animals. Finding of a major gene for backfat is supported by the previous finding of a major gene affecting backfat measured on carcasses of F 2 crossbreds using a Hennesy grading probe measurement (Janss et al., 1997) . In the analysis of Janss et al. (1997) , a recessive allele was found that increased backfat and with absence of the homozygous recessive genotype in the F 1 . Recessiveness of the allele to increase backfat agrees with the present analysis, and absence of the homozygous recessive genotype in the F 1 agrees with the present analysis of F 2 data. It is plausible that the gene identified here to affect backfat is the same as the gene found to affect backfat identified by Janss et al. (1997) . Effect of the previously found major gene was larger (8.4 vs 5.8 mm), and may be explained by use of the different measurement of backfat and by use of older animals in the previous analysis. Frequencies in crossbreds of the recessive allele were close: .39 in the analysis of Janss et al. (1997) and .39 in the current analysis of F 2 data. To validate the presence of a major gene affecting backfat, Janss et al. (1997) showed differences in family variances, with larger variances in families of boars that carried the recessive allele. They also concluded that the recessive allele most likely originates from the Meishan breed.
Validation of the presence of a major gene affecting litter size was found in plotting the distributions of the raw data for the F 1 and F 2 observations ( Figure  4) . These plots showed a markedly "filled tail" on the left side in the F 2 , not seen in the F 1 . The difference in the distributions for F 1 and F 2 is a strong indication for an underlying genetic mechanism. The animals with extremely small litter sizes appearing in the F 2 were found at all five companies and were descendants of specific boars only. This also is apparent from the statistical analysis, in which company effects were fitted and in which two genotypes were found present in the F 1 . Because of the balanced design of the data, confounding with some nongenetic effect is unlikely. Estimated effects of the gene found to affect litter size showed some overdominance, and genotype frequency estimates in F 1 indicated presence of the homozygous recessive in the F 1 and hence presence of the recessive allele in both founder populations. However, presence of a dominant gene with the recessive allele present in one of the founder populations only could also explain the finding. In that case, one should attribute the slight left-skewness seen in F 1 (Figure 4 ) to a general natural skewness of the observations, rather than to the effects of a major gene.
The major gene identified here is unlikely to be the ESR effect identified by Rothschild et al. (1996) , because of larger magnitude of the effect found. The major gene identified here results in a five to six pig difference between homozygotes, whereas the effect for 50% Meishan animals associated with the ESR locus was reported to be approximately 2.3 at first parity. The major gene found to affect litter size affected litter size at first parity. In the analysis of litter size at second parity, no significant effect of a major gene was found. This could imply that the identified gene in this study is specific for first litters or that the effect of the same gene on second litters is smaller and could not be estimated. In the experiment, mating of young sows was at a fixed age, and variation in the onset of puberty can affect the litter size at first parity. Thus, it cannot be excluded that the major gene found is partly related to the onset of puberty.
A possible reason for the appearance of a group of F 2 sows with small litters could also be an infection of animals by porcine epidemic abortion and respiratory syndrome ( PEARS) . Such an infection prevailed in The Netherlands during the experiment. Generally, PEARS infects all animals at a farm at the same time and may have variable effects on litter size, dependent on the stage of pregnancy at that time. When considering litter size at birth including stillborn pigs, which was the trait analyzed, the group of animals with reduced litter size should have been earlier in pregnancy at the time of infection than the other animals (P. C. Vesseur, Research Institute for Pig Husbandry, Rosmalen, The Netherlands, personal communication). In the experiment, stage of pregnancy was similar, and PEARS should have had similar effects on all animals within each company. Also, animals with reduced litter sizes should then show increased numbers of mummified pigs, which was not found when comparing the percentages of mummified pigs in litters with ≤ 7 with those in litters ≥ 8 pigs. In general, it seems that a disease cannot have caused the appearance of the group F 2 sows with small litters.
Implications
Significant contributions of a major gene were found for backfat and litter size at first parity. However, those major genes do not correspond to either an important "fertility" gene or "leanness" gene, and development of a fertile White or a lean Meishan line via a continued backcrossing does not seam feasible. Rather, breeding of a synthetic line is more appropriate. In such a line, eradication of the unfavorable recessive alleles of the major genes identified will improve backfat approximately 1 mm, and litter size approximately .5 pig. Our method for segregation analysis could be used to identify the likely carriers of the recessive alleles. For using a Meishan synthetic line as a grandparent line in a breeding program, the presence of the recessive alleles is not directly important, assuming that the recessive alleles are not present in other breeds.
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