We evaluated the effects of topographic complexity on landscape carbon and hydrologic process simulations within a rugged mixed hardwood forest by developing and applying a satellite-based hydroecological model at multiple spatial scales. The effects of topographic variability were evaluated by aggregating raster-based digital elevation model and satellite-derived leaf area index inputs across eight different spatial resolutions from 30 m (62 208 pixels) to 2160 m (12 pixels). Our modeling analysis showed that the effect of topography was the strongest on solar radiation and temperature, intermediate on soil water and evapotranspiration, and ambiguous on soil respiration. Spatial aggregation of model inputs smoothed heterogeneous spatial patterns of modeled output variables relative to fine-scale results. Model outputs varied nonlinearly with different levels of spatial aggregation, while spatial variability of model inputs and outputs were dampened at increasingly coarse aggregation levels. Biases in spatially aggregated model predictions were generally less than ±10%, except for solar radiation, which showed biases of up to +50% at coarser spatial scales. The large positive bias in the solar radiation implies that overestimation of biophysical variables that are sensitive to solar radiation (e.g., photosynthesis and net primary production) may be considerable in rugged forested landscapes unless subgrid scale effects are accounted for.
Introduction
Local topography has influential effects on carbon and hydrologic processes in rugged forest landscapes because of spatially complex distributions of meteorological, soil biophysical, and vegetation conditions. Many studies have addressed field or modeling evidence of topographic effects on air temperature (Running et al. 1987 ; Thornton et al. 1997) , precipitation (Daly et al. 1994) , solar radiation (Dubaya and Loechel 1997; Kang et al. 2002) , soil temperature , soil water distribution (Band et al. 1993; Wignosta et al. 1994) , available soil water capacity (Zheng et al. 1996) , leaf area index (LAI) , and specific leaf area (Jose and Gillespie 1996) in rugged landscapes. Coarse-scale global and regional modeling studies often reflect regional average conditions based on the assumption that subgrid scale topographic effects on landscape processes are minimal. These assumptions may not be valid, however, in rugged forest landscapes and may lead to significant errors unless subgrid scale effects are accounted for in regional process studies (Pierce and Running 1995; Kang et al. 2002) .
A general lack of comprehensive spatial data sets for initializing model state variables and enhanced computational demands at regional scales impose restrictions on regional extent and (or) resolution of spatially explicit model applications. Initialization of the models is one of the key problems for fine-scale spatial modeling. For example, a well-established ecosystem model, BIOME-BGC (Running and Coughlan 1988; Running and Hunt 1993) , employs long-term, time intensive spin-up runs to initialize state variables. Other models require detailed input information to initialize water, vegetation and soil carbon, and soil nitrogen state conditions, which are difficult to define over large regional extents and fine-scale spatial resolutions (Kimball et al. 1999 (Kimball et al. , 2000 . In contrast, satellite-based ecosystem models, such as CASA (Potter et al. 1993) , MODIS-BGC (Running et al. 1994) , and 3PG (Landsberg and Waring 1997) , have more flexible model initialization requirements because these models use spatially explicit satellite remote sensingbased information (e.g., normalized difference vegetation index (NDVI)) to initialize and update a relatively simple set of key surface parameters such as LAI and the relative fraction of canopy-absorbed, photosynthetically active radiation. Satellite remote sensing data from NOAA advanced very high resolution radiometer (AVHRR) and Terra/Aqua MODIS sensors are often used for these purposes and provide frequent (i.e., weekly) global coverage at moderate spatial scales (~1 km). For this investigation, we develop and employ a relatively simple, satellite-based hydroecological model with similar logic to other satellite-based models, but utilizing spatially high-resolution but temporally lowresolution satellite data, such as Landsat TM, for estimating LAI at a fine scale (30 m) resolution. Our model approach is designed to utilize this information along with surface station network data for predicting surface meteorology, soil biophysical characteristics, soil respiration, and evapotranspiration across rugged forested landscapes.
In this study, we examined the effects of topography on landscape carbon and water process simulations within a rugged mixed hardwood forest. The goal of this investigation was to examine the effects of spatial aggregation of topographic variability on model outputs and to understand patterns of scale sensitivity with respect to local topography within a rugged forest landscape in central Korea. Our specific objectives were to (i) verify spatially explicit model results using local field measurement network information; (ii) quantify the spatial scaling properties of model input digital elevation (DEM) and satellite-derived LAI information for the study region; and (iii) evaluate the effects of regional scaling of model inputs on model simulations of solar radiation, temperature, soil water, evapotranspiration, and soil respiration.
Materials and methods

Study area and data collection
Our study area is 8.8 km × 6.6 km and situated in a forested landscape near Mt. Jumbong (38°02′N, 128°26′E) in the Kangwon province of Korea (Fig. 1) . Soils within the region are classified as sandy loam, while vegetation is predominantly temperate mixed hardwood forest composed of Mongolian oak (Quercus mongolica Fisch. ex Ledeb.), Ko-rean maple (Acer pseudosieboldianum (Pax) Kom.), and heartleaf hornbeam (Carpinus cordata Blume). Field sampling and measurements were carried out within four 20 m × 20 m plots arranged into two southwest-facing plots and two northeast-facing plots to capture the range of topographic variability within the study region. The sampling site elevation ranges from 1000 to 1100 m.
Field sampling was conducted monthly from 1997 to 1999. Soil temperature was measured continuously at 10 cm depth and integrated hourly intervals using automatic dataloggers (Hobo, Onset Computer Corporation, Bourne, Mass.) located at the centers of adjacent slopes . Soil moisture and organic matter content were analyzed in the laboratory based on loss of mass after drying samples at 105°C for 24 h and ignition at 550°C for 4 h, respectively. From August to November 1998, soil volumetric water content was measured over an approximate 15 cm soil depth at each site location using TDR (time domain reflectometry) soil water probes (CS615, Campbell Scientific Inc., Logan, Utah). LAI was measured using a LI-COR 2000 plant canopy analyzer (LI-COR Inc., Lincoln, Nebr.), while soil respiration was measured using an infrared gas analyzer (EGM2 soil respiration meter, PP Systems, Hertfordshire, U.K.) across the slopes. Bulk mineral soil and root respiration rates were measured by removing surface litter, inserting the gas chamber to 1 cm soil depth, and recording CO 2 evolution (g CO 2 ·m -2 ·h -1 ) for 2 min. Surface litter was removed to minimize errors associated with alteration of chamber air volume (Kang et al. 2003a) .
Daily minimum and maximum air temperatures and precipitation data for 1997 were acquired for 27 surface weather stations within and surrounding the study region from the Korean Meteorological Administration (Fig. 1) .
These data were used for generating gridded daily surface meteorological information across the study region. The station elevations ranged from 10 to 1388 m, with a mean of 357 m. An additional set of daily precipitation data was obtained from gauging stations operated by the Korean Water Resource Cooperation (13 stations; Fig. 1 ). Daily precipitation from the Korean Meteorological Administration and Korean Water Resource Cooperation stations were well correlated with each other (r = 0.93, p < 0.05).
Model development and application
A simplified modeling scheme was applied to simulate soil respiration, evapotranspiration, and associated variables within the study area (Fig. 2) . Soil temperature and soil water content were used as primary inputs for estimating soil respiration across the landscape. The model also requires spatially explicit meteorological and topographic data as primary drivers for regional predictions of daily soil respiration, including daily air temperature, precipitation, topographic slope, aspect, and elevation. The hydroecological model framework (Fig. 2) was composed of a modular set of distinct but interrelated submodels. Some of these submodels are described elsewhere, including soil temperature , air temperature, and solar radiation (Kang et al. 2002) , while others are described below.
Soil respiration
The soil respiration model predicts the rate of soil respiration from soil temperature and moisture information (Raich and Schlesinger 1992; Rochette and Gregorich 1998; Russell and Voroney 1998; Vourlitis et al. 2000) . Many empirical studies of soil respiration indicate that the spatial and temporal variation of soil temperature and soil water content ac-count for much of the seasonal and spatial variability in soil respiration at local scales (Schlentner and Cleve 1984; Howard and Howard 1993; Davidson et al. 1998; Russell and Voroney 1998; Londo et al. 1999; Vourlitis et al. 2000; Kang et al. 2003a) . In this study, an empirical Q 10 model was used to quantify the relationships among soil temperature (T s ,°C), volumetric soil water content (SWC), and soil respiration (R, g CO 2 ·m -2 ·h -1 ) (eq.1). For relative simplicity, we assumed that the same model structure and parameters were generally valid throughout the study area even though other variables, such as soil organic matter content, litter quality, and vegetation structure, are also likely to influence these relationships. Comparisons with field measurements, however, indicated that the Q 10 soil respiration model generally captured the range of variation in measured results. The Q 10 model also showed improved performance when T s and SWC were considered together (root mean square error (RMSE) = 0.13, bias = +0.01 g CO 2 ·m -2 ·h -1 ) than when only soil temperature was used (RMSE = 0.18, bias = +0.10 g CO 2 ·m -2 ·h -1 ) to predict soil respiration.
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LAI
We developed a satellite-based LAI model by quantifying the relationship between LAI field measurements within the study region and NDVI information derived from Landsat TM satellite imagery. We assumed that the seasonal variation in LAI over the growing season can be explained by a general model of population growth constrained by carrying capacity. This assumption led us to adopt a simplified, sigmoid-type LAI model (Fig. 3) . The model requires information about the dates of leaf onset (J e ) and offset (J b ) and date of seasonal maximum LAI (J m ). We applied a warm spring model to determine dates of leaf onset and offset based on accumulated thermal temperatures (Cannell and Smith 1983; Valentine 1983; White et al. 1997; Chuine et al. 1999) . For this investigation, we used a constant accumulated thermal temperature-based threshold for detecting leaf onset within the study region. While several studies indicate that threshold values for detecting leaf onset are spatially variable depending on long-term local climate conditions Kang et al. 2003b ), utilization of a constant threshold value for this study region likely did not introduce significant error in estimating onset dates because temperature variation within the region was generally less than 3°C, which was approximately equivalent to fewer than 8 days difference in onset date according to the phenology model by Kang et al. (2003b) . Maximum LAI was estimated from Landsat TM NDVI imagery for August 12, 1991, using an empirical linear relationship between NDVI and field-based LAI measurements (Spanner et al. 1990; Fassnacht et al. 1997) ; this relationship was defined as: LAI = 4.7227NDVI + 0.6386 (r 2 = 0.62, n = 29) .
Evapotranspiration and soil water content
The daily soil water balance was simulated within single, homogeneous soil layers defined by rooting depth. The soil model also allowed for both vertical exchanges of water with the atmosphere and groundwater and lateral exchange of runoff. In this study, the daily soil water balance was defined as the net sum of the following terms: daily precipitation (P), canopy interception (I p ), evapotranspiration (ET), soil water drainage, surface runoff, and soil water storage (Marshall et al. 1996) . The intercepted daily precipitation was described as a minimum value between a maximum capacity of canopy interception (P c ) and P (Dingman 1994; Waring and Running 1998 ) (eq. 2). We assumed that the maximum capacity of canopy interception is determined by the density of the foliage, which is P c = λLAI (Running and Coughlan 1988; Waring and Running 1998) . Here, λ explains interception capacity per unit LAI on a daily basis (cm·day -1 ).
[2]
Evapotranspiration from vegetated surfaces and evaporation from bare soils were estimated separately using the Penman-Monteith (P-M) method (Monteith and Unsworth 1990; Dingman 1994 ). Calculation of surface-atmosphere water fluxes using the P-M method requires daily inputs of solar radiation, daytime atmospheric vapor pressure deficit, LAI, and several surface conductance parameters, including aerodynamic and soil and vegetation canopy resistances to surface-atmosphere water vapor exchange. These variables were prepared using the methods either described above or summarized in Dingman (1994) . In this study, infiltration and runoff were modeled using the approach described by Running and Coughlan (1988) .
The SWC was assumed to be saturated and without drainage loss when soil temperatures were below 0°C. The soil respiration response to soil water variability during snowmelt and other cold temperature conditions was therefore not explicitly considered in this investigation, though soil respiration was generally found to be insensitive to variations in SWC below soil temperatures of approximately 5°C (Kang et al. 2003a ).
Parameterization and validation
Soil field capacity and saturated volumetric water content are soil physical properties that determine soil water limitations to ET, drainage, and runoff rates in our model. In this study, these parameters were determined from hourly TDR soil moisture measurements. The soil field capacity was assumed to be equal to the volumetric SWC 2-3 days following a heavy rainfall (e.g., ≥2-3 cm·day -1 ) event (Dingman 1994) . Rooting zone depths were assumed to be 50 cm for the entire study region, based on local field measurements.
A nonlinear procedure (NLIN, SAS ver. 6.12, SAS Institute Inc.) was applied to determine coefficients of the soil respiration model (eq. 1). In this study, Q 10 , β, and γ in eq. 1 were determined as 3.7, 0.085, and 0.076, respectively. In the LAI model, J m was assumed to be August 15 based on the acquisition date of Landsat TM input imagery. Critical values of thermal summations for leaf onset (88°C) and offset (-150°C) were determined from seasonal LAI and temperature measurements (Fig. 3) . The coefficient (α) for the LAI model (Fig. 3 ) was determined using a nonlinear leastsquared method (NLIN procedure, SAS v.6.12). Other parameters required for calculating the P-M method were derived from Dingman (1994) . Our model was implemented using daily meteorological data for 1997 and evaluated using independent field measurements.
Preparation of surface input data
Daily temperature and precipitation measurements from the local weather station network were spatially interpolated over the study region at a 30-m spatial resolution using a kriging and external drift approach (Deutsch and Journel 1992; Hudson and Wackernagel 1994; Kang et al. 2002) and a 30-m resolution DEM derived from 1 : 25 000 scale digital topographic maps issued by the Korean National Geography Institute. This method was applied for interpolating daily maximum and minimum air temperatures, in which the local DEM was used as an external drift to account for orographic temperature effects. Daily precipitation was interpolated over the DEM using a linear regression model of elevation and daily precipitation from weather stations having precipitation data within a 50-km radius surrounding the study area. Consequently, five weather stations (elevation range 350-1320 m) were used to derive the precipitation-elevation regression model (r 2 = 0.83, p < 0.05) and produce daily precipitation surfaces for the Mt. Jumbong study area.
A cross-validation approach was used to verify reliability of the temperature and precipitation interpolations (Deutsch and Journel 1992) , in which actual data were individually dropped and then re-estimated by using the values of neighboring data. Each datum was replaced in the data set after re-estimation. Unfortunately, we do not have meteorological observations within the study area to test reliability of the interpolations directly. The temperature and precipitation interpolations at the sampling sites (elevation 1000-1100 m) within the study region were therefore indirectly compared with daily air temperatures from the nearby Missiryung (elevation 826 m) automatic weather station (AWS) and precipitation from the Gunryang (elevation 820 m) AWS, which were located 12 and 6 km and at similar elevations to the sampling sites, respectively, and were not used in the interpolation.
The interpolated daily air temperature surfaces were used for calculating (i) daily soil temperatures using a soil temperature model (Hybrid; Kang et al. 2000) ; (ii) solar radiation using a topographic solar radiation model (TopoRad; Kang et al. 2002) ; and (iii) daily vapor pressure deficits using an approach by Running et al. (1987) and Kimball et al. (1997) for the study area.
Modeling carbon and water processes at multiple spatial scales
We divided the study region into 12 units, each having an area of 2160 m × 2160 m. The hydroecological model was then implemented across eight different nested pixel resolutions (30, 90, 180, 270, 540, 810, 1080, 2160 m) . For each simulation, LAI and DEM data were spatially aggregated from base 30-m resolutions by simple averaging of subgrid scale pixels within each coarser resolution pixel. Meteorological variables and subsequently derived variables (i.e., soil temperature, solar radiation, and vapor pressure deficit), however, were recalculated for each new simulation using the aggregated DEM information. Model predictions were then spatially averaged within each subregion for further comparisons. Differential variability between model results derived from successive, coarser, spatial simulation scales was then evaluated accordingly. Regional averages of each model output variable derived at a given spatial resolution were subtracted from mean model outputs derived at the previous finer spatial scale; these differences were then divided by the interval between the two resolutions to determine model output differences per unit spatial resolution. These results were then used as a relative measure of model output sensitivity to spatial scale variability.
The primary goal of the spatial scaling analysis was to quantify the effects of topographic spatial aggregation on model outputs as a means for understanding scale sensitivity of selected hydroecological processes to local topography. We used the range of variation of model outputs (RV) derived from the above averages as a surrogate index of scale sensitivity. The RV was defined as the range between maximum and minimum values of model output differences across all spatial resolutions. Subregional averages and corresponding standard deviations of the following parameters were used as indices of topographic complexity for comparison with corresponding RV results: elevation, slope, topographic surface-area index, sky-view factor, and topographic factor ( Table 1 ). The topographic surface area index was defined as the ratio of real surface area to projected area on a horizontal plane . Sky-view and topographic factors are indicators of elevation, slope, and aspect influences on incident diffuse and direct radiation across the landscape (Kang et al. 2002) 
Results
Interpolation of surface meteorology and crossvalidation
Reliability of the surface meteorological interpolation results was examined indirectly through cross-validation analysis and comparisons with meteorological data from two nearby weather stations. In spite of a limited number of available weather stations (Fig. 1, n = 27 ), cross-validation analyses of air temperature spatial interpolation errors across the study region at the 30-m resolution were comparable with results from other studies (e.g., Thornton et al. 1997): for maximum air temperature, mean absolute error (MAE) and bias were 1.20 and 0.033°C (r 2 = 0.97), respectively; for minimum air temperature, MAE and bias were 1.25 and 0.041°C (r 2 = 0.98), respectively. Cross-validation analysis of interpolation results from the smaller number (n = 5) of precipitation network stations were also generally favorable, with MAE and bias of the predicted values of 0.09 and 0.04 mm·day -1 (r 2 = 0.88), respectively. Interpolated daily air temperatures for the sampling site within the study re- Note: ID, subregion index; ELEV, elevation (m); SLOPE, the percent slope; SURFACE, topographic surface area index; SKYVIEW, sky-view factor; TOPO, topographic factor on winter solstice; STDELEV, STDSLOPE, STDVIEW, and STDTOPO are standard deviations of elevation, slope, sky-view factor, and topographic factor, respectively. a The eighth subregion was ignored because of significant cloud cover faction. gion corresponded closely with daily temperature measurements from the nearby Missiryung AWS (r 2 = 0.96 for mean daily air temperature, p < 0.05). Seasonal air temperature variability between the two sites was also similar, ranging from -15.1 to~23.0°C for Missiryung AWS and -15.6 tõ 23.3°C for the sampling site. The interpolated precipitation (annual total 1675 mm) at the sampling site also corresponded closely with the nearby Gunryang AWS (r 2 = 0.98; p < 0.05; annual total 1597 mm). These results indicate that our interpolation methods are relatively accurate given the diverse elevation range (i.e., 10-1388 m) within the study region. These results also indicate that interpolated daily air temperature and precipitation results generally match the observed seasonal variability and relative magnitudes of adjacent weather station observations located at roughly equivalent elevations.
Model validation and spatial application
Soil temperature at 10 cm soil depth was successfully predicted by Hybrid (MAE = 0.81°C and bias = -0.26°C) (Fig. 4a) . Similarly, Hybrid could simulate spatial differences in soil temperatures between adjacent south-and north-facing plots (MAE = 0.58°C and bias = 0.34 o C) (Fig. 4b) . Soil temperature differences (∆T s ) between southand north-facing slopes were generally negligible (i.e., ∆T s < 1°C) under closed canopy (i.e., LAI > 3.0) conditions. The occurrence and amount of daily precipitation accounted for abrupt increases in daily ET and SWC (Fig. 4c) . The relative accuracy of SWC simulations was evaluated using field data. For this comparison, we converted measured soil gravimetric water content to volumetric water content using soil bulk density information obtained from field sites of south-facing (0.64 ± 0.07, n = 5) and north-facing (0.52 ± 0.08, n = 5) plots. Model soil water results were found to be reasonably accurate despite the fact that a simple hydrological model was used (MAE = 0.04 and bias = -0.03 m 3 ·m -3 ) and explained 87% (p < 0.05) of seasonal variations of measured SWC.
Gridded daily soil temperature, SWC, solar radiation, air temperature, and precipitation outputs were used to predict soil respiration and ET over the study region at each spatial scale; base level (30 m) model results are shown in Fig. 5 . Blank areas represent regions where the TM imagery was obscured by clouds and other areas covered by roads, rocks, and other nonvegetated surfaces that were masked from further model analyses. The predicted spatial pattern of annual ET was correlated with LAI (r = 0.82, p < 0.05) and showed considerable spatial variability within the study area, ranging from 124 to 732 mm·year -1 for 1997, with an aerial mean of 574 mm·year -1 (± 79 mm·year -1 standard deviation). This aerial mean ET is equivalent to 34% (± 6% standard deviation) of annual precipitation, which is slightly lower than observations from other temperate deciduous forested watersheds (e.g., 37% from Hubbard Brook, Chapin et al. 2002 ; (± 0.006 m 3 ·m -3 standard deviation) (see Fig. 5c ). Mean annual soil temperatures (9.1 ± 3 o C) were significantly (p < 0.0001) lower than mean annual air temperatures (11.8 ± 0.5°C). The predicted annual soil respiration ranged from 670 to 1246 g C·m -2 ·year -1 , with an aerial mean of approximately 882 (± 47) g C·m -2 ·year -1 . These values are generally equivalent to annual soil CO 2 respiration measurements ranging from 1103 to 1165 g C·m -2 ·year -1 reported from another study in the same area (Kang et al. 2003a ).
Effects of topography on model predictions
The phase space diagrams presented in Fig. 6 show the relationships between topography (i.e., elevation, slope, aspect) and model predictions derived at a 30-m spatial resolution. Solar radiation produced the most distinct spatial pattern: higher for south-facing, intermediate slopes and high elevations (Fig. 6d) . LAI showed higher values for gentle, southwest-facing slopes and low elevations. Soil water content was inversely related to LAI and solar radiation ( Fig. 6c and Table 2 ), while soil temperature showed a positive correlation with solar radiation (Fig. 6b and Table 2 ). Soil respiration showed weak relationships with aspect and elevation (Fig. 6a) . These results indicate that topographyinduced spatial patterns are mitigated through complex interactions among the variables; additional evidence for this was found from semivariogram analyses of model outputs. Effective ranges of spatial autocorrelation were calculated from empirical semivariogram models of selected variables. Interestingly, the effective range for topographic slope characteristics (201 m) is shorter than those of other variables (LAI, 379 m; soil temperature, 594 m; SWC, 612 m; solar radiation, 633 m). These results indicate that topographic slope variability is autocorrelated at a shorter spatial range than the other variables, while this distinct short-range variability is progressively smoothed for LAI, soil temperature, SWC, and solar radiation. The effective range was not specified for soil respiration, indicating that topography has a relatively weak influence on soil respiration spatial patterns. ); SW, soil water content (m 3 ·m -3 ); ST, soil temperature (°C) at 10 cm depth; RESP, soil respiration (g CO 2 ·m -2 ·h -1 ). *, p < 0.05; **, p < 0.01. Table 2 . Pixel-by-pixel correlation of topographic and modeled variables at the 30-m resolution.
Effect of spatial aggregation on model predictions
Percent differences between model predictions at 30-and 2160-m resolutions were calculated for each of the 12 subregions for soil respiration, solar radiation, soil temperature, and SWC (Fig. 7) . Solar radiation simulations were biased by up to +50% at the coarser resolution, while the bias for soil respiration ranged from -9% to +7%. Biases for soil temperature and SWC simulations ranged from -4% to +3% and from -0.1% to -1%, respectively.
Estimated differential variability in selected model outputs across eight different nested pixel resolutions (30, 90, 180, 270, 540, 810, 1080 , 2160 m) is presented in Fig. 8 . Each variable showed distinct patterns of differential variability. At fine-scale resolutions (i.e., ≤ 270 m), ET and solar radiation increased with spatial aggregation, while SWC and respiration showed the opposite response. Model threshold resolutions were also found for each variable, above which model results were generally insensitive to further decreases in spatial scales. Solar radiation differential variability became stationary between approximately 90-and 180-m resolutions, whereas ET and SWC became stationary between resolutions of 180 and 270 m. Soil respiration showed a generally greater threshold resolution of between 360 and 540 m. These threshold resolutions represent average conditions for the entire study region. Individual study units within the larger region, however, showed substantial variability in estimated thresholds depending on local topographic characteristics, as indicated in Fig. 8 by high standard deviations in differential variability at finer spatial scales.
Scaling index results defined as the RV between coarse (2160 m) and fine (30 m) scale model outputs showed significant correlations (p < 0.05) with topographic indices for radiation, LAI, soil water, and temperature, whereas soil respiration did not show any significant correlations (Table 3) . Strong negative correlations with elevation were found for radiation, LAI, soil water, and temperature, indicating generally greater scale sensitivity (RV) for valley bottom locations than for along ridges. Similarly, negative correlations with standard deviations of topographic factor (STDTOPO) for radiation and soil water indicate that relatively homogeneous slopes (i.e., smaller STDTOPO) are more scale sensitive than ridges and valleys (higher STDTOPO). The RV scale sensitivity index was generally poorly correlated with predicted values of soil respiration, ET, SWC, soil temperature, and solar radiation (r = -0.5 to~0.6, p > 0.05). RV results for soil respiration were only weakly correlated with topographic indices, providing additional evidence that subgrid scale topographic variability generally had minimal influence on regional scale estimates of this variable within the study region. We examined whether a fundamental unit of spatial organization could be identified over which spatial heterogeneity decreases dramatically for a variable that is highly dependent on local topography. For this purpose, we compared three different approaches to detect the critical spatial resolution for solar radiation: (i) fractal dimension and (ii) differential variation and (iii) semivariogram analyses used in this study. Interestingly, the three different methods produced very similar threshold resolutions, as shown in Fig. 9 . We found similar patterns for LAI, soil water, and temperature, but not for respiration.
Discussion and conclusions
The results of our model analyses showed distinct topographic effects on radiation and soil temperature, less distinct effects on SWC, and ambiguous effects on soil respiration over the study region at a fine scale (30 m) resolution. Nevertheless, model soil respiration results were sufficiently heterogeneous to show an approximate twofold variation across the study region. These results indicate that significant bias can occur from simple linear extrapolations of plot-scale biophysical estimates without accounting for the effects of subgrid-scale topographic variability. Spatial aggregation of model results produced less heterogeneous spatial patterns relative to fine-scale results. Biases between model predictions at 30-and 2160-m resolutions were spatially variable but were generally less than 10%, except for solar radiation, which showed biases of up to 50% at coarse spatial scales. The biases of estimated soil respiration (-9% to~7%) between coarse and fine scales was less than field network measurement uncertainties for soil respiration (12%) within the study region and also smaller than biases (<30%) reported for similar biophysical variables such as net primary production (NPP) within Rocky Mountain coniferous forests of the northern U.S.A. (Pierce and Running 1995) . Although NPP was not modeled explicitly in this study, it is likely that the large positive bias in estimated solar radiation at the coarse resolution would lead to significant positive biases in regional estimates of NPP (Potter et al. 1993; Landsberg and Waring 1997) . As a result, spatial aggregation of model inputs may result in considerable overestimation of biomass production and associated carbon sequestration over rugged forested landscapes.
Soil respiration responded positively to increases in SWC at the study sites despite relatively high (~1675 mm·year -1 ) regional precipitation levels. The relationship between soil respiration and SWC varies for different biomes and seasons. In semiarid areas, annual soil respiration is correlated -2 ·h -1 ); ELEV, elevation (m); SLOPE, the percent slope; SURFACE, topographic surface area index; SKYVIEW, sky-view factor; TOPO, topographic factor on winter solstice; STDELEV, STDSLOPE, STDVIEW, and STDTOPO are standard deviations of elevation, slope, sky-view factor, and topographic factor, respectively. *, p < 0.05; **, p < 0.01. with SWC (Klopatek et al. 1998) . In Arctic tundra, soil respiration is inversely proportional to water table depth (Oberbauer et al. 1992) , while soil respiration is inversely proportional to SWC in primary forests of eastern Amazonia (Davidson et al. 2000) . Davidson et al. (1998) reported that soil respiration was negatively correlated with SWC during wet winter seasons but positively correlated with SWC during seasonal summer droughts within a temperate mixed hardwood forest. Microbial respiration in very wet soils generally decreases because of limitations of O 2 diffusion through saturated soil pores (Linn and Doran 1984) . For the current study region, however, rugged topography and associated well-drained soils resulted in a positive correlation between SWC and soil respiration (Kang et al. 2003a) .
This study provides a relatively simple, integrative approach for simulating hydroecological processes and evaluating topographic spatial scale effects on model outputs within rugged forest landscapes. Nevertheless, we recognize several limitations of the analysis presented in this study. First, spatial interpolations of surface meteorological data were derived from sparsely distributed weather stations with limited direct meteorological observations within the study area. Because many of the submodels in this study utilize these meteorological data as primary model drivers, uncertainties regarding spatial patterns in surface meteorology within the study region can lead to uncertainties regarding spatial patterns and scale effects in model predictions. Second, validation of model outputs was limited by the difficulty of obtaining sufficient numbers of detailed biophysical measurements to account for spatial heterogeneity across the rugged landscape. Consequently, we were unable to verify our relatively fine spatial scale (30 m) model outputs across the full range of observed elevation, slope, aspect, soil, and land cover conditions within the study region from our limited set of field network observations.
The relatively simple soil respiration model developed for this study was based on the assumption that only soil temperature and soil water vary significantly across the study region and affect soil respiration; this assumption is unlikely to hold over large regions. For example, we assumed that fractions of root and microbial respiration to total soil respiration were constant across the landscape. These components are likely to vary, however, given the heterogeneous distribution of LAI across the study area (Jose and Gillespie 1996; Fassnacht et al. 1997 ) and the strong correlation between photosynthetic biomass and soil respiration (Ekblad and Hogberg 2001; Bowling et al. 2002) . Future studies should consider this potentially important source of soil respiration variability. Similarly, our sigmoid-type, empirical LAI model and associated NDVI-LAI relationships would likely require reparameterization for other areas because of regional variations in phenological processes and canopy architecture (Landsberg and Waring 1997) . General applicability of the sigmoid-type empirical model should be tested further for other deciduous forest types. Likewise, recent approaches for modeling onset-offset dates in relation to local air temperatures and solar radiation levels Kang et al. 2003b ) would likely improve model predictions of LAI seasonal patterns. We therefore recognize that extrapolation of this model to other regions where climate and vegetation are significantly different may result in model uncertainties because of the use of regionally specific empirical submodels of soil respiration and LAI. Further research is needed to develop more process-oriented approaches for broad application to other regions and heterogeneous landscapes.
