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Real-Variable Characterizations of New Anisotropic Mixed-Norm
Hardy Spaces
Long Huang, Jun Liu, Dachun Yang∗ and Wen Yuan
Abstract Let ~p ∈ (0,∞)n and A be a general expansive matrix on Rn. In this article, via
the non-tangential grand maximal function, the authors first introduce the anisotropic mixed-
norm Hardy spaces H
~p
A
(Rn) associated with A and then establish their radial or non-tangential
maximal function characterizations. Moreover, the authors characterizeH
~p
A
(Rn), respectively,
by means of atoms, finite atoms, Lusin area functions, Littlewood–Paley g-functions or g∗λ-
functions via first establishing an anisotropic Fefferman–Stein vector-valued inequality on the
mixed-norm Lebesgue space L~p(Rn). In addition, the authors also obtain the duality between
H
~p
A
(Rn) and the anisotropic mixed-norm Campanato spaces. As applications, the authors es-
tablish a criterion on the boundedness of sublinear operators fromH
~p
A
(Rn) into a quasi-Banach
space. Applying this criterion, the authors then obtain the boundedness of anisotropic con-
volutional δ-type and non-convolutional β-order Caldero´n–Zygmund operators from H
~p
A
(Rn)
to itself [or to L~p(Rn)]. As a corollary, the boundedness of anisotropic convolutional δ-type
Caldero´n–Zygmund operators on the mixed-norm Lebesgue space L~p(Rn) with ~p ∈ (1,∞)n is
also presented.
1 Introduction
The main purpose of this article is to introduce a new kind of anisotropic mixed-norm Hardy
spaces on Rn. It is well known that the classical Hardy space Hp(Rn), with p ∈ (0, 1], is a good
substitute for the Lebesgue space Lp(Rn), particularly, when studying the boundedness of maximal
functions and Caldero´n–Zygmund operators (see [50]). Nowadays, the theory of Hp(Rn) has been
systematically studied and proved useful in many mathematical fields such as harmonic analysis
and partial differential equations; see, for instance, [20, 46, 50, 52].
Moreover, due to the notable work of Caldero´n and Torchinsky [10] on parabolic Hardy spaces
and also in order to meet the requirements arising in the development of harmonic analysis and
partial differential equations, there has been an increasing interest in extending classical function
spaces from Euclidean spaces to some more general underlying spaces; see, for instance, [6, 15,
27, 55, 61]. In particular, as a generalization of both the isotropic Hardy space and the parabolic
Hardy space of Caldero´n and Torchinsky [10], in 2003, Bownik [6] first introduced the anisotropic
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Hardy space H
p
A
(Rn) with p ∈ (0,∞), where A is a general expansive matrix on Rn (see Definition
2.1 below). Later on, Bownik et al. [7] further extended the anisotropic Hardy space to the
weighted setting. For more progresses about the real-variable theory of function spaces in this
anisotropic setting, we refer the reader to [1, 37, 41, 42, 43, 55]. Nowadays, the anisotropic dilation
on Euclidean space Rn has proved useful not only in developing the theory of various function
spaces, but also in some other fields such as partial differential equations (see, for instance, [30])
and wavelet theory (see, for instance, [6, 63]).
On another hand, the mixed-norm Lebesgue space L~p(Rn), with the exponent vector ~p ∈
(0,∞]n, is a natural generalization of the classical Lebesgue space Lp(Rn), via replacing the con-
stant exponent p by an exponent vector ~p. The study of mixed-norm Lebesgue spaces originates
from Benedek and Panzone [5] in the early 1960’s, which can be traced back to Ho¨rmander [26].
Later on, in 1970, Lizorkin [44] further investigated both the theory of multipliers of Fourier in-
tegrals and estimates of convolutions in the mixed-norm Lebesgue spaces. In particular, based
on the mixed-norm Lebesgue space, the real-variable theory of mixed-norm function spaces, in-
cluding mixed-norm Morrey spaces, mixed-norm Hardy spaces, mixed-norm Besov spaces and
mixed-norm Triebel–Lizorkin spaces, has rapidly been developed in recent years; see, for instance,
[13, 16, 22, 25, 47] and also the survey article [29].
Moreover, since the mixed-norm function spaces have finer structures than the corresponding
classical function spaces, they naturally arise in the studies on the solutions of partial differential
equations used to model physical processes involving both in space and time variables, such as the
heat or the wave equations (particularly, the very useful Strichartz estimates); see, for instance, [33,
34, 54]. This is based on the fact that, while treating some linear or nonlinear equations, functions
with different orders of integrability in different variables induce a better regularity (of traces)
of solutions; see, for instance, [23, 57]. Another motivation to develop the real-variable theory
of mixed-norm function spaces comes from bilinear estimates and their vector-valued extensions
which have proved useful in partial differential equations involving functions in n dimension space
variable x and one dimension time variable t; see, for instance, [3, 4, 21, 25]. In particular, in
order to obtain the smoothing properties of bilinear operators and Leibniz-type rules in mixed-
norm Lebesgue spaces, Hart et al. [25] introduced the mixed-norm Hardy space Hp,q(Rn+1) with
p, q ∈ (0,∞) via the Littlewood–Paley g-function. Precisely, as was mentioned in [25, p. 8586],
the space Hp,q(Rn+1) plays an important role in overcoming the difficulty caused by full derivatives
both in the space variable x and the time variable t in the mixed-norm Lebesgue spaces. For more
progresses about the applications of mixed-norm function spaces in partial differential equations,
we refer the reader to [12, 19, 34, 35].
In addition, very recently, Cleanthous et al. [15] introduced the anisotropic mixed-norm Hardy
space H
~p
~a
(Rn) associated with an anisotropic quasi-homogeneous norm | · |~a, where
~a := (a1, . . . , an) ∈ [1,∞)n and ~p := (p1, . . . , pn) ∈ (0,∞)n,
via the non-tangential grand maximal function and then established its radial or its non-tangential
maximal function characterizations. To complete the real-variable theory of this Hardy space
H
~p
~a
(Rn), Huang et al. [27] established several equivalent real-variable characterizations of H
~p
~a
(Rn),
respectively, in terms of atoms, finite atoms, Lusin area functions, Littlewood–Paley g-functions
or g∗λ-functions and also obtained the boundedness of anisotropic Caldero´n–Zygmund operators
from H
~p
~a
(Rn) to itself [or to L~p(Rn)]. In [28], via the atomic and the finite atomic characterizations
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from [27], Huang et al. further proved that the dual space of H
~p
~a
(Rn), with ~p ∈ (0, 1]n, is the
anisotropic mixed-norm Campanato space. For more progresses about the real-variable theory of
this sort of anisotropic function spaces, we refer the reader to [15, 32, 58].
Based on the aforementioned mixed-norm Lebesgue space L~p(Rn) in [5] and also motivated
by the works of Cleanthous et al. [15] as well as Hart et al. [25], in this article, we introduce
a new kind of anisotropic mixed-norm Hardy spaces H
~p
A
(Rn) with ~p ∈ (0,∞)n and some general
expansive matrix A, via borrowing some ideas from the real-variable theories of the anisotropic
Hardy space H
p
A
(Rn) in [6] and the anisotropic mixed-norm Hardy space H
~p
~a
(Rn) in [15, 27, 28].
To be precise, the anisotropic mixed-norm Hardy space H
~p
A
(Rn) is first introduced via the non-
tangential grand maximal function and then characterized by means of radial or non-tangential
maximal functions. Moreover, via establishing an anisotropic Fefferman–Stein vector-valued in-
equality of the Hardy–Littlewood maximal operator on the mixed-norm Lebesgue space, various
real-variable characterizations of H
~p
A
(Rn), respectively, in terms of atoms, finite atoms and the
square functions, including Lusin area functions, Littlewood–Paley g-functions or g∗λ-functions
are also presented. As applications of these real-variable characterizations, we first give the dual
space of H
~p
A
(Rn) and then establish a criterion on the boundedness of sublinear operators from
H
~p
A
(Rn) into a quasi-Banach space. Applying this criterion, we further consider the boundedness
of anisotropic convolutional δ-type and non-convolutional β-order Caldero´n–Zygmund operators
from H
~p
A
(Rn) to itself [or to L~p(Rn)]. As a corollary, the boundedness of anisotropic convolutional
δ-type Caldero´n–Zygmund operators on the mixed-norm Lebesgue space L~p(Rn) for any given
~p ∈ (1,∞)n is also obtained.
To the best of our knowledge, Bownik and Wang very recently revealed some connections
of anisotropic Hardy spaces H
p
A
(Rn) with partial differential equations in [9], namely, they first
obtained a differential characterization for H
p
A
(Rn) and, applying this characterization, further es-
tablished a parabolic differential equation characterization of H
p
A
(Rn). Moreover, Johnsen et al.
[32, Theorem 6.12] studied necessary conditions for the existence of a solution of a heat equa-
tion in anisotropic mixed-norm Lizorkin–Triebel spaces, where the anisotropic setting considered
in [32] is a special case of the anisotropy investigated in the present article. In addition, Dong
and Kim [17] recently established several generalized versions of the Fefferman–Stein theorem on
sharp functions in spaces of homogeneous type with weights and, using them, Dong and Kim [17]
further established a priori weighted mixed-norm estimates for solutions of elliptic and parabolic
equations and systems with BMO coefficients in divergence and non-divergence form, and Dong
et al. [18] also investigated the local mixed-norm estimate for solutions of Stokes system. Note
that the underlying space of the present article is a special case of spaces of homogeneous type.
Thus, the generalized versions of Fefferman–Stein theorem on sharp functions obtained in [17]
also hold true for the anisotropic setting in this article. However, it is still a challenging problem
to find some applications of H
~p
A
(Rn) in partial differential equations.
The organization of this article is as follows.
In Section 2, we first present some notation used in this article, including mixed-norm Lebesgue
spaces and expansive matrices as well as some known facts on homogeneous quasi-norms from
[6]. The new anisotropic mixed-norm Hardy space H
~p
A
(Rn) is also defined in this section via the
non-tangential grand maximal function.
Section 3 is devoted to characterizing the space H
~p
A
(Rn) by means of the radial or the non-
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tangential maximal functions (see Theorem 3.15 below). For this purpose, via an auxiliary in-
equality (see Lemma 3.5 below) from [1], and first establishing the boundedness of the anisotropic
Hardy–Littlewood maximal operator [see (3.1) below] on L~p(Rn) with ~p ∈ (1,∞)n (see Lemma
3.3 below), we show that the L~p(Rn) quasi-norm of the tangential maximal function T
N(K,L)
φ ( f )
can be controlled by the same norm of the non-tangential maximal function M
(K,L)
φ ( f ) for any
f ∈ S′(Rn) (see Lemma 3.9 below), where K ∈ Z is the truncation level, L ∈ [0,∞) the decay
level, N ∈ N ∩ ( 1
p− ,∞) with p− := min{p1, . . . , pn} and S′(Rn) denotes the set of all tempered dis-
tributions on Rn. By this, the monotone convergence property of increasing sequences on L~p(Rn)
(see Lemma 3.10 below) and the obtained boundedness of the anisotropic Hardy–Littlewood max-
imal operator on L~p(Rn) again, we then prove Theorem 3.15. Moreover, using the obtained radial
maximal function characterizations of H
~p
A
(Rn) and Lemma 3.3, we also show that, for any given
~p ∈ (1,∞)n, H~p
A
(Rn) = L~p(Rn) with equivalent norms (see Proposition 3.17 below).
In Section 4, by borrowing some ideas from the proofs of [6, p. 38, Theorem 6.4] and [40,
Theorem 4.8] as well as [27, Theorem 3.16], we establish the atomic characterization of H
~p
A
(Rn).
Indeed, we first introduce the anisotropic mixed-norm atomic Hardy space H
~p,r,s
A
(Rn) in Definition
4.2 below and then prove H
~p
A
(Rn) = H
~p,r,s
A
(Rn) with equivalent quasi-norms (see Theorem 4.7
below). To this end, we first establish an anisotropic Fefferman–Stein vector-valued inequality of
the Hardy–Littlewood maximal operator as in (3.1) on the mixed-norm Lebesgue space L~p(Rn)
(see Lemma 4.4 below), where ~p ∈ (1,∞)n. Moreover, by borrowing some ideas from the proof
of [27, Lemma 3.15], we show that some estimates related to L~p(Rn) norms for some series of
functions can be reduced into dealing with the Lr(Rn) norms of the corresponding functions (see
Lemma 4.5 below), which plays a key role in the proof of Theorem 4.7 and is also of independent
interest. Then, using this key lemma, the obtained vector-valued inequality and some arguments
similar to those used in the proof of [40, Theorem 4.8], we prove that H
~p,r,s
A
(Rn) ⊂ H~p
A
(Rn) and,
moreover, the inclusion is continuous. Conversely, by [6, p. 32, Lemma 5.9] and borrowing some
ideas from the proof of [27, Lemma 3.14], we find that H
~p
A
(Rn)∩L~p/p−(Rn) is dense in H~p
A
(Rn) (see
Lemma 4.6 below) with ~p ∈ (0,∞)n and p− as in (2.4) below. By this density and the anisotropic
Caldero´n–Zygmund decomposition associated with non-tangential grand maximal functions from
[6, p. 23] as well as some arguments similar to those used in the proof of [40, Theorem 4.8], we
then prove that H
~p
A
(Rn) is continuously embedded into H
~p,∞,s
A
(Rn) and hence also into H
~p,r,s
A
(Rn)
due to the fact that each (~p,∞, s)-atom is also a (~p, r, s)-atom for any r ∈ (1,∞). This proves
Theorem 4.7.
The aim of Section 5 is to establish a finite atomic characterization of H
~p
A
(Rn) (see Theorem
5.3 below). To be exact, we first introduce the anisotropic mixed-norm finite atomic Hardy space
H
~p,r,s
A,fin
(Rn) in Definition 5.1 below and then, via borrowing some ideas from the proofs of [40,
Theorem 5.4] and [27, Theorem 5.9], we show that, for any given finite linear combination of
(~p, r, s)-atoms with r ∈ (max{p+, 1},∞) [or continuous (~p,∞, s)-atoms], its quasi-norm in H~pA(Rn)
can be achieved via all its finite atomic decompositions. This actually extends [45, Theorem 3.1
and Remark 3.3] and [27, Theorem 5.9] to the present setting of anisotropic mixed-norm Hardy
spaces.
Section 6 is devoted to establishing the square function characterizations of H
~p
A
(Rn), includ-
ing characterizations via the Lusin area function, the Littlewood–Paley g-function or g∗λ-function;
see, respectively, Theorems 6.2 through 6.4 below. To this end, via the anisotropic Caldero´n re-
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producing formula from [8, Proposition 2.14] (see also Lemma 6.1 below), a key inequality (see
Lemma 6.12 below) and borrowing some ideas from the proof of Theorem 4.7 as well as an ar-
gument similar to that used in the proof of [40, Theorem 6.1], we first prove Theorem 6.1. Then,
using this, an approach initiated by Ullrich [56], which was further developed by Liang et al. [39]
and Liu et al. [43], and the anisotropic Fefferman–Stein vector-valued inequality of the Hardy–
Littlewood maximal operator on L~p(Rn) (see Lemma 4.4 below), we obtain the Littlewood–Paley
g-function and g∗λ-function characterizations of H
~p
A
(Rn), respectively. In addition, applying the
obtained Littlewood–Paley g-function characterizations of H
~p
A
(Rn), we prove that the Hardy space
H
~p
A
(Rn), introduced in the present article, includes the Hardy space H
~p
~a
(Rn) of Cleanthous et al.
[15] as a special case in the sense of equivalent quasi-norms (see Proposition 6.6 below).
In Section 7, using the atomic and the finite atomic characterizations of H
~p
A
(Rn) obtained, re-
spectively, in Theorems 4.7 and 5.3, we prove that the dual space of H
~p
A
(Rn) is the anisotropic
mixed-norm Campanato space (see Theorem 7.5 below). For this purpose, we first introduce a new
kind of anisotropic mixed-norm Campanato spaces LA
~p, q, s
(Rn) in Definition 7.1 below, which in-
cludes the anisotropic mixed-norm Campanato space from [28], the anisotropic Campanato space
of Bownik (see [6, p. 50, Definition 8.1]) and the space BMO(Rn) of John and Nirenberg [31] as
well as the classical Campanato space of Campanato [11] as special cases [see (ii) and (iii) of
Remark 7.2 below]. Then, by Theorems 4.7 and 5.3 as well as an argument similar to that used in
the proof of [28, Theorem 3.10], we show that the space LA
~p, r′, s(R
n), with ~p ∈ (0, 1]n, r ∈ (1,∞]
and 1/r + 1/r′ = 1, is continuously embedded into (H~p
A
(Rn))∗, where (H~p
A
(Rn))∗ denotes the dual
space of H
~p
A
(Rn). Conversely, motivated by [64, Lemma 5.9] and [6, p. 51, Lemma 8.2], we first
establish two useful estimates (see, respectively, Lemmas 7.3 and 7.4 below), which play a key
role in the proof of Theorem 7.5 and are also of independent interest. Via these two lemmas, the
atomic characterization of H
~p
A
(Rn) again and the Hahn–Banach theorem (see, for instance, [48,
Theorem 3.6]) as well as some arguments similar to those used in the proof of [6, p. 51, Theorem
8.3], we then show that (H
~p
A
(Rn))∗ is continuously embedded into LA
~p, r′, s(R
n), which then com-
pletes the proof of Theorem 7.5. Moreover, as a direct consequence of Theorem 7.5, we obtain
an equivalent characterization of the anisotropic mixed-norm Campanato spaces LA
~p, q, s
(Rn) (see
Corollary 7.7 below).
Section 8 is aimed to give further applications of the real-variable characterizations obtained
above. Via the finite atomic characterization of H
~p
A
(Rn) obtained in Section 5, we first establish a
criterion on the boundedness of sublinear operators from H
~p
A
(Rn) into a quasi-Banach space (see
Theorem 8.2 below), which further implies the boundedness of anisotropic Caldero´n–Zygmund
operators from H
~p
A
(Rn) to itself [or to L~p(Rn)] (see Theorems 8.7 and 8.11 below). To be precise,
using Theorem 8.2, we first show that, if T is a sublinear operator and maps all (~p, r, s)-atoms
with r ∈ (1,∞) [or all continuous (~p,∞, s)-atoms] into uniformly bounded elements of some γ-
quasi-Banach space Bγ with γ ∈ (0, 1], then T has a unique bounded Bγ-sublinear extension from
H
~p
A
(Rn) into Bγ (see Corollary 8.4 below), which extends the corresponding results of Meda et
al. [45, Corollary 3.4] and Grafakos et al. [24, Theorem 5.9] as well as Ky [36, Theorem 3.5]
(see also [60, Theorem 1.6.9]) and Huang et al. [27, Corollary 6.3] to the present setting. Then,
by Theorem 8.2 again and borrowing some ideas from the proofs of [27, Theorems 6.4, 6.5, 6.8
and 6.9], we obtain the boundedness of anisotropic convolutional δ-type and non-convolutional
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β-order Caldero´n–Zygmund operators from H
~p
A
(Rn) to itself [or to L~p(Rn)] (see Theorems 8.7 and
8.11 below). In addition, as a corollary of Theorem 8.7, we obtain the boundedness of anisotropic
convolutional δ-type Caldero´n–Zygmund operators on L~p(Rn) for any given ~p ∈ (1,∞)n (see
Corollary 8.9 below).
Recall that, in [40], Liu et al. established various real-variable characterizations of variable
anisotropic Hardy spaces H
p(·)
A
(Rn). We point out that the integrable exponent of the Hardy
space H
p(·)
A
(Rn) from [40] is a variable exponent function, p(·) : Rn → (0,∞], satisfying the
so-called globally log-Ho¨lder continuous condition (see [40, (2.5) and (2.6)]), whose associated
basic function space is the variable Lebesgue space Lp(·)(Rn); however, as was mentioned above,
the integrable exponent of the anisotropic mixed-norm Hardy space H
~p
A
(Rn), investigated in the
present article, is a vector ~p ∈ (0,∞)n, whose associated basic function space is the mixed-norm
Lebesgue space L~p(Rn) which has different orders of integrability in different variables. Obvi-
ously, Lp(·)(Rn) and L~p(Rn) cannot cover each other, so do the variable anisotropic Hardy space
H
p(·)
A
(Rn) of [40] and the Hardy space H
~p
A
(Rn) of the present article. In addition, the real-variable
theory of mixed-norm Hardy space H
~p
~a
(Rn) associated with a vector ~a ∈ [1,∞)n was established
in [15, 27, 28]. Observe that the space H
~p
~a
(Rn), introduced by Cleanthous et al. [15], is in-
cluded in the Hardy space H
~p
A
(Rn) of the present article as a special case in the sense of equivalent
quasi-norms (see Proposition 6.6 below). Thus, it is indeed a meaningful subject to develop a
real-variable theory of anisotropic mixed-norm Hardy spaces H
~p
A
(Rn). Moreover, to do so, com-
paring with [15, 27, 28, 40], we also need to overcome some differently essential difficulties. For
instance, compared with Liu et al. [40, Theorem 3.10] on the various maximal function char-
acterizations of H
p(·)
A
(Rn), to establish the corresponding maximal function characterizations of
H
~p
A
(Rn) (see Theorem 3.15 below), the main difficulty exists in the lack of the boundedness of
anisotropic Hardy–Littlewood maximal operators MHL on mixed-norm Lebesgue spaces L
~p(Rn),
which is a necessary and key tool in the proof of Theorem 3.15. Thus, we first obtain this necessary
boundedness via the fact that the operator MHL can be controlled by the iterated maximal operator
pointwisely (see Remark 3.2 below) together with a key inequality on mixed-norms from Bagby
[2] [see also (3.2) below]. On another hand, in Section 4, to establish the atomic characterizations
of H
~p
A
(Rn), we have to first establish an anisotropic Fefferman–Stein vector-valued inequality on
mixed-norm Lebesgue spaces L~p(Rn), which is known to be fundamental tool in developing a real-
variable theory of Hardy spaces; however, in [40], the corresponding inequality is known and can
be used directly to prove the desired atomic characterization. We obtain this desired anisotropic
Fefferman–Stein vector-valued inequality on L~p(Rn), via the obtained boundedness of MHL on
L~p(Rn), a duality argument of L~p(Rn) (see [5, p. 304, Theorem 2]), a useful result from Sawano
[49, Theorem 1.3] and a key observation [see (4.6) below] as well as borrowing some ideas from
the proof of [64, Theorem 2.7]. In addition, note that, in the anisotropic setting of [15, 27, 28], the
quasi-norm ‖ · ‖L~p(Rn) of the characteristic function of anisotropic cubes can be precisely calculated
out (see [27, Lemma 4.7]), which plays a crucial role in establishing the real-variable characteri-
zations of H
~p
~a
(Rn), while, in the present article, the corresponding quasi-norm of the characteristic
function of anisotropic cubes can not be precisely calculated out due to its more general anisotropic
structure. To overcome this difficulty, we fully use the relation between homogeneous quasi-norms
and Euclidean norms as well as the homogeneity of ‖ · ‖L~p(Rn) to obtain some subtle estimates on
the quasi-norm in L~p(Rn) of the characteristic function of anisotropic cubes as substitutes.
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Finally, we make some conventions on notation. We always let N := {1, 2, . . .}, Z+ := {0} ∪ N
and ~0n be the origin of R
n. For any multi-index α := (α1, . . . , αn) ∈ (Z+)n =: Zn+, let |α| :=
α1+ · · ·+αn and ∂α := ( ∂∂x1 )α1 · · · (
∂
∂xn
)αn .We denote byC a positive constant which is independent
of the main parameters, but may vary from line to line. We also use C(α,β,...) to denote a positive
constant depending on the indicated parameters α, β, . . .. The notation f . g means f ≤ Cg
and, if f . g . f , then we write f ∼ g. We also use the following convention: If f ≤ Cg and
g = h or g ≤ h, we then write f . g ∼ h or f . g . h, rather than f . g = h or f . g ≤ h.
For any p ∈ [1,∞], we denote by p′ its conjugate index, namely, 1/p + 1/p′ = 1. Moreover, if
~p := (p1, . . . , pn) ∈ [1,∞]n, we denote by ~p′ := (p′1, . . . , p′n) its conjugate index, namely, for any
i ∈ {1, . . . , n}, 1/pi + 1/p′i = 1. In addition, for any set E ⊂ Rn, we denote by E∁ the set Rn \ E, by
1E its characteristic function, by |E| its n-dimensional Lebesgue measure and by ♯E its cardinality.
For any ℓ ∈ R, we denote by ⌊ℓ⌋ (resp., ⌈ℓ⌉) the largest (resp., least) integer not greater (resp., less)
than ℓ. Throughout this article, the symbol C∞(Rn) denotes the set of all infinitely differentiable
functions on Rn.
2 Preliminaries
In this section, we first recall some notions on dilations and mixed-norm Lebesgue spaces (see,
for instance, [5, 6]). Then we introduce the anisotropic mixed-norm Hardy space via the non-
tangential grand maximal function.
We begin with recalling the notion of dilations from [6, p. 5, Definition 2.1].
Definition 2.1. A real n × n matrix A is called an expansive matrix, shortly, a dilation if
min
λ∈σ(A)
|λ| > 1,
here and thereafter, σ(A) denotes the set of all eigenvalues of A.
Let b := | det A|. Then, from [6, p. 6, (2.7)], it follows that b ∈ (1,∞). By the fact that there
exist an open ellipsoid ∆, with |∆| = 1, and r ∈ (1,∞) such that ∆ ⊂ r∆ ⊂ A∆ (see [6, p. 5, Lemma
2.2]), we find that, for any k ∈ Z, Bk := Ak∆ is open, Bk ⊂ rBk ⊂ Bk+1 and |Bk| = bk. For any
x ∈ Rn and k ∈ Z, an ellipsoid x + Bk is called a dilated ball. In what follows, we always let B be
the set of all such dilated balls, namely,
B :=
{
x + Bk : x ∈ Rn and k ∈ Z
}
(2.1)
and
ω := inf
{
ℓ ∈ Z : rℓ ≥ 2
}
.(2.2)
The following notion of homogeneous quasi-norms is just [6, p. 6, Definition 2.3].
Definition 2.2. A homogeneous quasi-norm, associated with a dilation A, is a measurable mapping
ρ : Rn → [0,∞) satisfying
(i) if x , ~0n, then ρ(x) ∈ (0,∞);
(ii) for any x ∈ Rn, ρ(Ax) = bρ(x);
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(iii) there exists an H ∈ [1,∞) such that, for any x, y ∈ Rn, ρ(x + y) ≤ H[ρ(x) + ρ(y)].
In what follows, for a given dilation A, by [6, p. 6, Lemma 2.4], we may use, for both simplicity
and convenience, the step homogeneous quasi-norm ρ defined by setting, for any x ∈ Rn,
(2.3) ρ(x) :=
∑
k∈Z
bk1Bk+1\Bk(x) when x , ~0n, or else ρ(~0n) := 0.
Now we present the definition of mixed-norm Lebesgue spaces from [5].
Definition 2.3. Let ~p := (p1, . . . , pn) ∈ (0,∞]n. The mixed-norm Lebesgue space L~p(Rn) is
defined to be the set of all measurable functions f such that
‖ f ‖L~p(Rn) :=

∫
R
· · ·
[∫
R
| f (x1, . . . , xn)|p1 dx1
] p2
p1 · · · dxn

1
pn
< ∞
with the usual modifications made when pi = ∞ for some i ∈ {1, . . . , n}.
Remark 2.4. For any ~p ∈ (0,∞]n, (L~p(Rn), ‖ · ‖L~p(Rn)) is a quasi-Banach space and, for any ~p ∈
[1,∞]n, (L~p(Rn), ‖ · ‖L~p(Rn)) becomes a Banach space; see [5, p. 304, Theorem 1.b)]. Obviously,
when ~p := (
n times︷   ︸︸   ︷
p, . . . , p) with some p ∈ (0,∞], L~p(Rn) coincides with the classical Lebesgue space
Lp(Rn) and, in this case, they have the same norms.
For any ~p := (p1, . . . , pn) ∈ (0,∞)n, we always let
p− := min{p1, . . . , pn}, p+ := max{p1, . . . , pn} and p ∈ (0,min{p−, 1}).(2.4)
Recall that aC∞(Rn) function ϕ is called a Schwartz function if, for anym ∈ Z+ and multi-index
α ∈ Zn+,
‖ϕ‖α,m := sup
x∈Rn
[ρ(x)]m|∂αϕ(x)| < ∞.
Denote by S(Rn) the set of all Schwartz functions, equipped with the topology determined by
{‖ · ‖α,m}α∈Zn+,m∈Z+ , and S′(Rn) its dual space, equipped with the weak-∗ topology. For any N ∈ Z+,
let
SN(Rn) := {ϕ ∈ S(Rn) : ‖ϕ‖α,m ≤ 1, |α| ≤ N, m ≤ N};
equivalently,
ϕ ∈ SN(Rn) if and only if ‖ϕ‖SN (Rn) := sup
|α|≤N
sup
x∈Rn
[∣∣∣∂αϕ(x)∣∣∣max {1, [ρ(x)]N}] ≤ 1.
In what follows, for any ϕ ∈ S(Rn) and k ∈ Z, let ϕk(·) := bkϕ(Ak·).
Let λ−, λ+ ∈ (1,∞) be two numbers such that
λ− < min {|λ| : λ ∈ σ(A)} ≤ max{|λ| : λ ∈ σ(A)} < λ+.
In addition, we should point out that, if A is diagonalizable over C, then we may let λ− := min{|λ| :
λ ∈ σ(A)} and λ+ := max{|λ| : λ ∈ σ(A)}. Otherwise, we may choose them sufficiently close to
these equalities in accordance with what we need in our arguments.
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Definition 2.5. Let ϕ ∈ S(Rn) and f ∈ S′(Rn). The non-tangential maximal function Mϕ( f ) with
respect to ϕ is defined by setting, for any x ∈ Rn,
Mϕ( f )(x) := sup
y∈x+Bk ,k∈Z
| f ∗ ϕk(y)|.
Moreover, for any given N ∈ N, the non-tangential grand maximal function MN( f ) of f ∈ S′(Rn)
is defined by setting, for any x ∈ Rn,
MN( f )(x) := sup
ϕ∈SN (Rn)
Mϕ( f )(x).
We now introduce the anisotropic mixed-norm Hardy spaces as follows.
Definition 2.6. Let ~p ∈ (0,∞)n and N ∈ N∩ [⌊( 1
min{1,p−} − 1)
ln b
ln λ− ⌋+ 2,∞), where p− is as in (2.4).
The anisotropic mixed-norm Hardy space H
~p
A
(Rn) is defined by setting
H
~p
A
(Rn) :=
{
f ∈ S′(Rn) : MN( f ) ∈ L~p(Rn)
}
and, for any f ∈ H~p
A
(Rn), let ‖ f ‖
H
~p
A
(Rn)
:= ‖MN( f )‖L~p(Rn).
Remark 2.7. (i) The quasi-norm of H
~p
A
(Rn) in Definition 2.6 depends on N, however, by The-
orem 4.7 below, we know that the space H
~p
A
(Rn) is independent of the choice of N as long
as N same as in Definition 2.6.
(ii) To study the smoothing properties of bilinear operators and Leibniz-type rules in mixed-
norm Lebesgue spaces, Hart et al. [25] introduced the mixed-norm Hardy space Hp,q(Rn+1)
with p, q ∈ (0,∞) via the Littlewood–Paley g-function. Here we should point out that, if
~p := (
n times︷   ︸︸   ︷
p, . . . , p, q) with p, q ∈ (0,∞),
and A := d I(n+1)×(n+1) for some d ∈ R with |d| ∈ (1,∞), here and thereafter, In×n denotes the
n × n unit matrix, then, from Theorem 6.3 below, it follows that H~p
A
(Rn+1), studied in this
article, and Hp,q(Rn+1) from [25] coincide with equivalent quasi-norms.
(iii) Recall that Bownik [6] introduced the anisotropic Hardy space H
p
A
(Rn), with p ∈ (0,∞), via
the non-tangential grand maximal function (see [6, p. 17, Definition 3.11]) and investigated
its real-variable theory. It is easy to see that, when ~p := (
n times︷   ︸︸   ︷
p, . . . , p) with some p ∈ (0,∞), the
space H
~p
A
(Rn) just becomes the anisotropic Hardy space H
p
A
(Rn) from [6].
(iv) Very recently, Cleanthous et al. [15] introduced the anisotropic mixed-norm Hardy space
H
~p
~a
(Rn), with ~a ∈ [1,∞)n and ~p ∈ (0,∞)n, via the non-tangential grand maximal func-
tion (see [15, Definition 3.3]) and established its radial or non-tangential maximal function
characterizations. We should point out that, by Proposition 6.6 below, we know that, when
A :=

2a1 0 · · · 0
0 2a2 · · · 0
...
...
...
0 0 · · · 2an
(2.5)
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with ~a := (a1, . . . , an) ∈ [1,∞)n and ~p ∈ (0,∞)n, the Hardy space H~pA(Rn), introduced in
this article, and the anisotropic mixed-norm Hardy space H
~p
~a
(Rn) from [15] coincide with
equivalent quasi-norms.
3 Maximal function characterizations of H
~p
A
(Rn)
In this section, we characterize H
~p
A
(Rn) via the radial maximal function M0ϕ (see Definition 3.14
below) or the non-tangential maximal function Mϕ (see Definition 2.5). To this end, we first recall
the following notions of some auxiliary maximal functions from [6, p. 44].
Definition 3.1. Let K ∈ Z, L ∈ [0,∞) and N ∈ N. For any ϕ ∈ S(Rn), the maximal functions
M
0(K,L)
ϕ ( f ), M
(K,L)
ϕ ( f ) and T
N(K,L)
ϕ ( f ) of f ∈ S′(Rn) are defined, respectively, by setting, for any
x ∈ Rn,
M
0(K,L)
ϕ ( f )(x) := sup
k∈Z, k≤K
|( f ∗ ϕk)(x)|
[
max
{
1, ρ
(
A−K x
)}]−L (
1 + b−k−K
)−L
,
M
(K,L)
ϕ ( f )(x) := sup
k∈Z, k≤K
sup
y∈x+Bk
|( f ∗ ϕk)(y)|
[
max
{
1, ρ
(
A−Ky
)}]−L (
1 + b−k−K
)−L
and
T
N(K,L)
ϕ ( f )(x) := sup
k∈Z, k≤K
sup
y∈Rn
|( f ∗ ϕk)(y)|
[max{1, ρ(A−k(x − y))}]N
(1 + b−k−K )−L
[max{1, ρ(A−Ky)}]L .
Moreover, the maximal functions M
0(K,L)
N
( f ) and M
(K,L)
N
( f ) of f ∈ S′(Rn) are defined, respectively,
by setting, for any x ∈ Rn,
M
0(K,L)
N
( f )(x) := sup
ϕ∈SN (Rn)
M
0(K,L)
ϕ ( f )(x)
and
M
(K,L)
N
( f )(x) := sup
ϕ∈SN (Rn)
M
(K,L)
ϕ ( f )(x).
The symbol L1
loc
(Rn) denotes the set of all locally integrable functions on Rn. Recall that the
anisotropic Hardy–Littlewood maximal operator MHL( f ) of f ∈ L1loc(Rn) is defined by setting, for
any x ∈ Rn,
MHL( f )(x) := sup
k∈Z
sup
y∈x+Bk
1
|Bk|
∫
y+Bk
| f (z)| dz = sup
x∈B∈B
1
|B|
∫
B
| f (z)| dz,(3.1)
where B is as in (2.1).
Remark 3.2. For any f ∈ L1
loc
(Rn) and x ∈ Rn, let
M( f )(x) := sup
In∈Ixn
 1|In|
∫
In
· · · sup
I1∈Ix1
[
1
|I1|
∫
I1
| f (y1, . . . , yn)| dy1
]
· · · dyn
 ,
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where, for any k ∈ {1, . . . , n}, Ixk denotes the collection of all intervals in Rxk containing xk. Then
there exists a positive constant C such that, for any f ∈ L1
loc
(Rn) and x ∈ Rn,
MHL( f )(x) ≤ CM( f )(x).
We first establish the following boundedness of the anisotropic Hardy–Littlewood maximal
operator MHL on L
~p(Rn) with any given ~p ∈ (1,∞)n.
Lemma 3.3. Let ~p ∈ (1,∞)n. Then there exists a positive constant C such that, for any f ∈
L1
loc
(Rn),
‖MHL( f )‖L~p(Rn) ≤ C‖ f ‖L~p(Rn),
where MHL is as in (3.1).
Proof. Let ~p ∈ (1,∞)n, d1 ∈ N and d2 ∈ Z+ satisfy d1 + d2 = n. For any f ∈ L1loc(Rn), s ∈ Rd1 and
t ∈ Rd2 , let
f ∗(s, t) := sup
r∈(0,∞)
1
|B(s, r)|
∫
B(s,r)
| f (y, t)| dy,
where, for any s ∈ Rd1 and r ∈ (0,∞), B(s, r) := {z ∈ Rd1 : |z − s| < r}. If d2 ∈ N, then, for any
given ~pd2 := (p1, . . . , pd2 ) ∈ (1,∞)d2 , f ∈ L1loc(Rn) and s ∈ Rd1 , define
T
L
~pd2 (Rd2 )
( f )(s) :=

∫
R
· · ·
[∫
R
| f (s, t1, . . . , td2 )|p1 dt1
] p2
p1 · · · dtd2

1
pd2
,
where, if d2 ≡ 0, then let R0 := ∅ and T
L
~pd2 (Rd2 )
( f )(s) := | f (s)| for any s ∈ Rd1 . Moreover, for any
given q ∈ (1,∞), we have∫
Rd1
[
T
L
~pd2 (Rd2 )
( f ∗)(s)
]q
ds .
∫
Rd1
[
T
L
~pd2 (Rd2 )
( f )(s)
]q
ds(3.2)
(see [2, p. 421] or [29, Theorem 2.12] for a detailed proof). In addition, for any k ∈ {1, . . . , n} and
x := (x1, . . . , xn) ∈ Rn, let
Mk( f )(x) := sup
I∈Ixk
1
|I|
∫
I
| f (x1, . . . , yk, . . . , xn)| dyk ,
where Ixk is as in Remark 3.2. Therefore, for any x ∈ Rn, we have
M( f )(x) = Mn (· · · (M1( f )) · · ·) (x).
From this, Remark 3.2 and (3.2) with d1 = 1, d2 = n − 1, s = xn, t = (x1, . . . , xn−1) and q = pn, it
follows that
‖MHL( f )‖L~p(Rn) . ‖Mn (· · · (M1( f )) · · ·) ‖L~p(Rn)
.
{∫
R
[
TL~pn−1 (Rn−1)
(
(Mn−1 (· · · (M1( f )) · · ·))∗
)
(xn)
]pn
dxn
} 1
pn
.
{∫
R
[
TL~pn−1 (Rn−1)(Mn−1 (· · · (M1( f )) · · ·))(xn)
]pn
dxn
} 1
pn
∼ ‖Mn−1 (· · · (M1( f )) · · ·) ‖L~p(Rn).
Repeating this estimate n − 1 times, we then complete the proof of Lemma 3.3. 
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Remark 3.4. We point out that, when n := 2 and ~p := (p1,∞) with p1 ∈ (1,∞), Lemma 3.3 is not
true; see [29, Remark 4.4].
The following Lemmas 3.5 and 3.6 are just, respectively, [1, Lemma 2.3] and [27, Remark
2.8(iii)].
Lemma 3.5. There exists a positive constant C such that, for any K ∈ Z, L ∈ [0,∞), λ ∈ (0,∞),
N ∈ N ∩ [ 1λ ,∞), ϕ ∈ S(Rn), f ∈ S′(Rn) and x ∈ Rn,[
T
N(K,L)
ϕ ( f )(x)
]λ ≤ CMHL ([M(K,L)ϕ ( f )]λ) (x),
where T
N(K,L)
ϕ and M
(K,L)
ϕ are as in Definition 3.1 and MHL is as in (3.1).
Lemma 3.6. Let ~p ∈ (0,∞]n. Then, for any r ∈ (0,∞) and f ∈ L~p(Rn),∥∥∥| f |r∥∥∥
L~p(Rn)
= ‖ f ‖r
Lr~p(Rn)
,
here and thereafter, for any α ∈ R, α~p := (αp1, . . . , αpn). In addition, for any µ ∈ C, θ ∈
[0,min{1, p−}] with p− as in (2.4) and f , g ∈ L~p(Rn), ‖µ f ‖L~p(Rn) = |µ|‖ f ‖L~p(Rn) and
‖ f + g‖θ
L~p(Rn)
≤ ‖ f ‖θ
L~p(Rn)
+ ‖g‖θ
L~p(Rn)
.
The following two results are basic facts of H
~p
A
(Rn), whose proof is similar to that of [6, p. 21,
Theorem 4.5 and p. 18, Proposition 3.12]; the details are omitted.
Lemma 3.7. Let ~p and N be as in Definition 2.6. Then H
~p
A
(Rn) ⊂ S′(Rn) and the inclusion is
continuous.
Proposition 3.8. Let ~p and N be as in Definition 2.6. Then H
~p
A
(Rn) is complete.
By Lemmas 3.3 through 3.6, we easily obtain the following conclusion; the details are omitted.
Lemma 3.9. Let ~p ∈ (0,∞)n. Then there exists a positive constant C such that, for any K ∈ Z,
L ∈ [0,∞), N ∈ N ∩ ( 1
p− ,∞), ϕ ∈ S(Rn) and f ∈ S′(Rn),∥∥∥∥TN(K,L)ϕ ( f )∥∥∥∥
L~p(Rn)
≤ C
∥∥∥∥M(K,L)ϕ ( f )∥∥∥∥
L~p(Rn)
,
where T
N(K,L)
ϕ and M
(K,L)
ϕ are as in Definition 3.1.
Applying the monotone convergence theorem (see [51, p. 62, Corollary 1.9]) and [5, p. 304,
Theorem 2], we have the following monotone convergence property of L~p(Rn) with the details
omitted.
Lemma 3.10. Let ~p ∈ [1,∞)n and {gi}i∈N ⊂ L~p(Rn) be any sequence of non-negative functions
satisfying that gi, as i → ∞, increases pointwisely almost everywhere to some g ∈ L~p(Rn). Then
‖g − gi‖L~p(Rn) → 0 as i → ∞.
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To establish the maximal function characterizations of H
~p
A
(Rn), we also need the following three
technical lemmas, which are just, respectively, [6, p. 45, Lemma 7.5, p. 46, Lemma 7.6 and p. 11,
Lemma 3.2].
Lemma 3.11. Let ϕ ∈ S(Rn) and
∫
Rn
ϕ(x) dx , 0. Then, for any given N ∈ N and L ∈ [0,∞),
there exist an I := N + 2(n + 1) + L and a positive constant C(N,L), depending on N and L, such
that, for any K ∈ Z+, f ∈ S′(Rn) and x ∈ Rn,
M
0(K,L)
I
( f )(x) ≤ C(N,L)TN(K,L)ϕ ( f )(x),
where M
0(K,L)
I
and T
N(K,L)
ϕ are as in Definition 3.1.
Lemma 3.12. Let ϕ be as in Lemma 3.11. Then, for any given λ ∈ (0,∞) and K ∈ Z+, there exist
L ∈ (0,∞) and a positive constant C(K, λ), depending on K and λ, such that, for any f ∈ S′(Rn)
and x ∈ Rn,
M
(K,L)
ϕ ( f )(x) ≤ C(K, λ)
[
max {1, ρ(x)}]−λ ,(3.3)
where M
(K,L)
ϕ is as in Definition 3.1.
Lemma 3.13. There exists a positive constant C such that, for any x ∈ Rn,
(3.4) C−1[ρ(x)]ln λ−/ ln b ≤ |x| ≤ C[ρ(x)]ln λ+/ ln b when ρ(x) ∈ [1,∞),
and
(3.5) C−1[ρ(x)]ln λ+/ ln b ≤ |x| ≤ C[ρ(x)]ln λ−/ ln b when ρ(x) ∈ [0, 1).
The following notion of anisotropic radial and radial grand maximal functions is from [6, p. 12,
Definition 3.4].
Definition 3.14. Let ϕ ∈ S(Rn) and f ∈ S′(Rn). The radial maximal function M0ϕ( f ) of f with
respect to ϕ is defined by setting, for any x ∈ Rn,
M0ϕ( f )(x) := sup
k∈Z
| f ∗ ϕk(x)|.
Moreover, for any given N ∈ N, the radial grand maximal function M0
N
( f ) of f ∈ S′(Rn) is defined
by setting, for any x ∈ Rn,
M0N( f )(x) := sup
ϕ∈SN (Rn)
M0ϕ( f )(x).
We now state the main result of this section as follows.
Theorem 3.15. Let ~p ∈ (0,∞)n, N ∈ N∩ [⌊ 1
p−
⌋+ 2n+ 3,∞) and ϕ be as in Lemma 3.11. Then the
following statements are mutually equivalent:
(i) f ∈ H~p
A
(Rn);
(ii) f ∈ S′(Rn) and Mϕ( f ) ∈ L~p(Rn);
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(iii) f ∈ S′(Rn) and M0ϕ( f ) ∈ L~p(Rn).
Moreover, there exist two positive constants C1 and C2, independent of f , such that
‖ f ‖
H
~p
A
(Rn)
≤ C1
∥∥∥M0ϕ( f )∥∥∥L~p(Rn) ≤ C1 ∥∥∥Mϕ( f )∥∥∥L~p(Rn) ≤ C2‖ f ‖H~p
A
(Rn)
.
Remark 3.16. Let ~a := (a1, . . . , an) ∈ [1,∞)n, a− := min{a1, . . . , an}, a+ := max{a1, . . . , an} and
ν := a1 + · · ·+ an. By Remark 2.7(iv), we know that H~pA(Rn) with A as in (2.5) becomes the Hardy
space H
~p
~a
(Rn) from [15, 27, 29]. Recall that, in [29, Theorem 4.10], Huang and Yang established
the maximal function characterizations of H
~p
~a
(Rn) with N ∈ N ∩ [⌊ 1
p−
⌋ + 2ν + 3,∞). On another
hand, Cleanthous et al. [15, Theorem 3.4] also obtained the maximal function characterizations
of H
~p
~a
(Rn) with N ∈ N ∩ [⌊ν a+
a− (
1
min{1,p−} + 1) + ν + 2a+⌋ + 1,∞), which is just a proper subset of
N ∩ [⌊ 1
p−
⌋ + 2ν + 3,∞). In addition, when ~p = (
n times︷   ︸︸   ︷
p, . . . , p) with some p ∈ (0,∞), from Remark
2.7(iii), it follows that Theorem 3.15 is just [6, p. 42, Theorem 7.1].
We now prove Theorem 3.15.
Proof of Theorem 3.15. Clearly, (i) implies (ii) and (ii) implies (iii). Therefore, to prove Theorem
3.15, it suffices to show that (ii) implies (i) and that (iii) implies (ii).
We first prove that (ii) implies (i). For this purpose, let ~p ∈ (0,∞)n, I ∈ N ∩ [⌊ 1
p−
⌋ + 2n + 3,∞),
f ∈ S′(Rn), ϕ be as in Lemma 3.11 and Mϕ( f ) ∈ L~p(Rn). We next show that MI( f ) ∈ L~p(Rn).
Indeed, by Lemma 3.11 with N := ⌊ 1
p− ⌋ + 1 and L := 0, we conclude that, for any given I ∈
N ∩ [⌊ 1
p−
⌋ + 2n + 3,∞) and any K ∈ Z+, f ∈ S′(Rn) and x ∈ Rn, M0(K,0)I ( f )(x) . T
N(K,0)
ϕ ( f )(x).
This, combined with Lemma 3.9, implies that, for any K ∈ Z+ and f ∈ S′(Rn),∥∥∥∥M0(K,0)I ( f )∥∥∥∥L~p(Rn) .
∥∥∥∥M(K,0)ϕ ( f )∥∥∥∥
L~p(Rn)
.(3.6)
Letting K → ∞ in (3.6), by Lemma 3.10, we obtain∥∥∥M0I ( f )∥∥∥L~p(Rn) . ∥∥∥Mϕ( f )∥∥∥L~p(Rn) .
This, together with [6, p. 17, Proposition 3.10], implies that MI( f ) ∈ L~p(Rn) and hence (i) holds
true.
Now we show that (iii) implies (ii). To this end, let M0ϕ( f ) ∈ L~p(Rn). By Lemma 3.12 with λ ∈
(n ln λ+/[p− ln b],∞) and K ∈ Z+, we know that there exists some L ∈ (0,∞) such that (3.3) holds
true. Therefore, for any K ∈ Z+, M(K,L)ϕ ( f ) ∈ L~p(Rn). Indeed, when λ ∈ (n ln λ+/[p− ln b],∞),
from Lemma 3.6 with θ = p, and Lemmas 3.12 and 3.13, it follows that
∥∥∥∥M(K,L)ϕ ( f )∥∥∥∥p
L~p(Rn)
≤
∥∥∥∥M(K,L)ϕ ( f )1B1∥∥∥∥p
L~p(Rn)
+
∑
k∈N
∥∥∥∥M(K,L)ϕ ( f )1Bk+1\Bk∥∥∥∥p
L~p(Rn)
.
∥∥∥1B1∥∥∥pL~p(Rn) +∑
k∈N
b
−λkp ∥∥∥1Bk+1\Bk∥∥∥pL~p(Rn)
.
∥∥∥∥1B(~0n,C)
∥∥∥∥p
L~p(Rn)
+
∑
k∈N
b
−λkp
∥∥∥∥1B(~0n,Cbk ln λ+/ ln b)
∥∥∥∥p
L~p(Rn)
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.
∑
k∈Z+
b
−λkp
b
kpn ln λ+/(p− ln b) < ∞,
where, for any r ∈ (0,∞), B(~0n, r) := {y ∈ Rn : |y| < r} and C is the same positive constant as in
Lemma 3.13 which is independent of k. Thus, M
(K,L)
ϕ ( f ) ∈ L~p(Rn).
In addition, by Lemmas 3.11 and 3.9, we conclude that, for any given L ∈ (0,∞), there exist
some I ∈ N and a positive constant C3 such that, for any K ∈ Z+ and f ∈ S′(Rn),∥∥∥∥M0(K,L)I ( f )∥∥∥∥L~p(Rn) ≤ C3
∥∥∥∥M(K,L)ϕ ( f )∥∥∥∥
L~p(Rn)
.
For any fixed K ∈ Z+, let
GK :=
{
x ∈ Rn : M0(K,L)
I
( f )(x) ≤ C4M(K,L)ϕ ( f )(x)
}
,
where C4 := 2C3. Then ∥∥∥∥M(K,L)ϕ ( f )∥∥∥∥
L~p(Rn)
.
∥∥∥∥M(K,L)ϕ ( f )∥∥∥∥
L~p(GK )
,(3.7)
due to the fact that∥∥∥∥M(K,L)ϕ ( f )∥∥∥∥
L~p(G∁
K
)
≤ 1
C4
∥∥∥∥M0(K,L)I ( f )∥∥∥∥L~p(G∁
K
)
≤ C3
C4
∥∥∥∥M(K,L)ϕ ( f )∥∥∥∥
L~p(Rn)
.
For any given L ∈ (0,∞), repeating the proof of [41, (4.17)] with p therein replaced by p−, we
find that, for any r ∈ (0, p−), K ∈ Z+, f ∈ S′(Rn) and x ∈ GK ,[
M
(K,L)
ϕ ( f )(x)
]r
. MHL
([
M
0(K,L)
ϕ ( f )
]r)
(x).
From this, (3.7) and Lemmas 3.6 and 3.3, we further deduce that, for any K ∈ Z+ and f ∈
S′(Rn), ∥∥∥∥M(K,L)ϕ ( f )∥∥∥∥r
L~p(Rn)
.
∥∥∥∥M0(K,L)ϕ ( f )∥∥∥∥r
L~p(Rn)
.(3.8)
Letting K → ∞ in (3.8), by the fact that r ∈ (0, p) and Lemma 3.10, we obtain
∥∥∥Mϕ( f )∥∥∥L~p(Rn) . ∥∥∥M0ϕ( f )∥∥∥L~p(Rn) .
This shows that (iii) implies (ii) and hence finishes the proof of Theorem 3.15. 
Applying Lemma 3.3 and Theorem 3.15, we obtain the following conclusion, which plays an
important role in the proof of Theorem 8.7 below and is also of independent interest.
Proposition 3.17. Let ~p ∈ (1,∞)n. Then H~p
A
(Rn) = L~p(Rn) with equivalent norms.
Proof. Let ~p ∈ (1,∞)n. We first show
L~p(Rn) ⊂ H~p
A
(Rn).(3.9)
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To this end, assume that f ∈ L~p(Rn) and Φ is some fixed infinitely differentiable function on Rn
satisfying supp Φ ⊂ B0 and
∫
Rn
Φ(x) dx , 0. Let M0( f ) := M
0
Φ
( f ) with M0
Φ
( f ) as in Definition
3.14. Then, for any x ∈ Rn, we have M0
Φ
( f )(x) . MHL( f )(x). From this and Lemma 3.3, it follows
that ∥∥∥M0Φ( f )∥∥∥L~p(Rn) . ‖MHL( f )‖L~p(Rn) . ‖ f ‖L~p(Rn),
which, combined with Theorem 3.15, further implies that ‖ f ‖
H
~p
A
(Rn)
. ‖ f ‖L~p(Rn) and hence com-
pletes the proof of (3.9).
Conversely, let ϕ ∈ S(Rn) and f ∈ H~p
A
(Rn). Without loss of generality, we may assume that∫
Rn
ϕ(x) dx = 1. From the assumption f ∈ H~p
A
(Rn) and Theorem 3.15, it follows that the sequence
{ f ∗ϕ−k}k∈N is bounded in L~p(Rn), which, together with [5, p. 304, Theorem 1.a)] and [48, Theorem
3.17], implies that there exists a subsequence { f ∗ϕ−ki }i∈N converging weak-∗ in L~p(Rn) and hence
also in S′(Rn). By this and [6, p. 15, Lemma 3.8], we further conclude that this limit is f . Thus,
f ∈ L~p(Rn). This implies that H~p
A
(Rn) ⊂ L~p(Rn) and hence finishes the proof of Proposition
3.17. 
4 Atomic characterizations of H
~p
A
(Rn)
In this section, we establish the atomic characterization of H
~p
A
(Rn). We begin with introducing
the notion of anisotropic mixed-norm (~p, r, s)-atoms as follows. In what follows, for any q ∈
(0,∞], denote by Lq(Rn) the space of all measurable functions f such that
‖ f ‖Lq(Rn) :=
{∫
Rn
| f (x)|q dx
}1/q
< ∞
with the usual modification made when q = ∞.
Definition 4.1. Let ~p ∈ (0,∞)n, r ∈ (1,∞] and
s ∈
[⌊(
1
p−
− 1
)
ln b
ln λ−
⌋
,∞
)
∩ Z+.(4.1)
A measurable function a on Rn is called an anisotropic mixed-norm (~p, r, s)-atom if
(i) supp a ⊂ B, where B ∈ B and B is as in (2.1);
(ii) ‖a‖Lr(Rn) ≤ |B|
1/r
‖1B‖L~p(Rn)
;
(iii) for any γ ∈ Zn+ with |γ| ≤ s,
∫
Rn
a(x)xγ dx = 0.
In what follows, we call an anisotropic mixed-norm (~p, r, s)-atom simply by a (~p, r, s)-atom.
Now, via (~p, r, s)-atoms, we introduce the following notion of anisotropic mixed-norm atomic
Hardy spaces H
~p,r,s
A
(Rn).
Definition 4.2. Let ~p ∈ (0,∞)n, r ∈ (1,∞], s be as in (4.1) and A a dilation. The anisotropic
mixed-norm atomic Hardy space H
~p,r,s
A
(Rn) is defined to be the set of all f ∈ S′(Rn) satisfying
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that there exist {λi}i∈N ⊂ C and a sequence of (~p, r, s)-atoms, {ai}i∈N, supported, respectively, in
{B(i)}i∈N ⊂ B such that f =
∑
i∈N λiai in S′(Rn). Furthermore, for any f ∈ H~p,r,sA (Rn), let
‖ f ‖
H
~p,r,s
A
(Rn)
:= inf
∥∥∥∥∥∥∥∥

∑
i∈N
 |λi|1B(i)‖1B(i)‖L~p(Rn)
p

1/p
∥∥∥∥∥∥∥∥
L~p(Rn)
,
where the infimum is taken over all decompositions of f as above.
To establish the atomic characterization of H
~p
A
(Rn), we need several technical lemmas as fol-
lows. First, Lemma 4.3 is just [6, p. 9, Lemma 2.7].
Lemma 4.3. Let Ω ⊂ Rn be an open set and |Ω| < ∞. Then, for any t ∈ Z+, there exist a sequence
of points, {xk}k∈N ⊂ Ω, and a sequence of integers, {lk}k∈N, such that
(i) Ω =
⋃
k∈N(xk + Blk);
(ii)
{
xk + Blk−ω
}
k∈N are pairwise disjoint with ω as in (2.2);
(iii) for any k ∈ N, (xk + Blk+t) ∩ Ω∁ = ∅, but (xk + Blk+t+1) ∩ Ω∁ , ∅;
(iv) for any i, j ∈ N, (xi + Bli+t−2ω) ∩ (x j + Bl j+t−2ω) , ∅ implies |li − l j| ≤ ω;
(v) there exists a positive constant R such that, for any j ∈ N,
♯
{
i ∈ N : (xi + Bli+t−2ω) ∩ (x j + Bl j+t−2ω) , ∅
}
≤ R.
By Lemma 3.3, a duality argument of L~p(Rn) (see [5, p. 304, Theorem 2]), a useful result from
Sawano [49, Theorem 1.3] and a key observation [see (4.6) below] as well as borrowing some
ideas from the proof of [64, Theorem 2.7], we conclude the following anisotropic Fefferman–
Stein vector-valued inequality on the mixed-norm Lebesgue space L~p(Rn).
Lemma 4.4. Let ~p ∈ (1,∞)n and u ∈ (1,∞]. Then there exists a positive constant C such that, for
any sequence { f j} j∈N of measurable functions,∥∥∥∥∥∥∥∥∥

∑
j∈N
[
MHL( f j)
]u
1/u
∥∥∥∥∥∥∥∥∥
L~p(Rn)
≤ C
∥∥∥∥∥∥∥∥
∑
j∈N
| f j|u

1/u
∥∥∥∥∥∥∥∥
L~p(Rn)
with the usual modification made when u = ∞, where MHL denotes the Hardy–Littlewood maximal
operator as in (3.1).
Proof. Let r ∈ (1, p−). Then, from Lemma 3.6 and [5, p. 304, Theorem 2], it follows that there
exists some non-negative measurable function g ∈ L(~p/r)′(Rn) with norm belonging to the range
(0, 1] such that∥∥∥∥∥∥∥∥∥

∑
j∈N
[
MHL( f j)
]u
1/u
∥∥∥∥∥∥∥∥∥
L~p(Rn)
=
∥∥∥∥∥∥∥∥∥

∑
j∈N
[
MHL( f j)
]u
r/u
∥∥∥∥∥∥∥∥∥
1/r
L~p/r(Rn)
(4.2)
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∼

∫
Rn
∑
j∈N
[
MHL( f j)(x)
]u
r/u
g(x) dx

1/r
.
In addition, by Lemma 3.3, we know that there exists some constant D ∈ [1,∞) such that, for any
φ ∈ L(~p/r)′(Rn),
‖MHL(φ)‖L(~p/r)′ (Rn) ≤ D‖φ‖L(~p/r)′ (Rn).(4.3)
For this D and for any x ∈ Rn, let
G(x) :=
∑
k∈N
1
2kDk
MkHL(g)(x),
where Mk
HL
denotes the k-fold iteration of the Hardy–Littlewood maximal operator MHL. Then,
by (4.2), it is easy to see that∥∥∥∥∥∥∥∥∥

∑
j∈N
[
MHL( f j)
]u
1/u
∥∥∥∥∥∥∥∥∥
L~p(Rn)
.

∫
Rn
∑
j∈N
[
MHL( f j)(x)
]u
r/u
G(x) dx

1/r
(4.4)
and, for any x ∈ Rn,
MHL(G)(x) ≤ 2DG(x).(4.5)
Using (4.5), we further conclude that, for any j ∈ N and x ∈ Rn,
MHL( f j)(x) . sup
t∈(0,∞)
1
|Bρ(x, t)|
∫
Bρ(x,t)
∣∣∣ f j(y)∣∣∣ G(y)
MHL(G)(y)
dy(4.6)
. sup
t∈(0,∞)
1
|Bρ(x, t)|
∫
Bρ(x,t)
∣∣∣ f j(y)∣∣∣ G(y)|Bρ(x, 22t)|−1 ∫Bρ(x,22t) G(z) dz dy .MG( f j)(x),
where
MG( f j)(x) := sup
t∈(0,∞)
1∫
Bρ(x,22t)
G(z) dz
∫
Bρ(x,t)
∣∣∣ f j(y)∣∣∣G(y) dy
and, for any x ∈ Rn and t ∈ (0,∞), Bρ(x, t) := {y ∈ Rn : ρ(x − y) < t}. This, combined with
(4.4), [49, Theorem 1.3], the Ho¨lder inequality for mixed-norm Lebesgue spaces (see [27, Remark
2.8(iv)]), (4.3) and the fact that ‖g‖L(~p/r)′ (Rn) ≤ 1, implies that∥∥∥∥∥∥∥∥∥

∑
j∈N
[
MHL( f j)
]u
1/u
∥∥∥∥∥∥∥∥∥
L~p(Rn)
.
∥∥∥∥∥∥∥∥∥

∑
j∈N
∣∣∣ f j∣∣∣u

1/u
∥∥∥∥∥∥∥∥∥
L~p(Rn)
,
which completes the proof of Lemma 4.4. 
From Lemma 3.3 and an argument similar to that used in the proof of [27, Lemma 3.15], we
deduce the following conclusion, which plays an important role in the proof of Theorem 4.7 below
and is also of independent interest; the details are omitted.
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Lemma 4.5. Let ~p ∈ (0,∞)n, k ∈ Z, r ∈ [1,∞] ∩ (p+,∞] with p+ as in (2.4) and A be a dilation.
Assume that {λi}i∈N ⊂ C, {B(i)}i∈N := {xi + Bℓi}i∈N ⊂ B and {ai}i∈N ⊂ Lr(Rn) satisfy that, for any
i ∈ N, supp ai ⊂ xi + AkBℓi , ‖ai‖Lr(Rn) ≤ |B
(i)|1/r
‖1
B(i)
‖
L~p(Rn)
and
∥∥∥∥∥∥∥∥

∑
i∈N
 |λi|1B(i)‖1B(i)‖L~p(Rn)
p

1/p
∥∥∥∥∥∥∥∥
L~p(Rn)
< ∞.
Then ∥∥∥∥∥∥∥
∑
i∈N
|λiai|p

1/p
∥∥∥∥∥∥∥
L~p(Rn)
≤ C
∥∥∥∥∥∥∥∥

∑
i∈N
 |λi|1B(i)‖1B(i)‖L~p(Rn)
p

1/p
∥∥∥∥∥∥∥∥
L~p(Rn)
,
where p is as in (2.4) and C a positive constant independent of {λi}i∈N, {B(i)}i∈N and {ai}i∈N.
Via borrowing some ideas from the proof of [27, Lemma 3.14], we obtain the following dense
subspace of H
~p
A
(Rn).
Lemma 4.6. Let ~p ∈ (0,∞)n and N ∈ N ∩ [⌊( 1
min{1,p−} − 1)
ln b
ln λ−
⌋ + 2,∞) with p− as in (2.4). Then
H
~p
A
(Rn) ∩ L~p/p−(Rn) is dense in H~p
A
(Rn).
Proof. By Remark 2.7(i), without loss of generality, we may assume
N ∈ N ∩
(
max
{
ln b
ln λ−
,
ln b
p− ln λ−
,
⌊(
1
min{1, p−}
− 1
)
ln b
ln λ−
⌋
+ 2
}
,∞
)
.(4.7)
For any λ ∈ (0,∞) and f ∈ H~p
A
(Rn), let Ωλ := {x ∈ Rn : MN( f )(x) > λ} , where MN is as in
Definition 2.5. Then |Ωλ| < ∞ and, applying Lemma 4.3 to Ωλ with t = 4ω, we know that there
exist {xi}i∈N ⊂ Ωλ and {li}i∈N ⊂ Z such that
Ωλ =
⋃
i∈N
(xi + Bli)(4.8)
and, for any i ∈ N,
(xi + Bli+4ω) ∩ Ω∁λ = ∅, (xi + Bli+4ω+1) ∩Ω∁λ , ∅ and(4.9)
♯
{
j ∈ N : (xi + Bli+2ω) ∩ (x j + Bl j+2ω) , ∅
}
≤ R,(4.10)
where ω is as in (2.2) and R as in Lemma 4.3(v). Moreover, by an argument similar to that used
in [6, pp. 23-24], we find that there exist distributions gλ and {bλ
i
}i∈N such that f = gλ +
∑
i∈N bλi in
S′(Rn). From this, [6, p. 32, Lemma 5.9] with s = N − 1, Lemma 3.6, (4.9), (4.10) and (2.3), we
deduce that∥∥∥∥MN (gλ)∥∥∥∥
L~p/p− (Rn)
. λ1−p− ‖MN( f )‖p−
L~p(Rn)
+
∥∥∥∥∥∥∥∥λ
∑
i∈N
∑
t∈Z+
|xi + Bli |
N ln λ−
ln b
[ρ(· − xi)]
N ln λ−
ln b
1xi+Bli+2ω+t+1\Bli+2ω+t
∥∥∥∥∥∥∥∥
L~p/p− (Rn)
.
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This, together with Lemmas 3.6 and 4.4, (4.7) and (4.8), further implies that∥∥∥∥MN (gλ)∥∥∥∥
L~p/p− (Rn)
. λ1−p− ‖MN( f )‖p−
L~p(Rn)
< ∞.
Therefore, gλ ∈ H~p/p−
A
(Rn). By this and Proposition 3.17, we further conclude that gλ ∈ L~p/p− (Rn).
On another hand, by some arguments similar to those used in Step 1 of the proof of [40, Theo-
rem 4.8], we know that, for any λ ∈ (0,∞) and x ∈ Rn,
MN
∑
i∈N
bλi
 (x) . MN( f )(x)1Ωλ (x) + λ∑
i∈N
[
MHL
(
1xi+Bli
)
(x)
]N ln λ−
ln b .
From this, Lemmas 3.6 and 4.4 again as well as (4.7), it follows that∥∥∥ f − gλ∥∥∥
H
~p
A
(Rn)
.
∥∥∥MN( f )1Ωλ∥∥∥L~p(Rn) → 0(4.11)
as λ → ∞, which, combined with the assumption f ∈ H~p
A
(Rn), implies that gλ ∈ H~p
A
(Rn) and hence
completes the proof of Lemma 4.6. 
The main result of this section is stated as follows.
Theorem 4.7. Let ~p ∈ (0,∞)n, r ∈ (max{p+, 1},∞] with p+ as in (2.4), s be as in (4.1) and
N ∈ N∩[⌊( 1
min{1,p−} −1)
ln b
ln λ− ⌋+2,∞) with p− as in (2.4). Then H
~p
A
(Rn) = H
~p,r,s
A
(Rn) with equivalent
quasi-norms.
Remark 4.8. By Proposition 6.6 below, we know that Theorem 4.7 with A as in (2.5) is just [27,
Theorem 3.16]. Moreover, from Remark 2.7(iii), it follows that, when ~p = (
n times︷   ︸︸   ︷
p, . . . , p) with some
p ∈ (0, 1], Theorem 4.7 was proved by Bownik in [6, p. 39, Theorem 6.5].
When ~p ∈ (1,∞)n, from the fact that H~p
A
(Rn) = L~p(Rn) with equivalent norms (see Proposition
3.17) and Theorem 4.7, we immediately deduce the following conclusion.
Corollary 4.9. Let ~p ∈ (1,∞)n, r ∈ (p+,∞] with p+ as in (2.4) and s and N be as in Theorem 4.7.
Then L~p(Rn) = H
~p,r,s
A
(Rn) with equivalent norms.
In what follows, for any given i ∈ Z+, we use the symbol Pi(Rn) to denote the linear space of
all polynomials on Rn with degree not greater than i.
We now prove Theorem 4.7.
Proof of Theorem 4.7. Let ~p ∈ (0,∞)n, r ∈ (max{p+, 1},∞] and s be as in (4.1). First, we show
that
H
~p,r,s
A
(Rn) ⊂ H~p
A
(Rn).(4.12)
To this end, for any f ∈ H~p,r,s
A
(Rn), by Definition 4.2, we find that there exist {λi}i∈N ⊂ C and a se-
quence of (~p, r, s)-atoms, {ai}i∈N, supported, respectively, in {B(i)}i∈N ⊂ B such that f =
∑
i∈N λiai
in S′(Rn) and
‖ f ‖
H
~p,r,s
A
(Rn)
∼
∥∥∥∥∥∥∥∥

∑
i∈N
 |λi|1B(i)‖1B(i)‖L~p(Rn)
p

1/p
∥∥∥∥∥∥∥∥
L~p(Rn)
.
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Thus, to prove (4.12), we only need to show that
‖MN( f )‖L~p(Rn) .
∥∥∥∥∥∥∥∥

∑
i∈N
 |λi|1B(i)‖1B(i)‖L~p(Rn)
p

1/p
∥∥∥∥∥∥∥∥
L~p(Rn)
.(4.13)
To this end, observe that, for any i ∈ N, there exist li ∈ Z and xi ∈ Rn such that xi + Bli = B(i).
From an argument similar to that used in the proof of [41, (3.27)], it follows that, for any i ∈ N
and x ∈ (xi + Bli+ω)∁,
MN(ai)(x) .
1
‖1B(i)‖L~p(Rn)
[
MHL
(
1B(i)
)
(x)
]γ ,
where γ := ( ln b
ln λ− + s+1)
ln λ−
ln b
. By this, we easily know that, for any N ∈ N∩ [⌊( 1
min{1,p−} −1)
ln b
ln λ− ⌋+
2,∞) and x ∈ Rn,
MN( f )(x) ≤
∑
i∈N
|λi|MN(ai)(x)1xi+Bli+ω(x) +
∑
i∈N
|λi|MN(ai)(x)1(xi+Bli+ω)∁(x)(4.14)
.

∑
i∈N
[
|λi|MN(ai)(x)1xi+Bli+ω(x)
]p
1/p
+
∑
i∈N
|λi|
‖1B(i)‖L~p(Rn)
[
MHL
(
1B(i)
)
(x)
]γ
=: I + II.
For I, by the boundedness of MN on L
q(Rn) with q ∈ (1,∞] (see [41, Remark 2.10]) and the
fact that r ∈ (max{p+, 1},∞], we conclude that
∥∥∥MN (ai) 1xi+Bli+ω∥∥∥Lr(Rn) . ‖ai‖Lr(Rn) . |B(i)|1/r‖1B(i)‖L~p(Rn) ,
which, together with Lemma 4.5, further implies that
‖I‖L~p(Rn) . ‖ f ‖H~p,r,s
A
(Rn)
.(4.15)
For the term II, applying Lemma 3.6, the fact that γ > 1
p− and Lemma 4.4, we find that
‖II‖L~p(Rn) ∼
∥∥∥∥∥∥∥∥

∑
i∈N
|λi|
‖1B(i)‖L~p(Rn)
[
MHL
(
1B(i)
)]γ
1/γ
∥∥∥∥∥∥∥∥
γ
Lγ~p(Rn)
. ‖ f ‖
H
~p,r,s
A
(Rn)
.
This, combined with (4.14) and (4.15), further implies that (4.13) holds true and hence finishes the
proof of (4.12).
We now prove that H
~p
A
(Rn) ⊂ H~p,r,s
A
(Rn). For this purpose, it suffices to show that
H
~p
A
(Rn) ⊂ H~p,∞,s
A
(Rn),(4.16)
due to the fact that each (~p,∞, s)-atom is also a (~p, r, s)-atom and hence H~p,∞,s
A
(Rn) ⊂ H~p,r,s
A
(Rn).
Next we prove (4.16) by two steps.
Step 1) In this step, we show that, for any f ∈ H~p
A
(Rn) ∩ L~p/p− (Rn),
‖ f ‖
H
~p,∞,s
A
(Rn)
. ‖ f ‖
H
~p
A
(Rn)
.(4.17)
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To this end, for any k ∈ Z, N ∈ N ∩ [⌊( 1
min{1,p−} − 1)
ln b
ln λ−
⌋ + 2,∞) and f ∈ H~p
A
(Rn) ∩ L~p/p− (Rn),
let Ωk := {x ∈ Rn : MN( f )(x) > 2k}. Then |Ωk | < ∞ and, applying Lemma 4.3 to Ωk with t = 6ω,
it is easy to see that there exist {xk
i
}i∈N ⊂ Ωk and {ℓki }i∈N ⊂ Z such that
Ωk =
⋃
i∈N
(xki + Bℓki
);(4.18)
(xki + Bℓk
i
−ω) ∩ (xkj + Bℓk
j
−ω) = ∅ for any i, j ∈ N with i , j;
(xki + Bℓk
i
+6ω) ∩Ω∁k = ∅, (xki + Bℓki +6ω+1) ∩ Ω
∁
k
, ∅ for any i ∈ N;(4.19)
(xki + Bℓk
i
+4ω) ∩ (xkj + Bℓk
j
+4ω) , ∅ implies |ℓki − ℓkj | ≤ ω;
♯
{
j ∈ N : (xki + Bℓk
i
+4ω) ∩ (xkj + Bℓk
j
+4ω) , ∅
}
≤ R for any i ∈ N,(4.20)
where ω is as in (2.2) and R as in Lemma 4.3(v).
Let ξ ∈ C∞(Rn) satisfy that supp ξ ⊂ Bω, 0 ≤ ξ ≤ 1 and ξ ≡ 1 on B0. For any i ∈ N, k ∈ Z and
x ∈ Rn, let ξk
i
(x) := ξ(A−ℓ
k
i (x − xk
i
)) and
ηki (x) :=
ξk
i
(x)∑
j∈N ξkj (x)
.
Then one may easily verify that, for any given k ∈ Z, {ηk
i
}i∈N forms a smooth partition of unity of
Ωk, namely, for any i ∈ N, ηki ∈ C∞(Rn), supp ηki ⊂ xki + Bℓki+ω, 0 ≤ η
k
i
≤ 1, ηk
i
≡ 1 on xk
i
+ Bℓk
i
−ω
and 1Ωk =
∑
i∈N ηki .
For any i ∈ N, k ∈ Z and P ∈ Ps(Rn), define the norm in the space Ps(Rn) by setting
‖P‖i,k :=
 1∫
Rn
ηk
i
(x) dx
∫
Rn
|P(x)|2ηki (x) dx

1/2
,(4.21)
which makes a finite dimensional Hilbert space (Ps(R
n), ‖ · ‖i,k). For any i ∈ N and k ∈ Z, via
H 7→ 1∫
Rn
ηk
i
(x) dx
〈
f ,Hηki
〉
, H ∈ Ps(Rn),
the function f induces a linear bounded functional on Ps(R
n). Then, applying the Riesz lemma,
we find that there exists a unique polynomial Pk
i
∈ Ps(Rn) such that, for any q ∈ Ps(Rn),
1∫
Rn
ηk
i
(x) dx
〈
f , qηki
〉
=
1∫
Rn
ηk
i
(x) dx
〈
Pki , qη
k
i
〉
=
1∫
Rn
ηk
i
(x) dx
∫
Rn
Pki (x)q(x)η
k
i (x) dx.
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For any i ∈ N and k ∈ Z, let bk
i
:= [ f − Pk
i
]ηk
i
. Notice that, for any k ∈ Z and x ∈ Rn,∑
i∈N 1xk
i
+B
ℓk
i
+4ω
(x) ≤ R and supp bk
i
⊂ xk
i
+Bℓk
i
+4ω, it follows that {
∑w
i=1 b
k
i
}w∈N converges in S′(Rn).
Thus, for any k ∈ Z, we define a distribution
gk := f −
∑
i∈N
bki = f −
∑
i∈N
[
f − Pki
]
ηki = f1Ω∁
k
+
∑
i∈N
Pki η
k
i .(4.22)
Then, similarly to (4.11), we conclude that
‖ f − gk‖H~p
A
(Rn)
=
∥∥∥∥∥∥∥
∑
i∈N
bki
∥∥∥∥∥∥∥
H
~p
A
(Rn)
.
∥∥∥MN( f )1Ωk∥∥∥L~p(Rn) → 0(4.23)
as k → ∞.
On another hand, by (4.22), we know that ‖gk‖L∞(Rn) . 2k and ‖gk‖L∞(Rn) → 0 as k → −∞ (see
also [41, p. 1679]). By this, (4.23) and Lemma 3.7, we find that f =
∑
k∈Z[gk+1 − gk] in S′(Rn).
Furthermore, from an argument similar to that used in [6, p. 38] (see also [41, pp. 1680-1681]), we
deduce that
f =
∑
k∈Z
[
gk+1 − gk
]
=
∑
k∈Z
∑
i∈N
bki −∑
j∈N
(
bk+1j η
k
i − Pk+1i, j ηk+1j
) =: ∑
k∈Z
∑
i∈N
hki in S′(Rn),
where, for any i, j ∈ N and k ∈ Z, Pk+1
i, j is the orthogonal projection of [ f −Pk+1j ]ηki on Ps(Rn) with
respect to the norm defined as in (4.21) and hk
i
is a multiple of a (~p,∞, s)-atom satisfying∫
Rn
hki (x)q(x) dx = 0 for any q ∈ Ps(Rn),(4.24)
supp hki ⊂ (xki + Bℓk
i
+4ω) and
∥∥∥hki ∥∥∥L∞(Rn) ≤ C˜2k(4.25)
with C˜ being a positive constant independent of k and i.
For any k ∈ Z and i ∈ N, let
λki := C˜2
k
∥∥∥∥∥1xki +Bℓk
i
+4ω
∥∥∥∥∥
L~p(Rn)
and aki :=
[
λki
]−1
hki ,(4.26)
where C˜ is as in (4.25). Then, by (4.24) and (4.25), we know that, for any k ∈ Z and i ∈ N, ak
i
is a (~p,∞, s)-atom. Moreover, we have f = ∑k∈Z∑i∈N λki aki in S′(Rn). In addition, by (4.26) and
(4.18) through (4.20), we conclude that∥∥∥∥∥∥∥∥∥∥

∑
k∈Z
∑
i∈N

|λk
i
|1xk
i
+B
ℓk
i
+4ω
‖1xk
i
+B
ℓk
i
+4ω
‖L~p(Rn)

p
1/p
∥∥∥∥∥∥∥∥∥∥
L~p(Rn)
. ‖ f ‖
H
~p
A
(Rn)
,
which implies that (4.17) holds true.
Step 2) In this step, we prove that, for any f ∈ H~p
A
(Rn), (4.17) also holds true.
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For this purpose, let f ∈ H~p
A
(Rn). Then, by Lemma 4.6, we find that there exists a sequence
{ f j} j∈N ⊂ H~pA(Rn) ∩ L~p/p− (Rn) such that f =
∑
j∈N f j in H
~p
A
(Rn) and, for any j ∈ N,
∥∥∥ f j∥∥∥H~p
A
(Rn)
≤ 22− j‖ f ‖
H
~p
A
(Rn)
.
Moreover, for any j ∈ N, by the conclusion obtained in Step 1, we conclude that there exist
{λ j,k
i
}k∈Z,i∈N ⊂ C and a sequence {a j,ki }k∈Z,i∈N of (~p,∞, s)-atoms such that f j =
∑
k∈Z
∑
i∈N λ
j,k
i
a
j,k
i
in
S′(Rn). Therefore, f = ∑ j∈N∑k∈Z∑i∈N λ j,ki a j,ki in S′(Rn) and
‖ f ‖
H
~p,∞,s
A
(Rn)
≤
∑
j∈N
∥∥∥ f j∥∥∥p
H
~p
A
(Rn)

1/p
. ‖ f ‖
H
~p
A
(Rn)
.
This finishes the proof of (4.17) for any f ∈ H~p
A
(Rn) and hence of Theorem 4.7. 
From the proof of Theorem 4.7, we deduce the following conclusion, which plays an important
role in the proof of Theorem 8.7 below; the details are omitted.
Proposition 4.10. Let ~p, r, s and N be as in Theorem 4.7, q ∈ (1,∞] and f ∈ H~p
A
(Rn) ∩ Lq(Rn).
Then there exist a sequence of (~p, r, s)-atoms, {ak
i
}i∈N,k∈Z, and {λki }i∈N,k∈Z ⊂ C such that f =∑
k∈Z
∑
i∈N λki a
k
i
, where the series converge in Lq(Rn) and almost everywhere.
5 Finite atomic characterizations of H
~p
A
(Rn)
In this section, we obtain the finite atomic characterizations of H
~p
A
(Rn). To be precise, for any
given finite linear combination of (~p, r, s)-atoms with r ∈ (max{p+, 1},∞) [or continuous (~p,∞, s)-
atoms], we show that its quasi-norm in H
~p
A
(Rn) can be achieved via all its finite combinations of
atoms of the same type. We begin with introducing the notion of anisotropic mixed-norm finite
atomic Hardy spaces H
~p,r,s
A,fin
(Rn) as follows.
Definition 5.1. Let ~p ∈ (0,∞)n, r ∈ (1,∞], s be as in (4.1) and A a dilation. The anisotropic mixed-
norm finite atomic Hardy space H
~p,r,s
A,fin
(Rn) is defined to be the set of all f ∈ S′(Rn) satisfying that
there exist I ∈ N, {λi}i∈[1,I]∩N ⊂ C and a finite sequence of (~p, r, s)-atoms, {ai}i∈[1,I]∩N, supported,
respectively, in {B(i)}i∈[1,I]∩N ⊂ B such that f =
∑I
i=1 λiai in S′(Rn). Moreover, for any f ∈
H
~p,r,s
A,fin
(Rn), let
‖ f ‖
H
~p,r,s
A,fin
(Rn)
:= inf
∥∥∥∥∥∥∥∥

I∑
i=1
 |λi|1B(i)‖1B(i)‖L~p(Rn)
p

1/p
∥∥∥∥∥∥∥∥
L~p(Rn)
,
where p is as in (2.4) and the infimum is taken over all decompositions of f as above.
The following conclusion is from Theorem 4.7 and its proof, which is needed in the proof of
Theorem 5.3 below.
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Lemma 5.2. Let ~p, r and s be as in Definition 5.1 and ω as in (2.2). Then, for any f ∈
H
~p
A
(Rn)∩Lr(Rn), there exist {λk
i
}k∈Z, i∈N ⊂ C, dilated balls {xki +Bℓki }k∈Z, i∈N ⊂ B and (~p,∞, s)-atoms
{ak
i
}k∈Z, i∈N such that f =
∑
k∈Z
∑
i∈N λki a
k
i
in S′(Rn),
supp aki ⊂ xki + Bℓki +4ω, Ωk =
⋃
j∈N
(xkj + Bℓkj+4ω
) f or any k ∈ Z and i ∈ N,
here Ωk := {x ∈ Rn : MN( f )(x) > 2k} with N as in Definition 2.6,
(xki + Bℓki −ω) ∩ (x
k
j + Bℓkj−ω) = ∅ f or any k ∈ Z and i, j ∈ N with i , j,
and
♯
{
j ∈ N : (xki + Bℓki+4ω) ∩ (x
k
j + Bℓkj+4ω
) , ∅
}
≤ R for any k ∈ Z and i ∈ N,
with R being a positive constant independent of k, i and f . Moreover, there exists a positive
constant C, independent of f , such that, for any k ∈ Z, i ∈ N and for almost every x ∈ Rn,
|λk
i
ak
i
(x)| ≤ C2k and ∥∥∥∥∥∥∥∥∥∥

∑
k∈Z
∑
i∈N

|λk
i
|1xk
i
+B
ℓk
i
+4ω
‖1xk
i
+B
ℓk
i
+4ω
‖L~p(Rn)

p
1/p
∥∥∥∥∥∥∥∥∥∥
L~p(Rn)
≤ C‖ f ‖
H
~p
A
(Rn)
(5.1)
with p as in (2.4).
In what follows, denote by C(Rn) the set of all continuous functions. Then we obtain the
following finite atomic characterizations of H
~p
A
(Rn), which actually extends [45, Theorem 3.1 and
Remark 3.3] and [27, Theorem 5.9] to the present setting of anisotropic mixed-norm Hardy spaces.
Theorem 5.3. Let ~p ∈ (0,∞)n and s be as in (4.1).
(i) If r ∈ (max{p+, 1},∞) with p+ as in (2.4), then ‖ · ‖H~p,r,s
A,fin
(Rn)
and ‖ · ‖
H
~p
A
(Rn)
are equivalent
quasi-norms on H
~p,r,s
A,fin
(Rn);
(ii) ‖ · ‖
H
~p,∞,s
A,fin
(Rn)
and ‖ · ‖
H
~p
A
(Rn)
are equivalent quasi-norms on H
~p,∞,s
A,fin
(Rn) ∩C(Rn).
Remark 5.4. By Proposition 6.6 below, we find that, when A is as in (2.5), Theorem 5.3 is just
[27, Theorem 5.9]. In addition, recall that Bownik et al. in [7, Theorem 6.2] established the
finite atomic characterization of the weighted anisotropic Hardy space H
p
w(R
n; A) with w being an
anisotropic A∞ Muckenhoupt weight (see [7, Definition 2.5]). As was mentioned in [7, p. 3077],
if w = 1, then H
p
w(R
n; A) becomes the anisotropic Hardy space H
p
A
(Rn) of Bownik [6]. By this
and Remark 2.7(iii), we know that, when ~p := (
n times︷   ︸︸   ︷
p, . . . , p) with p ∈ (0, 1], Theorem 5.3 is just [7,
Theorem 6.2] with the weight w = 1.
By Proposition 3.17 and Theorem 5.3, we have the following conclusion with the details omit-
ted.
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Corollary 5.5. Let ~p ∈ (1,∞)n and s be as in Theorem 5.3.
(i) If r ∈ (p+,∞) with p+ as in (2.4), then ‖ · ‖H~p,r,s
A,fin
(Rn)
and ‖ · ‖L~p(Rn) are equivalent quasi-norms
on H
~p,r,s
A,fin
(Rn);
(ii) ‖ · ‖
H
~p,∞,s
A,fin
(Rn)
and ‖ · ‖L~p(Rn) are equivalent quasi-norms on H~p,∞,sA,fin (Rn) ∩ C(Rn).
Now we show Theorem 5.3.
Proof of Theorem 5.3. Assume that ~p ∈ (0,∞)n, r ∈ (max{p+, 1},∞] with p+ as in (2.4) and s
is as in (4.1). Then, from Theorem 4.7, it follows that H
~p,r,s
A,fin
(Rn) ⊂ H~p
A
(Rn) and, for any f ∈
H
~p,r,s
A,fin
(Rn), ‖ f ‖
H
~p
A
(Rn)
. ‖ f ‖
H
~p,r,s
A,fin
(Rn)
. Thus, to prove Theorem 5.3, it suffices to show that, for any
f ∈ H~p,r,s
A,fin
(Rn) when r ∈ (max{p+, 1},∞), and for any f ∈ [H~p,∞,sA,fin (Rn) ∩C(Rn)] when r = ∞,
‖ f ‖
H
~p,r,s
A,fin
(Rn)
. ‖ f ‖
H
~p
A
(Rn)
.
We next prove this by three steps.
Step 1) Let r ∈ (max{p+, 1},∞] and f ∈ H~p,r,sA,fin(Rn). Then, without loss of generality, we may
assume that ‖ f ‖
H
~p
A
(Rn)
= 1. From the fact that f has compact support, we deduce that there exists
some k0 ∈ Z such that supp f ⊂ Bk0 . For any k ∈ Z, let Ωk := {x ∈ Rn : MN( f )(x) > 2k}, here
and thereafter in this section, we always let N := ⌊(1/min{1, p−} − 1) ln b/ ln λ−⌋+ 2 with p− as in
(2.4).
Notice that f ∈ H~p
A
(Rn)∩Lr˜(Rn), where r˜ := rwhen r ∈ (max{p+, 1},∞) and r˜ := 2when r = ∞.
Then, by Lemma 5.2, we conclude that there exist {λk
i
}k∈Z, i∈N ⊂ C and a sequence {aki }k∈Z, i∈N of
(~p,∞, s)-atoms such that
f =
∑
k∈Z
∑
i∈N
λki a
k
i in S′(Rn).(5.2)
From this and an argument similar to that used in the proof of [41, (5.13)], it follows that there
exists a positive constant C5 such that, for any x ∈ (Bk0+4ω)∁,
MN( f )(x) ≤ C5
∥∥∥∥1Bk0 ∥∥∥∥−1L~p(Rn) .(5.3)
Let
k˜ := sup
{
k ∈ Z : 2k < C5
∥∥∥∥1Bk0 ∥∥∥∥−1L~p(Rn)
}
(5.4)
with C5 as in (5.3). Now we rewrite (5.2) as
f =
k˜∑
k=−∞
∑
i∈N
λki a
k
i +
∞∑
k=˜k+1
∑
i∈N
λki a
k
i =: h + ℓ in S′(Rn).
By this and an argument similar to that used in Step 1 of the proof of [27, Theorem 5.9] (see
also [41]), we further conclude that there exists a positive constant C6, independent of f , such that
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h/C6 is a (~p,∞, s)-atom and also a (~p, r, s)-atom for any ~p ∈ (0,∞)n, r ∈ (max{p+, 1},∞] and s as
in (3.1).
Step 2) In this step, we show (i). To this end, for any K ∈ (˜k,∞) ∩ Z and k ∈ [˜k + 1,K] ∩ Z,
where k˜ is as in (5.4), let
I(K,k) := {i ∈ N : |i| + |k| ≤ K} and ℓ(K) :=
K∑
k=˜k+1
∑
i∈I(K,k)
λki a
k
i .
On another hand, for any r ∈ (max{p+, 1},∞), from an argument similar to that used in Step 2 of
the proof of [27, Theorem 5.9] (see also [40, 41]), it follows that ℓ(K) converges to ℓ in L
r(Rn) as
K → ∞. This further implies that, for any given η ∈ (0, 1), there exists a K ∈ [˜k + 1,∞) ∩ Z large
enough, depending on η, such that (ℓ− ℓ(K))/η is a (~p, r, s)-atom and hence f = h+ ℓ(K) + [ℓ− ℓ(K)]
is a finite linear combination of (~p, r, s)-atoms. From this, Step 1) and (5.1), it follows that
‖ f ‖
H
~p,r,s
A,fin
(Rn)
. C6 +
∥∥∥∥∥∥∥∥∥∥

K∑
k=˜k+1
∑
i∈I(K,k)

|λk
i
|1xk
i
+B
ℓk
i
+4ω
‖1xk
i
+B
ℓk
i
+4ω
‖L~p(Rn)

p
1/p
∥∥∥∥∥∥∥∥∥∥
L~p(Rn)
+ η . 1,
which completes the proof of (i).
Step 3) This step is aimed to prove (ii). To this end, let f ∈ H~p,∞,s
A,fin
(Rn) ∩ C(Rn). From Step 1)
above, we deduce that f = h + ℓ in S′(Rn), where h/C6 is a (~p,∞, s)-atom and
ℓ :=
∞∑
k=˜k+1
∑
i∈N
λki a
k
i .
By this and an argument similar to that used in Step 2 of the proof of [41, Theorem 5.7] (see also
[27, 40]), we know that, for any given ǫ ∈ (0,∞), ℓ can be split into two parts ℓǫ
1
and ℓǫ
2
, where ℓǫ
1
is a finite linear combination of continuous (~p,∞, s)-atoms and ℓǫ
2
satisfies that ‖ℓǫ
2
‖
H
~p,∞,s
A,fin
(Rn)
≤ ǫ.
Therefore,
‖ f ‖
H
~p,∞,s
A,fin
(Rn)
. ‖h‖
H
~p,∞,s
A,fin
(Rn)
+
∥∥∥ℓǫ1∥∥∥H~p,∞,s
A,fin
(Rn)
+
∥∥∥ℓǫ2∥∥∥H~p,∞,s
A,fin
(Rn)
. 1.
This finishes the proof of (ii) and hence of Theorem 5.3. 
6 Littlewood–Paley function characterizations of H
~p
A
(Rn)
The aim of this section is to characterize H
~p
A
(Rn), respectively, by means of Lusin area func-
tions, Littlewood–Paley g-functions and Littlewood–Paley g∗λ-functions. To this end, we first
recall the following Caldero´n reproducing formula given in [8, Proposition 2.14]. In what fol-
lows, C∞c (Rn) denotes the set of all infinitely differentiable functions with compact supports on
Rn and, for any ϕ ∈ S(Rn), ϕ̂ denotes its Fourier transform, namely, for any ξ ∈ Rn, ϕ̂(ξ) :=∫
Rn
ϕ(x)e−2πıx·ξ dx, where ı :=
√
−1 and, for any x = (x1, . . . , xn), ξ = (ξ1, . . . , ξn) ∈ Rn, x · ξ :=∑n
i=1 xiξi.
Recall also that f ∈ S′(Rn) is said to vanish weakly at infinity if, for any ψ ∈ S(Rn), f ∗ψ j → 0
in S′(Rn) as j → −∞. Denote by S′
0
(Rn) the set of all f ∈ S′(Rn) vanishing weakly at infinity.
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Lemma 6.1. Let s ∈ Z+ and A := (ai, j)1≤i, j≤n be a dilation. For any φ ∈ C∞c (Rn) satisfying
supp φ ⊂ B0,
∫
Rn
xγφ(x) dx = 0 for any γ ∈ Zn+ with |γ| ≤ s, and |̂φ(ξ)| ≥ C for any ξ ∈ {x ∈ Rn :
(2‖A‖)−1 ≤ ρ(x) ≤ 1}, where C ∈ (0,∞) is a constant and ‖A‖ := (∑ni, j=1 |ai, j|2)1/2, there exists a
ψ ∈ S(Rn) such that
(i) supp ψ̂ is compact and away from the origin;
(ii) for any ξ ∈ Rn \ {~0n},
∑
k∈Z ψ̂((A∗)kξ)φ̂((A∗)kξ) = 1, where A∗ denotes the adjoint matrix of
A.
Moreover, for any f ∈ S′
0
(Rn), f =
∑
k∈Z f ∗ ψk ∗ φk in S′(Rn).
Assume that ϕ ∈ S(Rn) satisfies the same assumptions as φ in Lemma 6.1 with s as in (4.1).
Recall that, for any f ∈ S′(Rn) and λ ∈ (0,∞), the anisotropic Lusin area function S ( f ), the
anisotropic Littlewood–Paley g-function g( f ) and the anisotropic Littlewood–Paley g∗λ-function
g∗λ( f ) are defined, respectively, by setting, for any x ∈ Rn,
S ( f )(x) :=
∑
k∈Z
b−k
∫
x+Bk
| f ∗ ϕ−k(y)|2 dy

1/2
, g( f )(x) :=
∑
k∈Z
| f ∗ ϕk(x)|2

1/2
and
g∗λ( f )(x) :=

∑
k∈Z
b−k
∫
Rn
[
bk
bk + ρ(x − y)
]λ
| f ∗ ϕ−k(y)|2 dy

1/2
(see [38]).
The main results of this section are the succeeding three theorems.
Theorem 6.2. Let ~p ∈ (0,∞)n. Then f ∈ H~p
A
(Rn) if and only if f ∈ S′
0
(Rn) and S ( f ) ∈ L~p(Rn).
Moreover, there exists a constant C ∈ [1,∞) such that, for any f ∈ H~p
A
(Rn), C−1‖S ( f )‖L~p(Rn) ≤
‖ f ‖
H
~p
A
(Rn)
≤ C‖S ( f )‖L~p(Rn).
Theorem 6.3. Let ~p ∈ (0,∞)n. Then f ∈ H~p
A
(Rn) if and only if f ∈ S′
0
(Rn) and g( f ) ∈ L~p(Rn).
Moreover, there exists a constant C ∈ [1,∞) such that, for any f ∈ H~p
A
(Rn), C−1‖g( f )‖L~p(Rn) ≤
‖ f ‖
H
~p
A
(Rn)
≤ C‖g( f )‖L~p(Rn).
Theorem 6.4. Let ~p ∈ (0,∞)n and λ ∈ (1 + 2
min{p−,2} ,∞) with p− as in (2.4). Then f ∈ H
~p
A
(Rn)
if and only if f ∈ S′
0
(Rn) and g∗λ( f ) ∈ L~p(Rn). Moreover, there exists a constant C ∈ [1,∞) such
that, for any f ∈ H~p
A
(Rn), C−1
∥∥∥g∗λ( f )∥∥∥L~p(Rn) ≤ ‖ f ‖H~p
A
(Rn)
≤ C
∥∥∥g∗λ( f )∥∥∥L~p(Rn) .
Remark 6.5. (i) We should point out that the range of λ in Theorem 6.4 does not coincide with
the best known one, namely, λ ∈ (2/p,∞) with p ∈ (0, 1], of the g∗λ-function characterization
of the classical Hardy space Hp(Rn) and it is still unclear whether or not the g∗λ-function,
when λ ∈ ( 2
min{p−,2} , 1 +
2
min{p−,2} ], can characterize H
~p
A
(Rn) because the method used in the
proof of Theorem 6.4 does not work in this case.
AnisotropicMixed-Norm Hardy Spaces 29
(ii) Recall that, via the Lusin area function, the Littlewood–Paley g-function or g∗λ-function,
Li et al. in [38, Theorems 2.8, 3.1 and 3.9] characterized the anisotropic Musielak–Orlicz
Hardy space H
ϕ
A
(Rn) with ϕ : Rn × [0,∞) → [0,∞) being an anisotropic growth function
(see [38, Definition 2.3]). As was mentioned in [38, p. 285], if, for any given p ∈ (0, 1] and
for any x ∈ Rn and t ∈ (0,∞),
ϕ(x, t) := tp,(6.1)
then H
ϕ
A
(Rn) = H
p
A
(Rn), where H
p
A
(Rn) denotes the anisotropic Hardy space of Bownik
[6]. From this and Remark 2.7(iii), we deduce that, when ~p := (
n times︷   ︸︸   ︷
p, . . . , p) with p ∈ (0, 1],
Theorems 6.2, 6.3 and 6.4 are just [38, Theorems 2.8, 3.1 and 3.9], respectively, with ϕ as
in (6.1).
The following proposition establishes the relation between H
~p
A
(Rn) and H
~p
~a
(Rn), where H
~p
~a
(Rn)
denotes the anisotropic mixed-norm Hardy space introduced by Cleanthous et al. in [15, Definition
3.3].
Proposition 6.6. Let ~p ∈ (0,∞)n, ~a ∈ [1,∞)n and A be as in (2.5). Then H~p
A
(Rn) and the
anisotropic mixed-norm Hardy space H
~p
~a
(Rn) coincide with equivalent quasi-norms.
Proof. For any ~p ∈ (0,∞)n, ~a := (a1, . . . , an) ∈ [1,∞)n and A as in (2.5), by Theorem 6.3, we
conclude that f ∈ H~p
A
(Rn) if and only if f ∈ S′
0
(Rn) and
∑
k∈Z
∣∣∣∣2kν f ∗ ϕ(2k~a·)∣∣∣∣2

1/2
=
∑
k∈Z
∣∣∣| det A|k f ∗ ϕ(Ak·)∣∣∣2

1/2
= g( f ) ∈ L~p(Rn),
where ν := a1 + · · · + an, 2k~ax := (2ka1 x1, . . . , 2kan xn) for any k ∈ Z and x = (x1, . . . , xn) ∈ Rn,
and ϕ satisfies the same assumptions as φ in Lemma 6.1 with s as in (4.1). This, combined with
[27, Theorem 4.2], further implies that f ∈ H~p
A
(Rn) if and only if f ∈ H~p
~a
(Rn). Thus, in this case,
H
~p
A
(Rn) = H
~p
~a
(Rn) with equivalent quasi-norms. This finishes the proof of Proposition 6.6. 
Remark 6.7. Very recently, Huang et al. [27] characterized H
~p
~a
(Rn) with ~a ∈ [1,∞)n and ~p ∈
(0,∞)n via the Lusin area function, the Littlewood–Paley g-function or g∗λ-function. We should
point out that, by Proposition 6.6, when A is as in (2.5), Theorems 6.2 through 6.4 are just, respec-
tively, [27, Theorems 4.1 through 4.3].
To prove Theorem 6.2, we need several technical lemmas. The following lemma is just [8,
Lemma 2.3], which originates from [14, Theorem 11].
Lemma 6.8. Let A be a dilation. Then there exists a set
Q :=
{
Qkα ⊂ Rn : k ∈ Z, α ∈ Ek
}
of open subsets, where Ek is an index set, such that
(i) for each k ∈ Z, |Rn \⋃α Qkα| = 0 and, when α , β, Qkα ∩ Qkβ = ∅;
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(ii) for any α, β, k, ℓ with ℓ ≥ k, either Qkα ∩ Qℓβ = ∅ or Qℓα ⊂ Qkβ;
(iii) for each (ℓ, β) and each k < ℓ, there exists a unique α such that Qℓβ ⊂ Qkα;
(iv) there exist some v ∈ Z \ Z+ and u ∈ N such that, for any Qkα with k ∈ Z and α ∈ Ek, there
exists xQkα ∈ Qkα such that, for any x ∈ Qkα, xQkα + Bvk−u ⊂ Qkα ⊂ x + Bvk+u.
Henceforth, we call Q := {Qkα}k∈Z, α∈Ek from Lemma 6.8 dyadic cubes and k the level, denoted
by ℓ(Qkα), of the dyadic cube Q
k
α for any k ∈ Z and α ∈ Ek.
Remark 6.9. In Definition 4.1, if we replace dilated balls B by dyadic cubes, then, by Lemma
6.8, we know that the corresponding anisotropic mixed-norm atomic Hardy space and the original
one (see Definition 4.2) coincide with equivalent quasi-norms.
The following lemma is necessary in the proof of Theorem 6.2, whose proof is similar to that
of [29, Lemma 4.7]; the details are omitted.
Lemma 6.10. Let ~p ∈ (0,∞)n, m ∈ Z, ε ∈ (0,∞), κ ∈ (0,∞), r ∈ [1,∞] ∩ (p+,∞] with p+
as in (2.4) and A be a dilation. Assume that {λi}i∈N ⊂ C, {B(i)}i∈N := {xi + Bℓi}i∈N ⊂ B and
{aε,κ
i
}i∈N ⊂ Lr(Rn) satisfy that, for any i ∈ N, supp aε,κi ⊂ xi + AmBℓi , ‖aε,κi ‖Lr(Rn) ≤ |B
(i)|1/r
‖1
B(i)
‖
L~p(Rn)
and
∥∥∥∥∥∥∥∥

∑
i∈N
 |λi|1B(i)‖1B(i)‖L~p(Rn)
p

1/p
∥∥∥∥∥∥∥∥
L~p(Rn)
< ∞.
Then ∥∥∥∥∥∥∥lim infε→0+
∑
i∈N
∣∣∣λiaε,κi ∣∣∣p

1/p
∥∥∥∥∥∥∥
L~p(Rn)
≤ C
∥∥∥∥∥∥∥∥

∑
i∈N
 |λi|1B(i)‖1B(i)‖L~p(Rn)
p

1/p
∥∥∥∥∥∥∥∥
L~p(Rn)
,
where p is as in (2.4) and C a positive constant independent of {λi}i∈N, {B(i)}i∈N {aε,κi }i∈N, ε and κ.
We also need the following conclusion, whose proof is similar to that of [27, Lemma 4.8] (see
also [59, Lemma 6.5]); the details are omitted.
Lemma 6.11. Let ~p ∈ (0,∞)n. Then H~p
A
(Rn) ⊂ S′
0
(Rn).
In addition, we have the following lemma, which plays a key role in the proof of Theorem 6.2
and is also of independent interest.
Lemma 6.12. Assume that E ⊂ Rn, F ∈ Q with Q as in Lemma 6.8, E ⊂ F and there exists a
constant c0 ∈ (0, 1] such that |E| ≥ c0|F|. Then, for any ~p ∈ (0,∞)n, there exists a positive constant
C, independent of E and F, such that
‖1F‖L~p(Rn)
‖1E‖L~p(Rn)
≤ C.
Proof. By the fact that F ∈ Q and Lemma 6.8(iv), we conclude that there exists a dilated ball
BF ∈ B such that, for any x ∈ F, F ⊂ x + BF and |F| ∼ |BF |. This, together with (3.1), implies
that, for any x ∈ F,
MHL (1E) (x) = sup
x∈B∈B
1
|B|
∫
B∩E
1E(y) dy ≥
1
|BF |
∫
(x+BF )∩E
1E(y) dy
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&
1
|F|
∫
F∩E
1E(y) dy &
|E|
|F| & c0.
From this and Lemma 3.3, it follows that, for any ~p ∈ (0,∞)n with p− as in (2.4),
c0‖1F‖L2~p/p− (Rn) . ‖MHL (1E)‖L2~p/p− (Rn) . ‖1E‖L2~p/p− (Rn).
Thus,
‖1F‖L~p(Rn)
‖1E‖L~p(Rn)
=
‖1F‖2/p−
L2~p/p− (Rn)
‖1E‖2/p−
L2~p/p− (Rn)
. c
−2/p−
0
,
which completes the proof of Lemma 6.12. 
To show Theorem 6.2, we first prove that the L~p(Rn) quasi-norms of the anisotropic Lusin area
function S ( f ) are independent of the choices of φ and ψ as in Lemma 6.1. For this purpose, we
denote by S φ( f ) and S ψ( f ) the anisotropic Lusin area functions defined, respectively, by φ and ψ.
Proposition 6.13. Let ~p ∈ (0,∞)n, φ and ψ be as in Lemma 6.1 with s as in (4.1). Then there
exists a positive constant C such that, for any f ∈ S′
0
(Rn), C−1‖S φ( f )‖L~p(Rn) ≤ ‖S ψ( f )‖L~p(Rn) ≤
C‖S φ( f )‖L~p(Rn).
To show Proposition 6.13, the following lemma is necessary, whose proof is similar to that of
[29, Lemma 4.6]; the details are omitted. In what follows, for any t ∈ R, we denote by ⌈t⌉ the least
integer not less than t.
Lemma 6.14. Let s be as in (4.1), v and u be as in Lemma 6.8(iv) and r ∈ ( ln b
ln b+(s+1) ln λ−
, 1]. Then
there exists a positive constant C such that, for any k, i ∈ Z, {cQ}Q∈Q ⊂ [0,∞) with Q as in Lemma
6.8 and x ∈ Rn,
∑
ℓ(Q)=⌈ k−uv ⌉ i f k≥u
ℓ(Q)=⌊ k−uv ⌋ i f k<u
|Q| b
(k∨i)(s+1) ln λ−
ln b[
b(k∨i) + ρ(x − zQ)
](s+1) ln λ−
ln b
+1
cQ
≤ Cb−[k−(k∨i)](1/r−1)

MHL

∑
ℓ(Q)=⌈ k−uv ⌉ i f k≥u
ℓ(Q)=⌊ k−uv ⌋ i f k<u
[
cQ
]r
1Q
 (x)

1/r
,
where ℓ(Q) denotes the level of Q ∈ Q, zQ ∈ Q and, for any k, i ∈ Z, k ∨ i := max{k, i}.
Now we show Proposition 6.13.
Proof of Proposition 6.13. By symmetry, to prove this proposition, it suffices to show that, for any
f ∈ S′
0
(Rn),
‖S φ( f )‖L~p(Rn) . ‖S ψ( f )‖L~p(Rn).(6.2)
To this end, for any i ∈ Z, x ∈ Rn and y ∈ x + Bi, let Eφi( f )(y) := f ∗ φ−i(y) and, for any k ∈ Z and
z ∈ Rn,
Jψk( f )(z) :=
[
b−k
∫
z+Bk
| f ∗ ψ−k(y)|2 dy
]1/2
.
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Moreover, for any Q ∈ QwithQ as in Lemma 6.8, let ℓ(Q) denote the level of Q, and v and u be the
constants as in Lemma 6.8(iv). Then, from Lemma 6.1 and the Lebesgue dominated convergence
theorem, it follows that, for any i ∈ Z, x ∈ Rn and y ∈ x + Bi,
Eφi( f )(y) =
∑
k∈Z
f ∗ ψ−k ∗ φ−k ∗ φ−i(y) =
∑
k∈Z
∫
Rn
f ∗ ψ−k(z)φ−k ∗ φ−i(y − z) dz(6.3)
=
∑
k∈Z
∑
ℓ(Q)=⌈ k−uv ⌉ i f k≥u
ℓ(Q)=⌊ k−uv ⌋ i f k<u
∫
Q
f ∗ ψ−k(z)φ−k ∗ φ−i(y − z) dz
in S′(Rn). For any ϕ ∈ S(Rn) and k ∈ Z, let ϕ˜k := ϕ−k. By [8, Lemma 5.4], we know that, for any
k, i ∈ Z and x ∈ Rn,
∣∣∣φ˜k ∗ φ˜i(x)∣∣∣ . b−(s+1)|k−i| ln λ−ln b b(k∨i)(s+1) ln λ−ln b
[b(k∨i) + ρ(x)](s+1)
ln λ−
ln b
+1
.
From this and the fact that y ∈ x + Bi, it follows that there exists zQ ∈ Q such that, for any k, i ∈ Z
and z ∈ Q,
∣∣∣φ˜k ∗ φ˜i(y − z)∣∣∣ . b−(s+1)|k−i| ln λ−ln b b(k∨i)(s+1) ln λ−ln b
[b(k∨i) + ρ(x − zQ)](s+1)
ln λ−
ln b
+1
.(6.4)
On another hand, note that, for any k ∈ Z, when k ≥ u, ℓ(Q) = ⌈ k−u
v
⌉ and when k < u, ℓ(Q) = ⌊ k−u
v
⌋.
Therefore, Bvℓ(Q)+u ⊂ Bk. By this, the Ho¨lder inequality and Lemma 6.8(iv), we find that∣∣∣∣∣∣ 1|Q|
∫
Q
f ∗ ψ−k(y) dy
∣∣∣∣∣∣ . infz∈Q Jψk( f )(z).
From this, (6.3), (6.4) and Lemma 6.14, we deduce that, for any given r ∈ ( ln b
ln b+(s+1) ln λ−
, 1] and
any i ∈ Z, x ∈ Rn and y ∈ x + Bi,∣∣∣Eφi( f )(y)∣∣∣ .∑
k∈Z
b−(s+1)|k−i|
ln λ−
ln b b−[k−(k∨i)](1/r−1)(6.5)
×

MHL

∑
ℓ(Q)=⌈ k−uv ⌉ i f k≥u
ℓ(Q)=⌊ k−uv ⌋ i f k<u
inf
z∈Q
[
Jψk( f )(z)
]r
1Q
 (x)

1/r
.
Recall that s is as in (4.1), we can choose r ∈ ( ln b
ln b+(s+1) ln λ− ,min{p−, 1}) with p− as in (2.4). Thus,
from (6.5), we deduce that, for any x ∈ Rn,
[
S φ( f )(x)
]2
.
∑
i∈Z
[∑
k∈Z
b−(s+1)|k−i|
ln λ−
ln b b−[k−(k∨i)](1/r−1)
×

MHL

∑
ℓ(Q)=⌈ k−uv ⌉ i f k≥u
ℓ(Q)=⌊ k−uv ⌋ i f k<u
inf
z∈Q
[
Jψk ( f )(z)
]r
1Q
 (x)

1/r
2
,
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which, combined with the Ho¨lder inequality and the fact that r > ln b
ln b+(s+1) ln λ− , implies that[
S φ( f )(x)
]2
.
∑
k∈Z
{
MHL
([
Jψk( f )
]r)
(x)
}2/r
.
Then, by the fact that r < p− and Lemma 4.4, we find that
∥∥∥S φ( f )∥∥∥L~p(Rn) .
∥∥∥∥∥∥∥∥
∑
k∈Z
[
Jψk( f )
]2
1/2
∥∥∥∥∥∥∥∥
L~p(Rn)
∼
∥∥∥S ψ( f )∥∥∥L~p(Rn) ,
which implies (6.2) holds true and hence completes the proof of Proposition 6.13. 
We now prove Theorem 6.2.
Proof of Theorem 6.2. Let ~p ∈ (0,∞)n, r ∈ (max{p+, 1},∞] and s be as in (4.1). We first show the
necessity of this theorem. To this end, let f ∈ H~p
A
(Rn). Then, from Lemma 6.11, it follows that
f ∈ S′
0
(Rn). On another hand, by Theorem 4.7, we find that there exist {λi}i∈N ⊂ C and a sequence
of (~p, r, s)-atoms, {ai}i∈N, supported, respectively, in {B(i)}i∈N ⊂ B such that f =
∑
i∈N λiai in
S′(Rn) and
‖ f ‖
H
~p
A
(Rn)
∼
∥∥∥∥∥∥∥∥

∑
i∈N
 |λi|1B(i)‖1B(i)‖L~p(Rn)
p

1/p
∥∥∥∥∥∥∥∥
L~p(Rn)
.
Obviously, for any i ∈ N, there exist li ∈ Z and xi ∈ Rn such that xi + Bli = B(i). Moreover, it was
proved, in [40, (6.5)] (see also [42, (5.10)]), that, for any x ∈ Rn,
S ( f )(x) ≤
∑
i∈N
|λi|S (ai)(x)1xi+Bli+q(x) +
∑
i∈N
|λi|S (ai)(x)1(xi+Bli+q)∁(x)
.

∑
i∈N
[
|λi|S (ai)(x)1xi+Bli+q(x)
]p
1/p
+
∑
i∈N
|λi|
‖1B(i)‖L~p(Rn)
[
MHL(1B(i))(x)
]γ ,
where q := u − v + 2ω with u and v as in Lemma 6.8, p is as in (2.4), γ := ( ln b
ln λ−
+ s + 1) ln λ−
ln b
and MHL denotes the Hardy–Littlewood maximal operator as in (3.1). From this, the boundedness
of S on Lt(Rn) with t ∈ (1,∞) (see [8, Theorem 3.2]) and an argument similar to that used in the
proof of Theorem 4.7, we deduce that ‖S ( f )‖L~p(Rn) . ‖ f ‖H~p
A
(Rn)
, which completes the proof of the
necessity of Theorem 6.2.
Next we prove the sufficiency of this theorem. For this purpose, let ψ be as in Lemma 6.1,
f ∈ S′
0
(Rn) and S ( f ) ∈ L~p(Rn). Then, by Proposition 6.13, we know that S ψ( f ) ∈ L~p(Rn). Thus,
to show the sufficiency of this theorem, it suffices to show that f ∈ H~p
A
(Rn) and
‖ f ‖
H
~p
A
(Rn)
. ‖S ψ( f )‖L~p(Rn).(6.6)
To do this, for any k ∈ Z, let Θk := {x ∈ Rn : S ψ( f )(x) > 2k} and
Qk :=
{
Q ∈ Q : |Q ∩ Θk| > |Q|
2
and |Q ∩Θk+1| ≤ |Q|
2
}
.
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Obviously, for any Q ∈ Q, there exists a unique k ∈ Z such that Q ∈ Qk. Let {Qki }i be the set of all
maximal dyadic cubes in Qk, namely, there exists no Q ∈ Qk such that Qki $ Q for any i.
Moreover, by Lemmas 6.1, 6.8 and 6.10 and a proof similar to that of the sufficiency of [29,
Theorem 4.6] (see also the sufficiency of [27, Theorem 4.1] and [42, Theorem 5.2]), we have
f =
∑
k∈Z
∑
i λ
k
i
ak
i
in S′(Rn), where, for any k ∈ Z and i, λk
i
∼ 2k‖1Bk
i
‖L~p(Rn) with the positive
equivalence constants independent of k and i, and ak
i
is a (~p, r, s)-atom satisfying, for any r ∈
(max{p+, 1},∞) and γ ∈ Zn+ with |γ| ≤ s,
supp aki ⊂ Bki := xQk
i
+ Bv[ℓ(Qk
i
)−1]+u+3ω with v and u as in Lemma 6.8(iv),
∥∥∥aki ∥∥∥Lr(Rn) ≤ ∥∥∥∥1Bki
∥∥∥∥−1
L~p(Rn)
∣∣∣Bki ∣∣∣1/q and
∫
Rn
aki (x)x
γ dx = 0.
By this, Theorem 4.7, the disjointness of {Qk
i
}k∈Z, i, Lemma 6.8(iv), the fact that |Qki ∩Θk| ≥
|Qk
i
|
2
and
Lemma 6.12, we further conclude that (6.6) holds true. This finishes the proof of the sufficiency
and hence of Theorem 6.2. 
Recall that, for any given dilation A, ϕ ∈ S(Rn), t ∈ (0,∞), j ∈ Z and for any f ∈ S′(Rn), the
anisotropic Peetre maximal function (ϕ∗
j
f )t is defined by setting, for any x ∈ Rn,
(
ϕ∗j f
)
t
(x) := ess sup
y∈Rn
|(ϕ j ∗ f )(x + y)|
[1 + b jρ(y)]t
and the discrete g-function associated with (ϕ∗
j
f )t is defined by setting, for any x ∈ Rn,
gt,∗( f )(x) :=

∑
j∈Z
[(
ϕ∗j f
)
t
(x)
]2
1/2
,
where, for any j ∈ Z, ϕ j(·) := b jϕ(A j·).
The following estimate is just [40, Lemma 6.9], which plays a key role in the proof of Theorem
6.3 and originates from [43, 56].
Lemma 6.15. Let ϕ ∈ S(Rn) satisfy the same assumptions as φ in Lemma 6.1 with s as in (4.1).
Then, for any given N0 ∈ N and r ∈ (0,∞), there exists a positive constant C(N0,r), which depends
on N0 and r, such that, for any t ∈ (0,N0), ℓ ∈ Z, f ∈ S′(Rn) and x ∈ Rn,[(
ϕ∗ℓ f
)
t
(x)
]r ≤ C(N0,r) ∑
k∈Z+
b−kN0rbk+ℓ
∫
Rn
|(ϕk+ℓ ∗ f )(y)|r
[1 + bℓρ(x − y)]tr dy.
We now prove Theorem 6.3.
Proof of Theorem 6.3. Let f ∈ H~p
A
(Rn). Then, by Lemma 6.11, we find that f ∈ S′
0
(Rn). More-
over, repeating the proof of the necessity of Theorem 6.2 with some slight modifications, we
easily know that g( f ) ∈ L~p(Rn) and ‖g( f )‖L~p(Rn) . ‖ f ‖H~p
A
(Rn)
. Therefore, to show Theorem 6.3, by
Theorem 6.2, it suffices to prove that, for any f ∈ S′
0
(Rn) with g( f ) ∈ L~p(Rn),
‖S ( f )‖L~p(Rn) . ‖g( f )‖L~p(Rn).(6.7)
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Indeed, the fact that, for any f ∈ S′
0
(Rn), t ∈ (0,∞) and for almost every x ∈ Rn, S ( f )(x) .
gt,∗( f )(x), implies that, to show (6.7), we only need to prove that, for any f ∈ S′0(Rn) and some
t ∈ ( 1
min{p−,2} ,∞), ∥∥∥gt,∗( f )∥∥∥L~p(Rn) . ‖g( f )‖L~p(Rn) .(6.8)
Next we show (6.8). Indeed, let ϕ ∈ S(Rn) satisfy the same assumptions as φ in Lemma 6.1
with s as in (4.1). Notice that t ∈ ( 1
min{p−,2} ,∞). Thus, there exists an r0 ∈ (0,min{p−, 2}) such that
t ∈ ( 1
r0
,∞). Fix N0 ∈ ( 1r0 ,∞). From this, Lemma 6.15 and the Minkowski inequality, we deduce
that, for any x ∈ Rn,
gt,∗( f )(x) .

∑
j∈Z+
b− j(N0r0−1)
∑
k∈Z
b2k/r0
{∫
Rn
|(ϕ j+k ∗ f )(y)|r0
[1 + bkρ(x − y)]tr0 dy
}2/r0
r0/2

1/r0
.
This, combined with Lemma 3.6, implies that∥∥∥gt,∗( f )∥∥∥r0p
L~p(Rn)
.
∑
j∈Z+
b
− j(N0r0−1)p
∥∥∥∥∥∥∥∥∥

∑
k∈Z
b2k/r0
∑
i∈Z+
b−itr0
∫
Ek,i(·)
∣∣∣(ϕ j+k ∗ f )(y)∣∣∣r0 dy

2/r0

r0/2
∥∥∥∥∥∥∥∥∥
p
L~p/r0 (Rn)
,
where Ek,i(·) denotes the set {z ∈ Rn : ρ(· − z) < b−k} when i = 0, or the set {z ∈ Rn : bi−k−1 ≤
ρ(· − z) < bi−k} when i ∈ N. Therefore, by the Minkowski inequality again and Lemma 4.4, we
find that (6.8) holds true and hence complete the proof of Theorem 6.3. 
Applying Theorems 6.2 and 6.3, we next show Theorem 6.4.
Proof of Theorem 6.4. To prove this theorem, it suffices to show the necessity. Indeed, the suffi-
ciency of Theorem 6.4 follows from Theorem 6.2 and the fact that, for any f ∈ S′(Rn) and x ∈ Rn,
S ( f )(x) . g∗λ( f )(x).
To prove the necessity, let f ∈ H~p
A
(Rn). Then, by Lemma 6.11, we know that f ∈ S′
0
(Rn). From
the assumption that λ ∈ (1 + 2
min{p−,2} ,∞), it follows that there exists some t ∈ (
1
min{p−,2} ,∞) such
that λ ∈ (1+2t,∞). Assume that ϕ ∈ S(Rn) satisfies the same assumptions as φ in Lemma 6.1 with
s as in (4.1). Then, for any x ∈ Rn, we have g∗λ( f )(x) . gt,∗( f )(x), which, together with (6.8) and
Theorem 6.3, implies that g∗λ( f ) ∈ L~p(Rn) and ‖g∗λ( f )‖L~p(Rn) . ‖ f ‖H~p
A
(Rn)
. This finishes the proof of
Theorem 6.4. 
7 Dual spaces
In this section, we give the dual space of H
~p
A
(Rn). More precisely, as an application of the atomic
and finite atomic characterizations of H
~p
A
(Rn) obtained, respectively, in Theorems 4.7 and 5.3, we
prove that the dual space of H
~p
A
(Rn) is the anisotropic mixed-norm Campanato space LA
~p, r, s
(Rn)
with r ∈ [1,∞) and s as in (4.1).
For this purpose, we first introduce the anisotropic mixed-norm Campanato space LA
~p, q, s
(Rn).
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Definition 7.1. Let A be a given dilation, ~p ∈ (0,∞]n, q ∈ [1,∞] and s ∈ Z+. The anisotropic
mixed-norm Campanato space LA
~p, q, s
(Rn) is defined to be the set of all measurable functions f
such that, when q ∈ [1,∞),
‖ f ‖LA
~p, q, s
(Rn) := sup
B∈B
inf
P∈Ps(Rn)
|B|
‖1B‖L~p(Rn)
[
1
|B|
∫
B
| f (x) − P(x)|q dx
]1/q
< ∞
and
‖ f ‖LA
~p,∞, s(R
n) := sup
B∈B
inf
P∈Ps(Rn)
|B|
‖1B‖L~p(Rn)
‖ f − P‖L∞(B) < ∞,
where B is as in (2.1).
Remark 7.2. (i) Obviously, ‖ · ‖LA
~p, q, s
(Rn) is a seminorm and Ps(R
n) ⊂ LA
~p, q, s
(Rn). Indeed,
‖ f ‖LA
~p, q, s
(Rn) = 0 if and only if f ∈ Ps(Rn). Therefore, if we identify f1 with f2 when
f1 − f2 ∈ Ps(Rn), then LA~p, q, s(Rn) becomes a Banach space. Throughout this article, we
always identify f ∈ LA
~p, q, s
(Rn) with { f + P : P ∈ Ps(Rn)}.
(ii) Notice that, when ~p := (
n times︷   ︸︸   ︷
p, . . . , p) with some p ∈ (0, 1], then, for any B ∈ B, ‖1B‖L~p(Rn) =
|B|1/p. We should point out that, in this case, the Campanato space LA
~p, q, s
(Rn), in Definition
7.1, is just the anisotropic Campanato space C
1/p−1
q,s (R
n) introduced by Bownik in [6, p. 50,
Definition 8.1].
(iii) Let A be as in (2.5). Then the space LA
~p, q, s
(Rn) is just L~a
~p, q, s
(Rn) introduced by Huang et al.
in [28, Definition 3.1], which includes the classical isotropic Campanato space L 1
p
−1, q, s(R
n)
of Campanato [11] and the space BMO(Rn) of John and Nirenberg [31] as special cases (see
[28, Remark 3.2(ii)]).
To give the dual space of H
~p
A
(Rn), we also need the following technical lemma with the details
omitted.
Lemma 7.3. Let ~p ∈ (0, 1]n. Then, for any {λi}i∈N ⊂ C and {B(i)}i∈N ⊂ B,
∑
i∈N
|λi| ≤
∥∥∥∥∥∥∥∥

∑
i∈N
 |λi|1B(i)‖1B(i)‖L~p(Rn)
p

1/p
∥∥∥∥∥∥∥∥
L~p(Rn)
,
where p is as in (2.4).
Lemma 7.4. Let ~p ∈ (0, 1]n, r ∈ (1,∞] and s be as in (4.1). Then, for any continuous linear
functional L on H
~p
A
(Rn) = H
~p,r,s
A
(Rn),
‖L‖
(H
~p,r,s
A
(Rn))∗ := sup
{
|L( f )| : ‖ f ‖
H
~p,r,s
A
(Rn)
≤ 1
}
= sup
{|L(a)| : a is any (~p, r, s)-atom} ,(7.1)
here and thereafter, (H
~p,r,s
A
(Rn))∗ denotes the dual space of H~p,r,s
A
(Rn).
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Proof. For any (~p, r, s)-atom a, one may easily show that ‖a‖
H
~p,r,s
A
(Rn)
≤ 1. Therefore,
sup
{|L(a)| : a is any (~p, r, s)-atom} ≤ sup {|L( f )| : ‖ f ‖
H
~p,r,s
A
(Rn)
≤ 1
}
.(7.2)
Conversely, let f ∈ H~p
A
(Rn) and ‖ f ‖
H
~p,r,s
A
(Rn)
≤ 1. Then, for any ε ∈ (0,∞), from an argument
similar to that used in the proof of Theorem 4.7, it follows that there exist {λi}i∈N ⊂ C and a
sequence of (~p, r, s)-atoms, {ai}i∈N, supported, respectively, in {B(i)}i∈N ⊂ B such that
f =
∑
i∈N
λiai in H
~p
A
(Rn) and
∥∥∥∥∥∥∥∥

∑
i∈N
 |λi|1B(i)‖1B(i)‖L~p(Rn)
p

1/p
∥∥∥∥∥∥∥∥
L~p(Rn)
≤ 1 + ε.
By this, the continuity of L and Lemma 7.3, we further conclude that
|L( f )| ≤
∑
i∈N
|λi||L(ai)| ≤
∑
i∈N
|λi|
 sup {|L(a)| : a is any (~p, r, s)-atom}
≤ (1 + ε) sup {|L(a)| : a is any (~p, r, s)-atom} .
This, together with the arbitrariness of ε ∈ (0,∞) and (7.2), implies that (7.1) holds true and hence
finishes the proof of Lemma 7.4. 
The following conclusion is the main result of this section, which gives the dual space of
H
~p
A
(Rn).
Theorem 7.5. Let ~p, r and s be as in Lemma 7.4. Then the dual space of H
~p
A
(Rn), denoted by
(H
~p
A
(Rn))∗, is LA
~p, r′, s(R
n) in the following sense:
(i) Let f ∈ LA
~p, r′, s(R
n). Then the linear functional
L f : g 7−→ L f (g) :=
∫
Rn
f (x)g(x) dx,(7.3)
initially defined for any g ∈ H~p,r,s
A,fin
(Rn), has a bounded extension to H
~p
A
(Rn).
(ii) Conversely, any continuous linear functional on H
~p
A
(Rn) arises as in (7.3) with a unique
f ∈ LA
~p, r′, s(R
n).
Moreover, ‖ f ‖LA
~p, r′ , s(R
n) ∼ ‖L f ‖(H~p
A
(Rn))∗ , where the positive equivalence constants are independent
of f .
Remark 7.6. (i) When ~p is as in Remark 7.2(ii), by Remarks 2.7(ii) and 7.2(ii), we find that
Theorem 7.5 goes back to [6, p. 51, Theorem 8.3].
(ii) By Proposition 6.6 and Remark 7.2(iii), we know that, when A is as in (2.5), the spaces
H
~p
A
(Rn) and LA
~p, r′, s(R
n) are just, respectively, H
~p
~a
(Rn) and L~a
~p, r′, s(R
n). Thus, in this case,
Theorem 7.5 is just [28, Theorem 3.10], which includes the conclusion that (Hp(Rn))∗ =
L 1
p
−1, r′, s(R
n), with p ∈ (0, 1], of Taibleson and Weiss [53] and the distinguished duality
result of Fefferman and Stein [20], namely, (H1(Rn))∗ = BMO(Rn), as special cases (see
also [28, Remark 3.11(i)]).
38 Long Huang, Jun Liu, Dachun Yang andWen Yuan
(iii) When ~p ∈ (1,∞)n, from Proposition 3.17, it follows that H~p
A
(Rn) = L~p(Rn) with equivalent
norms, which, combined with [5, p. 304, Theorem 1.a)], further implies that, for any ~p ∈
(1,∞)n, L~p′(Rn) is the dual space of H~p
A
(Rn). However, when ~p := (p1, . . . , pn) ∈ (0,∞)n
with pi0 ∈ (0, 1] and p j0 ∈ (1,∞) for some i0, j0 ∈ {1, . . . , n}, the dual space of H~pA(Rn) is
still unclear so far.
The following equivalence of the spaces LA
~p, q, s
(Rn) is an immediate consequence of Theorem
7.5 with the details omitted.
Corollary 7.7. Let ~p and s be as in Theorem 7.5 and q ∈ [1,∞). Then LA
~p, q, s
(Rn) = LA
~p, 1, s0
(Rn)
with equivalent quasi-norms, where s0 := ⌊( 1p− − 1)
ln b
ln λ−
⌋ with p− as in (2.4).
Now we prove Theorem 7.5.
Proof of Theorem 7.5. Using Theorem 4.7, Lemma 7.3, Theorem 5.3, and repeating the proof of
(i) of [28, Theorem 3.10] with some slight modifications, we know that LA
~p, r′, s(R
n) ⊂ (H~p
A
(Rn))∗
and (i) holds true.
We next prove (H
~p
A
(Rn))∗ ⊂ LA
~p, r′, s(R
n). To this end, by Theorem 4.7, it suffices to show
(H
~p,r,s
A
(Rn))∗ ⊂ LA
~p, r′, s(R
n). To prove this, for any B ∈ B, whereB is as in (2.1), let πB : L1(B) −→
Ps(R
n) be the natural projection satisfying, for any g ∈ L1(B) and q ∈ Ps(Rn),∫
B
πB(g)(x)q(x) dx =
∫
B
g(x)q(x) dx.
For any r ∈ (1,∞] and B ∈ B, let
Lr0(B) :=
{
g ∈ Lr(B) : πB(g) = 0 and g is not zero almost everywhere
}
,
where we identify Lr(B) with all the Lr(Rn) functions vanishing outside B. Thus, for any g ∈ Lr
0
(B),
a :=
|B|1/r
‖1B‖L~p(Rn)
‖g‖−1
Lr(B)
g is a (~p, r, s)-atom. From this and Lemma 4.7, we deduce that, for any
L ∈ (H~p
A
(Rn))∗ = (H~p,r,s
A
(Rn))∗ and g ∈ Lr
0
(B),
|L(g)| ≤
‖1B‖L~p(Rn)
|B|1/r ‖L‖(H~p,r,sA (Rn))∗‖g‖Lr(B),(7.4)
which implies that L is a bounded linear functional on Lr
0
(B). By the Hahn-Banach theorem (see,
for instance, [48, Theorem 3.6]) and an argument similar to that used in the proof of [28, Theorem
3.10] with the anisotropic ball therein replaced by the dilated ball as in (2.1), we further conclude
that, for any r ∈ (1,∞] and g ∈ Lr
0
(B), there exists a unique η ∈ Lr′(B)/Ps(B) such that
L(g) =
∫
B
g(x)η(x) dx.
On another hand, for any k ∈ N and g ∈ Lr
0
(Bk) with r ∈ (1,∞], let fk ∈ Lr′(Bk)/Ps(Bk) be the
unique element such that L(g) =
∫
Bk
g(x) fk(x) dx. Then we easily know that, for any i, k ∈ N with
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i < k, fk|Bi = fi. By this and the fact that, for any g ∈ H~p,r,sA,fin(Rn), there exists some k0 ∈ N such
that g ∈ Lr
0
(Bk0), we find that, for any g ∈ H~p,r,sA,fin(Rn),
L(g) =
∫
Rn
g(x) f (x) dx,(7.5)
where f (x) = fk0(x) for any x ∈ Bk0 with k0 ∈ N.
Now we only need to prove that f ∈ LA
~p, r′, s(R
n). Indeed, from (7.5) and (7.4), it follows that,
for any r ∈ (1,∞] and B ∈ B,
‖ f ‖(Lr
0
(B))∗ ≤
‖1B‖L~p(Rn)
|B|1/r ‖L‖(H~p,r,sA (Rn))∗ .(7.6)
Moreover, by [6, p. 52, (8.12)], we have ‖ f ‖(Lr
0
(B))∗ = infP∈Ps(Rn) ‖ f −P‖Lr′ (B). This, combined with
Definition 7.1 and (7.6), further implies that, for any r ∈ (1,∞],
‖ f ‖LA
~p, r′ , s(R
n) = sup
B∈B
|B|1/r
‖1B‖L~p(Rn)
‖ f ‖(Lr
0
(B))∗ ≤ ‖L‖(H~p,r,s
A
(Rn))∗ < ∞,
which completes the proof of (ii) and hence of Theorem 7.5. 
8 Applications to boundedness of operators
Let γ ∈ (0, 1] and Bγ be a γ-quasi-Banach space. In this section, as applications, we first
establish a criterion on the boundedness of Bγ-sublinear operators from H~pA(Rn) into a quasi-
Banach space. Then, applying this criterion, we further obtain the boundedness of anisotropic
Caldero´n–Zygmund operators from H
~p
A
(Rn) to itself [or to L~p(Rn)].
Recall that a complete vector space B, equipped with a quasi-norm ‖ · ‖B, is called a quasi-
Banach space if
(i) ‖ϕ‖B = 0 if and only if ϕ is the zero element of B;
(ii) there exists a positive constant C ∈ [1,∞) such that, for any ϕ, φ ∈ B, ‖ϕ + φ‖B ≤ C(‖ϕ‖B +
‖φ‖B).
On another hand, for any given γ ∈ (0, 1], a γ-quasi-Banach space Bγ is a quasi-Banach space
equipped with a quasi-norm ‖ · ‖Bγ satisfying that there exists a constant C ∈ [1,∞) such that,
for any K ∈ N and {ϕi}Ki=1 ⊂ Bγ, ‖
∑K
i=1 ϕi‖γBγ ≤ C
∑K
i=1 ‖ϕi‖γBγ (see [36, 60, 62]). Let Bγ be a
γ-quasi-Banach space with γ ∈ (0, 1] and Y a linear space. An operator T from Y to Bγ is said
to be Bγ-sublinear if there exists a positive constant C˜ such that, for any K ∈ N, {µi}Ki=1 ⊂ C and
{ϕi}Ki=1 ⊂ Y, ∥∥∥∥∥∥∥T

K∑
i=1
µiϕi

∥∥∥∥∥∥∥
γ
Bγ
≤ C˜
K∑
i=1
|µi|γ ‖T (ϕi)‖γBγ
and, for any ϕ, φ ∈ Y, ‖T (ϕ) − T (φ)‖Bγ ≤ C˜‖T (ϕ − φ)‖Bγ (see [36, 60, 62]).
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Remark 8.1. By Lemma 3.6, we conclude that, for any ~p ∈ (0,∞)n, both (L~p(Rn), ‖ · ‖L~p(Rn)) and
(H
~p
A
(Rn), ‖ · ‖
H
~p
A
(Rn)
) are the p-quasi-Banach spaces with p as in (2.4).
Applying the finite atomic characterizations of H
~p
A
(Rn) obtained in Section 5 (see Theorem
5.3), we immediately obtain the following criterion on the boundedness of sublinear operators
from H
~p
A
(Rn) into a quasi-Banach space Bγ, whose proof is similar to that of [27, Theorem 6.2];
the details are omitted.
Theorem 8.2. Let ~p ∈ (0,∞)n, r ∈ (max{p+, 1},∞] with p+ as in (2.4), γ ∈ (0, 1], s be as in (4.1)
and Bγ a γ-quasi-Banach space. If either of the following two statements holds true:
(i) r ∈ (max{p+, 1},∞) and T : H~p,r,sA,fin(Rn) → Bγ is a Bγ-sublinear operator satisfying that
there exists a positive constant C such that, for any f ∈ H~p,r,s
A,fin
(Rn),
‖T ( f )‖Bγ ≤ C‖ f ‖H~p,r,s
A,fin
(Rn)
;
(ii) T : H
~p,∞,s
A,fin
(Rn) ∩ C(Rn) → Bγ is a Bγ-sublinear operator satisfying that there exists a
positive constant C such that, for any f ∈ H~p,∞,s
A,fin
(Rn) ∩ C(Rn), ‖T ( f )‖Bγ ≤ C‖ f ‖H~p,∞,s
A,fin
(Rn)
,
then T uniquely extends to a bounded Bγ-sublinear operator from H~pA(Rn) into Bγ.
Remark 8.3. By Remark 2.7(iv) and Proposition 6.6, we easily know that Theorem 8.2 with A as
in (2.5) is just [27, Theorem 6.2].
The following Corollary 8.4, as a consequence of Theorem 8.2, extends the corresponding
results of Meda et al. [45, Corollary 3.4], Grafakos et al. [24, Theorem 5.9] and Ky [36, Theorem
3.5] (see also [60, Theorem 1.6.9]) as well as Huang et al. [27, Corollary 6.3] to the present setting;
the details are omitted.
Corollary 8.4. Let ~p ∈ (0, 1]n, r ∈ (1,∞] and γ, s and Bγ be as in Theorem 8.2. If either of the
following two statements holds true:
(i) r ∈ (1,∞) and T is a Bγ-sublinear operator from H~p,r,sA,fin(Rn) to Bγ satisfying
sup
{
‖T (a)‖Bγ : a is any (~p, r, s)-atom
}
< ∞;
(ii) T is a Bγ-sublinear operator defined on all continuous (~p,∞, s)-atoms satisfying
sup
{
‖T (a)‖Bγ : a is any continuous (~p,∞, s)-atom
}
< ∞,
then T uniquely extends to a bounded Bγ-sublinear operator from H~pA(Rn) into Bγ.
Next, using the obtained boundedness criterion, Theorem 8.2, we establish the boundedness
of anisotropic Caldero´n–Zygmund operators from H
~p
A
(Rn) to itself [or to L~p(Rn)]. We begin with
recalling the notion of anisotropic convolutional δ-type Caldero´n–Zygmund operators from [41].
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Definition 8.5. For any δ ∈ (0, ln λ+
ln b
], a linear operator T is called an anisotropic convolutional
δ-type Caldero´n–Zygmund operator if T is bounded on L2(Rn) with kernel k ∈ S′(Rn) coinciding
with a locally integrable function on Rn \ {~0n} and satisfying that there exists a positive constant C
such that, for any x, y ∈ Rn with ρ(x) > b2ωρ(y),
|k(x − y) − k(x)| ≤ C [ρ(y)]
δ
[ρ(x)]1+δ
(8.1)
and, for any f ∈ L2(Rn), T ( f )(x) := p. v. k ∗ f (x).
We then introduce the anisotropic non-convolutional β-order Caldero´n–Zygmund operators as
follows. In what follows, for any Ω ⊂ Rn ×Rn and r ∈ Z+, denote by Cr(Ω) the set of all functions
on Ω whose derivatives with order not greater than r are continuous.
Definition 8.6. Let β ∈ (0,∞). A linear operator T is called an anisotropic non-convolutional
β-order Caldero´n–Zygmund operator if T is bounded on L2(Rn) and its kernel
K : Θ := {(x, y) ∈ Rn × Rn : x , y} → C
satisfies that K ∈ C⌈β⌉−1(Θ) and there exists a positive constant C such that, for any α ∈ Zn+ with
|α| = ⌈β⌉ − 1 and x, y, z ∈ Rn with ρ(x − y) > b2ωρ(y − z) , 0,∣∣∣[∂αK(x, ·)] (y) − [∂αK(x, ·)] (z)∣∣∣(8.2)
≤ C [ρ(y − z)]
ln λ+
ln b
β
[ρ(x − y)]1+ ln λ+ln b β
min
{
[ρ(y − z)]− ln λ+ln b (⌈β⌉−1), [ρ(y − z)]− ln λ−ln b (⌈β⌉−1)
}
and, for any f ∈ L2(Rn) with compact support and x < supp f ,
T ( f )(x) =
∫
supp f
K(x, y) f (y) dy.
Recall that, for any m ∈ N, an operator T is said to have the vanishing moments up to order
m if, for any f ∈ L2(Rn) with compact support and satisfying that, for any α ∈ Zn+ with |α| ≤ m,∫
Rn
xα f (x) dx = 0, it holds true that
∫
Rn
xαT ( f )(x) dx = 0.
One of the main results of this section is stated as follows.
Theorem 8.7. Let δ ∈ (0, ln λ+
ln b
], ~p ∈ (0,∞)n and p− ∈ ( 11+δ ,∞) with p− as in (2.4). Assume that
T is an anisotropic convolutional δ-type Caldero´n–Zygmund operator as in Definition 8.5. Then
there exists a positive constant C such that, for any f ∈ H~p
A
(Rn),
(i) ‖T ( f )‖L~p(Rn) ≤ C‖ f ‖H~p
A
(Rn)
;
(ii) ‖T ( f )‖
H
~p
A
(Rn)
≤ C‖ f ‖
H
~p
A
(Rn)
.
Remark 8.8. (i) If A := d In×n for some d ∈ R with |d| ∈ (1,∞), then ln λ+ln b = 1n and H
~p
A
(Rn)
becomes the isotropic mixed-norm Hardy spaces H~p(Rn). By Theorem 8.7, we know that,
in this case, if δ ∈ (0, 1], ~p ∈ (0,∞)n with p− ∈ ( nn+δ ,∞) and T is the classical isotropic
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Caldero´n–Zygmund operator, namely, T satisfying all the conditions of Definition 8.5 with
(8.1) replaced by
|k(x − y) − k(x)| ≤ C |y|
δ
|x|n+δ , ∀ |x| > 2|y| , 0,
where C is a positive constant independent of x and y, then T is bounded from H~p(Rn) to
itself [or to L~p(Rn)]. We point out that, even in this case, the results obtained in Theorem
8.7 are also new. Moreover, when ~p := (
n times︷   ︸︸   ︷
p, . . . , p) with p ∈ ( n
n+δ ,∞), by Theorem 8.7, we
know that T is bounded from Hp(Rn) to itself [or to Lp(Rn)], which is a well-known result
(see, for instance, [50]).
(ii) Let ~a := (a1, . . . , an) ∈ [1,∞)n. If A is as in (2.5), then ln λ+ln b = a+ν with a+ := max{a1, . . . , an}
and ν := a1 + · · · + an and, by Proposition 6.6, H~pA(Rn) becomes the Hardy space H
~p
~a
(Rn)
from [15, 27]. In this case, Theorem 8.7 implies that, if δ ∈ (0, a+], ~p ∈ (0,∞)n with
p− ∈ ( νν+δ ,∞) and T is an anisotropic convolutional δ-type Caldero´n–Zygmund operator as
in Definition 8.5 with (8.1) replaced by
|k(x − y) − k(x)| ≤ C
|y|δ
~a
|x|ν+δ
~a
when |x|~a > 2|y|~a , 0,
where | · |~a denotes the anisotropic quasi-homogeneous norm as in [27, Definition 2.1] and
C a positive constant independent of x and y, then T is bounded from H
~p
~a
(Rn) to itself [or to
L~p(Rn)], which is just the conclusions obtained in [27, Theorems 6.4 and 6.5].
In addition, as a direct corollary of Theorem 8.7 and Proposition 3.17, we have the follow-
ing boundedness of anisotropic convolutional δ-type Caldero´n–Zygmund operators on the mixed-
norm Lebesgue space L~p(Rn) with ~p ∈ (1,∞)n.
Corollary 8.9. Let ~p ∈ (1,∞)n, δ ∈ (0, ln λ+
ln b
] and T be an anisotropic convolutional δ-type
Caldero´n–Zygmund operator as in Definition 8.5. Then T is bounded on L~p(Rn).
Remark 8.10. We should point out that, when ~p := (
n times︷   ︸︸   ︷
p, . . . , p) with p ∈ (1,∞), the mixed-norm
Lebesgue space L~p(Rn) becomes the classical Lebesgue space Lp(Rn). Then, by Corollary 8.9, we
know that the anisotropic convolutional δ-type Caldero´n–Zygmund operator T as in Definition 8.5
is bounded on Lp(Rn) for any given p ∈ (1,∞), which is also obtained in [6, p. 60].
Now we prove Theorem 8.7.
Proof of Theorem 8.7. By similarity, we only show (ii) by two steps.
Step 1) In this step, we show that (ii) holds true for any ~p ∈ (0, 2)n with p− ∈ ( 11+δ , 2). To this
end, let s be as in (4.1), f ∈ H~p,2,s
A,fin
(Rn) and T be an anisotropic convolutional δ-type Caldero´n–
Zygmund operator as in Definition 8.5. Then, by Theorem 5.3(i), without loss of generality, we
may assume that ‖ f ‖
H
~p
A
(Rn)
= 1. Thus, to prove (ii), by Remark 8.1 and Theorem 8.2(i), it suffices
to show
‖T ( f )‖
H
~p
A
(Rn)
. 1.(8.3)
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Notice that f ∈ H~p
A
(Rn) ∩ L2(Rn). By Proposition 4.10, we find that there exist a sequence of
(~p, 2, s)-atoms, {ai}i∈N, supported, respectively, in {xi + Bli}i∈N ⊂ B and {λi}i∈N ⊂ C such that
f =
∑
i∈N
λiai in L
2(Rn)(8.4)
and ∥∥∥∥∥∥∥∥

∑
i∈N
 |λi|1xi+Bli‖1xi+Bli ‖L~p(Rn)
p

1/p
∥∥∥∥∥∥∥∥
L~p(Rn)
. ‖ f ‖
H
~p
A
(Rn)
. 1
with p as in (2.4). By (8.4) and the boundedness of T on L2(Rn), we conclude that, for any
f ∈ H~p,2,s
~a,fin
(Rn), T ( f ) =
∑
i∈N λiT (ai) in L2(Rn) and hence in S′(Rn). From this and Theorem 3.15,
it follows that
‖T ( f )‖
H
~p
A
(Rn)
∼ ‖M0(T ( f ))‖L~p(Rn)(8.5)
.
∥∥∥∥∥∥∥
∑
i∈N
|λi|M0(T (ai))1xi+Bli+ω
∥∥∥∥∥∥∥
L~p(Rn)
+
∥∥∥∥∥∥∥
∑
i∈N
|λi|M0(T (ai))1(xi+Bli+ω)∁
∥∥∥∥∥∥∥
L~p(Rn)
=: I1 + I2,
here and thereafter, for any f ∈ S′(Rn), M0( f ) := M0Φ( f ) with M0Φ( f ) as in Definition 3.14, where
Φ is some fixed C∞(Rn) function satisfying supp Φ ⊂ B0 and
∫
Rn
Φ(x) dx , 0.
For the term I1, from Lemma 3.3 and the fact that T is bounded on L
2(Rn), we deduce that, for
any i ∈ N,
∥∥∥M0 (T (ai)) 1xi+Bli+ω∥∥∥L2(Rn) . ∥∥∥MHL(T (ai))1xi+Bli+ω∥∥∥L2(Rn) . |xi + Bli |1/2‖1xi+Bli ‖L~p(Rn) ,
where MHL is as in (3.1). By this, the fact that p+ ∈ (0, 2) and Lemma 4.5, we further conclude
that
I1 .
∥∥∥∥∥∥∥∥

∑
i∈N
[
|λi|M0(T (ai))1xi+Bli+ω
]p
1/p
∥∥∥∥∥∥∥∥
L~p(Rn)
.
∥∥∥∥∥∥∥∥

∑
i∈N
 |λi|1xi+Bli‖1xi+Bli ‖L~p(Rn)
p

1/p
∥∥∥∥∥∥∥∥
L~p(Rn)
. 1.(8.6)
To deal with I2, for any j ∈ Z, let k( j) := k∗Φ j, where k is the kernel of T . Then k( j) satisfies the
same conditions as k. Indeed, for any j ∈ Z and f ∈ L2(Rn), by the boundedness of T on L2(Rn)
and the Minkowski inequality of integrals, we know that, for any j ∈ Z,∥∥∥k( j) ∗ f ∥∥∥
L2(Rn)
=
∥∥∥k ∗ Φ j ∗ f ∥∥∥L2(Rn) = ∥∥∥k ∗ (Φ j ∗ f )∥∥∥L2(Rn) . ∥∥∥Φ j ∗ f ∥∥∥L2(Rn) . ‖ f ‖L2(Rn).
Moreover, via an argument similar to that used in the proof of [50, p. 117, Lemma], we find that,
for any x, y ∈ Rn with ρ(x) > b2ωρ(y),
∣∣∣k( j)(x − y) − k( j)(x)∣∣∣ . [ρ(y)]δ
[ρ(x)]1+δ
.
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Therefore, from the vanishing moment of ai and the Ho¨lder inequality, it follows that, for any
x ∈ (xi + Bli+ω)∁,
M0(T (ai))(x) .
1
‖1xi+Bli ‖L~p(Rn)
[
MHL
(
1xi+Bli
)
(x)
]1+δ
.
By this, Lemma 3.6, the fact that p− ∈ ( 11+δ , 2) and Lemma 4.4, we conclude that
I2 .
∥∥∥∥∥∥∥
∑
i∈N
|λi|
‖1xi+Bli ‖L~p(Rn)
[
MHL
(
1xi+Bli
)]1+δ∥∥∥∥∥∥∥
L~p(Rn)
.
∥∥∥∥∥∥∥∥

∑
i∈N
 |λi|1xi+Bli‖1xi+Bli ‖L~p(Rn)
p

1/p
∥∥∥∥∥∥∥∥
L~p(Rn)
. 1,
which, together with (8.5) and (8.6), further implies that (8.3) holds true and hence completes the
proof of Step 1).
Step 2) In this step, we prove that (ii) holds true for any ~p ∈ (0,∞)n and p− ∈ ( 11+δ ,∞). From
the conclusion obtained in Step 1), we deduce that, for any given ~p ∈ (0, 2)n with p− ∈ ( 11+δ , 2)
and for any f ∈ H~p
A
(Rn), ‖T ( f )‖
H
~p
A
(Rn)
. ‖ f ‖
H
~p
A
(Rn)
, which, combined with Proposition 3.17, further
implies that, for any given p ∈ (1, 2) and for any f ∈ Lp(Rn),
‖T ( f )‖Lp(Rn) . ‖ f ‖Lp(Rn).(8.7)
On another hand, note that the adjoint operator of T , denoted by T ∗, has the kernel k∗(·) = k(−·)
which also satisfies Definition 8.5. By this, the Ho¨lder inequality and (8.7), we conclude that, for
any given p ∈ (2,∞) and for any f ∈ Lp(Rn),
‖T ( f )‖Lp(Rn) = sup
‖g‖
Lp
′
(Rn)
≤1
∣∣∣∣∣
∫
Rn
T ( f )(x)g(x) dx
∣∣∣∣∣ = sup‖g‖
Lp
′
(Rn)
≤1
|〈T ( f ), g〉| = sup
‖g‖
Lp
′
(Rn)
≤1
∣∣∣〈 f , T ∗(g)〉∣∣∣
≤ sup
‖g‖
Lp
′
(Rn)
≤1
‖ f ‖Lp(Rn)
∥∥∥T ∗(g)∥∥∥
Lp
′
(Rn)
. sup
‖g‖
Lp
′
(Rn)
≤1
‖ f ‖Lp(Rn) ‖g‖Lp′ (Rn) . ‖ f ‖Lp(Rn) ,
which, together with (8.7), implies that, for any given p ∈ (1,∞) and for any f ∈ Lp(Rn),
‖T ( f )‖Lp(Rn) . ‖ f ‖Lp(Rn).
Using this and repeating the proof of Step 1) with some slight modifications, we further find that,
for any given ~p ∈ (0,∞)n with p− ∈ ( 11+δ ,∞), (ii) holds true. This finishes the proof of Step 2) and
hence of Theorem 8.7. 
Another main result of this section is stated as follows.
Theorem 8.11. Let β ∈ (0,∞) and ~p ∈ (0, 2)n with p− ∈ ( ln bln b+β ln λ− ,
ln b
ln b+(⌈β⌉−1) ln λ− ], where p− is
as in (2.4).
(i) If T is an anisotropic non-convolutional β-order Caldero´n–Zygmund operator, then there
exists a positive constant C such that, for any f ∈ H~p
A
(Rn),
‖T ( f )‖L~p(Rn) ≤ C‖ f ‖H~p
A
(Rn)
.
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(ii) If T is an anisotropic non-convolutional β-order Caldero´n–Zygmund operator having the
vanishing moments up to order ⌈β⌉ − 1, then there exists a positive constant C such that, for
any f ∈ H~p
A
(Rn),
‖T ( f )‖
H
~p
A
(Rn)
≤ C‖ f ‖
H
~p
A
(Rn)
.
Remark 8.12. (i) Notice that, differently from Theorem 8.7, in Theorem 8.11, we have an
additional restriction on the range of ~p, namely, ~p ∈ (0, 2)n, which is caused by the fact
that, for any given r ∈ (1,∞) \ {2}, we do not know whether or not the boundedness of
the anisotropic non-convolutional β-order Caldero´n–Zygmund operator T on Lr(Rn) as in
Definition 8.6 holds true. If T is bounded on Lr(Rn) for any given r ∈ (1,∞), then, by an
argument similar to that used in Step 1) of the proof of Theorem 8.7, we can improve this
restriction into the same restriction ~p ∈ (0,∞)n as in Theorem 8.7.
(ii) Let β := δ ∈ (0, 1). Then, in Definition 8.6, α = (
n times︷  ︸︸  ︷
0, . . . , 0) and the operator T becomes
an anisotropic non-convolutional δ-type Caldero´n–Zygmund operator. Thus, from Theorem
8.11, it follows that, for any given δ ∈ (0, 1) and ~p ∈ (0, 2)n with p− ∈ ( ln bln b+δ ln λ− , 1], the
anisotropic non-convolutional δ-type Caldero´n–Zygmund operator is bounded from H
~p
A
(Rn)
to itself [or to L~p(Rn)].
(iii) Let ~a := (a1, . . . , an) ∈ [1,∞)n. If A is as in (2.5), then, by Proposition 6.6, we find that
H
~p
A
(Rn) becomes the Hardy space H
~p
~a
(Rn) from [15, 27], ln λ+
ln b
=
a+
ν and
ln λ−
ln b
=
a−
ν with
a+ := max{a1, . . . , an}, a− := min{a1, . . . , an} and ν := a1 + · · · + an, and T becomes
an anisotropic non-convolutional β-order Caldero´n–Zygmund operator as in Definition 8.6
with (8.2) replaced by that, for any α ∈ Zn+ with |α| = ⌈β⌉ − 1 and x, y, z ∈ Rn with
|x − y|~a > 2|y − z|~a , 0,
∣∣∣[∂αK(x, ·)] (y) − [∂αK(x, ·)] (z)∣∣∣ ≤ C |y − z|βa+~a
|x − y|ν+βa+
~a
min
{
|y − z|−(⌈β⌉−1)a+
~a
, |y − z|−(⌈β⌉−1)a−
~a
}
,
where | · |~a is as in Remark 8.8(ii) and C a positive constant independent of x, y and z. In this
case, by Theorem 8.11, we know that, for any given ~a ∈ [1,∞)n, β ∈ (0,∞) and ~p ∈ (0, 2)n
with p− ∈ ( νν+βa− ,
ν
ν+(⌈β⌉−1)a− ], T is bounded from H
~p
~a
(Rn) to itself [or to L~p(Rn)], which
includes [27, Theorems 6.8 and 6.9] as a special case.
(iv) We should also point out that the boundedness of anisotropic non-convolutional β-order
Caldero´n–Zygmund operators on the mixed-norm Lebesgue space L~p(Rn) with any given
~p ∈ (1,∞)n is still unknown so far.
We now prove Theorem 8.11.
Proof of Theorem 8.11. By similarity, we only prove (ii). Let {λi}i∈N and {ai}i∈N be the same as
in the proof of Theorem 8.7. From an argument similar to that used in Step 1) of the proof of
Theorem 8.7, we deduce that, to prove (ii), we only need to show∥∥∥∥∥∥∥
∑
i∈N
|λi|M0(T (ai))
∥∥∥∥∥∥∥
L~p(Rn)
. 1,(8.8)
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where M0 is as in the proof of Theorem 8.7. To this end, first, it is easy to see that∥∥∥∥∥∥∥
∑
i∈N
|λi|M0(T (ai))
∥∥∥∥∥∥∥
L~p(Rn)
.
∥∥∥∥∥∥∥
∑
i∈N
|λi|M0(T (ai))1xi+Bli+4ω
∥∥∥∥∥∥∥
L~p(Rn)
(8.9)
+
∥∥∥∥∥∥∥
∑
i∈N
|λi|M0(T (ai))1(xi+Bli+4ω)∁
∥∥∥∥∥∥∥
L~p(Rn)
=: Σ1 + Σ2,
where, for any i ∈ N, xi + Bli is the same as in the proof of Theorem 8.7 and ω as in (2.2).
Similarly to (8.6), we have Σ1 . 1. To deal with Σ2, by the vanishing moments of T and the
fact that ⌈β⌉ − 1 ≤ ( 1
p−
− 1) ln b
ln λ−
, which implies ⌈β⌉ − 1 ≤ s, we find that, for any i ∈ N, k ∈ Z and
x ∈ (xi + Bli+4ω)∁,
|Φk ∗ T (ai)(x)|(8.10)
≤ bk
[∫
{y∈Rn: ρ(y−xi)<bli+2ω}
+
∫
{y∈Rn: bli+2ω≤ρ(y−xi)<b−2ωρ(x−xi)}
+
∫
{y∈Rn: ρ(y−xi)≥b−2ωρ(x−xi)}
]
×
∣∣∣∣∣∣∣∣Φ
(
Ak(x − y)
)
−
∑
|α|≤⌈β⌉−1
∂αΦ(Ak(x − xi))
α!
(
Ak(y − xi)
)α∣∣∣∣∣∣∣∣ |T (ai)(y)| dy
=: J1 + J2 + J3,
where Φ is as in the proof of Theorem 8.7.
For J1, from Taylor’s remainder theorem, (3.4) and (3.5), we deduce that, for any i ∈ N,m ∈ Z+,
k ∈ Z, x ∈ (xi + Bli+4ω)∁ and y ∈ Rn with ρ(y − xi) < bli+2ω, there exists η1(y) ∈ xi + Bli+2ω such
that
J1 . b
k
∫
{y∈Rn: ρ(y−xi)<bli+2ω}
1
[ρ(Ak(x − xi))]m
(8.11)
×max
{[
ρ(Ak(y − xi))
]⌈β⌉ lnλ+
ln b ,
[
ρ(Ak(y − xi))
]⌈β⌉ lnλ−
ln b
}
|T (ai)(y)| dy,
where the implicit positive constant depends on m. When ρ(Ak(x − xi)) ≥ 1, let
m :=

⌊
1 + ⌈β⌉ ln λ+
ln b
⌋
+ 1 when ρ(Ak(y − xi)) ∈ [1,∞),⌊
1 + ⌈β⌉ ln λ−
ln b
⌋
+ 1 when ρ(Ak(y − xi)) ∈ [0, 1)
in (8.11). By this, Definition 2.2(ii), the Ho¨lder inequality, the fact that T is bounded on L2(Rn)
and the size condition of ai, we know that, for any i ∈ N and x ∈ (xi + Bli+4ω)∁,
J1 .
∫
{y∈Rn: ρ(y−xi)<bli+2ω}
max
 [ρ(y − xi)]
⌈β⌉ ln λ+
ln b
[ρ(x − xi)]1+⌈β⌉
ln λ+
ln b
,
[ρ(y − xi)]⌈β⌉
ln λ−
ln b
[ρ(x − xi)]1+⌈β⌉
ln λ−
ln b
(8.12)
× |T (ai)(y)| dy
.
1
‖1xi+Bli ‖L~p(Rn)
[
MHL
(
1xi+Bli
)
(x)
]1+β ln λ−
ln b .
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When ρ(Ak(x− xi)) < 1, let m := ⌊1+ ⌈β⌉ ln λ−ln b ⌋ in (8.11). Then we easily find that (8.12) also holds
true.
To deal with J2, for any i ∈ N and x ∈ (xi + Bli+4ω)∁, let
Exi :=
{
y ∈ Rn : bli+2ω ≤ ρ(y − xi) < b−2ωρ(x − xi)
}
.
Then, similarly to (8.12), from the vanishing moments of ai, the fact that ⌈β⌉ − 1 ≤ s and Taylor’s
remainder theorem, it follows that, for any i ∈ N and z ∈ xi + Bli , there exists η2(z) ∈ xi + Bli such
that, for any x ∈ (xi + Bli+4ω)∁,
J2 .
∫
Ex
i
[ρ(y − xi)]⌈β⌉
ln λ−
ln b
[ρ(x − xi)]1+⌈β⌉
ln λ−
ln b
×
∫
xi+Bli
|ai(z)|
∣∣∣∣∣∣∣∣
∑
|α|=⌈β⌉−1
[∂αK(y, ·)](xi) − [∂αK(y, ·)](η2(z))
α!
(z − xi)α
∣∣∣∣∣∣∣∣ dz dy.
By this, (8.2), (3.4) and (3.5), we find that, for any x ∈ (xi + Bli+4ω)∁,
J2 .
∫
Ex
i
[ρ(y − xi)]⌈β⌉
ln λ−
ln b
[ρ(x − xi)]1+⌈β⌉
ln λ−
ln b
∫
xi+Bli
|ai(z)|
|xi + Bli |β
ln λ−
ln b
[ρ(y − xi)]1+β
ln λ−
ln b
dz dy.(8.13)
This, combined with the Ho¨lder inequality and the size condition of ai, further implies that
J2 .
1
‖1xi+Bli ‖L~p(Rn)
[ |xi + Bli |
ρ(x − xi)
]1+β ln λ−ln b
.
Thus, for any x ∈ (xi + Bli+4ω)∁, we have
J2 .
1
‖1xi+Bli ‖L~p(Rn)
[
MHL
(
1xi+Bli
)
(x)
]1+β ln λ−
ln b .(8.14)
For J3, by the vanishing moments of ai, the fact that ⌈β⌉−1 ≤ s and Taylor’s remainder theorem,
we conclude that, for any i ∈ N and z ∈ xi+Bli , there exists η3(z) ∈ xi+Bli such that, for any k ∈ Z
and x ∈ (xi + Bli+4ω)∁,
J3 . b
k
∫
{y∈Rn: ρ(y−xi)≥b−2ωρ(x−xi)}
∣∣∣∣∣∣∣∣Φ
(
Ak(x − y)
)
−
∑
|α|≤⌈β⌉−1
∂αΦ(Ak(x − xi))
α!
(
Ak(xi − y)
)α∣∣∣∣∣∣∣∣
×
∫
xi+Bli
|ai(z)|
∣∣∣∣∣∣∣∣
∑
|γ|=⌈β⌉−1
[∂γK(y, ·)](xi) − [∂γK(y, ·)](η3(z))
γ!
(z − xi)γ
∣∣∣∣∣∣∣∣ dz dy.
From this, (8.2), (3.4), (3.5) and the Ho¨lder inequality, we deduce that, for any m ∈ Z+, k ∈ Z and
x ∈ (xi + Bli+4ω)∁,
J3 .
∫
{y∈Rn: ρ(y−xi)≥b−2ωρ(x−xi)}
|Φk(x − y)|
∫
xi+Bli
|ai(z)|
|xi + Bli |β
ln λ+
ln b
[ρ(y − xi)]1+β
ln λ+
ln b
dz dy(8.15)
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+
∫
{y∈Rn: ρ(y−xi)≥b−2ωρ(x−xi)}
∣∣∣∣∣∣∣∣bk
∑
|α|≤⌈β⌉−1
∂αΦ(Ak(x − xi))
α!
(
Ak(xi − y)
)α∣∣∣∣∣∣∣∣
×
∫
xi+Bli
|ai(z)|
|xi + Bli |β
ln λ+
ln b
[ρ(y − xi)]1+β
ln λ+
ln b
dz dy
. J3,1 + J3,2,
where the implicit positive constant depends on m,
J3,1 :=
|xi + Bli |
1
2
+β ln λ+
ln b
[ρ(x − xi)]1+β
ln λ+
ln b
‖ai‖L2(Rn)
∫
Rn
|Φk(x − y)| dy
and
J3,2 := |xi + Bli |
1
2
+β ln λ+
ln b ‖ai‖L2(Rn)
×
∑
|α|≤⌈β⌉−1
∫
{y∈Rn: ρ(y−xi)≥b−2ωρ(x−xi)}
bk
[ρ(Ak(x − xi))]m
|Ak(y − xi)||α|
[ρ(y − xi)]1+β
ln λ+
ln b
dy.
For the term J3,1, by the size condition of ai and the fact that Φ ∈ L1(Rn), we easily know that,
for any i ∈ N and x ∈ (xi + Bli+4ω)∁,
J3,1 .
1
‖1xi+Bli ‖L~p(Rn)
[
MHL
(
1xi+Bli
)
(x)
]1+β ln λ−
ln b .(8.16)
Moreover, from the size condition of ai, Definition 2.2(ii), and an argument similar to that used in
the estimation of (8.12), together with suitably choosing m ∈ Z+, we deduce that, for any i ∈ N
and x ∈ (xi + Bli+4ω)∁,
J3,2 .
1
‖1xi+Bli ‖L~p(Rn)
[
MHL
(
1xi+Bli
)
(x)
]1+β ln λ−
ln b ,
which, combined with (8.15) and (8.16), implies that, for any i ∈ N and x ∈ (xi + Bli+4ω)∁,
J3 .
1
‖1xi+Bli ‖L~p(Rn)
[
MHL
(
1xi+Bli
)
(x)
]1+β ln λ−
ln b .
By this, (8.10), (8.12) and (8.14), we find that, for any i ∈ N and x ∈ (xi + Bli+4ω)∁,
M0(T (ai))(x) = sup
k∈Z
|Φk ∗ T (ai)(x)| .
1
‖1xi+Bli ‖L~p(Rn)
[
MHL
(
1xi+Bli
)
(x)
]1+β ln λ−
ln b .(8.17)
Then, by (8.17), Lemma 3.6, the fact that p− > ln bln b+β ln λ− and Lemma 4.4, we further conclude
that
Σ2 .
∥∥∥∥∥∥∥
∑
i∈N
|λi|
‖1xi+Bli ‖L~p(Rn)
[
MHL
(
1xi+Bli
)]1+β ln λ−
ln b
∥∥∥∥∥∥∥
L~p(Rn)
.
∥∥∥∥∥∥∥∥

∑
i∈N
 |λi|1xi+Bli‖1xi+Bli ‖L~p(Rn)
p

1/p
∥∥∥∥∥∥∥∥
L~p(Rn)
. 1,
which, together with (8.9) and the fact that Σ1 . 1, implies that (8.8) holds true and hence com-
pletes the proof of Theorem 8.11. 
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Remark 8.13. We point out that the regularity condition (8.2) exactly reflects the anisotropy of
the homogeneous quasi-norm of the so-considered underlying space (Rn, ρ), which is quite natural
(see also [27, Remark 6.11]). Actually, the difference between the condition (8.2) and the classical
one on the Euclidean space (Rn, | · |) is caused by the relationship between the homogeneous quasi-
norm and the Euclidean norm. To be precise, in the first inequality of the proof of (8.13), to
transfer the Euclidean norm |(z − xi)α| therein into the homogeneous quasi-norm, we have to use
the following fact that, for any multi-index α ∈ Zn+ with |α| = ⌈β⌉ − 1 and z ∈ xi + Bli ,
(8.18)
∣∣∣(z − xi)α∣∣∣ ≤ max {[ρ(z − xi)](⌈β⌉−1) ln λ+ln b , [ρ(z − xi)](⌈β⌉−1) ln λ−ln b }
(see Lemma 3.13). Therefore, in order to cancel this quantity appearing on the right-hand side of
(8.18), we need that K has the regularity of the version as in (8.2). The same problem appears in
the estimations of (8.15).
Acknowledgements Long Huang would like to express his deep thanks to Ziyi He for several
useful conversations on Lemma 6.12. The authors would also like to thank both referees for their
carefully reading and many motivating and useful comments which indeed improve the quality of
this article.
References
[1] V. Almeida, J. J. Betancor and L. Rodrı´guez-Mesa, Anisotropic Hardy–Lorentz spaces with
variable exponents, Canad. J. Math. 69 (2017), 1219-1273.
[2] R. J. Bagby, An extended inequality for the maximal function, Proc. Amer. Math. Soc. 48
(1975), 419-422.
[3] C. Benea and C. Muscalu, Multiple vector-valued inequalities via the helicoidal method,
Anal. PDE 9 (2016), 1931-1988.
[4] C. Benea and C. Muscalu, Multiple vector-valued, mixed norm estimates for Littlewood–
Paley square functions, arXiv: 1808.03248.
[5] A. Benedek and R. Panzone, The space Lp, with mixed norm, Duke Math. J. 28 (1961),
301-324.
[6] M. Bownik, Anisotropic Hardy Spaces and Wavelets, Mem. Amer. Math. Soc. 164 (2003),
no. 781, vi+122pp.
[7] M. Bownik, B. Li, D. Yang and Y. Zhou, Weighted anisotropic Hardy spaces and their appli-
cations in boundedness of sublinear operators, Indiana Univ. Math. J. 57 (2008), 3065-3100.
[8] M. Bownik, B. Li, D. Yang and Y. Zhou, Weighted anisotropic product Hardy spaces and
boundedness of sublinear operators, Math. Nachr. 283 (2010), 392-442.
[9] M. Bownik and L.-A. D. Wang, A PDE characterization of anisotropic Hardy spaces,
Preprint.
[10] A.-P. Caldero´n and A. Torchinsky, Parabolic maximal functions associated with a distribu-
tion, Adv. Math. 16 (1975), 1-64.
[11] S. Campanato, Propriet di una famiglia di spazi funzionali, Ann. Scuola Norm. Sup. Pisa (3)
18 (1964), 137-160.
[12] C. Cabrelli, U. Molter and J. Romero, Non-uniform painless decompositions for anisotropic
Besov and Triebel–Lizorkin spaces, Adv. Math. 232 (2013), 98-120.
50 Long Huang, Jun Liu, Dachun Yang andWen Yuan
[13] T. Chen and W. Sun, Iterated and mixed weak norms with applications to geometric inequal-
ities, J. Geom. Anal. (2019), DOI: 10.1007/s12220-019-00243-x or arXiv: 1712.01064.
[14] M. Christ, A T (b) theorem with remarks on analytic capacity and the Cauchy integral, Col-
loq. Math. 60/61 (1990), 601-628.
[15] G. Cleanthous, A. G. Georgiadis and M. Nielsen, Anisotropic mixed-norm Hardy spaces, J.
Geom. Anal. 27 (2017), 2758-2787.
[16] G. Cleanthous, A. G. Georgiadis and M. Nielsen, Molecular decomposition of anisotropic
homogeneous mixed-norm spaces with applications to the boundedness of operators, Appl.
Comput. Harmon. Anal. 47 (2019), 447-480.
[17] H. Dong and D. Kim, On Lp-estimates for elliptic and parabolic equations with Ap weights,
Trans. Amer. Math. Soc. 370 (2018), 5081-5130.
[18] H. Dong, D. Kim and T. Phan, Boundary Lebesgue mixed-norm estimates for non-stationary
Stokes systems with VMO coefficients, arXiv: 1910.00380.
[19] H. Dong and N. V. Krylov, Fully nonlinear elliptic and parabolic equations in weighted and
mixed-norm Sobolev spaces, Calc. Var. Partial Differential Equations 58 (2019), Art. 145, 32
pp.
[20] C. Fefferman and E. M. Stein, Hp spaces of several variables, Acta Math. 129 (1972), 137-
193.
[21] D. Foschi and S. Klainerman, Bilinear space-time estimates for homogeneous wave equa-
tions, Ann. Sci. E´cole Norm. Sup. 33 (2000), 211-274.
[22] A. G. Georgiadis, J. Johnsen and M. Nielsen, Wavelet transforms for homogeneous mixed-
norm Triebel–Lizorkin spaces, Monatsh. Math. 183 (2017), 587-624.
[23] Y. Giga and H. Sohr, Abstract Lp estimates for the Cauchy problem with applications to the
Navier–Stokes equations in exterior domains, J. Funct. Anal. 102 (1991), 72-94.
[24] L. Grafakos, L. Liu and D. Yang, Maximal function characterizations of Hardy spaces on
RD-spaces and their applications, Sci. China Ser. A 51 (2008), 2253-2284.
[25] J. Hart, R. H. Torres and X. Wu, Smoothing properties of bilinear operators and Leibniz-
type rules in Lebesgue and mixed Lebesgue spaces, Trans. Amer. Math. Soc. 370 (2018),
8581-8612.
[26] L. Ho¨rmander, Estimates for translation invariant operators in Lp spaces, Acta Math. 104
(1960), 93-140.
[27] L. Huang, J. Liu, D. Yang and W. Yuan, Atomic and Littlewood–Paley characterizations
of anisotropic mixed-norm Hardy spaces and their applications, J. Geom. Anal. 29 (2019),
1991-2067.
[28] L. Huang, J. Liu, D. Yang and W. Yuan, Dual spaces of anisotropic mixed-norm Hardy
spaces, Proc. Amer. Math. Soc. 147 (2019), 1201-1215.
[29] L. Huang and D. Yang, On function spaces with mixed norms — a survey, arXiv:
1908.03291.
[30] T. Jakab and M. Mitrea, Parabolic initial boundary value problems in nonsmooth cylinders
with data in anisotropic Besov spaces, Math. Res. Lett. 13 (2006), 825-831.
[31] F. John and L. Nirenberg, On functions of bounded mean oscillation, Comm. Pure Appl.
Math. 14 (1961), 415-426.
[32] J. Johnsen, S. Munch Hansen andW. Sickel, Anisotropic Lizorkin–Triebel spaces with mixed
norms — traces on smooth boundaries, Math. Nachr. 288 (2015), 1327-1359.
AnisotropicMixed-Norm Hardy Spaces 51
[33] C. E. Kenig, G. Ponce and L. Vega, Well-posedness and scattering results for the general-
ized Korteweg–de Vries equation via the contraction principle, Comm. Pure Appl. Math. 46
(1993), 527-620.
[34] D. Kim, Elliptic and parabolic equations with measurable coefficients in Lp-spaces with
mixed norms, Methods Appl. Anal. 15 (2008), 437-468.
[35] N. V. Krylov, Parabolic equations with VMO coefficients in Sobolev spaces with mixed
norms, J. Funct. Anal. 250 (2007), 521-558.
[36] L. D. Ky, New Hardy spaces of Musielak–Orlicz type and boundedness of sublinear opera-
tors, Integral Equations Operator Theory 78 (2014), 115-150.
[37] B. Li, M. Bownik and D. Yang, Littlewood–Paley characterization and duality of weighted
anisotropic product Hardy spaces, J. Funct. Anal. 266 (2014), 2611-2661.
[38] B. Li, X. Fan and D. Yang, Littlewood–Paley characterizations of anisotropic Hardy spaces
of Musielak–Orlicz type, Taiwanese J. Math. 19 (2015), 279-314.
[39] Y. Liang, Y. Sawano, T. Ullrich, D. Yang and W. Yuan, New characterizations of Besov–
Triebel–Lizorkin–Hausdorff spaces including coorbits and wavelets, J. Fourier Anal. Appl.
18 (2012), 1067-1111.
[40] J. Liu, F. Weisz, D. Yang and W. Yuan, Variable anisotropic Hardy spaces and their applica-
tions, Taiwanese J. Math. 22 (2018), 1173-1216.
[41] J. Liu, D. Yang and W. Yuan, Anisotropic Hardy–Lorentz spaces and their applications, Sci.
China Math. 59 (2016), 1669-1720.
[42] J. Liu, D. Yang and W. Yuan, Anisotropic variable Hardy–Lorentz spaces and their real
interpolation, J. Math. Anal. Appl. 456 (2017), 356-393.
[43] J. Liu, D. Yang and W. Yuan, Littlewood–Paley characterizations of weighted anisotropic
Triebel–Lizorkin spaces via averages on balls I & II, Z. Anal. Anwend. (to appear)
[44] P. I. Lizorkin, Multipliers of Fourier integrals and estimates of convolutions in spaces with
mixed norm. Applications, Izv. Akad. Nauk SSSR Ser. Mat. 34 (1970), 218-247.
[45] S. Meda, P. Sjo¨gren and M. Vallarino, On the H1-L1 boundedness of operators, Proc. Amer.
Math. Soc. 136 (2008), 2921-2931.
[46] S. Mu¨ller, Hardy space methods for nonlinear partial differential equations, Equadiff 8
(Bratislava, 1993), Tatra Mt. Math. Publ. 4 (1994), 159-168.
[47] T. Nogayama, Mixed Morrey spaces, Positivity 23 (2019), 961-1000.
[48] W. Rudin, Functional Analysis, Second edition, International Series in Pure and Applied
Mathematics, McGraw-Hill, Inc., New York, 1991.
[49] Y. Sawano, Sharp estimates of the modified Hardy–Littlewood maximal operator on the non-
homogeneous space via covering lemmas, Hokkaido Math. J. 34 (2005), 435-458.
[50] E. M. Stein, Harmonic Analysis: Real-Variable Methods, Orthogonality, and Oscillatory In-
tegrals, Princeton Mathematical Series 43, Monographs in Harmonic Analysis III, Princeton
University Press, Princeton, NJ, 1993.
[51] E. M. Stein and R. Shakarchi, Real Analysis: Measure Theory, Integration, and Hilbert
Spaces, Princeton Lectures in Analysis 3, Princeton University Press, Princeton, NJ, 2005.
[52] E. M. Stein and G. Weiss, On the theory of harmonic functions of several variables I. The
theory of Hp-spaces, Acta Math. 103 (1960) 25-62.
[53] M. H. Taibleson and G. Weiss, The molecular characterization of certain Hardy spaces, in:
Representation theorems for Hardy spaces, pp. 67-149, Aste´risque, 77, Soc. Math. France,
Paris, 1980.
52 Long Huang, Jun Liu, Dachun Yang andWen Yuan
[54] T. Tao, Nonlinear Dispersive Equations. Local and Global Analysis, CBMS Regional Con-
ference Series in Mathematics 106, Published for the Conference Board of the Mathematical
Sciences, Washington, DC; by the American Mathematical Society, Providence, RI, 2006.
[55] H. Triebel, Theory of Function Spaces. III, Birkha¨user Verlag, Basel, 2006.
[56] T. Ullrich, Continuous characterization of Besov–Lizorkin–Triebel space and new interpre-
tations as coorbits, J. Funct. Space Appl. 2012, Art. ID 163213, 47 pp.
[57] P. Weidemaier, Maximal regularity for parabolic equations with inhomogeneous boundary
conditions in Sobolev spaces with mixed Lp-norm, Electron. Res. Announc. Amer. Math.
Soc. 8 (2002), 47-51.
[58] M. Yamazaki, A quasi-homogeneous version of paradifferential operators, I. Boundedness
on spaces of Besov type, J. Fac. Sci. Univ. Tokyo Sect. IA Math. 33 (1986), 131-174.
[59] X. Yan, D. Yang, W. Yuan and C. Zhuo, Variable weak Hardy spaces and thier applications,
J. Funct. Anal. 271 (2016), 2822-2887.
[60] D. Yang, Y. Liang and L. D. Ky, Real-Variable Theory of Musielak–Orlicz Hardy Spaces,
Lecture Notes in Mathematics 2182, Springer-Verlag, Cham, 2017.
[61] Da. Yang, Do. Yang and G. Hu, The Hardy Space H1 with Non-doubling Measures and Their
Applications, Lecture Notes in Mathematics 2084, Springer-Verlag, Cham, 2013.
[62] D. Yang and Y. Zhou, Boundedness of sublinear operators in Hardy spaces on RD-spaces via
atoms, J. Math. Anal. Appl. 339 (2008), 622-635.
[63] Y. Zhang and Y.-Z. Li, Unconditional wavelet bases in Lebesgue spaces, Turkish J. Math. 42
(2018), 83-107.
[64] C. Zhuo, Y. Sawano and D. Yang, Hardy spaces with variable exponents on RD-spaces and
applications, Dissertationes Math. (Rozprawy Mat.) 520 (2016), 1-74.
Long Huang, Dachun Yang (Corresponding author) and Wen Yuan
Laboratory of Mathematics and Complex Systems (Ministry of Education of China), School of
Mathematical Sciences, Beijing Normal University, Beijing 100875, People’s Republic of China
E-mails: longhuang@mail.bnu.edu.cn (L. Huang)
dcyang@bnu.edu.cn (D. Yang)
wenyuan@bnu.edu.cn (W. Yuan)
Jun Liu
School of Mathematics, China University of Mining and Technology, Xuzhou 221116, Jiangsu,
People’s Republic of China
E-mail: junliu@cumt.edu.cn (J. Liu)
