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Abstract
Let −L be the Laplacian. In this paper, we prove that on a compact Lie group G of dimension n, the
multiplier operator eis
√L(1 +L)−β2 , s ∈ (0,1], extends to a bounded operator on the Hardy space Hp(G),
0 < p <∞, if and only if | 1p − 12 | βn−1 . The result is an analogue of a well-known theorem in Euclidean
space.
© 2010 Elsevier Inc. All rights reserved.
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1. Introduction
Let G be a connected, simply connected, semisimple compact Lie group of dimension n. Any
C∞ function f on G has the Fourier expansion
f (x) =
∑
λ∈Λ
dλχλ ∗ f (x)
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boundedness of the oscillating multiplier operator
Tβ,s(f )(x) = Kβ,s ∗ f (x), β  0.
Here Kβ,s is a central kernel defined by
Kβ,s(y) =
∑
λ∈Λ,λ+δ =0
eis‖λ+δ‖
‖λ+ δ‖β dλχλ(ξ),
where s ∈ R+, δ is half the sum of all positive roots (see Section 2), and y is conjugate to the
element exp ξ in a fixed maximal torus of G. Thus, Tβ,s(f ) has the Fourier expansion
Tβ,s(f )(x) =
∑
λ∈Λ,λ+δ =0
eis‖λ+δ‖
‖λ+ δ‖β dλχλ ∗ f (x)
for any f ∈ C∞(G). The main purpose of this paper is to study the Hp boundedness of Tβ,s ,
where Hp denotes the Hardy space on G. It is well known that Hp = Lp when p > 1.
In order to describe the motivation of the problem, we introduce a multiplier operator mβ,s on
a more general connected Lie group G of polynomial volume growth (see [1]). Fix a choice of
left invariant vector fields Y1, Y2, . . . , Yn that, together with their successive Lie brackets[
Yi1,
[
Yi2, . . . , [Yim−1 , Yim ] . . .
]]
,
generate the Lie algebra of G. Let L be the sub-Laplacian
L = −(Y 21 + · · · + Y 2n ).
Using the spectral theorem, one can define on G the operator
mβ,s := e
is
√L
(1 + L) β2
.
When G = G is a compact Lie group, mβ,s(f ) coincides with the operator
Sβ,s(f )(x) =
∑
λ∈Λ
eis‖λ+δ‖
(1 + ‖λ+ δ‖2)β/2 dλχλ ∗ f (x),
and the Hp boundedness of Sβ,s is equivalent to that of Tβ,s . Let G be a compact Lie group.
Consider the following Cauchy problem for the wave equation on G× R+ associated with L:
∂2u + Lu= 0, u(x,0) = f (x), ∂u(x,0) = g(x),
∂s2 ∂s
3232 J. Chen et al. / Journal of Functional Analysis 259 (2010) 3230–3264where s ∈ R+ denotes time. The solution to this problem is formally given by
u(x, s) =
∑
λ∈Λ
sin(s‖λ+ δ‖)
‖λ+ δ‖ dλχλ ∗ g(x)+
∑
λ∈Λ
cos
(
s‖λ+ δ‖)dλχλ ∗ f (x).
In the spectral sense, we can write
u(x, s) = sin(s
√L )√L g(x)+ cos(s
√
L )f (x).
If we measure smoothness of the above solution u(x, s) for fixed s in terms of Sobolev norms of
the form
‖f ‖Hpβ (G) :=
∥∥∥∥∑
λ∈Λ
(
1 + ‖λ+ δ‖2)β/2dλχλ ∗ f ∥∥∥∥
Hp(G)
,
where β ∈ R, we are naturally led to study the mapping properties of the operators such as Sβ,s
and
sin(s
√L )√L(1 + L)β/2 .
When s = 1, we denote
mβ,1 = mβ, Sβ,1(f ) = Sβ(f ), Tβ,1 = Tβ, Kβ,1 = Kβ.
In the last three decades, much work has been published regarding the Hp mapping properties
of mβ,s and its related operators on various Lie groups (see [1,10,11,13], etc.). Below, we list a
few results that are of interest to us in this paper.
Theorem A. (See [1].) Let G be a connected Lie group of polynomial volume growth with local
dimension d . Then mβ is bounded on Lp(G), 1 p ∞, if∣∣∣∣12 − 1p
∣∣∣∣< βd .
Theorem B. (See [13].) Let Hm be the Heisenberg group of Euclidean dimension d = 2m + 1.
Then mβ,s is bounded on Lp(Hm), 1 p ∞, if∣∣∣∣12 − 1p
∣∣∣∣< βd − 1 .
The above theorems are slightly weaker than the following well-known sharp result on Rd :
Theorem C. (See [12,14].) mβ is bounded on Hp(Rd), 0 <p ∞, if and only if∣∣∣∣12 − 1p
∣∣∣∣ βd − 1 .
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Lie groups or manifolds, analogous to the classical result on Euclidean space as in Theorem C.
In this paper, we study this topic for a compact Lie group G. We are aware that when p > 1,
local analogues of Theorem C hold true for solutions to strictly hyperbolic differential equations.
Indeed, as previously shown in [15], the sharp estimates for p > 1 in Theorem C hold true
locally for more general classes of Fourier integral operators. It is possible to derive the estimate
for p > 1 on a compact Lie group from results in [15]. However, we notice that in the literature,
all estimates on mβ are on Hp(G) for p  1, except in Theorem C, in which the estimate is
on the underlying space G = Rd . Thus the investigation of the case 0 < p < 1 becomes more
interesting, even in the local case. Motivated by the above facts, we will establish the following
theorem in this paper:
Theorem 1. Let G be a connected, simply connected, semisimple compact Lie group of dimen-
sion n. Assume s ∈ (0,1]. Then:
(1) Tβp is bounded on Hp(G) with βp = ( 1p − 12 )(n− 1);(2) For 0 <p < ∞, ∥∥Tβ,s(f )∥∥Hp(G)  Cs‖f ‖Hp(G)
if and only if ∣∣∣∣12 − 1p
∣∣∣∣ βn− 1 ,
where Cs is a constant depending on s.
By the theorem and a known result in [6], we easily obtain the following corollary:
Corollary 2. For s ∈ (0,1], ∥∥Tβ,s(f )∥∥L1(G)  Cs‖f ‖L1(G)
if and only if β > n−12 .
By checking the proof in this paper, it is not difficult to see that the boundedness of Tβ,s is
equivalent to the boundedness of mβ,s , and that for 0 <p < ∞,∥∥∥∥ sin(s
√L )√L(1 + L)β/2 g
∥∥∥∥
Hp(G)
 Cs‖g‖Hp(G)
if β − 1 (n− 1)|1/2 − 1/p|. Thus for initial conditions f ∈ Hpβ and g ∈ Hpβ−1 in the Cauchy
problem for the wave equation, the solution u satisfies∥∥u(·, s)∥∥
Hp(G)
 Cs
(‖f ‖Hpβ + ‖g‖Hpβ−1)
for all 0 <p < ∞ provided β  (n− 1)|1/2 − 1/p|.
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in [15], because of the compactness of G. The proof of the wave equation estimates in this paper,
however, is different and uses Lie group machinery. Thus, for self independence, we will present
proofs for the whole range of p ∈ (0,∞). For simplicity, in the proof of the sufficiency part of
the theorem, we will show the boundedness properties on the operator Tβ . The restriction to time
s = 1 is inessential in our proof.
In order to prove the sufficiency part of the theorem, we follow a standard complex interpola-
tion [2] and define the analytic family of operators Tz with kernels
Kz =
∑
λ∈Λ: λ+δ =0
ei‖λ+δ‖
‖λ+ δ‖z dλχλ, z ∈ C.
Then the sufficiency part of the theorem follows from the two inequalities
∥∥Tz(f )∥∥L2  ‖f ‖L2 if Re(z) = 0,∥∥Tz(f )∥∥Hp  ‖f ‖Hp if Re(z) = ( 1p − 12
)
(n− 1).
The first inequality follows easily from Plancherel’s theorem, while the second inequality follows
from (1) of the theorem. Thus, one key ingredient of the proof is to obtain the sharp Hp estimate
on the operator. To this end, we must carefully estimate the derivatives of the kernel by using
some Lie group machinery developed in [7].
The plan of this paper is as follows: in Section 2, we will recall some necessary notation and
definitions for a compact Lie group; the kernel Kβ will be decomposed and carefully estimated
in Sections 3 and 4. With these preparations, we will prove the sufficiency part of the theorem in
Sections 5.1–5.2, and prove the necessity part and the corollary in Sections 5.3 and 5.4, respec-
tively.
In this paper, we use the notation A B to mean that there is a positive constant C indepen-
dent of all essential variables such that A CB . The notation A  B means that there are two
positive constants c1 and c2 independent of all essential variables such that c1A B  c2A.
2. Notation and definitions
Let G be a connected, simply connected, compact semisimple Lie group of dimension n. Let
g be the Lie algebra of G and b the Lie algebra of a fixed maximal torus T in G of dimension m.
Let 	+ be a system of positive roots for (g,b), so that |	+| = n−m2 , and let δ = 12
∑
a∈	+ a.
Let | · | be the norm of g induced by the negative of the Killing form B on gC, the complex-
ification of g. Then | · | induces a bi-invariant metric dG on G. Furthermore, since B|bC×bC is
nondegenerate, given λ ∈ homC(bC,C), there is a unique Hλ in bC such that λ(H) = B(H,Hλ)
for each H ∈ bC. We let 〈 , 〉 and ‖ · ‖ denote the inner product and norm transferred from b to
homC(b, iR) by means of this canonical isomorphism.
Let N = {H ∈ b, expH = I }, where I is the identity in G. The weight lattice ℘ is defined
by ℘ = {λ ∈ b: 〈λ,n〉 ∈ 2πZ for any n ∈ N} with dominant weights defined by Λ = {λ ∈ ℘,
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unitary irreducible representation of G: for λ ∈ Λ, the representation Φλ has dimension
dλ =
∏
a∈	+
〈λ+ δ, a〉
〈δ, a〉 ,
and its associated character is
χλ(ξ) =
∑
w∈W (w)ei〈w(λ+δ),ξ〉
D(ξ)
,
where ξ ∈ b, W is the Weyl group, (w) is the signature of w ∈ W , and
D(ξ) =
∑
w∈W
ei〈wδ,ξ〉 =
∏
α∈	+
sin
〈α, ξ 〉
2
is the Weyl denominator. Any function f ∈ L1(G) has the Fourier series∑
λ∈Λ
dλχλ ∗ f (x).
The oscillating multiplier
Tβ(f )(x) =
∑
λ∈Λ: λ+δ =0
ei‖λ+δ‖
‖λ+ δ‖β dλχλ ∗ f (x)
is initially defined on all f ∈ C∞, where
‖λ+ δ‖2 = 〈λ+ δ,λ+ δ〉.
Thus, Tβ is a convolution operator
Tβ(f )(x) = Kβ ∗ f (x)
and Kβ is a central kernel defined by
Kβ(y) =
∑
λ∈Λ: λ+δ =0
ei‖λ+δ‖
‖λ+ δ‖β dλχλ(ξ),
where exp ξ ∈ T is conjugate to y. Let Q be a fixed fundamental domain. Any element y ∈ G is
conjugate to exactly one element in exp(Q) and 0 ∈ Q. We denote y ∼ exp ξ if y is conjugate
to exp ξ .
Let
Qν = {ξ + ν: ξ ∈Q}, ν ∈ N,
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Q0 = Q, Q∞ =
⋃
ν =0
Qν.
Without loss of generality, we may assume
Q0 ⊂
{
θ ∈ Rm: |θ | 4}.
It is known that there is a σ > 0 such that
|θ | > 1 + σ for any θ ∈Qν if ν = 0.
It is also known that, up to sets of measure zero, {Qν} is a sequence of mutually disjoint subsets
in the Lie algebra b. Denote
Γm =
⋃
ν∈N
Qν.
Γm is an unbounded subset of Rm. For any subset
E = {ξ ∈ Rm, c1 < |ξ |< c2}
one has
measure(E)  measure(E ∩ Γm).
Next, we briefly review the definition of the Hardy space on G and some of its properties. For
the heat kernel (see [16])
Wt =
∑
λ∈Λ
e−t{‖λ+δ‖2−‖δ‖2}dλχλ,
the Hardy space Hp(G) is the collection of all distributions f ∈ S′(G) such that
‖f ‖Hp(G) =
∥∥∥sup
t>0
|Wt ∗ f |
∥∥∥
Lp(G)
< ∞.
Since the Hardy–Littlewood maximal function is a bounded operator on Lp(G), if 1 < p < ∞,
and since it majorizes the function supt>0|Wt ∗ f |, we see from [3] that Hp(G) = Lp(G) if
1 <p < ∞. Since the Lp(G) boundedness of Tβ,s is known when p > 1, it is of interest to study
the boundedness of Tβ,s on Hp(G) when 0 <p  1. To this end, we need to introduce the atomic
decomposition of Hp(G) spaces. The following definition of atomic Hp spaces on G was given
in [7] (see also [8] and [4] for some equivalent definitions of Hp on G).
An exceptional atom is an L∞ function bounded by 1. In order to define a regular atom, one
considers a faithful unitary representation Φ of G. Then G can be identified as a submanifold in
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supported in a small ball B(x0, ρ) such that
‖a‖L2(G)  ρ−n(
1
p
− 12 ) and
∫
G
a(x)P
(
Φ(x)
)
dx = 0,
where P is any polynomial on V of degree less than or equal to  for any fixed integer
 [n( 1
p
− 1)], the integer part of n( 1
p
− 1).
The space Hpa (G), 0 <p  1, is the space of all f ∈ S′(G) having the form
f =
∑
ckak with
∑
|ck|p < ∞,
where each a(x) is either a regular p-atom, or an exceptional atom. The “norm” ‖f ‖Hpa is the
infimum of all expressions (
∑ |ck|p)1/p for which we have a representation f =∑ ckak . Various
characterizations of Hardy spaces on compact Lie groups G were studied in [4]. In particular, we
have
‖f ‖Hpa (G)  ‖f ‖Hp(G).
For this reason, in the sequel we only need to study the Hp boundedness on the atomic Hpa
spaces. Another important characterization of Hp is that the space Hp can be defined by using
the Riesz transforms. For an integer L 0, and a multi-index J = {j1, . . . , jN } ∈ {1,2, . . . , n}L,
let RJ (f ) denote the generalized Riesz transform RJ (f ) = Rj1 · · ·RjLf , where Rj (f ) is the
j th Riesz transform of f if j = 0 and R0(f ) = f . It is known (see [5]) that for p > n−1n−1+L and
all f ∈ C∞(G)∩Hp(G),∑
J
∥∥RJ (f )∥∥Lp  ‖f ‖Hp, ∥∥RJ (f )∥∥Hp  ‖f ‖Hp .
We now have ∥∥Tβ,s(f )∥∥Hp ∑
J
∥∥RJ (Tβ,s(f ))∥∥Lp
=
∑
J
∥∥Tβ,s(RJ (f ))∥∥Lp .
Thus, since C∞(G)∩Hp(G) is dense in Hp(G) (see [4]), to prove∥∥Tβ,s(f )∥∥Hp  ‖f ‖Hp,
it suffices to show that for any f ∈ C∞(G)∩Hpa (G),∥∥Tβ,s(f )∥∥Lp(G)  ‖f ‖Hpa (G).
Furthermore, since f ∈ C∞(G) ∩ Hp(G) has the atomic decomposition, by a standard argu-
ment (see [5] or [7]), to prove the Hp boundedness of Tβ,s , 0 < p  1, one only needs to
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lar p-atoms a(x), ∥∥Tβ,s(a)∥∥Lp(G)  C.
3. Decomposing the kernel Kβ
The kernel Kβ is a distribution kernel for small β . We need to treat the cases β  n−12 and
β > n−12 differently.
3.1. Decomposing Kβ if β  n−12
It is known that for any y ∼ exp ξ , in the distribution sense (see [9]),
Kβ(y) = Kβ(exp ξ)
=
∑
λ∈Λ: λ+δ =0
ei‖λ+δ‖
‖λ+δ‖β (
∏
a∈	+〈δ + λ,a〉)
∑
w∈W (w)ei〈w(λ+δ),ξ〉
D(ξ)
∏
α∈	+〈α, δ〉
=
∑
μ∈℘\{0} e
i‖μ‖
‖μ‖β (
∏
a∈	+〈μ,a〉)ei〈μ,ξ〉
D(ξ)
∏
a∈	+〈a, δ〉

(
∏
a∈	+ ∂∂α )
∑
μ∈℘\{0} e
i‖μ‖
‖μ‖β e
i〈μ,ξ〉
D(ξ)
∏
a∈	+〈a, δ〉
.
Noting that the kernel Kβ might be a distribution kernel for small β , we need to decompose
the kernel. Choose a C∞ function Z(t) on the real line with support in the interval [ 12 ,2] and
satisfying
∞∑
k=−∞
Zk(t)= 1
for all t ∈ (0,∞), where Zk(t) = Z(2−kt). Since the set of dominant weights is a countable set
with at most finitely many elements of any given norm, without loss of generality, we may write
( ∏
a∈	+
∂
∂α
) ∑
μ∈℘\{0}
ei‖μ‖
‖μ‖β e
i〈μ,ξ〉 =
( ∏
a∈	+
∂
∂α
) ∞∑
k=0
∑
μ∈℘
Zk
(‖μ‖) ei‖μ‖‖μ‖β ei〈μ,ξ〉.
Now we have
Tβ(f )(x) = Kβ ∗ f (x) =
∞∑
Hk ∗ f (x)
k=0
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Hk(y) =
(
∏
a∈	+ ∂∂α )
∑
μ∈℘ Zk(‖μ‖) e
i‖μ‖
‖μ‖β e
i〈μ,ξ〉
D(ξ)
∏
a∈	+〈a, δ〉
.
By the Poisson summation formula (see [7,9,17]), we can write
Hk(y) 
∑
ν∈N(
∏
a∈	+ ∂∂α )Gk(ξ + ν)
D(ξ)
∏
a∈	+〈a, δ〉
,
where
Gk(ξ) =
∫
Rm
ei‖H‖
‖H‖β Zk
(‖H‖)e−i〈ξ,H 〉 dH.
Denote
Ψ
(‖H‖)= Z(‖H‖)‖H‖β ,
where Ψ is a C∞ function with support in {H : 12  ‖H‖ 2}. By this notation, we have
Gk(ξ) = 2−k(β−m)
∫
Rm
ei(2
k‖H‖−2k〈ξ,H 〉)Ψ
(‖H‖)dH.
We now write the kernel Kβ by
Kβ ∗ f (x) = Kβ,0 ∗ f (x)+Kβ,∞ ∗ f (x),
where
Kβ,0(y) =
∞∑
k=0
(
∏
a∈	+ ∂∂α )Gk(ξ)
D(ξ)
∏
a∈	+〈a, δ〉
and
Kβ,∞(y) =
∞∑
k=0
(
∏
a∈	+ ∂∂α )
∑
ν =0 Gk(ξ + ν)
D(ξ)
∏
a∈	+〈a, δ〉
.
3.2. An integral formula for Kβ when β > n−12
Choose a C∞ radial function ψ on Rm such that
ψ(t)= 0 if t ∈ (0, c1) and ψ(t) = 1 if t ∈ (c2,∞),
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Kβ(y) =
∑
μ∈℘ e
i‖μ‖
‖μ‖β ψ(‖μ‖)(
∏
a∈	+〈μ,a〉)ei〈μ,ξ〉
D(ξ)
∏
a∈	+〈a, δ〉
. (3.2-1)
By a similar argument to that used in the previous section for the case β  n−12 , using the Poisson
summation formula, we have
Kβ(y) 
∑
ν∈N(
∏
a∈	+ ∂∂α )ν(ξ)
D(ξ)
∏
a∈	+〈a, δ〉
, (3.2-2)
where
0(ξ) =
∫
Rm
ei‖H‖
‖H‖β ψ
(‖H‖)e−i〈ξ,H 〉 dH and ν(ξ) = 0(ξ + ν).
We denote
(ξ)= 0(ξ).
By [17, Ch. 4] (or see [7]),
(ξ) 
∞∫
0
eitψ(t)Vm−2
2
(
t |ξ |)t−β+m−1 dt,
where
Vm−2
2
(t) =
Jm−2
2
(t)
t
m−2
2
and Jm−2
2
(t) is the Bessel function of order m−22 . An easy computation shows (or see [7]),( ∏
a∈	+
∂
∂α
)
Vm−2
2
(
t |ξ |) ( ∏
a∈	+
〈α, ξ 〉
)
Vn−2
2
(
t |ξ |)tn−m.
We obtain that, in the integral formula (3.2-2) for Kβ ,
( ∏
a∈	+
∂
∂α
)
(ξ) ( ∏
a∈	+
〈α, ξ 〉
) ∞∫
0
eitψ(t)Vn−2
2
(
t |ξ |)t−β+n−1 dt
= |ξ | 2−n2
( ∏
a∈	+
〈α, ξ 〉
) ∞∫
eitψ(t)J n−2
2
(
t |ξ |)t n2 −β dt.0
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Jn−2
2
(t)  e∓it t−1/2 +O(t−3/2) as t → ∞,
so the last improper integral exists, since β > n−12 .
3.3. Decomposing the Weyl denominator D(θ)
We introduce some notation from [7]. Let Π be the set of all simple roots in 	+ and let ΠL
be the set of all largest roots. For θ ∈ Q, introduce the following sets
I = Iθ =
{
α ∈ Π : α(θ) 1
R
}
,
J = Jθ =
{
β ∈ΠL: β(θ) 2π − 1
R
}
.
Here, we assume that R is a fixed large number so that elements in Iθ and Jθ are independent.
We define the facet (a terminology in [7])
FI,J =
{
ξ ∈ Q: α(ξ) = 0 for α ∈ Iθ , β(ξ) = 2π for β ∈ Jθ ,
0 < α(ξ) < 2π for α ∈Π\Iθ , 0 < β(ξ) < 2π for β ∈ ΠL\Jθ
}
,
and let FI,J be the affine subspace generated by FI,J so that
FI,J =
{
ξ ∈ b: α(ξ) = 0 for α ∈ Iθ and β(ξ) = 2π for β ∈ Jθ
}
.
A positive root γ is R-singular of type 1 at θ if the following equivalent conditions are satisfied:
(i) γ {FI,J } = {0},
(ii) γ {FI,J } = {0},
(iii) γ can be written as
γ =
∑
α∈Iθ
nαα, nα ∈ N.
A positive root γ is R-singular of type 2 at θ , if the following equivalent conditions are satisfied:
(i) γ {FI,J } = {2π},
(ii) γ {FI,J } = {2π},
(iii) γ can be written as
γ = β −
∑
α∈Iθ
nαα, nα ∈ N,
for some β ∈ Jθ .
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to see that if γ is a positive non-singular root, then
1
R
< γ (θ) < 2π − 1
R
.
For a singular root α of type 1, let α be the orthogonal symmetry with respect to the hyperplane
α = 0. For a singular root β of type 2, let ˜β be the orthogonal symmetry with respect to the
hyperplane α = 2π . Let WI,J be the group generated by
{α}α∈Iθ ∪ {˜β}β∈Jθ .
This group is a finite subgroup of the affine Weyl group. Now we define
Γθ = Γ (R)θ = convex hull of {wθ}w∈WI,J .
Also, we write the root system
	+ = 	+s ∪	+ns
where 	+s is the set of all singular (R-singular) roots and 	+ns is the set of all non-singular roots.
Denote by μR the number of singular roots and denote
DR(θ) =
∏
a∈	+ns
sin
( 〈α, θ〉
2
)
.
Thus the Weyl denominator can be written as
D(θ) = DR(θ)
∏
a∈	+s
sin
( 〈α, θ〉
2
)
.
In addition, the above definitions of D(θ) and Γ (R)θ can be defined on the torus T itself. In
fact, if x ∈ T , then x = exp θ for some θ in Q, and we define
d(exp θ)= D(θ), dR(exp θ)= DR(θ) and Γ (R)x = expΓ (R)θ .
Some properties of the domain Γ (R)x can be found in [7]. In particular, it is known from
Lemma (2.9) in [7] that there exists a constant c > 0 such that∣∣DR(ξ)∣∣ c∣∣DR(θ)∣∣ (3.3-1)
for all ξ ∈ Γ (R).θ
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Fixing a vector basis of gC, say Y1, Y2, . . . , Yn, we denote the element Y j11 Y
j2
2 · · ·Y jnn by YJ ,
where J = (j1, . . . , jn). As J varies over all possible n-tuples, the {YJ } forms a basis of the
complex universal enveloping algebra U(g) of g. Similarly, we fix a basis Θ1, . . . ,Θm of bC and
use the notation ΘI for Θi11 Θ
i2
2 · · ·Θimm , with I = (i1, . . . , im). We can find the following two
theorems in [7].
Theorem D. (See [7].) Let p, q be positive integers. If f is a C∞ central function, then there
exists a constant C such that for each I with |I | p and J with |J | q ,
∣∣ΘIYJ f (y)∣∣ C p+q∑
j=0
Rj
∑
|K|p+q−j
sup
v∈Γ (R)y
∣∣ΘKf (v)∣∣.
Theorem E. (See [7].) Let p be a positive integer. Assume f (y) = d(y)−1g(y) and that g is a
C∞ central function which is skew-invariant by the Weyl group. There exists a constant C such
that for each I with |I | p
∣∣ΘIf (y)∣∣ C∣∣dR(y)∣∣−1 p∑
j=0
Rj
∑
|K|p+μR−j
sup
v∈Γ (R)y
∣∣ΘKg(v)∣∣.
3.5. Fixing a small r > 0
Let x ∼ exp θ , y ∼ exp ξ and xy−1 ∼ exp ζ . Noting
exp ζ → exp θ as dG(y, I ) → 0,
by compactness and Lemma 6.4 in [7], we have the following lemma.
Lemma 3. There exist a small r1 > 0 and a large number M depending only on r1 such that if
|sin 〈α,θ〉2 |Mρ then
1
|sin 〈α,θ〉2 |
 1|sin 〈α,ζ 〉2 |
whenever dG(y, I ) ρ < r1.
By continuity, it is also easy to see that there is an r2 > 0 such that for all x, y ∈G and ρ < r2,
we have
‖θ + ν‖  ‖ζ + ν‖
uniformly for ν ∈ N, whenever dG(y, I ) ρ < r2 and dG(x, I ) 100ρ.
Choose a small r3 > 0 such that the number R in Section 3.3 is smaller than 1/r3.
We now fix r = min{r1, r2, r3} throughout the rest of this paper.
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4.1. Estimating each (
∏
a∈	+ ∂∂α )Gk(ξ)
Recall that we may obtain
Gk(ξ) 2−k(β−m)
∞∫
0
ei2
ktΨ (t)Vm−2
2
(
2kt |ξ |)tm−1 dt.
By [17, Ch. 4] (or see [7]), up to a constant independent of k,
( ∏
a∈	+
∂
∂α
)
Gk(ξ) |ξ | 2−n2
( ∏
a∈	+
〈α, ξ 〉
)
2−k(β−
n
2 −1)
∞∫
0
ei2
k tΨ (t)J n−2
2
(
2kt |ξ |)t n2 dt.
Lemma 4. If 2k|ξ | 100, then
∣∣∣∣( ∏
a∈	+
∂
∂α
)
Gk(ξ)
∣∣∣∣ 2−k(β−n)|ξ | n−m2 .
Proof. It is easy to obtain the lemma by observing
∣∣∣∣( ∏
a∈	+
〈α, ξ 〉
)∣∣∣∣ |ξ | n−m2 ,
the well-known formula
Jn−2
2
(t)= O(t n−22 ), as t → 0
and that the support of Ψ (t) lies in the interval [ 12 ,2]. 
Lemma 5. Suppose 2k|ξ | > 100. Then for any positive integers N and L, we have
∣∣∣∣( ∏
a∈	+
∂
∂α
)
Gk(ξ)
∣∣∣∣ L∑
j=0
|ξ | 1−m2 −j2−k(β− n2 −1/2+j)2−Nk∣∣1 − |ξ |∣∣−N
+O(|ξ | −m−12 −L2−k(β− n2 +1/2+L))
uniformly on k, where β = n−1 .2
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2
(t |ξ |) (see [17,18]):
Jn−2
2
(
t |ξ |) e−it |ξ |( L∑
j=0
aj
(t |ξ |)j+1/2
)
+ eit |ξ |
(
L∑
j=0
bj
(t |ξ |)j+1/2
)
+O((t |ξ |)−(L+1)−1/2), (4.1-1)
where a1, b1, . . . , aL, bL are constants, we have
( ∏
a∈	+
∂
∂α
)
Gk(ξ) = |ξ | 2−n2
( ∏
a∈	+
〈α, ξ 〉
)
2−k(β−
n
2 −1)
∞∫
0
ei2
k tΨ (t)J n−2
2
(
2kt |ξ |)t n2 dt

( ∏
a∈	+
〈α, ξ 〉
) L∑
j=0
|ξ | 1−n2 −j2−k(β− n2 −1/2+j)
∞∫
0
ei2
k t (1±|ξ |)hj (t) dt
+O
(( ∏
a∈	+
〈α, ξ 〉
)
|ξ | −n+12 −L−12−k(β− n2 +1/2+L)
)
,
where each hj is a C∞ function with support in the interval [ 12 ,2]. Integration by parts now
yields ∣∣∣∣∣
∞∫
0
ei2
k t (1±|ξ |)hj (t) dt
∣∣∣∣∣ 2−Nk∣∣1 − |ξ |∣∣−N (4.1-2)
for any positive integer N . So the lemma follows from (4.1-2) and the known formula∣∣∣∣ ∏
a∈	+
〈α, ξ 〉
∣∣∣∣ |ξ | n−m2 . 
4.2. The kernel Kβ,∞ is integrable
For the kernel
Kβ,∞(y) =
∞∑
k=0
(
∏
a∈	+ ∂∂α )
∑
ν =0 Gk(ξ + ν)
D(ξ)
∏
a∈	+〈a, δ〉
,
we have the following estimate:
Proposition 6. If 0 < β  n−12 , then
‖Kβ,∞‖L1(G)  1.
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Q∞ =
⋃
ν∈N\{0}
Qν,
and ∣∣1 − |ξ |∣∣ σ
for all ξ ∈ Q∞. By the Weyl integral formula we have
‖Kβ‖L1(G) =
∫
Q
∣∣∣∣∣
∞∑
k=0
(
∏
a∈	+ ∂∂α )
∑
ν =0 Gk(ξ + ν)
D(ξ)
∏
a∈	+〈a, δ〉
∣∣∣∣∣∣∣D(ξ)∣∣2 dξ

∞∑
k=0
∫
Q∞
∣∣∣∣( ∏
a∈	+
∂
∂α
)
Gk(ξ)
∣∣∣∣∣∣D(ξ)∣∣dξ
= j1 + j2.
Here,
j1 =
∞∑
k=0
∫
Q∞∩{|ξ |<100/2k}
∣∣∣∣( ∏
a∈	+
∂
∂α
)
Gk(ξ)
∣∣∣∣∣∣D(ξ)∣∣dξ,
j2 =
∞∑
k=0
∫
Q∞∩{|ξ |100/2k}
∣∣∣∣( ∏
a∈	+
∂
∂α
)
Gk(ξ)
∣∣∣∣∣∣D(ξ)∣∣dξ.
By Lemma 4,
j1 
∞∑
k=0
2−k(β−m)
∫
|ξ |<100/2k
dξ 
∞∑
k=0
2−kβ  1.
Choosing suitable N and L in Lemma 5, we have
j2 
∞∑
k=0
2−k(β−
n
2 −1/2)2−Nk
∫
|1−|ξ ||>σ
∣∣1 − |ξ |∣∣−N |ξ | 1−m2 ∣∣D(ξ)∣∣dξ
+
∞∑
k=0
2−k(β−
n
2 +1/2+L)
∫
|ξ |>1
|ξ | −n−12 −L∣∣D(ξ)∣∣dξ  1.
This completes the proof. 
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The main purpose of this section is to decompose the kernel Kβ by writing
Kβ(y) = K˜β,∞,0(y)+ K˜β,∞,∞(y)+ K˜β,0,0(y)+ K˜β,0,0(y),
and then to give different estimates for these four kernels.
Recall that for y ∼ exp ξ and β > n−12 , we obtained in Section 3.2 that
Kβ(y) 
∑
ν∈N(
∏
a∈	+ ∂∂α )ν(ξ)
D(ξ)
∏
a∈	+〈a, δ〉
,
where
( ∏
a∈	+
∂
∂α
)
ν(ξ) 
∞∫
0
eitψ(t)
( ∏
a∈	+
〈α, ξ + ν〉
)
Vn−2
2
(
t |ξ + ν|)t−β+n−1 dt.
Fix a positive number ρ < r , where r is the number chosen in Section 3.5. Let ϕ(t) be a C∞
function on (0,∞) that satisfies
ϕ(t) = 0 if t < 0.05, ϕ(t) = 1 if t > 0.1,
and let
ϕ∞(t) = ϕ(ρt).
We set
ϕ0(t) = 1 − ϕ∞(t).
Now write
Kβ(y) = K˜β,∞(y)+ K˜β,0(y).
In the definition of K˜β,∞(y) we replace the factor (
∏
a∈	+ ∂∂α )(ξ) in Kβ by
( ∏
a∈	+
∂
∂α
)
∞(ξ) =
∞∫
0
eitϕ∞(t)
( ∏
a∈	+
〈α, ξ 〉
)
Vn−2
2
(
t |ξ |)t−β+n−1 dt,
and in the definition of K˜β,0(y) we replace the factor (
∏
a∈	+ ∂∂α )(ξ) in Kβ by
( ∏
a∈	+
∂
∂α
)
0(ξ) =
∞∫
eitϕ0(t)ψ(t)
( ∏
a∈	+
〈α, ξ 〉
)
Vn−2
2
(
t |ξ |)t−β+n−1 dt.0
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K˜β,∞(y) 
∑
ν∈N\{0}(
∏
a∈	+ ∂∂α )∞ν (ξ)
D(ξ)
+ (
∏
a∈	+ ∂∂α )∞(ξ)
D(ξ)
= K˜β,∞,∞(y)+ K˜β,∞,0(y),
where
∞ν (ξ) = ∞(ξ + ν).
We have the following estimates for these two kernels:
Proposition 7. Let r be the small number chosen in Section 3.5 and let 0 < ρ < r. Suppose
y ∼ exp ξ . Then for any integers L and N we have
∣∣K˜β,∞,0(y)∣∣ N∑
j=0
∏
α∈	+ |〈α, ξ 〉|
|ξ | n−12 +j |D(ξ)|
∣∣(1 − |ξ |)∣∣−Lρ(β− n+12 +L+j)
+ ρ(β− n−12 +N) ρ
(β− n−12 +N)∏
α∈	+ |〈α, ξ 〉|
|ξ | n+12 +N |D(ξ)|
if ∣∣(1 − |ξ |)∣∣ ρ;
∣∣K˜β,∞,0(y)∣∣ |(1 − |ξ |)|β− n+12 ∏α∈	+ |〈α, ξ 〉||D(ξ)| if ∣∣(1 − |ξ |)∣∣< 10ρ;
and ∫
G
∣∣K˜β,∞,∞(y)∣∣dy  ρL.
Proof. As in the argument in Section 4.1, we use the asymptotic expansion of the Bessel func-
tion [18] to obtain, for any integer N  0,
( ∏
a∈	+
∂
∂α
)
∞(ξ)
N∑
j=0
aj
∏
a∈	+〈α, ξ 〉
|ξ | n−12 +j
∞∫
0
eit (1−|ξ |)ϕ∞(t)t−β+
n−1
2 −j dt
+
N∑
j=0
bj
∏
a∈	+〈α, ξ 〉
|ξ | n−12 +j
∞∫
0
e−it (1+|ξ |)ϕ∞(t)t−β+
n−1
2 −j dt
+O
(∏
a∈	+〈α, ξ 〉
|ξ | n+12 +N
∞∫
ϕ∞(t)t−β+
n−1
2 −N−1 dt
)
.0
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∞∫
0
ϕ∞(t)t−β+
n−1
2 −N−1 dt  ρβ− n−12 +N.
On the other hand, using integration by parts in
∞∫
0
e−it (1±|ξ |)ϕ∞(t)t−β+
n−1
2 −j dt
as many times as necessary, by the choice of ϕ∞, it is easy to see that
∣∣∣∣∣
∞∫
0
e−it (1±|ξ |)ϕ∞(t)t−β+
n−1
2 −j dt
∣∣∣∣∣ ∣∣(1 − |ξ |)∣∣−Lρ(β− n+12 +L+j) for j = 1,2, . . . ,N,
where the positive integer L can be obtained as large as necessary.
If |(1 − |ξ |)| < 10ρ, by changing variables we obtain
∣∣∣∣∣
∞∫
0
eit (1−|ξ |)ϕ∞(t)t−β+
n−1
2 −j dt
∣∣∣∣∣
 ∣∣(1 − |ξ |)β− n+12 +j ∣∣∣∣∣∣∣
∞∫
0.1
eit t−β+
n−1
2 −j dt
∣∣∣∣∣ ∣∣(1 − |ξ |)∣∣β− n+12 +j .
Taking these estimates into (
∏
a∈	+ ∂∂α )∞(ξ)/D(ξ), we obtain the estimate for K˜β,∞,0(y). In
addition, by the Weyl integral formula we have
∫
G
∣∣K˜β,∞,∞(y)∣∣dx  ∑
ν∈N\{0}
∫
G
∣∣∣∣( ∏
a∈	+
∂
∂α
)
∞ν (ξ)D(ξ)−1
∣∣∣∣dy

∫
|ξ |>1+σ
∣∣∣∣( ∏
a∈	+
∂
∂α
)
∞(ξ)D(ξ)
∣∣∣∣dξ

N∑
j=0
ρ(β−
n+1
2 +L+j)
∫
|ξ |>1+σ
|∏a∈	+〈α, ξ 〉||D(ξ)|
|ξ | n−12 +j |(1 − |ξ |)|L
dξ
+ ρβ− n−12 +N
∫ |∏a∈	+〈α, ξ 〉|
|ξ | n+12 +N
dξ.|ξ |>1+σ
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G
∣∣K˜β,∞,∞(y)∣∣dy  ρL.
This completes the proof. 
We now study derivatives on the kernel K˜β,0. Recall
K˜β,0(y) 
∑
ν∈N(
∏
a∈	+ ∂∂α )0ν(ξ)
D(ξ)
∏
a∈	+〈a, δ〉
,
where
( ∏
a∈	+
∂
∂α
)
0ν(ξ)=
( ∏
a∈	+
〈α, ξ + ν〉
) ∞∫
0
eitϕ0(t)ψ(t)Vn−2
2
(
t |ξ + ν|)t−β+n−1 dt.
We continue to decompose the kernel K˜β,0(y) by writing
K˜β,0(y) = K˜β,0,0(y)+ K˜β,0,∞(y),
where
K˜β,0,∞(y) 
∑
ν∈N\{0}(
∏
a∈	+ ∂∂α )0ν(ξ)
D(ξ)
∏
a∈	+〈a, δ〉
and
K˜β,0,0(y)  (
∏
a∈	+ ∂∂α )0(ξ)
D(ξ)
∏
a∈	+〈a, δ〉
.
Proposition 8. For any non-negative integer L and any multi-index M with |M| = q ,∣∣YMK˜β,0,∞(z)∣∣Rq sup
x∈Γ (R)z
∣∣dR(x)∣∣−1∑
ν =0
|ν|−L.
Proof. The kernel K˜β,0,∞ is skew-invariant by the Weyl group. By Theorems D and E, we obtain∣∣YMK˜β,0,∞(z)∣∣

∑
|J |q
sup
x∈Γ (R)z
∣∣ΘJ K˜β,0,∞(x)∣∣
Rq sup
x∈Γ (R)
∣∣dR(x)∣∣−1 ∑
|J |q
∑
R
sup
x∈Γ (R)
sup
y∈Γ (R)
∣∣∣∣( ∂∂ξ
)I ∑
ν∈N\{0}
( ∏
+
∂
∂α
)
0ν(ξ)
∣∣∣∣,
z |I ||J |+μ z x a∈	
J. Chen et al. / Journal of Functional Analysis 259 (2010) 3230–3264 3251where exp ξ ∼ y. We have (see [7])∣∣∣∣∣
(
∂
∂ξ
)I( ∏
a∈	+
∂
∂α
)
00(ξ)
∣∣∣∣∣
∣∣∣∣∣
|I |∑
k=0
Pk+ n−m2 (ξ)
|ξ | n−22 +k
∞∫
0
eitϕ0(t)ψ(t)J n−2
2 +k
(
t |ξ |)t−β+ n2 +k dt∣∣∣∣∣,
where Pk is a homogeneous polynomial of degree k.
For each k, using the asymptotic expansion of the Bessel function (see (4.1-1)), we have
Pk+ n−m2 (ξ)
|ξ | n−22 +k
∞∫
0
eitϕ0(t)ψ(t)J n−2
2 +k
(
t |ξ |)t−β+ n2 +k dt
=
N∑
j=0
aj
Pk+ n−m2 (ξ)
|ξ | n−12 +j+k
∞∫
0
eit (1−|ξ |)ϕ0(t)ψ(t)t−β+
n−1
2 −j+k dt
+
N∑
j=0
bj
Pk+ n−m2 (ξ)
|ξ | n−12 +k+j
∞∫
0
e−it (1+|ξ |)ϕ0(t)ψ(t)t−β+
n−1
2 −j+k dt
+O
(
Pk+ n−m2 (ξ)
|ξ | n+12 +N+k
∞∫
0
ϕ0(t)ψ(t)t
−β+ n−12 −N−1+k dt
)
. (4.3-1)
Noting that we may use integration by parts on the t-variable as many times as necessary, we
now obtain that when |ξ | 1 + σ ,(
∂
∂ξ
)I( ∏
a∈	+
∂
∂α
)
00(ξ) = O
(|ξ |−L)
for any positive integer L. So we obtain the proposition by noting that for any y ∈ {Γ (R)x : x ∈
Γ
(R)
z } and ν = 0, one has
sup
x∈Γ (R)z
sup
y∈Γ (R)x
(|ξ + ν|−L) |ν|−L, ξ ∈Q,
where y ∼ exp ξ . 
For the kernel K˜β,0,0, we have the following proposition.
Proposition 9. Suppose dG(z, I ) < 110 . For any multi-index J with |J | = q , and any integer N
satisfying −β + n−12 + q <N , we have∣∣YJ K˜β,0,0(z)∣∣ sup
y∈Γ (R)z
1
|ξ | n+12 +N
,
where y ∼ exp ξ .
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∣∣YJ K˜β,0,0(z)∣∣ ∑
|J |=q
sup
y∈Γ (R)z
∣∣∣∣( ∂∂ξ
)J
K˜β,0,0(y)
∣∣∣∣.
Since dG(z, I ) < 110 and y ∈ Γ (R)z , without loss of generality we may assume that∏
a∈	+〈α, ξ 〉∏
a∈	+ sin〈α, ξ 〉
is analytic. Using this to our advantage, without loss of generality, we may assume
∣∣∣∣( ∂∂ξ
)J
K˜β,0,0(y)
∣∣∣∣
∣∣∣∣∣
(
∂
∂ξ
)J ∞∫
0
eitϕ0(t)ψ(t)Vn−2
2
(
t |ξ |)t−β+n−1 dt∣∣∣∣∣.
Thus by (4.3-1), we know that, for y ∼ exp ξ , ξ ∈Q,
∣∣∣∣( ∂∂ξ
)J
K˜β,0,0(y)
∣∣∣∣ |J |∑
k=0
N∑
j=0
1
|ξ | n−12 +j
∣∣∣∣∣
∞∫
0
eit (1−|ξ |)ϕ0(t)ψ(t)t−β+
n−1
2 −j+k dt
∣∣∣∣∣
+
|J |∑
k=0
N∑
j=0
1
|ξ | n−12 +j
∣∣∣∣∣
∞∫
0
e−it (1+|ξ |)ϕ0(t)ψ(t)t−β+
n−1
2 −j+k dt
∣∣∣∣∣
+O
(
1
|ξ | n+12 +N
∞∫
0
ϕ0(t)ψ(t)t
−β+ n−12 −N−1+|J | dt
)
. (4.3-2)
Noting dG(z, I ) < 110 implies that |ξ |  1/2 for any y ∈ Γ (R)z , using integration by parts, we
easily obtain the proposition. 
Proposition 10. Let x ∼ exp θ . Suppose |sin 〈α,θ〉2 | M
√
ρ for all α ∈ 	+, where M is suffi-
ciently large. In addition, assume dG(z, I ) < ρ < r and dG(x, I ) > 100ρ. For any multi-index J
with |J | = q and any non-negative integer L, if q2 >L+ β − n+12 then we have∣∣YJ K˜β,0,0(xz)∣∣ ∣∣D(θ)∣∣−1∣∣1 − |θ |∣∣−Lρβ− n+12 −q+L.
Proof. By Theorem D in Section 3.4, we have
∣∣YJ K˜β,0,0(xz)∣∣ q∑Rj ∑ sup
(R)
∣∣∣∣( ∂∂ξ
)I
K˜β,0,0(y)
∣∣∣∣
j=0 |I |q−j y∈Γxz
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)J( 1
D(ξ)
)∣∣∣∣ 1|D(ξ)| maxα∈	+
{∣∣∣∣sin 〈α, ξ 〉2
∣∣∣∣−|J |}.
Choosing R = 1√
ρ
, by the assumption of the proposition and (3.3-1), it is easy to see
sup
y∈Γ (R)xz
1
|D(ξ)| maxα∈	+
{∣∣∣∣sin 〈α, ξ 〉2
∣∣∣∣−|J |} ρ− |J |2 1|D(θ)| .
Thus, by the Leibniz rule and checking the proof of Proposition 9, with the assumptions on x
and z we only need to show∣∣∣∣∣
∞∫
0
eit (1−|ξ |)ϕ0(t)ψ(t)t−β+
n−1
2 +q dt
t
∣∣∣∣∣ ∣∣1 − |ξ |∣∣−Lρβ− n+12 −q+L,
since the estimates on other terms are exactly the same. Using integration by parts on the
t-variable L times and noting the choice of the function ϕ0(t)ψ(t), we may write∣∣∣∣∣
∞∫
0
eit (1−|ξ |)ϕ0(t)ψ(t)t−β+
n+1
2 +q dt
∣∣∣∣∣ ∣∣1 − |ξ |∣∣−L
∣∣∣∣∣
∞∫
0
eit (1−|ξ |)ϕ0(t)ψ(t)t−β+
n−1
2 +q−L dt
∣∣∣∣∣

∣∣1 − |ξ |∣∣−L ∞∫
0
ϕ0(t)t
−β+ n−12 +q−L dt.
Thus, the proposition follows easily by the definition of ϕ0. 
5. Proof of the theorem
5.1. Hp boundedness of Tβp , βp = ( 1p − 12 )(n− 1)
In this section, we will prove (1) of the theorem. As mentioned in Section 2, to prove the Hp
boundedness of Tβp , it suffices to show∥∥Tβp(a)∥∥Lp(G)  1
uniformly for all atoms a. Since Tβp is bounded on L2, we have∥∥Tβp(a)∥∥Lp(G)  ∥∥Tβp(a)∥∥L2(G)  1
uniformly for all exceptional atoms and p-atoms a whose supports B(x0, ρ) satisfy ρ  r100 ,
where the positive number r was chosen in Section 3.5. Thus, by the translation invariance, to
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with ρ < r100 , we have ∥∥Tβp(a)∥∥Lp(G)  1. (5.1-1)
By Hölder’s inequality,
∫
B(I,100ρ
1
n )
∣∣∣∣∫
G
a(y)Kβp
(
xy−1
)
dy
∣∣∣∣p dx  (∫
G
∣∣∣∣ ∫
B(I,ρ)
a(y)Kβp
(
xy−1
)
dy
∣∣∣∣2 dx)
p
2
ρ(2−p)/2
 ‖a‖p
L2−βp
ρ(2−p)/2  ρ−(1−p/2)ρ(2−p)/2 = 1.
The last inequality is obtained by the Sobolev imbedding theorem.
Let
Cρ =
{
x ∈ G: x ∼ exp θ with 1 − 1000ρ < |θ | < 1 + 1000ρ}.
For each α ∈	+, we define the set
Bα,M =
{
x ∼ exp θ :
∣∣∣∣sin 〈α, θ〉2
∣∣∣∣M√ρ },
where M is a large positive number. Clearly, the volumes of Cρ and Bα,M satisfy
|Cρ | ρ and |Bα,M | ρ for each α ∈	+.
By Hölder’s inequality and the Sobolev imbedding theorem, we have
∫
Cρ
∣∣∣∣∫
G
a(y)Kβp
(
xy−1
)
dy
∣∣∣∣p dx + ∑
α∈	+
∫
Bα,M
∣∣∣∣∫
G
a(y)Kβp
(
xy−1
)
dy
∣∣∣∣p dx
 ρ−(1−p/2)
(
|Cρ |(2−p)/2 +
∑
α∈	+
|Bα,M |(2−p)/2
)
 1.
Denote
Eρ =
{
x ∈G: dG(x, I ) > 100ρ 1n
}∩CCρ ∩α∈	+ BCα,M,
where EC denotes the complement of a set E. It remains to show
∫
E
∣∣∣∣∫
G
a(y)K˜βp,0,0
(
xy−1
)
dy
∣∣∣∣p dx  1, (5.1-2)
ρ
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Eρ
∣∣∣∣∫
G
a(y)K˜βp,0,∞
(
xy−1
)
dy
∣∣∣∣p dx  1 (5.1-3)
and ∫
Eρ
∣∣∣∣∫
G
a(y)K˜βp,∞
(
xy−1
)
dy
∣∣∣∣p dx  1, (5.1-4)
where K˜βp,0,0, K˜βp,0,∞ and K˜βp,∞ are defined in Section 4.3.
By Hölder’s inequality, Proposition 7 and Lemma 3, we have∫
Eρ
∣∣∣∣∫
G
a(y)K˜βp,∞
(
xy−1
)
dy
∣∣∣∣p dx
 ‖a‖L1(G)‖ ˜Kβp,∞,∞‖L1(G) +
∫
Eρ
∣∣∣∣∫
G
a(y)K˜βp,∞,0
(
xy−1
)
dy
∣∣∣∣p dx
 1 + ‖a‖p
L1(G)
∫
Eρ
sup
dG(y,I )<ρ
∣∣K˜βp,∞,0(xy−1)∣∣p dx
 1 + ρ−n+pn
∫
|1−|θ ||<10ρ
∣∣(1 − |θ |)∣∣p(βp− n+12 ) dθ
+ ρ−n+np
N∑
j=0
ρ(βp−
n+1
2 +L+j)p
∫
{|1−|θ ||>ρ}∩Eρ
|θ |n−m
|θ |p n−12 +pj
∣∣(1 − |θ |)∣∣−pL dθ
+ ρ−n+np
∫
{|1−|θ ||>ρ}∩Eρ
ρ(βp− n−12 +N)p
|θ |p n+12 +Np
|θ |n−m dθ.
Thus, it is easy to compute that∫
Eρ
∣∣∣∣∫
G
a(y)K˜βp,∞
(
xy−1
)
dy
∣∣∣∣p dx  1
if we choose L 2
p
. This proves (5.1-4).
Let n0 = 2[ np − n] + 2. Using the cancellation condition of a, we have∫
G
a(y)K˜βp,0,∞
(
xy−1
)
dy =
∫
G
a(y)
{
K˜βp,0,∞
(
xy−1
)− T xn0(K˜βp,0,∞)(y)}dy,
where T x (K˜βp,0,∞) is the Taylor polynomial of K˜βp,0,∞ at x. Hence,n0
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G
a(y)K˜βp,0,∞
(
xy−1
)
dy
∣∣∣∣ ρn0+1 ∫
B(I,ρ)
∣∣a(y)∣∣dy sup
z∈B(x,ρ), |J |n0+1
∣∣YJ K˜βp,0,∞(z)∣∣
 ρ−
n
p
+n+1+n0 sup
z∈B(I,ρ), |J |n0+1
∣∣YJ K˜βp,0,∞(xz)∣∣.
Noting that we may fix any small r > 0 and assume ρ  r/100 in our proof, by Proposition 8 we
have
sup
z∈B(I,ρ), |J |n0+1
∣∣YJ K˜βp,0,∞(xz)∣∣Rn0 ∣∣dR(x)∣∣−1∑
ν =0
|ν|−L,
for any positive integer L, where we may let R = √ρ. This observation gives us∫
Eρ
∣∣∣∣ ∫
B(I,ρ)
a(y)K˜βp,0,∞
(
xy−1
)
dy
∣∣∣∣p dx  1.
It now remains to prove (5.1-2). We define
Eρ,0 =
{
x ∈ Eρ : x ∼ exp θ with |θ | 11000
}
and
Eρ,1 =
{
x ∈ Eρ : x ∼ exp θ with |θ | > 11000
}
.
Then, using the same argument as before, by the cancellation of a we obtain∫
Eρ
∣∣∣∣ ∫
B(I,ρ)
a(y)K˜βp,0,0
(
xy−1
)
dy
∣∣∣∣p dx
 ρ−n+pn+p+pn0
∫
Eρ,0
sup
z∈B(I,ρ), |J |n0+1
∣∣YJ K˜βp,0,0(xz)∣∣p dx
+ ρ−n+pn+p+qp
∫
Eρ,1
sup
z∈B(I,ρ), |J |q+1
∣∣YJ K˜βp,0,0(xz)∣∣p dx,
where q is sufficiently large. From Proposition 9, we choose N = [ 1
p
] to obtain
ρ−n+pn+p+pn0
∫
Eρ,0
sup
z∈B(I,ρ), |J |n0+1
∣∣YJ K˜βp,0,0(xz)∣∣p dx  ∫
ρ1/n
100 <|θ |< 23
|D(θ)|2
|θ |p( n+12 )+1
dθ  1.
By Proposition 10, we choose a sufficiently large q and a suitable L to obtain
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∫
Eρ,1
sup
z∈B(I,ρ), |J |q+1
∣∣YJ K˜βp,0,0(xz)∣∣p dx
 ρ−n+pn+p+qpρpβp−p n+12 −pq−p+pL
∫
ρ
1000|1−|θ ||4
∣∣1 − |θ |∣∣−pL dθ
 ρ−n+pn+pβp−p n+12 +1 = 1.
The Hp boundedness of Tβp is proved.
5.2. Proving the sufficiency part of (2) in Theorem 1
We use a standard complex interpolation. Define an analytic family of operators
Tz(f )(x) = Kz ∗ f (x) =
∑
λ∈Λ: λ+δ =0
ei‖λ+δ‖
‖λ+ δ‖z dλχλ ∗ f (x), z ∈ C.
By the Plancherel formula, we have∥∥Tz(f )∥∥L2(G)  ‖f ‖L2(G) if Re z = 0. (5.2-1)
Checking the proofs in Section 5.1, it is easy to see∥∥Tz(f )∥∥Hp(G)  ‖f ‖Hp(G) (5.2-2)
if Re z = ( 1
p
− 12 )(n − 1). Thus, by a complex interpolation (see [2]) on inequalities (5.1-1),
(5.1-2), we have, for 0 <p  2, ∥∥Tβ(f )∥∥Hp(G)  ‖f ‖Hp(G)
if 1
p
− 12  βn−1 . When p > 2 the theorem follows trivially by a dual argument.
5.3. Proving necessity part of Theorem 1
For simplicity, again we assume s = 1. We first show that the condition∣∣∣∣ 1p − 12
∣∣∣∣ βn− 1
is necessary for the Lp boundedness of Tβ for p > 1. To this end, clearly we only need to
consider 0 < β  n−12 . Fix an orthonormal basis X1,X2, . . . ,Xn of the Lie algebra g such that
X1,X2, . . . ,Xm form an orthonormal basis of b. Let r > 0 be the fixed small positive number as
in Section 3.5 and Φ˜ be the exponential mapping from g to G. We may choose r small such that
Φ˜ is a C∞-diffeomorphism from the neighborhood
B(I, r) = {y ∈G: dG(y, I ) < r}
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u,v ∈ B(I, r), where |Φ˜(u)− Φ˜(v)| is the Euclidean distance between Φ˜(u) and Φ˜(v). Without
loss of generality, we may assume
1
2
∣∣Φ˜(u)− Φ˜(v)∣∣ dG(u, v) 2∣∣Φ˜(u)− Φ˜(v)∣∣.
Let Ωr = {ξ ∈ b: exp ξ ∈ B(I, r)}. Ωr is a neighborhood of 0 in b. We can fix r sufficiently
small such that all translations of Ωr by elements of N are disjoint. Let η(ξ) be a C∞ function
supported in Ωr/10 and identically one on Ωr/20. We also choose 0  η(ξ)  1. Let fε be a
central function defined by fε(exp ξ) =∑n∈N η( ξ+n0.001ε ). It is easy to check that for all ε in the
interval (0, r), we have for any 1 p ∞,∫
G
∣∣fε(x)∣∣p dx ≈ ∫
Q
∣∣∣∣∑
n∈N
η
(
ξ + n
0.001ε
)∣∣∣∣p∣∣D(ξ)∣∣2 dξ
=
∫
Q
∣∣∣∣η( ξ0.001ε
)∣∣∣∣p∣∣D(ξ)∣∣2 dξ  εn.
On the other hand, we may write
Tβ(f )(x) =
∑
λ∈Λ: λ+δ =0
ei‖λ+δ‖
‖λ+ δ‖β Ψ
(‖λ+ δ‖)dλχλ ∗ f (x),
where Ψ (t) is a C∞ function on the interval (0,∞) and satisfies
Ψ (t) ≡ 0 if 0 < t < 1
100
and
Ψ (t) ≡ 1 if t > 1
50
.
We define the Abel mean Gu, u > 0, by
Gu(f )(x) =
∑
λ∈Λ
e−u‖λ+δ‖dλχλ ∗ f (x).
It is known from [19] that for all 1 p ∞,∥∥Gu(f )∥∥Lp(G)  ‖f ‖Lp(G)
and
lim
∥∥Gu(f )∥∥Lp(G) = ‖f ‖Lp(G).u→0+
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lim
u→0+
∥∥Gu(Tβ(f ))∥∥Lp(G) = ∥∥Tβ(f )∥∥Lp(G).
Now,
Gu
(
Tβ(f )
)
(x) = Gu(Kβ) ∗ f (x),
where
Gu(Kβ)(y) =
∑
λ∈Λ: λ+δ =0
ei‖λ+δ‖e−u‖λ+δ‖
‖λ+ δ‖β Ψ
(‖λ+ δ‖)dλχλ(y)
is a C∞ kernel for each u > 0. Arguing the same as in Section 3.1, by the Poisson summation
formula we have
Gu(Kβ)(y) 
∑
ν∈N
∞∫
0
eit−utΨ (t)
( ∏
a∈	+
〈α, ξ + ν〉
sin 〈α,ξ〉2
)
Vn−2
2
(
t |ξ + ν|)tn−1−β dt
= Gu(Kβ,0)(y)+Gu(Kβ,∞)(y),
where
Gu(Kβ,0)(y) =
( ∏
a∈	+
〈α, ξ 〉
sin 〈α,ξ〉2
) ∞∫
0
eit−utΨ (t)Vn−2
2
(
t |ξ |)tn−1−β dt
and
Gu(Kβ,∞)(y) 
∑
ν∈N\{0}
( ∏
a∈	+
〈α, ξ + ν〉
sin 〈α,ξ〉2
) ∞∫
0
eit−utΨ (t)Vn−2
2
(
t |ξ + ν|)tn−1−β dt.
Observe that the singularity of
( ∏
a∈	+
〈α, ξ + ν〉
sin 〈α,ξ〉2
) ∞∫
0
eit−utΨ (t)Vn−2
2
(
t |ξ + ν|)tn−1−β dt
is at
|ξ + ν| = 1
and that for all ν ∈ N\{0},
|ξ + ν| > 1 + σ
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We construct the sets E1, E2 by
E1 =
{
θ ∈Q: |θ | > r},
E2 =
{
θ ∈ E1:
∏
a∈	+
〈α, θ〉
sin 〈α,θ〉2
 r0, and
∣∣D(θ)∣∣2  r0},
where r0 is a fixed small positive number such that∫
E1
(
1 − |θ |)−k dθ ≈ ∫
E2
(
1 − |θ |)−k dθ.
We also let
A= {x ∈G: x ∼ exp θ for θ ∈E2}.
Now, if Tβ is bounded on Lp , we must have
‖fε‖Lp 
∥∥Tβ(fε)∥∥Lp  ∥∥Gu(Tβ)(fε)∥∥Lp

∥∥Gu(Kβ,0) ∗ fε∥∥Lp − ‖fε‖Lp .
Thus, we have
‖fε‖Lp 
∥∥Gu(Kβ,0) ∗ fε∥∥Lp

{∫
A
∣∣∣∣∫
G
Gu(Kβ,0)
(
xy−1
)
fε(y) dy
∣∣∣∣p dx} 1p .
Let x ∼ exp θ . Using the asymptotic expansion of the Bessel function, we have, for x ∈ A,
Gu(Kβ,0)(x) = |θ |− n−22
( ∏
a∈	+
〈α, θ〉
sin 〈α,θ〉2
) ∞∫
0
eit−utΨ (t)J n−2
2
(
t |θ |)t n2 −β dt
=
( ∏
a∈	+
〈α, θ〉
sin 〈α,θ〉2
) N∑
j=0
aj |θ |− n−12 −j
∞∫
0
eit (1−|θ |)−utΨ (t)t
n
2 −β− 12 −j dt
+
( ∏
a∈	+
〈α, θ〉
sin 〈α,θ〉2
) N∑
j=0
bj |θ |− n−12 −j
∞∫
0
eit (1+|θ |)−utΨ (t)t
n
2 −β− 12 −j dt
+O
(( ∏
a∈	+
〈α, θ〉
sin 〈α,θ〉2
)
|θ |− n−22 −(N+1)−1/2
∞∫
Ψ (t)t
n
2 −β−(N+1)−1/2 dt
)
,0
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n
2
− β − (N + 1)− 1/2 < −1.
This inequality, along with an integration by parts on the integral
∞∫
0
eit (1±|θ |)−utΨ (t)t
n
2 −β− 12 −j dt,
now yield that
Gu(Kβ,0)(x) =
( ∏
a∈	+
〈α, θ〉
sin 〈α,θ〉2
) N∑
j=0
aj |θ |− n−12 −j
∞∫
0
eit (1−|θ |)−utΨ (t)t
n
2 −β− 12 −j dt +C(θ,u),
where |C(θ,u)| 1 uniformly on θ ∈E2 and u > 0. By Lemma 2 in [12], we know that for each
ε > 0,
lim
u→0
∞∫
0
eit (1−|θ |)−utΨ (t)t−β+
n
2 − 12 −j dt = Fμ
(
1 − |θ |)
uniformly on |(1 − |θ |)| ε, where
μ = −β + n
2
− 1
2
− j,
Fμ
(
1 − |θ |)= Aμ(1 − |θ | + i0)−μ−1 + F (|θ |) if μ = −1,−2, . . .
and
Fμ
(
1 − |θ |)= (1 − |θ |)−μ−1(Bμ +Cμ log(1 − |θ | + i0))+ F (|θ |)
if μ = −1,−2, . . . . Here, Aμ, Bμ, Cμ are non-zero constants depending only on μ, and F(|θ |)
is a smooth function. We estimate the case for which n2 − β − 12 = −1,−2, . . . (the estimate of
the other case is the same). If ε  |(1 − |θ |)| 1, we have, in the distribution sense,
lim
u→0Gu(Kβ,0)(x) =
( ∏
a∈	+
〈α, θ〉
sin 〈α,θ〉2
)
|ξ |− n−12 a0An
2 −β− 12
(
1 − |θ | + i0)β− n2 − 12
+O(∣∣1 − |θ |∣∣β− n2 + 12 )h1(θ)+ h2(|θ |),
where h1 and h2 are continuous and bounded functions on the closure of the set E2. Without loss
of generality, we assume that the constant κ = a0An 1 is positive.2 −β− 2
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A
∣∣∣∣∫
G
Gu(Kβ,0)
(
xy−1
)
fε(y) dy
∣∣∣∣p dx} 1p ,
we note that the choice of fε implies∫
A
∣∣∣∣∫
G
Gu(Kβ,0)
(
xy−1
)
fε(y) dy
∣∣∣∣p dx = 0
only if dG(y, I )  |ξ | < 0.0001rε. Also, we can choose ε as small as necessary. When x ∈ A,
by continuity we may write
lim
u→0Gu(Kβ,0)
(
xy−1
)
 κ
100
( ∏
a∈	+
〈α, θ〉
sin 〈α,θ〉2
)
|ξ |− n−12 (1 − |θ |)β− n2 − 12
− 104(∣∣1 − |θ |∣∣β− n2 + 12 )h1(θ)− 104∣∣h2(|θ |)∣∣,
whenever ε  1 − |θ | 1.
Combining all results, we obtain
‖fε‖Lp  lim
u→0
{∫
A
∣∣∣∣∫
G
Gu(Kβ,0)
(
xy−1
)
fε(y) dy
∣∣∣∣p dx} 1p

{ ∫
E2∩{ε1−|θ |}
(
1 − |θ |)βp− np2 − p2 dθ}1/p‖fε‖L1 .
Thus, the Lp boundedness of Tβ implies
lim
ε→0 limu→0
‖fε‖Lp
‖Gu(Tβ)(fε)‖Lp  1,
which is true if and only if
lim
ε→0 ε
−n+pn
∫
E2∩{ε1−|θ |}
(
1 − |θ |)βp− np2 − p2 dθ  1.
Since βp − np2 − p2 < −1, the last inequality holds if and only if
βp − np
2
− p
2
+ 1 n− pn.
Thus, we have proven the necessity condition
1 − 1  β (5.3-1)
p 2 n− 1
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∣∣∣∣ βn− 1
for the Lp boundedness of Tβ for all 1 <p < ∞.
Clearly, (5.3-1) is also a necessary condition for the Hp boundedness of Tβ for 0 < p  1.
Otherwise, a complex interpolation used in Section 5.2 would yield a contradiction to the proven
case for p > 1.
5.4. Proof of Corollary 2
Again, we assume s = 1. The sufficiency part of the corollary is proved in [9]. To prove the
necessity part, it suffices to show that the operator Tn−1
2
is not bounded on L1. Using the same
proof as in Section 5.3, we find that Tn−1
2
is bounded on L1 only if
lim
ε→0
∫
E2∩{ε1−|θ |}
(
1 − |θ |)−1 dθ  1,
which is clearly not possible.
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