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Abstract 
This dissertation was written as a part of the MSc in Energy Systems at the International 
Hellenic University. The aim of the study is to explore the causal relationships between 
carbon dioxide emissions and economic growth in the United States during the period 
1960-2008. Cointegration tests and causality tests in a linear and non-linear framework 
are performed. The empirical results indicate the absence of cointegrating relationships 
between the variables. They also reveal no causality linkages within the linear or the 
non-linear context. The findings provide important policy implications with respect to 
environmental protection and sustainment of economic development. 
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1 Introduction 
Environmental degradation and climate change are both widely recognized problems. 
The evidence is overwhelming that drastic global action needs to be taken to avoid an 
irreversible disaster. The occurring change has already affected millions of people, be-
ginning with the vulnerable population in the developing world that are facing water 
shortages, floods and extreme weather events. As the world warms it is expected those 
phenomena to rise. 
The consumption of high amounts of energy that accompanies the rapid growth of 
economy worldwide, results in huge amounts of pollutants. According to the Stern Re-
view (2007) the cost of climate change internationally would have the same significance 
as 5% reduction in the global GDP each year forever with a possibility of reaching 20%. 
At the same time, appropriate action towards mitigating greenhouse gas emissions 
would cost only 1% of the global GDP per year. If no promptly action is taken, the tem-
perature would rise over 2oC with significant catastrophic results around the world. On 
the contrary, if the carbon dioxide equivalent can be stabilized between 450 and 550 
ppm, the worst impacts of climate change could be avoided.  
The anthropogenic carbon dioxide (CO2) is the major greenhouse gas. It is considered to 
be the primary factor in the increased environmental instability. The combustion of fos-
sil fuels is the main contributor, with an increasing impact from 1970 to the present day. 
In 1997, the Kyoto Protocol was introduced to the United Nations Framework Conven-
tion on Climate Change (UNFCCC) as an international environmental agreement 
against climate change. It entered into force in 2005 and had as an objective the reduc-
tion of greenhouse gases to an average of 5% lower than the 1990 levels, between 2008 
and 2012. Although highly criticized because of the lack of obligatory targets for the 
developing countries, it was one of the first and most significant attempts against pollu-
tion for the preservation of the environment and economic sustainability. 
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The focus of our study on the United States lies in the important role they play in the 
world energy markets. According to BP Statistical Review of World Energy 2012, the 
share of the US in the primary energy consumption is at 18.5 % of the world’s total 
primary energy consumption. Furthermore, the fair share in the production of fossil fu-
els is undisputable. Specifically, the US’s share in the oil production is 8.8% following 
a 20% in the natural gas production and a 14.1% in the coal production, of the world’s 
production rates. Clearly, US are a significant consumer and producer of energy that can 
affect greatly the world’s energy equilibrium. In addition, the US’s total carbon dioxide 
emissions from consumption rise to 17.7% in 2010 of the world’s total carbon emis-
sions (EIA, 2012). Its share has dropped from the 20.7% in 2006. 
The slight fall in the consumption of coal and an increase in the use of natural gas is the 
most important reason. The large amounts of shale gas in the market has forced the 
prices of natural gas to drop and thus making it a more desirable option than burning 
coal. Natural gas has a higher efficiency than coal and its use in a higher percentage can 
reduce the amount of carbon emission. Generally, it produces more power for each car-
bon dioxide molecule that is emitted into the atmosphere. Despite, the current trend for 
gas-fired power generation and a corresponding decline in coal-fired ones, the produc-
tion of coal continuous to be at the same levels. The surplus of coal is being exported. It 
can be said that the US are effectively exporting the coal-related emission to other coun-
tries.  
The above facts confirm that US is a major player in the world’s energy markets. De-
spite their significant role, their action against environmental degradation is minimum. 
The US did not ratified the Kyoto protocol and the efforts to adopt a domestic frame-
work to reduce carbon dioxide emissions are insignificant due to the alleged cost they 
may have on the economy.  
We can gather that the ramifications of any policy that affects the energy use patterns in 
the US would be imperative for the rest of the world. It is important to investigate the 
links between greenhouse gas emissions and economic growth before the 
implementation of energy policies. The aim of an effective policy is to protect the 
environment while at the same time trying to minimize the distortions in the economic 
growth of the country and reinforce the energy security. Many claim that the growth in 
carbon dioxide emissions can be attributed to economic growth and a forced reduction 
will come at a cost to economic development but without substantial evidence.  
  -3- 
The relationship between the carbon dioxide emissions, the most significant greenhouse 
gas, and economic growth has many implications for the realization of the policies. A 
joint economical and environmental policy being the more appropriate, it is important 
that the causality links between these two variables to be determined. Policy analysts 
need to be aware if carbon emissions stimulate or not the economic activities. Many 
studies in the subject proved that a common policy recommendation can not be applied 
across the countries due to different economic patterns.  
The findings vary depending on the time periods and the state of the considered 
economy. The nature of the long term relationship between the variables affects the 
decision making of each country for the most appropriate strategy against global 
warming. 
A range of options exists for the reduction of emissions. Increasing the efficiency and 
changing the demand are among those that do not affect the economic growth despite 
despite the possible causal linkanges between emissions and growth. Furthermore, more 
extensive introduction of renewables in the energy mix is big step towards that 
direction. Technologies like carbon capture and storage and emissions trading need to 
be implemented extensively since coal will continue to play an important role in the 
economies of both developed and developing countries (Stern, 2007).  
The study’s objective is to determine whether a reduction in the carbon dioxide 
emissions could undermine the economic growth in the US. We, therefore, examine the 
causal relationships between carbon dioxide emissions and economic growth. The 
findings could help provide a useful insight in the country’s current position on binding 
emission reduction commitments. If the economic growth is, indeed, associated with 
carbon dioxide emissions then the policy makers may face a difficult situation because a 
cut back in the emissions could aggravate the economy.  
In our study, we employ both a linear and a non-linear framework in order to examine 
the causality relationships between economic growth and carbon dioxide emissions for a 
period between 1960 and 2008. We evaluate the relationship, firstly, with a pair of 
cointegration techniques by Johansen (Johansen and Juselius, 1990) and by Engle and 
Granger (1987); and we proceed with examining the dynamic causal relationships using 
the Granger causality testing (Granger, 1969). In order to boost our results we also 
implement the Toda and Yamamoto causality testing (Toda and Yamamoto, 1995).  
-4- 
We proceed one step further, by testing the causality under a non-linear framework. We 
implement two non-linear causality tests by Hiemstra and Jones (1994) and by Diks and 
Panchenko (2005). 
To the extent of our knowledge, the current literature focuses mainly on the linear 
paradigm. We differentiate by supplementary testing the non-linear causality, in an 
effort to fill the void in the literature. We provide more conclusive results by 
incorporating the omitted non-linearities in the causal relationship between economic 
growth and emissions.  
Additionally, we aim to identify the nature of said causality. Through the spectrum of 
non-parametric tests, we plan on studying whether a presence of causality is in the 
conditional mean or in higher order moments.  
The remainder of the paper is structured as follows. The next section provides an 
overview of the existing literature on the subject. Section 3 presents the methodological 
framework that is used and analyses each test. In section 4 we introduce our data and 
the empirical application of the test on them. Section 5 presents a summary of the 
results and discussions. The last section concludes. 
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2 Literature Review 
The growing concern about environmental degradation and global warming along with the 
signing of the Kyoto protocol put pressure on the policy makers for effective regulations. In 
this direction, the investigation on the relationship between economic growth (hereafter also 
as GDP or income) and carbon dioxide emissions (hereafter as CO2 emissions or emissions) is 
very important. It is significant to examine whether a reduction on emissions would have a 
dampening effect on the economic growth of a country. Consequently, there exists a vast lit-
erature on that matter.  
 
The most common line of research focuses on the Environmental Kuznets Curve (EKC) hy-
pothesis. It postulates that the relationship between environmental degradation and economic 
growth presents an inverted U-shaped curve. The degradation initially increases with raise of 
economic growth until a threshold point and then it subsides with further increase. The turn-
ing point suggests that economic growth is the solution to the environmental problem along 
with the improvement of living standards. Empirically the results remain controversial.  
 
While many authors support the hypothesis with their findings, others reject it, providing in-
teresting explanatory comments. For example, according to Ansuategi and Escapa (2001), the 
inverted U-shaped curved does not hold in the case of CO2 emissions and greenhouse gases in 
general. They claim that the pollutants’ behavior can only be explained in a global level and 
not locally.  
 
The second line of research has as a focal point the causality relationships between income 
and emissions that is not explicitly discussed in the literature mostly focused on the EKC. In 
order to evaluate the link between the two, a methodology that allows finding the precedence 
between the variables is important. Many authors use a multivariate framework and incorpo-
rate energy consumption, electricity consumption, trade, and energy mix to their studies.  
 
There can be four cases in the causality scenario. Firstly, if there is a unidirectional causality 
from CO2 emissions to economic growth, meaning an increase in CO2 will lead in an increase 
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in the economic growth, then a policy that decreases the emissions can lead to a drop in the 
growth of the country. Secondly, if there is a causality running the other way around and an 
increase in the economic growth leads to an increase in CO2 emissions, a similar strategy may 
not impact negatively in the economic growth.  In the case of no causality between the vari-
ables a reduction in emissions, following an appropriate policy, may not affect the growth. On 
the other hand, it is also possible for a bi-directional causality present between the two. Again 
a reduction in CO2 emissions can be proved harmful for economic growth. Overall, any pre-
sumption of the direction of causality is possible to lead to erroneous policies. 
 
The empirical evidence with respect to the direction of the causality are mixed. The difference 
in causalities is to be expected due to each country’s idiosyncratic characteristics. Different 
energy mix, development stage, growth, regulatory aspects, technological aspects and many 
other factors can affect the identified causality inference. The findings may also differ accord-
ing to the econometric model used. Based on the direction, policy makers may be able to pro-
vide the best solution accordingly 
 
A brief presentation of past studies follows. 
 
Arouri et al. (2012) studied the relationship between economic growth and CO2 emissions in 
the Middle East and North African countries. They confirmed a cross-sectional correlation 
between the countries, something that was expected, due to the similar regulations among the 
countries present in several fields. They concluded that the inverted U-shaped hypothesis be-
tween per capita income and per capita pollution at a regional level was valid but not at the 
country level (except Jordan). They used panel error correction model for the estimation of 
the causality and found that there was indeed causality from GDP to CO2 emissions but it was 
dependable on the level of economic growth for each country in the short-run. Finally, they 
confirmed the joint movement of the variables in the long run for all countries except Tunisia.  
 
Friedl and Getzner (2002) contrary to the usual tactic of concentrating on developing coun-
tries addressed the case of Austria. They aimed at presenting a scenario for the EKC relation-
ship that could reflect the positions of industrialized countries. They chose the annual level of 
total emissions for the period of 1960-1999. They observed some structural breaks in the time 
series of CO2 emissions, with the oil price shock being the most significant. Many imple-
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mented energy policies, including Kyoto protocol had no impact. They rejected the inverted 
U-shaped EKC hypothesis but found evidence of an N-shaped relationship between the CO2 
emissions and GDP. 
 
A variety of papers have been published concerning China. Its rapid growth and great energy 
consumption with a significant reliance on coal is two of the reasons that China has become 
the leader in CO2 emissions worldwide (BP, 2012). China is confronted with the challenge of 
reducing its greenhouse gas emissions and maintaining its economic growth. Therefore, many 
authors, using a variety of methodologies, have tried to provide new insights and help the 
formulation and implementation of emission reduction policies. 
 
Chang (2010) investigated the causality with a multivariate cointegration test of CO2 emis-
sions (and energy consumption) in association with economic growth in China for the period 
between 1981-2006. The results of the study found a causality running from GDP to CO2 
emissions by using standard Granger causality test within an error correction (VECM) frame-
work. 
 
Another paper that focuses on China is by Blotch et al. (2011). Total emission data and real 
GDP data cover a period spanning from 1965 to 2008. The short-run and long-run causalities 
were captured by the error correction model (VECM). They found, among others, a direction 
from income to CO2 emissions between the variables. 
 
Zhang and Cheng (2009) examined the case of China with data from 1960 to 2007. They 
found a unidirectional causality from real GDP to energy consumption and from energy con-
sumption to CO2 emissions in the long run, using the Toda-Yamamoto (TY) procedure. They 
did not however, found a linkage between GDP and CO2 emissions. 
 
Wang et al. (2011) differentiated themselves from the previous studies by using panel data 
analysis and by including the square of real GDP in their variables. They rejected the EKC 
hypothesis since they found a U-shaped relationship between growth and emissions. In the 
long-run, their results showed a causality from economic growth and energy consumption to 
CO2 emissions and from CO2 emissions and economic growth to energy consumption. 
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Another paper on China is from Pao et al. (2011). The paper employed the nonlinear grey 
Bernoulli model (NGBM) for forecasting the relationship between emissions and economic 
growth, along with energy consumption. They rejected the EKC hypothesis, since for the pe-
riod of 1980-2008 their data indicated a monotonic increase in the relationship between CO2 
emissions and GDP. Their cointegration results showed that real output has an impact on 
emissions as long as the energy consumption remains the same. 
 
Fei Li et al. (2010) studied 30 provinces of China for a period of 22 years. They used panel 
cointegration test by Pedroni and found that an 1% increase in GDP per capita leads to almost 
0.50% increase in energy consumption and a 0.41-0.43% increase in CO2 emissions. 
 
Jalil and Mahmud (2009) were among the first to examine the validity of EKC hypothesis in 
the case of China. They used an autoregressive distributed lag framework with per capita CO2 
emissions, for the environmental degradation side and per capita GDP for economic growth. 
The findings supported the EKC hypothesis. With respect to the causality inference, they 
found one-way standard linear causality from GDP to CO2 emissions. 
 
A very important study is by Soytas et al. (2006) that investigated the case of the US and the 
effect that energy consumption and income could have on CO2 emissions. They used the 
Toda-Yamamoto procedure to test for the causality between the variables in order to avoid 
pre-test bias. The results showed no evidence of causality between CO2 emissions and in-
come but a unidirectional causality from energy consumption to CO2 emissions. Hence, envi-
ronmental policies need to focus on reducing energy consumption for a drop in CO2 emission 
prices. 
 
For the same country, Menyah and Wolde-Rufael (2010) explored the relationship between 
the CO2 emissions and nuclear energy consumption parallel to the real GDP. The main focus 
was to prove the hypothesis that nuclear and/or renewable energy consumption could help 
reduce CO2 emissions. At the same time they tested the causality between GDP and CO2 
emissions using the Toda and Yamamoto (TY) model, and found a bi-directional causality. 
 
A different paper by the same authors (Menyah and Wolde-Rufael, 2010), examined the rela-
tionship between economic growth, energy consumption and emissions in South Africa. They 
used the Pesaran et al. (2001) cointegration approach and the Toda and Yamamoto Granger 
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causality test and found a uni-directional causality from CO2 emissions to economic growth, 
from energy consumption to economic growth and from energy consumption to CO2 emis-
sions. The findings suggest that an attempt to reduce the emission levels may lead to a sacri-
fice of economic growth. They complemented their findings by gauging the strength of the 
causality beyond the sample period with the generalized impulse response approach as pro-
posed by Pesaran and Shin (1998) and found it mildly supporting of the results by the Granger 
causality testing. 
 
The study of Lotfalipour et al. (2010) concentrated on the causal relationships between eco-
nomic growth, emissions and fossil fuel consumption in Iran. Their results showed that there 
was a directional causality from GDP to CO2 emissions. Furthermore, they showed that there 
was causality running from GDP to energy consumption. The total fuel consumption rate did 
not affect CO2 emissions. 
 
Kim et al. (2010) studied the interdependence of emissions and economic growth in the case 
of Korea. They used a smooth transition autoregressive model (STAR) to capture the nonline-
arity of the time series. The findings indicate that there was bi-directional causality between 
CO2 emissions and economic growth. When the linear Granger causality tests were imple-
mented the authors found no causality. They accepted the nonlinearity in the dynamics of the 
variables.  
 
Ozturk and Acaravci (2010) focused on the causal relationship between economic growth, 
energy consumption, employment ratio and CO2 emissions in the case of Turkey. Their ap-
proach was to test the cointegration using the ARDL model and to find the direction of the 
causality between the variables with error-correction based Granger causality models. Their 
findings indicate that there were no evidence of causality between GDP per capita and CO2 
emissions per capita. They concluded the same for the rest of the variables as well. 
 
One more study for Turkey is by Halicioglu (2009), which also examined the causal relation-
ships between CO2 emissions, energy consumption and income. The data were from the pe-
riod 1960-2005. He also included foreign trade into his approach. He argued that pollution 
generated in other countries during the production of the goods should be added into the same 
framework. Firstly, he rejected the EKC hypothesis and then proceeded with the ARDL coin-
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tegration procedure and Granger causality testing. The tests indicate a bi-directional causality 
between CO2 emissions and income in the short-run and in the long-run. 
 
For the case of India, Alam et al. (2011) examined the causal relationships between energy 
consumption, CO2 emissions and income. They used aggregated data, to avoid scaling the 
variables down, from 1971 to 2006 and applied the Toda and Yamamoto framework. The re-
sults showed no causality between energy consumption and income and a bi-directional cau-
sality between energy consumption and CO2 emissions. Most importantly the evidence 
proved no causality in either direction between emissions and income in the long-run, al-
though an interaction was present in the short-run. They proceeded with the Generalized Im-
pulse Response function (GIRF), in order to measure the strength of the causality in a period 
outside the sample and how the variables responded to innovations. They observed an interac-
tion between income and CO2 emissions, contrary to the causality results that die out in the 
short-run. 
 
The same authors (Alam et al., 2012) examined the existence of causality for the same vari-
ables (they included electricity consumption) in Bangladesh. They applied the Johansen coin-
tegration test, supplemented it with the ARDL approach and proceeded to Granger causality 
test in a vector error correction modeling framework. The results indicate a unidirectional 
causality running from CO2 emissions to GDP both in the short-run and in the long-run. 
 
Furthermore, Ghosh (2010) used ARDL bounds testing approach as well as the Johansen pro-
cedure in the case of India. He included energy supply, investment and employment in his 
multivariate framework. He could not establish a long-run causality between CO2 and GDP. 
In the short-run the study found a bi-directional relationship between the two, meaning that a 
reduction in India’s CO2 emissions could affect economic growth as a first response. 
 
Hamit-Haggar (2011) undertook the case of the Canadian industrial sector, examining the 
causal relationships between the variables. He tested for a cross-section dependence in the 
data before running the appropriate causality tests after the confirmation. The results specified 
a unidirectional Granger causality running from energy consumption and economic growth to 
greenhouse gas (GHG) emissions in the long-run. There was also a weak causality running in 
the same direction in the short-run. Also, a weak causality was present from GHG emissions 
to energy consumption. 
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Hatzigeorgiou et al. (2010) examined the causality between GDP, energy intensity and CO2 
emissions in Greece. The results showed a strong long-run Granger causality running from 
GDP to CO2 emissions. Additionally they concluded that there was a uni-directional causality 
from GDP to energy intensity and a bi-directional between CO2 emissions and energy inten-
sity. Furthermore, they used a Variance Decomposition Analysis (VDA) by Choleski to show 
the impact of one variable to another. Specifically, they found that 17% of futures distur-
bances in CO2 emissions were the result of changes in the GDP and energy intensity had a 
strong impact as well.  
 
The study by Al-mulali et al. (2012) focused on the financial development of 19 countries and 
the causal relationships between energy consumption and CO2 emissions. Using the Pedroni 
cointegration test the findings pointed out to a long-run relationship between CO2 emissions 
and financial development. The Granger causality test showed a two-way relationship be-
tween GDP per capita and CO2 emissions. 
 
Ang (2007) examined the case of France under the same scope. The findings pointed to a uni-
directional causality from economic growth to emissions growth and provided some support 
of the EKC hypothesis.  
 
Coondoo and Dinda (2002) implemented Granger causality testing to cross-country panel data 
on per capita income and on per capita CO2 emissions. They included 88 countries in their 
research, separated in the groups of: North America, South America, Western Europe, Eastern 
Europe, Oceania, Japan, Asia etc. They used data with a range from 1960-1990. For the de-
veloped countries on North America and Western Europe they found causality running from 
emissions to income. A causality in the opposite direction was found for Central and South 
America, Oceania and Japan. For the country groups of Asia and Africa the causality was 
found to be bidirectional. The same authors later on (Coondoo and Dinda, 2005) used the 
same time series to test for the cointegration relationships between the variables. In order to 
study the empirical validity of the Environmental Kuznets Curve hypothesis they focused on 
the long run concept that underlies the hypothesis. They found cointegration for all the coun-
try-groups except: North America, South America, Asia and Oceania, by implementing the 
Engle-Granger cointegration approach. Finally, they used the VECM model to explore the 
dynamics in the groups that cointegration was obtained. 
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A paper by Apergis and Payne (2009) extended the work of Ang (2007) for Central America 
in a parallel approach with a panel data framework. They supported the EKC hypothesis of an 
inverted U-shape relationship between CO2 emissions per capita and GDP per capita. The 
causality in the short-run had a direction from real output to emissions and an absence of cau-
sality pervaded the long-run dynamics. 
 
Shahbaz et al. (2012) made an effort to investigate the relationship between CO2 emissions, 
energy consumption, economic growth and trade in Pakistan. They employed the ARDL and 
the Gregory-Hansen cointegration tests and managed to confirm the EKC hypothesis for their 
data. In the next step of their research, they run a Granger causality test and found that real 
GDP causes CO2 emissions both in the short and in the long-run.  
 
Xiumei et al. (2011) on their point of view did not concentrate on a specific country, or coun-
tries for that matter, but on resource-dependent cities, with large energy consumption that face 
pressures to reduce emissions. They used Zibo city (China) as typical example. From the test 
results on Granger causality, they found one running from GDP per capita to CO2 emissions.  
 
The study of Pao et al. (2011) for Russia, applied cointegration tests to find the impact of out-
put on emissions and to support or reject the EKC hypothesis. The results showed a negative 
impact on emissions from the real output, thus, rejecting the hypothesis. In the causality part 
of the study they found a bidirectional Granger causality between CO2 emissions, GDP and 
energy use.  
 
In the same conclusion for the causality relationships between the aforementioned variables 
reached Pao and Tsai (2011) for Brazil, although they rejected the EKC hypothesis. However, 
according to the data, Brazil had not crossed the threshold point until 2007. It is worth men-
tioning that their results illustrated energy consumption variable to have higher impact on 
CO2 emissions than real GDP. 
 
A range of econometric techniques has been employed to test the relationship between CO2 
emissions and income. The results vary, depending on the country and its stage of develop-
ment, the frequency of the data and the methodologies.  
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A table is following with a review of the papers examined. It includes countries, publication 
dates, methodologies and causality directions. 
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Table 2.1: Causality inference in the literature 
Source Country Period Methodology Causality (CO2 -GDP) 
Chang (2010) China 1981-2006 VECM 
Johansen Cointegration 
GDP⇾ CO2 
Bloch et al. (2011) China 1965-2008 Johansen Cointegration 
VECM 
GDP⇾CO2 
Other causalities 
Arouri et al. (2012)* Middle East 
North African Countries 
1981-2005 Cross Correlated Effects 
(CCE) cointegration 
procedure by Pesaran 
Panel ECM 
GDP⇾CO2 
Zhang and Cheng (2009) China 1960-2007 TY method Other causalities 
Menyah and Wolde-Rufael 
(2010) 
US 1960-2007 TY method GDP ⇿ CO2 
Other casualties  
Lotfalipour et al. (2010) Iran 1967-2007 TY method GDP⇾CO2 
Other causalities 
Li et al. (2010) China 1985-2007 Panel cointegration by - 
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Table 2.1: Causality inference in the literature 
Source Country Period Methodology Causality (CO2 -GDP) 
Pedroni 
Kim et al. (2010)  Korea 1992-2006 STAR model 
(Nonlinearity) 
GDP⇿CO2 
Ozturk and Acaravci 
(2010)* 
Turkey 1968-2005 ARDL 
ECM 
No causality 
Other causalities 
Alam et al. (2011) 
 
India 1971-2006 TY model No causality 
Other causalities 
Hamit-Haggar (2011) Canada 1990-2007 Panel cointegration by 
Pedroni 
Panel ECM 
GDP⇾GHG 
Other causalities 
Halicioglu (2009)* Turkey 1960-2005 ARDL 
VECM 
GDP⇿CO2 
Other causalities 
Hatzigeorgiou et al. (2010) Greece 1977-2007 
 
Johansen Cointegration 
VECM 
Variance Decomposition 
GDP⇾CO2 
Other causalities 
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Table 2.1: Causality inference in the literature 
Source Country Period Methodology Causality (CO2 -GDP) 
Analysis (VDA) by 
Choleski 
Ghosh (2010) India 1971-2006 ARDL 
Johansen Cointegration 
VECM 
Short-run: GDP⇿CO2 
Long-run: no causality 
Other causalities 
Wang et al (2011)* China 1995-2007 Panel cointegration by 
Pedroni 
Panel VECM 
GDP⇾CO2 
Other causalities 
Al-mulali et al. (2012) 19 countries  1980-2008 Pedroni cointegration test 
VECM 
GDP⇿CO2 
Other causalities 
Soytas et al. (2006)* US 1960-2004 TY model No causality 
Other causalities 
Ang (2007)* France 1960-2000 ARDL 
VECM 
GDP⇾CO2 
Other causalities 
Alam et al. (2012) Bangladesh 1972-2006 Johansen Cointegration GDP⇽CO2 
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Table 2.1: Causality inference in the literature 
Source Country Period Methodology Causality (CO2 -GDP) 
ARDL 
VECM 
Other causalities 
Apergis and Payne 
(2009)* 
Central America 1971-2004 Panel cointegration by 
Pedroni 
Panel VECM 
Sr:GDP⇾CO2 
Lr: no causality 
Other causalities 
Menyah and Wolde-Rufael 
(2010) 
South Africa 1965-2006 ARDL 
TY model 
GDP⇽CO2 
Other causalities 
Pao and Tsai (2011)* Brazil 1980-2007 Johansen Cointegration 
VECM 
GDP⇿CO2 
Pao et al. (2011)* Russia 1990-2007 Johansen Cointegration 
VECM 
GDP⇿CO2  
Coondoo and Dinda 
(2008)* 
 
World and 
Africa, America, Asia, 
Europe 
1960-1990 Johansen Cointegration 
 
- 
Coondoo and Dinda Africa 1960-1990 Granger causality GDP⇿CO2 
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Table 2.1: Causality inference in the literature 
Source Country Period Methodology Causality (CO2 -GDP) 
(2002)* 
>> North America >> >> CO2⇾GDP 
>> Central America >> >> GDP⇾CO2 
>> South America >> >> GDP⇾CO2 
>> Japan >> >> GDP⇾CO2 
>> Asia >> >> GDP⇿CO2 
>> East Europe >> >> CO2⇾GDP 
>> West Europe >> >> CO2⇾GDP 
>> Oceania >> >> GDP⇾CO2 
Coondoo and Dinda 
(2006)* 
Africa 1960-1990 Engle-Granger 
Cointegration 
VECM 
GDP⇿CO2 
>> Central America >> >> GDP⇾CO2 
>> Europe >> >> CO2⇾GDP 
Shahbaz et al. (2012)* Pakistan 1971-2009 ARDL GDP⇾CO2 
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Table 2.1: Causality inference in the literature 
Source Country Period Methodology Causality (CO2 -GDP) 
VECM 
Gregory-Hansen 
Cointegration  
Other causalities 
Xiumei et al. (2011)* Zibo City, China 1999-2009 Johansen Cointegration 
VAR 
GDP⇾CO2 
Jalil and Mahmud (2009)* China 1975-2005 ARDL 
ECM 
GDP⇾CO2 
 
 
 
*Test the Environmental Kuznets Curve hypothesis 
1VECM: Vector Error Correction Model 
2ARDL: Autoregressive Distributed Lag Model 
3TY: Toda-Yamamoto 
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3 Data and Methodology 
The objective of this study is to investigate the causality relationships between the CO2 
emissions and Gross Domestic Product in the US. We utilize annual time series data for 
CO2 emissions and Gross Domestic Product (GDP) for the US. The CO2 emissions are 
in kilotons and are used as a proxy for environmental pollution. The GDP is in constant 
2000 US$ and it is used as a proxy for economic growth. All data are converted in 
natural logarithms for modeling purposes and can be interpreted in growth rates (Fig. 
3,4). 
Many debates have arisen in the literature about the use of total or per capita data. We 
chose total data because in a single country, dividing by the population number only 
scales the variable down (Soytas et al., 2006). Another reason, as Friedl and Getzner 
(2003) argue, is that the Kyoto protocol calls for a reduction in the percentage of 
emissions from their total numbers rather than their per capita.  The period covered is 
from 1960 to 2008 based on the data availability. All the data are collected from the 
World Development Indicators (WDI) databank of the World Bank1.  
The following figures provide a graphical representation of the data. Figure 1 and 2 
show the CO2 emissions and GDP. We notice an upward trend both for CO2 emissions 
and GDP. Figure 3 and 4 present the growth rates of the data over time. Before 
proceeding with the stationarity test we can speculate based on the graphs that the 
growth rates of both variables are stationary. 
 
 
 
 
 
 
 
1see: http://data.worldbank.org/ 
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Figure 1: CO2 emissions in kt 
 
 
Figure 2: GDP in constant 2000 US$ 
 
 
 23 
Figure 3: CO2 growth rates 
 
Figure 4: GDP growth rates 
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3.1 Stationarity 
 
The first step towards our goal to assess the time series for causal relationships is to 
indentify the exact order of integration of the involved variables. The order of 
integration, presented as I(d), represents the number of times (d) that a series must be 
differentiated to become stationary. The appearance of an I(0) from an I(1) series is 
different. An I(0) series is stationary, with a constant mean that is crossed frequently. In 
contrast, an I(1) series is characterized by long-run swings. 
The formal method of testing for the stationarity of a series is a unit root tests and 
stationarity tests. The number of unit roots is the order of integration for the series. 
Before we proceed it is necessary to determine if the data should be differenced or 
regressed to render them stationary. 
We conduct the following tests: The augmented Dickey-Fuller (ADF), the Phillips-
Perron (PP) test and the Kwiatkowski-Phillips-Schmidt-Shin (KPSS). Moreover, we 
proceed with the Perron test for one structural break. 
The ADF and PP test are designed on the basis of the null hypothesis that the series 
have a unit root. The PP test, although equivalent to the ADF, differs in how it deals 
with heteroskedasticity and serial correlation in the error term, giving it an advantage. 
The KPSS on the other hand is based on the null hypothesis that the series are I(0). It is 
used to complement the ADF and PP test and have robust results because of its higher 
power of rejecting the null. 
The next step includes the Perron unit root test that takes into account the possibility of 
one endogenously determined structural break. The implementation of this test is 
necessary since the ADF and PP tests are biased towards the acceptance of non-
stationarity in the case of structural breaks. 
The basic unit root theory considers the following process: 
yt = ρyt−1 + ′xtδ + ε t                  (3.1) 
where xt are optional exogenous regressors that may consist of a constant, or a constant 
and a trend. ρ  and δ  are parameters to be estimated, and the ε t are assumed to be 
white noise. If | ρ |≥1 , y is a nonstationary series and the variance of y increases with 
time. If | ρ |<1 , y is a stationary series (or trend-stationary). 
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The null hypothesis: Η0 :ρ = 1is tested against the alternative Η1 :ρ <1 . In the case of 
a stationarity test like KPSS the null hypothesis of Η0 :ρ <1  is tested against the 
Η1 :ρ = 1 . 
The Augmented Dickey-Fuller test (Dickey and Fuller, 1981) is carried out by the 
equation (3.2) that is used to test the null hypothesis (3.3) using the t-ratio (3.4) 
Δyt = ayt−1 + ′xtδ + β1Δyt−1 + β2Δyt−2 + ...+ β pΔyt−p +υt              (3.2) 
where, a = ρ −1 .  
The null hypothesis and the alternative are: 
Η0 :α = 0
Η1 :α < 0
                   (3.3) 
and are evaluated using the conventional t-ratio for : 
 ta = a / (se(a ))                   (3.4) 
where,  a  is the estimate of a  and  se(a )  is the coefficient standard error. 
Phillips and Perron (1988) suggested a nonparametric approach of controlling for serial 
correlation when testing for a unit root. Their method estimates the following equation 
that represents the non-augmented DF test: 
Δyt = ayt−1 + ′xtδ + ε t                   (3.5) 
They use a modified t-ratio of the a  coefficient to avoid any effect the serial correlation 
may have on the asymptotic distribution. The test is based on the statistic: 
 
ta = ta (
γ 0
fo
)1/2 − T ( f0 −γ 0 )(se(a
 ))
2 f01/2s
               (3.6) 
where,  a  is the estimate of a  and  se(a )  is the coefficient standard error, s is the 
standard error of the test regression, γ 0  is a consistent estimate of the error variance in 
equation (3.5) and f0  is an estimator of the residual spectrum at zero frequency. 
Kwiatkowski, Phillips, Schmidt and Shin (KPSS) (1992) suggested an alternative test 
where the series is assumed to be stationary under the null. The statistic is based on the 
residuals from the OLS regression of yt  on the exogenous variable xt : 
yt = xt′δ + ut                      (3.7) 
and the LM statistic is: 
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LM = S(t)2 / (T 2 f0 )
t
∑                    (3.8) 
where f0  is an estimator of the residual spectrum ate frequency zero and S(t) is a 
cumulative residual function: 
 
S(t) = u r
r=1
t
∑                     (3.9) 
based on the residuals ut = yt − ′xtδ(0) . 
Perron (1989) argued that the standard ADF tests are biased in the presence of a 
structural break. His procedure is based on the modified Dickey-Fuller test with the 
inclusion of dummy variables to account for an exogenous structural break. The test 
estimates three equations for three different kinds of structural breaks. A model that 
allows for a break in the level of series (3.10), a model that allows for a break in the 
slope (3.11) and a model that allows for both to take effect at the same time (3.12).  
xt = a0 + a1DUt + d(DTB)t + βt + ρxt−1 + ϕiΔxt−1 + et
i=1
p
∑          (3.10) 
xt = a0 + γ DTt* + βt + ρxt−1 + ϕiΔxt−1 + et
i=1
p
∑             (3.11) 
xt = a0 + a1DUt + d(DTB)+ γ DTt* + βt + ρxt−1 + ϕiΔxt−1 + et
i=1
p
∑
     
  (3.12) 
where, DUt is a dummy that represents a change in the level; DUt = 1if t > TB , and 
zero otherwise; DTt* is the slope dummy for a change in the slope of the trend function; 
DTt* = t if t > TB , or zero otherwise; DTB is the crash dummy (for a break in level) that 
equals one if t = TB +1and zero otherwise. TB is the break date. For each of the models 
the null hypothesis is this of a unit root with a break. 
 
3.2 Cointegration 
 
It is important to verify the presence or absence of cointegration, before we proceed any 
further. The concept of cointegration is the co-movement of the time series. The 
variables may drift apart over time while other pairs can be expected to move together 
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without wandering off. A co-movement of this kind implies the presence of causality 
relationships between the variables in at least one direction. Causality is a form of 
relatedness as well, although in a weaker form, between the series in the sense that the 
prediction of a variable is more accurate with the use of past values from the other 
variable than without.  
The occurrence of cointegrated relationships affects the way in which the causality test 
is performed. Engle and Granger (1987) proved that a linear combination of two non-
stationary series can be stationary and if such stationarity exists, the series are 
cointegrated. In order to test for cointegration the series must have the same order of 
integration, thus, the unit root tests performed in the first step. Furthermore, controlling 
for cointegration is important because it affects the choice of the model to use for 
causality testing.  
If the variables are proved to be cointegrated the vector auto-regression (VAR) model 
can be misspecified and may result in incorrect reference. In that case an error 
correction model (VECM) should be applied for the causality testing. The causality 
inferred from a VECM model may be different from the standard Granger causality 
testing under a VAR. The additional error correction term takes into account the long 
run equilibrium that is proved to exist from cointegrated variables. On the contrary, the 
Granger causality under a VAR considers only the short term movements.  For a model 
with two variables E  and Y , the VECM can be presented as follows: 
ΔYt = β1 + β2ΔYt−i +
i=1
l
∑ β3ΔEt−i +
i=1
l
∑ β4ε t−1 + ut           (3.13) 
where, β  are the parameters to be estimated, Δ  is the first difference operator, l  is the 
selected lag length, u  is an uncorrelated error term and ε  is the error correction term 
derived from the cointegration relationship.  
The VECM describes the process where the series adjust over time to maintain the 
equilibrium in the cointegration relationship. At the same time it captures the long-run 
dynamics of the cointegrated variables.  
The general cointegrating regression for series Yt and Et  with the same order of 
integration, using ordinary least squares (OLS) can be performed as: 
Yt = a0 + a1Et + ε t                   (3.14) 
where a0 and a1  are parameters to be estimated and ε t  is a stationary series.  
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We test for cointegration using (i) the Engle and Granger (1987) and (ii) the Johansen 
(1988) and Johansen and Juselius (1990) approach for the VAR, constructed in the non-
stationary variables. 
 
3.2.1 Johansen Cointegration test 
 
Johansen cointegration (Johansen and Juselius, 1990) test can be applied to non-
stationary series with the same order of integration. It is based on an unrestricted vector 
auto-regression (VAR) model:  
Yt = aiYt−i + bEt +
i=1
l
∑ ut                  (3.15) 
where, Y  is the k-vector of non-stationary variables, E  is a d-vector of deterministic 
variables, l  is the lag length and u  is a vector of innovations. It can be rewritten as: 
ΔYt = Yt−1 +∏ Γ iΔYt−i + bEt +
i=1
l−1
∑ ut                (3.16) 
where: Π = ai − I
i=1
l
∑ and Γ = − aj
j=i+1
l
∑                 (3.17) 
If ΔYt is stationary then Π will be a zero matrix except when a linear combination of the 
variables in Yt  is stationary. So, our interest is in testing the rank of matrix Π that 
contains long-run information. If the rank equals to zero then we can gather that none of 
the linear combinations are stationary and an unrestricted VAR can be estimated to 
point out the short-run dynamics only. Another case is if, according to the Granger 
representation theorem, the coefficient matrix Π has reduced rank r < k , then there 
exists k × r matrices γ  and δ  with rank r  that Π = γ ′δ and ′β Yt is stationary. r  is the 
number of cointegrating relations and each column of  is the cointegrating vector. 
Johansen’s method is to estimate the Π matrix from a VAR and to test if the restriction 
from the reduced rank of Π can be rejected. 
There are two methods of testing for the reduced rank, the trace test and the maximum 
eigenvalue. We use the trace statistic: 
 
λtrace = −T ln(1− λ i
2 )
i=r+1
n
∑                   (3.18) 
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where, λi  it the estimated ordered eigenvalue found from the estimated matrix and T is 
the number of usable observations after the lag adjustment. The null hypothesis tested is 
that the number of distinct cointegrating vector (r)  is less than or equal to r , against a 
general alternative. 
 
3.2.2 Engle and Granger Cointegration test 
 
The Engle-Granger test for cointegration uses the null hypothesis of no cointegration 
between two I(1) variables. Engle and Granger (1987) used ordinary least squares 
(OLS) to estimate the coefficients of a static relation between the variables (eq. 3.14) 
and continued with unit root tests to the regression residuals. Specifically, they used a 
parametric, augmented Dickey-Fuller (ADF) approach (eq. 3.2). The rejection of the 
hypothesis of a unit root provides evidence of cointegrating relations.  
 
3.3 Granger Causality 
 
The standard Granger causality testing (Granger, 1969) is used to identify the possibility 
of a causal relationship between the variables. The test approaches the question of 
whether past values of Y  can predict future values of another variable E , for stationary 
series, I(0). Depending on the presence or lack of cointegrated relationships the 
procedure takes place in a VAR or a VECM (eq. 3.13) framework.  
In the absence of cointegration the linear Granger causality testing is constructed in a 
VAR. The mathematical representation of the model is given as follows: 
Yt = aiYt−i + ut
i=1
l
∑                     (3.19) 
where, Yt  is the vector of all the endogenous variables, l  is the selected number of lags, 
ai  are the matrices of coefficients to be estimated and ut  the error term that is assumed 
to be serially uncorrelated with zero mean and constant variance. 
 
Particularly, for a biviariate model the following regression is taking place: 
 30 
 
Yt = a0 + a1Yt−1 + ...+ alYt−1 + β1Et−1 + ...+ βlEt−l + ε t       (3.20) 
Et = a0 + a1Et−1 + ...+ alEt−1 + β1Yt−1 + ...+ βlYt−l + ut        (3.21) 
The test to find whether E  Granger causes Y  (or Y  causes E ) is a test of the joint 
hypothesis for the lagged coefficients: 
β1 = β2 = ...= βl = 0                    (3.22) 
and the alternative is that at least one is different from zero. The null hypothesis of no 
Granger causality can be rejected if the alternative is proven. To sum up, the Granger 
causality test can rise to the following conclusions: (i) E causes Y, but Y does not cause 
E; (ii) Y causes E, but E does not cause Y; (iii) E causes Y and vice versa; and (iv) 
neither Y causes E nor E causes Y. In cases (i) and (ii) a unidirectional causation is 
running and in case (iii) the causality is bidirectional. Lastly, the last conclusion does 
not indicate a causal relationship between Y and E.  
The lag length, l , corresponds to the beliefs of the length of time over which one 
variable can help predict the other.  
In case the series are found to be cointegrated the VAR model needs to be replaced with 
the VECM as it was mentioned before. Equation 3.13 is appropriate in this case. Under 
a VECM framework the short-run Granger causality test is carried out via the same path 
as the VAR model. The long-run causality is tested via the null hypothesis of the 
coefficient of the error correction term being zero (β4 = 0) . Finally, for the strong 
causality, the null hypothesis that the coefficients of the exogenous variables and the 
error correction term’s coefficient are equal to zero is being tested. The rejection of the 
hypothesis is a sign of strong causality. 
 
3.3.1 Toda and Yamamoto Causality 
 
An often-used methodology for testing the causality is the Toda-Yamamoto (Toda and 
Yamamoto, 1995) approach. As Toda and Yamamoto (1995) pointed out the lack of 
pre-testing for cointegration aids in avoiding pre-test biases. The presence of unit roots 
under the scope of the standard Wald statistics based on the OLS level of a VAR model 
for testing coefficient restrictions, may have non-standard asymptotic distributions. It 
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cannot be applied to mixed integration orders, i.e. Johansen model. The Toda 
Yamamoto (hereafter TY) method is used “whether the variables may be stationary 
(around a deterministic trend), integrated of any arbitrary order or cointegrated of any 
arbitrary order”. The possibility of applying the augmented VAR model of TY for any 
level of integration or cointegration makes it more appealing. The implementation of 
VAR in levels helps to avoid any loss of information. All in all we can say that it can be 
considered as the long run causality test of the coefficients of the VAR. 
The VAR, in this case, is estimated on a lag length that is the sum of the optimal lag 
length that can be found under the other circumstances (l) and the maximum order of 
integration of the variables (dmax). The procedure is valid for l ≥ d . The model of a 
bivariate VAR was presented above (eq. 3.20 and 3.21).  
The steps of the procedure are the following: (i) finding the maximum order of if 
integration (ii) determining the optimal lag length of the VAR model (iii) estimating the 
new augmented VAR with lag length l + k  (iv) checking the robustness of the 
augmented VAR by diagnostics tests due to the sensitivity of the procedure to the lags 
(v) performing a modified WALD test (MWALD) on the first k  parameters instead of 
all in the augmented VAR, the statistics follow an asymptotic Chi-square distribution. 
 
3.4 Non-linear approach 
 
The causality discussed until now is based on the assumption of linearity. Although the 
assumption is pretty appealing for the simplicity of the Granger test, its power 
compared to the nonlinear alternatives is low (Baek and Brock, 1992). 
The testing of causality via a non-parametric approach presents more robust results. The 
sense of the robustness lies in the fact that this approach manages to identify correctly 
the causality where the causality is non-linear in nature. On the other hand, in case the 
variable do not have non-linear aspects the power of a non-parametric procedure is 
small. Under this scope we initiate with a test on the presence of nonlinearities (BDS 
test). 
We carry on testing for nonlinear causality with the use of the nonparametric causality 
tests by Hiemstra and Jones (1994) and Diks and Panchenko (2006) on the stationary 
time series. In case the results show causal relationships running to either direction we 
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want reassurance that it is strictly nonlinear in nature. Therefore, we filter each of our 
series through a VAR or a VECM model. The residuals are purged of linear dependence 
and we can proceed with the non-parametric causality testing.  
Finally, we filter the data through a Garch-Bekk (1,1) model in order to discover if a 
nonlinear causality is present in higher order moments. 
We perform the Hiemstra and Jones (1994) and the Diks and Panchenko (2006) tests for 
nonlinear dynamic causal relationship between our variables. 
 
3.4.1. Testing for non-linear dependence 
 
Brock et al. (1996) suggested the BDS test to confirm the presence of nonlinearities at 
the time series. It is implemented to the residuals of a VAR (or VECM) framework. The 
residuals are liberated from the linearities. The focus of the test is to determine whether 
these residuals are independent and identically distributed (i.i.d.). Specifically, it should 
be ascertained that, for a set of observations, the probability of their distance (θ ) 
remains constant. 
For a k -dimensional Zt  series, the BDS test indentifies the sets in the sample that 
satisfy the θ condition through the following correlation integral: 
 
C k ,n (θ ) = 2(n − k +1) I(Zt+ j
k Zs+ jk )
j=0
k−1
∏
t=s+1
n−k+1
∑
s=1
n−k+1
∑           (3.23) 
where, the indicator function of I(Zt+ jk Zs+ jk )  takes the value of 1 if Zt+ jk ,Zs+ jk ≤θ  and 0 
if Zt+ jk ,Zs+ jk ≥θ . Zt+ jk ,Zs+ jk  is the Euclidean distance between Zt+ jk  and Zs+ jk . 
Brock et al. (1996) demonstrated that in order to test the assumption of independence 
the B statistic (eq. 3.24) follows the standard normal distribution. 
 
B = ( n − k −1)C
 k ,n (θ )−C1,n−k+1(θ )k
Sk ,n (θ )
D⎯ →⎯ N(0,1)            (3.24) 
where, Sk ,n (θ )  is the standard deviation estimator. 
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3.4.2. Hiemstra and Jones non-linear Causality 
 
The test by Hiemstra and Jones (1994) is a non-parametric test for the nonlinear 
dynamic causal relationship between two variables based on the Baek and Brock (1992) 
test.  The modification lies in the fact that the Hiemstra and Jones (1994) test does not 
rely in the assumption that the time series have to be mutually and individually 
independent and identically distributed (i.i.d). A weak temporal dependence is allowed. 
The test is applied firstly to the raw differenced series and then to the delinearized 
series, through a VAR-filtering (or VECM-filtering) and finally through Garch-Bekk 
filtering. The intent is to find whether past values affect present and future values and 
determine the causal dependence. 
For two stationary and yearly time series Yt  and Et  let Zlk to be the k-length lead factor 
of Yt , Elle  the le -length lag vector of Et and Ylly  the ly -length lag vector of Yt , with 
le,ly ≥1 . The time subscript is dropped since the null hypothesis is a proposition about 
the invariant distribution of the vector Xt = (Ele ,Y ly ,Ztk ) . It is assumed that k = 1and we 
set le = ly = 1 for shortness. Given the prementioned definitions the null hypothesis of no 
causality is: 
fE ,Y ,Z (e, y, z)
fE ,Y (e, y)
=
fY ,Z (y, z)
fY (y)
           (3.25)  
 or 
fE ,Y ,Z (e, y, z)
fY (y)
=
fE ,Y (e, y)
fY (y)
fY ,Z (y, z)
fY (y)
           (3.26) 
For a small positive value of θ , Hiemstra and Jones (1994) supported that the non-
Granger cause relationship shown in the first equation implies the ratios of joint 
probabilities: 
CE ,Y ,Z (θ )
CE ,Y (θ )
=
CY ,Z (θ )
CY (θ )
           (3.27)   
or 
 
CE ,Y ,Z (θ )
CY (θ )
=
CY ,Z (θ )
CY (θ )
CY ,E (θ )
CY (θ )
          (3.28) 
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where, CW , with W as any vector, denotes the probability of identifying two 
independent realizations of the W vector within a distance equal or smaller to θ . The 
general formula for the CW (θ ) correlation integral is the following: 
 
CW (θ ) = P[ W1 −W2 ≤θ ],W1,W2indpen. ~W
= I( s1 − s2 ≤θ ) fN (s1) fN (s2 )∫∫ ds1ds2
         (3.29) 
where, P[•]denotes the probability function, • is the maximum norm, which for the n-
dimensional vector W = {W1,W2,...,Wn}T is defined as W = supi=1n |Wi |, I( s1 − s2 ≤θ )  
is the indicator function which takes on the value of 1, if s1 − s2 ≤θ , and 0 otherwise. 
Hiemstra and Jones (1994) utilized the following estimators for the approximation of 
the correlations (3.29) to assess the validity of the non causality condition in 3.27. 
 
 
CW ,n (θ ) = 2n(n −1) Iij
W∑
i< j
∑             (3.30) 
Based on the above estimator, the two ratios of correlation integrals presented in the 
equation 3.27 can be substituted by their respective sample estimators by adjusting the 
above equation accordingly. As a result, the ratio difference of the correlation integrals 
estimators T, is proved by Hiemstra and Jones (1994) to follow the normal distribution. 
 
 
T = [C
 E ,Y ,Z (θ ,n)
C E ,Y (θ ,n)
− C
Y ,Z (θ ,n)
CY (θ ,n)
] ~ N(0, 1n σ
2 (k,le,ly ,θ ))       (3.31) 
 
3.4.3 Diks and Panchenko non-linear Causality 
 
Diks and Panchenko (2006) developed an approach to test for the nonlinear causal 
relationships between variables. They demonstrated that the Hiemstra and Jones (1994) 
test is not compatible with the Granger causality in certain situations and that it 
manages to over-reject the null hypothesis. They introduced a modified statistic to 
overcome the inconsistencies. The null hypothesis is stated as follows: 
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q ≡ E[ fE ,Y ,Z (E,Y ,Z ) fY (Y )− fE ,Y (E,Y ) fY ,Z (Y ,Z )]= 0        (3.32) 
and the proposed estimator for q  is: 
 
Tn (θn ) =
(2θ )−dE−2dY −dZ
n(n −1)(n − 2) [ (Iik
EYZ IijY − IikEY IijYZ )
j≠i
∑
k ,k≠ij
∑ ]
i
∑          (3.33) 
 
where, IijX = I( Xi − Xj ≤θ ) , with I(•) to be the indicator function and θn  the 
bandwidth, which depends on the sample size. The vector X  is defined as previously. 
If we denote as  f

X (Xi )  the local density estimator of the vector X  at Xi : 
 
 
f X (Xi ) = (2θn )−dX (n −1)−1 IijX
j , j≠i
∑             (3.34) 
Then, the Tn (θn )  Statistic is expressed in the following form: 
 
 
Tn (θn ) =
(n −1)
n(n − 2) ( f

E ,Y ,Z (Ei ,Yi ,Zi ) fY (Yi )− f E ,Y (Ei ,Yi ) fY ,Z (Yi ,Zi ))
i
∑    (3.35) 
They showed that if θn = Cn−β with (C > 0,
1
4 < β <
1
3)  then the distribution of the 
Tn (θn )Statistic converges to the standard normal: 
 
n (Tn (θn )− q)Sn
D⎯ →⎯ N(0,1)              (3.36) 
 
where, Sn  is the asymptotic variance estimator of Tn (•) . The statistic presented reduces 
the risk of over-rejecting the null hypothesis of no causality. Therefore, the problem of 
the Hiemstra and Jones (1994) test is taken care for. 
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3.4.4 GARCH-BEKK model 
 
Up to this point, we have used the VAR or VECM model to extract the conditional 
mean of the variables. In this next step we shift focus to modeling the conditional 
variance, or volatility of the variables. The Generalized Autoregressive Conditional 
Heteroskedasticity (GARCH) models have the purpose of modeling and forecasting the 
conditional variances. Engle and Kroner (1995) presented the BEKK (p,q)  model: 
 
Ht = ′C C + ′Ajkε t− j ′ε t− j
j=1
q
∑ Ajk + ′GjkHt− jGjk
j=1
p
∑ ,         ε t = Ht1/2vt              (3.37) 
where C, Ajk and Gjk are (NxN) matrices and C is upper triangular. Ht is the conditional 
covariance matrix of {ε t}  with ε t Φt−1 ~ (0,Ht )  and Φt−1  the information set at time 
t −1 . 
In the present study the GARCH-BEKK (1,1) model is used to filter the data and 
provide residuals free from both mean and variance. The standarized residuals are 
acquired by the whitenning matrix transformation H 1/2ε t . The nonlinear causality test 
from Hiemstra and Jones (1994) and Diks and Panchanko (2006) can further on 
investigate the null hypothesis of non-causality in the residuals.  
Assuming that the causality tests on the times series and, later on, on the delinearized 
residuals could not reject the non-causality null hypothesis, a further test on the 
GARCH-BEKK residuals improves our knowledge of the nature of the causal 
relationship. A confirmation of nonlinear causal relationship in the VAR residuals 
signifies that it is nonlinear in nature but it cannot ensure the moment. The filtering 
through the GARCH-BEKK (1,1) model of the variables from both the mean and the 
variance, helps establish the nature of the causality one step further. In case that the 
results from the causality test in the VAR-filtered residuals provide a confirmation of 
causality then a rejection, based on the GARCH-BEKK residuals, points that a causality 
is attributed to the variance. On the other hand results on the GARCH-BEKK residuals 
that indicate presence of causality then we suspect it is on higher order moments such as 
skewness or kyrtosis.  
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4 Empirical Application 
The empirical methodology consists of the following steps. We examine the order of 
integration of the series using unit root tests and stationarity tests and we continue with 
cointegration testing. Then we implement the Granger non-causality testing to ascertain 
the existence and direction of a causal relationship between our variables. We proceed 
by testing the presence of nonlinearity in our series and by employing nonlinear 
causality tests. Additionally, we apply the Granger non-causality testing to the residuals 
of the VAR specification to investigate furthermore the nature of identified causality. 
 
4.1 Unit root test results 
 
The unit root tests conducted are presented below. All of them confirm that the 
maximum order of integration for both variables is one. 
 
4.1.1 Augmented Dickey-Fuller (ADF) 
 
The ADF (Dickey and Fuller, 1981) fails to reject the null hypothesis of a unit root for 
both variables in the levels of the series. On the other hand, the testing in the first 
differences and for a significance level 1%, in any case, supports the rejection of the 
hypothesis. The variables are integrated of order one. Specifically for both variables in 
the level with no trend we fail to reject the null hypothesis on the 5% significance level. 
The optimal lag length is determined by the Schwarz information criteria (SIC). 
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Table 4.1: ADF unit root test 
Level First Difference 
No-trend Trend No-trend Trend 
Variable t-Stat.(k) t-Stat.(k) t-Stat.(k) t-Stat.(k) 
CO2 -3.27(0) -2.84(1) -4.27(0)*** -4.86(0)*** 
GDP -2.63(0) -2.61(1) -5.06(0)*** -5.63(0)*** 
Note: k represents the selected lag length. The lag length is selected based on the Schwartz information criterion with 
kmin=0 and kmax=10.  *,**,*** denote the rejection of the null hypothesis at a 10%, 5% and 1% significance level, 
respectively. 
 
4.1.2 Phillips-Perron (PP) 
 
The PP (Phillips and Perron, 1988) test is using a non-parametric adjustment to the 
ADF. For the level, with and without trend, the null hypothesis cannot be rejected at any 
significance level. For their first difference, both variables appear to be stationary, with 
a rejection of the null at 1% significance level.  
 
Table 4.2: Phillips-Perron unit root test 
Level First Difference 
No-trend Trend No-trend Trend 
Variable t-Stat.(b) t-Stat.(b) t-Stat.(b) t-Stat.(b) 
CO2 -3.27(0) -1.94(0) -4.33(1)*** -4.92(1)*** 
GDP -2.82(6) -1.47(4) -5.02(3)*** -5.15(7)*** 
Note: b represents the selected bandwidth based on Newey-West selection procedure. *,**,*** denote the rejection of 
the null hypothesis at a 10%, 5% and 1% significance level, respectively. 
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4.1.3 Kwiatkowski-Phillips-Schmidt-Shin (KPSS) 
 
The KPSS (Kwiatkowski et al., 1992) test is performed to complement the others. 
Contrary to the tests performed until now this is a stationarity test. In this case the null 
hypothesis is that the variables are stationary.  
 
Table 4.3: KPSS unit root test 
Level First Difference 
No-trend Trend No-trend Trend 
Variable LM-Statistic(b) LM-Statistic(b) LM-Statistic(b) LM-Statistic(b) 
CO2 0.79(5)*** 0.15(5) 0.40(3) 0.10(1) 
GDP 0.97(5)*** 0.16(4) 0.55(0) 0.09(6) 
Note: b represents the selected bandwidth based on Newey-West selection procedure and the spectral estimation 
method used is the Bartlett kernel. *,**,*** denote the rejection of the null hypothesis at a 10%, 5% and 1% 
significance level, respectively. 
 
4.1.4 Perron test 
 
The Perron (1997) unit root test allows the identification of a one-time change in the  
structure of the series. It investigates the possibility that a time series that appears to be 
non-stationary, is falsely identified as such, under the presence of a break and it is 
performed on the levels of the series. Three alternative models are considered: a break 
in intercept, a break in trend and a break in both. The test considers the null hypothesis 
of a unit root with a structural break. The Perron test fails to reject the hypothesis of a 
unit root for all the variables and for each model at a 1% significance level. It confirms 
the identified order of integration as one.  
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Table 4.4: Perron unit root test 
Intercept Trend Both 
Variable 
t-Stat (k) break t-Stat (k) break t-Stat (k) break 
CO2 -3.28(1)1968 -3.24(1)1969 -3.56(1)1968 
GDP -3.18(1)2003 -4.12(1)2003 -4.53(1)2003 
Note: k represents the selected lag length.  
 
 
4.2 Cointegration results 
 
Before conducting the causality tests by Toda and Yamamoto (1995) and Granger 
(1969), checking for cointegration is of paramount importance because it affects the 
choice of the framework under which the causality testing is performed. If the series are 
cointegrated the VECM is appropriate rather than the VAR model. The results of the 
cointegration testing show the lack of cointegration between the variables. Before 
proceeding to the causality testing we can conclude that even with a presence of 
causality, that causality can only be short run.  
 
4.2.1 Johansen Cointegration test results 
 
The Johansen cointegration test (Johansen and Juselius, 1990) is applied to the levels 
since both variables are integrated of order one. The analysis is based on a VAR model 
with an estimated optimal lag length to be one according to Akaike information 
criterion. Schwarz and Hannan-Quinn information criteria collaborate the finding. The 
trace statistic is used to ascertain the possibility of cointegration. The results are shown 
in table 4.5. We realize that we cannot reject the hypothesis of no cointegration at any 
conventional level of significance. 
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Table 4.5: Johansen cointegration test 
 
 
4.2.2 Engle – Granger Cointegration test results 
 
The second test we performed for cointegration is by Engle and Granger (1987). The 
findings are the same with the Johansen test. We observe that again we cannot reject the 
hypothesis at any conventional level of significance. The variables do not appear to be 
cointegrated. 
 
Table 4.6: Engle-Granger cointegration test 
Variables Tau-statistic p-value z-statistic p-value 
CO2 -2.36 0.36 -8.50 0.43 
GDP -1.31 0.83 -4.42 0.77 
Note: The lag length is selected based on the Schwartz information criterion with kmin=0 and kmax=10 
 
Furthermore, an additional test by Phillip-Ouliarris collaborate the lack of a 
cointegration relationship. 
The results imply that there is no long run relationship between the variables and that 
the Granger causality testing can be performed without the introduction of the error-
correction specification in the VAR model. 
 
4.3 Granger Causality test results 
 
The Granger causality testing (Granger, 1969) is based on a VAR framework, since we 
confirmed the lack of cointegration relationship. The error correction term of the VECM 
Null Hypothesis Trace Statistic 5% Critical Value p-value 
r = 0 12.64 15.49 0.13 
r  1 0.04 3.84 0.83 
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model would be superfluous since we could not ascertain any long run relationships. 
The test is performed to the logarithmic first differencing of the time series 
(Yt = log(emissiont )− log(emissiont−1)  and Et = log(GDPt )− log(GDPt−1) ). The lag 
length chosen is one based on the Akaike information criterion (AIC). We test the null 
hypothesis of no Granger causality running for CO2 emission to GDP and vice versa. 
The F-statistic obtained from the test shows that CO2 does not Granger cause GDP at 
the 0.05 level of significance. We cannot reject the null hypothesis for the opposite 
direction as well. Overall, we can corroborate that within a linear causality framework a 
Granger causality between the variables cannot be supported. The results are presented 
in table 4.7. 
 
Table 4.7: Granger causality test 
Null hypothesis VAR lag length F-statistic p-value 
CO2 does not Granger cause GDP 1.000 1.290 0.262 
GDP does not Granger cause CO2 1.000 0.048 0.827 
 
 
4.3.1 Toda Yamamoto Causality test results 
 
The TY causality testing (Toda and Yamamoto, 1995) is based on an augmented VAR 
model. We have established that the series are integrated of the same order one (d = 1) . 
The optimal lag length order for the VAR is also one (k = 1)based on the Akaike 
Information Criterion (AIC). The same result is also supported by the Schwartz 
Information Criterion (SIC). Therefore we estimate the following VAR(2): 
lnYt
lnEt
⎡
⎣
⎢
⎤
⎦
⎥ = a0 + a1
lnYt−1
lnEt−1
⎡
⎣
⎢
⎤
⎦
⎥ + a2
lnYt−2
lnEt−2
⎡
⎣
⎢
⎤
⎦
⎥ +
ε1t
ε2t
⎡
⎣
⎢
⎤
⎦
⎥            (4.1) 
We proceed with the modified WALD test (MWALD) to test Granger non-causality. 
The results are presented in table 4.8. The findings, at a 0.05 level of significance, do 
not indicate a causality running to either direction.  
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Table 4.8: Toda Yamamoto causality test 
Wald Test 
Probability Dependent Variables 
Y (CO2) E (GDP) 
Causality inference 
Y (CO2) - 0.977 No causality 
E (GDP) 0.705 - No causality 
 
 
4.3.2 Granger Causality results on VAR-filtered residuals 
 
The previous step showed no causal relationship running from CO2 emissions to GDP 
and vice versa. Before we proceed to the nonlinear causality testing we should ensure 
that a possible positive result of nonlinear causality is strictly nonlinear in nature and 
not affected by linear causality. Toward this end, we implement the Granger causality 
testing on the residuals through a VAR framework (since the null hypothesis of no 
cointegration was not rejected, we continue to work in a VAR framework).  
The results presented in table 4.9 show that again no causal relationships appear to 
connect the variables and furthermore, no new ones have emerged. We cannot reject the 
null hypothesis of non-causality at any level of significance. 
 
Table 4.9. Granger causality on residuals 
Null hypothesis VAR lag length F-statistic p-value 
CO2 does not Granger cause GDP 4.000 1.669 0.180 
GDP does not Granger cause CO2 4.000 0.989 0.427 
Note: The analysis is based on a VAR. The lag length is selected on sequential modified LR test statistic. 
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4.4 Non-linear tests results 
 
The focus of our analysis shifts towards the non-linear aspects of the series. If a shock 
to the GDP or CO2 emissions produce a nonlinear response in the series, then under the 
linearity assumption the standard tests cannot capture and examine the nature of the 
relation. 
We perform a non-linear dependence test and we proceed with implementation of non-
linear causality test to the variables, the residuals of the VAR and the residuals of the 
GARCH-BEKK (1,1) model. 
 
4.4.1 Non-linear Dependence test (BDS) 
 
The BDS test, proposed by Brock et al. (1996) assesses the assumption of independent 
and identically distributed (i.i.d.) variables. It is performed on the residuals of a VAR 
model with lag length of one , based on the Akaike information criteria.  
The results are displayed in table 4.10. We can observe for the GDP the assumption 
cannot be rejected for most of the set dimensions. It can be rejected at the last one at 5% 
significance level and at the fifth dimension at a 10% level of significance. 
On the other hand, in the case of CO2 the i.i.d assumption can be rejected at a 1% 
significance level in the sixth dimension and at 5% significance level in the third and 
fifth dimension. At the third dimension it can be rejected at a 10% significance level. 
 
Table 4.10: BDS test 
Dimension BDS Statistic Std. Error Z-Statistic p-value 
CO2  
2 0.006 0.001 0.720 0.472 
3 0.026 0.013 2.061** 0.039 
4 0.026 0.015 1.704* 0.088 
5 0.039 0.016 2.445** 0.015 
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Dimension BDS Statistic Std. Error Z-Statistic p-value 
CO2  
6 0.046 0.016 2.905*** 0.004 
GDP 
2 -0.011 0.011 -0.998 0.318 
3 0.013 0.018 0.708 0.479 
4 0.025 0.021 1.185 0.236 
5 0.041 0.023 1.801* 0.072 
6 0.046 0.022 2.074** 0.038 
Note: *,**,*** denote rejection of the null hypothesis at the 10%, 5% and 1% significance level respectively. 
 
4.4.2 Non-linear Causality test results 
 
The causality testing within a nonlinear framework is carried out with two 
nonparametric tests, the test by Hiemstra and Jones (1994) and by Diks and Panchenko 
(2006). The second test is performed to supplement the results of the Hiemstra-Jones 
because of its tendency to  overeject the null hypothesis. The tests are applied firstly on 
the growth rates of our variables and the results are presented in the table 4.11. We 
observe that both tests agree that the null hypothesis of no causality running from CO2 
emissions to gross domestic product cannot be rejected. From GDP to CO2 the Hiemstra 
and Jones (1994) test rejects the hypothesis for lag five and six at a 5% significance 
level, showing weak evidence of causality. The Diks and Panchenko (2006) test 
corresponds at the sixth lag length with a rejection but at a 10% significance level. The 
weak evidence of causality provided by the first test can be rejected. As it is already 
mentioned, the Diks and Pachenko (2006) test corrects the tendencies of the Hiemstra 
and Jones (1994) test to overeject the null hypothesis. 
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Table 4.11: Hiemstra-Jones and Diks-Panchenko test on growth rates 
 CO2⟶GDP GDP⟶CO2 
H.J. (p-values) D.P (p-values) H.J. (p-values) D.P(p-values) lx=ly 
Without Filtering  
1 0.86(0.20) 0.65(0.23) 0.29(0.61) 0.37(0.64) 
2 0.55(0.29) 0.40(0.35) 0.26(0.40) 0.38(0.49) 
3 0.61(0.73) 0.54(0.71) 0.43(0.35) 0.50(0.31) 
4 0.08(0.53) 0.23(0.59) 1.52(0.06)* 1.17(0.12) 
5 0.19(0.58) 0.20(0.58) 2.22(0.01)** 1.15(0.13) 
6 0.00(0.50) 0.32(0.38) 2.50(0.01)** 1.35(0.09)* 
7 0.32(0.38) 0.90(0.18) 1.41(0.08)* 0.80(0.21) 
8 0.08(0.47) 0.64(0.26) 1.07(0.14) 0.60(0.28) 
Note: H.J. refers to Hiemstra-Jones test and D.P refers to Diks-Panchenko test. *,**,*** denote rejection of the null 
hypothesis at the 10%, 5% and 1% significance level respectively. 
 
We proceed with testing the delinearized data. The delinearization takes place in a VAR 
model with a lag length equal to one based on the Akaike information criteria. The 
residuals of the VAR have lost all linearities. The results of this step help establish with 
a certainty, if the presence of a causal relationship is due to the nonlinear components. 
Again both test are implemented at the VAR residuals. They concur that the null 
hypothesis cannot be rejected at any lag length, for either direction of causality. This 
test is parallel to the granger non-causality testing to the VAR residuals presented 
before. The results are presented in the table 4.12. 
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Table 4.12: Hiemstra-Jones and Diks-Panchenko test on residuals 
 CO2⟶GDP GDP⟶CO2 
H.J. (p-values) D.P (p-values) H.J. (p-values) D.P (p-
values) 
lx=ly 
With VAR Filtering  
1 0.92(0.18) 0.49(0.31) 0.39(0.65) 0.37(0.65) 
2 0.53(0.30) 0.17(0.43) 0.75(0.22) 0.40(0.35) 
3 0.35(0.64) 0.56(0.71) 0.89(0.19) 0.91(0.18) 
4 0.37(0.36) 0.12(0.55) 1.23(0.10) 1.12(0.13) 
5 0.00(0.50) 0.43(0.67) 1.08(0.14) 0.91(0.18) 
6 0.11(0.54) 0.02(0.51) 0.01(0.50) 1.00(0.83) 
7 0.47(0.68) 0.47(0.68) 0.48(0.69) 1.24(0.89) 
8 0.09(0.46) 0.35(0.64) 0.20(0.42) 0.56(0.71) 
Note: H.J. refers to Hiemstra-Jones test and D.P refers to Diks-Panchenko test. *,**,*** denote rejection of the null 
hypothesis at the 10%, 5% and 1% significance level respectively.  
 
 
We carry on with the use of the nonparametric causality tests on the residuals of a 
GARCH-BEKK model. The filtered variables in this case have shed the mean and the 
variance and the results can provide the information of causal relationships in higher 
order moments. We can already suspect that the null hypothesis would not be rejected. 
The previous test on the VAR-residuals showed no causal relationship and the 
expectations for this test should be the same. Indeed, as shown in the table 4.13, neither 
test can reject the null hypothesis. At 1% significance level, for all lag lengths and for 
either direction there is not nonlinear causal relationship.  
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Table 4.13: Hiemstra-Jones and Diks-Panchenko test on GARCH-BEKK residuals 
 CO2⟶GDP GDP⟶CO2 
H.J. (p-values) D.P (p-values) H.J. (p-values) D.P(p-
values) 
lx=ly 
With GARCH-BEKK Filtering 
1 0.16(0.44) 0.31(0.62) 0.05(0.48) 0.22(0.42) 
2 0.28(0.39) 0.18(0.57) 0.72(0.24) 0.35(0.36) 
3 0.06(0.48) 0.35(0.64) 0.10(0.46) 0.18(0.43) 
4 0.11(0.46) 0.47(0.68) 0.10(0.46) 0.06(0.48) 
5 0.66(0.26) 0.27(0.39) 0.13(0.55) 0.27(0.61) 
6 0.44(0.33) 0.62(0.27) 0.52(0.70) 0.58(0.72) 
7 1.32(0.09)* 1.00(0.16) 0.78(0.78) 1.00(0.84) 
8 0.12(0.45) 0.12(0.55) 0.86(0.81) 0.50(0.70) 
Note: H.J. refers to Hiemstra-Jones test and D.P refers to Diks-Panchenko test. *,**,*** denote rejection of the null 
hypothesis at the 10%, 5% and 1% significance level respectively. 
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5 Discussion of the Results 
According to the empirical findings in the previous section we can conclude that there is 
no causal relationships present between CO2 emissions and economic growth in the US. 
Firstly, the cointegration testing, both with the Engle-Granger technique and the 
Johansen approach, showed that the time series are not cointegrated. A statistically long 
run equilibrium does not exist, meaning that if any kind of causality is present, it can 
only be in the short-run. At the same time, we gather that in this case of no 
cointegration, the bivariate VAR framework is the appropriate one for the proceedings 
instead of a VECM framework. In our case, neither the causality test managed to reject 
the null hypothesis of no causality between CO2 emissions and GDP. We performed the 
standard Granger (1969) causality testing and the more recent Toda and Yamamoto 
(1995) procedure for this purpose. In the first case, a VAR framework was used since 
there is no cointegration present. The TY test was used to supplement the Granger since 
it can be applied to any order of integration and does not depend on the cointegration 
properties of the system, thus, avoiding any pre-test bias. Both tests are in agreement 
that there are no causal relationships between the variables at any direction whatsoever.  
Our research, in an attempt to differentiate from the existing literature, goes one step 
further and adopts a non-liner framework. The linear tests performed during the first 
step are very appealing but they require the linearity assumption. The BDS test, 
proposed by Brock et al. (1996) assesses the assumption of independent and identically 
distributed (i.i.d.) variables. The results confirm the presence of non-linearities in some 
dimensions revealing, consequently, that a non-linear structure exists in the variables. 
Under this non-linear context, two non-parametric causality test are preformed, the 
Hiemstra and Jones (1994) test and the Diks and Panchenko (2006) test. Both examine 
the non-linear dynamic causal relationship between two variables. Although similar in 
nature, the drawback of the Hiemstra and Jones test is the over-rejection of the null 
hypothesis in certain cases. Diks and Panchenko’s modified test overcomes the 
limitations and provides reassurance of the correctness of the results.  
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Both tests on the raw differentiated data conclude that there is not a non-linear causality 
running from CO2 emissions to GDP and vice versa. Despite the non-linear aspect 
present in the time series the result continue to support the absence of causalities.  
We proceed by repeating the same tests firstly, on the VAR-residuals. The residuals are 
delinearized and therefore we can ensure that the results of the non-parametric tests are 
based solely on the non-linear nature of the variables. We observe that the null 
hypothesis of no causality cannot be rejected again. It is worth mentioning that a 
parametric linear Granger causality test is also performed on the VAR-residuals. The 
purpose of this step is to secure that any possible relationship found in the previous step 
is strictly due to the non-linear nature. 
Secondly, we perform the tests on the residuals from a GARCH-BEKK (1,1) model. 
The filtering through this model allows the time series to dispose of the variance. The 
causality testing in this case can provide information of the causality in higher order 
moments. As it is expected no causal relationships exists in higher order moments.  
We can conclude that no causal relationships exist in between the CO2 emissions and 
economic growth. Our findings are in accordance with Soytas et al. (2006) but they 
contradict those of Coondoo and Dinda (2002) who found a causality running from 
emissions to income for the North America. They also contradict the findings by Menya 
and Wolde-Rufael (2010) who concluded that there is a bi-directional causality between 
income and emissions.  
 
Table 5.1: Summary of the causality findings 
Causality Inference Tests Performed 
CO2⟶GDP GDP⟶CO2 
Granger Causality   
-raw data No causality No causality 
-VAR-residuals No causality No causality 
Hiemstra-Jones   
- raw data No causality Weak causality 
-VAR-residuals No causality No causality 
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Causality Inference Tests Performed 
CO2⟶GDP GDP⟶CO2 
-GARCH-BEKK residuals No causality No causality 
Dicks-Panchenko   
- raw data No causality No causality 
-VAR-residuals No causality No causality 
-GARCH-BEKK residuals No causality No causality 
 
 
When discussing the emission-income causality patterns of a country many possibilities 
may emerge. The structural aspects of the economy of the country each affect the way 
in which the causality shall run. According to Coondoo and Dinda (2002) the emission 
intensiveness of the manufacturing activities, the openness of the economy and the price 
of the fuels are important determinants.  
An economy that relies mostly on manufacturing activities than services to achieve 
income growth, activities that are more emission intensive, may fail to control emission 
growth if it constrains the growth of income. The openness of the economy is another 
determinant. If a country’s fuel reserves are limited, an attempt to preserve may lead to 
a restraint in income growth. The causality in this case may be running from emission to 
income. Nevertheless, if the country participates in international trade and imports fuel 
from elsewhere then it can produce the income that it prefers and the causality may 
reverse. Lastly, the price of the fuel may affect the causality as well. A sudden peak in 
the prices of fuels may change the direction of the causality. In other words the 
expectation during easy fuel prices is an income to emission causality that can be 
reversed during high fuel prices (Coondoo and Dinda, 2002).  
Having in mind the above, the paper is not free from limitations.  The US is the second 
largest emitter of CO2 after China (United States’ Census Bureau, 2012) and the 
openness of the country is significant with many international trading paths. Those 
trading paths can distort the emissions’ data, since many emission-intensive material are 
being outsourced from third countries, shifting in a way the emissions elsewhere.  
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Additionally, the reserves of coal and shale gas are important. The US have a 27.6% 
share of total proved coal reserves worldwide and a 20% for natural gas (BP, 2012). 
Particularly, the natural gas proved reserves have risen to 8.2 trillion m3 at the end of 
2011 from 5.2 trillion m3 at the end of 2001 (BP, 2012). In fact, the shale gas reserves 
that are responsible for this rise are, also, the main reason that the carbon emissions in 
the first semester of 2012 are the lowest in two decades (EIA, 2012). The abundance of 
shale gas in the Marcellus Shale formation alongside the advantageous technique called 
fracking that is used to extract the trapped gas, increased the gas-fired generation while 
reducing the coal-fired power generation. 
Natural gas is more efficient fossil fuel than coal. It produces more energy for every 
molecule of carbon emitted in the atmosphere. Although more efficient, it still is a fossil 
fuel that produces greenhouse gases. Burning of coal for electric power generation 
produces almost twice the amount of carbon emission than natural gas. However, 
natural gas still generates a significant amount of emissions for every megawatt hour 
generated. According to scientists the US need to reduce emissions around 400 pounds 
per megawatt hour in order to stabilize atmospheric concentrations (Numer, 2012). 
Furthermore, the extraction of shale gas contributes to pollution in other ways, like 
significant methane emissions, that add to the greenhouse gas problem, and 
contamination of groundwater. 
The US need to take drastic action to reduce the CO2 emission. Our study showed that 
there is not a trade off between emissions and GDP. Since emissions do not stimulate 
economic development, the implementation of CO2 emissions reduction policies will 
not impede on economic growth both in the short and in the long run. In other words, 
US do not need to sacrifice economic growth for a cut back in emissions. The alleged 
cost to the economy is what US claims that prevents the country from signing the Kyoto 
protocol.  
Apart from those policies that have a clear target of reducing emissions, such as carbon 
capture and storage, alternative ones that focus on decreasing energy intensity or 
increasing energy efficiency can have the desirable effect against environmental 
degradation. The substitution of conventional fossil fuels by alternative less polluting 
renewable resources, in a higher extent, such as wind, solar, wave, geothermal, biomass 
and hydro may lessen the pressure on the environment. Furthermore, because of the 
significant position that US have as one of the largest energy consumers and polluters, 
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for the implementation of any meaningful change concerning environmental 
degradation globally, US is bound to have a leading role.  
Currently, US’ position on the renewable energy market is stagnate. According to 
Menyah and Wolde-Rufael (2010), the government’s funding for renewable energy 
R&D after 1981 began to significantly decline and reached a standstill in the 1990s. 
Wind and solar account for only 5% of the country’s electricity production (Numer, 
2012). Many state policies have emerged concerning renewables but the lack of a 
dedicated national policy makes them insufficient to produce significant long term 
results. 
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6 Conclusions 
The study analyzes the causality relationships between CO2 emissions and economic 
growth in the United States. Data from 1960 to 2008 are employed. After the 
implementation of unit root test and examining the order of integration, cointegration 
techniques are applied to the time series, to investigate the long run relationships. The 
next step includes the causality testing in the linear and non-linear context.  
The empirical analysis shows no evidence of any kind of causality running to any 
direction. We can assess that the CO2 emissions do not affect GDP neither in the long 
nor in the short run and vice versa. The variables are not jointly determined and a shock 
occurring at either side has zero influence on the other. 
The objective of our study was to find the causal relationships using various 
econometric tools and draw some conclusions for the presence or absence of causality 
between the variables. We tried to differentiate ourselves from the existing literature by 
utilizing a non-linear framework to accompany the linear one. We implemented a 
variety of tests for each purpose to cover all the bases.  
For the unit root tests we included the ADF (Dickey and Fuller, 1981) test, the Phillips 
and Perron (1988) test and the stationarity test by Kwiatkowski et al. (1992) (KPSS). 
We concluded that the variables are integrated of order one. We, also, excluded the 
possibility of stationarity due to a structural break with the Perron (1997) test. For the 
cointegration analysis that follows, the tests consist of the Engle and Granger (1987) 
test and the Johansen (Johansen and Juselius, 1990) method. Both methods agreed that 
there are no cointegrating relationships present.  
The causality testing was done with the commonly used Granger causality testing under 
a VAR framework. To supplement the findings we employed a more recent test by Toda 
and Yamamoto (1995) that does not require pre-tests for stationarity or cointegration 
and therefore avoids pre-test bias. Again both tests were in agreement. No causal 
relationships exist between the variables. 
For the non-liner causality we implemented a pair of test as well. The Hiemstra and 
Jones (1994) test and the Diks and Panchenko (2006) test showed no causal 
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relationships. We proceed one step further, to test the non-linear causalities after the 
delinearization of the variable through a VAR-filtering and later through a GARCH-
BEKK filtering to test causality in higher order moments.  
Further research should include a broader framework of study for the US economy. One 
should take into account, apart from the economic growth and emission, the energy 
consumption, the trade patterns, the price of fuels, the share of manufacturing in the 
GDP etc and comprise a multivariate framework to test for the causality between the 
variables.  
The results found in the literature so far are conflicting between the studied countries. 
Each country’s unique characteristics are attributing to this fact. The different economic 
structure, different policies, the share of renewables in the energy mix, the primary fuel 
reserves of the country are some of the reasons for the inconsistency of the results. 
Moreover, segregation of the results can be observed in the studies for the same 
country. The variety of methodologies applied, the time frame and the econometric 
approaches guiding the research are part of the reason as well. In our paper, we 
investigated the causality relationship between the variables using both new and well-
established methodologies for the approach of the subject, contributing in providing an 
insight for the developing policies. 
The formulation of any policy to control the CO2 emissions should have in mind first 
and foremost the distinct causality patterns of income-emissions in a country level. The 
cross-country patterns can provide additional useful information later on, on a future 
research. 
The US have done little so far to tackle the subject of environmental degradation in a 
federal level. Consequently, many local governments were led to take action on their 
own. The Regional Greenhouse Gas Initiative (RGGI) is the first regulatory program for 
the reduction of emissions. It is an initiative between some northeastern states and 
eastern Canada that aims to reduce the carbon emissions in the power sector 10% until 
2018 (RGGI, 2012).  
On a national level, the first bill that was approved by the parties of the congress 
concerning the curb of emissions in 2009, died in the Senate. The American Clean 
Energy and Security Act of 2009 (ACES) proposed a cap-and-trade system. 
Transactions of permits between companies, similar to the European system, with a 
reduction of this cap over time, would have tried to manage the emissions. As part of 
 57 
the bill a goal for a 20% renewables in the electricity production was set. It was a first 
step for the resistant US to set limits to the heat-trapping gases (Broder, 2009).  
The most recent attempt to reduce emissions is the Environmental Protection Agency’s 
proposal is to limit CO2 pollution from new power plants. New fossil-fuel powered 
plants could not emit more that 1000 pounds of carbon emissions per megawatt hour of 
electricity. New coal-fired plants would have to cut back on emissions about 40 to 60 
percent with an implementation of carbon capture and storage technology (Weiss, 
2012). The indirect goal of the proposal is to increase the incentive for utilities to turn to 
electricity production through renewables.  
The proposal is part of President Obama’s attempt to hold on to his pledge at the 2009 
Conference in Copenhagen to reduce emissions 17% by 2020 from the 2005 levels 
(Gardner, 2012). Although many loopholes exist, concerning the already focused 
economy on the present cheap natural gas or the existing plants that are left alone, it still 
is a significant step in the right path. Furthermore, our findings indicate that the 
incorporation of more extensive environmental concerns in the macroeconomic policies 
for the reduction of emissions will not, indeed, harm the sustainment of economic 
growth. 
The policies have one more obstacle to overcome, that of the public opinion. It is a very 
important factor in a policy change. According to Scruggs and Benegal (2012) the 
recent economic downturn affects the way people prioritize environmental protection. 
Unemployment rates and poor economic conditions led them to demand behaviors from 
the government that prioritize economic activity and have the climate change down on 
their agenda.  
The administration and the policy makers should not incorreclty misinterpet the current 
low public support for a permanent change (Scruggs et al, 2012). They just need to 
incorporate public awareness policies along with the imlemantaion of climate policies. 
In view of that, our research points no deterioration of economic growth as a result of 
carbon reduction attempts.  
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Appendix 
The study uses annual time series taken from the World Bank (WDI, 2012). The CO2 
emissions data used are in kt and the GDP data are in constant 2000 US$. 
 
 
Table 8.1: Data 
Year% CO2%emissions%(kt)% GDP%(constant%2000%US$)%
1960% 2890696.1% %$2,479,391,093,100.38%%
1961% 2880505.507% %$2,536,417,088,241.69%%
1962% 2987207.873% %$2,691,138,530,624.43%%
1963% 3119230.874% %$2,809,548,625,971.90%%
1964% 3255995.306% %$2,972,502,446,278.28%%
1965% 3390922.571% %$3,162,742,602,840.08%%
1966% 3561878.111% %$3,368,320,872,024.69%%
1967% 3695708.943% %$3,452,528,893,825.31%%
1968% 3831354.94% %$3,618,250,280,728.92%%
1969% 4024748.853% %$3,730,416,039,431.52%%
1970% 4328904.501% %$3,737,876,871,510.38%%
1971% 4356770.034% %$3,867,133,210,851.31%%
1972% 4564952.958% %$4,080,667,877,147.54%%
1973% 4770194.948% %$4,321,881,320,296.47%%
1974% 4598487.673% %$4,299,436,671,117.84%%
1975% 4406329.539% %$4,291,008,838,422.31%%
1976% 4613100.668% %$4,523,528,306,790.58%%
1977% 4742292.745% %$4,733,336,983,895.11%%
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Year% CO2%emissions%(kt)% GDP%(constant%2000%US$)%
1978% 4889112.091% %$4,999,656,497,073.87%%
1979% 4900373.448% %$5,157,035,183,409.36%%
1980% 4721170.825% %$5,142,219,940,670.90%%
1981% 4531792.277% %$5,272,895,704,465.81%%
1982% 4300598.928% %$5,168,479,293,069.61%%
1983% 4334925.715% %$5,401,885,901,721.62%%
1984% 4470326.023% %$5,790,542,060,028.14%%
1985% 4486460.823% %$6,028,650,512,183.97%%
1986% 4491176.585% %$6,235,265,484,267.03%%
1987% 4684431.152% %$6,432,742,911,427.57%%
1988% 4888664.717% %$6,696,489,717,783.49%%
1989% 4951084.391% %$6,935,219,168,137.94%%
1990% 4879376.206% %$7,063,943,223,308.63%%
1991% 4870238.042% %$7,045,490,705,406.83%%
1992% 4876006.233% %$7,285,373,438,130.15%%
1993% 5167485.062% %$7,494,649,831,064.43%%
1994% 5227176.488% %$7,803,019,793,692.48%%
1995% 5237968.469% %$8,001,916,645,307.00%%
1996% 5343512.063% %$8,304,875,052,204.23%%
1997% 5501365.412% %$8,679,070,823,885.79%%
1998% 5449077.659% %$9,061,073,430,064.26%%
1999% 5528149.18% %$9,502,248,293,168.19%%
2000% 5512399.415% %$9,898,800,000,000.00%%
2001% 5389928.949% %$10,007,031,114,616.30%%
2002% 5437816.302% %$10,189,959,441,123.50%%
2003% 5471754.387% %$10,450,068,972,316.10%%
2004% 5563799.754% %$10,813,707,774,621.10%%
2005% 5595357.956% %$11,146,296,666,995.30%%
2006% 5514775.631% %$11,442,690,235,792.80%%
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Year% CO2%emissions%(kt)% GDP%(constant%2000%US$)%
2007% 5581537.033% %$11,660,926,745,592.90%%
2008% 5461013.744% %$11,619,053,724,200.40%%
 
 
