1 On a leave of absence from the A.I.
Introduction
The MIXMAX generator of pseudo-random numbers [1, 2, 3, 4, 5] demonstrates excellent statistical properties [6, 7, 8] and is based on Anosov-Kolmogorov C-K systems [9, 10, 11] .
This innovative class of random number generators (RNGs) was proposed earlier by the members of the MIXMAX network and it relies on the fundamental discoveries and results of ergodic theory [12, 13, 14] . The MIXMAX generator represents a hyperbolic dynamical system on N-dimensional torus. Let M be the N-dimensional torus and u = (u 1 , . . . , u N ) The conditions (1.2) ensure that such an automorphism represents an Anosov C-system [9] and a Kolmogorov K-system [10, 11, 12, 13, 14] , exhibits a mixing of all orders and has nonzero Kolmogorov entropy. In [1] the author suggested to use exponentially unstable trajectories of the Anosov-Kolmogorov C-K systems to generate pseudo-random numbers of high quality.
The trajectories of a C-system can be periodic and non-periodic. All trajectories which start from vectors u 0 ∈ M with rational coordinates, and only they, are periodic [4, 9] .
The rational numbers are everywhere dense on the phase space of a torus and the periodic trajectories of the C-systems follow the same pattern and are everywhere dense [9] , like rational numbers on a real line.
Thus if the initial vector u 0 ∈ M has rational coordinates u i = a i /p, then the mapping (1.1) generates exponentially unstable periodic trajectories of the Anosov-Kolmogorov C-K systems and they are used to generate pseudo-random numbers [2, 3] . For a two-parameter family of C-system operators A(N, s) which are parametrised by the integers N and s, the matrix has the following form [2] : ... Table 3 . The efficient implementation in software can be achieved for some particularly convenient values of m of the form m = 2 k + 1 [3] . Inspecting the data in the Table 3 BigCrush suite [15] . The behaviour of the correlation functions of the MIXMAX generators have been performed in [5] and the results are presented in Table 2 .
The additional strong test of RNGs is provided by the so called spectral test [17, 18, 19, 20, 21] . This test is aimed at answering the question of distribution of the generated In particular, the smallest generator we tested, N = 8, passes all the tests in the BigCrush suite [15] .
random vectors in dimensions d that are larger than the genuine dimension of the generator N. In particular, for the generators presented in Tables 2, 3 It is the aim of this article to study the spectral properties of the MIXMAX generators.
In In the next sections we shall analyse the lattice structure of the MIXMAX generator in dimensions d > N. In the second section we shall review the basics of the lattice theory useful for performing the spectral test, shall describe the dual lattices, the corresponding shortest vectors and the distances between adjacent hyperplanes. The spectral test of random number generators is presented in the third section. In the forth section the lattice structure is analysed when the skipping of some coordinates is performed. In the fifth section we analyse the spectral properties of the MIXMAX generators as a function of their internal parameters and we found that the best possible spectral index is of order l = 10 −8 . In the sixth section we demonstrate that the integration of k-time differentiable functions in d > N is bounded by l k = 10 −8k .
Dual Lattice and Distances Between Adjacent Hyperplanes
For m linearly independent basis vectors v 1 , v 2 . . . , v m ∈ R d , a lattice is the set of all points (vectors) which are constructed by linear integer combinations of them:
here m is called the rank of the lattice and d is its dimension. The lattice is said to have full rank if m = d. Let us define the matrix V ∈ R d×m with the basis vectors v i as columns: ...
which is called the basis matrix. Using V one can equivalently define the lattice as
The same lattice points can be generated by many basis. Any two basis
The important feature of a given lattice is its fundamental parallelepiped defined as the set of points
The parallelepiped P(V) is not uniquely defined because its definition depends on the choice of the basis V, but its volume
is invariant under unimodular changes of the basis V → VU. If a lattice is of the full rank
It is obvious that lattices with smaller determinants are denser populated by points.
The dual or reciprocal lattice ∧ ⋆ is defined as the set of vectors y ∈ R * d which have integer scalar product with any of the vector g ∈ R d in ∧:
The dual lattice ∧ ⋆ is generated by the basis matrix [30]
.
If original lattice ∧ is of a full rank, then V is a square matrix and
It follows from (2.6) that each dual vector y defines a set of equally spaced parallel hyperplanes of the original lattice which are orthogonal to y. The distance between adjacent hyperplanes is
where |y| is the Euclidean length. In order to get some intuition, it is useful to consider twodimensional case when original lattice is divided into parallel lines. There are many ways of partitioning the lattice into hyperplanes, each of which corresponds to a different dual vector y. The shorter the dual vector y is, the bigger is the distance between hyperplanes.
In physics, dual lattices play a central role in the theory of diffraction to describe the interaction of electromagnetic waves with crystals. Here the dual lattice is a lattice in momentum space, called reciprocal lattice. For example, when X-rays are scattered from a crystal, peaks in the intensity (constructive interference) of scattered radiation occurs if the momentum difference △k between incoming and diffracted X-rays satisfy Laue condition:
△k · x = n, n ∈ Z, or equivalently e 2π i△k·x = 1. (2.8)
Here x are the position vectors of atoms and k =k/λ is a wavevector with wavelength λ. It is assumed that scattering is elastic. Denoting y = △k, we see that y ∈ ∧ ⋆ . Now all points satisfying Laue condition for a given y lie on parallel planes separated by the distance l = 1/|y|, hence the scattering can be viewed as a reflection from a set of parallel planes (orthogonal to y) at some angle, called the Bragg angle θ. In this way it can be shown that the Laue condition can be reduced to the Bragg condition 2l sin θ = nλ. Thus dual vectors describe the planes from which the diffraction pattern occurs.
Spectral test of Random Number Generators
The MIXMAX recurrence is given by (1.1), i.e. at each step N-dimensional vector u i = (u i 1 , . . . , u i N ) is produced. Now consider the vectors 9) i.e. the combination of r successive outputs of the generator. The set of all these vectors (or points) on the unit hypercube [0, 1) rN form a lattice structure described by the following basis matrix [28] :
where I is an identity matrix of size N, and 0 is an N × N matrix consisting of all zeros.
Note that the lattice is of a full rank, V ∈ R rN ×rN .
It is desirable to have not only N-dimensional points, but also rN-dimensional points to be uniformly distributed in hypercube [0, 1) rN when r > 1, so that the spacing between parallel hyperplanes is as small as possible. As we have seen, the lattice can be covered by parallel hyperplanes in different ways, hence one has to consider all possible coverings and take maximum of all distances. The so-called spectral test [22, 20] measures the maximum distance between hyperplanes. Finding the maximum distance l rN among all sets of parallel hyperplanes amounts to finding the shortest vector in the dual lattice.
To perform the spectral test one should construct the dual basis V ⋆ of (3.10) with
and find the shortest vector in the dual space:
, where λ min = min
The spectral test therefore reduces to the finding of the shortest vector λ(∧ ⋆ ) in the dual lattice.
The shortest vector problem (SVP) is one of the most important and well studied lattice problems with applications in number theory, cryptography etc. [30, 32] . To find the shortest vector in a lattice it is reasonable to make the lattice basis as orthogonal as possible since orthogonal basis is obviously shorter. The LLL algorithm [32] the maximum distance between adjacent parallel hyperplanes over all possible coverings [22] . The shorter the distance is, the better is the uniformity. The spectral test has been proved to be a very powerful theoretical test which can reveal the weaknesses of the RNGs [20] .
The multiple recursive [20] and matrix recursive generators (MCG) [23, 24, 25, 26, 27] are generalizations of LCGs. The MCG is given by the following recurrence:
where A ∈ Z N ×N is integer matrix with entries less than p, and x 0 ∈ Z N is a vector of integers less than p. The spectral test can also be applied to MCGs since d = rNdimensional points
. . , x i+r−1 ) formed by d successive normalized outputs form a lattice structure in rN-dimensional unit hypercube [28] .
Skipping Some Coordinates of Lattice Points
Let ∧ be a full rank lattice generated by the basis
Suppose some coordinates of d-dimensional lattice points are skipped (or deleted). In particular, skipping the second coordinate of a 3-dimensional point (g 1 , g 2 , g 3 ) is a map (g 1 , g 2 , g 3 ) → (g 1 , g 3 ). This map can be represented by the following matrix:
13)
The action of P on an arbitrary vector skips its second component:
By skipping coordinates in d-dimensional lattice points we obtain the new set of points whose lattice structure we would like to describe. In particular, to find the basis vectors that generate this lattice.
First of all, skipping coordinates of lattice points is equivalent to skipping corresponding components in the basis vectors, i.e. the map (g
i , g
i , . . . , g
This map can be represented by the following P ∈ R s×d matrix, Now E = P V ≡ {e 1 , e 2 , . . . , e d } is the matrix whose columns are s-dimensional vectors with skipped components; e k = (v
k ). Let ρ be the rank of the matrix E, ρ ≤ s, so there are ρ linearly independent vectors among d vectors. Thus in order to describe the lattice structure obtained by skipping coordinates we have to choose ρ linearly independent vectors from the set {e 1 , e 2 , . . . , e d } so that all remaining vectors can be expressed as a linear integer combination of the chosen set.
The null space of the matrix E allows to find the relations between the vectors e 1 , e 2 , . . . , e d . 16) i.e.
Indeed, the null space N(E) of E is a full set of solutions
Note that Ex = 0 is equivalent to the equation 
The Spectral Test of MIXMAX Generator
If we consider the lattice structure of rN-dimensional points (3.9) formed by r consecutive outputs of the MIXMAX generator, r > 1, then independently of the parameters N and s of the operator A(N, s) and of the three-parameter A(N, s, m) family of operators, the shortest vector in the reduced dual lattice basis is √ 3, hence the spectral index is l rN = 1/ √ 3 [16, 33] . This lattice structure results from the relationships between certain coordinates of rN-dimensional points. L'Ecuyer et al. [16] writing the dual basis explicitly found that the dual vector of length √ 3 corresponds to the following relationship between the second, the (N + 1)-th and the (N + 2)-th coordinates of the (3.9):
Hence the relationship is absent if the first component of each generated MIXMAX vector is skipped. The following linear relation exists for the three-parameter operator A(N, s, m) would be necessary to move away from a near-power-of-two form of the m-parameter.
6

Practical Implications
All Monte-Carlo simulations implicitly contain a function which represents the observable of interest to be averaged over random instances of some object under study. Thus, in almost all situations the problem can be mapped to integrating a function f of s real variables f (u 1 , ..., u s ) defined on the hypercube R ∈ [0, 1) s . That may require rescaling the variables to fit inside the unit cube and in the case that the instance of the object which is under study is generated using a variable but finite number of random variables then also padding may be required. We draw real variables u i from the RNG consecutively and calculated the average value of the function f over the pseudo-random sequence. If the native dimension of the RNG is N, then for s ≤ N the Monte-Carlo integration is guaranteed to converge to the correct result (within machine floating-point accuracy) and, moreover, the error is guaranteed to be normally distributed according to the theorem of Leonov. For s > N, the Monte-Carlo integration may not converge to the correct result if the function is of the form
where y is some vector of the dual lattice (2.6) [22] . Worries arise if the y-vector is short.
All such y can in principle be found explicitly and analysed.
Let us consider few examples. Using the standard technique we can find the shortest vector in 121 dimensions in the dual lattice of the random number generator of L'Ecuyer [29] known as MRG32k3a. This generator has excellent properties in low dimensions. In Whether the value of the spectral index worse than ≈ 0.1 should disqualify an RNG from being used in some high dimension is not at all clear from the theory, but some additional arguments can be considered. If the observable f is k-times differentiable and supremum of all the k-th partial derivatives is bounded by a positive constant: 23) then the corresponding Fourier series
will have the coefficients rapidly falling with the wavenumber:
Thus if the integer-component Fourier mode h coincides with some or another vector of the dual lattice y , and the corresponding coefficient c y is not zero, then the value
of the overall integral will not be obtained. The Monte-Carlo sum will converge toward:
From the bound on the Fourier coefficients in (6.24) one can see from a yet another point of view why a smaller spectral index l ≪ 1 is generally beneficial: the value of the Fourier coefficient corresponding to some vector of the dual lattice y is suppressed
as a positive power of the spectral index l k = 10 −8k − 10 −9k . Thus, one may be able to bound the coefficient of the problematic modes to below the limit of machine precision.
It is possible to use these estimates to prove that the sum of the error terms above will converge by absolute value, if k > s. 
Appendix. Example of a Projected Lattice
Let us illustrate the procedure described in section 4 on the example of two-parameter MIXMAX generator. We take for simplicity N = 8 and r = 2. Hence (3.10) reduces to Now E = P V = {e 1 , e 2 , . . . , e 16 } is the matrix with vectors e k = (v
k , v
k ) as columns. The linearly independent solutions of (4.16, 4.18), i.e. the basis of N(E), correspond to the following relations: e 2 = e 3 = e 4 = e 5 = 0
x 51 e 1 + x 56 e 6 + x 57 e 7 + x 58 e 8 + e 9 = 0
x 61 e 1 + x 66 e 6 + x 67 e 7 + x 68 e 8 + e 10 = 0
x 71 e 1 + x 76 e 6 + x 77 e 7 + x 78 e 8 + e 11 = 0
x 81 e 1 + x 86 e 6 + x 87 e 7 + x 88 e 8 + e 12 = 0 (8.27)
x 91 e 1 + x 96 e 6 + x 97 e 7 + x 98 e 8 + e 13 = 0
x 10 1 e 1 + x 10 6 e 6 + x 10 7 e 7 + x 10 8 e 8 + e 14 = 0
x 11 1 e 1 + x 11 6 e 6 + x 11 7 e 7 + x 11 8 e 8 + e 15 = 0
x 12 1 e 1 + x 12 6 e 6 + x 12 7 e 7 + x 12 8 e 8 + e 16 = 0.
In particular, the relation
x 51 e 1 + x 56 e 6 + x 57 e 7 + x 58 e 8 + e 9 = 0 corresponds to the solution of (4. As one can see from (8.27), the set of 4 vectors {e 1 , e 6 , e 7 , e 8 } form the basis of projected lattice by which all other vectors e k (k = 1, 6, 7, 8) can be expressed by linear integer combinations. Having in hand the basis of the projected lattice one can analyse its spectral properties.
