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We report the temperature dependence of the upper critical fields µ0Hc2(T ) of the high tem-
perature superconductor H3S under applied pressures of 155 and 160 GPa through the electrical
resistance transition observed under DC and pulsed magnetic fields up to 65 T, a record high com-
bination of fields and pressures. We find that Hc2(T ) generally follows the Werthamer, Helfand
and Hohenberg (WHH) formalism at low fields, albeit with noticeable deviations upon approaching
our experimental limit of µ0H = 65 T. In fact, Hc2(T ) displays a remarkably linear dependence
on temperature over an extended temperature range also found in multigap or in strongly-coupled
superconductors. The best fit of Hc2(T ) to the WHH formula yields a negligible value for the Maki
parameter α and for spin-orbit scattering constant λSO. However, its behavior is relatively well-
described by a model based on strong coupling superconductivity with a coupling constant λ ∼ 2.
Therefore, we conclude that H3S behaves as a strong-coupled orbital-limited superconductor over
the entire range of temperatures and fields used for our measurements.
The ongoing scientific quest to stabilize superconduc-
tivity at room temperature led to the discovery of super-
conductivity, with a very high critical temperature Tc =
203 K, in sulfur hydride H3S under high pressures of p =
155 GPa1. H3S along with other hydrides
2,3 seems to be
the closest compound, so far, to metallic hydrogen, which
is predicted to be a high temperature superconductor4–6.
H3S forms as the result of the chemical instability of
H2S under high pressures, where H2S decomposes into
elemental sulfur S and H3S
7–9. The structure of H3S
is believed to be body-centered cubic Im-3¯m over the
pressure range of 92 - 173 GPa10, and characterized by
H atoms situated midway between two body-centered S
atoms. The pressure as a function of temperature phase
diagram of H3S is asymmetric, meaning that Tc shows a
sharp increase from 95 K to 203 K in the pressure range
of 110 - 155 GPa, but decreases with further increasing
the pressure1.
The superconductivity in H3S is believed to be con-
ventional, in which pairing is mediated by phonons,
with high-frequency optical modes due to the motion of
hydrogen1,11–14. The high Tc arises from both the metal-
lization of the strongly covalent bonds in H3S
15 and the
high phonon frequencies displayed by its light elements16.
Band structure calculations indicate that H3S is a multi-
band metal17 having a large Fermi surface (broad energy
dispersive bands) as the result of the hybridization be-
tween the H 1s and the 3p orbitals of sulfur8,9,13,16,18,19.
Band structure calculations also yield small Fermi surface
pockets for the high-Tc phase of H3S
17.
Despite the very high Tcs reported for H3S, the stud-
ies of Hc2(T ) are limited to a narrow range of temper-
atures close to Tc due to the inherent experimental dif-
ficulties in performing ultra-high pressure measurements
under very high magnetic fields. The behavior of Hc2(T )
provides valuable information such as an estimation of
the Cooper pair coherence length, the strength of the
electron-phonon coupling, the role of the spin-orbit cou-
pling, and the dominant mechanism breaking the Copper
pairs.
In type-II superconductors, the orbital and the spin-
paramagnetic pair-breaking effects are the two main
mechanisms depairing electrons under high magnetic
fields. The orbital pair breaking effect explains the
suppression of superconductivity via the formation of
Abrikosov vortices20 in the presence of a field. The su-
perconductivity is suppressed when the kinetic energy
associated with vortex currents exceeds the condensa-
tion energy of the paired electrons. When the magnetic
field approaches a critical value Horbc2 = φ0/2piξ
2, re-
ferred to as the orbital limiting field, the vortex cores
overlap and the system returns to the normal state.
Here, φ0 is the flux quantum and ξ is the coherence
length. The spin-paramagnetic effect explains the effect
of the magnetic field on the spin of the electron based on
the classical work by Clogston21 and Chandrasekhar22.
When the magnetic energy exceeds the superconduct-
ing gap, i.e. 1/2χpH
2
p = 1/2N(EF )∆
2, superconduc-
tivity will be suppressed, where χp, N(EF ), and ∆ are
the normal state paramagnetic susceptibility, the den-
sity of states at the Fermi level, and the superconduct-
ing gap, respectively. If we only consider the spin-
paramagnetic effect, the zero-temperature Pauli limiting
field (Chandrasekhar-Clogston limit) for a weakly cou-
pled superconductor is approximately µ0Hp(0) = 1.86 Tc,
where 2∆(T = 0) ∼ 3.52 kBTc (for a conventional BCS
superconductor) and χp = gµ
2
BN(EF ) (g is the Lande´ g
factor and µB is the Bohr magneton). Hp can be renor-
malized by the strength of the electron phonon-coupling
or by electronic correlations. In many superconductors
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2Hc2(T ) is affected by both pair-breaking mechanisms.
The Maki23 parameter α =
√
2Horbc2 (0)/Hp(0) is a mea-
sure of the relative strength between the orbital and the
paramagnetic pair breaking mechanisms for a given type-
II superconductor. The WHH theory24 includes both
pair-breaking effects through the Maki parameter and
the spin-orbit constant.
Here, we report measurements of the upper critical
field in H3S samples under extremely high pressures in
high magnetic fields. The ultrahigh pressure can only
be obtained by a diamond anvil cell (DAC), however,
measurements on samples contained by a DAC are quite
challenging, particularly in pulsed fields due to the nar-
row magnet bore and large induced currents which heat
the cell. The small diameter of the DAC1 employed in
our study allows us to perform transport measurements
up to 65 T without heating the sample significantly. Our
pulsed field measurements under p > 150 GPa is a signifi-
cant pressure increase over latest pulsed field achievement
of 4 GPa25. We find that H3S is an orbital limited super-
conductor over the entire temperature range and likely a
multigap or strongly-coupled superconductor.
Two samples of H3S were synthesized in-situ inside
DACs using two different techniques. The first sample
was prepared from condensed liquid H2S via dispropor-
tionation reaction as described in Ref. [1], the final pres-
sure inside the sample was as high as 160 GPa. We refer
to this sample as the 160 GPa sample. The second sam-
ple was synthesized directly from elemental sulfur and
hydrogen at high pressure. For this sample a small piece
of elemental sulfur (purity of 99.98%) with a lateral di-
mension of about 20 µm and a thickness of∼ 3−5 µm was
placed in a DAC having diamonds with culets of 60− 70
µm. Excess hydrogen was introduced in the DAC at a
gas pressure of ∼ 130 − 150 MPa. Subsequently, the
DAC was pressurized up to 150 GPa and then heated up
to 1000 K with a YAG laser at room temperature to initi-
ate the chemical reaction. Pressure increased slightly to
155 GPa after the synthesis. The vibrational properties
of the pressurized initial reactants and of the synthesized
products were probed using a triple grating Raman spec-
trometer equipped by a HeNe laser with a wavelength of
633 nm. Sputtered gold electrodes were thoroughly iso-
lated from the metal gasket by a layer made from mag-
nesium oxide, calcium fluorite and an epoxy glue mix-
ture. This layer also prevented hydrogen penetration
into the rhenium gasket. The pressure was estimated
using the Raman shift of stressed diamond26 and the H2
vibron’s wavenumber, previously calibrated in a separate
experiment27. Both scales indicated a pressure of 155
GPa after the laser heating. Under continuous fields up
to µ0H = 35 T the resistance of the sample was mea-
sured using a commercial AC resistance bridge. A cus-
tom made Lock-In amplifier was used under pulsed fields
up µ0H = 65 T.
Figure 1 displays the resistance as a function of the
temperature T for H3S samples pressurized up to 155
GPa and 160 GPa. The onset, i.e. first deviation from
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FIG. 1. (Color online) Temperature dependence of resistance
of the H3S samples under 155 GPa and 160 GPa pressures.
Red line is a fit to R = R0 + AT
2 indicating Fermi liquid
behavior. Note that Tc for the 155 GPa sample shifts slightly
to larger values over time.
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FIG. 2. (Color online) (a) Hall resistance Rxy as a function of
the magnetic field µ0H at a temperatures T = 205 snd 250 K.
Red line is a linear fit. (b) Hall coefficient RH as a function
of T for the H3S sample pressurized up to 155 GPa.
3normal state resistivity, of the superconducting transi-
tions are estimated to be Tc = 201 K for the sample
under 155 GPa, and Tc = 174 K for the other sample
under 160 GPa. The drop in Tc for the higher pressure
sample is consistent with the results in Ref. [1]. The
width of these transitions are ∆Tc = 5.5 K and 26 K for
the samples under 155 GPa and 160 GPa, respectively
indicating that the latter sample is less homogeneous, or
that it is subjected to stronger pressure gradients. Both
samples display Fermi-liquid behavior in the normal state
as indicated by the red line which corresponds to a fit to
R(T ) = R0 +AT
2. The value of Tc for the sample under
155 GPa increases slightly over time, indicating an evo-
lution towards a more homogeneous sample or weaker
pressure gradients. Notice that this sample displays a
step around 195 K in the superconducting transition in-
dicating that its superconducting state indeed is inhomo-
geneous. For samples synthesized within the confines of
the DAC a certain degree of inhomogeneity is inevitable.
Figure 2 (a) displays the Hall resistance Rxy for the
sample under p = 155 GPa as a function of magnetic
field µ0H at 205 K or near the superconducting transi-
tion. The Rxy(µ0H) does not reveal any non-linearity
as a function of µ0H all the way up to 35 T. This indi-
cates that near and above Tc the electrical transport in
H3S is dominated by single electron-like carrier pocket
despite the fact that H3S was predicted to be a multi-
band metal17. Most likey, this indicates that electrons
display a considerably higher carrier mobility than holes
at these temperatures. The temperature dependence of
the Hall coefficient RH is shown in Fig. 2 (b). We ob-
served a noticeable decrease in RH(T ) as the temperature
is decreased, corresponding to an increase in the effective
Hall density nH = 1/eRH . The decrease in the Hall co-
efficient at low T s could come from a decrease in electron
mobility, a progressive increase in hole mobility, or from
an evolution in their relative densities. If one assumed
that only one band contributed to the transport of car-
riers, the Hall coefficient would yield an electron density
n = 1/eRH = 8.5 × 1022 cm−3 at room temperature,
which is relatively close to known values for transition
metals such as copper. At 205 K, the carrier concentra-
tion would increase to n = 8.9× 1022 cm−3.
To determine the temperature dependence of Hc2, we
measured the isothermal resistance as a function of the
magnetic field µ0H at selected temperatures ranging
from T = 60 K to 200 K. Figures 3 (a) and (b) show
the magnetic field dependence of the resistance for the
155 GPa and 160 GPa samples under fixed temperatures.
At each temperature the resistance changes from zero to
a finite value as µ0H increases due to the field-induced
suppression of superconductivity. Hc2 is defined as the
intersection between an extrapolation of the resistance of
the normal state and a line having the slope the resistive
transition at its middle point28. The same criterium is
used across DC and pulsed field traces.
The resistive onset has been found to match thermody-
namic Hc2 obtained by other experimental probes
29–31.

 
 
 
 
         	  
   

	
 
 	
   
    
  
  
            


Ω
)
 	   
      
    


Ω
)
µ     
                       
  	       

   
      
    
FIG. 3. (Color online) Resistance as a function of field µ0H
for the H3S samples under (a) p = 155 GPa and (b) 160 GPa
and for several temperatures. This data was collected under
continuous and pulsed field.
This criterion prevents the contribution of possible su-
perconducting vortex related phases. The resistive tran-
sition shifts to higher fields as the temperature is lowered
while broadening slightly. The Hc2(T ) values obtained
from pulsed field measurements agree with the curva-
ture and the values extracted under DC fields. At very
high pulsed magnetic fields the self-heating of the metal-
lic DACs by the induced currents becomes noticeable at
temperatures below 60 K.
Figures 4 shows the extracted Hc2 as a function of T
for both samples under p = 155 GPa and 160 GPa as
a function of the reduced temperature t = T/Tc. To
avoid the influence of possible superconducting vortex
phases, we plot just the onset of their resistive transi-
tion. These phase boundaries were obtained from both
isothermal field scans and from temperature scans un-
der fixed magnetic fields. For both samples Hc2(T ) in-
creases almost linearly upon decreasing the temperature
under fields all the way up to 60 T yielding the slopes
|dHc2/dT |Tc = 0.62 and 0.45 T/K for the samples un-
der 155 GPa and 160 GPa, respectively. The linear
dependence of Hc2 over an extended range of temper-
atures was also observed in the two-band superconduc-
tor MgB2
34,35 and in the multigap Fe-pnictide supercon-
ductors for fields along certain, but not for all crystal-
lographic orientations, and claimed to result from the
orbital limiting effect36–38. Multigap effects might ex-
plain our phase-diagram for H3S in analogy with those
systems. However, multiband scenario contrast with the
linear in field Hall data in Fig. 2 (a), which indicates
conduction dominated by a single type of carrier. Mea-
surements of, for example, the penetration depth as a
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FIG. 4. (Color online) Upper critical fields Hc2 as a function
of reduced temperature t = T/Tc for the H3S samples under
155 GPa and 160 GPa pressure. Solid lines are fits to theoreti-
cal models: Ginzburg-Landau (GL), Werthamer, Helfand and
Hohenberg (WHH), and strong strong-coupling model using
the coupling strength parameter λ = 2 (reproduced from a
prediction based on strong-coupling theory32,33). Inset: H3S
upper-critical fields for two different pressures plotted in re-
duced variables. Red line is a linear fit.
function of T should help clarify the nature of the su-
perconducting state in this system. The estimated weak
coupling Pauli limiting fields for the samples under 155
GPa and 165 GPa are Hp(0) ' 370 T and 344 T, re-
spectively. In the dirty limit, the Hc2(0) values derived
from the slope of the H-T phase boundary at Tc are,
Horbc2 (0) = 0.69 |dHc2/dT |Tc × Tc = 88 T for the sample
under 155 GPa and 74 T for the one under 160 GPa.
These latter values are much closer to the extrapolation
of our experimental Hc2(T ) towards zero-temperature,
when compared to the Pauli limiting values which differ
by a factor of ∼ 5, thus indicating that H3S is an orbital
limited superconductor.
Subsequently, we fit our experimentally determined
phase-boundary to two different expressions in order to
estimate the value of Hc2 at T = 0 K. First, the conven-
tional Ginzburg-Landau (GL) expression:
Hc2(T ) =
φ0
2piξ¯(0)2
(
1− t2) , (1)
where φ0 is the quantum of flux and ξ¯(0) is an average
Ginzburg-Landau coherence length at T = 0.
And second WHH formalism where the tempera-
ture dependence of Hc2 defined by orbital and spin-
paramagnetic effects in the dirty limit is given by24:
ln
(
1
t
)
=
∞∑
ν=−∞
{
1
|2ν + 1| −
[
|2ν + 1|
+
h¯
t
+
(αh¯/t)2
|2ν + 1|+ (h¯+ λso)/t
]−1} (2)
where, h¯ = (4/pi2)[Hc2(T )/(−dHc2/dT )Tc ], α is the Maki
parameter, and λSO is the spin-orbit constant.
At temperatures near Tc, our experimental Hc2 val-
ues seem to follow the usual GL-expression, but at low
temperatures they deviate from it considerably. This is
particularly apparent for the sample under 160 GPa, for
which we were able to reach smaller t values. Compar-
ing the upper critical fields to the WHH expression yields
very small values for α which points again to rather small
orbital limiting fields relative to the Pauli limiting ones,
with no apparent saturation in Hc2(t) at low ts. We ob-
tained the best fits to the WHH formula for α values
ranging between 0.0 and 0.3 for the sample under 155
GPa and α = 0− 0.2 for the sample under 160 GPa. For
such small values of α, the WHH formula is almost in-
sensitive to the strength of the spin-orbit interaction. As
for the effect of pressure on the H3S samples, our exper-
imental upper critical fields do not reveal any change in
the relative strength of both pair breaking mechanisms
between both pressures. As seen in the inset of Fig. 4,
the superconducting phase diagrams for both samples fall
into a single curve when plotted in reduced units. What
is remarkable is the linearity of the phase-boundary as a
function of t all the way down to t ∼ 0.25. Again, this re-
sembles behavior reported, for example, for the Fe based
superconductors38.
This deviation from conventional WHH could be also
explained by fact that it was largely formulated in the
weak limit of electron-phonon coupling constant λ  1.
Recent ab initio calculations report substantial enhance-
ment of λ in H3S due to the proximity to a structural in-
stability between Im-3¯m and R3m crystal symmetries39.
As phonon frequencies ωp soften near this instability,
Cooper pairing is weakened at elevated temperatures by
thermal phonons, while it remains robust in T → 0 limit,
leading to a relative enhancement of Hc2 at low temper-
atures. The calculated λ ∼ 29,39 would correspond to a
nearly linear Hc2(T ) for t > 0.25 within the framework
of the strong coupling model32,33, which was also found
to be applicable in an unusually strong electron-phonon
coupling case in Bi-III40. Coincidentally, the strong cou-
pling model also predicts a very high Tc ∼300-400 K for
a lattice containing light atoms like H32. Our experi-
mental Hc2(T ) values display a much better agreement
with the temperature dependence predicted by the strong
coupling model32 with an electron-phonon coupling con-
stant λ = 2. We obtained the superconducting coher-
ence length by extrapolating the strong-coupling fit to
zero-temperature. This extrapolation of Hc2(T )s yields
Hc2 = 97 T and 73 T for the H3S samples pressurized
5up to 155 GPa and 160 GPa, respectively. Thus, we find
a coherence length ξ = 1.84 nm and of 2.12 nm for the
samples under 155 GPa and 160 GPa, respectively.
In summary, we have investigated the temperature de-
pendence of the upper critical fields of H3S under mag-
netic fields up to 65 T. At lower fields the phase-boundary
separating normal and superconducting states is rela-
tively well described by the Werthamer, Helfand and Ho-
henberg formula. Pronounced deviations from the WHH
formula are observed at lower temperatures due to the
linearity of Hc2(T ). Overall, the phase boundary be-
tween superconducting and metallic states indicates that
the orbital-effect suppresses superconductivity over the
entire temperature range. The linearity of Hc2(T ) ob-
served over an extended range of reduced temperatures
suggests that this system might indeed be a multigap
superconductor as predicted theoretically and in anal-
ogy with similar results for the Fe based superconduc-
tors. Alternatively, enhanced electron-phonon coupling
and softening of hydrogen vibrational modes in the vicin-
ity of structural instability could also explain the devi-
ation from WHH predictions. We extract values for the
coherence length ξ ranging between ξ = 18.4 A˚ and 21.2
A˚. Above the transition temperature the Hall-effect re-
mains linear up to high magnetic fields indicating that
H3S is a very good metal and that at high temperatures
carrier conduction is dominated by electrons.
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