Finding genetic signatures of local adaptation is of great interest for many population genetic 21 studies. Common approaches to sorting selective loci from their genomic background focus on 22 the extreme values of the fixation index, F ST , across loci. However, the computation of the 23 fixation index becomes challenging when the population is genetically continuous, when predefining 24 subpopulations is a difficult task, and in the presence of admixed individuals in the sample. In 25 this study, we present a new method to identify loci under selection based on an extension of the 26 F ST statistic to samples with admixed individuals. In our approach, F ST values are computed 27 from the ancestry coefficients obtained with ancestry estimation programs. More specifically, we 28 used factor models to estimate F ST , and we compared our neutrality tests with those derived 29 from a principal component analysis approach. The performances of the tests were illustrated 30 using simulated data, and by re-analyzing genomic data from European lines of the plant species 31 Arabidopsis thaliana and human genomic data from the population reference sample, POPRES.
For outlier tests, defining subpopulations may be a difficult task, especially when the background 48 levels of F ST are weak and when populations are genetically homogeneous (Waples & Gaggiotti,
where q k is the average value of the population k ancestry coefficient over all individuals in the 98 sample, and the ancestral allele frequencies are obtained from the F matrix. Our formula for F ST 99 is 100
The snmf algorithm estimates the F matrix as follows. Assume that the sampled genotype 120 frequencies can be modelled by a mixture of ancestral genotype frequencies 121 δ (y i =j) = K k=1 Q ik G k (j), j = 0, 1, . . . , p,
where y i is the genotype of individual i at locus , the Q ik are the ancestry coefficients for 122 individual i in population k, the G k (j) are the ancestral genotype frequencies in population 123 k, and p is the ploidy of the studied organism (δ is the Kronecker delta symbol indicating the 124 absence/presence of genotype j). For diploids (p = 2), the relationship between ancestral allele 125 and genotype frequencies can be written as follows 126 F k = G k (1)/2 + G k (2).
The above equation implies that the sampled allele frequencies, x i , satisfy the following equation 127
which makes the estimates consistent with the definition of F ST .
where, in the analysis of variance terminology, σ 2 T is the total variance and σ 2 S is the error vari-151 ance (Weir, 1996) . This definition of F ST , which uses a linear regression framework, can be 152 extended to models with admixed individuals in a straightforward manner. where x 1 and x 2 are independent Bernoulli random variables modelling the parental gametes. The 160 conditional distribution of x 1 (resp. x 2 ) is such that prob(x 1 = 1|Anc 1 = k) = f k where f k is the 161 allele frequency in ancestral population k, Anc is an integer value between 1 and K representing 162 the hidden ancestry of each gamete. The sampled allele frequency is defined as x = y/2 (x taking 163 its values in 0, 1/2, 1). Thus the expected value of the random variable x is given by the following
where q k = prob(Anc = k). The total variance of x satisfies
Using the Q and F matrices, q k can be estimated as the average value of the ancestry coefficients 167 over all individuals in the sample, and the ancestral allele frequencies can be estimated as f k = F k .
168
To compute the error variance, σ 2 S , we consider that the two gametes originate from the same 169 ancestral population. Assuming Hardy-Weinberg equilibrium in the ancestral populations, the 170 8 error variance can be computed as follows
and the use of equation (2) for F ST concludes the proof of equation (1). 
,
.
For each individual, we assumed that each allele originated in the first ancestral population with 196 probability p(x i ) and in the second ancestral population with probability 1 − p( 198 Complex simulation models. To evaluate the power of tests in realistic landscape simulations, 199 we used six publicly available data sets previously described by Lotterhos & Whitlock (2015) .
200
In those scenarios, the demographic history of a fictive species corresponded to nonequilibrium 201 isolation by distance due to expansion from two refugia. The simulations mimicked a natural 202 population whose ranges have expanded since the last glacial maximum, potentially resulting in 203 secondary contact (Hewitt, 2000) . The study area was modelled as a square with 360 × 360 204 demes. Migration was determined by a dispersal kernel with standard deviation σ = 1.3 demes, 205 and the carrying capacity per deme was 124. The data sets consisted of 9900 neutral loci and 100 206 selected loci. Twenty unrelated individuals were sampled from thirty randomly chosen demes. For 207 each replicate data set, a selective landscape was randomly generated based on spherical models 208 described as 'weak clines' (details in Lotterhos & Whitlock (2015)). All selected loci adapted to 209 this landscape.
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Computer programs We performed genome scans for selection using three factor methods: Simple simulation models. We evaluated the performances of genome scans using tests based 248 on snmf, tess3, pcadapt, and F ST , in the presence of admixed individuals. For snmf and for 249 tess3, we used K = 2 ancestral populations. This value of K corresponded to the minimum of 250 the cross-entropy criterion when K was varied in the range 1 to 6, and it also corresponded to the 251 true number of ancestral populations in the simulations. We used pcadapt with its first principal Next, we evaluated the sensitivity (power) of the four tests in each simulation scenario. Our 260 experiments confirmed that the use of approaches that estimate ancestry coefficients is appropriate 261 when no subpopulation can be predefined (Figure 2A for ancestry coefficient estimates). As we 262 expected from the simulation process, the tests had higher power when the relative levels of 263 selection intensity were higher. For 4N m = 5 and 4N m s = 0.1, 0.25, 0.5, and 1, the power of 264 tests for snmf, tess3, pcadapt was close to 27% for data sets with 5% of outliers ( Figure 2B , 265 expected FDR equal to 10%). The F ST test based on assignment of individuals to their most 266 likely cluster failed to detect outlier loci (power value equal to 0%). For 4N m = 10 , the power of 267 the tests ranged between 40% and 45% for snmf, tess3, pcadapt, and it was equal to 26% for the 268 F ST test ( Figure 2B ). For 4mN ≥ 15, corresponding to the highest selection rates, the power was Power estimates for tests based on factor methods (grouping snmf, tess3 and pcadapt), for F ST tests in which individuals were assigned to their most likely cluster, and for F ST tests prior to admixture. Power values were computed by considering an expected FDR value equal to 0.1. For 4N m = 5 (weak selection intensity), the F ST test based on assignment failed to detect outlier loci. Figure S3 . Manhattan plot of minus log10(p-values) for A. thaliana. The candidate regions are colored in red. Those regions correspond to an expected FDR level of 1% for snmf and tess3 having more than 5 SNPs in each region. Figure S6 . Manhattan plots of minus log10(p-values) for A. thaliana. Tests using (A) snmf with K = 2 ancestral populations and pcadapt with 1 principal component, (B) snmf with K = 3 ancestral populations and pcadapt with 2 principal components, (C) snmf with K = 4 ancestral populations and pcadapt with 3 principal components.
