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Chapter 1
Parity non-conservation and nuclear anapole moment
The weak interaction has the unique property of violating parity because it
couples both parity even vector current and parity odd axial current into the same
Hamiltonian. Lee and Yang first introduced this idea in Ref. [1] and proposed
possible tests in the atomic nuclei β decay, meson decay and hyperon decay. The
first experimental tests came from the observation of an asymmetry in the 60Co
β decay [2], and π+→µ+→e+ decay [3, 4]. It was soon followed by a suggestion
from Zeldovich that a similar effect is possible in a special kind of electromagnetic
moment [5], which is the so-called anapole moment. Since the 1970s, the study
of the parity non-conservation (PNC) in atoms has become an important branch
stimulated by the work of the Bouchiats [6, 7].
The constraints obtained from atomic PNC on the weak interaction and its
manifestation both at low energy and in hadronic environments are unique [8].
The information it provides is complementary to that obtained with high energy
experiments. The last twenty years have seen steady progress in experiments [9, 10,
11, 12], together with theoretical calculations [13, 14, 15, 16, 17] having a precision
better than 1% [18, 19, 20].
We want to improve the work by performing the experiments on a chain of
isotopes in the heaviest alkali atom francium (Fr), and rubidium (Rb) which have
1
two stable isotopes and very different nuclear configurations.
We start reviewing the basics of the anapole moment following very closely
the work our collaboration have done in planning the experiment in Fr [21]. Parity
nonconservation in atoms appears through two types of neutral weak interaction:
nuclear spin independent and nuclear spin dependent [7]. Nuclear spin dependent
PNC occurs in three ways [22, 23, 20]: an electron interacts weakly with a single va-
lence nucleon (nucleon axial-vector current AnVe), the nuclear chiral current created
by weak interactions between nucleons (anapole moment), and the combined action
of the hyperfine interaction and the spin-independent Z0 exchange interaction from
nucleon vector currents (VnAe) [24, 25, 26].
Assuming an infinitely heavy nucleon without radiative corrections, the inter-




(κ1iγ5 − κnsd,iσn · α)δ(r), (1.1)
where G = 10−5 m−2p is the Fermi constant, mp is the proton mass, γ5 and α are
Dirac matrices, σn are Pauli matrices, and κ1i and κnsd,i (nuclear spin dependent)
with i = p, n for a proton or a neutron are constants of the interaction. In tree level
approximation (no loops in Feynman diagrams), we have κnsd,i = κ2i, and in the








κ2p = −κ2n = κ2 = −
1
2
(1− 4 sin2 θW )η, (1.2)
with sin2 θW ∼ 0.23 the Weinberg angle and η = 1.25. κ1i (κ2i) represents the
2
coupling between nucleon and electron currents when an electron (nucleon) is the
axial vector.
The first term of Eq. (1.1) gives a contribution that is independent of the
nuclear spin and proportional to the weak charge (QW ) in the approximation of the
shell model with a single valence nucleon of unpaired spin. The weak charge is almost
equal to minus the number of neutrons, −N , and we take it to be proportional to
the number of protons Z. The second term is nuclear spin dependent and due to








K = (I + 1/2)(−1)I+1/2−l, (1.4)
with l the nucleon orbital angular momentum, and I is the nuclear spin. We neglect
the terms proportional to the anomalous magnetic moment of the nucleons and the
electrons here.
As mentioned previously, there are three contributions to the nuclear spin
dependent interaction:







where κ2 ∼ −0.05 from Eq. (1.2) in the tree level approximation, the effective
constant κa is from the anapole moment, and κQW is generated by the nuclear spin
independent part of the electron nucleon interaction plus the hyperfine interaction.
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where α is the fine structure constant, µ and µN are the magnetic moment of the
external nucleon and of the nucleus respectively in nuclear magnetons, r̃0 = 1.2 fm
is the nucleon radius, A = Z + N , and g gives the strength of the weak nucleon-
nucleon potential with gp ∼ 4 for protons and 0.2 < gn < 1 for neutrons [27]. For
heavy atoms such as francium and rubidium, the anapole moment contribution is
the dominant one (κa,p/κQW = 14 and κa,p/κ2,n = 9 for Fr; κa,p/κQW = 20 and
κa,p/κ2,n = 5 for Rb).
There existed two finished experiments on atomic PNC that were sensitive to
the anapole moment. The one of Thallium [9] gives an error bound of the nuclear
anapole moment and the one of 133Cs finds a non-zero value with an error of about
15% [10, 30], which has a similar uncertainty with other measurements in nuclear
physics, but do not agree with each other [24].
It is important to have other atomic PNC measurements to resolve the dis-
crepancy. Measurements in alkaline ions [31, 32], stable atoms such as Yb [12], and
molecules such as 137BaF [33] have also been proposed. They have taken advantage
of a long coherence time or small energy difference between parity even and odd
states.





with J the electromagnetic current density. In shell model with the assumption of
homogeneous nuclear density, the anapole moment from Eq. (1.7) of a single valence










where j is the nucleon angular momentum. A more sophisticated study finds strong
compensations among many-body contributions in the study of anapole moment [34,
35], but there is still a difference, which is no more than a factor of two, with the
single particle result [26]. Equation (1.8) is still valuable to serve as a guide for the
anapole moment measurement.
In even-neutron isotopes, only the unpaired valence proton generates the
anapole moment, whereas in the odd-neutron isotopes both the unpaired valence
proton and neutron contribute. In the latter case, one must add vectorially the
contributions from both the proton and the neutron to obtain the anapole moment:
a =
Canp jp · I + Cann jn · I
I2
I, (1.9)
with the notation following the previous equations. Then we can use κa as an









This way of defining the anapole moment absorbs the angular momentum constant
K from Eq. (1.4) in κa.
We estimate from Eqs. (1.6) and (1.8) the anapole moments of five francium
isotopes on the neutron deficient side with approximately one minute lifetimes and
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five rubidium isotopes that lie on both sides of the stability region. Figure 1.1a
shows the values of κa for francium (triangles) and rubidium (open squares). Fr
has an unpaired πh9/2 proton for all the isotopes considered; the odd neutron in
208,210Fr is on an νf5/2 orbit, while in
212Fr the extra neutron is on a νp1/2 orbital.
There is a clear even-odd neutron number alternation in Fr due to the pairing of
neutrons. For Rb, the alternation is no longer evident due to changes in the orbits
for the valence nucleons. In particular the value of κa has a different sign for the two
stable isotopes of rubidium (85Rb and 87Rb). The nucleon orbits used for rubidium
are πf5/2 for isotopes 84 and 85, πp3/2 for 86 to 88, νg9/2 for 84 and 86 and νf5/2
for 88 [36]. The two neutron holes in 85Rb deform the nucleus slightly and change
the order of the proton orbitals from πp3/2 in
87Rb to πf5/2 in
85Rb. The result is
that the spin and orbital contributions to the angular momentum are anti-aligned
in 85Rb and aligned in 87Rb. The alignment is responsible for the sign change in κa.
Reference [37] uses Eq. (1.2) to calculate the anapole moment constant and find no
sign change between 87Rb and 85Rb. The sign change that we get comes from the
contribution of K (see Eq. (1.4)), which we include into in our operational definition
of the anapole moment in Eq. (1.10). The quantity measured experimentally, that
is, the amplitude of the E1 PNC transition, also contains this sign change.
Figure 1.1b presents a sensitivity analysis of the effective anapole constant for
the Rb isotopes to the change in gp=4 and gn=1 by 50% around the values used
in Fig.1.1a. The range of values still preserves the basic structure of the plot, and
should allow a study of the gn/gp ratio. There still remains the question of the
sensitivity to the configuration used for the particular nucleus. The orbit used in
6























0.6 gp decreases by 50%
gn increases by 50%





Figure 1.1: (Color online.) (a) Anapole moment effective constant for different
isotopes of francium (triangles) and rubidium (open squares) with gp = 4, gn = 1.
(b) Sensitivity analysis for the anapole moment effective constant for different Rb
isotopes. The limits come from varying gp and gn by fifty percent from the values
in Plot(a). The lines are only to guide the eye.
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the calculation of κa is expected to be dominant, but the actual orbital may be a
different one or even a superposition of different orbits. Using a proton orbital πp3/2
for 86Rb changes κa from 0.45 to -0.13, while using a proton orbital πd5/2 for
88Rb
gives a smaller change from -0.06 to 0.01. Rb is a tractable nucleus as it is around
the neutron magic number of 50. This is not the case for Cs where the nuclear
structure calculations are more complicated.
We could extract the strength of the weak nucleon-nucleus potential from the
value of κa. Nuclear forces at short distance are repulsive, so the short range vec-
tor boson (W, Z) exchanges are suppressed due to their heavy masses. Mesons with
much smaller mass, such as ρ, ω and π, could propagate the force at a relatively long
distance by a Yukawa potential. Equation 18 of Ref. [28] gives a relation between
the weak nucleon-nucleus constants (gp and gn) that appear in the expression for the
anapole moment (Eq. (1.6)) and the meson-nucleon parity nonconserving interac-
tion constants formulated by Desplanques, Donoghue, and Holstein (DDH) [38]. A
measurement of anapole moment of a chain of alkali isotopes with even and odd neu-
trons could provide a cross region of constraints on these DDH coupling parameters
for the first time from a single atomic system.
8
Chapter 2
Experimental efforts towards nuclear anapole moment measurement
We discuss in this chapter the experimental work on the measurement of
nuclear anapole moment of alkali atoms. We outline the experimental scheme in
Sec. 2.1, and describe the experimental requirements in Sec. 2.2, where we focus on
the different requirements on the Rb experiment compared with the one on Fr. In
Sec. 2.3, we compare the coherent control through the Raman transition and mag-
netic dipole transition. In Sec. 2.4, we describe the construction, characterization
and study of the coherent properties of a blue detuned dipole trap.
2.1 Experimental scheme
The weak interaction mixes atomic states with different parities together. The
modified ground state is:
| ˜s, F,mF ⟩ = |s, F,mF ⟩+ iϵ|p, F,mF ⟩, (2.1)
where the imaginary factor is for the conservation of the time reversal symmetry.
The weak interaction coupling is only between states with the same hyperfine and
Zeeman quantum number [39].
As mentioned in the previous chapter, there are three contributions to the
nulcear spin-dependent (nsd) part of the atomic PNC signal, where the nuclear
anapole moment is the dominant contribution for heavy atoms. Experimentally
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we can only measure the sum of those three terms, and then we need the help
from theorists to calculate the AnVe current and the correction of the hyperfine
interaction on the spin-independent VnAe current, both of which do not involve the
strong interaction, thus are much more precise and accurate compared with the
anapole moment calculation.
There are two ways to experimentally measure the nsd PNC signal. The first
one is an indirect way, which measures the total PNC signal for different hyperfine
states better than 1%, then compares the difference to extract the nsd signal. Both
of the finished experiments of nuclear anapole moment in atomic physics used this
method [10, 9]. It has the advantage that we can use the much larger nsi PNC
signal from the measurement for a double check, but the cons are that we need
to perform the experiments twice and, most importantly, the measurement of total
PNC signal usually involves excited states with short lifetime, which limits the
coherent interaction time in the measurement. The long interaction time is the
key part of our experiment on francium atoms, where we do not have a continuous
source due to the operation time of the accelerators, and we have to make the
interaction time as long as possible to achieve the similar precision in the previous
experiments with stable elements. The time of each atom interacting with the light
in the Cs experiment is about 6 µs determined by the velocity of the atomic beam
(300 m/s) and the beam waist inside the cavity (0.82 mm), but the interaction is
not a coherent process, where the lifetime of the excited 7s state determines each
coherent interaction event time. In our experiment, we use laser cooling and trapping
technique to get cold atoms and want to achieve coherent interaction time on the
10
order of 100 ms.
We want to make a direct measurement of the nuclear anapole moment, by
driving an electromagnetically forbidden electric dipole (E1) transition between the
two ground hyperfine states. We denote the two states involved as |s, Fi⟩, the nsi
coupling coefficients as ϵ1, and the nsd PNC copuling coefficients as ϵ2(Fi). The
modified states under the weak interaction are:
| ˜s, F1,mF1⟩ = |s, F1,mF1⟩+ iϵ1|p, F1,mF1⟩+ iϵ2(F1)|p, F1,mF1⟩
| ˜s, F2,mF2⟩ = |s, F2,mF2⟩+ iϵ1|p, F2,mF2⟩+ iϵ2(F2)|p, F2,mF2⟩. (2.2)
Here we do not write it explicitly that the coupled p state has the same J value as
s state, which is J = 1/2. This leads to:
⟨ ˜s, F2,mF2 |d| ˜s, F1,mF1⟩ = i(ϵ2(F1)− ϵ2(F2))⟨p, F2,mF2|d|s, F1,mF1⟩. (2.3)
For 209Fr, ϵ2(F ) = −5.9× 10−13κa[F (F + 1)− 22.5] [21].
Because the states involved are all stable states, the lifetime of the states is not
a factor to limit the coherent interaction time. But the parity-violation transition
amplitude (APV ) is still too small to observe, we need to amplify the signal by
interfering it with another coherent process between the same two states, a parity
conserved transition with a much larger transition amplitude (APC). If we start
with N atoms in |1⟩, the number of atoms ending up in |2⟩ after an interaction time
tR is:






PV + 2APCAPV cosϕtR
2h̄
 , (2.4)
where ϕ is the relative phase difference between these two transitions. If APV and
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APC are π/2 out of phase, there is no interference term. By tuning these two tran-
sitions in phase and π out of phase, we have a maximum change in the interference
term. This change of π in the relative phase relation is effectively equivalent to the
reverse of coordinates which also introduces a sign change in the interference term,
and we will use both methods in the nuclear anapole moment measurement. This
change in the interference term is our signal:


















Following the ideas above, we plan to perform this experiment by driving the
nsd PNC E1 transition with a standing wave microwave cavity. We load atoms into
a blue detuned dipole trap and put this trap in the antinode of the electric field
of the cavity. At the same time, we interfere the E1 transition with an external
parity conserved interation, with the interaction time determined by APCtR/h̄ =
(n/2+1/4)π which makes the measurement most sensitive to the change due to the
interference with the nsd PNC signal. Take the case of 209Fr for example, if we have
a field of 476 V/cm to drive the E1 transition and an coherent interaction time of
100 ms, then |APV /h̄| = 0.01 rad/s [21] and APC/h̄ = (2n+ 1)× 7.85 rad/s.









where we can see that the success of the experiment relies on a large number of
atoms, long coherence time and high intensity of the microwave field. We will
discuss these aspects in the following sections.
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2.2 Experimental requirements
This section presents the experimental requirements to measure the anapole
moment in chains of Rb and Fr isotopes. Most of the details are in Ref. [21], but
here we focus on the differences for Rb and new ways that we have to perform the
measurement.
2.2.1 Source of atoms
The work with radioactive atoms requires on-line trapping with an accelerator
to have access to reasonably short lifetime isotopes. We take the numbers for the
production of unstable isotopes from what is available at TRIUMF in the Isotope
Separator and Accelerator (ISAC), where the experiment of nuclear anapole moment
is an approved experiment. A 500 MeV proton beam collides with an uranium
carbide target to produce francium as fission fragments. A voltage up to 60 kV
extracts the atoms as ions from the target. The beam goes through a mass separator
and into the trapping area. The yield is up to 2× 1011 s−1 for Rb, and 108 s−1 for
Fr according to the latest result of the December 2010 accelerator run as shown in
Fig. 2.1.
2.2.2 Systematic effects
This section discusses issues related to systematic effects in the measurement.
The anapole moment constant scales with the atomic mass number as A2/3 according
to Eq. (1.6). The anapole induced E1 transition amplitude scales faster due to
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Figure 2.1: Fr yield in TRIUMF from the December 2010 run, courtesy to John
Behr.
additional enhancement factors [21]. It is about 83 times larger in Fr than in Rb.
The magnetic dipole (M1) transition amplitude between hyperfine levels, on the
other hand, has about the same value for both species. The M1 transition from the
field inside the standing wave cavity is the main contribution of the systematic error,
and the figure of merit is the ratio of the two transition amplitudes |APV /AM1| ∼
1 × 10−9 for francium and |APV /AM1| ∼ 1 × 10−11 for rubidium. In order to make
a measurement in rubidium it becomes important to understand and suppress the
M1 contribution.
The first suppression mechanism works by having the atoms in the magnetic
field node (electric field antinode). The reduction depends on the magnitude of the
field at the edges of the atomic cloud. Since the wavelength increases by an order of
magnitude in rubidium, the suppression improves by the same amount. The second
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suppression mechanism works by forcing theM1 transition to have the wrong polar-
ization for the levels considered, that is, we arrange the polarization of the magnetic
field of the standing wave to be parallel with the quantization field so that it could
not drive the desired |∆m| = 1 transition. It remains unchanged in rubidium. The
atoms oscillate around the magnetic field node for the third suppression mechanism.
The suppression is proportional to the M1 field, and since it gets reduced because
of the better positioning in the node, we can gain an order of magnitude (assuming
no increase in the driving field power). The suppression mechanisms work better in
rubidium than in francium by two orders of magnitude because of better position-
ing to the magnetic field node. The improvement compensates the two orders of
magnitude loss in the figure of merit (|AE1/AM1|). We perform a detailed study of
the dynamics of atoms inside the trap in chapter 3.
The fluctuation of the magnetic field is the main source limiting a long co-
herence time. There exist specific magnetic field and transition levels that reduce
the sensitivity to fluctuations. We choose an operating point where the transition
frequency varies quadratically with the magnetic field for a |∆m| = 1 transition.
The operating field grows with the hyperfine separation and it is larger in Fr than
in Rb. Table 2.1 shows the magnetic field for different isotopes of Fr and Rb. The
transition m1 = 1/2 → m2 = −1/2 in odd neutron isotopes requires a small mag-
netic field. The electronic contribution to the linear Zeeman effect cancels for the
two levels at low magnetic fields, but the nuclear magnetic contribution remains
since the two states belong to different hyperfine levels. The magnetic field for odd
neutron Fr isotopes is smaller than previosly reported (∼ 2000 G) [21, 41].
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Table 2.1: Operating point for the magnetic field (B0), resonant frequency (νm) and
Zeeman sublevels (m1, m2) for the transition.
Atom Isotope Spin m1 m2 B0 (G) νm (MHz)
Rb 84 2 1/2 -1/2 0.2 3084
85 5/2 0 -1 186.1 2992
86 2 1/2 -1/2 0.3 3947
87 3/2 0 -1 654.2 6602
88 2 -1/2 1/2 0.03 1191
Fr 208 7 1/2 -1/2 3.3 49880
209 9/2 0 -1 1553.0 42816
210 6 1/2 -1/2 3.4 46768
211 9/2 0 -1 1572.3 43349
212 5 1/2 -1/2 4.5 49853
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The dimensions of the microwave cavity scale with the wavelength of the tran-
sition (λm ∼ 6 mm for Fr and λm ∼ 6 cm for Rb). The mirror separation of the
Fabry-Perot cavity should be at least 20 cm for Rb at a comfortable Fresnel number.
The anapole signal remains unchanged between Fr and Rb by putting more power
in the microwave cavity to compensate for the loss in the nuclear size.
We hold the atoms in place for the measurement using a far off resonance trap
(FORT) [42]. The dipole trap causes an ac Stark shift that is different for the two
hyperfine levels due to the different detuning. The differential shift causes a change
of the resonant frequency and eventually leads to dephasing. The differential shift is
proportional to the hyperfine splitting, and it is reduced by an order of magnitude
in rubidium. We will focus on this differential ac Stark shift in Sec. 2.4.
We compare the requirements in rubidium to those established on Table III of
Ref. [21] for francium. We assume an increase in the microwave power to keep the
same E1 transition amplitude. The fractional magnetic field stability is still about
10−5 but since now the magnetic field is smaller this means that the field has to
be controlled to about 10 µG. The requirements on all the systematic effects that
depend on the M1 transition produced by the microwave cavity increase by two
orders of magnitude. This is because by increasing the microwave field we increase
the E1 and M1 transition amplitude by the same amount.
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2.3 Coherent control
We have constructed an apparatus for the anapole moment measurement.
This apparatus mainly consists of two connected vacuum chambers with a separa-
tion by 70 cm in the vertical direction. The upper chamber would go on line with
the accelerator to capture atoms in a high efficiency magneto-optical trap (MOT)
operating in batch mode with a neutralizer [43]. The lower chamber is the science
chamber, with controlled electric and magnetic environments for the PNC experi-
ments, which connects with the upper one through differential pumping. Figure 2.2
shows the whole apparatus. Tests for the transfer of atoms (Rb) between the two
show efficiencies above 50%. Among the recent changes in the apparatus since the
work of Pérez [44] are: a design and construction of a four lens relay imaging system
together with a further increase of detection efficiency using a reentrant window.
The efficiency has been improved by a factor of two and the background light is
suppressed by more than two orders of magnitude. Secondly we have implemented
coherent control as a key part of the experimental scheme, which is the focus of
the following discussion. We compare two different kinds of coherent control, one
is through a Raman transition and the other one is through the magnetic dipole
transition.
2.3.1 Faraday spectroscopy
Let us first consider the interaction between light and atoms, which helps to






Figure 2.2: Vacuum chamber system for the PNC experiment, courtesy to Adrián
Pérez Galván.
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developed to understand optical pumping [45], that has now transferred to high
precision magnetometry [46, 47, 48] and even quantum information [49, 50, 51]. We







































(a†+a+ − a†−a−), (2.7)
where N is the atom number, Fi,k is the spatial projection of the kth atom spin and
a†± (a±) is the creation (annihilation) operators of the light with σ
± polarization.



















H0I is a rank 0 Hamiltonian and independent of atomic states. H
1
I is a rank 1
Hamiltonian, which expresses a difference of light-atom interaction due to the dif-
ference between the two σ polarizations. H2I is a rank 2 Hamiltonian, whose coupling
constant α(2) is much smaller than α(1) when the detuning is large. For linear po-
larization Sx and Sy we have:
[H1I , Sx]∝SyJz [H1I , Sy]∝SxJz, (2.9)
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so that we could observe a rotation of the polarization when it is perpendicular
to the atomic spin, and the rotation angle is a measure of the atomic spin. The
physical interpretation is that the σ± decompositions of the linear polarized light
have different index of refractions when they travel through the spin polarized atoms,
which results in an effective rotation of the light polarization along the direction of
atomic spins. This is the idea of Faraday spectroscopy.
We want to use the off-resonance Faraday rotation to detect the dynamics
in real time, which means that we could get one complete Rabi oscillation in one
experimental run instead of taking a lot of points with many runs in the convenient
way. Faraday spectroscopy needs a sample of polarized atoms, so the first job is
Zeeman pumping. The whole setup is in Fig. 2.3(a).
We are going to describe a sequence of operations as shown in Fig. 2.3(b). We
first pump all the atoms to the stretch state of the 5S1/2,F=1 state of
87Rb. The
Zeeman pumping beam is on resonance with the 5S1/2,F=1 → 5P3/2,F=1 transition,
and the Zeeman repumping beam is on resonance with the 5S1/2,F=2 → 5P3/2,F=1
transition. The direct signature of the Zeeman pumping is to monitor in the fluo-
rescence during the pumping process. What we expect to see is the sudden turnoff
or decrease of the fluorescence because the atoms are pumped to the non-absorption
dark state.
For a successful Zeeman pumping, we need to first zero the environment mag-
netic field and turn off the MOT gradient field fast enough. To zero the magnetic
field, we use the signature of the molasses cooling (polarization gradient cooling) of
























Figure 2.3: (a) Zeeman pumping and Faraday spectroscopy setup. AP: aperture;
BS: Nonpolarized beam splitter; DE: differential diode detector; FC: fiber coupler;
HW: half-wave plate; LE: lenses; MR: mirror; PBS: polarized beam splitter; QC:
quantization coils; QW: quarter-wave plate; FR beam: Faraday probe beam; ZP
beam: Zeeman pumping beam; ZRP beam: Zeeman repumping beam. (b) Time
sequence of the optical pumping, Raman transition and Faraday probe beams.
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resistor with a small resistance in series with the coil and measured the change of
the voltage across the resistor when we turn off the MOT coil current. Although
there could be some residual eddy current in the chamber, this gives us a first good
measurement, a more sensitive measurement relies on the response of the atoms
to the external field. We have found that the IGBT control is the best choice to
turn off the coil current (within 1 ms), while the direct remote control of the power
supply (Sorensen DLM 8-75) is not fast enough (on the order of tenths of ms). After
doing both of those, we need to turn on the quantization field. We use one pair of
the MOT bias coils as the quantization coils. These coils are controlled by a home-
made current controller based on the field-effect-transistor (FET) through the gate
voltage. According to the measurement, it could be changed by a rate of 0.2 A/ms,
limited by the inductance of our coils (each coil has a dimension of 20 cm×20 cm
with 75 turns). We turn off the magnetic field gradient for the MOT and do the
polarization gradient cooling for 2 ms, then ramp up the bias coil to 1A (it is 0.23A
in the molasses stage) which corresponds to 1.4 G. After waiting another 8 ms, we
turn on the Zeeman pumping and repumping beams. With the Zeeman pumping
working, the florescence shows a very clear change when rotating the quarter-wave
plate on the path of Zeeman pumping beam, we show the comparison in Fig. 2.4.
We can see that the Zeeman pumping happens on the order of tenths of µs. It should
be noticed that, we can observe the similar sudden decrease on the fluorescence if
we put the Zeeman pumping beam on resonance with the 5S1/2,F=1 → 5P3/2,F=0
transition even without doing a good job of all the requirements described above,
but this only happens to that transition line.
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Figure 2.4: Comparison of the Zeeman pumping signal when rotating the quarter
wave plate after the optical pumping beam.
The Faraday probe beam propagates in parallel with the quantization field, so
we should be able to see a dc level change of the signal. The detector in Fig. 2.3
is based on the balanced version of differential detectors, the output is directly the
current difference of the two diodes. We connect the output to a current pream-
plifier with gain of 1 V/200 nA, and then a voltage amplifier with gain of 20. The
bandwidth of the detector part is better than 200 kHz. A common problem of bal-
anced detectors is that there is a huge peak due to the different response time of
the two detectors when the probe beam is turned on. This gives a false signal which
has the same signature of the signal we want to observe and it generates a certain
length of dead time. The way to overcome this problem is to independently control
the output of the two detectors, connect a variable capacitor to one of the path and
carefully tune the value of capacitance [52].
We put the probe beam red detuned to the 5S1/2,F=1 → 5P3/2,F=0 transition
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with power around 20 µW and diameter around 1 mm. There are about 107 atoms
in the MOT. We first study the signal versus the detuning of the Faraday rotation
probe beam, as shown in Fig. 2.5(a). The signal has two parts, the first part is
Zeeman pumping stage with 200 µs, when the signal ramps up and stays high, and
then we turn off the Zeeman pumping beam and leave the atoms to freely move.
It is clear that the amplitude of the signal changes when we change the detun-
ing as shown in Fig. 2.5(b). When the detuning is much larger than the transition
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where J (J ′) and F (F ′) are the quantum number of the ground (excited) states,
I is the nuclear spin, δ is the detuning where we also need to take the hyperfine
structure into account, and {· · ·} is the Wigner 6j symbol. We fit the data using
this formula and show the result in Fig. 2.5(b).
The normalized signal in the inset of Fig. 2.5(a) shows that the decaying time
does not change when we increase the detuning, which means that the scattering
of probe beam is not the dominant source of spin relaxation in the experimental
time scale. The decaying is mainly due to the atoms moving out of the interaction
region of the probe light. The imperfect turning off by amplitude modulation (AM)
control of the acoustic-optical modulators (AOM) is another source of damaging the
polarizations and we could add a mechanical shutter to block the residual beams.
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Figure 2.5: (a) Faraday rotation signal in time domain with different red detuning
from the F = 1 → F ′ = 0 transition, the inset is the normalized signal. (b) Am-
plitude of the Faraday rotation signal versus the detuning and the line shows the
fitting curve.
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When the probe beam is 1.5 GHz red detuned from the transition F = 1 →
F ′ = 0, the plot in Fig. 2.5(a) shows that the signal only decreases by 10% within
1 ms which provides us a very useful tool to probe the Raman transition, this is the
topic of the next section.
2.3.2 Raman transition
One important issue in the experiments of Raman transition is to phase lock
the two Raman beams. The most robust way is to generate the two beams from the
same source beam, then they are automatically phase locked within the coherence
length. For a diode laser, it is possible to inject a RF signal to the diode to generate
the sidebands as the Raman beams [30]. For the other lasers, we generate the pair
of Raman beams by two AOMs when we work on the Zeeman levels of the same
hyperfine state, where the separation is on the order of Megahertz.
Starting with atoms prepared in the stretch state of |F = 1⟩, we use the Ra-
man beams to drive atoms oscillating among mF = 0,±1. This is a three-level
system, which involves more than one Rabi frequency. Suppose the driving field
is on resonance and the Rabi frequency of the transition between each two level is


































This leads to the Faraday signal of the Raman transition:
S = A1(|c1|2 − |c−1|2) = A2 cos(
√
2Ωt). (2.13)
We use two laser beams with orthogonal polarizations and 1.4 MHz relative
frequency difference to drive the Raman transition, and show the real time oscillation
of the Faraday rotation signal in Fig. 2.6(a). The decay of the signal is dominated
by the inhomogeneous effects of the driving beams, which we confirm by observing
the correlation between the decay time and the intensity of the driving field.
In the original proposal [21] (left plot of Fig. 2.6(b)), Raman transitions serve
as the role of APC . After a further study, we find that it is hard to achieve a long
coherence time with the Raman transition. An even bigger problem is that, the
relative phase, between the Raman transition and the parity violation transition
driven by the cavity field, is dependent on the propagation length of the Raman
beams. This requires a phase lock between the cavity field and the beating note of
the two Raman beams for a long time stability. Another big problem is that the
Raman beams bring in an additional differential ac stark shift between the ground
states and a quasi magnetic field [53]. This leads us to use an microwave driven M1



































Figure 2.6: (a) Raman transition amplitude probed by the off resonance Faraday
rotation signal. The result is averaged over 10 shots with 6× 107 atoms. Left plot
of (b): arrangement of experiment in Ref. [21], right plot of (b): replacement of
Raman beams by a microwave driving the M1 transition.
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2.3.3 Magnetic dipole transition
We study the magnetic dipole transition in the free expansion atoms with a
small bias field of 20 mG. The states involved in the M1 transition are two ground
clock states (|F = 1,mF = 0⟩ and |F = 2,mF = 0⟩) of 87Rb for their first order
insensitivity to the magnetic field, the hyperfine splitting of these two states is
6834,682,610.9 Hz [54]. We generate this signal by mixing a 6820 MHz signal from a
HP 8672A function generator and a 14.682610 MHz signal from a SRS 345 function
generator, where both generators are phase locked with each other.
We first study the decay time and Rabi oscillation amplitude, and plot the
results of two Rabi oscillations in Fig. 2.7(a). The decay time for the one with
smaller Rabi frequency is 13 ms, and this decay time is inversely proportional to the
driving field amplitude. We think the magnetic field fluctuation in the environment
(for example, eddy current) is the dominant contribution to the dephasing time,
which does not change the transition frequency in the first order, but it changes the
direction of the quantization axis and projection of the microwave field into the π
polarization which is the only one that could drive the ∆m = 0 transition, we will
discuss more about the magnetic environment in the next section.
Suppose we start with atoms in |1⟩, then the probability of atoms in level |2⟩






√A20 + δ24 t
 (2.14)
where δ is the detuning andA0 is the Rabi frequency at δ = 0. Figure 2.7(b) shows P2
as a function of detuning for a π pulse with the slower Rabi frequency in Fig. 2.7(a).
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Figure 2.7: (a) Rabi oscillations with two different Rabi frequencies. (b) Excitation
probability of a π pulse as a function of the detuning for the slower Rabi oscillation
in the upper plot.
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We also plot the theoretical prediction, using Eq. (2.14) with A0/2π = 1.0 kHz from
the fitting curve, and the theory agrees very well with the experimental data.
We further add another phase locked SRS 345 function generator and split the
signal from HP 8672A into two paths as shown in Fig. 2.8(a), so that there are two
phase locked microwave signals sent to two horns and we could easily change the
relative phase between these two using the built-in precision phase control function of
the SRS 345 function generator. We show the two Rabi oscillations (Rabi frequency
A1 and A2) in the upper plot of Fig. 2.8(b). Plot(c) shows the results when we drive
them simultaneously with relative phase of 0, π/2 and π, where the Rabi frequency




2 and A1 + A2, respectively. Then we choose a short time
t = 0.15 ms, and span the relative phase by 2π, where we see that P2 shows an
oscillation during this span in Fig. 2.8(d). This provides us a good way to test
the sensitivity of the interference scheme we plan to use in the anapole moment
measurement. The key part in this test is to precisely determine the phase relation
as shown in Eq. (2.4), and it may cost too much time to map the phase as we have
done here. A robust and easy way to do it is to start with an arbitrary and unknown
relative phase α, then measure four points with α ± π/2 and α ± π/4. This choice
is a compensation between the large contrast among the measurements and large
signal of the measurements.
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Figure 2.8: (a) Connections of the microwave sources for the interference experiment.
(b) Experimental results without interference. (c) Interference between two phase
locked microwave pulse with different relative phases. (d) Probability of atoms in
the state |F = 2,mF = 0⟩ at tR = 0.15 ms with different relative phases between the
two microwave sources. All the points (lines) in plots (b) to (d) are experimental
data (fitting curves).
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2.4 Blue detuned optical dipole trap
The experimental scheme requires the atoms to interact for a long time with
the microwave field. It is necessary to hold the atoms in place with the minimum
disturbance to their properties. We discuss in this section the experimental imple-
mentation of the optical dipole trap in the science chamber. The dipole trap design
aims to decrease the photon scattering and differential ac Stark shift introduced by
the laser forming the trap [55, 56]. We use a FORT to reduce the photon scattering
rate and choose a blue detuned trap where the atoms are confined on the dark region
of the trap. The ac Stark shift depends on the position of atoms in the trap, the
atomic state and time as the atoms move in the trap.
There are several different optical configurations for generating blue detuned
traps. Our group has investigated the use of axicons, but diffraction creates avenues
of escape [57]. Now, starting with the work of this thesis, we use a rotating dipole
trap because we can control the shape and size dynamically. A laser rotating faster
than the motion of the atoms creates a time averaged potential equivalent to a
hollow beam potential [58]. The laser beam propagating in the z direction goes
through two acousto-optical modulators (AOMs) placed back-to-back in the x and
y directions respectively. We use the beam that corresponds to the first diffraction
order in both directions, the (1,1) mode. We scan the modulation frequency of both
AOMs with two phase-locked function generators (Stanford Research SRS 345) to
generate different hollow beam shapes.
The general expression of the time averaged potential U(ρ, z) in the radial di-
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where γ is the natural line width, IS is the saturation intensity defined as IS =
2π2h̄cγ/(3λ3), and I(ρ, z) is the Gaussian beam intensity at position (ρ, z). The in-
tegral over the contour of the rotating laser beam l gives the time averaged potential.
δ1/2 (δ3/2) refers to the detuning from the D1 (D2) line in the unit of γ.
Two wavelengths on the blue side of 87Rb D2 line needs special attention. One
is close to the the two photon transition 5s → 5d, which distorts the ground state
energy level when on-resonance. And we need to add a fourth order expansion in









where U is the second order perturbation result in Eq. (2.15), γ5d is the line width of
5d states, ∆ is the detuning relative to the intermediate state and δ is the two photon
detuning. The other wavelength is the one on resonance at 5P3/2 → 5d, which
distorts the energy level of 5P3/2 state so that the loading process becomes very
inefficient, this is very similar to the case in the red detuned trap when the trapping
beam is around 1530 nm, close to the resonance of the 5P3/2 → 4d transition [60].
Tightly focusing the laser at the position of the atoms confines them along the
beam axis. Figure 2.9 shows the shape of the potential both along the radial and
axial directions for a circular shaped trap.

















































Figure 2.9: (Color online) Time averaged potential along the axial and radial direc-
tions for a cigar shaped trap. The aspect ratio is not to scale in the figure.
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a beam of 400 mW and blue detuned 2.5 nm from the 87Rb D2 line. The beam
rotating frequency is 50 kHz, which is much faster than the oscillation frequency
of the trap (∼ 0.1 kHz). The trap has a transverse diameter of 150 µm, an axial
diameter of 24 mm, and a potential depth of 60 µK (normalized potential value
of 0.4 in Fig 2.9). We measure the atom number in the dipole trap after a pre-set
hold time by shinning a 100 µs long resonant pulse and imaging the fluorescence
into a photomultiplier tube (Fig. 2.10a). We image the fluorescence from a region
of radius of 2 mm. We see a rapid decay during the first 100 ms from fast atoms
that can not be confined in the radial direction. The rapid decay is followed by a
slower decay (2.5 s lifetime). The slow decay is shorter than the MOT lifetime (30 s)
and corresponds to the continuous diffusion of the atoms out of the imaging region.
This is supported by the calculation shown in Fig. 2.10(a) that gives the remaining
number of atoms in the imaging area using the expected temperature of the atoms.
We follow the method of Ref. [61] to measure the spin relaxation rate. We
load the atoms from a magneto-optical trap (MOT) to the dipole trap, turn off the
magnetic field and MOT beams and pump the atoms to the F = 1 ground state. We
get the relaxation rate due to the interaction of the atoms with the dipole trap laser
by comparing the populations of the atoms in both hyperfine levels as a function of
time. Figure 2.10(b) shows the fraction of atoms in the F = 2 ground state as a
function of time. An exponential fit to the data gives a spin relaxation time of 840
ms, similar to previous measurements [61].
We reduce the diffusion of the atoms in the axial direction by adding a one-
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Figure 2.10: (a) Lifetime measurement of the atoms in the dipole trap, filled squares
experimental data, dashed line atoms escaping model, continuous line exponential
fit. (b) Measurement of the spin relaxation time by plotting the fraction of the
atoms in the F = 2 state in the dipole trap. The continuous line is the exponential
fit (lifetime 840 ms).
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one used for the rotating trap. The combination of tight radial confinement from
the rotating trap and confinement in the axial direction from the standing wave
gives a higher density dipole trap (Fig. 2.11). It also opens the possibility to study
the motion of atoms in 2D billiards with arbitrary transverse shape [62], which we
will discuss extensively in chapter 3.
g
ba
Figure 2.11: Fluorescence image of the atoms 35 ms after turning off the magnetic
field and MOT beams. Plot(a) shows the rotating dipole trap. Plot(b) shows the
rotating dipole trap and 1D blue detuned standing wave. Gravity (g) goes into the
paper in the figure.
When we scan the beam, there are diffraction power changes on the AOMs
due to the change in the frequency. This has been pointed out in the study with
Bose-Einstein condensates where the uniformity is required to avoid parametric
excitation [63]. We feedforward on the RF power to reduce the diffraction variations
[64]. Figure 2.12 shows the increased stability in the diffraction power as we rotate
the beams using this method.
As mentioned in the previous section, we need to deal with both hyperfine
states of the atoms, where the hyperfine splitting (ωHF ) between the two ground
states leads to a small difference in the ac Stark shift, which is the so-called differ-
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Figure 2.12: Intensity profile of the diffracted light showing a few oscillation periods
that generate the trap with (solid line) and without (dashed line) feedforward on
the RF power to the AOMs.





Although ac Stark shift has opposite signs for the red and blue detuned dipole trap,
the differential shift is negative for both cases, which always decreases the hyperfine
splitting (as shown in Fig. 2.13(a)).
The differential ac Stark shift of atoms is easier to map than the ac Stark
shift [60]. We first measure the unperturbed hyperfine splitting using the cold
atoms released from MOT in the absence of the dipole trap. Due to the effect of
gravity, we only have a 15 ms interaction time. When the dipole trap is on, we
have a longer interaction time T , which we choose as 40 ms, and this interaction
time limits the transit-time broadening line width to 22.25 Hz (0.89/T ). We use the
square shape dipole trap in the experiment with the diagonal line in the direction of
40






































Figure 2.13: (Color online) (a) Differential ac Stark shift of the ground states is
always negative independent of the detuning. (b) Experimental results of the dif-
ferential ac Stark shift measurement with the trap shape in the inset picture, where
the trap beam detuning δ is compared with the D2 line.
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gravity (shown in the inset of Fig. 2.13(b)), we study the differential shift for several
detunings while keeping the trapping beam power constant for all the detunings, and
plot the experimental results in Fig. 2.13(b).
The first important feature of the data is that the line shape is asymmetric,
where the positive side has a narrower line width than the negative side. To explain
this result, we run the simulation with trap potential of 20 µK and wavelength
5.7 nm blue detuned from D2 line. We further convolve the 40 ms pulse in frequency
space with the simulation result, which gives us a much smoother distribution as
shown in Fig. 2.14(a). The simulation confirms this asymmetry and attributes it
mainly to the Maxwell distribution of the atomic velocity. Another feature in the
simulation result is that we have two peaks, one is around 50 Hz and the other one
is around 100 Hz, but experimentally we only observe the first peak. To explain
the peaks, we need to consider the effects of gravity and atomic kinetic energy. The
differential ac Stark shift is a time-averaged effect because atoms are moving around,
Figure 2.14(b) shows the time evolution of the differential ac Stark shift and it is
close to be stable at 40 ms. On the other hand, the energy shift is proportional
to the trap potential atoms feel weighed by the time atoms spend in that region.
Atoms with a smaller kinetic energy feel a smaller trap potential, but they also have
to be trapped on the lower side of the trap where the dark region is smaller. Atoms
with a higher kinetic energy see a higher trap potential, but they have a larger dark
region to move around, which leads to the result that the time-averaged effect does
not exactly reflect the velocity distribution.
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Figure 2.14: (Color online) (a) Simulation result with an interaction time of 40 ms
and its convolution with the 40 ms pulse which we use in the experiment. (b)
Simulation results of the differential ac Stark shift with different interaction time.
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ing is another important feature of the blue detuned dipole trap. As we mentioned
before, we keep the trap beam power constant while we change the detuning, if we
blindly apply Eq. (2.17), we get the conclusion that the position of the peak should
be proportional to 1/δ2. But the experimental result in Fig. 2.15(a) is much more
closer to 1/δ. This is the difference between the red and blue detuned traps. Atoms
are trapped in the maximum intensity region of the red detuned trap, and all atoms
feel the change in the power no matter what the kinetic energy is. In the case of
the blue detuned trap, atoms are trapped in the minimum intensity region of the
trap, so the maximum potential atoms could feel is limited by their kinetic energy.
The decrease in the trap beam power leads to the escape of atoms with high kinetic
energy, but basically does not affect atoms with lower energy. We fit the data in














where E is the energy of the atoms. We further perform the systematic study of the
trap potential effect by changing the trap beam power while fixing the detuning and
experimental data in Fig. 2.15(b) confirms the insensitivity to the trapping beam
power.
The differential ac Stark shift is a major source of the inhomogenous broad-
ening, and the line width of the differential ac Stark shift determines the coherence
time of our trap [65]. The data in Fig. 2.15(b) shows that the decrease in the
trap potential affects the line width, but it is not so effective as the detuning in
Fig. 2.13(b). The data for detuning at 20 nm has shown a line width very close to
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Figure 2.15: (Color online) (a) Relation of the differential ac Stark shift peak with
the detuning, where the red line is the fitting result. (b) Systematic study of the
effect of trap potential.
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the transit-time broadening limit, which means a long coherence time. Figure 2.16
shows a study of the coherence time at 20 nm detuning, where we think the imper-
fect control of the external magnetic field is the dominant source of the decoherence.
But we need to keep in mind that francium atoms have almost seven times larger
hyperfine splitting, so we need a much larger detuning for the trapping laser in Fr
experiment to get the same result in the Rb experiment. This leads us to changing
the source of the trap laser to a high power Verdi which outputs 532 nm laser (a
special attention should be paid to the 8s state of Fr here, which is 507 nm away
from the ground states and could be excited by M1 transition). A sample of atoms
with a lower temperature is also helpful.









Power attenuated 6 dB
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Figure 2.16: Experimental study of the coherence time in the dipole trap with a
detuning of 20 nm from the D2 line, with two different amplitude of driving field.
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2.5 Microwave cavity
The microwave cavity in our experiment has two roles, the first one is to
build the power inside the cavity for a stronger PNC signal as the other PNC
experiments [12, 30], the second one is unique in our case that it builds up a standing
wave. The second role is mainly for the reduction of the M1 transition from the same
field that drives the E1 PNC transition. Note that it is only necessary to eliminate
this M1 transition, because we could not independently control the M1 and E1
transition from the same field. We do need an M1 transition for the interference
scheme, from another microwave source which is phase locked to the cavity field.
The cavity design needs to fulfill both requirements mentioned above. In the
first version of the design, the cavity consists of two lightweight, BK-7 glass mirrors
coated with 5 µm Cu and a 1 µm Au outer layer for resistance to oxidation. Each
mirror has a radius of curvature of 140 mm and a 75 mm diameter. There is a
3 mm hole in the center of each mirror, and we use a dipole antenna to couple the
microwaves in and out of the cavity through this hole. This cavity achieves a Q
value of 8000 at the microwave frequency of 46 GHz [66]. Further study shows two
problems in this design, first, the hole in the center of the cavity mirrors limits the
Q value, second, we could not precisely control the polarization using the dipole
antenna coupling method, nor a good mode match to the cavity mode, which we
confirm by a simulation with the HSSF software [67].
In the second version of the cavity, we adapt the quasi-optics idea and use a
mirror whose inner surface is printed with a metal (eg. Al) mesh by the lithographic
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method. The size of the hole in the mesh is smaller than the microwave wavelength.
We couple the microwave field into the cavity through a horn outside the cavity
mirror, and the transmission coefficient is determined by the ratio of the area of the
hole and the total area of the mesh. In this way, we could keep the input microwave
polarization and achieve a higher Q value of 4 × 104. A further improvement of
this design is to change the mesh to an array of thin slices, which would work as a
polarizer just as their counterparts in the optical region.
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Chapter 3
Atomic dynamics inside optical billiards
As mentioned in the previous chapter, we can generate an optical dipole trap
with versatile shapes and confine atoms in quasi-2D systems, the so-called billiards.
The billiard is of great interest in physics [68, 69] and mathematics [70]. The study
of dynamics inside billiards is also a key element in the trapped neutron lifetime
measurement [71], where it helps to understand and minimize the systematic effect
from the marginally trapped neutrons.
The experimental study of Ref. [69] triggered a steady stream of direct in-
vestigations of billiards that have taken two paths: one dedicated to the overall
eigen-properties of the structure and the second focused on the transition between
regular and chaotic dynamics with non-interacting particles. The study of metallic
cavities using microwaves, with high frequency and spatial resolution [72, 73], allows
the identification of eigenmodes in the cavity, which simulate the eigenvalues of the
2D Schrödinger equation [69]. On the other hand, the experimental study of the
non-interacting particle dynamics uses cold atoms confined by an optical potential
generated in a way similar to ours [62, 74]. The optical billiard has versatile shapes
that can change both in space and time, as well as a favorable size that makes the
detection of all the particles in the system possible. Proposals currently exist to
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combine those two areas in matter waves [75] and spin waves [76].
In this chapter, we focus on the motion of atoms inside the optical billiards
with different shapes, and try to give insights into the geometry study from the
standing point of atomic physics. We focus on two areas of geometry, one is to
study the atomic dynamics inside billiards with regular polygon shapes and probe
the broken rotation symmetry in the presence of gravity; the other one is to study
the atomic motion while the space inside the billiard changes from a connected to a
disconnected one. We apply two complementary methods in our experiment. The
first method is classical and solely based on the manipulation of the trapping forces
and potential, this method probes the spatial distribution of atoms, which is the
topic of Sec. 3.1. The other one uses the quantum degree of freedom, atomic spin,
to probe atomic trajectories through the phase evolution of the spin, we call this
one the quantum method and present the results in Sec. 3.2.
3.1 Classical method
3.1.1 Theoretical Background
The system is classical for the atomic temperature in our experiment (15 µK),





+ U(x, y) +mgy, (3.1)
where p is the atomic momentum, U(x, y) is the time averaged potential of the
dipole trap, m is the mass of the atom and g is the gravitational constant.
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To simulate the atomic trajectories in our system, we start with a group of
atoms with a random distribution in position space and a Maxwell distribution in
velocity space at temperature T : the initial conditions for atoms from the MOT.
We leave the atoms in the billiard for 100 ms to reach the initial distribution in
phase space and let atoms with higher energy than the trap potential escape from
the region of interest. Then we follow the dynamics of the system.
3.1.2 Symmetry study
We generate a group of optical billiards with regular polygon shapes including
the shapes of triangle, square, hexagon and circle, as shown in Fig. 3.1(a). The waist
of the laser beam that generates the potential is 30 µm and all the shapes share the
same circumscribed circle with the radius of 150 µm, which we define as the trap
size. We control the scanning time in each cycle so that it is uniformly distributed
on each point of the boundary when we generate the trap, and we further use the
feed forward method in the previous chapter to reduce the power fluctuation, these
are important to keep the trap potential uniform.
In the experiment, we start with a 87Rb magneto-optical trap (MOT) with 107
atoms. We turn on the blue detuned trap 20 ms before turning off the MOT beams
to load it. The dipole trap potential is 100 µK and the beam is 0.8 nm blue detuned
from the D2 line. At the same time, we turn on the axial standing wave trap, with
250 mW of power, diameter of 1 mm, and the same wavelength as the dipole beam.
In this case, we load atoms into an array of 2D traps. The temperature of the atoms
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Figure 3.1: (Color online) (a) Regular polygons we study in the experiment. (b)
Time sequence of the operations in the experiment. (c) Relation between the rela-
tive number of remaining atoms inside the billiards and the hole opening time for
different positions of the hole on the square shape billiard with EB orientation.
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is 15 µK after a polarization gradient cooling stage. After holding the atoms inside
the trap for 100 ms, we open a hole on the boundary for a certain time d by turning
off the radio frequency (rf) sources of the AOMs [62, 74]. Then we close the hole
and hold the atoms for another (250 − d) ms, we finally turn on the probe beams
and record the florescence with the PMT. Figure 3.1(b) shows the time sequence
of our experiment and we choose the holding time so that the total experimental
time is independent of escape time d. In the absence of gravity, Ref. [77] shows
the decay of the atom number inside the trap follows a polynomial function at long
time scale for the square shape billiard with the hard wall assumption. The rotation
symmetry of the billiard is maximally broken by rotating the shape by π/n, where
n is the number of edges. The investigation of the symmetry problem relies on
the difference of atom number decay rates between the cases that we open a hole
with the same length on the edge part and the angle part of the billiards. Because
gravity breaks the symmetry of the space, we need to open the holes at the same
angle with the gravity direction and relatively same height in the billiard. Here we
denote two orientations of the billiards: the edge part of the billiard on the bottom
as EB (pictures with odd numbers in Fig. 3.1(a)) and the angle part on the bottom
as AB (pictures with even numbers in Fig. 3.1(a)).
We first study the effects of the hole position on the decay rate. We open a hole
the bottom, middle and upper edge of a square billiard with the EB orientation,
respectively. The width of the hole (h) is 10% of the boundary perimeter (L)
which we control by turning off the rf control 10% time of the scanning cycle. The
experimental results in Fig. 3.1(c) show that the decay is fastest when the hole is
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at the bottom. When the hole is facing up, only 20% of the atoms could escape
through this hole in the beginning 20 ms, after 20 ms the decay stops. This is due to
the fact that only atoms with energy higher than the gravity potential at height of
the upper edge of the billiard could escape. In the following experiments, we open
the hole on the bottom part of the billiard to maximize the useful experimental time
and number of atoms involved.
We perform similar experiments on all other shapes in Fig. 3.2(a) and show
the results in Fig. 3.2(b). We keep h/L = 0.1, and also keep the trap potential the
same by tuning the trap beam power P so that P/L is a constant. To better see
the effects of symmetry breaking, we take the ratio of the data with the EB and
AB orientations, and plot the results in Fig. 3.3(a), where we observe the difference
decreases as the number of edges increases between the EB and AB cases as expected.
The data in Fig. 3.2(b) show three regions of time where the decay has different
characteristics. The first one is the beginning 20 ms, where the number of atoms
decays very fast, this corresponds to atoms escaping from the hole without, or with
just one, reflection with other parts of the boundary. Then from the 20 ms to a time
longer than 100 ms, the number of atoms decays with a slower rate, this is because
atoms move to the hole region before having several reflections from the walls of the
trap. Our simulation and the experiments in the later part show that the average
bouncing time of the atom is around 10 ms (dependent on the shape), so we expect
most atoms to escape from the hole after tenths of reflections with the boundaries.
This segment of data best reflects the dependence of the dynamics on the shape of
the billiards, we fit the data in this range by an exponential decay function, and take
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Figure 3.2: (Color online) (a) Cross section of the traps with different shapes and
orientations with the holes on the bottom and labels for the curves in plot(b). (b)
Remaining number of atoms left after a given holding time in the optical billiard
with shaped labeled by the number.
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the ratio of the rates for the billiards with the AB and EB orientations. We plot the
results in Fig. 3.3(b) together with the prediction from the hard wall boundary [62].
After the second stage, the data shows an even slower decay rate, almost stable in
the cases of square shape. Most early studies of the optical billiards [62, 74] interpret
this as the atoms with stable trajectories that are trapped between the walls of the
billiard. This is just one possibility, the data of the triangle shape billiard with AB
orientation leads us to connect the residual potential with this phenomena.
The residual potential means that there is some nonzero potential at the po-
sition of the hole, this comes from the Gaussian distribution of nearby laser which
has a non-zero waist, so the residual potential is a “soft” wall effect. The existence
of the residual potential effectively reduces the width of the hole size, and there is
a higher residual potential when the hole is on the angle part because the two ends
of the hole is closer to each other. By changing the trap potential, we could gain an
insight on the residual potential effect. We perform such a systematic study with
increasing and decreasing the power of each billiard beam by 20%. We find this ef-
fect has a lager influence on the decay curve for billiards with AB orientation which
confirms our previous prediction, and we plot two of them in Fig. 3.4. The residual
potential effect is an important factor for the discrepancy between the experiment
data and the prediction based on the hard wall assumption. We believe that this
effect could at least partly explain the observations in Ref. [78], where the authors
do not take this effect into account.
We further study the influence of other systematic effects. We change the size
































Figure 3.3: (a) Ratio of the number of atoms left inside the billiards with EB and
AB orientation. △: triangle, 2: square and ◦: hexagon. (b) Ratio of the decay
rates for billiards with EB and AB orientation. Filled symbols are experimental
results, and empty symbols are the predictions based on geometry with assumption
of the hard wall and no gravity.
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Figure 3.4: (Color online) Study of the effect of trap beam power on the remaining
atoms after a given holding time. The plot shows the decay process in billiards
of square and hexagon shapes with AB orientation for the number of edges of the
polygons.
process, we plot the results for the triangle shape billiard with AB orientation in
Fig. 3.5(a). The relation between the decay rate and the hole length h suggests that
the hole atoms feel is a smaller number h′ = h − h0, where the offset h0 is mainly
due to the residual potential effect, as explained in the previous paragraph.
We also change the size of billiard by ±10% while keeping the shape and h/L
constant, Fig. 3.5(b) shows the results of the square shape with EB orientation. In
the absence of gravity, the decay time is determined by A/vh [77], where A is the
area of the billiard and v is the atom velocity. This relation suggests that the decay
time increases as we increase the size of the trap, instead, we observe a faster decay
of atom number in the experimental study. This shows the importance of gravity
in the simulation, and the observation also relates to the residual potential effect,
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suppose we have two hole lengths (h1 and h2 with h2 > h1) for two trap sizes, then
we have (h2−h0)/(h1−h0) > h2/h1, where h0 is defined in the previous paragraph.
The final systematic effect is the deviation of the billiard shape from the reg-
ular polygons. We stretch and compress the billiard in the vertical direction while
keeping the area and hole size the same. We observe in most billiards that the atom
number decays slower with a vertical direction stretched shape and faster with a
vertical direction compressed shape, and we plot the results of the square billiard in
Fig. 3.5(c). The only exception is the triangle shape with EB orientation, where we
observe a reversed response.
3.1.3 Topology study
Suppose we have two triangle billiards, one has the AB orientation and a
hole on the bottom, and the other one has the EB orientation and a hole with the
same size on the top. We have studied the atom dynamics in each billiard in the
last section. Now we connect these two together, prepare the atoms in one billiard
initially, then the atoms move between these two billiards and we could extract the
transport information by observing the change of atom number in each billiard. If
we further change the size of the hole that connects the two billiards, when the hole
size is very large, the two billiards could be taken as one whole billiard, and when
the hole size is closed to zero, the two billiards are separated and there is no atomic
transport in between. This becomes a system with more physics to explore than
just two separated billiards. We study in this section the response of the atomic
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Figure 3.5: (Color online) Systematic studies for size and distortion of the billiard
shapes. (a) Effect of the hole length on the atom number decaying process for the
triangle shape billiard with AB orientation. (b) Effect of the trap length on the
atom number decaying process for the square shape billiard with EB orientation.
(c) Effect of the shape distortion on the atom number decaying process for the
square shape billiards with EB and AB orientations.
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dynamics to the billiard shape which undergoes a topological change.
We start with a hourglass shape billiard and define a parameter r as the ratio
between hole size and the trap size, the inset of Fig. 3.6(b) shows several hourglass
billiards with different r. The experimental conditions are the same as the previous
section, the difference in the experimental procedure is that we first load the atoms
in a trap having only a closed upper part (the upper triangle of the billiards when
r = 0) for 100 ms, and then transfer the atoms to the billiards with a different r,
so that all the systems share the same initial conditions in the phase space. After
holding the atoms in the new trap for a variable time d (d < 20 ms), we change the
trap shape again to a closed upper or lower trap, then hold the atoms in the new
trap for another 100 ms. We measure the number of atoms Nu (Nd) remaining in the
upper (lower) region by resonance fluorescence. The useful data are the normalized
atoms number in these two regions. Figure 3.6(a) shows the experimental procedure.
Figure 3.6(b) shows the experimental results of the normalized atom number
in the lower region, Pd = Nd/N , as a function of time in the trap for different r.
For the first 5 ms, the result shows that the rate of atom accumulation in the lower
region decreases as the length of the hole connecting the two regions. After the first
5 ms, the curves can be classified into two groups, those with oscillations and those
without.
The oscillation corresponds to the reflections of atoms after they hit the bottom
edge of the trap, which is very similar to the experiments in Ref. [79, 80, 81]. To
understand this oscillation better, we perform a simulation with the experimental
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Figure 3.6: (Color online) (a) Experimental procedure. (b) Experimental results of
the time evolution of fraction of atoms in the lower region, Pd, with different values
of r for the hourglass shape billiard. The inset shows three typical pictures of the
billiards.
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region changing event happens. The upper plot in Fig. 3.7 shows the distribution
of tn for n = 1 to 4 when r = 0.6, and the lower plot shows the case for r = 0.3. We
observe in the plot that an individual atom still oscillates between the two regions
in both cases, i.e., the center of the distribution moves forward in time. So the
much smaller oscillation at r = 0.3 is an average effect of many atoms with different
















Figure 3.7: (Color online) Simulation results of the probability distribution of atoms
moving from one region to the other for the nth time, with blue (n = 1), cyan
(n = 2), yellow (n = 3) and brown (n = 4) colors.
Let us denote the width of a tn distribution as wn. The larger the value of wn,
the more overlap between different tn distributions, and the smaller oscillation signal
of the system, or net transport backwards, we observe. Two parameters determine
the value of wn, one is the atomic distribution in phase space, the other one is the
geometry of the trap. With the same geometry of the trap, the wider the atomic
distribution spreads in phase space, the larger the value of wn. For example, the first
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100 ms initialization stage in our experiment regulates some of the random character
of the MOT. We have tried in the simulation to start without the initialization, and
end up with no oscillation in the result even with a large value of r. On the other
hand, the geometry of the trap determines the number of reflections on the boundary
before one atom moves out of this region. The smaller the hole connecting those
two regions, the more reflections one atom needs on average before exiting, i.e., the
larger the value of wn. This explains the diminishing oscillation amplitude of atom
number as the value of r decreases, with the same initial distribution in phase space.
The critical point where the oscillation disappears is what interests us. We
want to look for a universal relation to describe the onset of the oscillation. There are
two competing processes guided by modeling the behavior as a damped oscillator for
the normalized atom number in the lower region [82]. One process is the oscillation
of atoms in the billiard, characterized by the natural oscillation frequency ω0, which
depends on the properties of the billiard and atom temperature; and the other is
damping of the atomic transport between the two regions, characterized by the
damping coefficient η. We take ω0 as the observed oscillation frequency at large r
(see Fig. 3.6(b)). η is inversely proportional to the transport rate, R. Dimensional
analysis shows that η = 2bω20/R, where b is a dimensionless constant independent
of the properties of the billiard. The threshold for oscillations is then given by
η/2ω0 = 1. The constant b that determines the threshold condition (bω0/R = 1)
should be universal. We plot the relation between normalized oscillation amplitude
and R/ω0 in Fig. 3.8(a), where we find that b = 0.16(4).
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Figure 3.8: (Color online) (a) Experimental (solid points) and simulation (solid
lines) results of normalized oscillation amplitude. Red color: the square diamond
shape with barrier in the middle, black color: hourglass shape. (b) Systematic study
of the parameter b , where the shape 1 denotes the square diamond shape and shape
2 denotes the hourglass shape.
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billiard with a linear barrier in the middle as shown in the inset of Fig. 3.9, but
with the same potential energy. We plot the results in the Fig. 3.9 together with
the normalized oscillation amplitude in the Fig. 3.8(a). Compared with the square
diamond shape, the point where the oscillation disappears happens at a much smaller
r. And a similar analysis using the simple model gives b ≈ 0.19(4). This result is
consistent with the previous one within the error.
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Figure 3.9: (Color online) The experimental results of the time evolution of fraction
of atoms in the lower region Pd with different values of r for the square shape billiard
with a barrier in the middle. The inset shows three typical pictures of the billiards.
To further test the simple model, we perform a systematic study of the effects
on the hourglass shape billiard including that we increase the power by 40% and
80%, change the size of billiard by ±20% and rotate the billiard 90◦ to test gravity
effect in the system. Figure 3.8(b) shows that all the results are consistent and give
a mean value of b = 0.15(2), an equivalent but more clear relation for this universal
behavior is that, R ≈ ω0/2π at the critical point.
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3.1.4 Summary of the classical method
In this section, we have studied the atom dynamics inside billiards with regu-
lar polygon shapes and makes use of the gravity to amplify the signal of the broken
rotation symmetry. We study the systematic effects, compare the degree of sym-
metry breaking, and find that the systematic effects prevent us from confidently
comparing the dynamics inside billiards with different shapes. We also study the
atomic transport properties inside a group of billiards when their shape undergoes a
topological change. We find that although atoms continuously move from one region
to the other, there exists a threshold to observe oscillations of the atoms between
these two regions. We quantitatively explain the onset of the oscillation behavior
using the damped oscillator model and construct a universal relationship at the
critical transition point, which we test with systematic studies. In both cases, we
have to disturb the billiard boundary to make the observations and the information
is limited on the atomic transport part. If we want to go beyond these, we have to
explore new methods, which is the topic of the next section.
3.2 Quantum method
The dynamics inside optical billiards are a mixture of both regular and chaotic
orbits. It is difficult to determine the percentage of regular orbits in the whole mixed
state. When the atomic motions are in the intermediate state between quantum and
classical regions, there are two ways to quantitatively study the properties of the
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orbits in the optical billiard (Refs. [83, 84] show the study in the deep quantum
region). One way is what we have done in the previous section, opening a hole on
the billiard boundary and observing the decay in the number of confined atoms;
atoms with chaotic orbits escape through the hole after a long time and those with
regular orbits may survive. This method has the advantage of long experimental
time (∼100 ms), but suffers from many systematic effects which we have studied,
so it is not a reliable tool for comparing different systems with different shapes and
areas, especially when the space inside the billiard is not simply connected [85].
The other method is to probe the motion through the spin degree of freedom in the
atom as it evolves in phase space. This makes possible the study of the stability
of the classical orbits through the observation of the quantum correlation of the
spin [86]. We call this the quantum method because it goes beyond the classical
treatment which solely is based on the forces. This quantum method avoids many of
the systematic effects of the classical method, and works for all billiards regardless
of the shapes.
In this section, we apply this new method to the previous two problems we
have studied and extract new information without disturbing the billiard bound-
aries. And we also show the connection between the stability of the orbits and the
coherence time of the trapped particles, which is necessary for experiments taking
advantage of the long coherence time.
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3.2.1 Theoretical background
The two states of the “spin system” in our experiment are two ground clock
states of 87Rb |F = 1,mF = 0⟩ (|1⟩) and |F = 2,mF = 0⟩ (|2⟩), with hyperfine split-
ting h̄ωHF . The Hamiltonian of this system is:
H = [E0 + U1(r)] |1⟩⟨1|+ [E0 + U2(r)] |2⟩⟨2|, (3.2)
where E0 is the sum of kinetic energy and gravitational energy, and U(r) is the dipole
potential at position r. The difference between U1 and U2, the differential ac Stark
shift between |1⟩ and |2⟩ as we have studied in Sec. 2.4, is ∆U(r) = −ϵU(r). For the
trap laser detuning ∆L much larger than h̄ωHF , ϵ ≈ ωHF/∆L. The quantum method
consists of a microwave echo sequence (π/2-π-π/2) with a time delay τ between each
pulse. Due to the motion of the atoms and the position dependence of ∆U(r), the
dephasing caused by the differential ac Stark shift is time dependent and related
to the atomic orbit. Both theory [87] and experiment [88] have shown that, with
sufficiently small ϵ, there exists an observable revival in the quantum correlation
decay signal as we scan τ , and this revival amplitude measures the overlap between
two nearby orbits in time.
There are two ways to calculate the quantum correlation signal depending on
interpreting the orbits in the quantum or classical way. In the intermediate regime
we are studying in this chapter, we expect the two ways to give very similar results
due to the correspondence principle. The way in Ref. [87] takes the differential
ac Stark shift into account by attributing different billiard sizes to the two states
involved and quantizes the internal energy states of the billiard as |ni⟩ (i = 1, 2).
69
The revival amplitude depends on the overlap of |n1⟩ and |n2⟩ after some evolution
time. The one we use in this section is semi-classical and related to the Bloch sphere
description. The microwave pulses work as rotations around the x axis in the Bloch
sphere (the initial state is along z axis) and the dephasing due to the atomic motion
in the delay time τ between each pulse is equal to the rotation around the z axis in
the Bloch sphere, as shown in Fig. 3.10. The whole echo sequence with time delay
















where ϕi is the rotation angle in the xy plane during the delay time between the
ith microwave π/2 pulse and the π pulse, I is a 2×2 identity matrix and σx is the x
component of the Pauli matrices. If we start with atoms in state |1⟩, the probability
of atoms ending in the state |2⟩ is P2 = sin2(∆ϕ/2), where ∆ϕ = ϕ1 − ϕ2. The time







Suppose one atom stays 0.1 ms in a region with a potential of 20 µK and the trap
beam is 90 cm−1 blue detuned from the D2 line, the phase accumulation is 0.65 rad.
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π/2 pulse Delay τ
Figure 3.10: (Color online) Time evolution of the atomic spin in the Bloch sphere.
3.2.2 Symmetry study
The experimental conditions and procedure are very similar to the previous
section, we discuss only the operations that are different from the experiments with
classical methods. After loading the atoms to the optical billiard, we optically pump
the atoms to the F = 1 state and then eliminate those residual atoms in F = 2 by
a strong pulse of pulse on resonance with the D2 line cycling transition. We send
microwave pulses through a horn to prepare the coherence, with a Rabi frequency of
2.5 kHz, in the presence of an external magnetic field of 500 mG which defines the
quantization axis. We measure the probability of atoms in the state |2⟩ using the
state selective detection method [88], collect fluorescence with an imaging system
and a PMT, and compare it with the probability we get when just applying a π/2
pulse.
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The dephasing time of our system depends on the line width of the differential
ac Stark shift of the trapped atoms, and Sec. 2.4 shows that the trap beam detuning
is the main factor in determining the line width. The revival signal would be too
small to be observed when the dephasing rate is too fast, and we would not make
use the full dynamical range when the dephasing rate is too slow. So we need to
first choose a value of the detuning for the best observable signal. We use the square
shape billiard with EB orientation and size of 150 µm for this study, we change the
laser detuning while changing the power to keep the trap potential constant around
25 µK. Figure 3.11(a) shows the experimental data, from which we observe that
the revival amplitude has a monotonic relation with the laser detuning. According
to Ref. [88], we are working in the weak perturbation regime. The strong regime
happens at the small laser detuning where the dephasing time is smaller than the half
of the atomic bouncing time τb, the time when atoms completes a closed trajectory
in the phase space.
The other phenomena we learn from the data is that the time when the revival
signal first appears (the minimum of P2) remains almost unchanged as we change
the laser detunings. This is expected because, according to the analysis in Sec. 3.2.1,
this time corresponds to the bouncing time τb, which only depends on the atomic
temperature and size of the trap. We perform another experiment to further test
this effect by changing the size of the trap while keeping the potential and detuning
constant. Figure 3.11(b) shows the experimental data and confirms the linear rela-
tion between τb and the size of the trap. Both Fig. 3.11(a) and (b) show that the
revival signal also appears at multiple times of τb, but with larger width and smaller
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Figure 3.11: (Color online) Probability of the atom in |2⟩ (P2) as a function of
holding time in the systematic study of the quantum method.
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amplitude.
We choose the value of ϵ = 2.1×10−3, which corresponds to a blue detuning of
6.5 nm from the D2 line and a potential of 25 µK, and revisit the symmetry problem.
Figure 3.12 shows the experimental data, where we observe that the gravity-assisted
broken rotation symmetry manifests in the difference of τb. We denote the bouncing
time in the billiards with EB orientation as τeb and that in the billiards with AB
orientation as τab, and plot the ratio τeb/τab in Fig. 3.13 to quantify the symmetry
breaking.
The data in Fig. 3.12 also shows that the revival amplitude is almost the same
for all the shapes with both orientations. This means that all the trajectories of
atoms are close to each other within a small number of reflections with the wall,
and we could not compare the stability of the orbits in different billiards in the
symmetry study even using the quantum method. We have to choose some special
billiards where there are much more change in the chaotic orbits so that we could
extract useful information from the revival amplitude. This is the topic of our next
section.
3.2.3 Topology study
As mentioned in the previous section, chaotic orbits do not necessarily lead
to a different overlap of the nearby reflected orbits compared with stable ones, so
we need a strongly chaotic system to make the difference observable. We take the



































Figure 3.12: (Color online) Experimental (solid points) and selective simulation (red
line) results of the probability P2 for three different shapes as a function of holding
















Figure 3.13: Ratio of atomic bouncing time in billiards with EB and AB orientations.
We apply the quantum method to this billiard, and probe the change in the signal
when the the shape undergoes a topological change.
The parameter r is the same as the one in the classical method, where 1 − r
is the ratio between the barrier size and the trap size. Both the square diamond
(r = 1.0) and the two triangles (r = 0.0) are regular shapes, but the intermediate
state (r = 0.9) is a Sinai billiard [89], where the scatterer in the middle greatly
increases the chaotic part in the mixed state [77]. Fig. 3.14(b) shows the structure
in the Poincaré section (the plot of the position and momentum of atoms in y
direction as they cross the plane x = 0), so that we expect a signature of an increase
in the amount of strongly chaotic orbits as we add a barrier to the square diamond,
and then a decrease of this chaotic part when the billiard is close to being divided
into two.
We plot the experimental results for three typical shapes in Fig. 3.15 together




























Figure 3.14: (a) Pictures of the billiards. From left to right, r = 1, 0.9 and 0. (b)
Poincaré surfaces of a section of each billiard for one initial state in the phase space.
tal parameters. When the shape changes into two disconnected spaces, we observe
the τb changes from 11 ms to 5 ms. It is not a perfect factor of two change because
the existence of a barrier effectively reduces the size of the billiard. As observed in
the previous section, the revival also happens at the time which is a multiple times
of τb, where the first column of Fig. 3.15 has a clear signature. This is useful to
determine the coherence time of the system, which we can extract from the decay
of these multiple revival amplitudes. So the billiards with more regular orbits have
longer coherence time.
The revival of the P2 amplitude for the Sinai billiard (<0.05) is much smaller
than that in the other two regular shapes (>0.1). To better compare the experimen-
tal and theoretical results, we define a normalized revival amplitude Arev,n, which is
a scaled revival amplitude Arev when the scaled first peak of P2 is 0.5. We present
a detailed experimental study of the evolution of the probability on |2⟩ (P2) as a
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Figure 3.15: (Color online) Experimental (solid points) and simulation (red line)
results for the probability of atoms ending at level |2⟩, after an echo sequence with
different delay τ between pulses.
function of τ in the square shape billiard for different values of the parameter r
in Fig. 3.16, and plot the relation between the normalized revival amplitude and
the barrier length in Fig. 3.17 together with the simulation results, where the dis-
continuity on the simulation results is mainly due to that we use straight line to
connect discrete points. Both results show that there are three regions of orbital
stability when we scan the parameter r. In the first region, the barrier length is
small (r > 0.9), we could see a clear revival signal first appearing around 11 ms,
but the amplitude decreases quickly as r decreases. In the next region, we reach the
intermediate state where the strong chaotic orbits make the bouncing time not well
defined and eventually no observable revival signal. When the barrier is long enough,
it is safe to treat the billiard as two disconnected ones, we will see the reappearance
of the revival signal but τb is reduced to 5 ms. We attribute the quantitative dis-
crepancy between experiment and simulation mainly to the imperfect control of the



































Figure 3.16: (Color online) Experimental data on the evolution of the probability













Figure 3.17: (Color online) Experimental (solid points) and simulation (red line)
study of the relation between the revival amplitude Arev and the size of the barrier.
3.2.4 Summary of the quantum method
In this section, we have used the atomic spin as a quantum probe to revisit
the dynamic problem that we have studied classically in the previous section. We
use the difference in the bouncing time τb to quantify the symmetry breaking as-
sisted by gravity in the billiards with regular polygon shapes. Different from the
classical method, the observation of the broken symmetry is not possible without
the gravity. We use the change in the revival amplitude to quantify the change in
the chaotic orbits inside the billiards whose shape undergoes a topological change.
The information is unique in the experiments using the quantum method.
3.3 Conclusion
Together with the study of the blue detuned dipole trap in Sec. 2.4, we have
characterized the parameters of the trap, explored the atomic dynamics inside the
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trap and studied the factors that determine the coherence time. All the study
points to the conclusion that, we need a cold sample of Fr atoms (T < 10 µK), a
large laser detuning (δ > 100 nm, scaled by the hyperfine splitting compared with
87Rb) and a regular shape of the trap for a successful measurement of the nuclear
anapole moment. If possible, the addition of two walls in the axial direction, for
further confinement and reduction of the line width of the differential ac Stark shift
distribution, is helpful [65, 90].
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Chapter 4
Lifetime measurements of the 5d states of rubidium
Lifetime measurements are fundamental for the understanding of atomic struc-
ture. The precisely measured quantities of transition energies and excited state life-
times are important tests of atomic structure theory through comparisons with the
values derived from the calculated energies and transition matrix elements [91]. Al-
kali atoms and alkali-like ions are the benchmark systems where measurements and
calculations have reached the highest development because the simple single-core
electron structure facilitates the application of advanced calculation methods and
current simple laser cooling techniques.
A large number of lifetime measurements exist in the alkali atoms and alkali-
like ions for the s and p levels, but there are not so many high precision measurements
on the d and higher angular momentum states. These states are becoming important
not only in the study of fundamental symmetries [20, 31, 92, 93], but also in quantum
information science as they are used for qubit manipulation in ion traps [94, 95].
The d states of rubidium are interesting from the calculation point of view
as they remain in the domain of non-relativistic physics, but they are thoroughly
affected by correlation corrections. Safronova et al. [96] have shown the important
role of high order corrections, up to third order, in calculations that use many body
perturbation theory (MBPT) of lifetimes of these states. We present in this chapter,
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based on a published paper [97], a precise lifetime measurement of the 5D3/2 and
5D5/2 states of rubidium. Our group has studied the equivalent states in francium,
and achieved precisions of 0.4% and 4.3% for the 7D3/2 and 7D5/2 states, respectively
[98].
Previous experimental work on the lifetime of the Rb 5D3/2 state [99] and the
whole 5d manifold [100] achieved a precision long surpassed by atomic calculations.
This chapter shows an improvement by more than a factor of twenty in the precision
of the 5D3/2 state lifetime measurement and a precise determination of the 5D5/2
state lifetime. These improvements will hopefully trigger improved calculations as
the precision of this work (< 1%) is better than the current estimates in the theory
(∼ 5%) [96].
This chapter has five sections. Sec. 4.1 presents the theoretical background.
Sec. 4.2 explains the experimental method and apparatus. Sec. 4.3 and 4.4 presents
the data analysis for the measurements of the 5D3/2 and 5D5/2 state lifetimes, re-
spectively. Sec. 4.5 gives a conclusion.
4.1 Theoretical background
Suppose an atom is in an excited state |e⟩, and it decays to a set of lower














where c is the speed of light, h̄ωelj is the transition energy between |e⟩ and |lj⟩, α is
the fine structure constant, J is the angular momentum associated with each state,
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and ⟨Je||r||Jlj⟩ is the reduced transition matrix element.
Equation (4.1) shows that lifetime measurements probe the overlap of wave-
functions of electron states with different quantum numbers at large distance. This
is in contrast with precise energy measurements which probe the overall distribution
of electron wavefunction, or the hyperfine splittings that are sensitive to the short
range of the electronic wavefunctions.
Theoretical calculations aim to first find out the correct set of eigenfunctions
of the atomic system Hamiltonian, and then calculate the physical properties using
those results. In relativistic many-body calculations, there are different methods to
obtain the eigenfunctions of the system. The most straightforward way is to start
with a Dirac-Hartree-Fock (DHF) wavefunction (|ψ(0)⟩) and iterate the perturbation
theory order by order. This is the relativistic many-body perturbation theory. This
method usually stops at the third order due to the large calculation load. This limits
the precision of the results that can also suffer when the mean field ground state is
not a good starting point. An improvement is to use a wavefunction including some
excitations to the DHF wavefunction [91]:
|ψ⟩ = (1 + S1 + S2 + S3 + . . .)|ψ(0)⟩, (4.2)
where |ψ(0)⟩ is the DHF wavefunction and Si is the i-body excitation operator. The
method involving only S1 and S2 operators in Eq. (4.2) is the singles-doubles (SD)
method. The so-called all-order method includes S1, S2 and the dominant parts of
the S3 (see Ref. [101] for an extended explanation of the method).
The calculation of transition matrix elements limits the precise prediction of
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the lifetimes. For the all-order method, this problem becomes serious for some levels
with large correlation effects (such as d levels), where the wavefunction in the form
of Eq. (4.2) is a poor starting point of calculations. Theorists use a semi-empirical
scaling scheme for certain wavefunction coefficients to solve the problem. For the
rubidium 5d states, the lifetimes calculated with and without scaling have a relative
difference of 20%, but it is hard to assert the correctness of the scaling due to high
uncertainties of past experimental results [96].
Lifetime measurements help on the extraction of transition matrix elements.
If there is only one decay channel, we can extract the absolute value of the reduced
transition matrix element directly from the lifetime data. For example, by measuring
the lifetimes of the excited states, Ref. [102] extracts the transition matrix elements
|⟨7P1/2||r||7S1/2⟩| and |⟨7P3/2||r||7S1/2⟩| of Fr, and Ref. [103] extracts the transi-
tion matrix element |⟨5D5/2||r||6P3/2⟩| of Cs. The case of a multi-channel decay
sometimes requires a combination of various experimental approaches to extract the
transition matrix elements [91], including the measurement of static scalar polariz-
ability [104], and nonresonant two-photon, two-color linear depolarization spectrum
[105].
4.2 Experimental method and setup
We adapt the time correlated single photon counting method [106] in this
experiment with a cold sample of 87Rb atoms in a magneto-optical trap (MOT).
After exciting the atoms to the 5d states, we turn off the excitation beams and
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record the delay between the fluorescence and a fixed time reference. Here, the
single photon counting technique refers to the fact that we record at most one
photon in one duty cycle. It is possible for the detector to detect more than one
photon in one cycle, but once the electronics record one signal, they will not accept
another until a new cycle begins. This method works best when the probability of
detecting more than one photon in one cycle is very small, which in turn keeps the
corrections low (see the pulse pileup corrections in the systematic study of Sec. 4.3).
In our experiments, we detect one photon in about one hundred cycles.
We use a rubidium dispenser as the atomic vapor source and the MOT resides
inside a 15 cm radius spherical chamber with the vacumm pressure of 10−10 Torr. A
pair of anti-Helmholtz coils provides a magnetic gradient of 6 G/cm and three pairs
of Helmholtz coils provide the fine tuning of the magnetic environment. A Coherent
899-01 Ti:Sapphire laser with line width better than 100 kHz provides three pairs of
MOT trapping beams with intensity of 8 mW/cm2, and the laser is red detuned from
the 5S1/2, F = 2 → 5P3/2, F = 3 transition by approximately 20 MHz. A Toptica
SC110 laser provides the repumper beam with intensity of 3 mW/cm2 and it is on
resonance with the transition 5S1/2, F = 1 → 5P3/2, F = 2. We capture about 105
atoms in the MOT with diameter of 600 µm and peak density of around 109 cm−3.
We use two charge-coupled device (CCD) cameras to monitor the fluorescence of
the MOT in two perpendicular directions.
We list the relevant energy levels of 87Rb for this experiment in Fig. 4.1. We
use a two-step transition to reach the 5d states, where the trapping beam of the
MOT enables the first step and the 5P3/2, F = 3 state is the intermediate state.
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Figure 4.1: 87Rb energy levels involved in the experiment.
A SDL TC40-D laser with line width of 5 MHz provides the probe beam to reach
the 5d states. We inject the probe beam to the MOT region through a single mode
fiber, which sets the waist (1/e2 power) to 1.2 mm. The power of the probe beam is
0.5 mW for the excitation to the 5D5/2, F = 4 state, and 1.0 mW for the excitation
to the 5D3/2, F = 3 state.
We lock the frequency of the trapping beam using the Pound-Drever-Hall
method with saturation spectroscopy in a Rb cell. We send part of the frequency
modulated light employed on this lock to an independent rubidium glass cell, where
this light overlaps with a small laser beam taken from the probe beam. We monitor
the absorption of the 780 nm light as a function of the frequency of the 776 nm
laser, and the intermodulation of the sidebands yields error-signal like features that
we use to lock the frequency of the probe beam on resonance [107, 108].
We use a cycle of 10 µs length, and have two different schemes for photon
detection and time control for the two different measurements. In the 5D3/2 state
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lifetime measurement, we put a 760 nm interference filter with bandwidth of 10 nm
(Andover 760FS10-25) in front of the detector, a Hamamatsu R636 photomultiplier
tube (PMT) with quantum efficiency of 10% at this wavelength. Since a large
amount of 780 nm photons from the scattered trapping beam pass through the
filter, we turn the trapping beam off after the excitation phase to decrease the
background. We use two acousto-optical modulators (AOM) to turn on and off the
trapping beam and the probe beam. In the 5D5/2 state lifetime measurement, we
use a 420 nm interference filter with a bandwidth of 10 nm (Andover 420FS10-25)
in front of the detector, a PerkinElmer C962 channel PMT with quantum efficiency
of 15% at this wavelength. The trapping beam has a negligible contribution to
the background in this case. We use a Gsänger LM0202P electro-optical modulator
(EOM) and an AOM to chop the probe beam for this experiment. The turn off ratio
of EOM and AOM is better than 30:1 in 30 ns. Fig. 4.2 shows the time sequence of
the pulses.
The PMT is about 35 cm away from the MOT and we use a 10X Computar
Macro Zoom lens in front of it for light collection. Two synchronized Stanford
Research DG535 pulse generators, which have a 5 ps delay resolution and 50 ps
rms jitter, provide all the time references in the signal process. The signal from
the PMT goes through the amplifiers first. In the 5D3/2 (5D5/2) lifetime measure-
ment, we amplify the signal from the Hamamastsu R636 PMT (channel PMT) 64
(4) times using an EG&G AN106/n plus an AN101/n DC amplifier (an AN106/n
amplifier alone). The output goes through an Ortec 583 constant fraction discrim-
inator (CFD) and a Lecroy 7126 level translator. The level translator converts the
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Figure 4.3: The setup of the detection and signal process.
input signal to ECL, TTL and NIM outputs. We send the output of the NIM signal
to a Stanford Research SR430 multi-channel scaler to monitor the photon counting
histogram during the experiment. We send the ECL signal as a start pulse to a
Lecroy 3377 time-to-digital converter (TDC), which has a resolution of 0.5 ns and
is triggered by the falling edge of the input pulse. The TDC measures the delay
between the observed photon and the fixed pulse given by the pulse generator (see
Fig. 4.2 and Fig. 4.3). The output of the TDC goes to a Lecroy 4302 memory and
we read out the results through a Lecroy 8901A GPIB interface. Fig. 4.3 shows the
diagram of the signal process.
4.3 Lifetime of the 5D3/2 state
We excite the atoms to the 5D3/2 state and about 50% of the atoms decay into
the 5P1/2 state with fluorescence at 761.9 nm, where we get the branching ratios
using the transition matrix elements from Ref. [96]. We record the fluorescence and
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accumulate data until the peak count is more than 1000 for each data set. This
usually takes half an hour to 45 minutes. The ratio of peak signal to background is
generally around 40, and we take an additional data set of background for roughly
the same time. The upper plot of Fig. 4.4 shows a typical data set after substrac-
tion of background. There is another possible way to observe the decay through the
detection of 420 nm fluorescence that comes from the 6p manifold (see Fig. 4.1).
This has a great background advantage, but requires fitting to a sum of three expo-
nentials, which challenges our fitting process (see explanations in the Sec. 4.4). The
results that we present here are consistent with a preliminary analysis of the blue
decay.
4.3.1 Decay model
The data in Fig. 4.4 shows an increase of the fluorescence due to the excitation
of the system by the probe beam and the decay after turning off the probe beam.
We qualitatively understand the rising part by treating this many-level system as a
four-level system. We denote the ground state, the 5P3/2 state and the 5D3/2 state
as levels 1, 2 and 3, and treat all other states that the 5D3/2 state decays to as level
4. The excitation rate from level i to j is Aij, the spontaneous decay rate of level
k is Rk and the branching ratio of decay channel from k to l is γkl. Because the
system is already in the steady state before we turn on the weak probe beam, we
take the second step transition as a small perturbation to the system and get the
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Figure 4.4: Upper plot: time distribution of 761.9 nm photons (black points) in the
measurement of the 5D3/2 state with the fitting function (white line). Lower plot:
normalized fit residuals. We have subtracted the background in the decay curve and
we use the statistical error of the data to normalize the fit residuals.
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rate equations:
Ṅ3 = A23N2 −R3N3
Ṅ4 = γ34R3N3 −R4N4. (4.3)
The initial condition is N1(0) = N2(0) = N0/2, where N0 is the total number
of atoms and the time origin is the time we turn on the probe beam. This gives the






[1− exp (−R3t)], t < t1, (4.4)
where t1 is the time we turn off the probe beam. This qualitatively agrees with the
rising behavior of the signal.
The number of atoms in this level begins to decay when we turn off the probe
beam. For a perfect turnoff at time t1, we get the decaying behavior:
N3(t) = N3(t1) exp [−R3(t− t1)], t > t1. (4.5)
The intensity of the fluorescence from the 5D3/2 state to the 5P1/2 state is
proportional to the atom number in the 5D3/2 state and Eq. (4.5) shows that the
decaying part of the signal is independent of the excitation part except for a coeffi-
cient.
4.3.2 Fitting process
We use the Levenberg-Marquardt (L-M) algorithm [109] and fit the data to
the function
y = Aexp(−t/τ) +B, (4.6)
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where the τ is the 5D3/2 state lifetime and B describes the background. The fitting




ωi(yi − yf )2, (4.7)
where yi and yf are the experimental and fitting value for the ith data point, and
wi is the inverse of the square of the statistical error of the data assuming the data
follows the Poisson distribution.
We use two criteria on the choices of the range of the data to fit. First, we
choose the starting point of the fitting range away from the turning off point to
avoid pulse turnoff effects. Second, we need to make sure that the fitting results are
stable when we vary the starting and end points of the fitting range. This fitting
process gives us an average of reduced χ2 = 1.03 for all the data sets we have taken.
The lower plot of Fig. 4.4 shows the normalized fit residuals of the upper plot data.
4.3.3 Statistical error
We have taken 28 sets of data with the same experimental conditions, with
each individual data set fitting error, σi, of around 1%. Considering this sample of











where χ2 is defined in Eq. (4.7), and N is the number of data points. In this way, the
mean value does not change, but it helps to solve the problem of underestimation
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of the error on some data sets. We get S = 2.1, and the statistical error as 0.6 ns.
4.3.4 Systematic effects
We focus on the following systematic effects:
Time calibration and height nonuniformity of TDC. We send two pulses with
a fixed delay from the DG535 pulse generator as the start and stop pulses to the
TDC. By comparing the readout of the TDC with the calibrated delay, we get a
nonlinearity of the TDC time calibration of less than 0.01%, which in turn gives
an error on the lifetime measurement of less than 0.01%. To check the counting
uniformity of the TDC channels, we change the source of the photon to the scattering
of laser light on a paper. We control the power of the laser so that the signal rate
is similar to that in the lifetime experiments, and accumulate data until the count
of each channel reaches 100. We fit the results with a linear function (fits to higher
order polynomials yield the same conclusion) and get a slope of 0.1 count per 1000
channels, which gives an error of 0.01% on the lifetime measurement.
Pulse pileup correction. There is a difference between the number of the signals
detected and signals recorded in the single photon counting method, this leads to
pulse pileup correction. Suppose we have NE cycles of excitation, and get Nj counts










This gives us a correction of around -0.1% for our measurements.
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Quantum beats. Quantum beats come from the interference of the decay paths
from several coherently excited states to the same lower state. By considering this
effect, we rewrite the Eq. (4.6) as [111]
y = A exp(−t/τ)[1 +
∑
i
Ci cos(ωit)] +B, (4.10)
where the sum is over all possible interference paths and h̄ωi = ∆Ei is the energy
difference of two excited states involved in the process. This has been an important
issue when the probe beam has a large bandwidth [112].
We first consider the possibility of the quantum beats from the hyperfine
structure. The energy difference between 5D3/2, F = 2 and F = 3 sates is around
40 MHz [99]. This separation is much larger than the probe laser line width. The
natural line width of the 5D3/2 state is 0.6 MHz, considering the power broadening
effect, the transition line width is at most 6 MHz. A sharp turnoff process could
generate a large bandwidth in frequency domain. We decompose the probe pulse
in frequency range by the fast Fourier transform (FFT), and find that the high
frequency components (higher than 40 MHz) only take about 1/200 of the total
power. In conclusion, the probability to coherently excite the hyperfine states is
negligible. The FFT of the fitting residuals does not show any peaks around the
frequency of the hyperfine splitting.
We position the atoms at the zero of the magnetic field in the MOT, but
the finite extent of the cloud sample regions with a magnetic field. The Zeeman
splitting introduced by this magnetic field could be a source of quantum beats,
because we always leave the gradient magnetic field for the MOT on during the
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experiment. However, the overlapped σ+ and σ− trapping beams tend to average
out this effect.
We estimate an upper bound of the effect due to the Zeeman splitting following
the treatment in Ref. [98]. We have h̄ω = ∆mFgFµBB, where ∆mF = 2, gF = 0.4
for 5D3/2, F = 3 state, and µB is the Bohr magneton. The size of the MOT is
around 600 µm and the magnetic gradient is around 6 G/cm, we use the maximum
magnetic field 0.18 G in that region for the calculation. This gives us a maximum
beat frequency of 202 kHz, which sets an upper bound of this error of 0.15%.
We also look for possible effects of the magnetic field by changing the magnetic
field gradient from 5 G/cm to 10 G/cm and do not find any systematic changes.
Fig. 4.5 shows the results, where the smaller error bars in the points with 4.9 G/cm
and 9.8 G/cm are due to more data sets under those conditions in this systematic
study. Studies of linear correlation coefficient of the data points show that they are
highly uncorrelated. We get an error of 0.16% by this effect, which is the standard
deviation of the data points taken in this study. We use this measured bound of
0.16% for possible magnetic effects that include the quantum beats.
Radiation trapping. Radiation trapping comes from the reabsorption of the
emitted photon by the sample itself. This effect depends on the length and density
of the sample and could increase the measured lifetime substantially when there
are many atoms [113]. The MOT has the advantage of its size, which makes this
effect much smaller compared with the experiment in the cell. Denote l and n as
the length and density of the sample, and α as the atomic absorption coefficient.
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Figure 4.5: The systematic study of the effect of the magnetic field gradient on the
5D3/2 lifetime measurement.
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where C = lαn and λ tan(λ) = C. In the limit of small length, Eq. (4.11) becomes
(τ ′ − τ) = τC = τ lαn, (4.12)
where the change of lifetime depends linearly on density. We have changed the
density of our sample by a factor of six to look for this effect, and do not observe
any systematic changes. The error due to this effect is smaller than 0.1%.
Other systematics. The pulse length and power of the probe beam are the
parameters controlling the number of atoms in the excited states. By changing the
pulse length from 320 ns to 720 ns, and also the power from 0.5 mW to 2.4 mW, we
do not observe systematic changes. We set the error on those effects as 0.6%, which
we obtain in the same sprit as in the study of the magnetic field effects. We observe
the influence of a nearby elevator, which introduces a change in the magnetic field of
more than 100 mG when it moves from basement to the floor of the our laboratory
(the second floor). We take all the data when the elevator is on the ground floor to
minimize this external source of uncertainty.
4.3.5 Summary and comparison
We list the error budget of the 5D3/2 lifetime measurement in table 4.1, and
compare our result with the previous experimental and theoretical work in table
4.2. On the experimental part, Ref. [99] made use of the Hanle effect to extract
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the lifetime. In that case, they could not optically excite the atoms to the 5D3/2
state, instead, they optically excited the atoms to a higher p state and populated
the desired level by spontaneous emission. On the theoretical part, Ref. [115] used
the quantum defect theory with a realistic potential, and Ref. [96] used the scaled
all-order method.
The result of Ref. [96] sits on the edge of 2σ range of our data and that of
Ref. [115] sits on the edge of the 4σ range. For more detailed comparison, we need
to know the range of validity of the theoretical calculation. A possible way to define
the error of the all-order method calculation is comparing its results with third
order many body perturbation theory. In this way, the error of the all-order method
calculation for the Rb 5d states lifetime is around 5% [116], and our result of the
5D3/2 state lifetime stays within its prediction. Our result 1σ range has a small
overlap with the 1σ range of the result of Ref. [99], which has a much bigger error
bar.
4.4 Lifetime of the 5D5/2 state
About 30% of the atoms in the 5D5/2 state decay to the 6P3/2 state with
fluorescence at 5 µm, and about 25% of the atoms in the 6P3/2 state decay to the
ground state with fluorescence at 420.2 nm, where we get the branching ratios in
the same way as in Sec. 4.3. We record this blue fluorescence and accumulate data
until the peak count is more than 1000 for each data set. The upper plot of Fig. 4.6
shows a typical data set. Since we detect the blue photon, the background is very
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Table 4.1: Error budget of the 5D3/2 state lifetime measurement.
Source Correction (%) Error(%)
Statistical ±0.25
Time calibration < ±0.01
TDC nonuniformity ±0.01
Pulse pileup -0.1
Quantum beats and magnetic field ±0.16
Radiation trapping < ±0.10
Other Systematics ±0.60
Total ±0.66
Table 4.2: Comparison of the measured lifetime of the 5D3/2 state with the previous
work.
τ5D3/2 (ns)
Experiment This work 246.3±1.6
Tai et al. [99] 205±40
Theory Theodosiou [115] 240
Safronova et al. [96] 243
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small (less than 1 count per channel in half an hour), and we do not have to take
an additional background data.
Most of the data process and systematic effects studies in this measurement
are similar to those in the measurement of the 5D3/2 state, however, there are some
new features in the analysis.
4.4.1 Decay model
We use the same model in the previous section. The differences are that we
change the 5D3/2 state to the 5D5/2 state and specify level 4 as the 6P3/2 state,
because the fluorescence we observe in this experiment is proportional to number of
atoms in the 6P3/2 state. Using the same notation as in Sec. 4.3.1, we get the rising
























N3(t1) exp [−R3(t− t1)], t > t1 (4.13)
This shows that the curve observed in this experiment includes the information of
the lifetimes of the 5D5/2 state and the 6P3/2 state.
4.4.2 Fitting process
The ratio between coefficients of the two exponentials depends on the lifetimes
and initial atom number at the turnoff point of both states (see Eq. (4.13)). If we
want to fit the decay curve according to the function in Eq. (4.13), we have to
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Figure 4.6: Upper plot: time distribution (black points) of the blue photon in the
measurement of the 5D5/2 state with the fitting function (white line). Lower plot:
normalized fit residues, where the normalization factor is the statistical error of the
data.
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evaluate the atom number by doing the convolution of the excitation pulse with the
formula that determines population in the 6P3/2 state. A simple way to avoid this
process is to leave both coefficients as free parameters and fit the decay signal away
from the turnoff point [113]. The existence of a stable range of fitting results when
we change the starting and end points of the fitting range is a test of the validity of
this treatment.
We use the following fitting function to describe the data
y = A1 exp(−t/τ5D5/2) + A2 exp(−t/τ6P3/2) +B, (4.14)
where τ5D5/2 and τ6P3/2 are the lifetimes of the 5D5/2 and 6P3/2 states, respectively
and B is a possible background.
If we leave both lifetimes as free parameters, the L-M algorithm does not give
reliable results (it tends to equate both lifetimes). Therefore, we fix the value of
τ6P3/2 in the fitting process to solve this problem, and the value we use is the weighted
average τ6P3/2=112.8±1.7 ns from previous experimental work listed in Ref. [100].
Our fitting process gives an averaged reduced χ2 of 1.09 for all the data sets we have
taken. The lower plot of Fig. 4.6 shows the normalized fit residuals by comparing
the raw data and fit result in the upper plot.
4.4.3 Statistical error
We have taken 10 sets of data with the same experimental conditions, with each
individual data set fitting error, σi, of around 1%. Following the same procedure
in the Sec. 4.3, we get a weighted mean lifetime of 238.6 ns, error of the mean as
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0.8 ns, and the scaling factor S = 1.2. We choose the scaled error of the mean as
the statistical error, which is 1.0 ns.
4.4.4 Systematic effects
We have studied all systematic effects listed in the measurement of the 5D3/2
state, which shows similar results. We focus on the following new situations in this
measurement:
Quantum beats. It is possible to coherently excite the atoms to the Zeeman
sublevels of the 5D5/2 state, but to observe the quantum beats signal for this cascade
decay, we also need to prepare the coherence on the 6P3/2 state, for example, by
means of selecting polarization on the fluorescence [117]. In our experiment, we do
not attempt to observe the coherence in the intermediate level, and do not expect
observable quantum beats effects. We check the Fourier transform of the fitting
residuals and do not find peaks. We also check the magnetic field effects on the
lifetime measurement and do not see any systematic effects. We set the error as
0.44%, which is defined in same way of that in the systematic study in Sec. 4.3.
Bayesian error. In the fitting process, we do not treat τ6P3/2 and τ5D5/2 as
independent parameters because we fix the τ6P3/2 by its experimental value. Hence
there is correlation between the values of τ6P3/2 and τ5D5/2 in the fitting process. We
express the probability of finding τ5D5/2 equal to τ
′
1 as
P (τ ′1) =
∫
P (τ ′1|τ ′2)P (τ ′2)dτ ′2, (4.15)
where τ ′2 denotes the possible value of τ6P3/2 and P (τ
′
1|τ ′2) is the conditional prob-
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ability of getting τ5D5/2 = τ
′
1 when τ6P3/2 = τ
′
2. Eq. (4.15) shows that the error of
τ6P3/2 value propagates to that of τ5D5/2 value through the correlation, and this is
the Bayesian error.
Following the treatment of Ref. [118], we change the value of τ6P3/2 from 108 ns
to 118 ns with an increase of 0.5 ns each step, and do the fitting process to extract
a new τ5D5/2 for each new value of τ6P3/2 . This scanning range has covered 3σ range
of the experimental result of τ6P3/2 . We find that a linear function describes well the
dependance of the fitting result of τ5D5/2 on the value of τ6P3/2
τ1(τ2) = τ1 + α(τ
′
2 − τ2), (4.16)
where the notation is the same as in Eq. (4.15). Hence we get the Bayesian error as
|α|στ6P3/2 . For our data sets, the analysis gives α as -0.3, and the Bayesian error as
0.5 ns.
Other systematics. We study the pulse length and power effects, and do not
find any systematic changes in the lifetime values. The limit set on this error due
to these effects is 0.73%.
4.4.5 Summary and Comparison
We list the error budget of the 5D5/2 state lifetime measurement in the table
4.3 and compare our result with the previous experimental and theoretical work in
table 4.4. The result of Ref. [96] lies within the 2σ range of our data, and that of
Ref. [115] sits close to the edge of the 3σ range. Since the error of the all-order
method estimation on this level is 5% (see the Sec. 4.3.5), the result of Ref. [96] is
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Table 4.3: Error budget of the 5D5/2 state lifetime measurement.
Source Correction (%) Error(%)
Statistical ±0.40








consistent with our result. On the experimental part, as far as we know, there has
been no direct experiment data on the 5D5/2 state lifetime.
The measurement of Ref. [100] gave a lifetime of the combination of 5D3/2
and 5D5/2 states. According to our results, the lifetime of the whole 5d manifold
should sit between 238.5 ns and 246.3 ns, which is consistent with the result of Ref.
[100].
4.5 Conclusion
In this work, we have measured the lifetime of the Rb 5D5/2 state obtaining
τ5D5/2 = 238.5 ± 2.3 ns, and we have improved the precision of the 5D3/2 lifetime
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Table 4.4: Comparison of the measured lifetime of the 5D5/2 state with the previous
work.
τ5D5/2 (ns)
Experiment This work 238.5±2.3
Marek and Munster (5d manifold) [100] 230±23
Theory Theodosiou [115] 231
Safronova et al. [96] 235
result, τ5D3/2 = 246.3± 1.6 ns, by a factor of 25. Our results have enough precision
to confirm the improvement of the scaled all-order method [96].
Our experimental condition present several advantages over previous experi-
mental efforts: the new laser technique which allows us to optically excite the atoms
to the desired states directly, the lock technique of both lasers in the two-step tran-
sition which makes the transition much more efficient and the use of a MOT which
simplifies the systematic studies.
In the end, we want to compare the difference between the time-domain mea-
surement and frequency-domain measurement. Given an exponential decay in time
domain, no matter where we start to fit the data, we are always supposed to get an
exponential decay which is one important way in our experiment to determine the
quality of the data. In frequency domain, the exponential decay is transformed into
the line width of the transition. The time of atoms in the excited state is a not fixed
number, instead, it follows an exponential distribution, and the statistical average
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of this distribution gives the so-called natural line width. If we block the very first
time segment T of the decay in the measurement, we only measure the atoms staying
in the excited state longer than T , whose statistical average would be smaller than
the natural line width. This is one of the very small number of ways to beat the
excited states natural line width without disturbing the transition frequency, which
has been first applied to resolve the hyperfine structure of Na D2 line [119]. We
believe this method is one of the directions of future precision measurement, such as
the determination of the alkali atoms octupole moment from the hyperfine splitting




The work in this thesis prepares the measurement of nuclear anapole moment
in a chain of francium atoms, following the work of previous students in our labora-
tory. The main contribution of this thesis work is to develop a blue detuend dipole
trap and apply it to our experiments with extensive studies of the spectroscopy and
dynamics. This thesis also helps to understand the coherent control in the PNC
experiment and the operations in the interference scheme. In addition, this thesis
presents a precision measurement of 5d states lifetime of rubidium, which improves
the 5D3/2 lifetime result by a factor of 25 and also determines the value of 5D5/2
lifetime with an uncertainty of 0.96%.
Currently, the work in our laboratory focuses on a new design of the chamber
connected to the TRIUMF accelerator. The new design aims to eliminate the short
lifetime problem of the francium neutralizer wires in the previous design. We also
work on a more compact and stable optics system, based on a high efficiency fiber
coupling system. There are several other parts that we will make progresses on, and
I list them in the following paragraphs.
On the microwave part, we have a more specific idea about how to put the
cavity inside the science chamber, which is the most difficult mechanical part in our
experiment. We require fine alignment and control of the cavity mirrors, so we need
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a three dimensional position control plus a control of the rotations around three axes,
though we do not need to control these six freedom on both mirrors at the same
time. This limits the size of the stages and position of the cavity so that they would
not block the optical access. Secondly, we need to feed the microwave into the cavity
from both directions to minimize the traveling wave. This makes the feedback signal
from the reflection favorable. But different from the optical cavity, the manipulation
and filter of the microwave polarization is not trivial, and we need to learn more
about how to extract error signal from the reflected signals. Thirdly, we need a lens
system to couple microwaves into the cavity for a better mode match. Microwaves
that are not coupled into the cavity may be reflected many times inside the science
chamber which is made of metal, we may need to use some microwave absorption
materials. We are still working on problems such as where to put these materials
and looking for the materials suitable for vacuum system without introducing extra
magnetic field. We may also need an isolator between the horn and cavity mirror
to break the standing wave due to the reflection from the front surface of the cavity
mirror. Fourthly, we need to choose the propagation materials for the microwave
at 46 GHz very carefully. We currently think that the best one is the waveguides
which also preserve the polarization, and we need to very precisely determine the
position of the microwave horn and source, while keeping the propagation distance
as short as possible. Fifthly, we need to make a new bigger vacuum chamber to
incorporate the cavities for rubidium. As a first step, we could check the standing
wave inside the rubidium cavity by putting the two cavity mirrors symmetrically
outside the vacuum windows, and test with the M1 transition on the atoms from
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the cavity magnetic field.
On the magnetic field part, we are working on a feedback method for the bias
field based on a commercial sensor and a fast FPGA controlled PID system. Then
we need to decide where to put these sensors. Because the sensors saturate at low
magnetic field, they are not allowed to be close to the science chamber where we
have MOT/quantization coils with a high current. If we put the sensors too far away
from the science chamber, they do not give a reliable information of the environment
of the atoms even if we put them in symmetric positions around the atoms. We may
also need a feedforward method to eliminate the 60 Hz noise. We need to find a way
to switch on and off the big quantization field. The current thought is to use the
same MOT coils as the quantization coils, and we use a circuit based on IGBT to
switch between the Helmholtz (quantization filed) and anti-Helmholtz (MOT field)
configurations.
On the laser part, we may need a better laser lock system. The improvement
aims to make the laser-lock system more stable on both short time scale and day to
day time scale. Besides a better algorithm for the feedback, we think the ultimate
improvement lies in a better thermal isolation environment. We could put the
already temperature stabilized cavity into a vacuum chamber, or use a more stable
cavity [121]. The latter one also helps for a more precise spectroscopy work.
In the end, I want to conclude that we have already made a progress towards
the nuclear anapole moment measurement during the time of this thesis work, and
there is more work ahead. A new era of the research on francium is coming with
the beams from TRIUMF.
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