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Introduction
The shuffle operator defined on formal languages has been studied intensely. In
[5] we find its generalization to formal power series. Compared to formal language theory, the theory of formal power series offers two main advantages.
Firstly, the statements are more general in the sense that language theoretic results can be deduced as special cases. Secondly, their proofs benefit from methods that come from linear algebra and are much more satisfactory from the mathematical point of view than purely language theoretic proofs therefore. Especially in connection with the shuffle operator, language theoretic proofs tend to leave a lot open to intuition.
Transferring the definition of the shuffle operator to formal power series immediately leads to more comprehensive statements in that area but does not overcome most of the problems associated with the proofs. A further generalization to matrices of power series turns out to be a helpful tool. As the theory of formal power series presented in [5] generalizes the theories of formal languages and automata in a common fashion, in the sense that automata are considered as power series over a matrix semiring, the definition of the Hurwitz product of matrices immediately leads to the corresponding constructions for automata. They in turn can be used to prove statements in the areas of commutative power series as well as abstract families of power series. Most of the results presented below are generalizations of well-known language theoretic results. Apart from being more general, their proofs seem to be new.
Preliminaries
The notation used in this paper originates from [5] . All notions are defined there.
We give only a short summary. 2 always denotes a finite, 2, a countably infinite alphabet.
The collection of all formal power series over an alphabet E with coefficients from a semiring A is denoted by A(@*)), its subset containing all polynomials by A(E*). A(E) denotes the set of all polynomials with support in 2. The coefficient of w E 2" in r E A(@*)) is written as (r, w). A power series r E A((E*)) is called quasiregular iff (r, E) = 0, where E denotes the empty word and cycle-free, iff lim,,,( if they exist. The smallest subset of A((E*)) containing UE and x for every a E A, x E 2, that is closed under + and * and contains r+ for every quasiregular member r of the set is called the set of rational power series and is denoted by A'"'((E*)). The set of all matrices, row-, column-, row-and column-finite matrices with entries from a semiring A and index sets I, I' is denoted by ArX", API', A?", A:X", respectively. For M, E A""';, t = 1,2, the Kronecker product M, @ M2 E (,'I~';) 'lx'; is defined by ((M,@Mz)i,,Jl)iZ,jZ= (M,)i,,j,(Ml)iz,Jr.
For Mr E (A((x*)))'S"", the Hadamard product M, 0 M2 E ((A((~*)))'z~'~)'~~'~ is defined by
An A(@*))-automaton % = (I, M, io, P) is defined by a countable set I of states, a transition matrix M E (A((E*)))'"', an initial state ioE I and a final state vector PE (A(E))'~~. Its behavior 1]5?11 is defined by /1'%?(1] = (M*P),.
A rational representation is a multiplicative morphism p: 2: + (A'"'((X~)))Q"Q, Q finite. p is called regulated, iff (p(w), E) = 0 whenever IwI > k for some k E N. A rational transducer X = (Q, p, qo, P) is defined by Q, /.L, an initial state q. E Q and a final state vector PE (A'"'((Ez))) Qxl. SE defines a mapping T:A((E~))+A((~~)), termed rational transduction, by T(r) = CweP~ (r, w)(p( w)P)~". A rational transduction is called regulated iff the associated representation p is regulated.
A pushdown automaton 9 = (0, r, M, qo, po, P) is defined by a finite set Q of states, an alphabet r of storage symbols, a pushdown transition matrix ME ((A((X*)))Q"Q);*""*, an initial state qo, the initial contents of the working tape p. E r The proofs of the above lemmas are straightforward and can be found in [7] .
For matrices M, E (A((Z*)))'~"';, t = 1,2, we define the Hurwitz product M, LLI M2~ ((A((iY*)))'~"'~)'~"'~ by ((Ml u M2)ilrjl)tZ,jZ= (M,)sI,jl ~1 (M2),2,,z for all i, E I,, j, E 1:. Obsem that

Consider now matrices
M, E A'tx'(resp.
M, E A'~"'Q*))).
We define the Kronecker sum T itself can be viewed as the transition matrix of a T-automaton with just a single state, representing the set of all T-automata. This concept allows a very clear and easily understandable generalization of the theory of AFLs to the theory of abstract families of power series (AFPs), based on ideas connected to AFA-theory as presented in [2] . If it suffices to consider the set of all A(E)-Tautomata to obtain all power series generated by A((Z*))-T-automata, the type T is called realtime type. Then again r==(u+b)*, but (r&= ,Fz* ('";;1"") w.
In formal language theory we have L, w L2 as the commutative closure of L, . L2 for commutative languages L, , L2. This cannot be generalized to formal power series as the following example shows. For the rest of this section, 2 = {x1 11 s is n}.
Before we can give a characterization of commutative rational power series, we need one additional lemma. (ii) For i = 2, we obtain Proof. By Theorems 4.5, 4.6 and Corollary 3.6. 0
Finally we remark that results similar to those obtained in [8] cannot be achieved for formal power series in general. This is easy to see by the fact that the set of N-rational power series over a single letter alphabet is properly contained in the corresponding set of power series generated by one counter automata.
The generalized wedge operator
In this section we use the constructions of Section 3 to obtain results concerning a generalization of the wedge operation as defined in [2] for families of formal Furthermore, we define the collection of all well-defined homomorphic images of a family of power series ;\! G A{{2 2)) by Q,(Z) = {h(r) 1 r E k?, h is a morphism specified by its restriction h : E + E'*, h is either a-free or 2 = X0 u E, and r is &-limited and h(x) E E'+ for all x E 2,).
Note that the above definition guarantees that infinite sums in A cannot occur.
Before we are able to present the results concerning the generalized wedge operator we need one lemma. For the rest of this section, A denotes a commutative zerosumfree semiring. 
~ Z3 and a morphism h:A((Z$))+A((Z*)), where h(x) E Et for all XE l&-E:, such that r = h(T1(r,) 0 T2(r2)) and T,(r,) 0 T2(r2) is Ey-limited. (ii) There is a regulated rational transduction T: A(((E, u &)*)) + A((X*)), such that r = 7( r, w r2).
The proof of Lemma 5.1 is rather complicated, mainly for technical reasons. It is therefore omitted here but can be found in [7] .
Extend the domain of UJ to A((EZ)) x A((EZ))
. L emma 5.1 immediately implies the following. 
