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Abstract
The log-rank conjecture in communication complexity suggests that the determinis-
tic communication complexity of any Boolean rank-r function is bounded by polylog(r).
Recently, major progress was made by Lovett who proved that the communication com-
plexity is bounded by O(
√
r · log r). Lovett’s proof is based on known estimates on the
discrepancy of low-rank matrices. We give a simple, direct proof based on a hyperplane
rounding argument that in our opinion sheds more light on the reason why a root factor
suffices and what is necessary to improve on this factor.
1 Introduction
In the classical communication complexity setting, we imagine to have two players, Alice
and Bob and a function f : X×Y → {±1}. The players agree on a communication protocol
beforehand; then Alice is given an input x ∈ X and Bob is presented an input y ∈ Y . Then
the players can exchange messages to figure out the function value f(x, y) of their common
input. The cost of the protocol is the number of exchanged bits for the worst case input.
Moreover we denote the cost of the most efficient protocol by CCdet(f).
It is common to view the function f as a matrix M ∈ {±1}X×Y with entries Mxy =
f(x, y) — we will interchangeably use the function f and the matrix M and we abbreviate
rank(f) := rank(M). A monochromatic rectangle for f is a subset R = X ′ × Y ′ with
X ′ ⊆ X and Y ′ ⊆ Y on which the function is constant. In particular, the leaves of the
optimal deterministic protocol tree correspond to a partition of M into 2CC
det(f) many
monochromatic rectangles. Observe that this partition can be used to write M as the sum
of 2CC
det(f) many rank-1 matrices, which implies that CCdet(f) ≥ log rank(f). On the
other hand it is also known that CCdet(f) ≤ rank(f). In fact, Lovász and Saks [LS88]
even conjectured that the rank lower bound is tight up to a polynomial factor, that means
CCdet(f) ≤ (log rank(r))O(1). The exponent in this log-rank conjecture needs to be at
least log3(6) ≈ 1.63 (unpublished by Kushilevitz, cf. [NW95]). Small improvements have
been made by Kotlov [Kot97], who showed that CCdet(f) ≤ log(4/3)rank(f) and Ben-
Sasson, Ron-Zewi and Lovett [BLR12] who gave an asymptotic improvement of CCdet(f) ≤
O( rank(f)log rank(f)), but had to assume the polynomial Freiman Rusza conjecture.
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In a recent breakthrough, Lovett [Lov14] showed an unconditional bound of CCdet(f) ≤
O(
√
r log r). The key ingredient for his result is a lower bound on the discrepancy of a
function/matrix.
Theorem 1 ([KN97, LMSS07]). For any rank-r Boolean matrix M and any measure µ on
its entries, there exists a rectangle R so that |µ(f−1(1) ∩R)− µ(f−1(−1) ∩R)| ≥ 1
8
√
r
.
Formally, the discrepancy of a function is the minimum such quantity over all possible
measures,
disc(f) = min
measure µ
max
rectangle R
|µ(f−1(1) ∩R)− µ(f−1(−1) ∩R)|
The discrepancy lower bound is tight in general, that means there are indeed functions f
with disc(f) ≤ O( 1√
rank(f)
), which suggests that using discrepancy as a black box might
not be enough for a better bound. Recently Shraibman [Shr14] obtained Lovett’s bound in
terms of the corruption lower bound. However, for expressing the bound in terms of the
rank of the matrix, the result still relies on the black-box bound on the discrepancy.
In this write-up, we give a direct proof that bypasses the discrepancy lower bound and
somewhat makes it more clear, what needs to be done in order to break the
√
rank(f)
barrier. For more details on communication complexity we refer to the book of Kushilevitz
and Nisan [KN97].
2 Preliminaries
The main technical result of Lovett [Lov14] in a slightly paraphrased form says that we can
always find a large rectangle R that is almost monochromatic.
Theorem 2. Given any Boolean function f : X × Y → {±1} with rank r and a measure
µ on X × Y with µ(f−1(1)) ≥ δ > 0. Then there exists a rectangle R ⊆ X × Y with
µ(R) ≥ 2−Θ(
√
r log 1
δ
) so that E(x,y)∼R[f(x, y)] ≥ 1− δ.
In particular one can use Theorem 2 to find a rectangle R of size |R| ≥ 2Θ(
√
r log r)|X×Y |
which has a (1− 18r )-fraction of 1-entries (assuming for symmetry reasons that at least half
of the entries of f were 1). By arguments of Gavinsky and Lovett [GL14] such an almost
monochromatic rectangle always contains a sub-rectangle R′ ⊆ R with |R′| ≥ 18 |R| that is
fully monochromatic.
The guarantee of having large monochromatic rectangles in any sub-matrix, can then
be turned into a protocol using arguments of Nisan and Wigderson:
Theorem 3 ([NW95]). Assume that any rank-r function f : X×Y → {±1} has a monochro-
matic rectangle of size 2−c(r). Then any Boolean function g has
CCdet(g) ≤ O(log2 rank(g)) +
log rank(g)∑
i=0
O(c(rank(g)/2i)).
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In particular, we will apply Theorem 3 with c(r) = Θ(
√
r log(r)) and obtain a protocol of
cost O(
√
r log r) for any rank r function. We want to emphasize that the whole construction
only has a polylog(r) overhead, that means the log-rank conjecture is actually equivalent to
being able to find rectangles of size 2−polylog(r)|X × Y | that have at least a 1− 18r fraction
of entries +1 (or −1, resp). The reader can find a more detailed explanation of Theorem 3
in Lovett’s paper [Lov14].
3 Proof of the main theorem
In this section, we want to reprove Lovett’s main technical result, Theorem 2. Fix a matrix
M ∈ {±1}X×Y and denote its rank by r. First, what does it actually mean that the matrix
has rank r? By definition it means that there are r-dimensional vectors ux, vy for all x ∈ X
and y ∈ Y so that 〈ux, uy〉 = Mxy. But what can we actually say about the length of
those vectors? To quote Linial, Mendelson, Schechtman and Shraibman, it is “well known
to Banach space theorists” that length r1/4 suffices (see [LMSS07], Lemma 4.2). For the
case that the Banach space knowledge of the reader got a bit rusty, we include a more or
less self-contained proof. In the exposition we follow closely [FGP+14].
Lemma 4. Any rank-r matrix M ∈ {±1}X×Y has a factorization M = 〈ux, vy〉 so that
ux, vy ∈ Rr are vectors with ‖ux‖2, ‖vy‖2 ≤ r1/4 for x ∈ X, y ∈ Y .
Proof. First of all, by the definition of rank, there are some vectors ux, vy ∈ Rr so that
〈ux, vy〉 = Mxy with span{ux : x ∈ X} = Rr — just that we have no a priori guarantee on
their length. Observe that this choice of vectors is far from being unique. For example we
could choose any regular matrix T ∈ Rr×r and rescale u′x := Tux and v′y = (T−1)T vy. The
inner product would remain invariant as
〈
u′x, v′y
〉
= uTxT
T (T−1)T vy = uTx vy = Mxy.
To find a suitable linear map T , we will make use of John’s Theorem ([Joh48], see also
the excellent survey of [Bal97]):
Theorem 5 (John ’48). For any full-dimensional symmetric convex set K ⊆ Rr and any
Ellipsoid E ⊆ Rr that is centered at the origin, there exists an invertible linear map T so
that E ⊆ T (K) ⊆ √rE.
We want to apply John’s Theorem to K = conv{±ux | x ∈ X} (which indeed is a
symmetric convex set) and the ellipsoid E := r−1/4B with B := {x ∈ Rr | ‖x‖2 = 1} being
the unit ball. First, John’s Theorem provides us with a linear map T so that r−1/4B ⊆
conv{±Tux : x ∈ X} ⊆ r1/4B. Now, we can rescale the vectors by letting u′x := Tux and
v′y := (T−1)T vy. For the sake of a simpler notation, let us start all over and assume that
the original vectors ux and vy satisfied r
−1/4B ⊆ K ⊆ r1/4B for K = conv{±ux | x ∈ X}
from the beginning on.
Then by this assumption we immediately see that ‖ux‖2 ≤ r1/4 and it just remains to
argue that also ‖vy‖2 ≤ r1/4 for a fixed y ∈ Y . To see this, take the vector w := vyr1/4‖vy‖2
and observe that w ∈ r−1/4B and hence w ∈ K. By standard linear optimization reasoning,
there must be a vertex ±ux of K so that |〈ux, vy〉| ≥ |〈w, vy〉|.
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This implies that
r−1/4‖vy‖2 =
∣∣〈w, vy〉∣∣ ≤ ∣∣〈ux, vy〉∣∣ = 1
and the claim is proven.
The hyperplane rounding argument
Eventually we are ready to prove Lovett’s claim. Let M ∈ {±1}X×Y be the matrix with
rank-r factorization Mxy =
〈
ux, vy
〉
so that ‖ux‖2, ‖vy‖2 ≤ r1/4. We abbreviate Qi =
{(x, y) ∈ X × Y : Mxy = i} as the i-entries of the matrix. We assume that we have a
measure µ with µ(Q1) ≥ δ with δ > 0 and we will aim at finding a large rectangle that
contains mostly 1-entries. It will be convenient to normalize the vectors to u¯x :=
ux
‖ux‖2 and
v¯y :=
vy
‖vy‖2 . We can make the following observation about their inner products:
〈u¯x, v¯y〉 = 〈ux, vy〉‖ux‖2 · ‖vy‖2
{
≥ 1√
r
if Mxy = 1
≤ − 1√
r
if Mxy = −1
In other words, the angle between ux and vy for a 1-entries (x, y) is a tiny bit smaller than
the angle for a −1-entry. It is a standard argument that has been used many times e.g.
in approximation algorithms that if we take a random hyperplane, then the chance that
a pair of vectors ends up on the same side, is larger if their angle is smaller. Formally,
let N r(0, 1) be the distribution of an r-dimensional Gaussian random variable. Then in a
slightly modified form, Sheppard’s Formula tells us:
Lemma 6. For any unit vectors u, v ∈ Rr with 〈u, v〉 = α we have
Pr
g∼Nr(0,1)
[〈g, u〉 ≥ 0 and 〈g, v〉 ≥ 0] = 1
2
(
1− arccos(α)
pi
)
In particular, the quantity 12(1 − 1piarccos(α)) is monotonically increasing in α with
1
2(1− 1piarccos(α)) ≥ 14 for all α ≥ 0 and 12 (1− 1piarccos(α)) ≤ 14 − |α|7 for α ≤ 0.
Next, we want to take T := 7 ln(2δ ) ·
√
r many random hyperplanes and define R as
those vectors ux and vy that always ended up on the positive side. Formally, we will take
independent random Gaussian vectors g1, . . . , gT ∼ N r(0, 1) and define rectangles
Rt := {x ∈ X : 〈u¯x, gt〉 ≥ 0} × {y ∈ Y : 〈v¯y, gt〉 ≥ 0}
and R := R1 ∩ . . . ∩ RT . It remains to argue that in expectation R satisfies the claim of
Theorem 2.
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First, using Sheppard’s Formula, we know that for an entry (x, y) ∈ Q1 one has
Pr[(x, y) ∈ Rt] ≥ 14 , while for an entry (x, y) ∈ Q−1 one has Pr[(x, y) ∈ Rt] ≤ 14 − 17√r .
Since we take the Gaussians independently,
E[µ(R ∩Q1)] ≥ µ(Q1) ·
(
1
4
)T
and E[µ(R ∩Q−1)] ≤ µ(Q−1) ·
(
1
4
− 1
7
√
r
)T
In particular their ratio behaves like
E[µ(R ∩Q−1)]
E[µ(R ∩Q1)] ≤
(1/4 − 1
7
√
r
)T
δ · (1/4)T =
1
δ
·
(
1− 4
7
√
r
)T
≤ 1
δ
exp
(
− T · 4
7
√
r
)
≤ δ
2
for our choice of T = 7 ln(2δ ) ·
√
r. On the other hand, E[µ(R)] ≥ E[µ(R∩Q1)] ≥ δ · (14 )T ≥
2−Θ(
√
r log 1
δ
). We can combine those estimates and consider a single expectation
E
[
µ(R ∩Q1)− 1
δ
· µ(R ∩Q−1)
]
≥ 2−Θ(
√
r log 1
δ
)
We take any R attaining this, then in particular we must have µ(R) ≥ 2−Θ(
√
r log 1
δ
) and
µ(R ∩Q−1) ≤ δ · µ(R).
4 Remarks
We want to conclude this paper with a couple of remarks:
• Instead of taking T random Gaussians, one can also find an almost monochromatic
rectangle using a single Gaussian. Sample g ∼ N r(0, 1) and define
R := {x ∈ X : 〈u¯x, g〉 ≥ s} × {y ∈ Y : 〈v¯y, g〉 ≥ s}.
where s = Θ(r1/4
√
log r) is a suitable threshold. The rectangle R will satisfy the same
guarantee as before (up to constant factors). Geometrically, this approach might be
more intuitive, as it means that one can take all vectors in a random cap of the unit
ball.
• The approach can also be used to get the discrepancy lower bound disc(f) ≥ Ω(1/
√
rank(f))
as a corollary. Take any measure µ and assume that µ(Q1) ≥ 1/2. Then sample a sin-
gle Gaussian g ∼ N r(0, 1) and let R := {x ∈ X : 〈g, ux〉 ≥ 0} × {y ∈ Y : 〈g, vy〉 ≥ 0}.
Then
E[µ(R ∩Q1)− µ(R ∩Q−1)] ≥ 1
2
· 1
4
− 1
2
·
(1
4
− 1
7
√
r
)
=
1
14
√
r
.
• Note that John’s theorem and also the bounds on ‖ux‖2, ‖vy‖2 are tight in general.
However, it seems plausible that one can modify the hyperplane rounding in order to
improve the bounds, possibly depending on the geometric arrangement of the vectors.
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• We do hesitate to call our proof “new”, since all its ingredients have been contained
already either in Lovett’s paper [Lov14] or in the paper of Linial et al. [LMSS07]. For
example the bound on the factorization norm [LMSS07] is based on John’s theorem;
the hyperplane rounding is also used to prove Grothendieck’s inequality that is another
ingredient of [LMSS07]. Also [Lov14] used an amplification procedure as we did by
sampling T hyperplanes.
• There are indeed rank-r Boolean matrices that have 2Ω(r) many different rows and
columns. The construction is due to Lovász and Kotlov [KL96]. An explicit construc-
tion is as follows: Take 8r disjoint symbols A∪˙A′∪˙B∪˙B′ with |A| = |A′| = |B| =
|B′| = 2r. Then define set families
A := {a ⊆ A ∪B : |a ∩A| = r and |a ∩B| = 1} ∪ {a ⊆ A′ ∪B′ : |a ∩A′| = r and |a ∩B′| = 1}
B := {b ⊆ A′ ∪B : |b ∩B| = r and |b ∩A′| = 1} ∪ {b ⊆ A ∪B′ : |b ∩B′| = r and |B ∩A| = 1}
It is not difficult to check that for all a ∈ A and b ∈ B one has |a∩b| ∈ {0, 1}. Moreover
for different tuples a, a′ ∈ A there is always a b ∈ B with |a ∩ b| = 0 und |a ∩ b′| = 1
and the reverse is true for different b, b′ ∈ B. The matrix M ∈ {±1}A×B defined by
Mab = 〈(2 · 1a,−1), (2 · 1b, 1)〉 has then rank at most 8r + 1 and |A| = |B| = 2Θ(r)
many different rows and columns.
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