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In this thesis, we propose a new representation, which we name Interaction Bisector
Surface (IBS), that can describe the general nature of spatial relationship. We show
that the IBS can be applied in 3D scene analysis, retrieval and synthesis.
Despite the fact that the spatial relationship between different objects plays a sig-
nificant role in describing the context, few works have focused on elaborating a rep-
resentation that can describe arbitrary interactions between different objects. Previous
methods simply concatenate the individual state vectors to produce a joint space, or
only use simple representations such as relative vectors or contacts to describe the con-
text. Such representations do not contain detailed information of spatial relationships.
They cannot describe complex interactions such as hooking and enclosure.
The IBS is a data structure with rich information about the interaction. It provides
the topological, geometric and correspondence features that can be used to classify and
recognize interactions. The topological features are at the most abstract level and it can
be used to recognize spatial relationships such as enclosure, hooking and surrounding.
The geometric features encode the fine details of interactions. The correspondence
feature describes which parts of the scene elements contribute to the interaction and
is especially useful for recognizing character-object interactions. We show examples
of successful classification and retrieval of different types of data including indoor
static scenes and dynamic scenes which contain character-object interactions. We also
conduct an exhaustive comparison which shows that our method outperforms existing
approaches.
We also propose a novel approach to automatically synthesizing new interactions
from example scenes and new objects. Given an example scene composed of two ob-
jects, the open space between the objects is abstracted by the IBS. Then, an translation,
rotation and scale equivariant feature called shape coverage feature, which encodes
how the point in the open space is surrounded by the environment, is computed near
the IBS and around the open space of the new objects. Finally, a novel scene is synthe-
sized by conducting a partial matching of the open space around the new objects with
the IBS. Using our approach, new scenes can be automatically synthesized from exam-
ple scenes and new objects without relying on label information, which is especially
useful when the data of scenes and objects come from multiple sources.
i
Lay Summary
3D virtual scenes, which are composed of virtual objects and characters, are impor-
tant for applications such as virtual environments, 3D computer games and computer
animation. A huge amount of 3D scene data is produced by amateur and professional
artists on a daily basis and uploaded to the internet for public usage. In this thesis,
two main problems relating to the management of such data are explored: how to let
the computer understand the context of the 3D scenes and how to let the computer
automatically produce realistic 3D scenes. The most important finding is that by using
information on how the objects in the 3D scenes are located with respect to each other,
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There is a growing demand for 3D virtual scenes, which are composed of objects,
or objects and characters, for applications such as virtual environments, 3D computer
games and computer animation. A huge amount of data is produced by amateur and
professional artists on a daily basis and uploaded to the internet for public usage. Two
main topics of research are emerging due to the increasing interests in such data: ef-
ficient data management based on the scene context, and automatic synthesis of novel
scenes from example scenes.
Data Management To manage a large amount of scene data, a technique to auto-
matically extract the key features of the scene is needed. As the data are usually not
tagged, or tagged in an inconsistent manner, the contents and context of the scenes are
not clear until the data is loaded into the software and visualized. As this process is
very inefficient, a feature that describes the context of the scene is needed for indexing
the data. Such a feature would also be useful for content-based retrieval, i.e., finding
scenes similar to a given example from the database. In such cases, the system needs to
rank the scenes in the database based on similarity of content and any other conditions
imposed by the user.
The scene may also include dynamic components such as characters. This type of
scene must be indexed based on not only the static arrangement of the objects but also
the way in which the characters interact with the objects. For example, the user may
wish to search for data where a character plays on a slide, or carries an object from
one place to another in a room. In such cases, a feature that describes the time-varying
1
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relationship of the characters and objects in the scene is needed.
Scene Synthesis Artists or designers may wish to synthesize novel scenes based on
the examples in the database. There are two topics of research in this area: automatic
production of new 3D objects from the examples, and automatic arrangement of the
objects in the 3D space. The former is an exciting topic that takes into account design,
function and composition simultaneously. Many researchers in computer graphics are
working on this topic and we will review previous works in Chapter 2. The latter can
be considered as a problem of learning the “spatial relationships”, which is a term we
use in this thesis to refer to how objects are located with respect to one another in the
scene.
In terms of arrangement of multiple objects in the scene, there are often rules that
we need to follow. For example, a chair is usually located in front of a desk. If the spa-
tial relationships between the objects can be extracted and encoded, this information
can be useful for producing new scenes.
1.2 Problem Statement
As scenes are composed of multiple objects with different geometries, the spatial re-
lationship between them becomes a key feature for analysis and synthesis of novel
scenes. The objects are often located so that a group of objects function well as a
unit, especially for spaces where humans conduct activities. In the previous chair-and-
desk example, to add a character motion of “sitting down” to the scene, there must be
enough space between the chair and the desk to let the body fit in well. The desk should
also be within reaching distance. An ideal representation of this would be descriptive
enough so that the system can evaluate all these aspects.
Despite the importance of the spatial relationships, existing methods [Fisher et al.,
2011, 2012] describe the spatial relationships using rather simple representations such
as relative vectors, relative orientation, contacts and Euclidean distance, which do not
provide detailed information about the relationships. As a result, complex relationships
such as “a hat hanging on a hook” or “a bird inside a cage” cannot be well described;
the relationship “hang” cannot be well defined by contacts, distance, or orientation,
especially when considering the wide range of geometry of both the hat and the hook.
Issues can also occur even for comparatively simple relationships such as “a chair
tucked under the desk”, for example, high chairs only fit well with high tables, while
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small scale chairs for children do not fit well with office desks.
For dynamic scenes that include characters as well as objects, the representation
must again be expressive enough to distinguish complex, time-varying relationships
between the human body and objects, and robust against the wide variation of char-
acters (morphology and geometry), objects (geometry, size and topology) and inter-
actions (kinematics, contacts and timing). For example, characters can grasp a cup
and drink the water in it in different ways: the hand grasps the cup according to the
geometry and topology of the cup. If there is a handle, the character is likely to pass
its fingers through the handle to hold it. But it will simply conduct a power grasp if
there is no handle. The character might just slightly sip it if the water is hot, but may
tilt the cup, even upside-down, if they are very thirsty or when there is not much water
left in it. Although the overall context of these scenes are consistent, there is a chance
that they could be recognized as different if existing representations about character
movements based on joint angles or joint positions are used.
Due to the low expressiveness and robustness of existing representations of spatial
relationships, synthesizing novel scenes from examples is not an easy task. In fact,
existing methods rely heavily on manually tagged labels (such as “chair”, “bookshelf”
etc) and pairwise relations (such as “a sofa is likely to be in front of a TV”) [Fisher
et al., 2011, 2012; Yu et al., 2011]. Such labels are not always available and manually
adding them is time consuming. Most importantly, even if such labels are available,
their methods are inadequate to deal with complex interactions due to the lack of de-
tailed spatial relationship information.
1.3 Goal of the Thesis
The focus of this research is to alleviate the problems of existing methods by develop-
ing a new type of representation of spatial relationships. We propose a representation
called Interaction Bisector Surface (IBS). The IBS is a collection of points that are
equidistant from at least two objects in the scene. It is a subset of the Voronoi diagram
and describes the geometric and topological nature of the space between different ob-
jects in the scene. By computing a topological feature set called the Betti numbers, we
can detect relationships such as encirclements, interlocks and enclosures, which char-
acterize scenes such as a house surrounded by fences, a lady with a hand bag hanging
on her arm, or an object contained in a box. The geometric nature of the relationships
can be analysed using the shape of the IBS, the direction of its normal vectors, and the
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distance between the objects and the IBS. The computation of the IBS makes minimal
assumptions about the forms of data input, which can be polygon meshes, skeletons,
or point-clouds, making it applicable to a wide range of existing data.
Although Voronoi diagrams and medial axis type structures have been widely ap-
plied in shape matching and shape reconstruction, to the best of our knowledge, few
applies them in scenes composed of multiple objects and characters. We observe that
this rich feature can also be computed in the open space between objects and can de-
scribe the spatial relationship effectively.
The goal of this project is to validate the following claim:
The IBS is an effective representation of spatial relationship, which offers the fol-
lowing advantages:
• Richness and expressiveness: The IBS can encode and index complex spatial
relationships.
• Robustness: It is insensitive to slight modifications in the geometry of the ob-
jects unless the objects are in close proximity.
• Continuity: Its shape gradually changes while the characters move in the scene.
We examine our claim by providing extensive experimental results on different
types of scene data.
1.4 Thesis Overview
In this thesis, we propose the Interaction Bisector Surface (IBS), which is a subset of
the Voronoi diagram, as a representation for the spatial context of 3D scenes.
The definition of the IBS and its computation, properties, and features that we use
for scene matching and synthesis are described in Chapter 3.
We then show that the geometric and topological features of the IBS can be applied
for scene classification and content-based scene retrieval. We show that the IBS-based
features outperform simple relationship features used in previous works for classifica-
tion of scenes composed of two objects. We also show that the IBS can be applied to
the composing of a hierarchical structure that describes scenes composed of multiple
objects, which is useful as a data structure for content-based scene retrieval. Based
on the scene structure and the features of IBS, our system can find similar functional
objects in the database, purely based on the relationship information. The results of
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these experiments are published in [Zhao et al., 2014]. More details can be found in
Chapter 4.
We then show that the IBS can also be applied to the indexing of dynamic scenes
where human characters interact with objects. We propose a multiresolution distance
function based on the time-varying spatial relationships between a character and ob-
jects in a scene, which can effectively describe the context of the animation sequence.
We present results of applying it to content-based retrieval of dynamic scenes and show
that it outperforms traditional approaches. More details can be found in Chapter 5.
Finally, we propose a method to synthesize novel scenes composed of a pair of
objects from an example scene. Given an example scene composed of two objects,
the geometry of the open space is extracted and encoded by the IBS structure. Then a
novel feature that we call shape coverage feature, which can effectively describe how a
point in the space is surrounded by the environment, is computed. Finally, new scenes
are synthesized by conducting a partial matching of the IBS and the space around the
new objects. Our work on scene synthesis is in its early stage, but our preliminary
experiments present some exciting and promising results. This work is the first of its
kind, which synthesizes scenes with complex interactions. More details can be found
in Chapter 6.
1.5 Contribution
The contribution of the thesis is that it suggests:
• A rich representation of the spatial relationship between different objects in a
scene, which can encode not only its geometric nature but also its topological
nature,
• an automated mechanism to build a hierarchical structure from a scene composed
of multiple objects based on their spatial relationships,
• an effective context-based model retrieval approach that is purely based on the
spatial relationships between the objects,
• a multiresolution feature that can elaborately encode dynamic character-object
interactions,
• a method to synthesize novel scenes where multiple objects closely interact with
one another,
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• a scheme to index the open space around objects using a novel feature that we
call the shape coverage feature,




Both the concepts and mathematical models of spatial relationships have wide appli-
cations in different fields. The concepts stem from psychology and linguistics, while
building mathematical models representing spatial relationships is a topic in computer
graphics and computer vision. In this chapter, we first introduce the background of
“spatial relationship representation”, which is the focus of our research. We then re-
view the research done on shape analysis, scene analysis and scene synthesis with
respect to spatial relationship representations. Lastly, we also review the work related
to the medial axis and bisector surface, as our main contribution is to propose a new
spatial relationship representation based on the medial axis.
2.1 Background
Spatial relationship indicates the location of one object with respect to the location of
a second object.
[Carlson-Radvansky et al., 1999]
Spatial relationship emphasizes how objects are positioned with respect to one
another.
[Haining, 2003]
For each picture(example pictures shown in Figure 2.1), elicit one or more descrip-
tions that represent what consultants feel is a natural response, in everyday speech, to
the question Where is the [object pointed at by arrow]? (The task designed to elicit
expression of spatial relationships.)
[Bowerman and Pederson, 1992]
This section introduces the background of spatial relationships, and gives readers
7
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Figure 2.1: (a) An example of the relationship “under”, (b) An example of the relationship
“beside”. Figures from [Bowerman and Pederson, 1992]
a clear idea that how our research fits into the big picture. We list research fields
which care about the spatial relationship, and briefly introduce how they explain and
use spatial relationships.
How people understand and express spatial relationships is widely studied by psy-
chologists and linguists. Their research provides guidelines for designing and eval-
uating mathematical models for simulating human perception. Here we list some
examples to show that our work actually benefits from these research. Feist [2000]
mentioned that geometric descriptions “are prominent in both lexicographers’ defini-
tions and linguists’ treatment of spatial terms”, although they “do not cover the range
of use”. An example from psychology research is by Goldstein [2009]. They listed
and analysed six laws which explain how perceptual groupings happen. Perceptual
grouping means that human tend to recognize a scene at the group level when observ-
ing it from a global perspective, by grouping elements together based on proximity,
continuation, uniformity, etc. These laws help us to explore ways of representing spa-
tial relationships in large scenes. We apply the proximity law in our scene structure
construction and also did a user study to analyse this law (Chapter 4). Xu and Kemp
[2010] explored how spatial concepts are constructed from more basic components,
and whether they can be constructed by a universal set of spatial primitives. These
primitives, for example “above”, “beside”, “in”, “on”, etc. gave us an idea of the most
common types of spatial relationship perceived by people, and help us to build ground
truth for evaluating our representation (Section 4.1).
Qualitative spatial representation is an abstraction of the space where objects are
located [Cohn and Hazarika, 2001] and traditionally it is pursued by researchers from
many disciplines including geography, robotics, computer vision, and AI. It is a topo-
logical representation and can be extracted from attributes such as orientation, distance,
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size, shape, etc. Qualitative spatial reasoning, which is based on qualitative spatial
representation, has wide applications in Geographic Information System(GIS), robotic
navigation, high level vision, etc. An example which uses this type of representation
for spatial scene retrieval is by [Bruns and Egenhofer, 1996]. To find the most similar
configurations of a target scene, topological relations and qualitative relations based
on distance and orientation were used for assessing the similarity between scenes.
Spatial relationships also attract the attention of biologists, as the interaction be-
tween molecules, proteins or other biological elements play a central role in numerous
biological processes. The explanation, recognition and prediction of this kind of inter-
action can help for molecular recognition, protein docking, protein folding, etc. The
docking problem, for example, with the geometric representation, can be boiled down
to two main problems to solve: matching and scoring functions selection [Halperin
et al., 2002]. One type of solution is “interface”-based algorithms. For example, the
Voronoi diagram can be used to represent the spatial relation between two parts [Ray
et al., 2005].
Spatial relationships are widely used in some branches of computer vision and
computer graphics, including 2D image analysis, and 3D data analysis, 3D scene syn-
thesis. Here the input data contains the spatial information of points (location of 2D or
3D vertices) and corresponding features. This information is combined and abstracted
in different ways to compute features for further retrieval, classification and synthe-
sis. As the topics of 3D shape analysis, 3D scene analysis and 3D scene synthesis are
the most closely related work to this thesis, we give more detailed review for them in
Section 2.2, Section 2.3 and Section 2.4 respectively.
Spatial relationships have been used in many different fields (summarized in Fig-
ure 2.2). However, most researchers work on how to use and analyse a given spatial
relationship representation, rather than explore new representations of the spatial rela-
tionships. The traditional representations such as distance and orientation features have
been proven useful and effective in many cases. But in biology and computer science,
the data might contain complex spatial relationships which simple representations can-
not encode well. For example, the shapes of the molecules and the interactions between
them can be very complex, and the 3D scenes may also contain tangles. Currently not
much work has been done to represent such complex relationships. Our work aims
to fix this gap in the field, and propose a new spatial relationship representation. We
explore the applications of our method in the field of computer graphics. Our method
is also potentially useful for applications in other related fields.
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Figure 2.2: Summary of applications of spatial relationships. The topics of this thesis is high-
lighted with red borders.
2.2 3D Shape Analysis
Various methods have been proposed for feature extraction of both 2D and 3D shapes.
We restrict our discussion mainly to 3D shapes. However, for completeness, we also
include the algorithms which were first proposed for 2D, but have been extended for
3D shapes. We categorize the features used for shapes into three classes, based on
the underlying level of richness of spatial relationship information: statistics-based
features Section 2.2.1, spatial-map-based features Section 2.2.2 and skeleton-based
features Section 2.2.3. In Section 2.2.4, we also introduce a newly emerging topic
called shape structure analysis. This topic has attracted much attention recently.
2.2.1 Statistics-Based Features
Statistics-based shape feature extraction usually consists of two steps: first, compute
local features for each vertex, second use the local features individually or compute a
histogram over the whole shape. Next, we list some methods which use statistics based
features, and explain how they the encode spatial relationships.
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Zaharia and Preteux [2001] proposed using a feature called the shape index which
is based on local curvature information. They build a distribution based on this feature
which they called the shape spectrum. As the shape index is only computed from the
current vertex and its immediate neighbours, this method does not consider the spa-
tial relation between vertices which are far away from each other. Although similar
shapes lead to a similar shape spectrum, there is a chance that different shapes also
have similar shape spectrum. Another well known method is called the shape distribu-
tion [Osada et al., 2002]. Here they defined a range of shape functions which measure
the spatial relationship between a certain number of random points sampled on the
shape. Shape context [Belongie et al., 2000] at a vertex captures the distribution of the
remaining points relative to it. This method was used for shape matching and recogni-
tion in both 2D [Belongie et al., 2002] and 3D [Körtgen et al., 2003]. Another similar
local descriptor is the spin image [Johnson and Hebert, 1999], which is computed by
projecting the shape to a local coordinate system generated from an oriented point.
The resulting “relative position” is a representation of the spatial relationship between
a local point and the rest of the shape.
As a histogram only provides statistical results based on the feature values, whether
it can represent spatial relationships effectively depends on how much spatial relation-
ships information is encoded in the local features.
2.2.2 Spatial-Map-Based Features
Spatial-map-based methods use or compute local features for each vertex, and then
put the local feature into a “spatial structure” in which each element corresponds to a
physical location or section of the data.
One common type of spatial structure is a spatial histogram. To avoid the loss
of spatial information when putting local features into a histogram, the shape can be
segmented spatially first, and then a histogram is computed for each segment and the
histograms are all used. The SIFT(Scale-invariant feature transform) [Lowe, 1999]
[Scovanner et al., 2007] used a spatial histogram of the image gradients in charac-
terizing the appearance of a key point. Other examples which use spatial histograms
include [Lazebnik et al., 2006] and [Ankerst et al., 1999]. The bag of words method
was first applied to object recognition in [Csurka et al., 2004]. It represents an image
as a histogram of “words” which are different local features, and does not consider any
topological structure information between the words. To avoid losing spatial informa-
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tion, Lazebnik et al. [2006] augment the bag of words method with a spatial pyramid,
which encodes the spatial information in a multiresolution way. Their method repeat-
edly subdividing the image to regular grids and computing histograms of local features
at increasingly fine resolution. In [Ankerst et al., 1999], instead of segmenting the
shape into regular grids, they used a shape histogram, which is the histogram based on
a different type of partitioning of the space, for example the “shell” model, “sector”
model or “spider web” model.
Spatial map methods in general are not rotation invariant unless the shape is nor-
malized first and partitioned in a very careful way. Spherical harmonics were used to
overcome this problem. Decomposing the shape function into its harmonics, Kazh-
dan et al. [2003] build a histogram by summing the harmonics coefficients within each
frequency, and use this as the features of the shape. For volume data (the shape repre-
sented by voxel grid), they intersect the data with concentric spheres, and build a 2D
histogram of decomposition parameters indexed by both the frequency of harmonic
function and radius of spheres. But as the data in each concentric sphere regions are
processed separately, the spatial relation along the radial direction is lost. Based on
spherical harmonics, 3D Zernike descriptors [Novotni and Klein, 2003] encode shape
coherence in the radial direction as well as the direction along a sphere.
The spatial-map-based method encodes the spatial relationship at a higher level
compared with the global distribution method. However as it is either partially based
on histograms (spatial histogram), or based on basis function representations (spherical
harmonics transformation), it provides little direct detail for finding actual transforma-
tions for shape matching. This property limits this type of method mainly to be used
for shape comparison.
2.2.3 Skeleton-Based Features
Extracting the skeleton/graph structure for a 3D shape is a well studied area. It is about
building a topological structure of the data in a very abstract way. This type of abstrac-
tion can be useful for partial matching, shape correspondence, shape abstraction, shape
deformation, and of course measuring the similarity between shapes.
The process of this type of methods usually includes shape segmentation and build-
ing relationships between the segments. The main point is that instead of considering
spatial relationships between pairs of points, we can compute the relationships be-
tween larger segments of the shape. There are various methods proposed. They can be
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classified into two types according to the representation of the abstraction model: the
curve skeleton and the medial axis. The curve skeleton aims to construct an extremely
thin skeleton or a curve-like representation, while the medial axis in 3D is usually a
non-manifold mesh.
Curve skeleton A curve skeleton can be built in two ways:
The first way is to segment the boundary mesh, and use the adjacency between seg-
ments to build the skeleton. The Reeb graph [Hilaga et al., 2001], a skeletal structure
defined based on a height function over the shape manifold, belongs to this type. It
can be constructed in a multiresolution way to capture different levels of details. In
a follow-up work, Tung and Schmitt [2004] augment the Reeb graph with geometric
features for each node which provide a richer description of shape compared with the
methods which only use the topology structure. Another example is [Katz and Tal,
2003], which extracts a skeleton structure from a minimum-cut-based mesh decompo-
sition. A similar solution was used in computer vision for image retrieval based on
the bag of words method, which segments an image to “words” and builds topological
structure between the words in an implicit way. Previously we mentioned that a spatial
histogram can be used for the bag of words method to avoid losing spatial information.
Another way is to build vocabulary for spatial relationships. Bronstein and Bronstein
[2010] and Ovsjanikov et al. [2009] considered the adjacency between pairs of words
and represent the spatial relationship as the frequency of appearance of nearby words.
The second way is to build a curve skeleton without segmenting the mesh. Sundar
et al. [2003] used the thinning method proposed by Gagvani and Silver [1999] for
skeleton computation. This method is semi-automatic: two end points of the skeleton
are defined by the user, and then valid inside voxels are added in between iteratively.
Another way is to use surface contraction methods [Au et al., 2008; Jiang et al., 2013].
This type of method can build a multiresolution structure by stopping the progressive
process with different thresholds. Recently, researchers are also interested in building
graph structures from incomplete and noisy point cloud data [Huang et al., 2013]. We
refer the reader to [Cornea et al., 2007] for a more detailed review.
Medial axis The medial axis, which was first proposed by Blum [1967], is a standard
way for extracting the skeleton of a 2D shape. But the medial axis of a 3D shape
is normally a non-manifold surface, and it is well known that it is sensitive to small
perturbations on the boundary. So the unsimplified medial axis is not very convenient
to use directly for shape processing. But as medial axis points are naturally located in
the centre of the shape, they can be further pruned to be a more simple curve skeleton.
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For example, in [Chang and Kimia, 2009], they build a graph, the nodes of which are
the shock points: the points have more than two closest points on the mesh. As the
core algorithm of this thesis is closely related to the medial axis, we review the medial
axis related methods in more detail later (Section 2.5).
Both the curve skeleton and medial axis approaches have their advantages and dis-
advantages. The curve skeleton is a simple structure which is easy to save and use,
however the relationship between skeleton and mesh might be overly compressed and
lost. The advantage of the medial axis is that each medial vertex encodes very rich
spatial information which is quite useful for applications such as reconstruction and
manipulation, while the computation of the medial axis is more costly and requires
more post processing. A notable recent work by Thiery et al. [2013] tried to compro-
mise between these two types of representations. They develop a structure called a
spherical skeleton, which is based on the contraction of the original mesh, and also
keeps the radius information at medial axis points.
2.2.4 Shape Structure Analysis
The features introduced in the previous three sections belong to traditional shape anal-
ysis and naturally lead on to a higher level technique: discovering shape structures.
Shape structure analysis is about analysis of relations between shape parts. Although
parts decomposition of shapes and building relationships between parts are a very old
topics in computer vision, e.g. [Dickinson et al., 1992; Fischler and Elschlager, 1973],
in graphics, the structure analysis of 3D models, though attracting a lot of attention,
is only an emerging area of studies. The underlying reason for the popularity of this
research topic is that people are not satisfied with shape comparison/retrieval and low
level editing like detail-preserving shape deformation. To reduce the burden on de-
signers and modellers, methods are needed for higher level deformation, editing and
synthesis of 3D shapes with large variances in geometry and topology. For this pur-
pose, structure analysis is needed.
Shape structure is about the arrangement and relations between shape parts [Mitra
et al., 2013]. To build a shape structure, we need to first find the parts, and a suitable
representation for them. A part can be a segment of the original mesh or an abstraction.
It can either be specified by the user or learned from a set of shapes. Then the relations
between the parts should capture how they are correlated. The relations play the most
important rule for the shape structure.
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Several methods of analysing the structure of man-made objects have been pro-
posed during the last ten years. These methods are focused on building structures for
single objects. The spatial relationship representations they use are mainly based on
contact or adjacency information between shape parts within the object. Here we in-
troduce the most influential work in this topic. Readers are referred to [Mitra et al.,
2013] for a more comprehensive review.
Symmetry is quite an important feature for man-made objects. Wang et al. [2011]
compute hierarchical pyramids of single objects based on symmetry and contact infor-
mation. To find the nodes of the hierarchical graph, they use normalized cuts guided by
shape concavity [Golovinskiy and Funkhouser, 2008], and then use a symmetry-driven
enhancement strategy to improve the symmetry of the segmentation. Symmetry was
also used in [Jain et al., 2012]. Here the shape is pre-segmented and the symmetry and
proximity relations between parts are pre-analysed.
Using co-analysis-based method to build a general structure for a set of shapes is
also a popular topic. Given the prior that a set of shapes are related, co-analysis was be-
lieved to be able to extract richer and more reliable information for each single shape.
Sidi et al. [2011], Golovinskiy and Funkhouser [2009] and Huang et al. [2011] used co-
analysis to find stable segmentation and correspondence between parts. Kalogerakis
et al. [2012] produced a probabilistic model of the shape structure for various types of
models. Given segmented models, the geometric features and adjacency information
of the shape components are learned and their relations are represented by probability.
This shape representation is convenient for producing plausible combinations of com-
ponents from existing shapes. van Kaick et al. [2013] used a co-hierarchical analysis to
learn the structure of a set of shapes. They proposed an unsupervised cluster-and-select
scheme which learns both the structural similarity and variability in the set.
Zheng et al. [2013] also built a graph structure from single objects based on the
spatial relationship of the components. The difference here is that they further ex-
tract sub-structures from the shape graph. This is useful as the sub-structures keep
the mutual relationship between parts. Similar sub-structures usually imply similar
functionality.
2.2.5 Summary and Discussion
Figure 2.3 shows a summary of the shape feature extraction algorithms from the point
of view of how the spatial relationship is encoded. From left to right, more spatial
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relationship information is encoded.
What type of algorithm should be used depends on the application: global distri-
bution methods and spatial map methods usually give low dimensional features, which
are fast to compute and convenient to use for shape comparison and retrieval; while the
skeleton based methods are ideal for animation purposes, shape correspondences and
reconstruction.
Figure 2.3: An overview of spatial relationship representation methods. The amount of spatial
relationship informations encoded increases from the left to the right.
A shape is essentially a collection of spatial relationships. It is about how the shape
elements are laid out in the 3D space. More specifically, it is about how the shape
elements are located with respect to other elements. We find that the most well known
features and representations of 3D shape are actually about representing and organizing
spatial relationships for the shape elements. For example the shape distribution feature
uses the distance between each pair of points in the shape. Each distance is a simple
representation of the spatial relationship between two points. The resulting histogram
is an accumulation of the pairwise distances. The only difference between our research
and single shape analysis is that, the data we consider are scenes with separate objects
while a single shape is normally a single connected unit. If we consider a shape as
a set of separate elements, then there is no fundamental difference between a single
shape and a scene with multiple objects. As the medial axis is a richer representation
for a shape, the medial axis can also be used for building a richer representation of
spatial relationships. The new representation we propose in this thesis is based on this
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observation.
2.3 Multi-Part Scene Analysis
A scene is a 2D or 3D space containing at least one object or character. Single objects
can be considered to be a specific type of scene. In this section, we restrict our topic
to scenes which contain more than one object. More specifically, we first introduce the
ways to represent static scenes with multiple objects, then we talk about scenes which
contain character-environment interaction and finally we look at character-character
interaction.
2.3.1 Analysis of Static Multi-Object Scenes
Detailed and natural looking 3D scenes are useful for games, animations, virtual worlds,
indoor design, etc. Manually making such scenes can be tedious and time consuming.
Recently, online 3D model repositories have attracted more and more attention, for
example the Google warehouse [Navigation Ltd, 2006] and Stanford scene database
[Fisher et al., 2012]. These types of databases contain not only single model data but
also multi-part scenes. To make use of this data, automatic scene processing algorithms
are needed. The key for scene processing is the representation of scene structure. This
research topic is just emerging and there have been few works in the area. Next we list
the most important progress recently.
Fisher et al. [2011] proposed to construct scene graphs based on contextual groups
and contact information between objects. The relationships they used include enclo-
sure, horizontal support, vertical contact, oblique contact. These relationships are de-
tected by distance or angle between surfaces of different objects. Paraboschi et al.
[2007] use the distance from the barycentre, height distance and geodesic distance
as the metric and compose a graph Laplacian to encode the relationship of adjacent
objects. The spatial relationship are highly abstracted by simple binary information
of contacts. Yu et al. [2011] encode the relationships between furniture using met-
rics such as distance, orientation and ergonomic measures. The complex interactions
are manually labelled by the users in these studies due to the difficulty of automati-
cally learning them. Fisher et al. [2012] learn contexts from example scenes by using
Bayesian networks and mixture models. The relationship between adjacent objects are
represented by relative vectors, and are compared by bipartite matching.
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Similar to the single model processing, the processing of multi-object scenes is
also about scene retrieval, finding correspondences, editing, adaptation and synthesis.
Although processing a single object and a scene are conceptually similar, in most cases
we cannot directly apply the methods for single objects to scenes. The difference be-
tween a single object and a scene is that firstly, the “parts” are different. For a single
object, each part is usually a shape segment with simple geometry, while the part in a
scene is more likely to be a single object or a group of objects. Secondly, the relation-
ships between parts are different. Parts of a single shape are usually not isolated, they
would always connect to at least one other part of the shape. But the parts in a scene are
more likely to be separated while keeping certain spatial relationships between them.
If we want to segment a scene, a shape segmentation algorithm may not be applied
directly. If we want to extract scene structure, the simple relation representation used
for single objects may not be enough. Also, for further processing the scene data for
adaptation or synthesis, a new optimization strategy would be needed.
2.3.2 Analysis of Character-Object Interaction
Human motion analysis (both in 2D and 3D) is a highly active research area due to its
application for surveillance, medical studies, video indexing and animations. By pro-
cessing image sequences or 3D animations, which include the movements of people,
it aims to recognize what people are doing and how the action takes place. Although
human-action recognition has received considerable attention, only a few researchers
consider the interaction between characters or between a character and the environ-
ment. There are two related topics which consider character-object interaction: one
aims to recognize human motion, the other is for object recognition.
Environment is an important clue for understanding human motion. There are sev-
eral studies that use “textual description” for representing human actions in an envi-
ronment. Bobick and Pinhanez [1997] describe different conditions of scenes by ap-
plicability rules (for example “in-contact”) and identify which applicability rules have
been satisfied. Thus, they use the context as well as visual information to acquire a
high-level understanding of human-object interaction. In the work by Ayers and Shah
[1998, 2001], they developed a system analysing the actions of people in a room. The
system reduces a video sequence into a smaller series of key frames and the layout
of the scene in key frames is detected by using low-level computer vision techniques.
With prior knowledge and the detected changes in the scene, their system is able to rec-
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ognize the actions, such as entering the room, opening a cabinet, etc. However, as the
recognition conditions for each action must be defined specifically by using thresholds,
recognizable actions are limited.
Another topic of research is in using the “affordance” information to recognize ob-
jects in a scene. Affordance is defined as: “A property of an object or an aspect of the
environment, esp. relating to its potential utility, which can be inferred from visual or
other perceptual signals; (more generally) a quality or utility which is readily appar-
ent or available” [Simpson and Weiner, 1989]. It is closely related to the functional
property of an objects and is essential for learning object categories [Grabner et al.,
2011].
Many methods were proposed for extracting affordance related features. They con-
sider the interaction between the character and objects and used for a description of the
context of the scene. Peursum et al. [2004, 2005] proposed a feature called the interac-
tion signature. Their system extracts a stick-figure skeleton from a character’s silhou-
ette. The interaction signature encodes the relative position of regions in the scene with
respect to the skeleton. In [Stark et al., 2008], given a guidance video which contains
the human-object interaction, they first segment the object out and then detect the parts
of the object where the interaction happens. They use the k-Adjacent Segments [Ferrari
et al., 2008] feature to represent the shape of the interaction part. This representation,
which they called the affordance cue is further used for functional object classification.
In [Kjellström et al., 2011], their system learns the functional property of objects based
on both object feature and posture feature. The interaction is represented by correlation
information extracted from the object and posture features of the training data. Their
method is applied to guide a robot hand to perform an action with the same effect.
The affordance principle can also be applied for multiple part scenes or even 3D
scanned scene data. Aksoy et al. [2010] proposed to model the frames in a video as
a graph, whose nodes are the segmented regions and whose edges are the relationship
between them. The topological changes in the graph can be used to detect the structural
changes in the scene, which characterise the interaction. In recent work by Grabner
et al. [2011], they extend the scope to 3D data. To classify the 3D objects by their
functional property, they put an actor into the scene who performs an action. They
detect the polygons from the character model which are closest to the objects, and
build a Gaussian model based on the distance and the intersection between the polygon
pairs. The detection of the functionality features for a new scene are formulated as a
probability estimation of all different transformations which locate the character model
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into the scene.
Most of the previous research related to character-object interaction was in trying
to analyse the interactions within video data. The representations they use are mostly
the contact-, adjacency-, or distance-based measures between the object and the char-
acter body parts. These methods normally heavily depend on the recognition of body
parts and the objects. As more 3D interaction data is available and 3D cameras like the
Kinect are becoming more popular, analysis of 3D data will attract more attention. The
3D interaction motion data is different from video data. With device like the Kinect,
it is quite possible to get the labelled character data, which means the body parts can
be recognized more easily. To analyse this type of data, new methods are needed for
measuring the approximation/adjacency and distance between body parts and objects,
because simple distance measures or contact/non-contact types of representation are
not enough to represent complex interactions. The new representation of spatial rela-
tionship we proposed can be applied for this problem. In Chapter 5, we explain how
we analyse the character-object motion based on the new representation.
2.3.3 Analysis of Character-Character Interactions
Most of the previous research was aimed at understanding interactions in remote scenes
at a semantic level: for example, the interaction between different characters could be
“approach” “depart”[Park and Aggarwal, 2004] and “walk together” [Oliver et al.,
2000]. What is more, the majority of the existing techniques either represent the char-
acter as a point and compute features based on its trajectory [Oliver et al., 2000] or
as a simple moving box and achieve recognition by interpreting the interaction types
between the bounding boxes [Park and Aggarwal, 2004, 2000]. A typical example in
crowd animation field is [Kwon et al., 2008]. They handled the spatial relationships
between characters in group motions by encoding the neighbourhood formations and
individual trajectories as Laplacian coordinates [Sorkine et al., 2004]. When editing
the trajectories, the relative spatial arrangements of characters are preserved by apply-
ing Laplacian mesh editing techniques.
Description and understanding of person-to-person interaction at a detailed level
with information about individual body parts has rarely been addressed, although there
have been some recent works which take into account spatial relationships in more
detailed ways. Park and Aggarwal [2000] represent human interaction as the change
of the relative configuration between two characters in space and time. The K-nearest
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neighbour classifier is applied to the parametric human-interaction models for recog-
nition. They later published another paper [Park and Aggarwal, 2004] providing a
natural-language description of several human interaction motions. The interaction is
defined based on the distance and orientations of body parts. Ho et al. [2010] used
a structure called an interaction mesh to represent the spatial relationship between
nearby body parts. The interaction mesh is a volumetric mesh defined by the joints
of the characters and the vertices of the objects/environment. They proposed an au-
tomatic method that used the interaction mesh for editing and retargeting motions of
close interaction with/without tangles. Tang et al. [2012] encoded the interaction of
multiple characters in a similar fashion. They applied Delaunay tetrahedralization to
the joints composing the character skeletons and define a metric based on Hamming
distance for comparison.
These methods are potentially useful for producing character animation and con-
trolling characters/robots to accomplish tasks. Their representation of spatial relation-
ships is also a useful exploration for the problem of representing complex relationships,
which is the main focus of our research.
2.3.4 Summary and Discussion
The previous research we introduced in this section emphasized and led to one conclu-
sion: spatial relationships are important for multi-part scene analysis. These methods
provide us with ideas of the most important information which should be encoded by
the spatial relationship representation. Analysis of 3D scenes is still a young research
field. The work of Grabner et al. [2011]; Ho et al. [2010]; Peursum et al. [2004, 2005]
are the first few steps in the topic of complex relationship representation. In this thesis,
we follow in this direction. We propose a more general representation which can be
applied for both static scenes and character-object interaction scenes.
2.4 Scene Synthesis
In this section, we review data-driven methods of scene synthesis. To produce new
scenes from existing ones is only one type of scene synthesis method, but it is an
important step towards the long-standing goal of semantic scene/shape processing.
Chapter 2. Related Work 22
2.4.1 Single Object Synthesis
Single object synthesis is used to produce new objects based on input examples. For
synthesizing a new object, the input can be a single example or a group of examples.
Here we mainly focus on the methods based on a group of input examples, and then
briefly introduce methods which synthesize new scenes from a single example.
Single object synthesis methods normally start from structural analysis. In some
cases the structure information can also be defined by the user [Funkhouser et al., 2004;
Sharf et al., 2006]. The result of this step is the shape part segments and the relation-
ships between them, which provide the object structure information. The structure can
then be used as a guideline to produce new models, by deforming and shuffling model
parts. The “shuffling” step includes two main steps: first is finding a qualified part to
shuffle, which requires the sub-part comparison and selection; second is gluing parts
together, which mainly requires morphing parts to make sure the result looks natural
when they are glued together. Next we list some recent work with more details.
Modelling based on examples was pioneered by Funkhouser et al. [2004]. Given a
user defined replacement segment, their system applies partial matching between the
segment and models in the database. Their matching is based on the earthmover’s
distance which considers the minimum cost to transform points from one shape to the
other. To attach two parts, they first find correspondence between the boundary contour
of the two parts, then add edges to connect the corresponding vertices and then smooth
the region around the seams. A similar algorithm was proposed in [Sharf et al., 2006].
They combine the processes of building correspondence and smoothing by using a
soft-ICP algorithm.
Jain et al. [2012] proposed a method to interpolate complex shapes. They first
build hierarchical structures of the input shapes based on symmetry, and then find the
correspondence between parts based on these structures. To produce new shapes, they
blend corresponding shape parts of the gives shapes by using linear interpolation to
produce new parts. To assemble new parts, they use a mass-spring system to enforce
the contact constraints between parts. Blending two shapes can be interesting but also
restrictive. Their system may produce an improper shape and cannot guarantee the
plausibility of the result.
Another type of method is to shuffle the similar parts of existing objects. There
are several strategies proposed to select the parts for a new shape. Instead of simply
producing new shapes from one group of shapes, Xu et al. [2012] used a generative
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scheme which can produce a new generation from a previous generation, while consid-
ering the user’s preference. They used many-to-many part exchange and also proposed
a part mutation algorithm to enhance the variety. Kalogerakis et al. [2012] trained a
probabilistic model on a set of segmented shapes. These model represents probabilis-
tic relationships between the features of shape parts. To synthesize new models, they
build tree structures in the following manner: start from an empty root node, the tree is
then continuously expanded by choosing nodes for next level based on a random vari-
able. To snap parts together, as in Xu et al. [2012] they also use contact as constraints.
They find the initial placements by optimizing the matching between the contact points.
They further locally smooth the shape to glue the two parts. Instead of shuffling single
parts of a shape and selecting plausible results from a set of combinations, Zheng et al.
[2013] exchange stable sub-structures which keep the functionality of the shape. To
glue components, they also apply similar optimization as in [Kalogerakis et al., 2012].
The synthesis of models can be based on only a single object. Inverse procedural
modelling was used in [Bokeloh et al., 2010] to abstract the structure present in an
example into a set of rules. They then synthesize novel models based on these rules.
For 3D model retargeting, which aims to generate various models while keeping the
local structural style consistent, the input model is difficult to parsed by grammar-
based methods. In this case, the structure extraction of the input model can usually
be done in a semi-automatic way with users helping to define: the hierarchy [Lin
et al., 2011] or constraints for variation [Bao et al., 2013]. Single input and rule-
based synthesis methods are mainly applied to building or urban design problems, as
the variance/duplication of parts make more sense for this type of data. While for
man-made models like chairs or planes, which usually have fixed structure, using data-
driven methods is more promising for plausible results.
2.4.2 Multi-Object Scene Synthesis
There are two main types of methods for synthesizing scenes with multiple objects.
Rule-based methods and data-driven methods. We first review the rule-based methods,
and then introduce the data-driven methods.
There are many approaches to generate furniture arrangements by following spe-
cific rules. This type of method consists mainly of two steps: first, provide the object
with descriptions of their spatial relationship with the rest of environment; second, add
objects to the scene while keeping the spatial relationship constraints.
Chapter 2. Related Work 24
The spatial relationship constraints of an object usually include geometric features
of the shape [Akazawa et al., 2005; Germer and Schwarz, 2009], for example the size,
bounding box and occupancy space; its semantic relation to other objects [Akazawa
et al., 2005; Germer and Schwarz, 2009], for example “having parent-child type of re-
lation with another object” or “being supporter of another object”; its qualitative rela-
tion [Akazawa et al., 2005; Larive et al., 2004], for example “in front of” and “contact
with”; and also the general physical constraints [Germer and Schwarz, 2009; Larive
et al., 2004], for example “not overlapping with others” and “keeping horizontal direc-
tion”. Anthropometric constraints can also be used as guidelines [Merrell et al., 2011],
for example, a scene’s ability to support circulation, conversation, visual balance, etc.
To produce new scenes, Akazawa et al. [2005] added objects into the scene one by
one randomly while keeping the constraints. Germer and Schwarz [2009] also used
an incremental strategy: they consider each object as an agent, each time an agent
seeking to attach itself to a parent object. Larive et al. [2004] used a stochastic method
to place objects in a more realistic way. When users want to insert an object into a
room, they first use the stochastic method to place the object in a possible location and
then try to find a better location by trying several small displacements. Merrell et al.
[2011] interactively produce suggestions when users pick the set of elements. They
represent the furniture layout guidelines as terms in a density function and treat manual
placement of pieces as subspace constraints. As many acceptable configurations are
created, they used stochastic sampling to suggest layouts.
While most of the previous work uses incremental methods or optimization over a
predefined set of objects, Yeh et al. [2012] formulate the space of layouts as a probabil-
ity distribution and use a sampling algorithm to synthesize layouts. Their system can
produce scenes without specifying the number of objects. As the probabilistic model
is manually designed, their system can only generate examples that were expressed by
the model.
If good quality examples are available, it is possible to learn from the input data
and do a data-driven synthesis. Yu et al. [2011] proposed a method to learn the spa-
tial relationships between different pieces of furniture based on ergonomic factors.
The spatial relationships they use include the distance and orientation to the nearest
wall, support information (if supported by floor or other objects) and pairwise relation
to other objects (selected by user). They then defined a cost function based on the
spatial information which considers accessibility, visibility, pathway between doors,
similarity to the training data and pairwise relation between objects. The global op-
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timization (minimization of the cost function) was computed by simulated annealing.
Fisher et al. [2012] proposed a system which learned all relationships automatically
from data. They used Bayesian networks and Gaussian mixtures models to represent
position and orientation relationship between all pairs of object categories. To create
new scenes, they first sampled from the Bayesian network to find a set of objects oc-
curring in the scene and assign the object a valid location, and then they do global
optimization by using simulated annealing to refine the locations iteratively.
Synthesizing scenes with multiple objects is more difficult than synthesizing single
objects. The reasons are as follows: firstly, it is difficult to classify scenes, as they have
no fixed structure. It is very difficult to build correspondence between scene elements,
so the previous “shuffle parts” method cannot be used. Secondly, it is difficult to build
a structure for a scene. For a single model, we can consider segments as nodes, and
their connection/contact as edges to build the graph structure. But the objects in a
scene are not necessarily in contact with one another, so building a graph structure
is less straightforward. Thirdly, as it is possible that there is no contact information
which can be used, how to “glue” two objects to make new scene is not as easy as for
single objects.
2.4.3 Summary and Discussion
Scene synthesis is quite useful as it can reduce the labour of modellers, and enable
people without a modelling background to produce their own scenes easily. The syn-
thesis of single models and synthesis of big scenes make use of different techniques.
However, they share the similar basic idea: to find the spatial relationships between
parts and reassemble the parts together to make new scenes. As spatial relationship
representation is so important for scene synthesis, the plausibility of the synthesis re-
sults is actually an evaluation of the representation quality. We also apply our new
representation to scene synthesis, and mainly focus on the pairwise interactions.
2.5 Medial Axis and Bisector Surface
The medial axis, which was first proposed by Blum [1967], has attracted a huge amount
of attention as it has wide applications. Here we use the definitions given in [Lieutier,
2004]. Given a bounded open set O, the medial axis is the set of points which have at
least two closest points on the boundary ∂O. Examples of medial axis for 2D and 3D
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shapes are shown in Figure 2.4.
Figure 2.4: Medial axis examples: (a) the bold line is the medial axis for the 2D shape with the
thin line boundary [Lieutier, 2004], (b) the green mesh is the medial axis for the 3D shape “3
hole torus” [Dey and Zhao, 2004].
In this section, we focus exclusively on the medial axis, because the new spatial
relationship representation we propose is computed based on the medial axis. This
new representation is actually a subset of the medial axis for open space.
2.5.1 Computation
There has been considerable work done on medial axis computation. Regarding their
methods for finding the medial axis elements, they can be classified into two main
categories: the accurate method and the approximation method.
Next we introduce the core idea of each type of method with some typical exam-
ples. Please note that for the purpose of brevity we list only a few of papers in this
area. The readers are referred to the papers [Attali et al., 2009; Okabe et al., 2009] for
a more comprehensive review of medial axis computation.
2.5.1.1 Accurate methods
The exact computation of the bisector surface can be used to compute an accurate
medial axis, for example in [Culver et al., 1999; Hanniel et al., 2007]. The bisector
of two geometrical elements (points, curves, surfaces, etc.) is the locus described by a
variable point that moves to remain equidistant with respect to these elements [Farouki
and Johnstone, 1994]. In principle, an analytical solution of the bisector surface of
such a set (boundary elements) can be computed by using algebra. Although there
are works which tackle the case of algebraic curve segments whose bisectors have
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rational parameterizations [Elber and Kim, 1997; Farouki and Johnstone, 1994], the
algebraic difficulties in computing the bisector of boundary elements are significant,
and satisfactory implementations are rare [Attali et al., 2009].
Many practical methods for computing the medial axis of 3D shapes are based on
a tracing approach. This set of methods are usually based on the observation that me-
dial axes consist of different types of elements: sheets, seams and junctions, and they
connect to each other by following some certain rules. A sheet, which is a trimmed
quadric surface, is produced by two boundary elements. A seam, which is an algebraic
curve with rational coefficients, is produced by three or more boundary elements. A
junction is a point which is produced by four or more boundary elements. Based on
the classification of medial axis elements, Culver et al. [1999] and Sherbrooke et al.
[1995] build tracing methods to produce an accurate medial axis in the following man-
ner: Starting from a junction point, they trace out all adjacent seams, and check the
feasibility of them. They start tracing from every junction point, and get all the ele-
ments of the medial axis. This result needs to be trimmed, as the medial axis between
adjacent boundary elements need to be deleted. Finally, they can get the continuous
representation of the medial axis of a 3D polyhedra. The difference between these
two methods is that Sherbrooke et al. [1995] uses “offset sweep”, a hypersurface one
dimension higher, for all boundary elements, and then the intersection between sheets
determines the medial axis. Culver et al. [1999] compute the accurate bisector surface
between boundary elements based on exact arithmetic. Milenkovic [1993] and Reddy
and Turkiyyah [1995] also use tracing algorithm to follow the edge of the medial axis.
Instead of considering boundary elements such as vertices, line segments and faces,
they subdivide the boundary to tetrahedrons, and calculate the medial axis vertices
by finding the centroids of the tetrahedrons one at a time. Yang et al. [2004] use a
sampling maximum ball and the separation angle between samples to find medial axis
points. They also use a tracing algorithm to build the medial axis.
2.5.1.2 Voronoi diagram based approximation method
The second set of methods are discrete method which approximates the medial axis
from a discrete representation of the shape. These types of methods normally start
from sampling points on the shape boundary, and then use the Voronoi diagram or
Delaunay triangulation to approximate the medial axis.
Denote the Euclidean distance between two points p and q by dist(p,q). Let P :=
{p1, p2, ..., pn} be a set of n distinct points in the plane; these points are sites. Voronoi
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diagram of a set of points P is defined as the subdivision of the plane into n cells,
with the property that a point q lies in the cell corresponding to a site pi if and only if
dist(q, pi)< dist(q, p j) for each p j ∈ P with j 6= i [De Berg et al., 2000]. Computing
the Voronoi diagram is an important topic in computational geometry. There are a large
body of methods which have been proposed, roughly they are: incremental algorithm
[Imai, 1996; Milenkovic, 1993; Reddy and Turkiyyah, 1995], the sweep line algorithm
[Fortune, 1986], the wavefront based algorithm [Held, 1994], the divide and conquer
algorithm [Lee, 1982], and the qhull algorithm [Barber et al., 1996].
One type of method approximates the medial axis of an object by sampling points
on the surface of the object, and computing the Voronoi diagram of these points. The
theory behind this type of method is that a subset of Voronoi vertices of the shape
converges to the medial axis as the sampling rate increases. Amenta et al. [2001] select
the subset of Voronoi vertices, called poles to approximate the medial axis. The poles
of a site are the furthest vertices of its Voronoi cell in the interior and exterior of the
shape. They connect poles based on their power diagram cells to form the medial axis.
Dey and Zhao [2004] approximates the medial axis from the Voronoi diagram in a scale
and density independent manner. They used the angle condition and ratio condition to
select the Voronoi facet to form the medial axis. They proved that the medial axis they
produced converges to the exact medial axis when the sampling density on the shape
approaches infinity.
Delaunay triangulation which is the dual of the Voronoi diagram is also commonly
used for computing the medial axis. Yu et al. [1991] proposed an algorithm based on
the Delaunay triangulation of the points on the boundaries. The Delaunay triangulation
result consists of a set of tetrahedrons, the circumscribing spheres of which are called
Delaunay spheres. They use the centre of the Delaunay spheres to approximate the
medial axis. Sheehy et al. [1995] also use Delaunay triangulation to find the medial
axis points. Here instead of only computing a discrete set of points, they build edges
between medial vertices using a tracing algorithm.
To summarize, the advantage of this type of method is that it can work on any type
of boundary representation, and does not require the volume grid structure of the 3D
shape. The disadvantage is that deriving any error bounds on the output is difficult and
overall complexity is not well understood [Hoff et al., 1999].
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2.5.2 Simplification and Stability
The instability of the medial axis with respect to standard measures such as the Haus-
dorff distance is well known. Small modifications in an input shape can induce large
modification of its medial axis. More specifically, small modifications in the shape
boundary results in fluctuating branches, while the rest of the medial axis is unchanged.
This observation is described as the semicontinuous nature of the medial axis [Attali
et al., 2009].
The simplification of the medial axis is usually a step to delete the sensitive part of
the medial axis. This process can be used to increase the stability of the medial axis,
and sometimes is referred to as pruning. Following the pipeline in [Attali et al., 2009],
to approximate the medial axis of shape X , we first find Y which is an approximation
of the shape of X . Second step is to construct M(Y ), which is the medial axis or the
Voroni diagram for Y . Third, pruning is done to find a subset of M(Y ) which is the
approximate medial axis of X . We show the whole process in Figure 2.5, the most
challenging step of which is the pruning process.
Figure 2.5: An approximation P[M[Y ]] of the medial axis of a shape X can be found by the
medial axis of a shape Y approximating X . Figure from [Attali et al., 2009].
The 2D medial axis can be approximated by simply selecting the Voronoi vertices
which are located inside the shape [Brandt, 1994]. The pruning process is more com-
plex for 3D, as in 3D not all the Voronoi vertices are located close to the medial axis.
In [Amenta et al., 2001], they defined a special type of Voronoi vertex, the poles, which
are the farthest vertex of Voronoi cell in the interior and exterior of the shape. They fur-
ther find the connectivity between poles by using the power diagram. Poles are proven
to approximate the medial axis effectively, and are efficient for shape reconstruction.
The disadvantage of this method is that some Voronoi vertices close to the medial axis
may be discarded when selecting the poles. The labelling of the poles also requires a
robust way to differentiate between the inner and outer area of the shape, which may
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Figure 2.6: A medial axis point m, its separation angle θ, and the corresponding medial ball.
Figure from [Dey and Zhao, 2004].
not be easy for some type of data. Another type of well known pruning criteria is
based on separation angle [Dey and Zhao, 2004; Foskey et al., 2003; Michikawa and
Suzuki, 2010; Yang et al., 2004]. As shown in Figure 2.6, this method considers the
Voronoi vertex or medial axis point m of a shape S and its medial ball B. The points p
and q are the closest sites on the shape which are the contact points between B and S.
The separation angle usually defined as the angle between mp and mq, or half of this
angle. This angle criterion is scaling independent and commonly used as a parameter
to control the level of detail of the medial axis. The radius of the medial ball is also
used as a pruning criterion. Chazal and Lieutier [2004] proposed Mλ the λ-medial axis,
which is the set of points with medial balls with radius at least λ. They also discussed
its stability under the Hausdorff distance. Choi and Lee [2000] analyse both the angle
and radius criteria and prove that the medial axis under these two criteria is stable and
within the prescribed error bound of the Hausdorff distance.
2.5.3 Applications
The medial axis has been widely applied for problems such as shape analysis, object
recognition, reconstruction, path planning. Here we give some examples of applica-
tions in the field of computer graphics.
The medial axis can be used for shape recognition. The medial axis points can
be classified to different types. The connection between the singular points can then
form an condensed structure which can be represented by a graph. Then the shape
recognition problem is boiled down to a skeleton matching problem. This method has
been applied to both 2D [Shokoufandeh et al., 1999] and 3D [Chang and Kimia, 2009]
shape recognition.
Chapter 2. Related Work 31
The medial axis has also been used for 3D mesh reconstruction. Amenta et al.
[2001] compute the poles (the furthest medial axis points) and the power diagram for
the poles. They then approximate the shape by the power diagram faces which are
the boundary between the power diagram cells belonging to outer poles and the power
diagram cells belonging to inner poles.
The process of computing the medial axis naturally provides the corresponding in-
formation between the medial axis elements and the shape elements. This correspon-
dence can pass information from medial axis to the shape, for example, the geometry
and the topology of medial axis. Hisada et al. [2002] detect salient features of a shape
by finding edges on the skeleton. They also find salient shape regions that are extracted
via segmenting the skeleton into patches.
The medial axis is also useful for mesh deformation. Yoshizawa et al. [2003] pro-
duce a skeleton from the Voronoi vertices within the input mesh. Instead of using
poles, they find corresponding inner Voronoi vertices for each mesh vertex, and then
compute the arithmetic mean of these Voronoi vertices and connect them according
to the mesh edges. This means the connectivity of the skeleton is equivalent to the
mesh. Their skeleton is not the exact medial axis, but it is more stable than using poles
directly. When the skeleton mesh is deformed, they reconstruct the shape based on the
correspondence deformation on the skeleton.
2.5.4 Summary and Discussion
Using the medial axis is a well developed field. It is viewed as a universal model for
shapes, although its computational complexity and unstable nature is well known. The
new spatial relationship we propose shares the following advantages of the medial axis:
• It is a compact representation, which is usually a skeleton-like mesh and can
be further reduced to a graph structure. By using the medial axis, the shape
comparison problem can be converted to a graph matching problem, for which
many more classic methods can be applied.
• It is an abstraction of the space within the shape, and encodes the global spatial
relation between shape vertices.
• Each medial axis element has corresponding sample pairs on the original shape.
This correspondence can be quite useful for feature extraction or animation.
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• It is straightforward to build a multiresolution medial axis. Many applications
can benefit from this hierarchical nature of the medial axis.
• It is complete, which means the shape can be reconstructed from the medial axis
if it is not pruned.
2.6 Summary
In the previous work, the processing of scene data only makes use of simple spatial
relationship representations, which limit the previous methods to simple interactions.
On the other hand, the medial axis, which is a well known tool for shape abstraction,
has proven a rich descriptor to 3D shape.
By studying these topics we introduces in this chapter, we are inspired by the work
which using medial axis to abstract the 3D shape, and propose to apply the medial axis
to the spatial relationship representation.
In the following chapter, we give more details of how we use the medial-axis-based
method to compute our new representation: the interaction bisector surface.
Chapter 3
Interaction Bisector Surface
In this chapter, we propose the Interaction Bisector Surface (IBS) as a new representa-
tion of spatial relationships.
We first introduce the definition (see Section 3.1) and computation (see Section 3.2)
of IBS. The IBS is computed in a discrete way. It is an approximation of the exact
generalized Voronoi diagram. We proposed the use of this method because it can by
easily applied to any type of input 3D data. Next, we discuss the properties of IBS with
respect to the following properties of 3D mesh: manifold/non-manifold, orientation,
open/close, local connectivity and topology (see Section 3.3). We also introduce a
method of sampling on the IBS in Section 3.4.2. By defining a weight for each IBS
element, samples can be extracted by using a weighted sampling scheme. The resulting
samples represent the most important area of IBS. Lastly, Section 3.4 explains methods
for extracting features from IBS. The Betti numbers are used as topology feature, while
the statistical-histograms-based features are used for describing the geometry of IBS.
3.1 Definition
Given N point sets S1,S2, ...SN in the 3D space where Si = {pi1, pi2, ..., pini}, an Interac-
tion Bisector Surface (IBS) divides the space into N regions with following properties:
• Points from the same point set lie in exactly one region.
• If a point q 6∈ {S1∪S2∪ ...SN} lies in the same region as Si, then the Hausdorff
distance(in the Euclidean space) between set {q} and Si will be shorter than the
Hausdorff distance between set {q} and S j, where S j is any other point set.
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Figure 3.1: Examples of the Interaction Bisector Surface (the blue surface) for two parts of the
3D scene (shown as red and green). (a) belt on uniform, (b) bag on hook, (c) baby on chair, (d)
a pentagon tangled with five other pentagons.
That is, the IBS is the set of points equidistant from two sets of points sampled on
different objects.
Examples of the IBS for different scenes are shown as blue surfaces in Figure 3.1.
Although the IBS can reach infinity (the same as the classical Voronoi diagram), we
truncate it with a bounding sphere (details are given in Section 3.2). Despite the pos-
sibility that the IBS can produce a complicated polyhedral complex, it tends to form
smooth shapes with stable topology when computed from objects in daily life such as
those presented in the thesis.
Chapter 3. Interaction Bisector Surface 35
3.2 Computation
Here we give details about how we compute the IBS for a given scene. We start by
sampling points on the surfaces of the scene models uniformly, and then compute
the Voronoi diagram for all these samples. The Quickhull algorithm [Barber et al.,
1996] was used in this process. The result of the Quickhull algorithm is a simplicial
complex consisting of polygons called ridges. Every ridge is equidistant to the two
sample points which produce it. Hence there is a correspondence between ridges and
the sample points. Assuming that the scene data is pre-segmented into objects, which
is usually the case in scene data, we only select ridges that correspond to sample points
from two different objects for computing the IBS. These steps are shown in Figure 3.2.
Figure 3.2: Steps for computing the IBS. Given a segmented scene (a) (in this example the
scene has objects: a cup and a table), which is composed of polygon meshes (b), we first
subdivide the mesh to triangles of similar size (c) and then take the centre points of each triangle
(d). The IBS is computed (e). It is a polygon mesh (f).
As the IBS by definition could reach infinity, we trim it by adding a bounding
sphere to the scene data before computing the Voronoi diagram. The bounding sphere
is found in the following way. We first find the minimum axis aligned bounding box
of the scene, and use the centre of bounding box as the centre of the bounding sphere.
The diameter of the sphere is set to 1.5 times the diagonal of the bounding box.
Special attention is needed if two objects are very close to each other, as there is a
chance that the IBS will penetrate the objects due to the inadequate sampling density.
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In this case, we iteratively refine the IBS by the following process: if penetrations are
found between the IBS and any of the objects, we sample more on the parts of the
object where the penetrations happen, and recompute the whole IBS. We repeat this
process until no penetration happens or the repetition time is larger than a threshold.
Figure 3.3 shows the IBS between a table and a coffee cup. In this example, penetra-
tions are eliminated after four iterations.
Figure 3.3: (a) Penetrations between the models and the IBS, which are caused by inadequate
sampling on objects. (b) After 4 iterations of refining processes, there is no penetration, and
the shape of the IBS becomes smoother. (The big gap between the cup and the table is for
visualization.)
Although the topological structure of the medial axis can be sensitive to subtle ge-
ometric changes of the relevant surfaces, the IBS is rather robust against such changes
as it is computed between two objects. The instability of the medial axis is due to the
“fluctuating spikes” [Attali et al., 2009], which are produced by concave dips on the
surfaces (the grey branches in Figure 3.4). As the IBS is only produced between sep-
arate objects, such spikes are not included in its structure and it is therefore less likely
to be affected by subtle geometric changes of the object. More examples of the IBS of
of 3D object pairs are shown in Figure 3.1 and Figure 3.10.
Given a scene, we only need to compute the IBS for the whole scene once, and it
will contain the spatial relationship of every pair of adjacent objects. We denote the
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Figure 3.4: The IBS (the blue line) is the stable part of the medial axis (the blue line and the
grey lines). It does not fluctuate significantly under subtle geometric changes.
subset of the IBS between object i and object j as IBS(i, j). Furthermore, a subset of
the IBS between two groups of objects, gx and gy, can be represented by IBS(gx,gy) =⋃
IBS(i, j) where i ∈ gx and j ∈ gy.
3.3 Properties
In this section, we discuss the IBS from a different point of view: the properties of the
IBS as a 3D mesh. From the definition of the IBS, we can see that the IBS is a division
of the 3D space with certain properties. All the points on the IBS are in equal distance
with at least two elements of the scene. As the IBS is a generalized Voronoi diagram,
it also shares the properties of the classic Voronoi diagram. However in addition to the
relationship between the object points and the IBS, the IBS itself, as a 3D mesh, has
its own particular properties.
The IBS is a 3D mesh composed of polygons. From the examples in Figure 3.5 we
can see that the polygons are not necessarily triangles and the size of the polygons has
a large variance. The mesh density, which is the number of polygons in a unit area,
depends on the following three factors: the density of samples on the objects, the shape
of the objects and the distance between the sample pairs which correspond to the IBS.
The vertex of one polygon will always be the vertex of other polygons if it lies on the
edge of different polygons. In other words, the situation in Figure 3.6(a) will never
happen. Additionally, the IBS polygons only share edges, which means the polygons
will never intersect with each other as shown in Figure 3.6(b).
The IBS can be a single component or multiple components. The single component
is common (most examples we show in this thesis are single component IBS). Multiple
component IBS can happen for two possible reasons: first, if the input has more than
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Figure 3.5: The mesh structure of IBS examples.
Figure 3.6: Two cases of non-manifold mesh elements.
two objects strictly located on a line, the IBS will contain two or more parallel surfaces
which will never intersect (see Figure 3.7(a)); second, the trimming process may cause
separations. Figure 3.7 shows an example whose IBS components connect at a location
which is far away from the scene centre (Figure 3.7(b)), but they may be separated with
a different trimming parameter (Figure 3.7(c)).
The IBS can be a manifold or non-manifold mesh. A manifold IBS is normally
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Figure 3.7: IBS examples which contain multiple components.
Figure 3.8: Two examples of non-manifold IBS. The red point in (a) is a non-manifold vertex,
and the red edge in (b) a non-manifold edge.
produced by objects with spatial relationships, such as “beside” or “enclose” shown in
Figure 3.5. Complex relationships can produce non-manifold meshes. For example,
in Figure 3.8(a), the different faces of IBS are incident to a vertex in the middle, and
Figure 3.8(b) shows how a set of IBS vertices which are shared by three surfaces form
a non-manifold edge.
The boundary of a 3D mesh is a set of edges only incident to one face. The
untrimmed IBS will never have such type of edge, so it has no boundary. However,
we always trim the IBS, so the IBS we use in this thesis, can be meshes either with
(Figure 3.5(b, c)) or without (Figure 3.5(a)) a boundary.
The IBS is always orientable. The Mobius strip or Klein bottle type of shape never
occurs with the IBS. Because if the IBS were not orientable, an ant walking on the
IBS mesh could start from one side and end with the other side. This conflicts with
the definition of IBS, which has the restriction that the IBS must always separate the
space and each object must have its own space. So the IBS will never have “holes” in
Chapter 3. Interaction Bisector Surface 40
the mesh which connect two different object regions together.
Figure 3.9: Examples of the IBS which contain handles and tunnels.
Although possessing no boundaries (except boundaries produced by trimming) or
holes, IBS meshes may still contain interesting global topological features such as han-
dles or tunnel (see examples in Figure 3.9). Handles or tunnels normally happen when
two objects are tangled with each other, or when one part is surrounded by another part
locally. If handles and tunnel in the IBS can be detected and located automatically, it
will be quite helpful for analysing complex interactions. Currently, we find features
which can compute the number of the handles and tunnels, but locating the handles
and tunnels on 3D mesh is still a open problem. Dey et al. [2013] detect the locations
of handles and tunnels on a 3D mesh by using a Reeb graph. But as their method is
limited to meshes without boundaries, it cannot be directly applied to the IBS.
In summary, the IBS is a orientable 3D polygon mesh. It can be a single component
mesh or a mesh with multiple components. It can be either a manifold or non-manifold
mesh. The untrimmed IBS has no boundary, but if the IBS is originally a open mesh,
it will have a boundary after the trimming process. In Section 3.4, we will explain
how we use Betti numbers to capture the topological properties of the IBS including
the number of components, whether it is an open or closed surface, and the number of
handles and tunnels.
Chapter 3. Interaction Bisector Surface 41
3.4 Features
In this section, we give details about how to compute the topological and geometric
features of the IBS.
3.4.1 Topological Features of the IBS
Topological descriptions of relationships are succinct and robust against small geo-
metric variations. Consider a ball in a box. The description “in” here is unaffected
by the ball position or orientation as long as it is inside the box. Thus, capturing the
topological nature of the interaction between two objects is crucial in understanding
relationships. A good indicator of the topological nature is the Betti numbers of the
IBS. We will first briefly give the definition of Betti numbers and then demonstrate
how it can be applied as a feature to classify complex interactions.
The Betti number is a concept in algebraic topology. Formally, the k-th Betti num-
ber refers to the number of independent k-dimensional surfaces [Carlsson, 2009]. We
make use of the second (denoted as b1) and third (denoted as b2) Betti numbers in this
research. They represent the number of two-dimensional or “circular” holes (b1), and
the number of three-dimensional closed regions (b2). Intuitively speaking, b1 repre-
sents the number of “cuts” needed to transform a shape into a flat sheet. For example,
objects that are laterally surrounded by others, such as a house surrounded by fences
(see Figure 3.10 (c)), forms an IBS of a cylindrical shape, resulting in b1 = 1. For
objects tangled with other objects, such as toilet roll on a holder (see Figure 3.10 (d)),
a partial torus is generated, resulting in b1 = 2. b1 can be even larger under complex
interactions whose IBS involves a lot of loops (see Figure 3.10 (e)). b2 represents the
number of closed surfaces. In our scenario, it counts how many objects are wrapped
by other objects (see Figure 3.10 (b)). We compute Betti numbers from the mesh data
by the incremental algorithm [Delfinado and Edelsbrunner, 1995].
3.4.2 Sampling the IBS
To capture the most descriptive area of the IBS, we propose a sampling method. By
using this method, we can sample points on the most important area of the IBS, and
further use these points for computing features for the IBS.
Figure 3.11 shows that the areas which are closer to the models and the centre of
the scene (highlighted by red circles) are more descriptive than the areas which are a
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Figure 3.10: The IBS (in blue) of two object scenes (a) a table and a chair, (b) a bird in a cage,
(c) a house surrounded by fences, (d) toilet roll on a holder, (e) a gift box and a ribbon and their
Betti numbers.
in greater distance from the models (highlighted by blue circles) with respect to the
spatial relationships. The relationships between parts in both scene(a) and scene(b)
are “one part hooking onto the other”. But if we use the global shape of the IBS’ to
compare these two scenes, they might be recognized as very different, because the area
in blue circles of the two IBS’ are quite different. The sampling results are shown in
the right column of Figure 3.11. We can see that by using this sampling method, we
can find the areas within the red circles, which enable use to capture the similarity
between these two interactions.
Here we describe how we sample points on the IBS. This is done by calculating the
weights of the triangles composing the IBS. First, we triangulate the IBS and define a
direction angle α for each triangle. A triangle T on the IBS is equidistant to sample
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Figure 3.11: Left: The examples (a) and (b) are similar interactions, which contain one object
hook onto another. Middle: Although the global shape of their IBS is different, they share very
similar central area which is highlighted by the red circles. Right: The samples we computed
are located in the circled area of the IBS and capture the similarity of these two interactions.
Figure 3.12: (a) The direction angle of a polygon on the IBS, (b) The sampling result.
points, sa and sb on object-a and object-b respectively. Let us define a vector v, which
from the centre of T to sa, and the normal vector n of T pointing towards the side of
object-a. α is the angle between v and n (see Figure 3.12(a)) . Note that this angle is
the same if we compute it between T and object-b because the normal is flipped in that
case. The larger the angle is, the higher the chance that the sample point is far away
from the objects defining it and less informative about the interaction. We compute a
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weight W (T ):
W (T ) =Warea(T )∗Wscene-distance(T )∗Wangle(T ) (3.1)
where Warea(T ) is the area of triangle T and Wangle is computed as:
Wangle =
{









d is the distance between the center of T and sa (or sb). D = ddiag/2 where ddiag is
the length of the diagonal of the bounding box of the whole scene. We empirically set
n equal to 20.
We normalized W(T) for all the triangles before final sampling. Given the tar-
get number of samples N, the number of samples on each triangle computed by ni =
N ×W (Ti). Finally, we randomly sample ni points on triangle i (for all triangles).
Figure 3.12(b) shows the result of the weighted sampling.
3.4.3 Geometric Features of the IBS
Although the Betti numbers can distinguish the qualitative difference of interactions,
they cannot distinguish subtle differences. For example, the IBS of two boxes laterally
adjacent to each other has exactly the same Betti numbers as that of an apple in a bowl.
To address this problem, we evaluate the following geometric attributes of the IBS:
1. geometric shape,
2. distribution of the direction vectors
3. distribution of distance between the IBS and the objects.
These features are computed at points sampled on the IBS. As different parts of the IBS
are not equally descriptive of the relationship, we use the importance-based sampling
scheme that is described in Section 3.4.2. In brief, more points are sampled where the
IBS is in close proximity with the objects defining it.
Geometric Shape of the IBS The geometric shape of the IBS is useful for comparing
the nature of the interactions. For example, when one object is simply parallel to
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another, the IBS will become planar, but it will form a bowl shape when one object is
surrounded by another object.
Various shape descriptors can be considered for the IBS. One possibility is to use
the curvature profile; however, the curvature data can be unstable as the IBS may
include ridges with sharp turns. This occurs when the mapping of the closest point
between the IBS and the object becomes discontinuous due to the concavity of the
object. Also, the IBS may be either an open or closed surface.
Taking into account these characteristics, we use the Point Feature Histogram
(PFH) descriptor [Rusu et al., 2008b]; The PFH is a histogram of the relative rota-
tion between each pair of normals in the whole point cloud. It describes the local
geometrical properties by generalizing the mean curvature at every point. It provides
an overall pose and density invariant feature which is robust to noise. The PFH was
applied for 3D point cloud classification [Rusu et al., 2008b] and registration [Rusu
et al., 2008a].
Figure 3.13: PFH angles.
The PFH is a feature for encoding the geometry of a point cloud. Given two points
(Figure 3.13), p1 and p2, with normals n1 and n2, three unit vectors (u, v and w)
are built by the following procedure: 1) u is the normal vector of p1, 2) v = u×
p2−p1
d , 3) w = u× v. d = ‖p2− p1‖2. Then the difference between n1 and n2 are
represented by three angles (α,θ,φ) which are computed as: α = v ·n2, φ = u · p2−p1d ,
θ = arctan(w ·n2,u ·n2). The triplet < α,φ,θ > is computed for each pair of points in
the k-neighbourhood, and are binned into a histogram. Usually each angle is divided
into b equal parts, and the triplet can form a b3 size histogram in which each bin
represents a unit combination of the value ranges for each value.
In our case, we compute the triplet for each pair of points in the point cloud which
is a set of samples computed by using the method described previously. We set b = 5.
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So the PFH feature we use is a 125-length vector. For each sample point on a given
IBS, we compute the 125 dimension histogram of the relative rotation angles between
the normal vector at the sample point and those of the other sample points. So we
produce a set of histograms for the whole IBS. Then we follow a method proposed
in [Alexandre, 2012]. We compute the centroid and the standard deviation for each
dimension of the histogram set, and use the resulting 250 dimension vector as the final
feature of the IBS.
Direction The normal vectors of sample points on an IBS contain the direction infor-
mation about the spatial relationship. For example, if all the normal vectors of the IBS
are facing upwards, one of the objects forming the IBS is above the other.
The direction of the IBS normal is defined so that it points toward the reference
object. In our definition, spatial relations are unidirectional. The relationship of A
with respect to B is different from B with respect to A. We first need to specify the
reference object. As the IBS normal can be pointing either side of the IBS surface, we
use the one that is defined on the side the reference object exists.
The direction feature of the IBS is computed as follows. As the relationship such as
“above” and “below” should be defined with respect to the reference object, we assume
that the +z axis of the scene is the vertical direction, and use the angle between the
normal vector and +z direction (denoted here by θ) to compute the direction feature.
We compute θ for each sample on an IBS, and produce a histogram with 10 bins in
the range of 0 to π. The number of samples which fall into each bin is counted, and
normalized against the total number of samples.
Distance Between the Object Surface and IBS The distribution of the distance be-
tween the IBS and the object surface is descriptive about the relations of the two ob-
jects. The larger the distance is, the less likely that the two objects are closely related.
We produce a histogram with 10 bins whose range is between 0 to 0.5×d, where d is
the diagonal distance of the bounding box of the two objects. We compute the distance
for each sample on the IBS, and accumulate the number of sample points that fall into
each bin. The histogram is normalized by the total number of samples and is used as
another geometric feature.
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3.5 Summary and Discussion
In this chapter, we have proposed a new descriptor called the Interaction Bisector Sur-
face to capture spatial relationships between 3D objects. The IBS is the cornerstone of
our research and it provides a new perspective to model spatial relationships.
For the computation of the IBS, we use a sampling-based approach in which points
are sampled on the object surfaces and then the Quickhull algorithm is used. This is
a heuristic approach that does not guarantee the exact topology and geometry of the
resulting medial axis. This could be an issue if we need to match the homotopy of the
IBS. In order to avoid such confusion, we use abstract topology features (the second
and third Betti numbers) whose values are less influenced by the accuracy of the IBS.
Although the Betti numbers can be affected by topological noise such as holes, these
are unlikely to appear in the bisector surfaces as they are defined between distinct
separate objects. Also, the geometric features of the IBS are statistical values that are
less influenced by the accuracy of the IBS. In addition, exact methods to compute the
medial axis [Culver et al., 1999] and bisector surface [Elber and Kim, 1997] cannot be
practically applied to a set of high resolution meshes. In summary, our method makes
use of features that are less computationally costly and less affected by parameter
values.
The topological and geometrical features we proposed in this chapter will be used
for scene analysis (see Chapter 4). More specifically, we use these features to com-
pare objects in the scenes based on the spatial relationship between the object and its
environment.
The IBS also has an important property that it is located in the open space with
certain conditions: it is the bone of the open space with radius information and it
corresponds to the shape elements in the scene. We will later describe a new feature
for the interaction between the character and the object based on the correspondence
between the IBS to the scene elements (see Chapter 5). And we will also explore the
features on the IBS from open space point of view. These features are essential for the




In this chapter, we present three experiments. The first experiment is the supervised
classification of pairwise interactions (see Section 4.1). We collected and labelled a
database of scenes which contains two objects, and make use of the topological and
geometric features proposed in Section 3.4 for the classification. The second exper-
iment is about building structures for scenes with multiple objects (see Section 4.2).
The core of the method is defining a closeness measure between objects by using the
correspondence between IBS and scene elements, and the weight of IBS defined in
Section 3.4.2. In the third experiment, we propose a method for retrieval of scene
objects based on the spatial relationships (see Section 4.3).
4.1 Relationship-Based Classification
In this section, we show how geometrical and topological features in different combi-
nations help in classifying pair-object relationships.
We first explain the method by which a pair-object database was built, then the
set-up of the supervised classification, and finally we present the experiment result and
evaluation.
4.1.1 Pair-Object Database
The data set we use contains 1381 items, each of which is an object pair. We ask
the user to label the pairs based on their spatial relations. The database consists of
48
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Examples Description Examples Description
1, 2 Enclose 3, 4 Encircle
5 Interlocked 6 Side by side, similar sizes
7, 8 Tucked in 9, 10
Side by side,
one considerably higher
11, 12 Loosely above 13, 14 On top of
15, 16 Partially inside, with open areas
Table 4.1: Different Types of Interactions
16 classes. We show one example in each class in Figure 4.1. Descriptions for these
classes are summarized in Table 4.1. Note that there are some scenes from different
classes with identical geometry but different object order, as the spatial relation be-
tween two objects are not symmetric. For example, there are two types of relation
“enclose”, one object is enclosed by another and one object encloses the other. this is
the same with other relation types except 5 and 6 in Figure 4.1.
In order to facilitate the description, we refer to the interactions with numbers b1 =
0,b2 = 0 as simple relations, and all others as complex relations. The first part of our
database contains 1289 items that are extracted from the Stanford Scene Database used
in [Fisher et al., 2012]. Since this mainly consists of simple relations, we denote them
as S. We manually labelled the data into meaningful classes, which turn out to be 11
classes (class 6 to class 16 in Figure 4.1). The second part of the database contains 92
examples of complex relations labelled into 5 classes (class 1 to 5 in Figure 4.1) by the
user. As all data in this part represents complex relations, we refer to it as C. More
examples from these 16 classes are shown in Appendix A.
4.1.2 Classification Experiment
We do the experiments first on S and C individually and then on the whole database
S+C. In each experiment, the data is split into a training set and a testing set in the ratio
of 7:3. We performed classification on different combinations of features to investigate
how individual features and combinations of them influence the classification. Specif-
ically, we test PFH (P), PFH + Direction (PDI), PFH + Direction+Distance (PDD) and
PFH + Direction + Distance + Betti number (PDDB). The feature vector in each exper-
iment is a concatenation of the involved individual features. Each type of features is
first normalized into the range of [0,1]. In different experiments, we use different com-
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Figure 4.1: Examples from 16 classes in our database. One example for each class. The 3D
models shown above are from the Princeton Shape Benchmark [Shilane et al., 2004] (1-5) and
the Stanford Scene Database [Fisher and Hanrahan, 2010] (6-16).
binations of the normalized features. In other words, if we use a fixed-length feature
vector to represent each feature with non-zero values on its corresponding dimensions
and all other value zeroed, then the concatenation can also be seen as linearly summing
up several features. We tried different weights for this linear combination to achieve
good results. Empirically an equal weighting scheme is used for all the classification
experiments. For comparison, we also tested two features: absolute height displace-
ment and absolute radial separation used in [Fisher and Hanrahan, 2010] for the whole
data set, denoted by DIS.
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We chose Support Vector Machines (SVMs) [Boser et al., 1992; Cortes and Vap-
nik, 1995] for the classification task because of their simplicity. Specifically, we use
the soft margin method [Cortes and Vapnik, 1995]. For our multi-class problem, a
one-v.s.-one scheme is used. For the kernel, we use a Radial Basis Function (RBF),
K(x,y) = e−θ‖x−y‖
2
where x and y are the concatenated feature vectors. To find the
best parameter values, we do 5-fold cross-validation and hierarchical grid search. We
start with coarser grids, then subdivide the best grid for another iteration of search until
the improvement of the accuracy falls below 0.001 or we reach a maximum iteration.
Finally, we train the model with the whole training set again using the optimal values
and then test it. For implementation, we use libSVM [Chang and Lin, 2011].
4.1.3 Evaluation and Comparison
The prediction accuracy is shown in Table 4.2. The first column consists of the data
set. The first row lists features. The cells are filled with prediction accuracies of each
experiment. They are calculated by feeding the testing data set into the trained SVM
classifier and the accuracy is the percentage of correctly classified data.
Overall, IBS features are more discriminative for relationship classification than
DIS used in [Fisher and Hanrahan, 2010]. Note that in the paper [Fisher and Hanrahan,
2010] , they achieve good retrieval results by using other information such as labelling,
but we aim to avoid using this as such data is not always available.
For further comparison of features within PDDB, one can see that the PFH descrip-
tor of the IBS already gives good results for this 16-class classification problem. On
top of PFH, the direction improves the result. On the complex data set, the distance
is a bit detrimental to the result. This is because distance and direction can contradict
one another in this data set. However, we find that the prediction accuracy of the com-
plex data set is also 100% when just using PFH and Betti numbers. It reflects the fact
that for complex relationships, direction and distances are not discriminative enough.
It also shows that Betti numbers provide vital information, especially in classifying
complex interactions.
One noteworthy point is that there is a slight decrement of accuracy from PDD to
PDDB on the S cases. One cause is the discrete nature of Betti numbers. Relations
with similar geometric features may have different Betti numbers. Also, penetrations
between objects can cause the Betti numbers to be calculated incorrectly. Although
most scenes in the Stanford Database do not have penetrations, some still exist for
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P PDI PDD PDDB DIS
S 78.33% 84.07% 85.90% 82.77% 41.25%
C 80.00% 96.00% 92.00% 100.00% 44.00%
S+C 76.47% 81.37% 83.33% 84.31% 38.73%
Table 4.2: Prediction Accuracy.
Figure 4.2: Confusion matrices of PDDB (Left) and DIS (Right) on the whole data set (16
classes). Results are normalized within each column.
geometrically adjacent objects. A preprocessing stage to exclude such penetrations
would improve the results.
In Figure 4.2 we plotted the confusion matrix. The values are normalized for each
column. The classes that have the lowest prediction accuracies are class 9 and 10 (Fig-
ure 4.2 left). Most of their misclassified instances are in class 6. Shown in Figure 4.1
and Table 4.1, classes 6, 9 and 10 all have a “side-by-side” relationship. But classes
9 and 10 have one object higher than the other. The height difference in some scenes
is not big enough to be classified correctly. This is the main source of the prediction
error.
Performance Table 4.3 shows the timing and accuracy information of cross-validation
and training on the whole data set (S+C). The first row contains the best average
accuracy of the 5-fold cross validation during the hierarchical grid search. The second
row contains the time consumption for the grid search and the last row contains the
training time after we find the optimal values of the parameters.
The configuration of the computer where these numbers are calculated is: Intel i7-
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PDDB DIS
Cross-validation accuracy 83.56% 39.36%
Time for cross-validation (secs) 580.56 106.07
Time for training (secs) 0.22 0.06
Table 4.3: Performance
2760QM CPU, 8GB memory, Windows 7 Professional 64 bit and Matlab R2012a (64
bit).
4.2 Structure Analysis of 3D Scenes
In this section, we propose a method to automatically build a hierarchy out of a scene
by making use of the IBS data. The method is an adapted version of the Hierarchical
Agglomerative Clustering (HAC) algorithm, see e.g. [Hastie et al., 2009]. The result-
ing scene structure is used later for content-based relationship retrieval.
We first give the motivation, then functions to compare inter-object and inter-group
relations and an algorithm for constructing a hierarchy based on spatial relations.
4.2.1 Motivation
The idea of representing scenes through graph structures has been applied in content-
based scene retrieval [Fisher and Hanrahan, 2010; Fisher et al., 2011] and synthe-
sis [Fisher et al., 2012; Yu et al., 2011]. In previous works, the relationships between
objects in a 3D scene are either embedded at the design stage or computed based on
contact [Fisher and Hanrahan, 2010; Fisher et al., 2011; Yu et al., 2011]. Examples of
such scene graphs are shown in Figure 4.3 (b)(d).
The major difference between our method and previous works is that we adopt a
multiresolution structure that encodes not only the spatial relationships between indi-
vidual objects but also those between the object groups, these are more descriptive of
the scene, especially when the number of scene components is large.
Let us describe the advantage of considering the inter-group relationship with an
example. For the sake of simplicity, we shall call an object group a community. A com-
munity only containing an object and its immediately surrounding objects is called the
local community of the object. A larger community containing other objects further
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Figure 4.3: Scene structures of two example scenes: scene-a and scene-b. (a) and (c) show
the hierarchical structures produced by our method; (b) and (d) show the scene graph used in
[Fisher et al., 2011].
away in the scene is called the extended community of the object. In scene-b of Fig-
ure 4.3, the status of the bowl can be described through its local community (the table
and the bowl) first, and then further described by the relation between the the bowl’s
local community and other communities (the two chairs) in the room. This description
is far easier to recognize than using the raw, low level relationships of all the individual
objects, such as is done by Fisher and Hanrahan [2010]; Fisher et al. [2011] as shown in
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scene-d in Figure 4.3. The reason behind this is that humans tend to recognize a scene
at the group level when observing it from a global perspective [Goldstein, 2009], by
aggregating objects based on proximity, continuation, uniformity, etc. Our multireso-
lution representation is also more descriptive than the raw graph description by Fisher
et al. [2011]. This can be seen through scene-a and scene-b in Figure 4.3; the two are
the same under the raw graph representation (Figure 4.3 (b) and (d)) while the objects
are grouped based on the spatial relationships and distinguished in our multiresolution
representation (Figure 4.3 (a) and (c)).
The terms “local” and “extended” community are only used for description pur-
pose, and we do not arbitrarily classify neighbours into such categories. The inter-
community relationships are produced by first grouping individual objects into com-
munities of closer objects and then recursively grouping them into larger communities.
The details of this procedure are described in the following subsection. This structure
naturally forms different abstraction levels of the scene. Given a reference object, the
inter-community relationships on each level reflect the relationships between the ref-
erence object and the scene at different abstraction levels.
4.2.2 Closeness Measure and Hierarchy Construction
To formally define the hierarchy and the relationships between one object and its
environment, we define a measure called closeness between communities that can
contain only an object or a set of objects. Given a scene S with n communities,
G = {g0,g1, ...,gn−1}, the closeness measure between any two communities, gx and
gy, is defined as below:














where IBS(i, j) represents the IBS subset shared by object i and j. The function W
computes the weighting of the IBS region. Note that simply computing the area of
IBS(i, j) does not give a good measure of the importance as mentioned in Section 3.4.2.




= n where n is the number of sample points (that
is described in Section 3.4.3) on the IBS shared between object i and j instead of
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computing its actual area. This is to give more weight where the two communities are
closely interacting with each other.
Rratio(gx,gy) is the commitment of gx towards gy; Rratio(gx,gy) is larger if gx shares
a larger amount of the IBS with gy than with other communities. It also means gx com-
mits more to gy than to any other communities. Note that Rratio(gx,gy) is not neces-
sarily symmetric. Essentially, Rc measures the relationship between two communities
under the context of the whole scene.
With Rc as a distance function, we present an adopted HAC algorithm to build
a hierarchical structure of a scene. This hierarchy is built iteratively in a bottom-up
fashion. Starting from individual objects (leaf nodes of the tree), we measure the Rc
between nodes and group them into nodes that represent bigger communities. A merge
can combine more than two nodes. This process is repeated until the whole scene is
merged into one big single node. The details of the approach can be found in Algorithm
1. Figure 4.3 (a) and (c) show simple examples.
4.2.3 Experiment and Evaluation
We built hierarchical structures for 130 scenes in the Stanford Database by using Al-
gorithm 1. One example of the results is shown in Figure 4.4. More results are shown
in the Appendix B.
The parameter τ controls the speed of merging when building the hierarchy. A
lower τ will merge more nodes together in each round, which means that the number
of levels will be smaller compared to the structure built with a higher τ. The choice of τ
should depend on the nature of the data as well as the higher-level application. For the
Stanford Scene Database, we found τ = 0.32 gives visually reasonable structures for
most of the scenes. The average number of levels of the hierarchical structure under
this τ setting is 2.89.
Evaluation and Analysis As the scene structure will be used as the input for content-
based retrieval, the stability of the hierarchical structure with respect to the parameter
setting is important. We evaluate the stability of our HAC algorithm in this experiment,
and its benefits for retrieval will be evaluated together with the retrieval results in the
next section.
Following the scheme by Goodman and Kruskal [1954], which has been employed
to compute the stability of hierarchical algorithms for image segmentation [MacDonald
et al., 2006] and speech classification [Smith and Dubes, 1980], we assess the stability
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Data: A scene S = {object1,object2, ...,objectm},
grouping threshold τ, 0≤ τ≤ 1
Result: A hierarchy H
Initialization :
The first level of grouping G0 = {g1,g2, ...gm},gi = objecti(1≤ i≤ m) ;
The current level G = G0 ;
H = /0 ;
Compute and sample the IBS ;
while size(G)> 1 do
Define next level G′ = /0;
H← H ∪G;
n = size(G);
compute matrix M1n∗n: M1i, j← Rc(i, j) (Equation 4.1) ;
compute M2n∗n: M2i, j←
{
1 if gi and g j have contact(s)
0 otherwise
for 0≤ i, j ≤ n do
if M2 6= 0 then




if M3i, j > τ then
if ∃g′,g′ ⊂ G′,gi ⊂ g′ or g j ⊂ g′ then
if g j 6⊂ g′, g′ ← g′∪g j, else g′ ← g′∪gi;
else







Algorithm 1: Automatic Hierarchy Construction
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Figure 4.4: An example of the hierarchical structure. Objects in the same group are shown in
the same colour.
of the generation of the hierarchical structure using a consistency measure (denoted
here by γ) of how the merges happen under different parameter settings. Briefly speak-
ing, γ (−1≤ γ≤ 1) is the difference between the probability that the “correct” and the
“wrong” order occurs. See Appendix C for the details of computing γ. In our algo-
rithm, the grouping threshold τ is the main parameter. We check the stability of the
structure under different values of τ. For each scene, we compute five hierarchies by
varying τ from 0.1 to 0.5 with an interval of 0.1. Then, we compute the γ for every pair
within the five hierarchies. Finally, we use the mean of the γ, denoted here by γ̂, as the
indicator of the stability of our method. We compute γ̂ for 130 scenes, and the average
γ̂ is 0.989, with the lowest stability of 0.779 (for scene00042).
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4.3 Relationship-Based Retrieval
In this section, we describe how we use the features of the IBS and the scene struc-
ture computed in Section 4.2 to compute the similarity of interactions. We propose a
method to represent the spatial relationship for objects in big 3D scenes in a hierar-
chical way based on the scene structure and define distance functions for comparing
relationships with regard to different levels of detail.
4.3.1 Similarity Measure for Relationships Between Two Objects
Given an IBS, we can compute its features f = { f b, f PFH, f dir, f dis}. The four items
are Betti numbers, PFH, direction, and distance respectively as explained in Sec-
tion 3.4. To compare two IBS features f 1 and f 2, we first use a simple Kronecker
delta kernel as a measure for the topological features:









Next we define a measure for the geometric features of the IBS that uses the nor-
malized L1 distance 1 of the PFH, direction and distance features:
dgeo( f 1, f 2) = a ·L1( f PFH1 , f PFH2 )+b ·L1( f dir1 , f dir2 )
+c ·L1( f dis1 , f dis2 ) (4.4)
where a+b+ c = 1 (0≤ a,b,c≤ 1). As the three features are in different ranges, we
apply the Inverse Variance Weighting scheme [Hartung et al., 2011] to the L1 distance
of three features. We set a = 0.1, b = 0.4 and c = 0.5 in our experiments.
We combine the topology and geometry measures of the IBS, and compute the final
similarity between two IBS by:





w · (1−dgeo( f 1, f 2)) (4.5)
where w is a “switch” for using topological features. From the experiment in Sec-
tion 4.1 we can see that the Betti number is quite useful for complex interactions like
tangles or enclosures, while it can contradict geometric features for data that contains
penetrations. The function for measuring the similarity between two sets of IBS fea-
tures should be defined based on the nature of the dataset and the purpose of retrieval.
1The L1 distances between the PFH, direction and distance features are range from 0 to 2. We
normalized them into the range [0, 1].
Chapter 4. Relationship-Based Static Scene Analysis 60
If the data mainly contains complex relations, w should be 1 so that the Betti number
is used as a filter for different interaction types with respect to its topology; if the data
mainly contains simple relations, which have Betti numbers b1 = 0,b2 = 0, w should
be set to 0 to speed up the computation and avoid the influence of possible penetrations.
4.3.2 Similarity Measure for Local Communities
We now describe how we can compare two objects with respect to their local com-




1≤ j≤m, j 6=i
f i, j (4.6)
where f i, j is the feature computed from the IBS between oi and o j. Therefore, f locali
is the set of IBS features between oi and all the other objects in g. We call f locali the
local profile of oi. Given two objects oi, o′i from different communities g and g
′, their
local profiles f locali and f locali′ are first computed. Then we can compute the similarity
between oi and o′i under the contexts of their local communities. We define a similarity






K(i, i′) = ∑
f 1∈ f locali
∑
f 2∈ f locali′
ssr( f 1, f 2) (4.8)
where ssr is defined in Equation 4.5.
4.3.3 Similarity Measure for Extended Neighbourhood
After defining slocal, we are ready to combine it with the hierarchical structure and
define a profile for an object oi at every level of the hierarchy. For a scene S and its
hierarchy, we assume that the leaf nodes are at level 1. Let ld denote the nodes at dth
level so that ld is a set of communities {gd1,gd2, ...,gdm}. Assume an object oi ∈ gdx ,1≤




f gdx ,gdy (4.9)
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y ), which is the IBS sub-
set shared by community gdx and g
d
y . Given two objects oi and o
′
i, we can compute
their profiles f dexti and f
d
exti′ . Then the similarity between oi and o
′







Ke(i, i′) = ∑
f 1∈ f dexti
∑
f 2∈ f dexti′
ssr( f 1, f 2) (4.11)
Finally, given a search depth parameter ddepth, we can find the similarity between








where γ is set to 0.5 in our experiments. This is the contextual similarity for two objects
in the database up to a given level.
A detailed example can be found in Figure 4.5. Assume that we want to compare
side table t1 and side table t2 in two scenes. If ddepth = 1, then only slocal(t1, t2) is
calculated. The only objects involved are the objects on top of t1 and t2. If ddepth = 2,
then sext1 = slocal(t1, t2) and sext2(t1, t2) is calculated based on the IBS subset between
the red areas and other areas within level 2. Finally, sall(t1, t2) = sext1 + 0.5×sext2(t1, t2).
Our idea to take account of the extended communities when comparing the status
of an object in a scene resembles the part-in-whole queries in [Shapira et al., 2010].
In this paper, a hierarchical structure of objects is constructed, and when one part
of an object is compared with other parts of another object, how the part is located
with respect to the other parts in the hierarchy is taken into account and the similarity
is computed based on the maximum flow in a bipartite graph. While their method
focuses on the geometrical similarity of the parts in the hierarchy, our method computes
similarities purely based on the relationship similarities. Also, we change the weights
according to the distance such that the extended neighbourhood is less influential to
the results; this is due to the nature of the data we handle.
4.3.4 Experiment and Evaluation
Experiment We tested the capability of our algorithm for content-based scene re-
trieval using a data set that consists of 130 scenes, which come from the Stanford Scene
Chapter 4. Relationship-Based Static Scene Analysis 62
Figure 4.5: An example of hierarchical comparison. The two side tables are the “centre” objects
we want to compare. The red, yellow and light blue regions contain the side table’s neighbours
on level 1(bottom level), level 2, and level 3 of the scene structures respectively. The 3D models
are from the Stanford Scene Database [Fisher and Hanrahan, 2010].
Database. We first calculated the hierarchical structures using the techniques explained
in Section 4.2. The user then selects any single object from a scene as a query. Then
the system returns objects in any scene which have similar spatial relationships to the
query.
Evaluation and Comparison
The retrieval results of an example scene with different depth ddepth are shown in
Figure 4.9. Compared with the results in Figure 4.10 that use the displacement features
(DIS) [Fisher and Hanrahan, 2010], it can be observed that our system returns much
more contextually similar results. We also show retrieval results for different queries
in Figure 4.11. More retrieval results are presented in the Appendix E and F.
In order to evaluate our system, we prepared manually labelled data, which is pro-
Chapter 4. Relationship-Based Static Scene Analysis 63
Figure 4.6: The solid lines show the precision-recall curve for our algorithm on four test scenes.
The dashed lines show the precision-recall curve when using the DIS feature. The Ids of
the four queries in the Stanford Scene Database are: scene00050-object8(red), scene00118-
object14(green), scene00109-object14(blue), scene00087-object37(yellow).
duced as follows. Four query objects were selected from the Stanford Scene Database,
and then for each query object an additional 500 objects are randomly selected from
the database. The set of 500 objects were shown to the user with the scene in random
order, and the user was asked if the object has similar spatial relations with the sur-
rounding objects as compared to the corresponding query object. We label the spatial
relations as similar if more then half of the users think they are similar. Ten users in-
cluding students and staffs from different schools in the university took part in the user
study. For more details about the user study, please refer to the Appendix D.
For quantitative evaluation of the results, the precision and recall curves (pr-curve)
are drawn based on the search results and the ground-truth (manually labelled) data. In
Figure 4.6, we present the curves based on our features (solid lines) and DIS (dashed
lines). It can be observed that all of the solid lines show significantly higher precision
than the dashed lines of the same colour, which indicates that our features out-perform
the DIS feature. Our algorithm returns 50% of similar results with a precision of at
least 40%, meaning that at least 1 in every 2.5 resulting scenes is desirable.
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Figure 4.7: Scene regions and precision-recall curves for different ddepths. Each row corre-
sponds to one query used for the user study. The red object in the scene is the query object.
The boundary lines in the left column show the regions correspondent to the p-r curves of the
same colour.
We now show the results of analysing the extent of the community (ddepth) the
users take into account when comparing the similarity of relationships. Figure 4.7
shows the pr-curves for three query scenes with different ddepth values. In Figure 4.7
(a), the pr-curve for ddepth = 1 gives slightly higher precision than ddepth = 2, which
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means that the users tend to pay more attention to the immediate neighbours of the
“plate” (which are the toast, the table, and the other objects on the table) than those
in the extended community. The results in Figure 4.7 (c) are similar to (a), but there
is a larger difference in precision between the two depths. In Figure 4.7 (b), ddepth =
2 gives the highest precision, which means the users also consider the objects in the
extended communities when evaluating the similarity of the spatial relations. We can
assume that factors such as the scale of the scene and the density of objects effect the
perception of the neighbourhood. The scene in Figure 4.7(b) has more objects densely
located around the desk compared with the desk in Figure 4.7(c) and the scale is larger
than the scene shown in Figure 4.7(a).
Figure 4.8: Failure case. The results with red bounding box are not satisfactory, as they are
“object on table” whereas the query is “object hanging above another object”.
Figure 4.8 shows a failure case for our method on the Stanford Scene Database,
with half of the top ten results (object on table) not matching the query object (deco-
ration hang above the bed). As the bottom of the decoration is almost in contact with
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the bed head, it is similar to the “one object on another” examples in terms of spatial
relationship. This can be a typical failure case of retrieval results not being consis-
tent with the user’s intuition due to the fact that we do not take into account geometry
information of the individual objects nor their semantic labels. The failure cases are
mostly removed from the retrieval results when the decoration is lifted a little bit so
that the relationship between the decoration and the bed head are not misunderstood as
contacts.
4.4 Summary
In this chapter, we first showed how the features of the IBS can be applied to 3D scene
classification. The rich information among numerous types of object relations is well
contained in the IBS. Its capacity for describing these relationships lies in its topolog-
ical and geometric features. Betti numbers enable us to recognize very sophisticated
relations while the distance, the direction and the shape of the IBS further indicate
nuances at a finer level.
In addition, we have proposed an automated mechanism to understand the structure
of big scenes consisting of a large number of objects. Knowing the hierarchy of big
scenes is crucial for applications such as content-based relationship retrieval. Because
of the nature of the IBS, the calculation naturally rules out relationships between ob-
jects that are too far from each other or have too many objects between them. The
structure of the IBS segments the scene into groups at every level. Therefore, we are
able to automatically build up a hierarchical structure that contain meaningful groups.
We also propose similarity metrics based on the IBS that effectively distinguish differ-
ent types of spatial relationships between objects or object groups. These metrics are
equipped with the scene hierarchy so that comparison can be made between objects
based on their contexts.
The discriminative power of the IBS deteriorates when the distance between objects
increases. When there are just two objects in the scene and they are far apart from each
other, we suspect that IBS features can be replaced by simpler features used in [Fisher
and Hanrahan, 2010] such as the height displacement and radial separation. As we
focus on understanding relationships in this research, individual geometry plays a less
important role. This is different from previous works. Hence, for applications such as
retrieval, it might cause confusion when the user tries to retrieve scenes not only with
similar relationships but also with similar geometries.
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Figure 4.9: Retrieval results by using IBS features. In the query scene (left), the object with a
bounding box (the desk) is the query object. We show the other objects within the search depth
in colour while leaving the rest of the scene in grey. The resulting scenes from left to right are
shown in order of similarity (right). The red object is the retrieved object with a similar context to
the desk. We also only render the objects within the search depth for the resulting scenes.
Figure 4.10: Retrieval results found by using the DIS feature.
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Figure 4.11: More retrieval results found by using IBS features. The 3D scenes are from the
Stanford Scene Database [Fisher and Hanrahan, 2010].
We believe that the potential for using the IBS for spatial relation representation
has not been fully explored. Potentially, any feature which can be extracted from 3D
mesh can be used on the IBS. We hope to inspire new ideas for using other features on




In this chapter, we describe a novel multiresolution approach to the classification and
retrieval of interactions between human characters and objects by using the IBS struc-
ture described in Chapter 3. Based on a multiresolution representation of the body
structure and the IBS between the character and the object, we compute a correspon-
dence matrix hierarchy that describes which parts of the character’s skeleton compose
the IBS and how much they contribute to the interaction. Different scenes are then
compared by considering both the correspondence matrix and the PFH feature of the
IBS. Through the experiment results, we show that our IBS-based method outperforms
existing techniques in motion classification and retrieval, which implies that contextual
information plays a significant role for scene and interaction description.
5.1 Motivation
The number of scene databases that include both human activities and the environment
is increasing due to ready-to-use 3D scanning devices such as the Microsoft Kinect.
Such data includes both the 3D movements of the human, in the format of joint angles
or joint positions, and the object or environment, in a point cloud or 3D mesh format.
Despite the growth in the size of such data, little work has been done for the in-
dexing and retrieval of such data. Most existing work focuses either on human motion
data, or object and static scene data. A naive solution for analysing the interaction data
is to compute the features of the individual scene elements and couple them into an ex-
tended feature vector. Such a “bag-of-words” type of concept is not ideal for indexing
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and retrieval that require high precision. Because the precision of this type of approach
is not very high due to the lack of contextual information that describes how the human
is interacting with the objects.
Although the IBS representation proposed in Chapter 3 is well suited for extract-
ing the geometric and topological nature of close interactions, contextual information
about which part of the body is interacting with the object must be further provided
when describing character-object interactions. An example is shown in Figure 5.1.
Here, the geometry and topology of the IBS are very similar though humans will not
recognize the two actions as similar, due to the large difference in the body parts in-
volved in the interaction.
Figure 5.1: Different interactions which produce IBS with similar shapes: (a) a stick between
legs, (b) a stick under the arm.
Chapter 5. Relationship-Based Character-Object Interaction Analysis 71
5.2 Objective
We propose a new approach to indexing and retrieving animation scenes where the
human body closely interacts with objects using the IBS. The contributions of this
chapter are as follows:
• A multiresolution representation that can describe the fine details of the interac-
tions between a human and an object or the environment.
• A distance function that can compute the similarities of the interaction motions
based on the context of the scene.
• An extensive evaluation of the proposed representation and distance function by
comparing it with existing metrics.
5.3 Representation and Distance Function
In this section we propose a multiresolution feature of IBS to describe the interaction
between a character and an object. After building a multiresolution structure of the
character body (see Section 5.3.1), a multiresolution feature is computed based on the
correspondence between IBS and the character body (see Section 5.3.2), and then we
define a function to compare different interactions based on the multiresolution feature
(see Section 5.3.3).
5.3.1 Body Hierarchy
Here we present a multiresolution structure of the body model, which is used for adding
contextual information to the IBS and computing the similarity of two scenes.
We build a structure of the body as shown in Figure 5.3 based on the Biovision
hierarchical skeleton (BVH) structure shown in Figure 5.2. The body is divided into
smaller regions as we go down the hierarchy. At the first level, the body is divided
into the upper and the lower region, and in the second level they are further divided
into the limbs and the torso areas. Once we reach the individual rigid bones (i.e., the
upper arm, head, thigh), we further segment the body into smaller regions. Here we
represent each body part by cylinders. They are segmented along the central axis and
the circumference. However, this can be generalized to arbitrary 3D polygon meshes
using subdivision schemes such as [Peyre and Cohen, 2004].
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Figure 5.2: BVH skeleton structure. The circles indicate the segmentation locations of the first
three levels.
Figure 5.3: The character body is segmented into 2, 6, 14, 28 and 38 regions. Each colour
corresponds to a unique label.
5.3.2 Representation for Interaction
In order to represent the context of the 3D scene, we make use of the IBS and further
enhance it with a new feature to handle interactions between human characters and 3D
scenes. Next, we explain how to compute this new feature.
We evaluate the details of the relationship between the body and the object by
examining how much each part of the body contributes to the IBS. This is done by
projecting the multiresolution structure of the body defined in the previous section
onto the IBS according to the correspondence information between the IBS and the
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body-part of the character, which can be obtained when computing the IBS. For each




i belongs to the
character body, and soi to the object. We then give the s
c
i ’s label to ri. We show in
Figure 5.4 the labelled IBS which correspond to different levels of the character body
segmentation.
Figure 5.4: Labelling the IBS according to the character segmentation: (a) the original scene:
the character stands by the desk; (b) the character is segmented into two parts: the upper
body (red) and the lower body (green), and the label information is passed to the corresponding
ridges on the IBS. The red area on the IBS corresponds to the upper body and the green area
the lower body; (c)(d)(e)(f) projecting other levels of body segmentation to the IBS.
We can then define a feature vector set V = {V1,V2, ...,VN} based on the labelled
IBS, where N is the number of resolutions. Let us assume that we are evaluating the
segmentation of IBS at resolution r. In the current resolution r, the character body is
segmented into nr regions, each of which is defined as bri (0 ≤ i < nr). Let us then
assume that there is a corresponding region on the IBS, which is defined as IBSri (Note
that not all the bri has corresponding IBS
r
i ). The relationship feature of the current
level Vr is a nr dimensional vector, whose items correspond to the body regions and
indicate how much the body region contributes to the interaction. The element i of the
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correspondence vector Vr is defined as:
Vr(i) =
wi If IBSri exists0 otherwise. (5.1)





j is computed by Equation 3.1. The zero value in V
r means that the corre-
sponding body part does not produce any IBS region, and thus does not contribute to
the interaction. Figure 5.5 shows the correspondence vectors at level 2 of two different
frames in a “pick up the table” motion.
Figure 5.5: Example correspondence vectors for two frames.
Theoretically, we can compute the multiresolution structure for both parts of the
scene and project the structure on to the IBS. In this case, each region of the IBS
corresponds to a pair of segments of both interaction parts; and V for each resolution
can be represented by a 2D matrix. The multiresolution segmentation can be done
on any type of data (mesh, point clouds, skeleton, etc). As long as we can find the
correspondence between the scene objects, we can compare the similarity between
IBS projected regions. However, we only segment the character skeleton here, not the
object. This is because the geometry of the objects with which the character interacts
can be inconsistent. We have found it more practical to compute a vector based only
on the body labels.
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5.3.3 Distance Function
We now describe how we compute the distance between two configurations repre-
sented by the multiresolution vectors that we defined in the previous section. Ideally,
the distance function must quantify how much movement is needed for the body to
move from one state to the other while not colliding with the object. Due to the large
degree of freedom of the human body, such a motion planning problem is extremely
difficult to solve and requires a huge amount of computation. Here we provide an ap-
proximation by assuming that the object shifts around the body and that the body has
enough flexibility to avoid collisions when moving from one configuration to another.
Simply comparing two feature vectors at one resolution, say the highest resolution
VN , does not result in a value that describes how much movement the object needs to
shift around the body. This is not ideal for indexing and retrieval, where the scenes
must be ordered according to the similarity.









where wr is weight for level r and nr the length of the vector in level r. Figure 5.6 shows
an example of computing the distance between two frames. In practice, we set wr as the
r-th power of 0.5. Even though the dissimilarity of the configurations cannot be fully
described at a single level, it can be computed as we go up the hierarchy and consider
more levels of the detail. To show the change of V during the motion, we computed
the distance between frames of a “pick up the bin” motion by using Equation 5.2 and
visualized the distance matrix in Figure 5.7.
To compare two interactions, we also consider the difference between the PFH
features that we defined in Section 3.4. This is necessary as the multiresolution feature
only describes the local proximity, so that the overall difference of postures cannot be
distinguished. For example, configurations shown in Figure 5.8 (a) and (b) will result
in similar correspondence features. So both the local and global features of the IBS are
taken into account for the final distance:
drelation = w1×dmulti +w2×dPFH . (5.3)
In the next section, we will explain how we use this distance measure for comparing
two interaction motions.
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Figure 5.6: The correspondence vectors and the computation of the multiresolution distance.
Figure 5.7: (a) the “pick up the bin” motion, (b) the distance matrix of this motion. Item (i, j)of
the matrix is dmulti between frame i and frame j. The brighter colour indicates lower distance.
5.4 Motion Comparison
In this section, we first extract keyframes, which are the representative frames of the
entire motion (see Section 5.4.1). Then we compute the distance between different
motions by Dynamic Time Warping (DTW) in Section 5.4.2.
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Figure 5.8: The global shape of the IBS is also important: (a) and (b) are example scenes
which produce similar correspondence vectors, while their IBS have different global shapes.
5.4.1 Key-frame Extraction
The keyframe extraction is done to abstract the motion so that the memory usage and
the computational cost for motion indexing and retrieval can be reduced.
We compute keyframes based on the context of the scene. Previous methods, which
are only based on the posture of the characters, is not suitable when the scene involves
close interactions of multiple characters and objects. Here we use the distance function
defined in the previous section to extract the frames that are different with respect to
the spatial relationships.
We first build a distance table by computing the distance between each pair of
frames in one motion by using Equation 5.2. The first two keyframes are the two
frames with the maximum distance. To add another keyframe, we use the “farthest
point strategy”, which is finding the frame farthest (in other words, which has maxi-
mum distance) from existing keyframes. If this distance is greater than a threshold, it
is chosen as a keyframe. This process comes to an end when no more frame can be
added to the keyframe list. We set the threshold to 0.15 in our experiments. Figure 5.9
shows two series of keyframes computed by this method.
The keyframes are used as the representative frames of each interaction. When
computing the distance between different interactions, we apply DTW, which will be
explained in the next section, only to the keyframes rather than the entire motion, thus
reducing the online costs and memory.
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Figure 5.9: Examples of the key frames for motion (a) “ride on the stick” and (b) “pick up the
table”.
5.4.2 Dynamic Time Warping for Motion Comparison
Dynamic Time Warping (DTW) is a technique to align different time-series data, which
is widely used for the alignment of speech, motion and video data. The key idea
of DTW is to compute a cost matrix between every pair of input frames, and find a
minimum cost path, which is typically located near the main diagonal of the matrix.
The readers are referred to [Müller, 2007] for a more comprehensive explanation of
DTW and its application.
We can get a similarity measure between two motions by applying DTW to the
series of keyframes extracted using the method described in the previous section. Se-
lecting the appropriate features and distance measure of the frames is the key of using
DTW. In our case, the distance between frames is computed by Equation 5.3. In the
next section, we will show motion retrieval results using this method.
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Object Number of motions Object Number of motions
1. Large bin 19 8. Hula hoop 30
2. Small bin 22 9. Pistol 3
3. Box 25 10. Rifle 5
4. Chair 12 11. Ball 7
5. Table 25 12. Book 2
6. Broom 17 13. Cup 3
7. Tube 14 14. Hat 1
Table 5.1: Interaction Motion List
5.5 Experiments and Results
In this section, we first describe the interaction dataset in our experiments (Section 5.5.1),
then the results of a single frame retrieval (Section 5.5.2), and lastly the retrieval of the
motions (Section 5.5.3).
5.5.1 Dataset
The interaction data used in our experiments includes both the motion of the character
and the object. We follow the approach in [Sandilands et al., 2012a], where a magnetic
motion capture system is used to track both the movements of the body parts and the
object. The main advantage of using this magnetic motion capture system is that it
does not suffer from occlusion problems. The system records both the translation and
orientation of the each sensor, so the configuration of each rigid bone/object can be
recovered accurately by a single sensor.
For the experiments in this section, we captured 164 short interaction motion clips
between human and different objects. We used 14 sensors on the actor and 2 sensors on
the object. The sensor locations on the actor are shown in Figure 5.10. We also used 21
motion clips captured by Sandilands et al. [2012a]. In total, there are interactions with
13 types of objects. The description of the objects and the motions are listed in table
5.1. All the motion data used in our experiments have been published in the Edinburgh
Interaction Database [Sandilands et al., 2012b].
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Figure 5.10: Locations of magnetic sensors (highlighted by red circles) on the body when
capturing the motions.
5.5.2 Retrieval by Single Frame
To examine the multiresolution feature and the distance function we proposed in Sec-
tion 5.3, we conducted a frame-based retrieval. Given a query frame, our system com-
pares it to all the frames in the database and ranks the results according to the similarity.
The query can be a frame from an existing interaction in the database or a scene de-
signed by the user. In Figure 5.11 we show the retrieval results for four example queries
using Equation 5.3 (considering both multiresolution feature and the PFH feature).
We also compare the retrieval results when using different features including PFH
feature (PFH), multiresolution feature (MULTI), as described in Section 5.3.2 and Sec-
tion 5.3.3, two features together (PFH+MULTI), and a traditional position-based fea-
ture denoted as POS+OBJ. POS+OBJ feature is a vector whose items include the po-
sition of the body joints (POS) and the centre position of the object (OBJ). The object
position is defined in the character’s root coordinate system. The difference between
POS+OBJ features is measured by L1 distance. Figure 5.12 shows retrieval results of
using these features. We compare the proposed feature (PFH+MULTI) with the others
and discuss about the advantage of the proposed feature below:
MULTI: As the query is a frame where the character is sitting on a chair, the system
returns interactions where the object is in proximity to the legs when the MULTI fea-
ture is used. However, as the MULTI feature does not consider the overall shape of the
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IBS, it cannot distinguish the “ride on” posture from other types of interactions where
the legs are in proximity to the objects.
PFH: The PFH feature extracts the characteristics of the body which is half wrapped
around the object, and therefore such postures are returned as high-rank frames. But
as the PFH feature does not contain any information on which body part produces
the interaction, sometimes the system returns arm-related interactions rather than leg-
related ones. Compared with MULTI and PFH, the MULTI+PFH returns more relevant
results, which are the scenes with an object between the legs.
POS+OBJ: When POS+OBJ feature is used, some unrelated interactions come to the
top (such as holding a rifle). The context of the scene is not explicitly described in this
feature and some interactions where the character takes similar postures under different
contexts can be ranked high in this case.
Evaluation of Multiresolution Distance
To justify the usage of the multiresolution distance, we show the results of using differ-
ent sets of resolutions for frame-based retrieval in Figure 5.13. As in previous experi-
ments, four levels of resolutions are prepared for the character body. From the top to
bottom, we show the results of computing the multiresolution distance when gradually
increasing the resolution. Considering the spatial relationship between the character
and the object in the query, the most relevant results should be the character carrying
an object on the right shoulder. From the results we can see that the most similar scene
is moving to the top rank when we add in more levels of details.
5.5.3 Retrieval by Motion
In this section, we do the retrieval of interaction motion by using three types of fea-
tures: MULTI+PFH (Section 5.3.3), POS+OBJ (Section 5.5.2) and PFH (Section 3.4).
The retrieval results based on these features are compared and evaluated.
We manually classify 185 motion clips into the following four categories and use
this classification as the ground truth:
• Pick up an object (39 clips)
• Put down an object on the floor (33 clips)
• Hold and manipulate an object (34 clips)
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• Stepping over an object (27 clips)
Other 52 motions are labelled as “other” which are dissimilar from each other.
To show the resulting similarities of all motions in the database, we visualized the
similarity matrix in Figure 5.14. The final motion similarity values are between 0 (low
similarity) and 1 (high similarity). From Figure 5.14(a) we can see that by using IBS-
based measure, the intra-class distance is generally smaller than the inter-class distance
(except in the “other” class), while in Figure 5.14(b) the location-based distance does
not show clear patterns of classes.
To quantitatively compare the retrieval performances, we plotted the precision-
recall curve of the four classes of motions when using the MULTI+PFH (solid red),
PFH (dashed orange) and POS+OBJ (dotted blue) distance in Figure 5.15.
MULTI+PFH preserves more information about the spatial relationship between
the body and the object and therefore performs much better than the POS+OBJ. One
way to improve the performance of the POS+OBJ feature is to increase the numbers of
sample points on the object. However, there is a difficulty in deciding how to sample
such points, as the geometry can be significantly different among objects and finding
correspondence between objects is not easy.
We can also see that the MULTI+PFH performs much better than PFH. Because
PFH does not consider which body parts are contributing to the interaction, as has
been discussed in Section 5.1. The experiment results support our reasoning of PFH’s
limitation and show that the multiresolution feature is an important supplement for
describing character-object interactions.
Two examples of the retrieval results when using the proposed MULTI+PFH dis-
tance are shown in Figure 5.16 and Figure 5.17.
5.6 Conclusion
In this chapter, we explored the spatial relationship representation for 3D character-
object interactions. We argue that using a representation that explicitly describes the
spatial relationship between the body and objects can greatly improve the performance
of indexing dynamic scenes. We developed a new multiresolution representation that
describes the spatial relationship between a character and an object, and use it for
keyframe extraction and motion retrieval. Through the experiments we showed our
representation performs much better than existing ones.
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Although motion analysis is a well developed area, very few work copes with the
problem of character-object interactions. Also, previous methods of retrieval mainly
focus on individual items, such as the kinematics of characters, object geometry, man-
ually provided labels or simple contextual information based on relative vectors and
contacts. There has been little attempt to define a representation that describes the rich
nature of context.
One advantage of indexing scenes based on the spatial relationship is that we can
be relieved from analysing the fine details of the object geometry, which is far more
difficult than analysing the IBS. Objects can have arbitrary topology, making the com-
puting of the correspondence of objects a very difficult problem. In contrast, it is
easier to find the correspondence between character bodies. Comparing the context by
our method becomes a much simpler problem than comparing the geometry of all the
objects in the scene.
We did not use the topological information of the IBS such as the Betti numbers,
because the body can easily penetrate the objects in dynamic scenes due to the low
accuracy of the motion capture data. We can only attach one sensor per rigid body part
and we have only 20 sensors for the entire body, which is not enough for capturing the
fine details of the body movements.
In the future, we would like to try our method on different types of interaction
data. For example, the interaction data captured by the Kinect in [Peursum et al., 2004,
2005]. One big challenge is that the objects captured by camera are not complete
models. The incompleteness of the object geometry does influence the accuracy of
IBS. Finding a way to overcome this problem is one direction of our future research.
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Figure 5.11: Queries and retrieval results by using Equation 5.3 (MULTI+PFH).
Figure 5.12: Comparison of the retrieval results by using different features.
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Figure 5.13: The most similar frames for different level settings. The results are the most similar
frames in the order of similarity. The good results are highlighted with red borders. This figure
aims to show how the retrieval results can be improved when higher levels of detail are added.
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Figure 5.14: Similarity matrix of our database which shows the similarity between motions
based on features (a) MULTI+PFH and (b) POS+OBJ.
Figure 5.15: Precision-Recall curves for (a) class 1: “pick up” motion, (b) class 2: “put down”
motion, (c) class 3: “carry and move” motion and (d) class 4: “step over” motion.
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Figure 5.16: Retrieval results for the motion “pick up the hoop”. The results are ordered by
similarity.
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In this chapter, we propose a novel approach to synthesize new scenes from example
scenes by replacing objects with new ones. The novelty of our approach is that we
encode the spatial relationship between the objects using the IBS, and by conducting
a partial matching of the open space around the new objects with that of the original
scene, examine if new objects can replace existing ones while preserving the original
spatial relationships. In order to do this, we compute a translation, rotation and scale
equivariant 1 feature which we call the “shape coverage feature (SCF)” (see Section 6.3
for details). This feature can effectively encode the relative location of a point in the
open space with respect to objects around it. Using our approach, new scenes can
be automatically synthesized from existing scenes and new objects. Our system is
flexible in terms of input data as the object data can be in an arbitrary format, for
example a point cloud, triangle mesh or polygon soup, and does not require any label
information. As a result, the users can make use of arbitrary data from different sources
for synthesizing new scenes.
6.1 Motivation
There is an increase in the amount of research which analyses the structure of man-
made objects or composition of scenes composed of multiple objects, and which makes
use of the knowledge learnt to automatically synthesize new contents. The objective
of such work is to improve the efficiency of the design process.
Existing methods of automatic scene synthesis only use simple features such as
1If the input is transformed...then the inferences made by the system should co-transform in a stable
and predictable way; this is termed equivariance. [Kivinen and Williams, 2011]
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contacts or relative vectors to describe the spatial relationship between objects. Com-
plex relationships, including hooking, enclosing, surrounding, and tucked in, cannot
be described by such simple descriptors. So existing methods make many assumptions
about the objects in the database, for example that they are all labelled and in the same
scale. As a result, it is not possible to use arbitrary object data, such as those that can
be downloaded from the web, or those which might be captured using the Kinect.
Here we use an example in Figure 6.1 to illustrate the synthesis problem. The input
scene (c) is one which contains a chair tucked under a table, and a new table (d) and a
new chair (e). The goal is to synthesize a new scene with the new chair tucked under
the new table (as shown in (f)).
Figure 6.1: Synthesis example: (a) Object “table” in the input scene (the old table), (b) object
“chair” in the input scene (the old chair), (c) input scene, (d) the novel table, (e) the novel chair,
(f) the goal of the synthesis.
A naive solution for this problem would be to conduct a matching of the geometry
between the single objects, and then align the objects based on the matching result. In
the case of the example of the chair tucked under the desk, the new table and chair can
be respectively aligned to the table and chair in the original scene. However, although
this method seems straightforward, it may fail because of following reasons.
Firstly, existing shape matching methods normally match objects based on their
geometry rather than function. As a result, they will not work well when the geometry
of the novel objects is very complex, such as those shown in Figure 6.2. The novel
table in Figure 6.2 (a) is only half the size of the one in the given scene, and has some
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objects on it. The novel chair in Figure 6.2 (b) is actually a stool next to a shelf, but
this group of furniture can be used as a chair. In such cases, the novel and the old
objects have very different geometry, which existing shape matching methods cannot
deal with, even though the novel objects can produce a scene with a similar function.
Secondly, even if the shape of the novel objects is simple and thus alignment eas-
ier, the synthesis result may still be invalid. For example, by directly matching the
novel table and chair in Figure 6.1 (d)(e) to the table and chair in Figure 6.1 (c), we
can get a result as shown in Figure 6.3 (b). Note that the space between the novel
table and chair is much narrower and cannot keep the same function as in the original
scene. For instance, while a virtual character can sit between the table and the chair
in Figure 6.3(c), he may not be able to do so in the Figure 6.3 (b) because of the lack
of space. A desired solution is shown in Figure 6.1 (f), in which both of the objects
are scaled and the spatial relationship between them well-kept. For scenes in which
multiple objects are in close proximity, the open space between the objects becomes
an important feature. In the case of the example of the chair tucked under the table,
the orange parts shown in Figure 6.4, which are composed of surfaces from different
objects, mainly define the spatial relationship of “tucked under”. Simply matching the
geometry of single objects does not work well in such cases.
Figure 6.2: When the novel object is more complex, it is not clear how the matching between
the novel and the old objects should be conducted.
In this research, we use the open space between the objects as a feature for exam-
ination if the novel objects can produce a scene with the desired relationship. More
specifically, we use the IBS in the original scene as a soft constraint for synthesizing
new scenes composed of novel objects. In order to do this, we first compute the IBS
and the features of the open space around it in the original scene (Figure 6.5 step(1))
and then match them with the open space around the novel objects ((Figure 6.5 step(2)),
which results in a novel scene with the same context ((Figure 6.5 step(3))).
Using our method, new scenes can be automatically synthesized from existing
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Figure 6.3: If the novel and the old objects are matched as in (a), the synthesis result (b),
compared with the given scene (c), has very narrow space between the two objects.
Figure 6.4: The orange lines show the most important part of object for defining the spatial
relationship “tuck uncer”.
scene and novel objects. This is useful for applications including computer anima-
tion, computer games and virtual environments. As our approach is purely geometry
based, it does not make many assumptions about the data. Therefore, data which are
designed by the user using 3D modelling software, captured by scanning devices or
simply downloaded from the internet can all be easily applied.
6.2 System Pipeline
We show the pipeline of our system in Figure 6.6, which is composed of two main
stages. In the feature extraction stage, the open space is analysed, and the IBS and
the shape coverage feature (SCF) are computed. In the matching stage, the open space
around the IBS and the new objects are matched using geometric hashing.
In the feature extraction stage, we first compute the IBS of the example scene
(Figure 6.6 step (1)). We then sample points on the IBS and compute the SCF and
distance feature at these sample points (Figure 6.6 step (3)). The SCF is computed
with respect to each object in the scene. For the given new objects, we compute the
distance field and SCF in the open space around the objects (Figure 6.6 step (2)) by
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Figure 6.5: Overall idea of our solution. (1) Compute the IBS and features of the open space
around it in the original scene. (2) Match the IBS’ open space with the open space around the
novel objects. (3) The resulting scene is produced by combining the matching results of the two
novel objects.
uniform sampling.
In the matching stage, the samples that share similar SCF with those sampled on
the IBS in the example scene are selected (step (4)). These selected samples are the
candidate points for matching. Next, a partial matching is conducted between the IBS
points and the candidate points (Figure 6.6 step (5)). This is followed by a refinement
of the matching result by a local optimization (Figure 6.6 step (6)). Finally, the two
objects are combined and a new scene is produced (Figure 6.6 step (7)).
In the rest of this chapter, each step (except step (1) which has been introduced
in Section 3.2) will be described in detail, step (2) in Section 6.3, steps (3, 4, 5) in
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Section 6.4.1, step (6) in Section 6.4.2 and step (7) in Section 6.4.3.
Figure 6.6: The outline of our method: (1) Computing the IBS and the features for the open
space around the IBS, (2) computing the features for the open space points of the new objects,
(3) sampling points on the IBS and computing two sets of features for these points, building two
hash tables based on each set of features, (4) finding candidate points, (5) partially matching
the open space points and the IBS points by using geometric hashing, (6) local refinement, and
(7) the final combination of the two objects.
This chapter contributes:
• A method to synthesize novel scenes where multiple objects interact closely with
one another,
• A scheme to index the open space around objects using a novel translation, rota-
tion and scale equivariant feature which we name shape coverage feature (SCF),
and
• A partial matching scheme for the open space around objects based on geometric
hashing.
6.3 Feature of Open Space: Shape Coverage Feature
In this section, we propose a new feature that describes the characteristics of the open
space with respect to the surrounding objects. This is used for conducting a partial
matching of the open space in the example scene and that around the new objects.
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Previous features that describe the relationship of points in the open space with
respect to objects are not descriptive enough to be used for our purpose. For example,
features such as the distance to the closest object or the locations where those val-
ues have discontinuity in the gradient space (medial axis vertices) are often used as a
feature in the space. However, such features only provide the distance and direction
information about the closest points (or set of points), but not any on the remaining
geometries. Similarly, another feature often used in graphics is called the generalized
winding numbers [Jacobson et al., 2013; Wang, 2012], which quantifies how much a
point in open space is surrounded by surfaces. Again, the feature is significantly ab-
stracted to a single value and is not a strong feature to evaluate the relation of a point
with the surrounding objects.
In order to cope with these issues, we propose a new feature: the shape coverage
feature (SCF), which quantifies the distance as well as the coverage information in all
directions. It provides much richer information about the relation of a point and the
surrounding objects. In order to reduce the memory usage per point, we define the fea-
ture in the frequency space using spherical harmonics. The details of the computation
are as follows.
Given a point P in the open space, we cast rays in all directions (see Figure 6.9 (a)).
More specifically, we uniformly sample 2B×2B points on a unit sphere whose centre
is at P, and cast rays along the direction from the centre to each sample (see Figure 6.7
(a)). Each ray can be indexed by (i, j), where i is the index along the longitude and j
the index along the latitude. We then check whether the ray collides with any object
(Figure 6.9 (b)). If it does, then we record the distance d from P to the intersection
point. d is set to infinity when the ray does not collide with any object.
We then define a function called the volume diameter function (VDF) as:
fV D(i, j) = {
dmin
d(i, j)
|0≤ i, j ≤ 2B} (6.1)
where i, j are the ray indices and dmin is the minimum distance among all rays. Note
that the range of the elements of fV D is between 0 and 1. The infinite ray results in a
value of 0, while the ray which has minimum distance results in a value of 1.
Finally, we compute the harmonics of this function (Figure 6.9 (d)) and use the
absolute value of the harmonic coefficients to build the SCF vector. An example vec-
tor of the spherical harmonics (SH) coefficients is shown in Figure 6.8. Because of
the symmetry in the rows of the values, we only use one side plus the middle col-
umn of the values (as highlighted in Figure 6.8). Therefore, the SCF is a vector that
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Figure 6.7: (a) To find the ray directions, we sample the unit sphere based on equally spaced
angles. (b) In the SDF method [Shapira et al., 2008], the rays are cast within a cone.
Figure 6.8: An example output of the absolute values of the spherical coefficients. The high-
lighted parts are the values we use to build the SCF vector.
preserves the coefficients in each frequency. The total dimension of this vector is
∑
L−1
l=0 nl = (L+ 1)L/2, where L is the maximum resolution of the SH considered. In
practice, we set L = 4 (l is 0,1,2,3), resulting in a vector whose size is 10. We use
SpharmonicKit [Kostelec, 2008] for computing the spherical harmonics coefficients in
our experiments.
The ray-cast method was inspired by [Shapira et al., 2008], which measures the
diameter of the object’s volume by casting rays from each point on the mesh (Fig-
ure 6.7(b)). There are two main differences between our ray-casting strategy and their
method. First, we cast the rays from open space points not from the points on the
object mesh. Second, we cast rays to all directions instead of only within a cone.
The SCF is rotation and scale equivariant. It is scale equivariant because the ab-
solute length of the ray is normalized by the minimum length of all rays. We do this
because the information we are most interested in is the distribution of the rays and the
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Figure 6.9: Computation of SCF for a point: (a) cast rays from this point; (b) find the rays
intersect with the object; (c) compute the VDF; (d) compute the spherical harmonics coefficients
for the VDF [Papadakis et al., 2007]; (e) build the SCF vector from the coefficients.
relative length of rays rather than their absolute length. By further applying the spheri-
cal harmonics transformation, the VDF is transformed to a rotation equivariant feature.
In Figure 6.10, we visualize the first three dimensions of SCF vector of the open space
around a chair model under different scale and orientation. It can be observed that
the distribution of the values is equivariant under such transformations. This feature
is also robust with respect to the local geometric details of the model. In Figure 6.11
we visualize the SCF values for two hooks. Although they have very different local
shapes, the overall distribution of the SCF value is similar.
Using a larger bandwidth B to compute spherical harmonics will result in values
with higher precision. In [Papadakis et al., 2007], they set B to 40 for computing
3D shape features. As we need to compute the SCF for a large number of points
around the shape rather than only compute once per shape as in [Papadakis et al.,
2007], we use a smaller B to speed up the process. To qualify the precision of this
setting, we use the SCF computed by B = 40 as a benchmark feature and evaluate
the difference between the benchmark feature and the feature computed by smaller
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Figure 6.10: The SCF is scale and rotation equivariant. We show the SCF vector values of the
points in a volume surrounding the chair model. From the left to the right, the first four items of
the SCF vector are visualized. Blue indicates higher value, red lower.
B. For each dimension of the feature for the current B, we measure the average of
the difference to the benchmark feature value over all open space points. Figure 6.12
shows a plot of the curves which reveals how the difference changes as B increases.
The feature value range is around [0,1.6] for the chair model and [0,2.5] for the flower
model. The curves show that the difference is lower than 0.03 (approximately 2%) for
the chair model and 0.015(approximately 0.6%) for the flower model when B = 10.
The element operation for computing the SCF is ray-mesh intersection detection.
We use an octree spatial index structure for the mesh model to accelerate this opera-
tion. In practice, we apply MiniLight library [Ainsworth, 2013] for this purpose. The
computation time is shown in table 6.1. The total time depends on both the complexity
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Figure 6.11: The distribution of the SCF around hooks of different geometry. The middle and
right columns are the visualization of the first and second item of the SCF vector respectively.
Blue indicates higher value, red lower.
of the object mesh and the number of open space points considered. It takes around
1ms for each SCF computation.
No. Face No. Open Total Time Time per Point
Space Points (sec.) (sec.)
chair 688 4485 2.708 0.000603
table 136 21142 10.74 0.000508
flower 8452 9180 8.72 0.000950
vase 2592 14400 9.772 0.000679
hook 800 4200 4.485 0.001068
Table 6.1: Timing results for computing the SCF using B = 10 (2B× 2B = 400 rays) for each
open space point. Testing done on i7-2600 CPU, 3.4GHz with 16G RAM.
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Figure 6.12: The difference to the benchmark feature is reduced when the bandwidth B is
increased for (a) the chair model and (b) the flower model. The lines 1 to 10 represent the
dimension 1 to 10 of the SCF vector.
6.4 Synthesis
Using the SCF computed for both the original scene and the novel objects, we can
synthesize novel scenes by replacing the old objects with new objects using feature
matching. We first find the coarse match using geometric hashing (see Section 6.4.1),
and then conduct a finer registration using local optimization (see Section 6.4.2).
6.4.1 Indexing the Open Space by Geometric Hashing
In this section we conduct a partial matching between the open space around the IBS,
where the interaction between the objects takes place, and the open space around the
novel objects. A good match of the open space can be produced even when the fine
geometry of the objects is different; and we can easily reject examples where there are
obstacles that prevent us from producing similar scenes.
Although various methods can be considered for such kinds of volumetric partial
matching, we use geometric hashing [Wolfson and Rigoutsos, 1997]. The advantage
of geometric hashing is that it is an affine-invariant approach, which allows objects
with different scales and orientation to be used as the input data. Also, we can use it in
combination with the SCF to quickly reject objects that cannot produce a scene similar
to the example.
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In order to apply the geometric hashing method, we need to extract point clouds
from the input data (the open space around IBS and the open space around the new
objects) and prepare the features of these points. We sample points on the IBS and
use these points as the input of geometric hashing. More specifically, we conduct
a weighted sampling on the IBS by the method introduced in Section 3.4.2. Two
hundred points (“IBS feature points”) are sampled for each IBS in practice. The SCF
are computed with respect to each object in the example scene at the IBS feature points.
Therefore, the IBS has two sets of SCF, one set per side (as shown in Figure 6.13 (step
1)). We build two hash tables for the two sets of features (see Figure 6.13 (step 2)).
Next, for each new object, we sample points uniformly in its open space and compute
the SCF for each sample point. The above computation can be done in advance during
the feature extraction stage. For each new object, among the points uniformly sampled
in the open space, we select n points for each IBS sample point that have the most
similar SCF (we set n = 10 in our experiments). These points (“candidate points”)
are combined and used as the feature points of the open space of the new object. If
the similarity between the SCF of the candidate points and the IBS feature points are
too small, it is likely that this object cannot produce a similar scene and is therefore is
rejected at this stage.
Now the IBS feature points and the candidate points are matched to fit the new
object into the scene using geometric hashing. More specifically, we first find a list
of bases for the candidate points, then transform these points according to each basis.
Then the transformed candidate points are mapped to the IBS hash table and our system
returns the item from the table with the highest matching score. The transformation
corresponding to this best match is computed and the object can be transformed into
the coordinate system defined by the IBS. This process is done for all new objects (see
Figure 6.6 (5)). This approach is similar to the method in [Gal and Cohen-Or, 2006],
where geometric hashing is applied for partial matching 3D surface data.
We use Algorithm 2 to summarize the content of this section. The parts (a), (b)
and (c) correspond to the step (3), (4) and (5) in Figure 6.6. The readers are referred to
Appendix G for details of geometric hashing algorithm.
The fitting results by this approach are not perfectly accurate as we conduct sam-
pling to match the IBS and the open space around the new objects. This issue is
addressed by local optimization which is described in the next subsection.
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Data: Existing scene, novel objects
Result: A set of transformation matrix for matching IBS with each novel
object’s open space
(a): Prepare IBS
Compute IBS for the existing scene
Sample the IBS to get a point set SIBS
Compute SCF feature for each point in SIBS
for each novel object oi do
(b): Find candidate point set
Sample points in oi’s open sapece, get a point set Si
Compute SCF feature for each point in Si
Compute Candidate point set Scai which is a subset of Si:
for Each point p j in SIBS do
find Scacurrent which contains most similar points from Si with respect to
p j’s SCF feature
Scai ← Scai ∪Scacurrent
end
(c): Find transform Ti
Existing model← SIBS
Input model← Scai
Ti = GeometricHashing(Existing model, Input model)
end
Algorithm 2: Indexing the open space by geometric hashing
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Figure 6.13: (1) Computing SCF for the IBS with respect to each object; (2) Computing hash
table for each set of features.
6.4.2 Refinement by Local Optimization
Using the coarse matching results computed in Section 6.4.1 as an initial state, we con-
duct a local optimization to improve the matching quality. This is done by iteratively
adjusting the location of the IBS with respect to the new object.
The matching quality is evaluated by how much the distance feature of IBS in the
original scene is retained in the new scene. The distance feature, defined as doriginal ,
is the distance between the IBS feature point and the closest point on the object in the
original scene. For the new scene, a point closest to each IBS feature point is found on
the new object. The closest distance is denoted here by dcurrent . To quickly find dcurrent ,
we pre-compute the distance field of the new object. Given the current location of a
IBS feature point in the new object’s coordinate system, the closest distance can be
easily looked up in the distance field. Then, how much the distance feature is retained
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where N is the number of samples on IBS.
We now describe how we iteratively update the relative configuration of the IBS
with respect to the new object by minimizing the difference of the distance feature. To
iteratively minimize the diff(dcurrent ,doriginal), we use a similar strategy as in [Zheng
et al., 2009]. At every iteration, we find an “ideal” location of each IBS feature point
by the following method. From the current location, we decide to move either in the
gradient or negative gradient direction by comparing dcurrenti and d
original
j : if d
current
i >
doriginalj , we move towards the object, otherwise we move away from it. This decision
is made individually for all the IBS feature points. In the kth step, the next goal of the
IBS feature points can be computed as:
V k+1 =V k +M (6.3)
where V k is a 3×N matrix that includes the location of all the IBS feature points in the
k-th step, V k+1 a matrix of the goal positions in the next iteration and M a 3×N matrix
that includes the direction vectors at each point. The columns of M are computed by
mi = ai g(vki ), where g(v) is the gradient vector of the distance field at the point v, and
ai is called a move parameter, whose sign indicates whether the move is in the gradient
direction or in the negative gradient direction. The absolute value of ai controls the
step size.
The optimal rigid transformation to register V k to V k+1 is computed by first com-
puting a covariance matrix A of the two matrices:
A = (V k−V̄ k)T (V k+1−V̄ k+1) (6.4)
where V̄ is a matrix whose rows consist of the mean values of V . Then we apply the
SVD decomposition to A as A =USV T . The rotation and translation matrix of the rigid
transformation is obtained by
R =UV T , T = V̄ k−V̄ k+1RT . (6.5)
The rigid transformations are applied to V k to get the updated location of the IBS
feature points, which are fed into V k in 6.3 for the next iteration. After every iteration,
we compute diff(dcurrent ,doriginal) and check if it is small enough. We stop the iter-
ation when diff(dcurrent ,doriginal) or the resulting update are smaller than thresholds.
diff(dcurrent ,doriginal) of the last iteration is used as a score of the resulting match.
The local optimization step is shown in Figure 6.6 (6). To show the effect more
clearly, we give another example in Figure 6.14. In this example, the table is the new
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object. The chair is from the original scene and keeps its relative location with respect
to the IBS. The location of IBS is updated iteratively with the chair moving towards
the location that produces the same spatial relationship as in the original scene. The
example shows that although the initial location of the chair is only roughly in front of
the table, it fits better after a few iterations.
Figure 6.14: The effect of the refinement process.
6.4.3 Final Combination
New scenes are produced by fitting new objects to both sides of the IBS using the
geometric hashing and local optimization described above. It is possible that one object
is matched to the IBS in different ways. But, for simplicity, we currently only keep
the best match per object. Given a set of new objects and an IBS extracted from an
example scene, we examine all the combinations to produce new scenes. The last
step is to check if the new scene contains any penetration between the two objects. If
collision happens, the combination is discarded, otherwise we accept the result as a
qualified new scene. In Figure 6.15 we show the combination process on a table-chair
example.
6.5 Results and Discussion
In this section, we show examples where our method is applied to create new scenes.
Using three example scenes where chairs are tucked under desks and a set of chairs
and desks/tables, scenes are automatically produced (see Figure 6.16). Another exam-
ple is one object hung on another as shown in Figure 6.17. Using three example scenes
where a bag is hung on a hook and a series of new bag/baskets and hook models, new
scenes are automatically synthesized. These results are sorted in the order of the fitting
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Figure 6.15: The scene elements and how they are combined to create new scenes.
score. The main cost of our method is in geometric hashing. With the table-chair ex-
ample, the matching of each object to the IBS takes 661 seconds on average and with
the hook-bag example it takes 226 seconds. We used computer with i7-2600 CPU,
3.4GHz and 16G RAM for this experiment.
Some failure cases are shown in Figure 6.18. Although the spatial relationship
between the objects is similar to those shown in the example scene, the scenes look
unnatural as the furniture/objects are tilted in a way that would not occur in real life.
Normally people do not position a desk as in Figure 6.18 (a) or hook two bags together
as in Figure 6.18 (c).
To cope with this problem, we add in directional constraints for the input objects
by manually specifying their upright positions. When we match the new objects to
the IBS, we measure how much the resulting configuration deviates from the upright
position. If the angle is larger than a threshold, we discard the result. In this experi-
ment, we set the threshold to 20 degrees. By using directional constraints, our system
automatically discards all the unnatural results similar to those in Figure 6.18. With the
hook-bag example, a large number of results are discarded due to their not fulfilling the
direction constraints. This is because the bag-and-hook type of models have radially
symmetric geometry along the handle. For example, the handle of a bag is usually a
half circle, the different parts of which can all possibly match the IBS. Many hook-bag
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results are also discarded due to penetrations happening during the combination. This
is because the IBS is very close to the objects in the given example. As a result, a
penetration can easily happen, when, for example, a very narrow bag stripe is hung on
a very wide hook (see Figure 6.18 (d)).
An alternative approach to synthesizing new scenes from example scenes is by
applying 3D shape matching to the individual objects and replacing the existing objects
in the scene with the new ones according to the match. This approach may work well
when there is enough space between the objects or when the relationship between
the objects is comparatively simple. However, this approach does not work well for
complex spatial relationships, In Figure 6.19 we show that if we use a shape matching
method to synthesize the hook-bag scene, we end up with results like (b), instead of
(c).
In contrast, our method focuses mainly on spatial relationships. Our representation,
the IBS, is adaptive to different types of interactions. It takes into account the fine
details of the object geometry when the interaction involves very close contacts and
only the abstract geometric shape when the objects are farther away from each other.
6.6 Summary
We have presented an algorithm for synthesizing new scenes composed of two objects
from existing scene data and novel objects. Our method is designed to handle complex
spatial relationship and is robust to models with very different geometry. The key
advantage of our method is that it matches the IBS with the open space around the new
objects, which relieves us from directly matching the object geometry.
This research is still in its early stage. In the future, we plan to test our algorithm on
a larger dataset and develop methods to use it for multiple-object scene synthesis. We
are also interested in extending our approach for dynamic scenes where the interacting
parts change their relationship with one another over time, such as those in which
animated characters are involved.
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Figure 6.16: Using three example scenes where a chair is tucked under a desk (top, left) and a
set of chairs and desks/tables (top, right), scenes are automatically synthesized (bottom).
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Figure 6.17: Another example of scene synthesis: using three example scenes of a bag hung
on a hook (top, left) and a series of hooks and bags (top, right), scenes are automatically
synthesized (bottom).
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Figure 6.18: Some invalid results. (a) (b) (c) types of results are eliminated by the direction
constraint. Results like (d) are eliminated by collision detection.
Figure 6.19: Comparing our method with a object-matching-based method.
Chapter 7
Conclusions
The study has set out to explore the representation of spatial relationship, which is very
important for 3D scene analysis and synthesis. Most previous works use very simple
representations about spatial relationship, which cannot describe or process complex
interactions such as “hook on” or “encircle”. We propose a new representation called
Interaction Bisector Surface(IBS) to solve this problem. We develop algorithms to
use this representation in different applications and conduct extensive experiments to
evaluate its effectiveness.
7.1 Findings and Contributions
The most important contribution of this thesis is that we proposed to represent the open
space between objects or between objects and characters using the IBS and to extract
and apply its features for scene analysis, indexing, classification, retrieval and synthe-
sis. The IBS is expressive and robust and encodes continuous changes of interactions
in motions. We apply this representation for solving the three following problems and
provide a comprehensive analysis and evaluation of this new representation.
Firstly, we applied the IBS to static scene analysis. The classification experiment
of pairwise interactions shows that the features of IBS can recognize both simple and
complex spatial relationships and that they greatly outperform previous methods. This
result proves that compared with previous features, the IBS contains much richer in-
formation about spatial relationships. We also propose a method to build a hierarchical
structure for scenes by using the adjacency information defined by the IBS. Based on
the scene structure, we developed a content-based scene retrieval system.
Secondly, we useed the IBS for the analysis of character-object interaction. Infor-
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mation on which part of the body interacts with the object is important for describing
the context of such interaction. Therefore, using only the topological and geometric
features of the IBS is not enough for the analysis of such interactions. In order to cope
with this problem, we developed a multiresolution feature based on the correspondence
between the IBS and the interaction parts. The experiment shows that this new feature
can describe the gradual change of the spatial relationship during the interaction and
that it outperforms traditional techniques of human motion recognition. This exper-
iment shows that the IBS can be easily applied even to articulated objects such as a
character body and that it is an effective tool for analyzing dynamic scenes.
Lastly, we applied the IBS to an even more challenging problem, which is how
to automatically synthesize scene data. We create new scenes by matching the IBS
computed from existing scenes and the open space around new objects. The experi-
ments show that our algorithm can create plausible results purely from the geometry
data without using any manually tagged labels. Another important contribution of this
research is that we provided a new perspective of 3D data analysis: indexing interac-
tions using the open space. We believe that besides the shape coverage feature and the
partial matching algorithms we proposed in this thesis, more research can be done on
the usage of open space.
From these three applications, one can easily see that the IBS is a useful represen-
tation of spatial relationships. It contains rich information, is robust to different types
of data, and includes the key features for effective classification and scene synthesis. It
can also effectively segment movements along the timeline based on the change of the
spatial relationships with the objects in the scene.
Through our work, one can learn the way IBS describes the spatial relationship,
the procedures of using the basic features of IBS, and the basic techniques of applying
the IBS for scene processing problems. More importantly, the IBS can be a very basic
tool for any 3D data analysis where multiple objects interact with one another.
7.2 Limitations and Future Plan
In the future, we plan to look further into applying the IBS for scene analysis and syn-
thesis. We currently conduct scene analysis and synthesis purely based on the geomet-
ric data. An issue to resolve will be how to integrate such an approach with existing
methods that make use of labels and human knowledge about object allocation. We
believe incorporating our spatial-relationship-based features would benefit the existing
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scene retrieval and synthesis systems.
Another direction of our future work is to analyze the interaction motion captured
by 3D scanners. Although RGBD devices such as Kinect are getting cheaper and their
precision is improving, making it easier to obtain data that could be used as the input
for our system, such data could be incomplete due to occlusions. Currently our system
assumes complete data where the interaction parts in the scene are well segmented and
does not seriously penetrate with each other. How to make our system more robust
against the incomplete data or data with penetrations is a problem that needs to be
solved. One possible solution is to reconstruct the objects from the scanned point
cloud and remove the artifacts from the motion data by making use of existing scene
data. We can match the point cloud with the objects in the database based not only on
the geometry of the point cloud but also the IBS. This can extend to the human motion
as well. The incomplete human movements captured by the RGBD camera may be
reconstructed by referring to the complete motion data in the database using the IBS.
Lastly, we also plan to apply our synthesis algorithm to the creation of scenes with
multiple objects. Currently we can only produce scenes composed of two objects.
To generalize our algorithm beyond pairwise interactions, one possibility is to reduce
the large scene to a meaningful subset of pairwise relationships and to use the pairwise
objects to assemble large scenes. Another possible solution is to match multiple objects
altogether simultaneously to the IBS.
7.3 Summary
In summary, this thesis raises a question of whether there is an effective representation
about the spatial relationship between scene elements which interact with one another.
The extensive experiments have given an positive answer. We have shown that our
new representation can be used for static scene analysis, character-object interaction
analysis, and scene synthesis. We believe that our techniques can greatly augment
existing 3D scene analysis and synthesis systems. However, it must be noted that,
at the current stage, the incompleteness of data could influence the precision of the
IBS, and that the partial matching process of the synthesis is expensive, especially for
complex 3D models. However, with the fast development of motion capture devices
and high speed computing, there is a hope that the use of the IBS for large-scale 3D
data may be further deepened and expanded.
Appendix A
Object-Pair Database
Here we show more examples in the object-pair database which are used for the clas-
sification experiment in Section 4.1.
Figure A.1: More examples from the 16-classes database.
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Figure A.2: More examples from the 16-classes database.
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Figure A.3: More examples from the 16-classes database.
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Figure A.4: More examples from the 16-classes database.
Appendix B
Scene Structure Results
Here we show more examples of scene structures produced by our method presented
in Section 4.2. This section is a supplementary to Section 4.2.3.
As the number of objects in some scenes is quite large, it is difficult to visualize
the structure by a graph. Here we indicate the object groups in each level of the scene
structure using different colours.
Figure B.1: Example 1 of 9.
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Figure B.2: Example 2 of 9.
Figure B.3: Example 3 of 9.
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Figure B.4: Example 4 of 9.
Figure B.5: Example 5 of 9.
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Figure B.6: Example 6 of 9.
Figure B.7: Example 7 of 9.
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Figure B.8: Example 8 of 9.
Figure B.9: Example 9 of 9.
Appendix C
Stability
Here we present the definition of γ introduced by Goodman and Kruskal [1954]. This
value was computed for evaluating the scene structure stability in Section 4.2.3.
Consider two hierarchical structures for the same data, h1 and h2, and two pairs
of elements of this data pi = (xi1,xi2) and p j = (x j1,x j2). The rank r(h, p) is defined
as the level at which the two elements of pair p first appear in the same cluster in
hierarchy h. Over all the pairs of elements in the data, set
Πs =Pr{(r(h1, pi)< r(h1, p j)∧ r(h2, pi)< r(h2, p j))∨
(r(h1, pi)> r(h1, p j)∧ r(h2, pi)> r(h2, p j))}
Πd =Pr{(r(h1, pi)< r(h1, p j)∧ r(h2, pi)> r(h2, p j))∨
(r(h1, pi)> r(h1, p j)∧ r(h2, pi)< r(h2, p j))}







γ measures the difference between the probabilities of “right order” and “wrong
order”. In other words γ shows how much more probable it is to get the same rather




About The User Study
Here we provide more details of the user study in Section 4.3.4 which was used for
evaluating the results of the relationship-based retrieval experiment (Section 4.3).
What are the four queries used in the user study?
The four queries are the following objects from the Stanford Scene database:
• Object 8 of scene00050 (the plate)
• Object 37 of scene00087 (the water dispenser)
• Object 14 of scene00118 (the chair)
• Object 14 of scene00109 (the desk)
The queries and scenes are shown in Figure D.1. The query objects are highlighted
with red bounding boxes and arrows.
How were these queries selected?
As we can only ask users to label a limited number of retrieval results, we need to find
some representative queries that fulfil the three following criteria:
• The query object’s relationship with its environment should be common in the
database. We need to make sure that the number of relative results is not too
small. Otherwise the evaluation results may be biased.
• The four queries should be as different as possible to cover a wide range of
spatial relationships in the scene data.
• As we also want to evaluate the retrieval results for different levels of neighbour-
hood, the query object should have more than one layer of neighbours.
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Figure D.1: Four queries used in the user study: (a) Object 8 of scene00050 (the plate). (b)
Object 37 of scene00087 (the water dispenser). (c) Object 14 of scene00118 (the chair). (d)
Object 14 of scene00109 (the desk)
The number of query set which fulfils these criteria is still large. We then randomly
selected a set of query which turned out to be the four objects we use here. These four
objects are in different size, have different relationship with its neighbours, different
functions, and, according to the tree structure of the scene, different number of levels
of neighbourhood.
The Instruction for the Users
The interface for users to label the retrieval results is shown in Figure D.2.
We gave the users the following instructions:
The user needs to label 500 scenes for each query. It takes about 15 minutes to
finish one query.
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Figure D.2: The interface for the user study.
In Figure D.2, both the window on the left and the right have a red object with
a bounding box. What you need to decide is if the two red objects here are similar
(according to spatial relationship between themselves and their environment). If
you think their spatial relationships with the environment are similar, click the
“similar” button; if not, click the “not similar” button.
Please note that, you should NOT make your decisions based on color, shape,
or size.
The Labelling Result
Each user labelled 500 results for each query. We consider a scene as related to the
query if more than half of the users label it as related.
According to the labelling result, there are 46 related results for the plate (object 8 of
scene00050), 50 for the water dispenser (object 37 of scene00087), 49 for the chair




Here we show the retrieval results for the four queries which are evaluated by user’s
labels in Section 4.3.4. Note that here the retrieval was done on the whole database.
We show retrieval results for all depths (from 1 to the maximal depth) for each
query. We also show both the results of our method(IBS) and the displacement fea-
ture(DIS) for comparison.
The query object is always shown in a red bounding box in the query scene. The
result objects are shown in red, and the result scenes are ordered by their similarity(left-
to-right, top-to-bottom). The note below each result with the format “XXXX-YY”
means the current result is the YY-th object of the scene named XXXX. The object ID
and the scene names are from the Stanford Scene Database.
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Figure E.1: Comparison (query 1 of 4).
Figure E.2: Comparison (query 1 of 4).
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Figure E.3: Comparison (query 2 of 4).
Figure E.4: Comparison (query 2 of 4).
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Figure E.5: Comparison (query 3 of 4).
Figure E.6: Comparison (query 4 of 4).
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Figure E.7: Comparison (query 4 of 4).
Figure E.8: Comparison (query 4 of 4).
Appendix F
Retrieval Results 2
Here we show more retrieval results produced by our method presented in Section 4.3.
This section is a supplementary to the Section 4.3.4.
Figure F.1: Retrieval result (example 1 of 6).
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Figure F.2: Retrieval result (example 2 of 6).
Figure F.3: Retrieval result (example 3 of 6).
Figure F.4: Retrieval result (example 4 of 6).
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Figure F.5: Retrieval result (example 5 of 6).
Figure F.6: Retrieval result (example 6 of 6).
Appendix G
Geometric Hashing
Geometric hashing, a technique originally developed in computer vision for matching
geometric features against a database of such features, find use in a number of other
areas. Matching is possible even when the recognizable database objects have under-
gone transformations or when only partial information is present. The technique is
highly efficient and of low polynomial complexity.
[Wolfson and Rigoutsos, 1997]
The underlying ideas of geometric hashing are to save all the geometric configura-
tions of a set of points (the matching target) into a hash table, and use this hash table
to quickly detect if a new set of points are present in the target. We show the pipeline
of the geometric hashing method in Figure G.1.
The first stage of the method, the preprocessing, is to build the hash table. The
concept “basis” is a pair of points (in 2D) and a triplet of points (in 3D) from the point
set . Here we use 2D point set as example. Let’s take the pair of points pi, p j as a basis
of the targeting point set. We transform the whole set so that the magnitude of vector
pipj equals 1 and is in the direction of the positive x axis. The remaining points are
also transformed with the same transformation. The transformed point set is used as
one item in the hash table with the entry (i, j). The contents of the hash table can be
computed offline.
In the recognition phase, each pair of points from the given point set are chosen as
a candidate basis, and for each basis the point set is transformed so that the magnitude
of the basis vector equals 1 and is in the direction of the positive x axis. Then each of
the transformed points in the set is mapped to the hash table, and a voting schema is
used to measure how good the mapped points match to the hash table items.
A more detailed description of the method is shown in Figure G.2.
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Figure G.1: The pipeline of the geometric hashing method. Cited from [Lamdan and Wolfson,
1988]
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The content of Chapter 3 and Chapter 4 in this thesis has been published in the follow-
ing paper:
Xi Zhao, He Wang, and Taku Komura. 2014. “Indexing 3D Scenes Using the
Interaction Bisector Surface.” ACM Transactions on Graphics (TOG) 33 (3): 22.
The experiments in Section 4.1 was done with collaboration of He Wang.
The interface of the retrieval system used in Section 4.3 and Section 5.5 was made
with the help from Myung Geol Choi.
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