ABSTRACT. The theory of stochastic differential equations is used in various fields of science and engineering. This paper deals with vector-valued stochastic integral equations. We show some applications of the presented theory to the problem of modelling RLC electrical circuits by noisy parameters. From practical point of view, the second-order RLC circuits are of major importance, as they are the building blocks of more complex physical systems. The mathematical models of such circuits lead to the second order differential equations. We construct stochastic models of the RLC circuit by replacing a coefficient in the deterministic system with a noisy one. In this paper we present the analytic solution of these equations using the Itô calculus and compute confidence intervals for the stochastic solutions. Numerical simulations in the examples are performed using Matlab.
Introduction
Ordinary differential equations describe systems without the influence of randomness. By incorporating noise effects into these equations we get systems of stochastic differential equations.
To describe the randomness in differential equations we use a stochastic process called the Wiener process or the Brownian motion.
(ii) W (t) − W (s) is N (0, t − s) for all t ≥ s ≥ 0, (iii) for all 0 < t 1 < t 2 < · · · < t n , the random variables W (t 1 ), W (t 2 ) − W (t 1 ), . . . , W (t n ) − W (t n−1 ) are independent.
Remarkº For the moments of the Wiener process we have E W (t) = 0, E W 2 (t) = t for t ≥ 0.
These serve as motivation for the symbolic notation dW · dW = dt, which we frequently use in our computations.
For the applications in this paper we need the two-dimensional vector linear equation of the form:
Ò Ø ÓÒ 1.2º A two-dimensional linear SDE with a one-dimensional Wiener process, written in vector form is
dX(t) = A X(t) + a(t) dt + B X(t) + b(t) dW (t),
X(0) = c,
where A and B are 2×2 matrices, c is a vector, a, b : 0, T → R 2 are vector functions and W (t) is a Wiener process representing the noise. The solution is a stochastic vector process X(t) = X 1 (t), X 2 (t) .
By an SDE we understand, in fact, an integral equation
where the integral with respect to ds is the Lebesgue integral and the integral with respect to dW (s) is a stochastic integral, called the Itô integral (see [2] ).
Ò Ø ÓÒ 1.3º The equation (1) with B ≡ 0 is called an SDE with additive noise, with b(t) ≡ 0 is called an SDE with multiplicative noise.
Although the Itô integral has some very convenient properties, the usual chain rule of classical calculus does not hold. Instead, the appropriate stochastic chain rule, known as Itô formula, contains an additional term, which, roughly speaking, is due to the fact that the stochastic differential dW (t)
2 is equal to dt in the mean square sense, i.e., E ( dW (t)) 2 = dt, so the second order term in dW (t) should really appear as a first order term in dt.
Ì ÓÖ Ñ 1.4 (The Itô formula)º Let the stochastic process X(t) be a solution of the vector stochastic differential equation (1) for some suitable matrices and vector functions (see [2, p. 48] 
is given by
where dX i · dX j is computed according to the rules
For the proof see [2] . For practical applications, it is very important to determine the variances of the stochastic responses, because that allows us to state confident intervals for the stochastic solutions.
Ì ÓÖ Ñ 1.5º Let the stochastic process X(t) be the solution of the 2-dimen-
is the unique solution of the equation
ii) E X(t)X T (t) = P(t) is the unique nonnegative-definite symmetric solution of the equation
For the proof see [1] .
Remarkº The function µ(t) is independent on the stochastic part of the equation (1).
We can compute the covariance matrix Σ(t) = cov X(t) as
and get the variances 
P r o o f. To find the analytic solution we have to apply the Itô formula to the function g t,
We have d e −A t · X(t) = e −At a(t) dt + b(t) dW (t) .
Integrating the last equation we get
From this we can easily get the solution
When b(s) = b is constant, we can eliminate the stochastic integral from the equation (8) using the integration by part (see [2, p. 46] ). We get
The expectation of the Itô integral is zero, then for the expectation of the solution X(t) we have for every t > 0
For constant initial value c the expectation of the stochastic solution coincides with the solution of the equation (5).
APPLICATIONS OF SECOND ORDER STOCHASTIC INTEGRAL EQUATIONS

Solution with multiplicative noise Ì ÓÖ Ñ 2.2º The analytic solution of the equation (1) with b(t) ≡ 0 is
P r o o f. To solve the equation in this case we define the function g, where
and compute the derivative of g t, X(t), W (t) by the Itô formula.
We get d e
After the integration and some computation we get the solution
2 )(t−s)+B(W (t)−W (s)) a(s) ds.
EDITA KOLÁŘOVÁ
If c is constant, the expectation of the solution µ(t) = E[X(t)] is the unique solution of the ordinary differential equation (5).
Numerical solutions
Let the stochastic process X(t) be the solution of the equation (1) for 0 ≤ t ≤ T with the initial value X(0) = c = X 0 and let us consider an equidistant discretisation of the time interval
and the corresponding discretisation of the Wiener process
We use for simulations of the equation (1) the stochastic Euler scheme (see [3] ), that is based on the same method for ODEs and is consistent with the Itô stochastic calculus:
To be able to apply the scheme, first we have to generate the random increments of the Wiener processes as independent Gauss random variables with E[ΔW n ] = 0 and e (ΔW n ) 2 = h.
RLC electric circuit
Deterministic model
Let Q(t) be the charge at time t at a fixed point in an electric circuit, and let L be the inductance, R the resistance and U (t) the potential source at time t. The charge Q(t) satisfies the differential equation
with initial conditions Q(0) = q 0 , Q (0) = i 0 . We can transform this equation by introducing the vector
to the system dX(t) dt = A · X(t) + a(t),
where
The equation (14) has the analytic solution X(t) = e At c + 
RLC circuit with stochastic source
We will consider the source influenced by random effects. Instead of U (t) we consider the non deterministic version of this function
We have to describe mathematically the "noise". It is reasonable to look at it as a stochastic process called the "white noise process". After substitution the noisy source into the equation (14) then multiplying by dt and replacing "noise · dt " by " dW (t)" we get the following equation
α is a constant, W (t) is the Wiener process. It is the stochastic differential equation (1) with additive noise. So we have the solution
X(t) = e
At c + 
and the expectation µ(t) = E X(t) equal (15). And
can be computed componentwise, as a solution of the system of ordinary differential equations
with the initial condition P(0) = E c c T .
EDITA KOLÁŘOVÁ Example 1. Let the RLC circuit, with all parameters unit, be excited from a unit-step voltage source influenced by a noise, 1 * (t) = 1(t)+αξ(t), α = 0.25, with remaining circuit parameters deterministic. We consider the capacitor voltage V C (t) = Q(t)/C and the inductor current I L (t) = Q (t) as state variables in the circuit instead of the charge-based notations in (13)- (15), which is of the main interest in electrotechnics. We considered zero initial conditions in this example.
The stochastic solution has the two dimensional normal distribution, so we can compute the confidence interval for the stochastic solutions using the matrix P (t), or statistically, based on the student-t distribution.
The mean of the stochastic voltage and the 99 % confidence interval computed from P (t).
Stochastic voltage responses and the 99 % confidence interval computed statistically.
The mean of the stochastic current and the 99 % confidence interval computed from P (t).
Stochastic current responses and the 99 % confidence interval computed statistically. 
RLC circuit with stochastic resistance
We consider now the resistance influenced by random effects. We have:
after similar computation as before we get the stochastic vector equation (1) with multiplicative noise:
α is a constant and W (t) is the Wiener process, A and a(t) are as in (14). It is the stochastic differential equation (1) with multiplicative noise. It has the solution (11), the expectation equal (15) and E X(t) X T (t) = P(t) componentwise, is the solution of the system of ordinary differential equations (17), (18) and
Example 2. Let us consider the RLC circuit excited from a unit-step voltage source, with L and C unit as well, but with R influenced by a noise, i.e., its resistance is equal R * (t) = 1 + αξ(t). The initial conditions are zero. We have the noise intensity α = 0.25.
In that case the stochastic solution is not normally distributed. We computed the standard deviations from the matrix P (t) for both v C and i L and in both cases we pictured the interval (μ(t) − 2σ(t), μ(t) + 2σ(t)) at points t > 0 (the red dashed line), where the stochastic realizations lay with probability 75 % according to the Chebysev's inequality. Example 3. The theory presented here can be applied to an RLCG circuit, or the RLC circuit terminated by a resistive load. The conductance G can also model nonideal properties of a real electrical condenser, namely its nonzero leakage. In this case the matrix A defined in (14) changes as
, remaining matrices keep their forms. We have the parameters as in Example 1 with the conductance G = 0.2 S. In that case the circuit stays underdamped. Numerical solutions for stochastic exciting voltage source are very similar to those in Example 1. In case of stochastic resistance R, however, due to a permanent current flowing through the resistor R, stochastic responses do not tend to be damped down to zero, unlike the RLC circuit.
Conclusion
Stochastic differential equations approach in electrical engineering can cover numerous random processes arising in electrical circuits. The case of the firstorder (RL, RC) circuits is still being studied (e.g., [4] and [8] ). On the other hand, the same approach has promising applications to higher-order circuits representing more complex physical systems, since their real implementations are often subject to a number of random effects. In terms of practical use the secondorder circuits are of major importance as they often serve as basic building blocks of more complex, higher-order systems. This paper gives a complex solution of the second order case, that can be used also for the RLCG circuits presented in Example 3.
Finding analytical solutions of SDE and computing confidence intervals statistically is also possible for systems with distributed parameters, namely single or multiconductor transmission lines (MTL) [5] , [6] . However, for large systems simulating hundreds of stochastic solutions, needed to find statistically the confidence interval, is not effective. One way to resolve this problem is to generalize the use of the covariance matrix to such systems, as presented in this work. Another way is to use the two point distributed random variables instead of the Wiener process in numerical simulations, see [7] , when not the trajectories, but their probability properties are of main interest.
