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BALANCED GROWTH PATH SOLUTIONS OF A BOLTZMANN
MEAN FIELD GAME MODEL FOR KNOWLEDGE GROWTH
MARTIN BURGER, ALEXANDER LORZ, AND MARIE-THERESE WOLFRAM
Abstract. In this paper we study balanced growth path solutions of a Boltzmann mean
field game model proposed by Lucas et al [13] to model knowledge growth in an economy.
Agents can either increase their knowledge level by exchanging ideas in learning events
or by producing goods with the knowledge they already have. The existence of balanced
growth path solutions implies exponential growth of the overall production in time. We
proof existence of balanced growth path solutions if the initial distribution of individuals
with respect to their knowledge level satisfies a Pareto-tail condition. Furthermore we
give first insights into the existence of such solutions if in addition to production and
knowledge exchange the knowledge level evolves by geometric Brownian motion.
1. Introduction
Economic growth measures the inflation-adjusted increase in the market value of goods
and services in an economy. A common measure is the gross-domestic product (GDP).
The GDP of the most developed countries has grown about by two percent per year since
World War II. This sustained growth supports the idea of so called balanced growth path
(BGP), which correspond to trajectories along which certain functions grow exponentially
in time. Understanding what conditions initiate balanced growth in the long-run has been
an active area of research. Different mathematical models have been proposed to describe
substantial growth, which can be roughly grouped into exogenous and endogenous growth
models. Endogenous growth theory is primary based on the assumption that economic
growth is related to ingenuous forces, such as human capital, internal policies or innova-
tion. In these models investments in ingenuous factors may lead to substantial growth.
This is in contrast to exogenous growth models, which are based on the assumption that
economic prosperity is primarily determined by external rather than internal factors.
In this paper we study the existence of BGP solutions for an endogenous growth model
proposed by Lucas and Moll, see [13]. It is based on the assumption that knowledge growth
in an economy is promoted by ’imitation’ and ’innovation’. Imitation corresponds to learn-
ing from others, innovation to developing new ideas through experimentation. Luttmer
[15, 14] assumed that agents are characterized by their knowledge level and exchange
knowledge in meetings. Innovation is incorporated via additional Brownian motion. His
model serves as a starting point for the model proposed by Lucas et al [13], who linked
the meeting/interaction frequency of agents to an optimal choice. Hence agents decide
how much time they spend on learning and how much on producing goods. Their model
corresponds to a Boltzmann mean-field game (BMFG), which we shall detail below.
In all these models meetings between agents are described using mathematical tools and
methods from statistical mechanics, in particular kinetic theory. Kinetic theory was ini-
tially developed by Ludwig Boltzmann to analyze the statistical behavior of a system
not in equilibrium [3], for example to describe the thermodynamics of dilute gases, and
has led to extensive research on its mathematical properties (cf. [7, 9, 20] and references
therein). The Boltzmann equation describes the evolution of the probability distribution
1
2 MARTIN BURGER, ALEXANDER LORZ, AND MARIE-THERESE WOLFRAM
function due to microscopic interactions, for example collisions of particles or meetings
between agents. Analogous approaches have been proposed for various applications in
socio-economic sciences recently, for example price formation [5, 11], opinion exchange
[19, 4, 10, 17] or non-cooperative games [8]. For a general overview on interacting multi-
agent systems and kinetic equations we refer to [16].
Boltzmann mean field game (BMFG) models were recently introduced in macroeconomics,
international trade and finance. While in classical mean field games the evolution of the
agent distribution is described by a Fokker-Planck equation, in BMFG models interactions
between agents and their effect on the overall dynamics are given by a Boltzmann-type
equation. Each agent determines its interaction frequency by mini- or maximizing a given
cost or utility functional, resulting in a coupling to a Hamilton-Jacobi Bellman equation.
Lucas et al [13] consider a continuum of agents, which are characterized by their knowledge
level z ∈ R+ and the time they devote to learning s = s(z, t). Each individual has
one unit of time, which he/she can split between producing goods with the knowledge
already obtained or meeting other individuals to enhance the knowledge level. Meetings
are modeled by collisions in which an individual compares its knowledge level z ∈ R+ with
the knowledge level z′ ∈ R+ of the other and leaves with the larger of the two, that is
z = max(z, z′). (1)
Let α = α(s) denote the probability of an individual who spends an s-th fraction of its
time on learning to meet someone with a higher knowledge level. Then the distribution
of agents f = f(z, t) with respect to their knowledge level is described by the following
Boltzmann-type equation:
∂tf(z, t) = −α(s(z, t))f(z, t)
∫ ∞
z
f(y, t)dy + f(z, t)
∫ z
0
α(s(y, t))f(y, t)dy. (2)
The first term on the right hand side describes the loss due to interaction with a higher
knowledge level, that is y > z. The second term the gain due to meetings with individ-
uals with a lower knowledge level y < z. We assume that the individual production is
determined by the knowledge level and the fraction of time spent on working, i.e.,
y(t) = (1− s(z, t))z.
Then the total earnings in an economy are given by
Y (t) =
∫ ∞
0
(1− s(z, t))zf(z, t) dz, (3)
that is the distribution of individuals with respect to their knowledge level times the
individual productivity. Each agent maximizes its future earnings (discounted by a given
temporal discount factor r ∈ R+) by choosing the optimal fraction of time s = s(z, t) spend
on learning. Then this optimal fraction of learning time, is determined by the solution
s = s(z, t) of the optimal control problem
V (x, t′) = max
s∈S
[∫ T
t′
∫ ∞
0
e−r(t−t
′)(1− s(z, t))zρx(z, t)dzdt
]
,
subject to
∂tρx(z, t) = −α(s)ρx(z, t)
∫ ∞
z
f(y, t) dy + f(z, t)
∫ z
0
α(s)ρx(y, t) dy
with ρx(z, t
′) = δx. Here S denotes the set of admissible controls given by
S = {s : [0,∞)× [0, T ]→ [0, 1]}.
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The optimal strategy can be calculated via the Lagrange functional, see [6] for details.
The optimality condition with respect to f corresponds to the Hamilton-Jacobi-Bellman
equation for the value function V = V (z, t):
∂tV (z, t)− rV (z, t) + max
s∈S
(
(1− s(z, t))z + α(s)
∫ ∞
z
[V (y, t)− V (z, t)]f(y, t)dy) = 0. (4)
The situation detailed above can be summarized by the following BMFG system:
∂tf(z, t) = −α(S(z, t))f(z, t)
∫ ∞
z
f(y, t)dy + f(z, t)
∫ z
0
α(S(y, t))f(y, t)dy. (5a)
∂tV (z, t)− rV (z, t) = −max
s∈S
[
(1− s(z, t))z + α(s(z, t))
∫ ∞
z
[V (y, t)− V (z, t)]f(y, t)dy
]
(5b)
S(z, t) = arg max
s∈S
[
(1− s(z, t))z + α(s(z, t))
∫ ∞
z
[V (y, t)− V (z, t)]f(y, t)dy
]
, (5c)
f(z, 0) = f0(z), (5d)
V (z, T ) = 0. (5e)
For further details on the underlying modeling assumptions we refer to [13] and [6].
Local in time existence and uniqueness of solutions to (5) was shown by Burger et al in
[6]. Lucas et al [13] postulated the existence of special solutions to (5) corresponding to
exponential growth of the overall production (3). First analytic results about the existence
of BGP solutions in special situations were provided in [6]. In this work we present a full
analysis for the existence of BGP solutions and discuss conditions under which those type
of solutions exist.
This paper is organized as follows: in Section 2 we discuss the notion of balanced growth
path solutions and state some analytic results from [6] which we use in the following.
Existence of BGP solutions is shown in Section 3. We conclude by discussing the existence
of BGP solutions in the case of knowledge diffusion and presenting numerical simulations
supporting our claims in Section 4.
2. Balanced Growth Paths
We start by introducing the notion of balanced growth path solutions for system (5).
Assume there exists a constant γ with x = ze−γt such that we can define the new functions
f(z, t) = e−γtφ(ze−γt), V (z, t) = eγtv(ze−γt) and s(z, t) = σ(ze−γt). (6)
Then the Boltzmann mean field game (5) in (φ, v, σ) = (φ(x), v(x), σ(x)) becomes
−γφ(x)− γxφ′(x) = φ(x)
∫ x
0
α(σ(y))φ(y) dy − α(σ(x))φ(x)
∫ ∞
x
φ(y) dy (7a)
(r − γ)v(x) + γxv′(x) = max
s∈Ξ
[
(1− s)x+ α(s)
∫ ∞
x
[v(y)− v(x)]φ(y) dy
]
(7b)
S(x) = arg max
s∈Ξ
{
(1− s)x+ α(s)
∫ ∞
x
[v(y)− v(x)]φ(y) dy
}
(7c)
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where Ξ = {s : R+ → [0, 1]} denotes the set of admissible controls. Then the rescaled
production function (3) reads
Y (t) =
∫ ∞
0
(1− S(x))eγtxe−γtφ(x)eγtdx = eγt
∫ ∞
0
(1− S(x))xφ(x)dx,
giving exponential growth in time.
A necessary prerequisite is the assumption that the initial cumulative distribution function
of agents with respect to their knowledge level has a Pareto tail:
(A1) The productivity function F (z, 0) =
∫ z
0 f0(y)dy has a Pareto tail, i.e. there exist
constants k, θ ∈ R+ such that
lim
z→∞
1− F (z, 0)
z−1/θ
= k. (8)
Condition (8) in the rescaled variable φ reads as:
lim
z→∞
1− ∫ z0 φ(y) dy
z−1/θ
= k. (9)
In this case the growth parameter γ is determined by
γ = θ
∫ ∞
0
α(σ(y))φ(y) dx, (10)
see Lemma 4.2 in [6]. Hence exponential growth relates to a ’fat-tailed’ distribution of the
initial agent density. We will see that this is not the only possibility to obtain substantial
growth. Achdou et al. [1] postulate that knowledge diffusion may also lead to balanced
growth, an idea which we shall discuss in Section 4. In [6] we prove existence for the
subsystem (7a), (10) when the maximizer S is given.
2.1. Preliminaries. In the following we state assumptions, notations and theoretical re-
sults from [6], which we shall use throughout this paper. We use capital letters to refer to
the cumulative distribution functions of f and φ, defined by
F (z, t) =
∫ z
0
f(y, t)dy and Φ(x) =
∫ x
0
φ(y)dy.
To simplify the notation in the following we use the additional function
B(x) :=
∫ ∞
x
(v(y)− v(x))φ(y)dy.
Since α = α(s) corresponds to the interaction probability to engage in a meeting (which
initiates learning) we shall also refer to it as the term learning function throughout this
paper. Furthermore we need the following assumptions:
(A2) Let f0 ∈ L∞(R+) be a probability density with
∫∞
0 f0(y)dy = 1 and f0(z) ≥ 0 for
all z.
(A3) Let α : [0, 1]→ R+, α ∈ C∞([0, 1]), α(0) = 0, α′(0) =∞, α′′ < 0 and α monotone.
In case of a given function α we were able to prove the existence of a solution φ which has
a Pareto tail. We recall this result from [6]:
Theorem 2.1. Let assumption (A3) hold and σ ∈ C1([0,∞)) denote a given function,
which satisfies
σ(z) = 1 for z ∈ [0, z0], σ′(z) ≤ 0.
Then there exists a γ ∈ R+ and a solution φ ∈ L1([0,∞)) to equation (7a), which has a
Pareto tail.
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In the proof of Lemma 3.6 in [6] we state Lipschitz properties of the maximisers of the
right hand side of (7c). The lemma reads as:
Lemma 2.2. Let assumption (A3) be satisfied, z > 0, B ∈ R and S = S(B) be the optimal
control for a given B when maximizing (1− s)x+ α(s)B over s ∈ [0, 1]. If
lim
B→0
α′′(S(B))B3 < 0,
then the maps B → S(B), B → α(S(B)) and B → α(S(B))B are Lipschitz.
Remark 2.3. In the proof of the preceding lemma we identify the three possible cases
when maximizing (1− s)x+ α(s)B over s ∈ [0, 1]:
Case 1: If B ≤ 0, then S = 0.
Case 2: If Bα′(1) ≥ x, then S = 1.
Case 3: If 0 < Bα′(1) < x, then α′(S) = xB .
Since we assume α′(0) = ∞, we obtain that the maximiser S is continuous in B and x
for x > 0.
2.2. Properties of Solutions. Let us mention some properties related to the existence
or nonexistence of balanced growth path (BGP) solutions in the following. First of all, we
see that a certain behavior of the initial value at infinity is always needed for exponential
growth from the results in [6], where it was shown that the support of a solution f is always
a subset of the support of the initial value. The relation to the specific tail of the initial
value was further worked out in the case of a constant learning function α = α0. Under
this condition system (7) decouples and we can calculate the BGP solutions explicitly (cf.
[1, 6]):
Theorem 2.4. Let assumption (A1) be satisfied and α = α0. Then there exists a unique
(Φ, v, 0) and a scaling constant γ to (7) given by
γ = α0θ, Φ(x) =
1
1 + kx−1/θ
,
solving (7), (8) and (10).
A general issue of the BGP-system (7), which has strong impact on the analysis and
computation is the existence of degenerate solutions with γ = 0, v ≡ x/r and S ≡ 0. In
this case we see that necessarily Φ(x) = 1 for x > 0, which means that φ is a Dirac-δ
concentrated at x = 0. In order to exclude such in the analysis of BGP solutions and their
numerical computation it is essential to construct solutions Φ that satisfy a specific Pareto
tail condition with some k > 0, such that the Dirac-δ that would lead to k = 0 is not
admissible. Hence, we shall in particular consider a transformation of variables from x to
x˜ = x−1/θ and solve the correspondingly transformed equation with an initial condition at
x˜ = 0. This also corresponds to the result in the case of constant α given in Theorem 2.4:
we can only expect uniqueness of the solution under the additional asymptotic condition
(8) at infinity, in particular for each k we expect a different solution.
3. Existence of BGP solutions
In this section we prove existence of solutions related to balanced growth. We start by
showing several analytic results for the rescaled Boltzmann equation and the Hamilton-
Jacobi-Bellman equation, which are necessary ingredients in the existence proof for the
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full system. Let us recall the full BGP system:
γxΦ′(x) = [1− Φ(x)]
∫ x
0
α(S(y))Φ′(y) dy (11a)
(r − γ)v(x) + γxv′(x) = max
s∈S
{
(1− s)x+ α(s)
∫ ∞
x
[v(y)− v(x)]Φ′(y) dy
}
(11b)
S(x) = arg max
s∈S
{
(1− s)x+ α(s)
∫ ∞
x
[v(y)− v(x)]Φ′(y) dy
}
(11c)
γ = θ
∫ ∞
0
α(S(y))Φ′(y) dy (11d)
where S = {s : R+ → [0, 1]} denotes the set of admissible controls.
Based on their derivation and interpretation we shall call equation (11a) the BGP-Boltzmann
equation and (11b) the BGP-Hamilton-Jacobi-Bellman equation (or briefly BGP-HJB
equation).
3.1. Existence and Uniqueness for the BGP-HJB Equation. First we discuss the
existence and uniqueness of solutions v = v(x) to (11b) given a function Φ = Φ(x) and a
positive constant γ ∈ R+.
We start with a regularization of the BGP-HJB equation. Let us consider
(r − γ)vε(x) + γ(x+ ε)v′ε(x) = max
s∈Ξ
{
(1− s)x+ α(s)
∫ ∞
x
[vε(y)− vε(x)]Φ′(y) dy
}
(12)
for ε ≥ 0 on R+ and denote the maximiser by Sε.
Lemma 3.1. A solution vε of equation (12) with boundary condition v
′
ε(0) ≥ 0 is non-
decreasing. The maximiser Sε is non-increasing.
Proof. Assume there exists an x such that v′ε(x) < 0. Then there is a x0 and an η small
such that v′ε(x0) = 0 and v′ε(x) < 0 for x ∈ [x0, x0 + η]. Considering the left-hand side of
equation (12) it follows that
(r − γ)vε(x0) + γx0v′ε(x0) > (r − γ)vε(x0 + ε) + γ(x0 + η)v′ε(x0 + η),
whereas both terms on the right-hand side of equation (12) are increasing in x. This is a
contradiction. So for ε ≥ 0 we have v′ε ≥ 0 everywhere.
Next we show that Sε is non-increasing. Using B
′
ε(x) = −v′ε(x)(1 − Φ(x)) and Remark
2.3, we have one of the two cases:
(1) Bε(0) > 0: For small x, we have Bε(x)α
′(1) ≥ x therefore S = 1. As x increases,
there is a unique point x0(Sε) such that Bε(x0(Sε))α
′(1) = x0(Sε). For x larger
than x0(Sε) and Bε(x) > 0, we have α
′(s) = xB , so Sε is strictly decreasing. If
there is a point x1 such that Bε(x1) = 0, then Bε(x) = 0 for x ≥ x1 and therefore
the maximiser Sε is equal to 0 on [x1,∞).
(2) Bε(0) = 0: In this case Bε is equal to 0 on [0,∞) and therefore the maximiser Sε
is equal to 0 on [x1,∞).
In both cases, the maximiser Sε is non-increasing. 
From now on we shall use the definition of x0(S) (already introduced in the proof of the
preceeding lemma) to be the unique point where B(x0(S))α
′(1) = x0(S).
Remark 3.2. For a non-increasing maximiser S with S(0) = 1 and S(x)→ 0 for x→∞,
the following holds: for x < x0(S) we have S(x) = 1 and for x > x0(S) we have S(x) < 1.
So x0(S) is the point between the intervals where S is equal to 1 and S less than 1.
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Lemma 3.3. A solution vε of equation (12) satisfying the boundary condition v
′
ε(0) = 0
is constant on the interval [0, x0(Sε)].
Proof. On the interval [0, x0(Sε)], the maximiser Sε equals 1, hence the right-hand side
of equation (12) equals α(1)B(x). Since B′(x) = −v′(x)(1 − Φ(x)), α(1)B(x) is non-
increasing. We know from Lemma 3.1 that v′ε ≥ 0 and find on the left-hand side of
equation (12) that
(r − γ)vε(0) = (r − γ)vε(0) + γ(0 + ε)v′ε(0) ≤ (r − γ)vε(x) + γ(x+ ε)v′ε(x).
Thus, both sides of equation (12) are non-increasing and non-decreasing, hence constant.
Therefore vε is constant. 
Theorem 3.4. Let Φ ∈ L∞(R+) be a function with Φ′ ∈ L1+(R+), Φ(0) = 0, limx→∞Φ(x) =
1 and parameter γ ≥ 0 be given. Then equation (11b) with the boundary condition
v′(0) = 0 has a solution (v, S) with v ∈ L∞1
1+x
(R+) and S ∈ L∞(R+). Moreover, v satisfies
0 ≤ v′(x) ≤ 1
r
, for all x ∈ R+. (13)
Proof. The proof is divided into several steps. First we deduce an equivalent formation
of the original formulation to construct a fixed point operator. Then we proof existence
using the Leray Schauder theorem.
For x < x0(S) we differentiate the equation for v once and obtain
rv′ + γxv′′ + α(S)v′(1− Φ(x)) = 0 = 1− S.
If we differentiate (11b) for x > x0(S) we obtain
rv′ + γxv′′ = 1− S − S′x+ α′(S)S′B + α(S)B′ = 1− S − S′x+ x
B
S′B + α(S)B′.
So to the left and to the right of x0(S), we have
rv′ + γxv′′ + α(S)v′(1− Φ(x)) = 1− S. (14)
As an integral of a L1-function the term 1−Φ(x) is continuous and according to Remark
2.3, S is continuous. So all coefficients are continuous. Therefore the ODE (14) holds
everywhere in [0,∞). This means finding a solution (v, S) to equations (11b) and (11c)
is equivalent to finding a solution (v, S) to equations (14) and (11c) and motivates the
following approach: We solve the ODE (14) with initial condition v′(0) = 0 such that also
equation (11c) is satisfied.
First we define the fixed point operator for the regularized equation (12) with a small
parameter ε > 0. Let
M := {w : w ≥ 0 continuous with 0 ≤ w′ ≤ 1
r
}
and P : M →M be the operator defined in the following way: Given w we define
S˜ := arg max
s∈Ξ
{
(1− s)x+ α(s)
∫ ∞
x
[w(y)− w(x)]Φ′(y) dy
}
.
Using this maximiser S˜ we solve the ODE
rv′ + γ(x+ ε)v′′ + α(S˜)v′(1− Φ(x)) = 1− S˜, (15)
for v′ with v′(0) = 0. Note that we have dropped the index ε to increase readability.
Integrating with v(0) = w(0) gives v =: P (w). We need to show that the operator P is
self-mapping, compact and continuous with respect to the norm ‖v‖L∞1
1+x2
= ‖ v
1+x2
‖∞.
8 MARTIN BURGER, ALEXANDER LORZ, AND MARIE-THERESE WOLFRAM
Self-mapping. By maximum principle, we have 0 ≤ v′ ≤ 1r . So the operator P is a self-
mapping.
Compactness. Taking a sequence wk bounded in L
∞
1
1+x2
-norm, we obtain that vk
1+x2
as well
as (
vk
1 + x2
)′
=
v′k
1 + x2
− 2vkx
(1 + x2)2
is bounded in the L∞-norm. Since vk
1+x2
x remains bounded, we have a momentum bound
which implies compactness.
Continuity. Let us take a sequence wk converging to w in L
∞
1
1+x2
-norm and define
vk := M(wk) and v := M(w).
For every subsequence vk by compactness there is a further subsequence vk converging
to a v∞. By taking a further subsequence, we can ensure that v′k converges weakly-? to
v′∞. Moreover, vk converges pointwise and by dominated convergence also Bk converges
pointwise. Therefore the maximiser S˜k converges pointwise and we have convergence of S˜k
and α(S˜k) in L
1
loc. By passing to the limit k →∞ in the weak formulation of the equation
rv′k + γ(x+ ε)v
′′
k + α(S˜k)v
′
k(1− Φ(x)) = 1− S˜k
and using uniqueness, we have v = v∞ and therefore vk converging to v in L∞1
1+x2
-norm.
Bounded subset of M . To apply Leray-Schauder fixed point theorem, we define M˜ :=
{w : w = λPw for 0 ≤ λ ≤ 1}. Since we require w(0) = (Pw)(0) in the definition of the
operator P , for w ∈ M˜ we have either w(0) = 0 or λ = 1. If w(0) = 0, with the bound
0 ≤ w′ ≤ λ1r ≤ 1r , it follows that all those w are uniformly bounded in L∞1
1+x2
. For λ = 1,
we have w(0) =
∫∞
0 [w(y) − w(0)]Φ′(y) dy =
∫∞
0 w
′(y)(1 − Φ(y))dy ≤ ∫∞0 1r (1 − Φ(y)) dy.
Since Φ has a Pareto-tail with θ < 1 and 0 ≤ w′ ≤ 1r , the set M˜ is bounded. By the
Leray-Schauder theorem we obtain a fixed point.
Limit ε→ 0. Including the ε-dependence, we have a solution to the equation
(r − γ)vε(x) + γ(x+ ε)v′ε(x) = max
s∈Ξ
{
(1− s)x+ α(s)
∫ ∞
x
[vε(y)− vε(x)]Φ′(y) dy
}
= (1− Sε)x+ α(Sε)
∫ ∞
x
[vε(y)− vε(x)]Φ′(y) dy (16)
We still obtain 0 ≤ v′ε ≤ 1r , and therefore as in the paragraph on compactness, we can
extract a subsequence vε converging to v in L
∞
loc. Moreover, we also obtain Sε → S and
α(Sε)→ α(S) in L1loc. With Remark 2.3 this is enough to pass to the limit.
We extract a further subsequence such that x0(Sε) converges to x0(S). Assume there
exists an x0(S) that is equal to 0. Then B(0) is equal to 0 which implies that B = 0
everywhere. Hence S = 0. It follows that v(x) = x/r and therefore φ is a Dirac delta at
0, which is a contradiction. Therefore x0(S) has to be larger than 0.
By Lemma 3.3, the solution vε is constant on [0, x0(Sε)], so the limit v is constant on
[0, x0(S)] and therefore the solution v satisfies the boundary condition v
′(0) = 0. The
identity (13) follows from the construction. 
Under the appropriate boundary condition on v′(0) we can further prove uniqueness for
the BGP-HJB equation:
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Lemma 3.5. Under the assumptions of Lemma 3.4, the solution (v, S) of (12) with
v′(0) = 0 is unique.
Proof. Let us assume there are two solutions v, w for a given Φ with Pareto-tail satisfying
(r − γ)v(x) + γxv′(x) = max
s∈Ξ
{
(1− s)x+ α(s)
∫ ∞
x
[v(y)− v(x)]Φ′(y) dy
}
(r − γ)w(x) + γxw′(x) = max
s∈Ξ
{
(1− s)x+ α(s)
∫ ∞
x
[w(y)− w(x)]Φ′(y) dy
}
.
Let us define Bv(x) :=
∫∞
x [v(y) − v(x)]Φ′(y) dy, Bw(x) :=
∫∞
x [w(y) − w(x)]Φ′(y) dy and
write the corresponding equations for v′ and w′:
rv′ + γxv′′ + α(Sv)v′(1− Φ(x)) = 1− Sv,
rw′ + γxw′′ + α(Sw)w′(1− Φ(x)) = 1− Sw.
Taking the difference of these equations, we obtain
r(v′ − w′) + γx(v′ − w′)′ + (1− Φ(x))(α(Sv)v′ − α(Sw)w′) = Sw − Sv. (17)
We consider the following cases:
(1) If v(0) = w(0) then uniqueness follows from Picard-Lindelo¨f due to the Lipschitz-
properties of the maximiser S,
(2) Assume that v(0) 6= w(0) and wlog that v(0) > w(0).
Then the inequality Bv(0) > Bw(0) holds, therefore we have
Sv(x) = 1 ≥ Sw(x) on the interval [0, α′(1)Bv(0)] ⊃ [0, α′(1)Bw(0)].
If Bv(x) > Bw(x) for all x, then Sv(x) ≥ Sw(x) since α′(Sv) = xBv and α′(Sw) = xBw
hold on the interval [α′(1)Bv(0),∞). Since we have limx→∞ v′(x) = limx→∞w′(x) =
1
r by maximum principle applied to equation (17), we obtain v
′ ≤ w′. This inequal-
ity leads to
B′w = −w′(1− Φ) ≤ −v′(1− Φ) = B′v
and therefore limx→∞Bw(x) < limx→∞Bv(x), which is a contradiction.
If there exists an x such that Bv(x) = Bw(x), let us call the minimal x with this
property x0. As before on the interval [0, x0] we have Sv(x) ≥ Sw(x). Therefore
by maximum principle this gives v′ ≤ w′ and therefore the contraction Bw(x0) <
Bv(x0).

Finally we derive a bound for v related to its (asymptotically) linear growth:
Lemma 3.6. Under the assumptions of Lemma 3.4, the solution (v, S) of (12) with
boundary condition v′(0) = 0 satisfies
v(x)
{ ≥ xr for all x ∈ R+, if γ < r,≤ xr for all x ∈ R+, if γ > r. (18)
Proof. Since the maximum at the right-hand side of (12) can be estimated from below by
the value at S = 0, we have
(r − γ)v(x) + γv′(x)x ≥ x.
Due to the upper bound on v′ this implies
(r − γ)
(
v(x)− x
r
)
≥ 0
and hence the assertion. 
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3.2. Existence and Uniqueness of Solutions to the BGP-Boltzmann equation
with given Pareto-tail. We shall develop a more refined strategy than in [6] and use
the following variable transformation and notations:
x˜ := x−1/θ and Φ(x) =: 1− γ
θ
K(x˜)x˜,
where θ and k denote the Pareto indizes in (29). We will determine the appropriate γ
from θ and K as
γ =
θ
limx˜→∞K(x˜)x˜
, (19)
in order to guarantee that Φ(0) = 0. On the other hand we have the limit
γ
θ
K(0) = lim
x˜→0
γ
θ
K(x˜) = lim
x→∞
1− Φ(x)
x−
1
θ
= k,
i.e., we can use the initial value K(0) = θkγ . Since γ is unknown a-priori but determined as
the limit x˜ → ∞, we instead use an arbitrary initial value k˜ and subsequently determine
k = γθ k˜. Moreover, since K is normalized by γ and θ, equation (11a) reads as
x˜K ′ = −K
∫ x˜
0
α(S˜)(Kξ)′ dξ. (20)
Hence we look for a solution with the constraint∫ ∞
0
α(S˜)(Kξ)′ dξ = 1. (21)
Adding K on both sides we can write the equation for K in the alternative form
(x˜K(x˜))′ = K(x˜)
(
1−
∫ x˜
0
α(S˜)(K(ξ)ξ)′ dξ
)
. (22)
We recall that S˜ is the maximiser S in the new variable x˜, in particular S˜ is non-decreasing
and we define x˜0(S˜) as the point such that below x˜0(S˜) the maximiser S˜ is less than 1
and above x˜0(S˜) the maximiser S˜ equals 1.
Lemma 3.7. Let S˜ be non-decreasing, then equation (20) with K(0) = k˜ > 0 has a unique
continuous solution with values in [0, k˜], satisfying in addition
K ′(x˜) ≤ 0, (K(ξ)ξ)′ ≥ 0,
∫ x˜
0
α(S˜(ξ))(K(ξ)ξ)′ dξ ≤ 1, (23)
for all ξ ≥ 0. Additionally, if S˜ is different from 0, the solution satisfies the constraint
(21).
Proof. For sufficiently small δ > 0 we can formulate (20) on the interval [0, δ] as a fixed
point equation for L = K ′ in the form
L(x˜) = −
(
k˜ +
∫ x˜
0
L(ξ) dξ
)
1
x˜
∫ x˜
0
α(S˜)
(
L(ξ)ξ + k˜ +
∫ ξ
0
L(η) dη
)
dξ,
with the obvious continuation L(0) = −α(1)k˜2. For δ sufficiently small it is straight-
forward to verify a contraction property and boundedness in the supremum norm, from
which one obtains the existence and uniqueness of a fixed point in the space of continuous
functions. Subsequently we can reconstruct K(x˜) = k˜ +
∫ x˜
0 L(ξ) dξ. Moreover, for δ
sufficiently small it is straight-forward to verify (23) and nonnegativity of K. The upper
bound K(x˜) ≤ k˜ follows with the nonpositivity of L.
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Given the values K(δ) and L(δ) we can solve for x˜ > δ
L(x˜) = −(K(δ) +
∫ x˜
δ
L(ξ) dξ)
1
x˜
∫ x˜
δ
α(S˜)
(
L(ξ)ξ +K(δ) +
∫ ξ
δ
L(η) dη
)
dξ,
as a well-posed Volterra integral equation uniquely by standard arguments.
It remains to verify the bounds on K and (23) for arbitrary x˜ > δ. First of all we have
logK(δ) finite and see from (20) that (logK)′ is bounded for every x˜, which implies that
logK is finite, i.e., K is nonnegative. Now consider the equation in the form (22) and
assume there exists a value x˜0 such that (K(ξ)ξ)
′ ≥ 0 for ξ ≤ x˜0 and (K(ξ)ξ)′ < 0 in the
interval (x˜0, x˜0 + δ) for some δ > 0. Then we see from (22) that∫ x˜0
0
α(S˜(ξ))(K(ξ)ξ)′ dξ = 1.
Due to the sign change in (K(ξ)ξ)′ we find
∫ x˜
0 α(S˜(ξ))(K(ξ)ξ)
′ dξ < 1 for x˜ ∈ (x˜0, x˜0 + δ).
Inserting this relation into (22) yields a contradiction to the negativity of (K(x˜)x˜)′. With
the nonnegativity of K, α and (K(ξ)ξ)′ we immediately obtain K ′ ≤ 0 and hence K(ξ) ≤
K(0) = k˜. The integral inequality in (23) follows now immediately from (22).
If S˜ is not identically zero, then by its monotonicity there exist  > 0 and an interval
(x˜1,∞) such that α(S˜) ≥  on this interval. Hence, (K(ξ)ξ)′ is integrable on an unbounded
interval, which implies that it tends to zero for ξ → ∞. Assuming ∫∞0 α(S˜)(Kξ)′ dξ <
1 leads to (K(x˜)x˜)′ ≥ cx˜ for x˜ large and some constant c > 0. This contradicts the
integrability of (K(x˜)x˜)′ however. Therefore constraint (21) is satisfied. 
Lemma 3.8. Let S(0) = 1, x0(S) > 0, and S non-increasing. Then the limit
γ =
θ
limx˜→∞(x˜K(x˜))
(24)
is positive and finite. In particular
K(x˜) ≥ 1
1
k˜
+
∫ x˜
0 α(ξ) dξ
≥ 11
k˜
+ α(1)x˜
for all x˜ ≥ 0 (25)
and
K(x˜)x˜ ≤ k˜x˜0(S˜) + 1
α(1)
for all x˜ ≥ x˜0(S˜) (26)
hold, which implies
α(1) ≥ γ
θ
≥ 1
k˜x˜0(S˜) +
1
α(1)
. (27)
Proof. For x˜ ≥ x˜0(S) we have
1 =
∫ ∞
0
α(S˜)(K(ξ)ξ)′ dξ ≥
∫ x˜
x˜0(S˜)
α(S˜)(K(ξ)ξ)′ dξ = α(1)(K(x˜)x˜−K(x˜0(S˜))x˜0(S˜)),
which immediately yields (together with the fact that K is non-increasing and K(0) = k˜)
that
K(x˜)x˜ ≤ k˜x˜0(S˜) + 1
α(1)
.
This gives a bound for the limit x˜→∞ respectively the lower bound for γθ .
We use the alternative formulation (22) and the estimates from Lemma 3.8 in the following.
Since α(S˜(x˜)) is nondecreasing we have∫ x˜
0
α(S˜(ξ))(K(ξ)ξ)′ dξ ≤ α(S˜(x˜))
∫ x˜
0
(K(ξ)ξ)′ dξ = α(S˜(x˜))K(x˜)x˜.
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Thus,
x˜K ′(x˜) ≥ −α(S˜(x˜))K(x˜)2x˜, (28)
and therefore
−K
′(x˜)
K(x˜)2
≤ α(S˜(x˜)).
This implies
1
K(x˜)
− 1
k˜
≤
∫ x˜
0
α(ξ) dξ
and consequently gives the lower bound on K. Furthermore we obtain a uniform lower
bound for the limit
lim
x˜→∞
K(x˜)x˜ ≥ lim
x˜→∞
x˜
1
k˜
+ α(1)x˜
=
1
α(1)
,
which implies in particular γθ ≤ α(1). 
From the results above we can immediately deduce the following statement:
Corollary 3.9. For k˜ > 0, equation (11a) has a unique solution (Φ, γ) with
lim
x→∞
1− Φ(x)
x−1/θ
=
γk˜
θ
= k. (29)
Note that we obtain existence and uniqueness of a solution for any k˜, but not necessarily
for each k, since due to the implicit dependence of γ on k˜ the map k˜ 7→ k is not necessarily
surjective.
3.3. Analysis of the coupled BGP-System. In the following we show the existence
of a non-trivial balanced growth path, i.e. existence for the system (11a), (11b), (11c),
(11d). Our idea is to construct a fixed-point map by first solving the (11a), (11d) given
v and S and subsequently (11b), (11c) for (v, S) given φ. The previous sections establish
the well-definedness of all steps, but we see that in order to obtain reasonable bounds we
need to set up the fixed point map on set that bounds x0(S) away from zero. Hence we
first need some estimates for x0(S), which means an estimate on the set of x such that
B(x)α′(1) ≥ x. Therefore we need to obtain a lower bound for B(x) for small x, which
we perform in the following:
Lemma 3.10. Let γ < r and Φ satisfy
1− Φ(x) ≥ γ
θ(α(1) + 1
k˜
x
1
θ )
.
Furthermore let v be the unique solution of equation (11b) with v′(0) = 0. Then the
following inequality holds
B(0) ≥ γ(r − γ)
θr(r − γ + α(1))I(k˜), with I(k˜) =
∫ ∞
0
1
(α(1) + 1
k˜
y
1
θ )
dy. (30)
Proof. Since v′(0) = 0 and S = 1 is a maximizer at x = 0 we have (r− γ)v(0) = α(1)B(0)
and
r − γ + α(1)
α(1)
v(0) = −
∫ ∞
0
v(y)(1− Φ)′(y) dy.
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Now the monotonicity of (1− Φ) and v(y) ≥ yr imply
B(0) ≥ r − γ
r − γ + α(1)
∫ ∞
0
−y
r
(1− Φ)′(y) dy
=
r − γ
r(r − γ + α(1))
∫ ∞
0
(1− Φ(y)) dy
≥ γ(r − γ)
θr(r − γ + α(1))
∫ ∞
0
1
(α(1) + 1
k˜
y
1
θ )
dy,
where we have used integration by parts in the second and the lower bound on 1 − Φ in
the last step. 
This means that under conditions verified by a solution Φ of the BGP-Boltzmann equation,
the value of B(0) is bounded away from zero. This gives the following lemma:
Lemma 3.11. Let in addition to the assumptions of Lemma 3.10 the condition (27) be
satisfied for γ. Then there exists a point x1 > 0 independent of the specific γ and Φ such
that x0(S) > x1.
Proof. Using the bound (27) for x ∈ [0, x0(S)] we have the estimate
B(x0(S))α
′(1) = B(0)α′(1) ≥ γ(r − γ)α
′(1)
θr(r − γ + α(1))I(k˜)
≥ (r − θα(1))α
′(1)
(k˜x0(S)
− 1
θ + 1α(1))r(r − θ
k˜x0(S)
− 1
θ + 1
α(1)
+ α(1))
I(k˜) =: F (x0(S)). (31)
The function F is continuous with F (0) > 0. Now let x1 be the minimal value such that
F (x1) = x1. Then we have B(x1)α
′(1) ≥ F (x1) = x1 and therefore x0(S) > x1. 
With this lower bound for x1 we can construct a self-mapping with x0(S) uniformly
bounded away from zero in the fixed-point argument:
Theorem 3.12. Let r > θα(1) and k˜ > 0, then the system (11) has a non-trivial solution
satisfying the Pareto-tail condition (29) with k = γθ k˜.
Proof. Let Mk be the set of all functions K ∈ C([0,∞)) such that
(i) K(0) = k˜,
(ii) K(x˜) ≥ 11
k˜
+α(1)x˜
, for all x˜ ≥ 0,
(iii) (x˜K(x˜))′ exists and is non-negative,
(iv) limx˜→∞(x˜K(x˜)) exists and is positive.
Then we define the operator Q in the following way: For K ∈Mk, we define as above
γ :=
θ
limx˜→∞(x˜K(x˜))
, Φ(x) := 1− γ
θ
x˜K(x˜).
Given Φ we solve equation (11b) to obtain v and S. Next we solve equation (20) for Kˆ.
We need to show that Q is a self-mapping, compact and continuous w.r.t. the L∞-norm.
Self-mapping. By Lemma 3.11 we have S(0) = 1, therefore the properties of Kˆ from
Lemma 3.8 give that the operator Q is a map from Mk to Mk.
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Compactness. We take a sequence Kn in Mk and define Kˆn := Q(Kn). Then Kˆn is
bounded above by k˜ and because of inequality (28) Kˆ ′n is bounded below by k˜2α(1).
According to Lemma 3.11 there is a x˜1 such that for all n S˜n(x˜) = 1 for x˜ ≥ x˜1. From
inequality (28) we obtain
Kˆn(x˜) ≤ 1
α(1)(x˜− x˜1) for x˜ ≥ x˜1 + 1
and a moment bound for Kˆn follows immediately. Therefore there is a subsequence Kˆn
converging to a Kˆ∞ ∈Mk in L∞-norm.
Continuity. We take a sequence Kn in Mk converging to K and define Kˆn := Q(Kn),
Kˆ := Q(K). As in the compactness part of Theorem 3.4, we can extract a subsequence
vn converging in L
∞
1
1+x2
-norm. In the same way we can extract a further subsequence Bn
converging to B∞ in L∞1
1+x2
-norm. B∞ allows us to define S∞ and we have pointwise
convergence of Sn to S∞. Since the maximiser is bounded by 1, we have L1loc-convergence
of Sn to S∞ and α(Sn) to α(S∞). Using all these results we can pass to the limit in the
equation
(r − γn)vn(x) + γnxv′n(x) = (1− Sn)x+ α(Sn)
∫ ∞
x
v′n(y)(1− Φn(y)) dy.
By uniqueness of the solution we obtain convergence of Sn to S in L
1
loc and vn to v in
L∞loc. Next we pass to the limit in the equation for Kˆn. Using the same arguments as in
the compactness part, there is a converging subsequence Kˆn with Kˆ
′
n weakly converging.
Therefore we can pass to the limit in the term
∫ x˜
0 α(S˜n)(Kˆn(ξ)ξ)
′ dξ and also in the
equation
x˜Kˆ ′n(x˜) = −Kˆn(x˜)
∫ x˜
0
α(S˜n)(Kˆn(ξ)ξ)
′ dξ.
Again by uniqueness we have Kˆn → Kˆ.
Existence. With the above conditions, the Schauder fixed point theory implies the exis-
tence of a solution, which is non-trivial since x0(S) > 0. 
4. Knowledge diffusion leads to balanced growth
Achdou et al. [1] postulate that knowledge diffusion leads to balanced growth, i.e. they
presume that individual productivity also fluctuates in the absence of meetings. Similar
statements were shown in related works by Alvarez et al., Lucas and Staley in [2, 12, 18]
in the case of Boltzmann type models for knowledge growth. These models are closely
related to the BMFG model (5) - they correspond to (2) with a given constant interaction
probability α = α0. In this case system (5) decouples and (2) can be written in terms of
the cumulative distribution function F = F (y, t):
∂tF (y, t) = −α0F (y, t)(1− F (y, t)). (32)
Equation (32) can be studied in the case of small diffusion, which models innovation by
small fluctuations in the individual productivity, see [2, 12, 18] for more details. Define
G(y, t) := 1− F (y, t), then (32) corresponds to the Fisher-KPP equation:
∂G(y, t)− ν∂yyG(y, t) = α0G(y, t)(1−G(y, t)) (33a)
lim
y→−∞G(y, t) = 1, limy→∞G(y, t) = 0, G(y, 0) = 1− F (y, 0), (33b)
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where ν ∈ R+ denotes the diffusivity. It is well known that (33) admits traveling wave
solutions of the form
G(y, t) = Φ(y − γt), (34)
with a minimal wave speed γ = 2
√
να0.
Note that these traveling waves are closely related to the BGP solutions introduced in
Section 2. Consider the spatial variable z = ey, then the rescaling (6) in the BGP variables
reads as
f(z, t) = e−γtφ(ze−γt) = e−γtφ(ey−γt).
Hence the scaling constant γ corresponds to the wave speed in the logarithmic variables.
We pursue this idea in the following and assume that in addition to production and the
learning events, the knowledge of each agent evolves by a geometric Brownian motion
dZt =
√
2νZtdWt,
where Wt is a Wiener process, independent between the agents. The corresponding version
of the Boltzmann mean field game system (5) with diffusion thus becomes
∂tf(z, t)− ν∂zz(z2f(z, t)) = f(z, t)
∫ z
0
α(S(y, t))f(y, t)dy
− α(S(z, t))f(z, t)
∫ ∞
z
f(y, t)dy,
(35a)
∂tV (z, t)+νz
2∂zzV (z, t)− rV (z, t) =
−max
s∈S
[
(1− s)z + α(s)
∫ ∞
z
[V (y, t)− V (z, t)]f(y, t)dy
]
.
(35b)
Achdou et al. [1] postulated the existence of balanced growth path solutions to system
(35) with a rescaling parameter γ given by
γ = 2
√
ν
∫ ∞
0
α(S(y))φ(y)dy. (36)
Assuming the existence of the scaling parameter γ we rewrite system in the known BGP
variables (φ, σ, v) (defined by (6)):
−γφ(x)− γxφ′(x)− ν(x2φ(x))′′ = φ(x)
∫ x
0
α(σ(y))φ(y)dy − α(σ(x))φ(x)
∫ ∞
x
φ(y)dy
(37a)
(r − γ)v(x) + γxv′(x) + νx2v′′(x) = max
σ∈Σ
[
(1− σ)x+ α(σ)
∫ ∞
x
[v(y)− v(x)]φ(y)dy
]
.
(37b)
Note that the diffusion does not exclude the existence of the degenerate solutions γ = 0,
v(x) = xr , S(x) = 0 and φ(x) = δ(x). This degeneracy has to be considered in the design
of the numerical solver which we shall detail below.
4.1. Numerical simulations. We illustrate the behavior of the BMFG system (35) and
the corresponding BGP system (37) in the case of diffusion. We solve both systems using
iterative schemes, that is by solving consecutively the Boltzmann equation and the HJB
equation and then updating the respective variables until convergence. We shall detail the
steps for both solvers in the following.
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The time dependent solver
We discretize the Boltzmann equation (37a) and HJB equation (37b) using a semi-implicit
in time and a finite difference discretization of the diffusion operator ∂zz(z
2f(z, t)) in
space. We consider system (35) on a bounded domain I = [0, z¯] with initial and terminal
conditions
f(z, 0) = f0(z) with
∫ z¯
0
f0(y)dy = 1 and V (z, T ) = 0.
We assume that the total number of agents is conserved in time, therefore
∂z(z
2f)(0, t) = 0 and ∂z(z
2f)(z¯, t) = 0 for all t ≥ 0.
Furthermore we set homogeneous Neumann boundary conditions for V .
Let τ denote the time step and h the size of the spatial intervals. We shall use superindizes
to refer to the time step and subscripts for the spatial position, e.g fki denotes the solution
f at time tk = kτ and position xi = ih.
The solver is based on the following iterative procedure:
(1) Given f0 and S
k solve
1
τ
(fk+1i − fki ) +
2ν
h
(zi+1f
k+1
i+1 − zifk+1i )
+
ν
h2
(z2i+1f
k+1
i+1 − (z2i+1 + z2i )fk+1i + z2i fk+1i+1 ) = g1(fk, Sk),
for every time tk = kτ, k > 1, using a trapezoidal rule to approximate the integrals
in g1.
(2) Update the maximizer Sk defined by the right hand side of (35) using the evolution
of fk and V k.
(3) Given the evolution of the density fk and the maximizer Sk solve the HJB equation
1
τ
(V k+1i − V k)−
ν
h2
z2i (V
k
i+1 − 2V ki + V ki−1)− rV ki = g2(Sk+1, fk+1, V k+1),
backward in time using a trapezoidal rule to approximate g2.
(4) Go to step (1) until convergence.
Time dependent simulations:
The simulations were performed on the interval I = (0, 20) divided into 1000 elements of
size h = 0.002. The time steps were set to τ = 0.05, the final time T = 100. We choose
the following simulation parameters:
α0 = 0.075, n = 0.3 and r = 0.05.
The initial distribution of agents is given by
f0(z) =
1√
2pi
e−
(x−5)2
2 .
The behavior for ν = 0.005 is illustrated in Figure 1. Even though the initial distribution
of the agents does not have a Pareto tail the diffusion initiates long-term growth.
Note that diffusion does not automatically initiate substantial growth. We discussed the
existence of degenerate BGP solutions, which correspond to the formation of a Delta
Dirac in the agent distribution in Section 2.2 already. These degenerate solutions also
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(a) Evolution of the agent density. (b) Evolution of the production function Y .
Figure 1. Solution of the time dependent solver converging to a non-
trivial BGP
(a) Evolution of the agent density. (b) Evolution of the production function Y .
Figure 2. Solution of the time dependent solver converging to the trivial BGP
cause considerable problems in the numerical simulations as we shall illustrate in the next
example. If we increase the diffusivity to ν = 0.125 the solver converges towards the
degenerate solution, see Figure 2. In this case the overall production decreases, hence we
do not obtain exponential growth.
The BGP solver
The BGP solver is based on an iterative procedure and a finite difference discretization.
We use superscripts to denote the iteration number, while the subscripts refer to the
spatial position. System (37) is supplemented with with boundary conditions
∂x(x
2φ)(0) = ∂x(x
2φ)(x¯) = 0 and v′(0) = v′(x¯) = 0.
Note that the no-flux boundary conditions for φ is automatically satisfied at x = 0. To
exclude the existence of degenerate BGP solutions we set
φ0 = 0.
The iterative solver is given by
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(1) Given vn, σn and γn solve
−γnφn+1i −
γn
h
xi(φ
n+1
i+1 − φn+1i )−
2ν
h
(xi+1φ
n+1
i+1 − xiφn+1i )
− ν
h2
(x2i+1φ
n+1
i+1 − (x2i+1 + x2i )φn+1i + x2iφn+1i−1 ) = q1(φn, σn)
subject to the constraint that (φn+11 + φ
n+1
2 + . . .
1
2φ
n+1
N )h = 1 (which corresponds
to the discretization of the constraint
∫ z¯
0 φ(y)dy = 1 using the trapezoidal rule and
φn+10 = 0). Also the integrals in q1 are evaluated using the trapezoidal rule.
(2) Given φn+1, γn and σn solve
(r − γn)vn+1i +
γn
h
xi(v
n+1
i − vn+1i−1 )−
νx2i
h2
(vn+1i+1 − 2vn+1i + vn+1i−1 )
= −q2(φn+1, vn, σn)
using the trapezoidal rule to approximate q2.
(3) Compute the maximum σn+1 and update the growth parameter γn+1 via
γn+1 = 2
(
ν
∫
I
α(σn+1(y))φn+1(y)dy
) 1
2 .
(4) Go to (1) until convergence.
BGP simulations for different diffusivities ν:
The simulations were performed on the interval I = (0, 20) divided into 1000 elements
of size h = 0.02. We use over-relaxation to update the parameters φ, v and σ in each
iteration using a damping parameter ω = 0.75. The simulation parameters are set to:
α0 = 0.005, n = 0.5 and r = 0.1.
The behavior for different values of ν is illustrated in Figure 3. As expected larger diffu-
sivities lead to stronger exponential growth. Furthermore we observe that in the case of
large diffusion the point x0(S), the point where the fraction of time devoted to learning
starts to decrease, is decreasing (see Figure 3 (b)).
5. Conclusion
In this paper we present a full analysis for the existence of BGP solutions of a Boltzmann
mean-field game model for knowledge growth. We discuss the necessary assumptions on
the initial datum as well as the existence of degenerate BGP solutions. Furthermore we
give first insights into the behavior of the model in the case of geometric diffusion with
various numerical simulations. The simulations confirm the hypothesis of Achdou et. al,
that is the existence of balanced growth path solutions in the case of diffusion but also
indicate important questions which shall be addressed in the near future. The existence
of degenerate BGP solutions, which already caused significant challenges in this work,
can not be excluded in the diffusive case. Therefore we will focus on the analysis of the
diffusive problem as well as the construction of numerical schemes for non-degenerate BGP
solutions, based on the time-dependent formulation or the rescaled problem in the near
future. Finally modeling generalizations, such as more complicated interaction laws, shall
be considered as well.
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(a) Agent distribution for different values of ν. (b) Fraction of time σ devoted to learning for
different values of ν.
(c) Production function Y .
Figure 3. Balanced growth path solutions for different diffusivities ν
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