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Abstract
This study describes a binaural machine hearing system that
is capable of performing auditory stream segregation in sce-
narios where multiple sound sources are present. The pro-
cess of stream segregation refers to the capability of human lis-
teners to group acoustic signals into sets of distinct auditory
streams, corresponding to individual sound sources. The pro-
posed computational framework mimics this ability via a proba-
bilistic clustering scheme for joint localization and segregation.
This scheme is based on mixtures of von Mises distributions
to model the angular positions of the sound sources surround-
ing the listener. The distribution parameters are estimated using
block-wise processing of auditory cues extracted from binaural
signals. Additionally, the proposed system can conduct rota-
tional head movements to improve localization and stream seg-
regation performance. Evaluation of the system is conducted in
scenarios containing multiple simultaneously active speech and
non-speech sounds placed at different positions relative to the
listener.
Index Terms: computational auditory scene analysis, source
separation, source localization
1. Introduction
Human listeners have a remarkable ability to assess complex
auditory scenes, even in adverse acoustic conditions. This phe-
nomenon has been thoroughly investigated in the context of au-
ditory scene analysis (ASA), a term that was coined by Breg-
man [1]. Two essential aspects of ASA are sound source lo-
calization and auditory stream segregation, denoting the ability
of humans to build a perceptual representation of where sounds
originate from and what kinds of sounds are present in an au-
ditory scene [1, 2, 3]. Human listeners are able to perform this
task naturally in a wide range of acoustic conditions, whereas
mimicking this capability by computational means still remains
very challenging [3]. A wide range of machine hearing systems
applied to sound localization and segregation rely on a purely
bottom-up information flow, see e.g. [4, 5]. However, various
psychophysical studies have shown that the human auditory sys-
tem incorporates additional top-down knowledge while assess-
ing auditory scenes [2]. This has lead to some recent devel-
opments in the field of machine hearing, where various models
that integrate top-down feedback into their processing path have
been proposed [6, 7, 8].
Top-down feedback in machine hearing systems has espe-
cially been exploited in the context of binaural localization. Re-
cent studies focus on statistical models [6], deterministic ap-
proximations of head related transfer functions (HRTFs) [8] and
deep neural networks (DNNs) [7] to map interaural time dif-
ferences (ITDs) and interaural level differences (ILDs) to the
corresponding angular sound directions. By incorporating head
movements, these models achieve superior localization perfor-
mance compared to the static case. This arises from their ability
to resolve front-back ambiguities, which are likely to occur if
sound sources are positioned within the cone of confusion [2].
The results coincide with the psychophysical findings of Wal-
lach [9], which indicate that human listeners also rely on head
movements to improve the assessment of sound directions.
This study describes a computational framework which
incorporates top-down feedback into the process of auditory
stream segregation. Auditory stream segregation is closely re-
lated to blind source separation (BSS) techniques from the field
of digital signal processing. The task is to segregate binaural
signals into distinct auditory streams, where each stream corre-
sponds to a specific sound source that is present in the acoustic
scene. In contrast to conventional computational models for
BSS (see e.g. [10, 11]), the system introduced in this study
uses an auditory model [12, 13] for monaural and binaural fea-
ture extraction and performs a dynamic and active assessment
of the auditory scene by incorporating rotational head move-
ments. The segregation process is based on a binaural feature
analysis, which yields soft masks, similar to many conventional
BSS methods. The soft masks are subsequently applied to ex-
tracted monaural features which are eventually used to classify
the identities of all sound sources present in the scene.
2. System description
The machine hearing system described in this work is composed
of different building blocks, dividing the overall process into
a sequence of feature extraction, localization, auditory stream
segregation, source type identification and feedback initiation.
The remainder of this section gives a detailed description of
each individual building block.
2.1. Auditory feature extraction
An auditory front-end as proposed in [12] is used to extract
monaural and binaural features from binaural ear signals, sam-
pled with a rate of fs = 44.1 kHz. Each channel of the ear
signals is decomposed into L = 64 auditory channels using a
phase compensated gammatone filterbank. The filter center fre-
quencies are equally distributed on the equivalent rectangular
bandwidth (ERB) scale between 80Hz and 8 kHz [3]. Half-
wave rectification and low-pass filtering is applied to each fre-
quency channel to approximate the behavior of the inner hair
cells (IHCs) [14]. Subsequently, monaural and binaural features
are extracted using non-overlapping, rectangularly windowed
time frames with a length of 20ms.
The localization and segregation stage used in this study is
based on two primary binaural cues, namely ITDs and ILDs.
The ITD between the left and the right ear signal, denoted as
τkl, is estimated for each time frame k and frequency channel l
by finding the time lag that corresponds to the maximum of the
interaural cross-correlation function. ILDs are estimated anal-
ogously by comparing the frame-based energy of the left and
right ear IHC signals. They are denoted as δkl and expressed
in dB. ITD and ILD features are combined into a 2-dimensional
binaural feature vectors okl =
[
τkl δkl
]T for each time
frame and frequency channel.
Monaural ratemap features rkl are used to model the spec-
tral characteristics of different sound types. They encode
a spectro-temporal representation of the auditory-nerve firing
rate [15]. Ratemaps are computed individually for each ear sig-
nal and frequency channel by smoothing the IHC signal rep-
resentation with a leaky integrator that has a time constant of
8ms. The smoothed IHC signal is averaged across all sam-
ples within each frame. As the stream segregation process used
in this study produces soft masks, corresponding to individ-
ual weights for each time-frequency unit, these can directly
be applied to the extracted ratemaps. The weighted ratemaps
are subsequently used to derive spectral features for each au-
ditory stream, which correlate to perceptual attributes of the
corresponding sound source. In this study, 7 attributes are
used to classify the identity of the sound source from each
stream: spectral centroid [16], spectral spread [17], spectral
skewness [18], spectral kurtosis [18], spectral flatness [17],
spectral crest [17] and spectral entropy [19]. These attributes
are computed for each time frame, yielding the monaural fea-
ture vector xk. The choice of these features was motivated by
their robustness against changes in sound level, in contrast to
the level-dependent ratemap features [17].
The proposed machine hearing system utilizes a block-
based processing scheme to derive statistics of the spatial sound
source characteristics and perform classification of individual
auditory streams. Hence, a fixed number of framesK is used to
compose non-overlapping blocks of auditory features. Through-
out this study, K = 25 is used which corresponds to a block
length of 0.5 s.
2.2. Localization framework
The localization framework has to meet two basic requirements:
the ability to estimate the angular direction of a sound source
in the entire horizontal plane and the possibility to generate a
probabilistic output. Both requirements are necessary for the
source segregation framework that will be described below. The
localization model proposed in [6, 12] meets both requirements
and is thus adopted for this study.
The required mapping from binaural features to azimuth
angles is achieved via a statistical framework based on uni-
modal Gaussian distributions. Individual sets of Gaussian prob-
ability density functions (PDFs) are considered for each fre-
quency channel over a discrete set of equidistant azimuth an-
gles φ = [−pi, pi) covering the whole horizontal plane. A
set of M = 360 Gaussian PDFs per frequency channel is
used here, which corresponds to an angular increment of 1◦.
Hence, the localization model is composed of 360 × 64 Gaus-
sian PDFs, where each PDF is specified by its mean vector and
covariance matrix, represented as a set of model parameters
θ
(m)
l , m = 1 . . . , M . The model parameters are estimated us-
ing the 2-dimensional binaural features as described in Sec. 2.1.
The training features are computed using anechoic head related
impulse responses (HRIR) of the Knowles Electronics Manikin
for Acoustic Research (KEMAR) dummy head [20] with white
noise stimulus signals. Full covariance matrices were assumed
for all models during training.
Evaluating the posterior probability
p(φ(m) |okl) ∝
p(okl | θ
(m)
l )∑M
i=1 p(okl | θ
(i)
l )
for each discrete angular position φ(m) yields an estimate of the
azimuthal sound source direction, computed as the maximum
likelihood (ML) solution
φ˜kl = argmax
φ(m)
p(φ(m) |okl) (1)
for each time-frequency (TF) unit. As Eq. (1) produces an es-
timate of the source azimuth relative to the listeners look di-
rection ψk, the latter has to be taken into account explicitly.
Therefore, the absolute angular direction of the sound source is
computed as
φkl =
(
(φ˜kl + ψk + pi)mod 2pi
)
− pi (2)
for each TF unit. For a given set of estimated source positions
in a single signal block {φkl}, k = 1, . . . , K, l = 1, . . . , L,
a vector of observations is derived by changing the double ele-
ment index kl to a single index n = 1, . . . , N withN = K ·L
over all time and frequency units and stacking the individual
observations according to
φ =
[
φ11, . . . , φK1, φ12, . . . , φK2, . . . , φKL
]T
,
=
[
φ1, . . . , φN
]T
. (3)
2.3. Auditory stream segregation
The auditory stream segregation framework assigns estimates
of angular positions to each time-frequency unit of an acquired
signal block. This representation serves as the basis for a sub-
sequent clustering step. However, conventional clustering tech-
niques like k-means [21] or Gaussian mixture models (GMMs)
[22] might not be suitable for the problem at hand, since the
available observations are azimuth angles, originating from a
circular probability distribution bounded in [−pi, pi]. There-
fore, an alternative clustering technique is applied here, which
is based on a mixture of von Mises distributions [23]. Similar
approaches have already been proposed in the context of sound
source localization and tracking [24, 25]. In this work, it is
applied in the context of auditory stream segregation, by using
dummy head HRIRs with a binaural sensor and an auditory fea-
ture extraction stage. The PDF of a von Mises distribution is
defined as
VM(φ, |µ, κ) =
1
2piI0(κ)
exp
{
κ cos(φ− µ)
}
, (4)
where φ ∈ [−pi, pi] is an angle, µ is the circular mean, κ is
the concentration parameter and Ii(·) is the modified i-th order
Bessel function. Hence, the PDF of a mixture of von Mises
distributions can be derived from Eq. (4) as
p(φ |pi, µ, κ) =
C∑
c=1
picVM(φ |µc, κc), (5)
where pi = [pi1, . . . , piC ]T are the mixture weights satisfying∑C
c=1 pic = 1, µ = [µ1, . . . , µC ]
T denote the circular means
and κ = [κ1, . . . , κC ]T are the concentration parameters cor-
responding to each of the C mixture components.
The stream segregation process applied in this study is
based on the assumption that the number of active sound
sources is known a priori. Therefore, the number of mixture
components C is fixed according to this prior knowledge. For
a given set of estimated source positions, the log-likelihood of
the PDF introduced in Eq. (5) can be expressed as
L(φ |pi, µ, κ) =
N∑
n=1
log
( C∑
c=1
picVM(φn |µc, κc)
)
. (6)
The parameters of Eq. (6) are estimated using an expectation
maximization (EM) scheme based on the approach presented
in [26]. The parameter estimates at each maximization step are
given as
µc = atan2
( N∑
n=1
γnc sin(φn),
N∑
n=1
γnc cos(φn)
)
, (7)
κc = A
−1
(∑N
n=1 γnc cos(φn − µc)∑N
n=1 γnc
)
, (8)
pic =
1
N
N∑
n=1
γnc, (9)
with
A(x) =
I1(x)
I0(x)
. (10)
and responsibilities
γnc =
picVM(φn |µc, κc)∑C
j=1 pijVM(φn |µj , κj)
(11)
computed during the E-step. Estimating the concentration pa-
rameters κc requires inverting the function given in Eq. (10).
This problem cannot be solved analytically, therefore the in-
verse function has to be approximated. In this study, the ap-
proximation scheme introduced in [27] is applied to estimate the
concentration parameters. The EM algorithm utilises Eqs. (7)–
(10) to incrementally update the parameter estimates during the
optimization process. The initial model parameters are com-
puted using the circular k-means algorithm described in [23].
Following the parameter estimation procedure, the model
described in Eq. (5) is used to derive soft masks for all active
sound sources, denoted by c = 1, . . . , C. The masking co-
efficients β(c)kl for each TF-unit are computed by evaluating the
normalized likelihood of the corresponding mixture component,
given the estimated azimuth angle:
β
(c)
kl =
VM(φkl |µc, κc)∑C
j=1 VM(φkl |µj , κj)
(12)
Note, that the soft-mask estimation assumes a uniform prior
over individual mixture components, hence the mixture weights
pic are discarded in Eq. (12). The estimated soft masks are sub-
sequently applied to the extracted ratemap features, yielding an
auditory stream r˜(c)kl = rkl · β
(c)
kl for each source. Individ-
ual sets of perceptual attributes x˜(c)k are then derived from these
auditory streams as described in Sec. 2.1.
2.4. Source classification
The identities of the sound sources present in the auditory scene
are inferred by a classification scheme based on GMMs. Let
λs represent the characteristics of a sound source in terms of
the monaural auditory features described in Sec. 2.1. Given a
set of source models s = 1, . . . , S and a vector of perceptual
attributes x˜(c)k , the posterior probability of source model s at
frame k can be computed as
p(λs | x˜
(c)
k ) =
p(x˜
(c)
k |λs) p(λs)∑
s
p(x˜
(c)
k |λs) p(λs)
. (13)
A uniform prior p(λs) is assumed in this study. As the au-
ditory stream segregation framework described in the previous
section utilizes a block-based processing scheme, the posterior
probability in Eq. (13) has to be extended accordingly. This is
achieved by averaging the frame posteriors across time to pro-
duce a posterior probability of source model s given a set of
perceptual attributes derived from a block of K frames. The
source identity of a block within the c-th auditory stream is the
considered to be the source model sˆ that maximizes the poste-
rior probability according to
sˆ = argmax
s
1
K
K∑
k=1
p(λs | x˜
(c)
k ).
2.5. Feedback through rotational head movements
Two different head rotation schemes and their effect on localiza-
tion and segregation performance are investigated in this study.
They are partially adopted from previous work presented in [8].
The case when no rotational head movements are applied serves
as a baseline for the performance comparison. The first ap-
proach performs random head movements based on the dynam-
ics equation
ψk = ψk−1 +
pi
180
uk, uk ∼ N (0, 1).
This is a purely feed-forward control strategy, as it uses no in-
formation provided by the auditory stream segregation stage.
In contrast, the second approach investigated in this study
imposes a feedback loop by turning the head towards the most
uncertain of the estimated source positions. The concentration
parameters of the mixture of von Mises distributions given in
Eq. (5) are used as a measure of uncertainty in this approach,
yielding the index of the most uncertain source position as
c˜ = argmin
c
κc.
Feedback is subsequently initiated using the dynamics equation
ψk = ψk−1 + α(µc˜ − ψk−1), (14)
where α is a fixed gain factor set to α = 5 throughout all exper-
iments. For both proposed approaches, possible head rotations
were restricted to the range [−80◦, 80◦] relative to the initial
look direction which was fixed at 90◦.
3. Evaluation
3.1. Sound database
A collection of speech and non-speech sounds was created
using the GRID corpus [28] and a publicly available sound
database1. Five different classes of sounds with diverse spectro-
temporal complexity were selected: female speech, alarm/siren,
dog barking, car engine and piano. Silence periods in all sound
files were manually labeled.
1https://www.freesound.org/
xy
ψk
Figure 1: Layout of the acoustic scene used during the evalu-
ation. Sound sources can be positioned at 30◦, 70◦, 110◦ and
150◦. The gray area indicates the range of possible head rota-
tions.
3.2. Experimental setup
The proposed framework was evaluated in simulated acous-
tic scenes, which were generated using anechoic HRIRs [20].
Three different scenarios with either 2, 3 or 4 simultaneously
active sound sources were considered. The sources were posi-
tioned randomly at fixed azimuth angles relative to the dummy
head. An overview of the general acoustic scene configuration
used for the evaluation is depicted in Fig. 1. It is worth men-
tioning that, even though the sources were all placed within the
frontal hemisphere, the system had no prior knowledge about
the azimuthal positions. This was ensured by initializing the
stream segregation stage with uniform circular distributions.
The acquired sound database was partitioned into 10 folds
of training and test sets, allowing cross-validation of the dataset
in all evaluation scenarios. Monaural feature vectors were ex-
tracted for each sound class from the training files and used
to train the GMM-based classifiers described in Sec. 2.4. All
GMMs were trained using EM iterations with a fixed number
of 16 mixture components and full covariance matrices. Silence
periods were excluded from the audio files during training.
During each cross-validation step, 30 simulations with a
fixed duration of 3 s each were conducted for testing. The spe-
cific setup of each simulation was composed of randomly cho-
sen sounds from the test set. Localization and classification per-
formance were measured by computing the block-wise, cumu-
lative circular root mean square error (RMSE) and classification
error rate, respectively.
3.3. Results and discussion
The results obtained in all evaluation scenarios are summa-
rized in Tab. 1. The feedback strategy introduced in Eq. (14)
outperforms both the static case and the feed-forward control
scheme based on random head movements in all evaluated sce-
narios. Furthermore, random head movements yield no signif-
icant improvements with respect to the baseline throughout all
conducted experiments. This effect is similar to the results de-
scribed in [8], where it was shown that control strategies based
on a feed-forward paradigm are not as beneficial for localization
performance as closed-loop feedback control.
The results obtained in this work indicate that classification
performance of the proposed machine hearing system is highly
dependent on localization accuracy. An increasing number of
simultaneously active sound sources results in a severe drop in
Table 1: This table summarizes the averaged localization and
classification performance achieved in all conducted experi-
ments for different head rotation strategies. The localization
error is given as cumulative circular RMSE in degrees, whereas
classification error is depicted as classification error rate in
percent. The best performances achieved in each of the sce-
narios are depicted in bold font.
Head rotation Localization error Classification error
Scenario 1: 2 active sound sources
None 30.12 31.67
Random 28.91 31.07
Feedback 20.91 23.33
Scenario 2: 3 active sound sources
None 64.52 67.75
Random 62.67 67.78
Feedback 61.82 63.19
Scenario 3: 4 active sound sources
None 78.94 77.96
Random 78.97 78.35
Feedback 70.45 74.79
localization performance, which subsequently also reduces the
stream segregation abilities of the system. This effect is caused
by the rather basic localization framework used in this study,
which is based on Gaussian PDFs. A more sophisticated model
would most certainly yield in better azimuth estimations, thus
providing more accurate features to the clustering stage of the
stream segregation framework.
4. Conclusions
This study presented an active machine hearing system for au-
ditory stream segregation in multi-source scenarios. The pro-
posed system is based on a framework for joint localization
and stream segregation, using a probabilistic clustering scheme
to assign individual TF units to azimuthal sound source posi-
tions. The framework is termed active, because it is able to dy-
namically assess the auditory scene by conducting head move-
ments. Experimental results have indicated, that rotational head
movements based on a closed-loop feedback control scheme in-
crease localization and stream segregation performance. This
was shown in simulated acoustic environments using a com-
bined stream segregation and classification system to infer the
identities of different speech and non-speech sounds in multi-
source scenarios.
Future developments will focus on improving the localiza-
tion framework used in this study, e.g. by incorporating GMMs
or DNNs for predicting azimuth angles for each TF unit. Ad-
ditionally, different head rotation strategies may yield further
improvements of auditory stream segregation performance. In
this context, it will be especially interesting to investigate head
movements conducted by human listeners in multi-source sce-
narios and apply according strategies to the proposed computa-
tional system.
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