일반화 평균제곱오차(gMSE)와 사례 적용 연구 이 동 근
Introduction
In statistics, when we estimate the dispersion of the parameter estimates from the true parameter we use the mean squared error (MSE), which is the most popular methodologies traditionally. This popular method is widely used to handle various engineering problems. It is generally known that MSE can be separated into two parts; variance and squared ias. The basic MSE method can explain one-dimensional data set, but this method is limited to only one dimensional. Related to this problem, Wilks (1932) proposed the generalized variance (gVar), which is important in both theoretical and applied statics research area. The gVar can interpret the variance for -dimensional data. In this paper, we will extend the gVar to the MSE case. In addition, we will define that the generalized mean squared error (gMSE) and divide into the generalized bias (gBias) and the generalized variance (gVar) . that is, we have
     
The basic concept of gVar will be handled in the Chapter 2. We will introduce the generalized mean squared error (gMSE) and generalized bias (gBias) concept. We also provide the proofs in the algebraic and geometric aspect. Also, simulation study will be compared to other methods. In the Chapter 3, we will apply the proposed generalized mean squared error method to engineering applications. In the Chapter 4, the conclusion and future research will be described. First, we will introduce the generalized variance briefly. One multivariate analogue of the variance   of a univariate distribution is the covariance matrix  . Another multivariate analogue is the scalar det (), which is called the generalized variance of the multivariate distribution (Anderson, 1984) .
Similarly, the generalized variance of the sample of - We will denote Bias term as . So, we can know that
  
Now we will figure out the bias term into two parts onedimensional case and higher dimensional case.
One-dimensional case For the one-dimensional case, we know     . The difference between gMSE and gVar is the squared bias.
•For -dimensional case, we make a conjecture :
    .
Let's assume we have two-dimensional data. The generalized variance can be written in a matrix form and its matrix consists of variances and covariances. So, it is called a variancecovariance matrix. For illustration, we consider the bias part only as below. For notational convenience, we let
So the above conjecture does not hold for two-dimensional case, since the bias part is always zero. Then we suggest the difference between gMSE and gVar as the generalized bias (gBias) as below :
From the above proposed method,      is valid for one-dimensional case and higher dimensional case. gBias is a difference between gMSE and gVar, we hope gBias should be nonnegative≥  In the following lemma, we will prove this. Lemma 1. In the two parameter case, gMSEgVar≥0 Proof.
we solve Equations (5) and (6) with simultaneous equations. Then we get,
we can know that if      and      , above Equation (4) has lowest value. When      and      , Equation (4) is exactly the same as the gVar. Thus, the gMSE is bigger than gVar.
Geometric Approach
In the previous chapter, we showed the generalized bias algebraically. Now we move to geometric interpretation (Johnson and Wichern, 1988) .
(1) One-Dimensional Case Assume we have data set         ⋯   ′. Then projection of  on the vector   is
From the above, we know that projection of  on the vector   which is also known as equal angular vector is given by    . We let         . Also, we have the following relation as shown in <Figure 1>. That is, The decomposition of the deviation form is
Figure 1. 
It shows that Equation (2) can rewritten by Equation (8). Furthermore, Equations (2) and (8) respectively. Consider the following, 
Thus , . These two deviation vectors are parallel. So, we can't get the area. This notation is shown below :
We checked gVar is 0, when     . 
Relationship between gMSE and gVar
Now, we will consider the relation between gMSE and gVar. For convenience sake, we use the two vectors,   and   with    . We add the deviations   and   to deviation vectors 
From this case, we can also find that gMSE is always equal or bigger than gVar. For all   and   , we have
In <Figrue 6>(d), since  means the angle formed by two plane  and   . We can know that
then,
Figure 6. Picture of Projections of Each Vector on Three Dimensions with       Movements
Throughout the process, we see that gVar+gBias is the gMSE. We have talked also have the same mean in Equation (1). <Figure 6> shows the relationship between the gMSE, gBias and the gVar. Now, we can think about expand further three-dimensional. Although we can't draw high dimensional even four-dimensional in practice, this case is also satisfied by seeing Equation (12). Because high dimensional volume has many angle between two hyper planes (Jiang, 1996) .
Suppose the angle between   and   is  , and the principal angles between them are            But in our paper,   and   since p and q are # of observations in each variable. A and B have same number of observations, so
We can present one representative angle  . Using the principal angle in high dimensional volume. Then we will calculate representative principal angle  . Each   can be calculated by Gram-Schmidt procedure in pracma library, where     , R language (Borchers, 2017) . From this process we can get   matrix and   matrix shown below : Finally we get representative   ≈  Then we can check Equation (11)
From the above example, we confirmed that it satisfied the Equation (11). Also, when we use this method, we can verify the data is not merely the generalized variance, but allso the generalized bias.
We discussed about geographical interpretation of the gMSE, gVar and gBias. In the next section, we will talk about more applicable term.
Weighted Generalized Mean Squared Error
When we examine some data, we sometimes want focus on some specific side, such as certain bias or variance. The previous chapter discussed generalized bias. In this time, i will introduce weighted generalized mean squared error (wgMSE). Proposition 1. When the data have the gVar, gMSE, gBias and 0 ≤ w ≤ 1.
        
where w (0 < w < 1) is a weighted value, which is varied situationally. For instance, if w is close to 1, we focus on gVar relatively, whereas, if w is close to 0, then we concentrate on gBias.
Through out the using weighted generalized mean squared error, we can look in to the data diverse aspects of data as the way we want.
Application

In Robust Design
In this chapter, we will check the application of the gMSE, gVar and gBias compared to other evaluation methods in the robust design.
We use the robust design data from Park and Leeds (2016) . In this simulation they construct the robust design with the dual response functions (Vining and Myers, 1990) and fit that functions for the mean and variance
  represents the  th response at the  th design point where     ⋯  and     ⋯ . Squared loss optimization model (Lin and Tu, 1995) is used here for optaining the optimal operating conditions. The main goal of the robust design is to estimate the optimal operating conditions of the control factors. These are obtained by applying the squared-loss optimization model. Squared loss optimization model is shown below :
where   is the customer-identified target value for the quality characteristic of interest. In Park and Leeds (2016) , he uses the contaminated data which is possible to have an outlier. Since mean and variance are sensitive to an outlier, he takes the test with various robust resistant methods. These methods are shown below :
Also normal-consistent for MAD, IQR and Shamos are included in his paper. If you need more information, please refer Park and Cho (2003) .
To begin with the assumptions of the true mean process M(x) and variance process V(x) which are shown below :
where the target    .
We know that squared loss optimization is tantamount to minimizing the MSE. To find the operating condition to minimize the MSE, we estimate each parameter against contaminated data sets by using Method 1A-4C. This simulation is almost same with the previous simulation we did, except that the data sets here are contaminated. The goal is to use the performance of Methods 1A-4C by gauging how close each estimated optimal operating condition is to the true theoretical optimal operating conditions. In Park and Leeds (2016) , he derived the optimal operating conditions by assuming the values of M(x) and V(x). Then he get true theoretical optimal operating condition      and     . He assumed that there were design points at         and         resulting in a total of nine design points in the simulation without contamination. He also calculate M(x) and V(x) at each design point             ⋯  and produce a random sample of size  = 50 from the normal distribution with M(x) and V(x) at each design point. Then, the output of the optimal operating conditions for Methods 1A-4C can be obtained.
In the simulation, there are contaminated data and uncontaminated data that he considered the same setup in the same design points. The difference between them was that five of each of the original m = 50 uncontaminated responses were contaminated from the simulation. In other words, 10% of the original responses were contaminated at each design points.
This was done by randomly selecting 5 responses among the original 50 responses without substitution and adding 100 to the originally uncontaminated value. This simulation flow uses a contamination scheme based on ideas similar to those used in Lindsay's influence function approach (Lindsay, 1994) and the bias plot owing to contamination (Park and Basu, 2003) . Accordingly, the simulation under contamination was replicated 10,000 times, resulting in 10,000 optimal operating conditions for Methods 1A-4C.
The optimal operating conditions using Methods 1A-4C from the simulation were then plotted respectively in <Figure 8> with the one caveat that only the first 100 of the 10,000 resulting data points were plotted in 16 scatter plots respectively.
The small change was owing to the fact that construct scatter plots of the complete set of 10,000 simulated optimal operating conditions resulted in extreme clutter of the points inclined to stack. The contours from the two dimensional kernel densities (Silverman, 1986) of the optimal operating conditions are overlapped on the scatter plots, and also these contours are obtained by using the complete set of 10,000 optimal operating conditions. In <Figure 8>, the crosses represent the optimal operating conditions with contamination and the circles represent the optimal operating conditions without contamination. We obtained true optimal operating conditions   <Figure 8> provides a comprehensible visual illustration of the outlier-resistance behavior of Methods 1A-4C. A quantitative way, however, is more likely to figure out how to represent the outlier-resistance property. In this report we will use two distance, Euclidean distance and Mahalanobis distance. At each iteration  of the simulation, the Euclidean distance between the estimated parameter and the true parameter was calculated as follows : Above equation shows the two kinds of Euclidean distance form. Here,  is single numerical Euclidean distance value and D is matrix form of Euclidean distance. This form can be viewed as a scalar metric used to judge whether the proposed estimation methods are effective in terms of the distance between the true parameter and estimated parameter. Therefore, the low value of the matrix form shows that an estimated parameter is not closed to true parameter value.
Figure 8. Kernel Density Plots of Each Estimates Using
Respectively Methods 1A-4C
To visualize how much far away from the true parameter the estimated parameter is, we use another method called Mahalanobis distance (Mahalanobis, 1936) . Mahalanobis distance is a measure of the distance between a point P and a distribution D, introduced by P.C Mahalanobis in 1936. When determining its distance from the center, Euclidean distance only consider the seeming distance between the true parameter and estimated parameter, while Mahalanobis distance consider the distance between the components given the variability of each variable. Components with high variability should receive smaller weight than the components with low variability. Mahalanobis distance can be formed where    is inverse matrix of sample variance-covariance matrix. Here, interesting point is that when    becomes , which is the identity matrix     ⋯  , it is equal to Euclidean distance Relative efficiency is a useful comparison of two estimators    and    . It is calculated by a comparison of their variances (Lehmann, 2004) . It follows as :
In this paper, we are considering two estimators location and scale though, this method is quite unlike that of others which mostly compares variances. Accordingly, it is hard to directly apply the usual concept. For that reason, Park and Leeds (2016) suggests the substitution of the Euclidean distance for the variance in the norm formula for relative efficiency. Additionally, we will apply this concept to the Mahalanobis distance. Define the relative efficiency of Method 2 to Method 1 in this robust design framework as the following :
We calculated the relative efficiencies of Methods 1A-4C to Method 1A through the above definition. The results are shown in <Table 2> and <Table 3>. From the two tables, it is clear to say that Method 4B and 4C are outperform the other estimation methods when it comes to the relative efficiency in Equation (17). From now on, we use the generalized series to evaluate each method. We can represent a single numerical value to interpret the multivariate observations, which is helpful to understand the whole data easily. In park's paper he denoted that this gVar will be obtained from the optimal operations conditions,
But it is not gVar because in gVar we have to use the sample deviation s. Therefore, in order to obtain gVar, the variance-covariance matrix should be calculated first. Note that N is the number of the iterations in the simulations,
In the very same way as we did before, we can construct the relative efficiency based on the generalized series (GS), this is
where generalized series (GS) are consist of generalized variance (gVar), generalized bias (gBias), generalized mean squared error (gMSE).
From the above equation, we obtained the relative efficiencies (  ) of Method 1A-4C to Method 1A based on generalized series. The results are shown in <Table 4> and <Table 5>. It is clear that Method 4C out performs the other estimation methods in terms of the   .
In nuclear area
In nuclear area, loss-of-coolant accidents in nuclear reactors are caused by stress corrosion cracking (SCC). SCC appears in metallic components of nuclear power plants when physical stress and other components effect to sensitive materials. To be specific, SCC appeared in Alloy 182 (Ni-based welding flux) and it is called PWSCC (Primary Water Stress Corrosion Cracking). Predicting the SCC initiation time plays a significant role in nuclear area. used a probabilistic model for predicting the SCC initiation time while considering the time scatter. He also used Weibull distribution, which is one of the most popular probabilistic models to predict SCC, in order to consider the effect of the time-dependent degradation of a material.
To obtain the model parameters of SCC initiation (i.e., Weibull parameters in this case), a cracking test must be performed. The typical procedure of a cracking test involves an interval-censored reliability test. This implies that several stressed specimens (e.g., U-bend and constant tensile stress specimens) are exposed to a corrosive environment and censored at every scheduled time. Following the test, the testing results can be used to estimate the Weibull parameters typically using either the maximum likelihood estimation (MLE) or the median rank regression (MRR) method.
We want to know which method is better in estimating β and η. <Table 6> shows the condition of the experiment. In here, other conditions are fixed while the number of specimens are increasing by 5.
(1) Using Kernel Density In nuclear area, loss-of-coolant accidents in nuclear reactors are caused by stress corrosion cracking (SCC). SCC appears in metallic components of nuclear power plants when physical stress and other components effect to sensitive materials. To be specific, SCC appeared in Alloy 182 (Ni-based welding flux) and it is called PWSCC (Primary Water Stress Corrosion Cracking). Predicting the SCC initiation time plays a significant role in nuclear area.
Kernel density estimation is a method that estimates the probability density function of a random variable
where K is a kernel function,  is bandwidth and  is the dimension of . R language provide kde2d function (Venerables and Ripley, 2002) , showing the two-dimensional kernel density estimation with an axis aligned bivariate normal kernel, evaluated on a square grid. In this paper we use kde2d, it uses the  by default :
<Figure 9> and <Figure 10> are the bivariate kernel density plot regarding to β and η increasing by number of specimens. Since it is hard to show all increases in # of specimens, only four figures (N = 5, 10, 30, 50) are posted on this article. Each methods simulated 10,000 times to estimate the parameter respectively. Note that we obtained contours from the complete set 10,000 true parameter condition. Also, we plotted the estimated value on figure only 100 estimated value because it becomes very complex when plotted all the value on the figure. The gray line crossed the true parameter  helps to understand the picture. Compare with figure 9 and figure 10, we can see both kernel density lines are centralized to the true parameter       as the N increases. But, we can't see the clear difference in two methods MLE and MRR. (2) Using distance In nuclear area, loss-of-coolant accidents in nuclear reactors are caused by stress corrosion cracking (SCC). SCC appears in metallic components of nuclear power plants when physical stress and other components effect to sensitive materials. To be specific, SCC appeared in Alloy 182 (Ni-based welding flux) and it is called PWSCC (Primary Water Stress Corrosion Cracking). Predicting the SCC initiation time plays a significant role in nuclear area.
Finding the distance that parameter to experimental data is kinds of good measurement method. Specifically, we covered two distances Euclidean distance and Mahalanobis distance in Application 1.
Figure 10. Kernel Density Plots Using MRR
At each iteration  of the simulation, the Euclidean distance between the estimated parameter and the true parameter was calculated as follows :
where    is inverse matrix of sample variance-covariance matrix.
<Table 7> shows the estimated Euclidean distance and Mahalanobis distance from the true value. Looking at the Euclidean distance case first, we can see that both method MLE and MRR have large value, but MRR is slightly smaller than MLE. After N is increased by 5, a distance MLE and MRR are going to have the almost same value, which is hard to recognize which one is better.
Contrary to Euclidean distance, statistical distance (Mahalanobis distance) has small value overall when it comes to the N case. From the following result, we can figure out that MLE has better estimation method in this situation. above equation shows that relative generalized variance efficiency of each method. It is hard to visualize the data in one plot due to the gap between the each iteration, so we use logarithm transformation its data. Then take relative efficiency to post on the plot its plot is printed in <Figure 11>. From <Table 7>, we can see that Mahalanobis distance using the MLE has a better result than using Euclidean distance without reference to N. <Table 8> shows, the generalized series under the MLE and MRR based on the true parameter. We can know that when N (number of specimens) is increased, the gVar, gBias and the gMSE are getting smaller. It means that all the estimates are centralized to the true parameter as N increases.
But we can't overlook the result simply by judging the one component of the generalized series. When N = 5, the MRR is better than MLE and in gVar, but in gMSE, the MLE is better than MRR. So we can conclude that MLE is better method than MRR estimating the SCC initiation time except when N is 5.
Conclusion
We examined the definition of the generalized mean squared error and generalized bias. Also, we apply these concept to real problems. When we evaluate for parameter estimation, it is difficult when the number of dimension increased. So, in this situation it is effective applying the generalized mean squared error, the generalized variance and the generalized bias. Also, using this method, we can check the efficiency in detail. In the previous chapter, we check the real problem using generalized mean squared error. Since the gVar is used in many areas, we can study more application applying this generalized series. But we can't overlook the result simply by judging the one component of the generalized series. When N = 5, the MRR is better than MLE and in gVar, but in gMSE, the MLE is better than MRR. So we can conclude that MLE is better method than MRR estimating the SCC initiation time except when N is 5.
