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Introduction
In  t his  ar ticle  we  will  describe  t he  usage  of  t he  Grid  in  t he  High - Energy  Physics 
environ ment  (HEP) a t  t he  beginning  of  2008.  We will  almos t  exclusively leverage  on  
the  experience  and  plans  of  t he  four  big  experiment s  a t  t he  Large  Hadron  Collider  
(LHC) a t  CERN [1].
This  choice has  m ul tiple  m o tivations, t he  m os t  impor tan t  being  the  fact  t ha t  2008  is  
t he  t u rning  poin t  year  for  t hese  experimen ts  (ALICE, ATLAS, CMS and  LHCb) which, 
af ter  m a ny  years  of  p repara tions  are  basically  ready  to  s tar t  (first  LHC  p roton -
p ro ton  collisions  are  expected  to  ha p pen  mid - 2008). These  experimen ts  have played  
a  crucial role in t he  evolu tion  of grid  technologies  in t he  las t  several year  an d  no tably  
in  connection  with  grid  infras t ructu re  p rojects.  The  m os t  impor tan t  p rojects  are  
EGEE (Enabling  Grid  for  E-sciencE) in  Europe  [2], OSG (Open  Science  Grid) in  t he  US 
[3] and  NDGF (Nordic Data Grid Facility) in t he  Nordic coun t ries  [4].
In  t he  evolution  of  grid  technology  the  HEP com m u nity  an d  the  HEP experimen t s  
have  played  a  de ter minan t  role.  The  essen tial  cont ribu tion  was  t he  enthusias tic 
p ro motion  of  t he  idea  of  grid  com p uting for malised  an d  po p ularised  by I. Foster  an d  
K. Kesselmann  in t he  late 1990's  [5].
The impor tance of t he  HEP role can  be judged  by several facts:
1. The  HEP com m u nity  ha d  already  a t  t ha t  time  the  experience  in  crea ting  long -
lived  collabora tions  across  differen t  and  geographically  dis t ributed  en ti ties  
(Universities,  Labora tories  etc...)  funded  by  the  coheren t  effor t  of  several 
fun ding  agencies.  The  HEP  experimen t s  were  already  exceeding  the  several 
h u n dreds  collabora tor s  fro m  several  tens  of  universities  in  t he  early  1990's  
(e.g. CDF experimen t  a t  Fermilab  US). At t he  sa me  m o men t  in time, t hus  s till in 
t he  p repara tion  p hase, t he  LHC experimen ts  were reaching an  even larger  scale 
(the  larges t  LHC  experimen t,  ATLAS,  exceeds  2,100  p hysicists  fro m  167 
ins ti tu tes  in  37  coun t ries).  In  a  sense,  t he  HEP world  was  p roving  tha t  t he  
collabora tion  scale  t he  Grid  was  sugges ting  was  a t tainable  an d  even  desirable  
when  excellence  and  op timisa tion  of  resources  requires  to  cross  exis ting 
border s  (national, ins ti tu tional e tc...).
2. The  HEP com m u nity  ha d  already  s tar ted  a  deep  reflection  abou t  t he  way  to  
p rovide  t he  necessary  com p u ting  power  (and  da ta  han dling  capabilities)  for  
t he  LHC research  p rogra m me.  The  experience  of  t he  CERN LEP experimen t s  
(active between  1989  an d  2000  a t  CERN) and  of  several other  HEP experimen ts  
like  CDF and  D0  (Fermilab),  BaBar  (SLAC), NA48  and  COMPASS (CERN) m a de  
very  clear  t he  impor tance  of  com p u ting  in  ter m s  of  han dling  very  large  da ta  
sa m ple  (1 PB range). This  was  no t  new: fro m  the  very  beginning,  n uclear  an d  
par ticle  p hysics  were  early  adop ter s  of  new  com p u ting  technologies.  The  new 
poin t  was  t he  observation  tha t  t he  com p u ting  infras t ructure  (software  an d  
hardware)  ha d  to  be  planned  well  in  advance  both  for  cos t  reasons  and  to  
m a s ter  t he  increasing  com plexity  of  t he  scientific  da ta.  Along  these  lines,  
CERN  set  u p  a  review  of  t he  LHC  com p u ting  (the  so - called  Hoffmann  
review [6])  in  1999  to  p repare  and  for mally  secure  t he  mechanis m s  to  build  
an d  m aintain  t he  necessary  com p u ting  infras t ructu re.  Eventually,  t he  LHC 
Com pu ting  Grid  (LCG) p roject,  led  by  Les  Rober t son  (CERN),  was  s tar ted  in  
2001  [7]. Notably  t he  LCG p roject  was  designed  with  t he  necessity  to  "cross" 
t he  experimen t  boun daries,  fos tering  cross - experiment  collabora tions  a t  t he  
level of base tools (both  in t he  ap plication  sector  and  in t he  infras t ructure). 
3. There  were  m a ny  exa m ples  of  HEP experimen ts  u sing  dis t ribu ted  com p u ting  
infras t ructu re  well  before  LHC,  no tably  on  national  cent res  like  t he  IN2P3 
Com pu ting Centre  in Lyon (France) or  CINECA an d  CNAF in Bologna (Italy). The  
impor tan t  poin t  is  t ha t  t he  Grid  concep t  sugges ted  a  com plete  solu tion  to  
concrete  issues  being  experienced  in  t he  HEP do main  (single  sign - on,  role -
based  access  and  global  s haring  of  resources). When  I. Foster  delivered  a  very 
inspiring  t alk  a t  t he  CHEP (Comp u ting  in  High - Energy Physics  conference,  t he  
lead  event  for  com p u ting  in  t he  HEP  com m u nity)  in  March  2000,  t he  HEP 
com m u nity  was  already  designing  (and  valida ting  with  simulation  s tu dies  and  
p ro to typing work) a  hierarchical m o del which  is s till t he  foun da tion  of t he  LCG 
infras t ructu re (MONARC p roject  [8]).
4. The  HEP com m u nity was  a t  t he  hear t  of  t he  European  Data  Grid  p roject  (EDG), 
led  by  F. Gagliardi  (CERN) who  then  initia ted  t he  EGEE p rogra m me.  The  HEP 
experience  together  with  innovative  ideas  an d  tools  from  the  Grid  com m u nity 
(mos t  notably t he  Globus  p roject  led by I. Foster  an d  the  Condor  p roject  led  by 
M.  Livny)  initia ted  a  n u m ber  of  research  an d  develop ment  s tu dies  on  the  
mid dleware  necessary  to  p rovide  de pen dable  services  for  u ser  com m u nities 
(HEP plus  Biomedical  and  Earth  Observation  applications). The  sof tware  s tack 
adop ted  and  evolved  in  EDG and  then  in  u se  by EGEE is  t he  u n derlying base  to  
opera te  t he  grid.  In  parallel,  several  initia tives  have  been  u n der taken  by  the  
experimen ts  to  p rovide  high - level services  to  serve  s pecific needs. All t he  LHC 
experimen ts  developed  layers  on  top  of  t he  services  p rovided  by  the  differen t  
infras t ructu res.  The  reasons  were  m ul tiple,  bu t  in  general  we  recognise  t he  
following pa t terns:
● Insulate  t he  p hysicist s  com m u nity  fro m  an  infras t ructure  t ha t  is  in  fas t  
evolution  (e.g. AliEN p roject  developed  in ALICE)
● Provide  a  layer  to  op timise  perfor ma nces,  in  par ticular  to  increase  
efficiency,  s tability  and  minimise  latency  (e.g.  DIRAC project  developed  
in LHCb)
● Federa te  different  grids,  p roviding  an  effective  interoperability  layer  for  
da ta  p rocessing an d  da ta  m ove ment  (e.g. DQ p roject  in ATLAS) 
As a  m a t ter  of fact  all experimen t - s pecific layers  con tain  all t he  t h ree pa t terns, 
with  differen t  level  of  em p hasis  depending  on  the  needs  of  t he  experimen t s  
an d  the  different  p hases  of t heir  evolu tion. All t hese  p rojects  were effectively a  
con tinuous  s timulus  to  p rogress  (in  t he  HEP com m u nity  itself  an d  in  t he  grid  
com m u nities  at  large). At  t he  sa me  time,  t hey  allowed  the  m axim u m  usage  of  
t he  resources  available  fro m  the  different  infras t ructures,  overco ming 
interoperability and  ins tability p roblems  observed  in t he  early s tages. 
5. The  early feedback  fro m  the  user  com m u nity was  a  decisive factor  to  help  t he  
evolu tion  of  t hese  com plex  technologies.  The  HEP  com m u nity  devoted  
significant  resources  (see  for  exam ple  t he  ARDA  p roject  described  in  t his  
paper  [9]) to  work in close contac t  with  t he  mid dleware com m u nities.
6. The activities in (close connection  with) t he  experimen ts, eventually m a t u red  in  
a  coordinated  p rocess  to  fully  close  t he  feedback  loop  across  t he  differen t  
par tners. We are  observing  a  sor t  of  relay between  the  mid dleware  com m u nity 
on  one  side,  t he  infras t ructure  on  the  o ther  and  the  ap plications,  in  par ticular  
HEP, on  the  t hird  side. During the  years  t h ree m ain  p hases  have been  observed. 
The  firs t  one  had  the  m ain  focus  on  the  develop ment  of  t he  mid dleware, 
especially  p ro to typed  in  t he  p re - LCG p hase.  The  secon d  p hase  corres pon ded  
to  t he  firs t  years  of  LCG (and  EGEE): t he  goal  was  essen tially  to  de mons t ra te  
(by building  it) a  worldwide  com p u ting  infras t ructure.  Progressively t he  focus  
went  to  a  t hird  p hase  where  t he  feedback  (and  innovative  ideas) are  m ore  an d  
m ore  coming  fro m  the  u ser  com m u nities.  I believe  t ha t  either  t he  role  of  t he  
applications  (HEP  an d  o thers)  will  con tinue  to  be  s t rengthened  (via  close  
collabora tion)  or  t he  exis ting  m o ment u m  will  eventually  be  redis t ribu ted  
across  na tional  and  application - s pecific  solu tions  with  possible  loss  of  
coherence.  HEP,  es pecially  for  t he  sociological  s t rengths  an d  its  power  of  
innovation  m e ntioned  at  t he  beginning,  is  t he  best  guaran tee  to  keep  the  
coherence achieved in t he  las t  few years. 
In  t he  recen t  years  very  interes ting  pa t terns  of  collabora tions  have  been  observed  
across  differen t  applications.  In  all  m ajor  cases  HEP  played  an  impor tan t  role. 
Initially  t he  idea  of  several  p rojects  (notably  EGEE) was  to  have  the  applications  
"valida ting"  t heir  services  (the  infras t ructu re,  t he  mid dleware)  by  injecting  u ser  
requirements  and  in  u sing  p ro to types.  In  t his  per s pective,  a  "generic"  grid  will  be  
validated  by  exposing  it  to  several  (the  m ore  t he  bet ter)  u ser  com m u nities,  
effectively  covering  m ore  and  m ore  u se  cases.  It  is  one  of  t he  m ain  successes  of  
t hese  p rojects  to  de mons t ra te  grid  u sage  fro m  several  applications  (e.g.  t he  
s pectacular  u sage  rise  observed  in  EGEE-2).  The  key  poin t  is  anyway  different:  an  
infras t ructu re  a t  t he  scale  of  t he  grid  should  no t  only  de mons tra te  its  value  for  a  
large  n u m ber  of  users  like  a  s u per  com p u ting  cent re  bu t  bring  ad di tional  ad ded  
value to  its  u sers. 
On  an  infras t ructure  like  t he  grid  t he  ap plications  sit  side  by  side  and  benefit  fro m  
each  o thers  experience.  The  fact  t ha t  every  activity  ha d  so me  s pecific  (possibly non  
general)  u se  case  is  largely  coun terbalanced  by  the  fact  to  find  (in  a  sis ter  
application)  colleagues  sharing  solu tions,  advising  etc...  A  tea m  of  scientis t s  (or  a  
com pany)  should  join  t he  grid  because  t he  balance  between  the  advantages  of  t he  
new technology are  largely exceeding the  aggravation  to  change par t  of t heir  working 
syste m  (which  is  a t  t he  base  of  their  activity  or  t heir  business).  Offering  working  
exa m ples  and  new  op por tunities  of  collabora tion  s hould  be  one  of  t he  real  me tho ds  
to  a t t ract  new application. 
The  convergence  a mong  applications  is  clearly  no t  easy  an d  canno t  be  es tablished  
 by  decree .  There  are  very  positive  exam ples,  even  between  different  com m u nities  
as  I me n tioned,  bu t  should  no t  be  t he  only  para meter  for  s uccess.  The  convergence 
on  com m on  solu tions,  even  in  t he  HEP com m u ni ty,  is  no t  au to matic  an d  has  no t  
been  achieved  com pletely.  There  are  good  reasons  for  t his:  com p u ting  is  no t  a  
generic  tool  (at  leas t  no t  yet)  and  it  is  on  the  critical  pa th  to  get  fas ter  an d  bet ter  
resul ts.  It  is  t herefore  u n ders tandable  t ha t  (as  we  will  describe  in  what  follows)  in 
few  cases  we  can  already  observe  full  convergence.  For  so me  areas  we  ho pe  m ore  
convergence will be achieved  in t he  near  fu tu re. Ultimately, so me diversity will s tay. 
I t hink  it  is  difficult  to  overes timate  t he  impor tance  of  t he  visionary  power  to  t he  
irrevocable m ove to  t he  grid  as  t he  solu tion  for  all t he  com p u ting  of  all t he  leading -
edge  activities  in  LHC.  This  is  so met hing  we  have  only  observed  in  HEP  so  far, 
na mely  to  com mit  t he  s uccess  of  t he  m os t  impor tan t  scientific  p rogra m me  to  t he  
s uccessful u sage of  p ro mising new technology. HEP was  t he  only science being a t  the  
sa me  ready (technically and  sociologically) to  m ove to  t he  grid  and  of course needing 
a  com p u ting infras t ructure a t  an  u n p receden ted  level.
Often  a  parallel  be tween  the  Web  (invented  at  CERN d u ring  the  LEP period)  and  the  
grid  technologies ha s  been  done. The next  years  will tell if t he  parallel is ap propriate.
The ARDA project in LCG/EGEE
In t he  case  of  HEP, a  s pecific effor t  was  set  u p  in t he  years  2004 - 2008  to  inves tiga te  
t he  u sage  of  t he  grid  for  t he  so - called  end - user  analysis:  t he  ARDA p roject.  In  t he  
following  we  will  u se  so me  of  t he  activities  of  t his  p roject  to  guide  u s  in  t he  HEP 
usage of grid  technology an d  of t he  LCG infras t ructure  in par ticular.
ARDA s tands  for   A Realisation  of  Dist ributed  Analysis  (ht t p: / / cern.ch / a rda) jointly 
fun ded  by EGEE and  by CERN an d  with  s ubs tan tial con tributions  of several ins ti tu tes  
s uch  as  t he  Russian  ins ti tu tes  in LCG and  the  Taipei Acade mia Sinica Grid Centre.
With  the  word  analysis in  HEP we  m ean  all  com p u ting  activities  perfor med,  almos t  
independen tly,  by  individual  p hysicis ts  so metimes  organised  in  s mall  tea m s.  In 
general  t hey  s hare  a  com m on  software  foun da tion  bu t  each  individual / t ea m  has  a  
se t  of  differen t  executables,  in  general  tailored  for  a  s pecific  scientific  task.  All 
analyses  s hare  par t  of t he  inpu t  da ta  (experimen tal da ta, both  raw an d  recons t ructed  
plus  simula tion  da ta)  bu t  of ten  rely  on  p rivate  copies  of   derived  da ta  .  Frequen t  
m ul tiple passes  on  subset s  of t he  da ta  are  t he  rule. The impact  of t his  activity on  the  
grid  com p u ting is relevant  a t  leas t  in t h ree areas.
On  one  side,  t he  size  of  po ten tial  user  com m u nity  (in  t he  case  of  t he  LHC 
experimen ts, several t housan ds  p hysicists) is a  call for  a  robus t  sys te m  which should  
be  reasonably  u ser  friendly  an d  t rans paren t.  Analysis  is  t herefore  very  differen t  
fro m  the  organised  activities  (detector  simulation,  raw  da ta  recons t ruction,  e tc...) 
which are perfor me d  by a  single exper t  tea m  in a  coordina ted  way.
Realistically  if  a  large  com m u nity  has  to  use  t he  grid  t his  s hould  no t  force 
u n necessary  changes  in  t he  way  of  working  (analysis  is  a  day - to - day  ac tivity). With  
grid  technologies  being s till in a  fas t - evolution  p hase  t he  u sers  should  be  shielded  a t  
leas t  by non - essen tial changes  in t he  internal com ponen t s  of t he  infras t ructu re. 
The  second  area  is  again  intimately  connected  to  u sers  expecta tions.  Users  are  
interes ted  to  perfor m  analysis  on  the  grid  only  if  t hey  can  get  a  fas ter  t urn - aroun d  
time  or  have access  to  larger  or  m ore  com plex da ta  set s. The po ten tial benefit  larger  
resources  could  be  reduced  (or  even  disappear)  if  one  needs  continuous  exper t  
s u p por t  as  in  t roubleshooting  activities.  This  observation  t ransla tes  into  t he  
requirement  of  a  sys te m  which  s hould  not  only  p rovide  sheer  power  bu t  should  be  
reliable  and  efficient.  In  t his  case  t he  u sers  can  rely to  have  the  resul ts  back  within  
dependable  time  limits.  High  efficiency  implies  no  need  for  too  m a ny  time -
consu ming  opera tions  like  resub mit ting  jobs  d ue  to  failures  of  t he  syste m  in  
accepting  jobs,  in  accessing  the  da ta  or  in  re turning  the  resul ts.  Simple  access  to  
relevanet  m o nitoring infor ma tion  is clearly t he  key.
The third  area  is da ta  access. Data  access  on  the  grid  is a  field  of research  in itself. In 
t he  analysis  u se  case  u sers  should  be  em powered  with  sim ple  bu t  powerful  tools  to  
access  t he  da ta  an d  perfor m  da ta  location  functions. HEP is  qui te  u nique  in  t he  area  
of da ta  m a nage ment, as  we will see  in t he  following, d ue  to  t he  require ments  coming 
fro m  aggregated  da ta  sizes  (over  several  PB  per  year  over  several  years  of  
functioning  of  t he  experimen t  and  p hysics  analysis),  t he  need  of  replication  an d  
broad  access  (user  com m u nities of t he  order  of several t housands  scientist s).
The LHC and the Grid Projects
The  Large  Hadron  Collider  (LHC)  will  s tar t  to  opera te  in  2008.  Four  m ajor  LHC 
experimen ts  (ALICE, ATLAS, CMS an d  LHCb) will  collect  roughly  15  PB of  da ta  per  
year  which  s hould  be  p rocessed,  calibrated  an d  analyzed  m ultiple  times.  Seamless  
access  to  t he  LHC da ta  s hould  be  p rovided  for  5,000  scientis t s  in abou t  500  research  
ins ti tu tions  worldwide  ***. The  lifetime  of  t he  p roject  is  es timated  to  be  aroun d  20  
years.
The  goal  of  t he  LHC Com p uting  Grid  Project  (LCG also  called  Worldwide  LCG or  
WLCG)  is  to  p repare  an d  de ploy  the  com p u ting  environ men t  indispensable  to  
perfor m  the  p hysics  p rogra m me  of  t he  LHC  p roject.  This  includes  t he  detector  
sim ula tion  s t u dies  to  p us h  the  de tectors '  perfor mance  to  t heir  limit,  the  calibra tion  
an d  the  m o nitoring  of  t he  de tectors  d u ring  the  da ta  taking  periods,  t he  
recons t ruction  of t he  raw da ta  an d  other  selection  s tages. All relevant  da ta  should  be  
accessible to  all t he  p hysicist s  worldwide par ticipa ting in an  experimen t.
The  LCG Technical  Design  Repor t  [10] es timates  t he  com p u ting  power  required  for  
t he  LHC da ta  analysis  to  be  of  t he  order  of  100,000  CPUs (CPU available  in  2004). A 
globally  dis t ribu ted  m o del  for  da ta  s torage  an d  analysis  was  chosen.  Originally  t he  
MONARC  p roject  (Models  of  Networked  Analysis  a t  Regional  Centers  for  LHC 
Experimen ts)  s uggested  a  hierarchical  s t ructure  of  dis t ribu ted  com p u ting  resources  
(par tially  m o dified  d ue  to  t he  e merging  grid  technologies).  CERN  and  m ul tiple  
com p u ting  centers  worldwide  are  p roviding  resources  for  cons t ructing  the  LCG 
infras t ructu re.
The  infras t ructure  which  has  been  built  has  a  hierarchy  of  tiers  of  com p u ting  
centres.  CERN is  t he  Tier0  centre  of  t he  infras t ructu re.  Its  m ain  functions  are  t he  
da ta  recording  and  per manen t  s torage  capability  (tape  sys te m).  The  sys te m  s hould  
be  capable  to  s us tain  u p  to  1.25  GB/s  of  da ta  recording  ra te  (ALICE experimen t  
d u ring  heavy - ion  opera tions)  and  s tore  several  tens  of  PB  per  year.  The  Tier0  
p rovides  CPU power  for  da ta  calibra tion  an d  firs t - pass  recons t ruction.  The  Tier0  
dis tribu tes  da ta  to  t he  Tier1 according to  policies agreed  with  each  experimen t.
The infras t ructure  has  11  Tier1s. Each Tier1 has  cus todial res ponsibility for  t he  da ta  
received  from  the  Tier0 and  for  da ta  p rocessed  in t he  Tier1 layer. Tier1 CPU will be 
heavily u sed  in da ta  reprocessing an d  in p reparing big da ta  sa m ple for analysis. The 
Tier1s  are: ASGC Taipei, BNL US, CNAF - INFN Italy, FNAL US, GridKa Germany, IN2P3 
France, NDGF in t he  nordic coun t ries, NIKHEF /SARA in t he  Netherlands, PIC Spain, 
RAL UK an d  TRIUMF Canada. All Tier1s  have su p por t  an d  da ta  dis t ribu tion  
responsibility to  t he  next  level in t he  hierarchy, t he  Tier2 centres. 
So far, aroun d  100 Tier2s  are par ticipa ting in LCG. At variance with  t he  Tier0 an d  
Tier1s, Tier2s  have no  long - ter m  da ta  s torage responsibility. Ultimately t hey will 
p rovide t he  com p u ting resources  for  m os t  of t he  analysis activities (hence serve t he  
m ajority of t he  u ser s). Tier2s  have also a  very impor tan t  role to  p rovide t he  bulk of  
t he  com p u ting power for  sim ulation  ac tivities.
Smaller  facilities  (Tier3) do  exist, essen tially to  perfor m  analysis on  dis tilled da ta  
sa m ples  ( downloaded  fro m  LCG centres). They are ou t side t he  scope of t he  LCG 
p roject  an d  they are no t  discussed  here.
The da ta  ra tes  an d  sizes  for  t he  firs t  two years  of LHC run ning are s u m marised  in 
Table 1  (source: LCG Technical Design Repor t). The luminosity is L =  2  ×  10 33 cm - 2s - 1 
in 2008 an d  2009 an d  then  it will reach  L =  10 34 cm - 2s - 1 in 2010 (event  ra te  scales u p  
with  luminosity; event  si zes  can  also grow d ue  to  interac tion  pile - u p). The canonical 
bea m  time for p ro ton - p ro ton  opera tions  is assu me d  to  be  10 7 seconds  in 2008 and  
2009. For heavy - ion running a  bea m  time of 10 6 seconds  is ass u me d  with  
L =  5  ×  10 26 cm - 2s - 1.
The colu m n  RAW correspon ds  to  t he  so  called raw da ta, t he  events  t ha t  have been  
read  fro m  the  experimen t  read  ou t  channels, asse mbled  an d  passed  th rough  a series 
of on - line filters. These da ta  are  recorded  (also on  tape  for  long - ter m  cus todial 
s torage) at  CERN and  a t  t he  Tier1 (nor mally guaran teeing a t  leas t  two com plete 
copies  across  t he  whole LCG). Raw da ta  enter  in a  chain of p rocessing s teps  
genera ting recons t ructed  infor mation  an d  analysis  objects  (ESD and  AOD) to  allow 
differen t  types  of p hysics and  de tector  s t u dies. The MC colu m ns  correspon d  to  t he  
required  sim ulation  da ta  (MonteCarlo). Before t he  LHC s tar t s  t his  is t he  do minating 













ALICE HI 100 12.5 2 .5 250 300 100
ALICE pp 100 1 0.04 4 0.4 100
ATLAS 200 1.6 0 .5 100 2 20
CMS 150 1.5 0 .25 50 2 100
LHCb 2000 0.025 0.025 0.5 20
Table 1: Event  ra te  an d  da ta  sizes  a t  LHC s tar t  u p  for  t he  LHC experimen t s. 
ALICE HI refers  to  t he  heavy - ion opera tions. All o ther  en t ries  correspon d  to  
t he  p ro ton - proton  opera tions.
The  requirements  in  te r ms  of  CPU1, disk  an d  m ass  s torage  syste m  (MSS) are  given  in  
Table 2  (source: LCG Technical Design Repor t).
Requirements  -  all experiments
 
CPU (MSI2K) 20 07 200 8 20 09 201 0
CERN  Total 10.0 25.3 34.5 53.7
CERN Tier - 0 6.9 17.5 22.4 32.8
CERN T1 /T2 3.1 7.8 12.1 20.9
All external Tier - 1s 19.2 55.9 85.2 142.0
All Tier - 2 s 23.6 61.3 90.4 136.6
Total 53 14 3 210 33 2
 
Disk(TB)
CERN  Total 2,200 6,600 9,200 12,600
CERN Tier - 0 400 1,300 1,400 1,800
CERN T1 /T2 1,800 5,300 7,800 10,800
All external Tier - 1s 9,300 31,200 45,400 72,100
All Tier - 2 s 5,200 18,800 32,400 49,200
Total 17,000 57,000 87,000 13 4,000
 
MSS (TB)
CERN  Total 4,900 18,000 31,100 45,600
CERN Tier - 0 3,400 13,600 23,600 34,500
CERN T1 /T2 1,500 4,400 7,500 11,100
All external Tier - 1s 9,300 34,700 60,800 92,200
Total 14,000 53,000 92,000 13 8,000
Table 2: The requirements  in te r ms  of CPU, disk and  tape  s torage.
The  LCG infras t ructu re  is  built  out  of  a  collabora tive  effor t  on  top  of  o ther  p rojects  
1 CPU power  is measure d  in SPECint2000, a  bench mark  suite  m ain taine d  by the  Standard  
Perfor ma nce Evaluation  Corpora tion  (SPEC: h t t p: / / www.spec.org) to  measu re  an d  co m pare  com p ute -
intensive integer  perfor ma nces. The measure  has  been  foun d  to  scale well with  typical HEP 
ap plications. As an  indica tion, a  single - core Intel Pentiu m  4  p rocessor  can  deliver abou t  1,700  
SPECint2000. MSI2K correspon ds  to  10 6 SPECINT2000.
an d  organiza tions  like  EGEE, OSG an d  NDGF. All  t hese  p rojects  have  a  m ul tiscience 
character, pa r ticularly p ro minent  in t he  case of EGEE. In all cases  t he  HEP com m u ni ty 
is one  of t he  m ajor  d rivers.
It is  impor tan t  to  note  t ha t  2008  is  t he  s tar t - u p  year  for  LHC bu t  also  a  key year  for  
EGEE. 2008  m arks  t he  end  of  t he  firs t  pa r t  of  t he  EU-fun de d  p roject  launched  in 
2004  as  a  4 - year  p rogra m me  (EGEE-1  April  2004 - March  2006  an d  EGEE-2  April 
2006 - April 2008). A third  2 - year  p hase  (EGEE-3) s tar ts  in May 2008  bu t  2008  will be  
incontes tably t he  year  where  t he  plans  for  a  longer - ter m,  s us tainable  infras t ructu re  
will have to  be clarified and  u nfolded.
HEP Analysis
Each  experimen ts  ha s  p repared  s pecific  mechanis ms  to  ease  t he  access  to  t he  grid  
for  t heir  p hysics  com m u nity.  As  an  exam ple  we  will  s tar t  fro m  the  case  of  ATLAS 
an d  LHCb and  their sys te m  called  Ganga.
Ganga  is a  job - m a nage ment  sys te m  developed  as  an  ATLAS-  LHCb com mon  p roject. 
ARDA s tar ted  to  collabora te  with  t he  Ganga  tea m  already  in  2004  an d  p rogressively 
increased  its  cont ribution  d ue  to  t he  interes t  and  the  po tential of t his  sys te m  [11].
The basic idea  is  to  offer  a  simple, efficient  and  consis tent  u ser  interface in a  variety 
of  he terogeneous  environ ment s:  fro m  local  clus ters  to  global  grid  syste ms.  It  is 
na tu ral  t ha t  a  u ser  develops  an  application  on  a  lap top,  m oves  to  a  local  ba tch  
syste m  for  op timising  the  analysis  algorith m  on to  richer  da ta  set s  an d  eventually 
perfor ms  full - s ta tis tics  runs  on  the  grid.  Moving  from  one  s tage  to  another  ap plies  
also  in  t he  reverse  order  (from  the  grid  to  t he  lap top) for  exa m ple  when  a  bug - fix or  
an  algorith m  improvement  s hould  be  developed  and  tes ted.
This  app roach  respon ds  to  the  fact  t ha t  t he  p hysics  analysis  (also  on  the  grid) is  an  
ac tivity perfor med  by a  large com m u nity of p hysicis ts  using a  variety of applications. 
These  ap plications  are  typically  built  on  a  simula tion  or  event  recons t ruction  
fra mework  (founda tion  fra mework)  which  is  experimen t  s pecific  and  enriched  with  
cus to m  code  p rovided  by each  p hysicis t.  Ganga  su p por t s  u ser s  u sing  the  foun dation  
libraries  by  app ropria te  plug - ins  sim plifying  the  configura tion  s tage  of  t he  
foun da tion  environ ment  and  of  t he  user - s pecific  with  t heir  cus to m  code.  On  the  
o ther  han d,  Ganga  leaves  t he  freedo m  to  run  com pletely  independen t  cus to m  
applications  (or to  con tribu te  new ap plication  plug - ins).
Ganga  shields  u sers  com pletely  from  the  job  s ub mission  de tails  (basically  t he  
execution  back - end  is  selected  by  the  u sers  by  a  sof tware  switch  and  Ganga  
genera tes  t he  ap prop riate  s tubs  to  execute  u ser  code  on  the  available  resources). 
This  is  essen tial  to  allow user s  to  execute  on  differen t  back - ends  in  a  sea mless  way 
as  m e n tioned  before.
It  is  interes ting  to  no te  t ha t  t his  ap proach  also  shields  t he  u sers  fro m  the  evolu tion  
of  t he  mid dleware,  hence  it  fully  respon ds  to  t he  firs t  area  me n tioned  in  t he  
introd uction.
Ganga  is  writ ten  in  Python.  Curren t  versions  are  available  u n der  t he  GNU Public 
Licence. Ganga  ac ts  as  a  front - end  to  sub mission  of  com p u ta tional  intensive jobs  to  
a  variety of sub mission  back - ends:
● Several ba tch  sys te m  including LSF, PBS an d  Condor
● Grid  middleware  like  differen t  flavours  of  t he  LCG/EGEE  middleware  or  
NorduGrid (NDGF)
● Specialised  workload  m a nage ment  sys te ms  for  t he  grid  such  as  Dirac  (LHCb 
experimen t) and  Panda (ATLAS experimen t) 
Since  Ganga  scrip t s  are  Python  scrip ts,  t he  entire  power  of  Python  is  available  for  
crea ting  com plex tasks  yet  t he  u ser  is  no t  obliged  to  be  a  Python  exper t.  In t u torials  
new users  typically learn  t he  necessary syntax within the  firs t  30  minu tes. In Figure 1  
we show a  basic exa m ple which is u sed  in m os t  of our  t u torial sessions.
#
# Ganga example







j2=j.copy() # make a copy of the last job 
j2.backend=LSF(queue=?8nm?) # submit to LSF 
j2.submit() 
j3=j.copy() 
j3.backend=LCG() # run on the Grid 
j3.submit() 
Figure  1:  A sim ple  exa m ple  where  t he  sa me  job  ( Hello  world  )  is  s ub mit ted  to  t he  local 
m achine, a  ba tch  syste m  (LSF) an d  the LCG grid.
Finally, Ganga  keeps  t rack  of  t he  jobs  created  and  sub mit ted  by  the  u ser  as  records  
in  a  job  reposi tory.  This  allows  the  user  to  m a nipulate  Ganga  jobs  in  between  
sessions.  Manipulations  include  being  able  to  s ub mit,  kill, resub mit,  copy  and  delete  
jobs.  The  repository  is  u p da ted  by  a  m o nitoring  loop  which  queries  all  u sed  back -
ends  for  t he  s ta tus  of  t he  jobs  an d  u p da tes  t he  s ta tus  or  t riggers  actions  based  on  
the  s ta te  t ransition.  For  exam ple,  a  job  tha t  changes  into  a  com pleted  s ta te  t riggers  
t he  ret rieval of t he  regis tered  out p u ts  fro m  the  s ub mission  back - end.
Figure  2  illus t ra tes  for  t he  very large  u ser  basis  which  has  been  built  a roun d  Ganga. 
It is impor tan t  to  note  t ha t  a roun d  25% of t he  user  com m u ni ty (over 50  regular  users  
Figure  2:  Ganga  u sage  as  repor te d  by  MonALISA [12].  In  2007  over  1,000  dis tinct  u sers  
(unique  users)  t ried  out  Ganga.  Each  m o n th,  over  100  ATLAS u sers  an d  abou t  50  LHCb 
users  use  Ganga  for  t heir  activities.  An  ad ditional  50  u ser s  (25% of  t he  to tal)  are  co ming  
fro m  other  co m m u nities (mainly ou tside HEP).
As  an  exam ple  of  t he  u sage  of  Ganga  out side  ATLAS and  LHCb  I u se  an  exam ple  
fro m  theore tical  p hysics.  QCD  describes  t he  interaction  of  t he  cons ti tuen t s  of  t he  
ha dronic  m a t ter  (quark  and  gluons)  and  ul timately  t he  s t ructure  of  nuclei.  When  
QCD is  s tu died  on  discre te  sys te m s  (Lattice  QCD) it  requires  non - t rivial  com p u ting  
resources.  The  application  tha t  we  p resen t  here  is  a  s tu dy  of  p hase  t ransi tions  in  a  
quark - gluon  plas ma [13].
The interes t  of  t he  exam ple  fro m  the  com pu ting  poin t  of  view sit s  m ainly in  the  fact  
t ha t  Ganga  allows  a  very  fas t  por ting  of  an  application  on to  t he  grid.  The  clear  
scientific advan tage is t ha t, with  an  invest men t  of abou t  1  week d u ring s u m mer  2007  
for  por ting  an d  run ning  on  the  EGEE infras t ructu re,  t he  available  s ta tis tics  has  been  
m ul tiplied  by  4  com pared  to  t he  one  collected  over  several  m o n ths  on  de dicated  
resources.
The  ap plication  perfor ms  a  series  of  itera tions  descrip tive  of  t he  s pace - time  lat tice 
to  be  investigated. Of t hese  lat tices  21  different  versions  exist, all describing  slightly 
differen t  p hysical conditions.  Independen t  (from  a  rando m  n u m ber  genera tion  poin t  
of  view)  p rogra ms  running  on  the  different  lat tice  configura tions  p rod uce  results  
t ha t  can  be s ta tis tically ad de d  to  s tu dy the  behaviors  of t he  quark - gluon  plas ma.
Since  the  resul t  improves  with  t he  n u m ber  of  iterations  perfor med  an d  since  t he  
resul t  is  saved  in  t he  s pace - time  lat tice  it  m akes  sense  to  r un  the  ap plication  for  as  
long  as  possible  (ideally  u n til  t he  batch  queue  time  is  reached).  Therefore  t he  
decision  was  taken  to  r un  in  an  infinite  loop  an d  to  regularly  sen d  back  resul ts  to  a  
sim ple  server.  This  allows  the  scrip t  which  runs  on  the  worker - no de  to  be  very 
sim ple  an d  to  m ake  su re  t ha t  if  a  job  crashes  or  gets  killed  t he  lates t  resul t  is  s till  
available. Since resul ts  were  sent  back  every hour  on  average  a  job  would   was te  one  
hour  a t  m os t  (out  of several days  of run ning).
We have  exploited  t he  na tu ral  parallelis m  (the  21  s pace - time  lat tice  files)  together  
with  t he  free para meters  in t he  configura tion  file. With  t his  s t ra tegy aroun d  450  jobs  
were  sub mit ted  u sing  Ganga  to  both  the  EGEE Grid  an d  to  t he  CERN  LSF ba tch  
syste m.  This  resul ted  in  abou t  9,500  CPU cores  to  be  u sed.  The  jobs  ran  for  abou t  
one  week  af ter  which  they  were  ter minated  (via Ganga). Within  t his  week  the  resul ts  
fro m  m ore  t han  30  CPU -years  could  be  harvested.  A subset  of  t hese  resul ts  have  
been  u sed  for  p resenta tion  in  conferences  as  Lat tice  2007.  The  jobs  ran  on  m ore  
t han  50  si tes,  with  a  m ajority  of  jobs  run ning  on  fas t  Intel  Xeon  p rocessors  (see 
Figure 3). 
Figure  3:  Dis tribu tion  of  to p  level  d o mains  of  t he  sites  an d  the  dis t ribu tion  of  p rocessors  
use d  for t he  lat tice QCD ap plication. Note t he log scale in t he  p rocessor  dis t ribu tion  plo t.
This exam ple is a  neat  de mons t ra tion  of t he  power of Ganga as  a  tool to  facilita te  t he  
u sage  of  t he  grid.  The  original  goal  to  isolate  HEP  user s  fro m  the  details  of  t he  
execution  back - end  led  to  t he  develop ment  of  Ganga  which  is  a t t racting  u sers  fro m  
differen t  activities.  Often  new  users  discover  t he  tool  by  the m selves  an d  then  s tar t  
u sing it.
Within  t he  EGEE context, we have observed  the  value  of  Ganga also  as  a  t u torial tool. 
The  choice  of  t he  Python  language  (its  flexibility  an d  the  availability  of  powerful  
extension  m o d ules)  helps  to  guide  t he  new  users  into  realistic  scenarios  withou t  
u n necessary  technicalities.  The  final  resul t  is  t ha t  u sers  end  a  3 - hour  t u torial  an d  
are  in  a  position  to  con tinue  experimen ting  an d  p reparing  to  u se  t he  EGEE 
p ro duction  infras t ructure  withou t  fur ther  dedicated  su p por t  effor t.  Ganga is u sed  in 
ATLAS an d  LHCb. ALICE and  CMS designed  their  own  s t ra tegies  to  s u p por t  u sers  on  
the  Grid.
In  t he  case  of  ALICE, t he  syste m  convenien tly  couples  t heir  grid  back  end  (AliEn) 
with  t he  ROOT fra mework  [14] (at  the  basis  of  t heir  C + +  fra mework  ALIRoot). The  
key  com ponen t  is  a  very efficient  gateway (a service  used  by  m ul tiple  u sers) to  deal  
with  user  com ma n ds.  This  service  caches  t he  au then tication  s ta tes  of  t he  client s  in  
order  to  p rovide  efficient  access  for  interactive users.  This  pa t tern  (described  in  t he  
paper  for  t he  original ALICE implementa tion  [15]) is  actually m ore  and  m ore  used  in 
differen t  areas  of  t he  grid  middleware  since  it  couples  t he  s t rict  security  s tan dards  
needed  by  the  grid  (basically  t he  u sage  of  X.509  security)  with  t he  res ponsiveness  
needed  by  any  interactive  ap plication.  As  a  side  (but  very  impor tan t)  effect  t his  
mechanis m  avoids  excessive  load  genera ted  by  security  a t  t he  server  level since  t he  
server  does  no t  au t hen ticate  all  t he  client s  a t  each  interaction  bu t  it  basically 
delegates  t his  to  a  (set  of)  t ru s ted  services.  In  par ticular,  t he  searches  in  t he  ALICE 
(AliEn) file  ca talogue  can  be  do ne  in  a  t rans paren t  way  fro m  the  u ser  p ro m p t  an d  
fro m  ROOT  with  high  efficiency  (also  implementing  featu res  like  filena me  
com pletion  etc...).  Again,  t he  com plexity  of  t he  sophis ticated  solu tion  to  p rovide 
sim ple and  efficient  access  is hidden. 
In  t he  case  of  CMS they  developed  CRAB (CMS Remote  Analysis  Builder)  [16]  an  
application  which  is  so mewhat  similar  to  Ganga. In t he  original form  it  was  basically 
a  clien t  tool helping  the  u ser  to  s ub mit  and  con trol jobs  on  the  grid  via a  convenient  
se t  of  com ma n ds  an d  tools.  More  recently  t he  u sage  of  an  op tional  server  has  been  
introd uced  allowing   disconnected  opera tions  like,  for  exa m ple,  au to matic 
intelligent  resub mission  while t he  u ser  is actually no t  connected. 
CRAB is  a  very  s uccessful  ap plica tion  also  in  ter ms  of  u ser  res ponse.  In  2007,  20k  
jobs  per  day  (with  efficiency  exceeding  90%)  have  been  executed  by  CMS  users  
m aking CRAB the  m os t  intensively u sed  tool in t he  HEP grid  environ ment. In t he  next  
chap ter, we dis play a  s naps ho t  of u sage of CRAB in figures  6  an d  7.
The Dashboard and the Grid Reliability Tools
Monitoring  is  a  vital  com ponen t  in  a  dis t ribu ted  sys te m.  Grid  p rojects  ha d  to  invest  
considerable  effor t  in  par ticular  when  en tering  a  p rod uction  p hase.  The  HEP 
com m u nity  con tributed  to  t his  effor t,  building  on  p revious  experience  an d  adding  
innovative con tributions.
It  is  clear  t ha t  a  tool  like  Ganga  does  no t  p revent  execution  p roblems  if  t hese  are  
connected,  for  exam ple,  to  a  misconfigured  site  or  to  a  failure  in  t he  middleware  
s tack.  Such  investigations  need  m o ni toring  infor mation.  As  a  m a t ter  of  fact,  all  t he  
differen t  actors  in  t he  grid  world  (opera tion  su p por t,  middleware  developers, 
individual u sers, application  m a nagers) need  easy access  an d  correla tion  tools on  the  
available infor ma tion. 
A s pecial  role  is  being  played  by  the  Service  Availability  Monitor  (SAM) developed  a t  
CERN within  t he  EGEE and  LCG p rojects  [17]. SAM is capable to  schedule tes t s  on  the  
grid  infras t ructu re  (as grid  jobs  and  as  com ma n ds  from  grid user  interfaces) in order  
to  collect  opera tional  da ta.  In  Figure  4  t he  SAM  s ta tus  for  a  pa r t  of  t he  EGEE 
infras t ructu re  is  s hown.  Com pu ter - centres '  s ta tuses  are  indicated  by  a  colour  code. 
These  da ta  are  essential  to  s pot  opera tional  p roblems  and  also  to  calcula te  t he  
availability  of  t he  different  com p u ter  cen t res  pledging  resources  to  a  given  virtual  
organisa tion  (this  is t he  case  of  LCG, where  m o nt hly repor t s  of  t he  com p u ter  cent res  
are  p ublished  and  com pared  with  t he  expected  resources).
Figure  4:  SAM  s ta tus  for  a  pa r t  of  t he  EGEE infras t ructure.  Comp uter - centres'  
s ta tu ses  are  indicated  by a  colour  code.
SAM is  an  essen tial  tool  to  opera te  t he  grid.  In  ad dition  it  is  impor tan t  to  correlate  
t his  da ta  with  t he  actual  user  activity  (usage  an d  efficiency  seen  by  the  different  
types  of  jobs).  The  correlation  is  not  always  very  sim ple  d ue  to  t he  differen t  way 
differen t  jobs  (and  different  u ser  com m u nities)  u se  t he  grid  services  offered  by  the  
com p u ter  cent res.  A com ple mentary  view is  needed  and  the  applications  should  be  
involved.  In  p ractice  t his  genera ted  a  collabora tion  between  the  HEP  user  
com m u nities  an d  the  opera tion  tea m  (at  t he  origin  of  SAM an d  o ther  infras t ructu re -
oriented  m o nitoring sys te m s).
The  combination  of  t he  experience  of  t he  m o nitoring  syste m  of  CDF (FNAL) and  the  
u ser  m o nitor  of  an  early  ARDA  analysis  p ro to type  were  u sed  to  s tar t  t he  CMS 
Dashboard  p roject  (later  rena med  (Experiment)  Dashboard  since  t he  sa me  
foun da tion  is  u sed  by  all  4  LHC experimen ts  [18]).  The  p roject  t hus  s tar ted  as  a  
collabora tion  between  ARDA and  the  CMS experimen t.
The  s t ra tegy  was  to  give  to  all  grid  actor s  t he  right  tool  to  m a nipulate  an d  display  
the  available da ta. The grid  opera tion  su p por t, for  exam ple, could  u se  t he  Dashboard  
to  isola te  site - s pecific  t roubles  an d  use  t he  s ta tis tics  of  error  message  to  fix  t he  
p roblem.  Middleware  develop ment  tea m s  could  collect  large  s ta tis tics  of  error  
conditions,  concen tra ting  on  the  m os t  com m on  (hence  m os t  annoying for  the  u sers) 
factoring  ou t  si te  or  ap plication  p roble ms.  Users  are  clearly  interes ted  to  follow the  
execution  (including  error  conditions) of  t heir  own  jobs  while  t he  activity  m a nagers  
are  interes ted  in global figures  like resource u sage.
In  t he  develop ment  of  t he  p roject,  t he  em p hasis  was  given  to  t he  aggregation  of  
exis ting  infor mation  an d  no  s pecial  effor t  was  devoted  in  t he  develop ment  of  new  
sensors  or  p ro tocols.  The  m ain  com ponen ts  of  t he  Dashboard  are  t hen  infor mation  
collectors,   t he  da ta  s torage  (an  Oracle  da ta  base)  and  the  services  responsible  for  
da ta  re t rieval and  infor mation  p resen ta tion  (com man d - line tools, web pages  etc...).
The  Dashboard  is  using  m ul tiple  sources  of  infor mation,  for  exa m ple  SAM.  In 
addition  it  collects  infor ma tions  fro m  other  grid  m o nitoring  syste ms  like  R- GMA 
(Relational  Grid  Monitoring  Architecture)  [19],  GridIce  (Monitoring  tool  for  Grid 
Syste ms)  [20]  and  IMRTM (Imperial  College  Real  Time  Monitoring  of  t he  Resource 
Brokers) [21].
Infor mation  fro m  experimen t - s pecific  services  (like  t he  ATLAS Data  Management), 
cent ral  da tabases  (ATLAS Production  da tabase)  and  servers  of  t he  MonALISA [12] 
m o nitoring syste m  are u sed. Infor mation  is t rans por ted  to  t he  Dashboard  via various  
p ro tocols (depending on  the  capability of t he  infor mation  p roviders).
The  collection  of  inpu t  infor mation  implies  regular  access  to  t he  infor mation  
sources.  They  are  re t rieved  an d  s tored  in  t he  Dashboard  da tabase.  To  p rovide  a  
reliable  m o ni toring  syste m,  da ta  collectors  should  run  per manen tly  to  recover  any  
missing  da ta  in  case  of  failures  (and  res tar t  t he  necessary  com ponen ts).  The 
Dashboard  fra mework  p rovides  all the  necessary tools  to  m a nage  and  m o ni tor  t hese  
agen ts, each  focusing on  a  s pecific subset  of t he  required  tasks.
Figure  5:  Dashboard  Job  Monitor.  Sum mary  of  CMS pro d uction  jobs  (October  2007).  The 
Experimen t  Dashboard  accoun ts  for  all  CMS jobs  on  both  t he  infras t ructures  use d  by  the 
experimen t  (EGEE an d  OSG).
In  Figure  5  we  p resen t  one  of  t he  m ain  views  of  t he  Dashboard,  na mely  the  Job 
Monitor.  We display as  an  exam ple  t he  su m m ary  of  CMS p ro duction  jobs  (1 week  a t  
t he  beginning  of  2008). It  is  wor th  noting  tha t,  since  t he  LHC experimen t s  u se  as  a  
rule  m ore  t han  one  grid  infras t ructure, t he  Dashboard  has  been  designed  in  order  to  
collect  infor mation  fro m  all  u sed  resources.  The  centres  listed  in  t he  display  belong 
to  EGEE with  t he  exception  of t he  US si tes  (belonging to  OSG).
Figure  6:  Dashboard  Job  Monitor.  Sum mary  of  CMS analysis  jobs  (October  2007).  As  in 
Figure  5  t he  Experiment  Dashboard  accou nt s  for  all  CMS jobs  (sub mit ted  with  t he  CRAB 
sys te m) on  both  t he  EGEE an d  OSG infras t ructures  u se d  by the experimen t.
In Figure  6  we p resen t  also  an  alterna tive view fro m  the  Job  Monitor. The  das hboard  
da tabase  p rovides  here  t he  view  of  t he  analysis  jobs  (sub mit ted  by  the  CMS tools  
CRAB). These  su m m ary views  are  interes ting  for  both  t he  resource  m a nagers  both  a t  
t he  par ticipa ting sites  an d  the  ones  responsible for  t he  com p u ting of  t he  experimen t  
as  a  whole.
Users  are  clearly  m ore  interes ted  to  concen t ra te  on  their  own  work,in  par ticular  to  
pin  down p roble ms  in t heir activity.
Figure  7:  Dashboard  Task  Monitor.  A  s nap shot  of  a  user  page  is  s hown.  There  is  t he  
possibility  to  have  a  break down  of  each  task  (normally  a  set  of  jobs  sharing  the  sa me  
executable ru n ning indepen den tly on  a  coheren t  da tase t, i.e. a  set  of files).
In  Figure  7  we  d rilled  down  to  t he  view p rovided  for  a  given  user.  It  is  impor tan t  to  
know  tha t  a  u ser  rarely  s ub mits  single  jobs.  Due  to  t he  da ta  quan ti ties  to  be  
analysed,  da ta  are  of ten  organised  in  datasets,  in  general  collections  of  files  
con taining  a  coheren t  collection  of  da ta.  In  t his  case  t he  action  to  analyse  a  single 
da taset  genera tes  (in  t his  case  within  CRAB) a  se t  of  jobs  (for  exa m ple  one  job  per  
da ta  file).  Jobs  are  executed  on  differen t  si tes  since  da ta  are  replicated  across  t he  
LCG infras t ructure.
The  impor tance  of  an  activity  like  t he  Dashboard  is  clear  an d  docu mented  by  the  
interes t  in  t he  HEP com m u nity  (usage  by  the  4  LHC experimen ts):  t he  Dashboard  
p rovides  u nbiased  views  of  t he  delivered  perfor ma nces  to  s pecific u ser  com m u nities  
by  meas uring  the  efficiency  of  t he  u sers  application  by  m o nitoring  directly  t he  
ac tivity  of  all  t he  u ser s.  All  of  t he  p roject  (and  the  Job  Monitor  in  par ticular)  ha s  
genera ted  interes t  in several applications  in EGEE. Biomedical applications  (VL-eMed) 
have  adop ted  it  and  Diligent  (Digital  Libraries) are  considering  to  evaluate  it  on  t heir  
infras t ructu re.
In  Figure  8  we  show  ano ther  Dashboard  ap plication: t he  Site  Efficiency. In  t his  case, 
t he  Dashboard  s hows  the  ins tallation  in  use  for  VL-eMed  (the  sa me  application  runs  
for  t he  HEP com m u ni ties  as  well). In t his  ap plication  job  a t te m p t s  are  identified  an d  
the  grid  failures  are  categorized  and  associated  to  a  given  grid  resource  in  a  site. In 
case  a  job  is  res ub mit ted  m ul tiple  times  d ue  to  failures  each  job  at te m p t  is  taken  
into  accoun t  to  tes t  all available grid  sites. The m ain  difference  with  t he  Job  Monitor  
application  (Figures  5, 6  an d  7) is t ha t  in t ha t  case  only t he  final execution  of  a  job  is  
considered.  Site  Efficiency  per mit s  to  very  quickly  iden tify  er ror  pa t terns,  typically 
connected  to  a  site misconfigura tion. In t he  case of com mo n  errors  t he  tool poin t s  to  
a  lis t  of  explanations / s olu tions  which  are  accessible  via  t he  d rill - down  functionality 
of t he  tool.
Figure  8: The  Site  Efficiency Dashboard  ap plication  at  work  for  VL-eMed  . Job  a t te m p t s  are  
identified  an d  the  grid  failures  are  categorized  an d  associated  to  com p u ting  resources  of  
t he  sites. The ap plication  per mits  to  very quickly identify a  s pecific error  pa t tern.
The fu tu re of t his  activity is t ha t  it will continue to  grow. The availability of m ore  
da ta  allows m ore sophis ticated  s tu dies. Very impor tan t  develop ment  are going on  to  
p ro pose  a  u nified  m echanis m  to  exchange da ta  (for exa m ple u sing ActiveMQ 
h t t p: / / ac tivemq.apache.org / ) an d  to  bet ter  interface with  t he  differen t  sys te ms  u sed  
in t he  grid  com p u ter  cent re  (for exa m ple u sing Nagios  h t t p: / / www.nagios.org / ). Here 
t he  idea is to  feedback m o nitoring da ta  (like grid  efficiency a t  a  si te) into t he  
m o nitoring syste m  of t he  site  itself, allowing sea mless  integration  between  local 
es tablished  opera tional p rocedures  an d  the  newly available infor mation.
Data Management
Data  m a nage ment  is  pa r ticularly  interes ting  in  t he  case  of  HEP.  In  t his  case  t he  
quan ti ty  of  da ta  (every  year  several  PB of  da ta  have  to  be  added  to  t he  da ta  s tore), 
t he  replication  s t ra tegies  (multiple  com plete  copies  s hould  coexist  over  t he  LCG 
infras t ructu re  to  p rovide  redu n dan t  s torage)  and  the  com plex  access  pa t terns  
(especially  a t  t he  level  of  end - user  analysis)  m ake  da ta  m a nage ment  a  very 
interes ting p roblem. ARDA invested  a  lot  in t his  field, s ta r ting fro m  middleware tes t s  
to  m o nitor  activities.  For  exam ple  a  very  impor tan t  par t  of  t he  Dashboard  m o nitors  
da ta  t ransfers  a t  t he  level  of  the  infras t ructu re  services  and  a t  t he  level  of  
experimen t - s pecific s teering syste ms.
Storage Resource Manager
Due  to  HEP  s pecific  require ment s  (actually  m uch  older  t han  the  grid  idea)  t he  
definition  of  a  s tandard  to  interface  to  m ass  s torage  has  a  long  his tory.  In  recent  
years  t his  p roblem  has  been  discussed  in  t he  context  of  t he  Open  Grid  Foru m  (OGF) 
which  led  to  t he  definition  of  SRM (Storage  Resource  Manager). The  adop tion  of  SRM 
within  LCG  considerably  accelera ted  t he  convergence  on  a  workable  s tan dard  
implementa tion.  The  de ployment  of  a  non - t rivial  infras t ructure  of  SRM  an d  the  
opera tional  experience  will  in  t u rn  be  essential  in  t he  fur ther  evolu tion  of  t he  SRM 
concep t.
The  com plexity  does  no t  only depend  on  the  difficulty  of  t he  perfor mance  required  
(data  size,  n u m ber  of  files,  e tc...) bu t  also  because  SRM is  effectively an  interface  to  
be  implemented  by  the  differen t  m ass  s torage  sys te ms  s u p por ted  and  in  u se  in  t he  
grid  com p u ter  cent res. LCG sites  use  4  sys te m s, na mely CASTOR (notably working a t  
t he  Tier0  and  in 3  Tier1s), dCache (in u se  on  m os t  Tier1s), StoRM (at t he  Italian  Tier1  
an d  u n der  considera tion  in  o ther  centres)  and  DPM (essentially  de ployed  at  Tier2s). 
Detail of  t he  differen t  implementa tions  can  be foun d  u n der  [22].
The  experimen ts '  require ments  are  sa tisfied  with  t he  SRM version  2.2  which  is  being  
deployed  and  now (beginning of 2008) over 160 end points  are  beco ming available for  
t he  las t  roun d  of  readiness  tes t s  before  t he  da ta  taking  (CCRC'08).  Very  m uch  like 
t he  opera tions  of  t he  firs t  services  in  LCG back  in  2003, t his  is  a  p roof - of - exis tence 
of  t he  viability  of  t he  SRM solu tion  to  build  such  a  com plex  infras t ructure.  It  is 
clearly  a  s t ar t,  since  all  t his  area  is  in  cons tan t  evolu tion,  bu t  t he  fact  t ha t  t his  
infras t ructu re  can  be  actually opera ted  by shift  crews  and  a  good  service is delivered  
to  u sers  is clearly very encouraging.
File Transfer Service
As  an  exam ple  of  a  high - level  service  built  on  t he  existing  da ta  infras t ructu re  (and  
developed  in  close  connection  with  t he  HEP  com m u nity  within  t he  EGEE p roject) 
t here  is  t he  File  Transfer  Service  (FTS)  [23].  FTS  is  a  layer  on  top  of  s torage 
(essentially  SRM) an d  t ransfer  p ro tocols  (globusFTP).  Its  m ain  goal  is  to  p rovide  a  
dependable  service  na mely  a  layer  hiding  s hor t  interru p tions  of  t he  un derlying 
services  (essentially  by  ret rying)  an d  avoiding  conges tions  by  scheduling  da ta  
t ransfer  taking  into  accoun t  of  t he  network  capacity  an d  shares  across  u sers  and  
virtual organisations.
The  experimen ts  typically  contact  t his  service  to  schedule  a  t ransfer  and  poll  it  to  
see  t he  s ta tu s.  By its  na tu re  t he  service  collects  bookkeeping  infor mation  which  are  
also  essential  for  t he  opera tion  tea m s  m aintaining  it.  In  2007, over  10  PB have  been  
t ransferred.
Although  a t  t hese  m o me nt  t his  m assive da ta  m ove ments  are  a t  t he  hear t  of  t he  HEP 
applications  only, I believe  t ha t  in  t he  near  fu tu re  m ore  applications  will depend  on  
it to  dis t ribu te files across  vast  infras t ructures  of s torage elements.
In Figure 9  we show the  da ta  t ransfer  of one  of t he  firs t  tes ts  of t he  full chain of da ta  
acquisition  in  late  2007.  During  a  week,  t he  ATLAS detector  collected  cos mic- rays  
events  following the  sche ma  expected  in  nor mal  LHC opera tions. In t his  tes t,  ATLAS 
dis tribu ted  the  raw  da ta  an d  of  t he  cent rally  recons t ructed  da ta  onto  t he  full 
infras t ructu re  (down  to  Tier2s);  end - users  perfor med  da ta  analysis  at  t he  re mote  
si tes.
Figure  9: ATLAS cos mics  d a ta  acquisition  (Augus t  23 - Septe mber  8,  2007). The  sna p shot  of 
t he  Dashboard  s hows  the  da ta  dis t ribu tion  fro m  CERN  to  t he  m ain  regional  centres  
su p p or ting the ATLAS experimen ts.
Grid catalogues
The EGEE/LCG p roject  has  developed  a very successful p rod uct  called  LFC (LCG File 
Catalogue). The LFC is a  secure, lightweight  an d  highly scalable POSIX-like file 
ca talogue serving a  variety of com m u nities. LFC s tores  catalogue ent ries  on  a  da ta  
base  back - end: s u p por ted  back - ends  are Oracle an d  MySQL.
In HEP, ATLAS uses  t he  LFC for  the  local file catalogues  located  a t  t heTier0 and  
Tier1: t hese LFCs control t he  location  of files a t  each  Tier1 (and  related  Tier2s), while 
t he  ATLAS-s pecific catalogues  orches t ra te  t he  overall da ta  dis t ribution  and  
bookkeeping. LHCb uses  LFC as  a  global file catalogue. In t his  case several Tier1s  
have a  full read - only replica, synchronised  using Oracle da ta  s t rea ming functionality 
(Oracle Streams: t he  replication  is pe rfor med  a t  t he  back - end  level).
Globally (including non  HEP ap plications) over 100 LFC ins tances  are  in u se  on  the  
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EGEE infras t ructure. The largest  ins talla tions  have m ore  t han  10  million  ent ries. The 
evolu tion  of t his  successful p roduct  had  always t he  HEP use  cases  in min d  although  
inpu t s  fro m  other  u ser  com m u nities have been  taken  into accoun t. During this  
evolu tion  the  p rod uct  included  m ore  and  m ore sophis ticated  fea tures  both  to  boos t  
perfor mance (like bulk opera tions  for  inser ting an d  deleting ent ries) an d  to  cover 
securi ty needs  (integration  with  t he  EGEE security infras t ructure, da ta  encryption  
etc...).
Other  catalogues  exis t  developed  by the  different  experimen ts. One exam ple is t he  
AliEn catalogue which is a t  t he  cent re  of t he  AliEn syste m  (the ALICE dis t ributed  
syste m) [24]. In t his  case t he  catalogue keeps  no t  only location  information  for da ta  
files (actually with  me ta da ta  at t ribu tes) bu t  is u sed  by several com ponen ts  of t he  
syste m. The ca talogue contains  also the  infor mation  of sof tware ins talla tions  
available at  t he  differen t  si tes  an d  the  ou t pu t  of all t he  jobs.
As the  final exam ple of t he  fruitful collabora tion  between  HEP an d  o ther  sciences  on  
ca talogues, I choose  t he  AMGA m e tada ta  catalogue (AMGA s tands  for  ARDA 
Metadata  Grid Access  [25]). This sys te m, originally developed  by ARDA as  a  tool to  
validate  t he  me tada ta  interface in t he  EGEE middleware, was  use d  as  a  labora tory to  
investigate  efficient  techniques  to  p rovide robus t  and  efficient  access  to  da tabase  in 
a  grid  context. AMGA is t he  basis  of a  few syste m s  in t he  HEP world  (most  no tably 
t he LHCb bookkeeping catalogue).
The  AMGA sys te m  has  been  adop ted  by  several  ap plications  in  com pletely differen t  
do mains  (see  for  exam ple  t he  Book  of  Abst ract  of  t he  2 n d User  Foru m  organised  by 
EGEE  in  2007  [26]).  Applications  range  fro m  Climatology  to  Multimedia.  The  
application  we  u se  here  as  an  exam ple  is  High - Throughp u t  Screening  in  Drug 
Discovery.  The  firs t  ap plication  in  t his  field  is  WISDOM  [27]  active  on  the  EGEE 
infras t ructu re  since  2005.  In  2006,  a  new  p hase  was  s tar ted  with  t he  ar rival  of  new 
collabora tors  (mos t  notably  by  Acade mia  Sinica  Taipei [28]) and  with  t he  s tar t  of  a  
se t  of cam paigns  agains t  t he  H5N1 virus  (Bird Flu).
The  basic  idea  is  to  u se  t he  grid  to  perfor m  collabora tive  screening  of  po ten tially 
ac tive  che mical  com poun ds  (called  ligands).  This  activity,  called  docking,  can  be  
executed  on  the  grid  by  assigning  single  combinations  of  p ro teins  an d  ligands  to  
independen t  execution  u nits.  In order  to  scale  u p  this  activity a  cent ral  repository  is  
needed  (to  assign  the  p ro tein - ligand  pairs,  to  s tore  and  display  the  resul ts  and  to  
implement  m ore  com plex  workflows).  The  choice  for  t his  sys te m  has  been  AMGA 
(Figure  10).  The  decisive  argu ments  in  t he  choice  were  t he  perfor mance  and  
robus tness  in  s u p por ting  m ul tiple  concurrent  client s  an d  its  su p por t  for  grid  
securi ty.
Especially  in  t he  case  of  H5N1,  one  of  t he  leading  ideas  is  to  p re pare  for  a  fas t -
response  syste m  in  case  of  t he  appearance  of  dangerous  m u ta tion  for  h u m ans.  In  
2007,  t he  sys te m  has  been  de mons t ra ted  to  perfor m  as  expected  (delivering  
interes ting  candidates  to  be  valida ted  in  t he  labora tory).  A typical  challenge  scans  
several  millions  ligands  using  h u n d reds  of  CPU -years  in  a  m o n t hs  real  time.  The  
resul t  is  an  ha n dful  of  p ro mising  p reselected  candidates   for  valida tion  in  t he  
labora tory.
Figure 10: The syste m  in use  in  t he  m os t  recent  challenges  agains t  H5N1 (Bird  Flu) showing  
the  integration  of  t he  AMGA sys te m.  The  layer  with  t he  DIANE an d  WS-WISDOM is  t he  
co m ponen t  which  controls  t he  execution  of  t he  jobs  on  the  grid.  DIANE  is  actually  a  
co m ponen t  of  t he  Ganga syste m.
Conclusions
As me ntioned  in  t he  introduction,  t he  choice of  grid  technologies  fro  t he  com p u ting 
in  t he  LHC  p rogra m me  is  a  m ajor  miles tone.  The  actual  imple menta tion  of  a  
p ro duction  grid  m a de  possible  t he  s pectacular  growth  in  u sage  also  ou t side  t he  HEP 
com m u nities,  in  par ticular  within  t he  EGEE  project.  Close  an d  successful  
collabora tion  of  t he  high - energy  p hysics  com m u nity  with  other  sciences  in  grid  
com p u ting  (in  par ticular  the  adop tion  of  solu tions  in  new areas) is  a  p ro mising  sign  
of t he  level of m at u rity t hese  technologies have reached.
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