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a b s t r a c t
The electrostatics properties of composite materials with fractal geometry are studied
in the framework of fractional calculus. This consideration establishes a link between
fractal geometry of themedia and fractional integro-differentiation. The fractionalMaxwell
equations are obtained, and methods of fractional calculus are employed to obtain
analytical expressions of the electric field inside the fractal composite structures.
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1. Introduction
The concept of fractals and fractal geometry is widely employed and leads to essential progress in our understanding
of the physical properties of composites. A wide class of the physical applications of fractal structures has been reviewed
well, see e.g., [1–6]. In its turn, the fractal concept makes it possible to involve the application of the powerful methods
of fractional integro-differentiation. The concept of the integration and differentiation of non-integer orders already arises
from the works of Leibniz, Liouville, and Riemann, see e.g., [7,8]. Its application is related to random processes with power
law distributions. This corresponds to the absence of characteristic average values for processes that exhibit many scales
[9,10]. An illuminating example of this relation is fractional Brownianmotion that was originally introduced by Kolmogorov
in [11] andwas later rediscovered and explored in greater detail byMandelbrot and VanNess in [12]. As obtained in [12] (see
also [1] Chapter 39), themathematical formulation of the transform of the Brown line-to-line function B(t) (continuous, but
not differentiable) into fractional diffusion, described by fractional line-to-line function Bα(t)with 0 < α < 2, is expressed
by means of the fractional integration
Bα(t) = 1
0(α)
 t
−∞
(t − s) α−12 dB(s). (1)
This formulation can be also employed for the fractal geometry, in particular, for the exploration of the electric field in fractal
dielectric composites, or metal-dielectric composites. This problem is important for nanoplasmonics, where the interplay
between the light and fractional nanostructures leads to a local giant enhancement of the electric field [13,14].
In this paper, we suggest an analytical consideration, based on fractional calculus, for the purpose of obtaining an
analytical expression for the electric field in fractal composite media. This approach establishes a relation between the
fractal geometry of the medium and fractional integro-differentiation, and it is a generalization of our previous studies
[15,16]. Themethod is based on averaging an extensive physical value expressed bymeans of a smooth function over a fractal
set, which leads to fractional integration [15]. We suggest a coarse graining procedure for the electric field in the Maxwell
equation to treat a charge density term, which diverges in the case of fractional compositemedia. This smoothing procedure
makes it possible to obtain an equation for the electric field in a closed form including the fractal charge distribution. Our
approach is also based on a seminal result [17], where, by analogywith Eq. (1), a link between fractal geometry and fractional
integro-differentiation is constituted in the procedure of averaging an extensive physical value. This procedure of filtering,
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expressed by means of a smooth function over a Cantor set, leads to fractional integration. In its eventual form, it has been
presented in Ref. [18]. The main idea of filtering, or embedding a matter inside a fractal is the construction of a convolution
integral according Eq. (1). For a random Cantor set with the fractal dimension α < 1, one obtains [18] this filtering in the
form of a fractional integral
⟨F(x)⟩ = V(α)
0(α)

xα−1 ⋆ f (x)

≡ V(α)0Iαx f (x), (2)
where V(α) = 2−1+α/2ln 2 and 0(α) is a gamma function, while 0Iαx designates the fractional integral of the order of α in the
range from 0 to x:
0Iαx f (x) =
1
0(α)
 x
0
(x− x′)α−1f (x′)dx′. (3)
Analogously one can define the fractional derivative as the inversion operation: 0Dαx = 0I−αx . Extended reviews on fractional
calculus can be found in [7,8,19], and a brief survey can be found in Appendix.
This mathematical construction is relevant to the study of electrostatics of real composite structures. The main objective
of the present research is to solve a standard electrostatic problem, namely, the derivation of the electric field in a fractal
composite dielectric with a fractal charge distribution. This leads to the fractional Maxwell equations. This is also an issue
of extensive studies of the role of fractional calculus in electrodynamics [20–25] (see review [26]).
2. Fractional integral formulation of the Gauss theorem
We formulate the problem in the framework of Maxwell’s integral equation for the electric field E in fractal dielectric
composites. The fractal FD(r) with the fractal dimension D is characterized by the characteristic function χ(r), where
r = (x, y, z), such that χ(r) = 1 for r ∈ FD(r) and χ(r) = 0 for r ∉ FD(r). Therefore, the fractal filtering of Eq. (2)
now reads x
0
 y
0
 z
0
χ(x′, y′, z ′)f (x′, y′, z ′)dx′dy′dz ′ ⇒ 0Iαx 0Iβy 0Iγx f (x, y, z). (4)
HereD = α+β+γ that supposes FD(r) = Fα(x)×Fβ(y)×Fγ (z) and, correspondingly,χ(x, y, z) = χ(x)χ(y)χ(z). Therefore,
we consider the electric field in a random fractal of a volume VD ∼ rD with permittivity ε1 and in a complementary host
volume Vh = V3 − VD with permittivity ε2. The Gauss theorem in Cartesian coordinates reads
∇ ·

ε(r)E(r)

dxdydz ≡ 0I1x 0I1y 0I1z∇ ·

ε(x, y, z)E(x, y, z)

= Q . (5)
Here an electric charge Q with a fractional distribution is embedded in a three-dimensional volume
Q ≡ Q (x, y, z) = 0I1xχ(x)0I1yχ(y)0I1z χ(z)ρ(x, y, z)⇒ 0Iαx 0Iβy 0Iγz ρ(x, y, z), (6)
where ρ(x, y, z) is the charge density, and the constant multiplier V(α) is inserted in ρ; for an alternate definition see
also [24]. We reasonably suppose that the fractal dielectric in the volume VD is homogeneous, therefore ρ(x, y, z) = ρ0. The
permittivity can be expressed by means of the fractal characteristic function as well
ε(x, y, z) ≡ ε(r) = ε1χ(r)+ ε2[1− χ(r)]. (7)
It is convenient to work in the dimensionless space variables xl0 → x,
y
l0
→ y, zl0 → z that yields dimensionless
integration 0I1x 0I
1
y 0I
1
z → l300I1x 0I1y 0I1z and dimensionless differentiation ∇ → l−10 ∇ . Here l0 is the characteristic size of a
physical fractal, which is always finite. For example, it can be the minimal scale of self-similarity of a physical fractal. In
what follows we always bear in mind that the space variables are dimensionless, and the charge density is properly scaled
such that fractal charges and electric fields have correct dimensions.
Taking into account the embedding property (4), the integral Maxwell equation (5) reads now
Q (x, y, z) = (ε1 − ε2)0Iαx 0Iβy 0Iγz ∇ · E+ (ε1 − ε2)0I1x 0I1y 0I1z E · ∇χ + ε2 0I1x 0I1y 0I1z∇ · E. (8)
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3. Direct product of Cantor sets
In the case when the charge density is a constant value ρ(x, y, z) = ρ0, one obtains the electric charge due to Eq. (6)
Q (x, y, z) = ρ0x
αyβzγ
0(1+ α)0(1+ β)0(1+ γ ) , x, y, z > 0.
Term (ε1 − ε2)0I1x 0I1y 0I1z [∇χ(x, y, z)] · E(x, y, z) corresponds to the induced charge, or polarization charge on the fractal,
since the electric field is a discontinuous function with the boundary conditions between two dielectrics ε2Eu(u − 0) =
ε1Eu(u+ 0), u = (x, y, z) [27]. To evaluate this term let us consider the Nth step of the fractal construction. It is a union of
disjoint intervals ∆N . In the limiting case one obtains Fν = limN→∞∆N . Therefore, ∀uj ∈ Fν the characteristic function
on every closed interval [uj, uj + ∆N ] is χ(∆N) = Θ(u − uj) − Θ(u − uj − ∆N), where u = (x, y, z), uj = (xj, yj, zj) and
ν = (α, β, γ ). Differentiation of the characteristic function on the intervals yields
∂
∂u
χ(∆N) = δ(u− uj)− δ(u− uj −∆N), u = (x, y, z). (9)
Therefore, we have for any interval∆N and at u = uj
uI1u+∆N Eu(u)∇uχ(u) = Eu(u)− Eu(u+∆N), u = (x, y, z). (10)
This expression is not zero in the limit∆N → 0, since ε2Eu(u−0) = ε1Eu(u+0) and ε1Eu(u+∆N−0) = ε2Eu(u+∆N+0) [27].
We make a shift between points uj − 0 and uj +∆n − 0. We present the result of integration in Eq. (10) in the form
Eu(u− 0)− Eu(u+∆N − 0)+ O(∆N) = Eu(u− 0)− Eu(u+ 0)+ Eu(u+ 0)− Eu(u+∆N − 0)+ O(∆N)
= Eu(u− 0)− Eu(u+ 0)+ O(∆N), u = (x, y, z).
The latter is obtained, since inside the interval∆N the electric field is continuous, we have Eu(u+∆N − 0) ≈ Eu(u+ 0)+
E ′u(u+0)∆N . Now the boundary conditions for the electric field at uj can be taken into account: ε2Eu(uj−0) = ε1Eu(uj+0).
This, finally, yields
lim
∆N→0 u
I1u+∆N E(u)∂uχ(u) =
ε1 − ε2
ε2
Eu(u) ∀u ∈ Fν, u = (x, y, z), ν = (α, β, γ ). (11)
Here ∇u ≡ ∂u. We have integration on the fractal
0I1uEu(u)∂uχ(u) =
ε1 − ε2
ε2

uj∈Fν
Eu(uj), u = (x, y, z), ν = (α, β, γ ). (12)
Let us present the sum in the form
uj∈Fν
Eu(uj) =

uj∈Fν
 u
0
Eu(u′)δ(u′ − uj)du′, u = (x, y, z), ν = (α, β, γ ). (13)
Hence, one obtains the integration of the electric field with the fractal density
xj∈Fα
δ(x− xj)

yj∈Fβ
δ(y− yj)

zj∈Fγ
δ(z − zj).
This corresponds to the fractal volume xαyβzγ . The next step is to consider the integration in Eq. (13) as the convolution
integral with the kernel (u− u′)ν−1 [28]. Eventually, we obtain for the polarization charge term in Eq. (8)
0I1x 0I
1
y 0I
1
z [∇χ(x, y, z)] · E(x, y, z)→
ε1 − ε2
ε2
0Iαr 0I
β
y 0I
γ
z nˆ · E, (14)
where nˆ = xˆ+ yˆ+ zˆ is the unit vector. Finally, we note1 that the shift in the intervals∆N is taken between point uj− 0 and
uj +∆N .
Taking Eq. (14) into account and applying the fractional derivatives 0Dαx 0D
β
y 0D
γ
x to both sides of Eq. (8), one obtains (see
Eq. (A.6))
ξ∇ · E+ ξ 2nˆ · E+ 0I1−αx 0I1−βy 0I1−γz ∇ · E =
ρ0
ε2
, (15)
where the dimensionless parameter is introduced:
ξ = ε1 − ε2
ε2
. (16)
1 One can alsomake the shift between points uj+0 and uj+∆N+0. The difference between electric fields at the points yields [1− ε1ε2 ]E(uj), u = (x, y, z).
Taking into account that this difference is opposite to the external normal, we change the sign and obtain the same expression as in Eq. (11).
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3.1. |ξ | ≪ 1
When ξ ≪ 1, the ξ 2 term can be neglected. Then, denoting
F(x, y, z) = ∇ · E(x, y, z), (17)
one obtains the Abel equation [19,29]
ρ0
ε2
= ξF(x, y, z)+ 0I1−αx 0I1−βy 0I1−γz F(x, y, z). (18)
Here F(x, y, z) is an effective charge density. We solve this equation by a method of consequent approximations [29]. The
first step is F(x, y, z) = ρ0
ε2ξ
+ F1(x, y, z), which yields the following equation for F1(x, y, z)
0 = ξF1(x, y, z)+ 0I1−αx 0I1−βy 0I1−γz F1(x, y, z)+
ρ0
ε2ξ
x1−αy1−βz1−γ
0(2− α)0(2− β)0(2− γ ) . (19)
Then, defining
F1(x, y, z) = − ρ0
ε2ξ 2
x1−αy1−βz1−γ
0(2− α)0(2− β)0(2− γ ) + F2(x, y, z)
and repeating the same procedure for finding Fn(x, y, z), we have the solution for the effective charge density in the form of
the sum
F(x, y, z) = ρ0
ε1 − ε2
∞
n=0
Fn(x, y, z), (20)
where
Fn(x, y, z) = [−x
1−αy1−βz1−γ /ξ ]n
0[1+ n(1− α)]0[1+ n(1− β)]0[1+ n(1− γ )] , (21)
that also yields a solution for the electric field in the form of a vector combination of Fn(x, y, z) functions:
E(x, y, z) = ρ0
ε1 − ε2
∞
n=0
Fn(x, y, z) ·

xˆx
1+ n(1− α) +
yˆy
1+ n(1− β) +
zˆz
1+ n(1− γ )

. (22)
This solution can be expressed in a form of the generalized hypergeometric function [30] 1F3(1, 1 − α, 1 − β, 1 −
γ ; x1−αy1−βz1−γ /ξ). An analytical expression in the form of the Mittag-Leffler function can be easily obtained from Eq.
(22), when, e.g., β = γ = 1. This simplification yields
E(x, y, z) = ρ0
ε1 − ε2

xˆx
1+ n(1− α) + yˆy+ zˆz

· Eα(−x1−α/ξ), (23)
where Eν(axν) =∞n=0 (axν )n0(1+nν) is the Mittag-Leffler function [7,9].
A detailed analysis of the solutions for ξ > 0 was performed in [15]. Here we are interested in the case ξ < 0. One
should recognize that it is possible that the permittivity of the charged fractal dielectric is less than the permittivity of the
host dielectric, ξ < 0, for example, for biologicalmacromolecules and polymers [31]. In this case, we consider a perturbation
approach for solution of Eq. (18) F(x, y, z) = f (x, y, z)+ ξg(x, y, z), where
0I1−αx 0I
1−β
y 0I
1−γ
z f (x, y, z) =
ρ0
ε2
, (24)
0I1−αx 0I
1−β
y 0I
1−γ
z g(x, y, z) = −f (x, y, z). (25)
Applying the Riemann–Liouville fractional derivatives 0D1−αx 0D
1−β
y 0D
1−γ
z , one obtains
F(x, y, z) = ρ0
ε2

xα−1yβ−1zγ−1
0(α)0(β)0(γ )
− ξ x
2α−2y2β−2z2γ−2
0(2α − 1)0(2β − 1)0(2γ − 1)

. (26)
3.2. ξ ≫ 1
In the opposite case. When ξ ≫ 1, the fractal integration can be neglected in Eq. (15) that yields
∇ · E+ ξ nˆ · E = ρ0
ε1 − ε2 . (27)
A particular solution can presented as a vector combination
E(x, y, z) = ρ0
3ξ(ε1 − ε2)

xˆ(1− e−ξx)+ yˆ(1− e−ξy)+ zˆ(1− e−ξz) . (28)
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4. Random fractal
In a case of random fractals, a situation differs from the direct product of the Cantor sets. We define a charge on a random
fractal, which has a homogeneous distribution in a three-dimensional medium with the charge density ρ0. As shown in
Section 2, the convolution in Eq. (6) determines the map of the charge into the fractal volume. In Cartesian’s coordinates it
corresponds to the fractional Riemann–Liouville integral with elementary fractional volume [19,24] dVD = |xyz|
D
3 −1
03(D/3)
dxdydz.
In the spherical coordinates, which correspond to the Reisz definition of the fractional integral, the elementary fractional
volume is dVD = 23−D0(3/2)0(D/2) |r|D−3r2dr sin θdθdφ. A fractal mass inside a ball of radius r is M(r) ∼ rD. It corresponds to
averaging over all possible realizations of the random fractal. Therefore, an averaged density of the fractal dielectric phase
is of the order of rD−3, which is in complete agreement with the probabilistic sense of random fractals [5,32]. This supposes
that the random fractal composite is isotropic, i.e., χ(r) = χ(r) and the (averaged) similarity exponents coincide along all
directions. Therefore, the mapping of the charge inside the fractal is determined by the convolution
Q (r) = 1
0(D− 2)
 r
0
(r − r ′)D−3ρ0(r ′)r ′2dr ′ = 2ρ0
0(D+ 1) r
D, (29)
where all constants are taken inside the constant charge density ρ0. Note, this correlates with the fractal massM(r) and
also yields the averaged fractal charge density of the entire composite ρfr(r) ∼ 3Q (r)4πr3 ∼ ρ0rD−3. Therefore, it is reasonable
to suppose that the resulting electric field E due to the fractal charge distribution and fractal inhomogeneity is the same
isotropic property. Thus, one takes into account only the r component of the electric field in the fractional Maxwell equation
(8), and any changes in the electric potential in the inclination and azimuth angle directions can be neglected.
Then, we have for the divergence
∇ · E(r)→ ∇rEr(r). (30)
Now, filtering inside the fractal due to the fractal characteristic function depends only on the radius r . Taking into account
∇r = 1r2 ∂r r2, this yields the integration r
0
χ(r ′)[∇rEr(r ′)]r ′2dr ′ =
 r
0

rj∈VD
δ(r ′ − rj)G′(r ′)dr ′. (31)
Here we define G(r) = r2Er(r) and G′(r) ≡ dd r G. One obtains the integration of the electric field with the fractal density
rj∈VD δ(r
′ − rj). The latter corresponds to the fractal volume
µ(r) = rD =
 r
0

rj∈VD
δ(r ′ − rj)r ′2dr ′ = 0ID−2r r2. (32)
Employing this property,2 we obtain r
0
G′(r ′)dµ(r ′) ∼ 1
0(D− 2)
 r
0
(r − r ′)D−3G′(r ′)dr ′ ≡ 0ID−2r G′(r). (33)
Therefore, we consider the integration in Eq. (31) as the convolution integral with the averaged fractal density (r − r ′)D−3.
Now we estimate the integral
 r
0 Er(r
′)∇r ′χ(r ′)r ′2dr ′. We repeat the same procedure as in the previous section, but now
the fractal dust FD at the Nth step of the construction consists of balls BN of radius∆N . For example,∆N ∼ l0. In the limiting
case, one obtains FD = limN→∞ BN [33]. The characteristic function for every ball is χ(∆N) = Θ(r− rj)−Θ(r− rj−∆N).
Differentiation of the characteristic function on the intervals [rj, rj + ∆N ] yields ∇rχ(∆N) = δ(r − rj) − δ(r − rj − ∆N).
Therefore, for any interval∆N and at r = rj, integration with the electric field yields
r I1r+∆N E(r)r
2∇rχ(r) = E(r)r2 − E(r +∆N)(r +∆N)2.
This expression is not zero in the limit∆N → 0. Let E(rj) be the electric field outside the ball BN and E(rj + ∆N) denote
the internal electric field. The relation between them can be obtained from Eq. (A.8) of Ref. [27] for the r component of the
electric fields inside and outside the ball surface. This reads (see also [16])
Er(rj +∆N) = 3ε2
ε1 + 2ε2 Er(rj). (34)
2 See also Ref. [28] (Theorem 3.1).
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Therefore, the shift for the electric field in the limit∆N → 0 is
Er(rj)− Er(rj + 0) = Er(rj) ε1 − ε2
ε1 + 2ε2 . (35)
Finally, integration of the polarization charge term yields r
0
Er(r ′)∇r ′χ(r ′)r ′2 dr ′ = ε1 − ε2
ε1 + 2ε2

rj∈FD
 r
0
Er(r ′)r ′
2
δ(r ′ − rj)dr ′. (36)
As expected, one obtains the integration of the electric field with a fractal density

rj∈FD δ(r
′ − rj). This corresponds to
the fractal volume (32), and, hence, we consider the integration in Eq. (36) as the convolution integral of Eq. (33) with the
averaged fractal density (r − r ′)D−3. The polarization charge term in Eq. (36) reads
ε1 − ε2
0(D− 2)(ε1 + 2ε2)
 r
0
(r − r ′)D−3E(r ′)r ′2dr ′ ≡ ε1 − ε2
ε1 + 2ε2 0I
D−2
r G(r). (37)
Now the fractional Maxwell equation (8) reads
ξ 0ID−2r G
′(r)+ 0I1r G′(r)+ p0ID−2r G(r) =
2ρ0
ε20(D+ 1) r
D, (38)
where we introduced a polarization parameter
p = ξ
2ε2
ε1 + 2ε2 =
ξ 2
3+ ξ . (39)
The Laplace transform can be applied to Eq. (38). Since G(r = 0) = G′(r = 0) = 0 (the electric field of fractal charge density
diverges more slowly than 1
r2
[15,24]), one obtains for G˜(s) = Lˆ[G(r)] due to Eq. (A.7):
G˜(s) = ρ0
ε2s3
· 1
ξ s+ sD−2 + p . (40)
We consider the electric field due to the fractal dielectric composite structure. There are two different limits, interesting
from the physical point of view. The first one is ξ ≫ 1, and the second limit corresponds to ξ →−1, when ε2 ≫ ε1.
4.1. ξ ≫ 1
In this case the fractional term sD−2 in Eq. (40) can be neglected, and the Laplace inversion for the electric field yields
Er(r) ∼ ρ0
ξε2
exp

−ξ r
3+ ξ

. (41)
When D = 3 and ξ = 0, one obtains from Eq. (38) Er(r) = ρ0ε2 r . Therefore, this exponential behavior is just due to the fractal
structure of the dielectric composite.
4.2. ξ = −1, p = 12
First we consider the large scale asymptotics, when s ≪ 1, and the term ξ s = −s is neglected. This yields
Er(r) = ρ0r
D−2
ε2
ED−2,D+1

−1
2
rD−2

. (42)
This solution describes the electric field for r ≫ 1, therefore the argument of the Mittag-Leffler function is large. The latter
decays as the power law 2
rD−20(3−D) [34], and the electric field is constant Er(r) ∼ 2ρ0ε20(3−D) .
In the opposite case of the short range asymptotics, s ≫ 1, the polarization parameter p = 1/2 can be neglected. This
yields a solution in the form of the Mittag-Lefler function as well
Er(r) = −ρ0
ε2
rE3−D,4(r3−D). (43)
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5. Conclusion
We demonstrated an application of fractional calculus for electrostatics of composite materials in fractal geometry. The
local Maxwell equation ∇ · χ(r)E = ρ0 is not differentiable. Therefore, an important part of the analysis is developing
convolution integrals that makes it possible to treat the characteristic function χ . An accurate treatment of the fractal
boundaries and recasting the Maxwell equation in the form of the convolution integrals by accounting for the fractal
properties of the composite, eventually, lead to the coarse graining equations, which already take into account the space
heterogeneity and nonlocal nature of the electric field, and polarized dipole charges inside the composite. Therefore, the
heterogeneity, caused by the fractal geometry, is reflected by the convolution of the averaged fractal density and the electric
field, according to Eqs. (15) and (33). It is necessary to admit that this transition from ‘‘local’’ electrostatics to the ‘‘nonlocal’’
one, which takes into account space dispersion of permittivity ξ(r) and fractal charge distribution, is mathematically
justified and rigorous enough [28].
A possibility of the permittivity of the charged fractal dielectric to be less than the permittivity of the host dielectric,
ξ < 0 is an interesting physical application, for example, for biological macromolecules and polymers [31]. In this case
the argument of the Mittag-Leffler function is positive, and the asymptotic behavior of the electric field is exponential. This
exponential behavior of the electric field, resulting from fractal structure of the dielectric composite is important physical
result for practical application in nanoplasmonics. It leads to essential increasing of possible interplay between the light
and fractal nanostructure, since this exponential behavior realizes in electrostatics in the absence the surface plasmon
resonances, which is the necessary condition for the enhanced light scattering [13,14,16,35].
We also would like to admit, in conclusion, that we start the analysis from the integral form of the conventional Maxwell
equations and the Gauss theorem. This integral form makes it possible to treat electrodynamics in fractal matter (of fractal
objects) avoiding singularity problems by means of the coarse graining procedure. This treatment is possible only for the
integral form of the Maxwell equations. Moreover, as shown, this coarse graining procedure leads to the employment of a
strong machinery of fractional calculus. In this sense, the resulting Maxwell equations are fractional, although we do not
use any technique of fractional vector calculus [20,23,26].
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Appendix. A brief survey on fractional integration
Extended reviews of fractional calculus can be found e.g., in [7,8,19]. Fractional integration of the order of α is defined by
the operator
aIαx f (x) =
1
0(α)
 x
a
f (y)(x− y)α−1dy, (A.1)
where α > 0, x > a and 0(z) is the Gamma function. Fractional derivation was developed as a generalization of integer
order derivatives and is defined as the inverse operation to the fractional integral. Therefore, the fractional derivative is
defined as the inverse operator to aIαx , namely aD
α
x f (x) = aI−αx f (x) and aIαx = aD−αx . Its explicit form is
aDαx f (x) =
1
0(−α)
 x
a
f (y)(x− y)−1−αdy. (A.2)
For arbitraryα > 0 this integral diverges, and as a result of this a regularization procedure is introducedwith two alternative
definitions of aDαx . For an integer n defined as n− 1 < α < n, one obtains the Riemann–Liouville fractional derivative of the
form
RL
a D
α
x f (x) ≡ aDαx f (x) =
dn
dxn a
In−αx f (x), (A.3)
and fractional derivative in the Caputo form
C
aD
α
x f (x) = aIn−αx
dn
dxn
f (x). (A.4)
There is no constraint on the lower limit a. For example, when a = 0, one has RL0 Dαx xβ = x
β−α0(β+1)
0(β+1−α) . This fractional derivation
with the fixed low limit is also called the left fractional derivative. However, one can introduce the right fractional derivative,
where the upper limit a is fixed and a > x. For example, the right fractional integral is
xIαa f (x) =
1
0(α)
 a
x
(y− x)α−1f (y)dy. (A.5)
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Another important property is
Dα Iβ = Iβ−α, (A.6)
where other indexes are omitted for brevity. Note that the inverse combination is not valid, in general case, IβDα ≠ Iβ−α ,
since it depends on the lower limits of the integrations [7]. We also use here a convolution rule for the Laplace transform
for 0 < α < 1
L[Iαx f (x)] = s−α f˜ (s). (A.7)
Note that in physical applications a treatment of the Caputo fractional derivative by the Laplace transform ismore convenient
than the Riemann–Liouville one.
It should be admitted that solutions, considered here can be obtained by the Laplace inversion in the form of the Mittag-
Leffler function [34]
E(ν,β)(zrν) = r
1−β
2π i

C
sν−βesr
sν − z ds, (A.8)
whereC is a suitable contour of integration, starting and finishing at−∞ and encompassing a circle |s| ≤ |z| 1ν in the positive
direction, and ν, β > 0.
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