Abstract. The paper presents a new method and an algorithm for structural fault collapsing to reduce the search space for test generation, to speed up fault simulation and to make the fault diagnosis easier in digital circuits. The proposed method is based on hierarchical topology analysis of the circuit description at two levels. First, the gate-level circuit will be converted into a macro-level network of Fan-out Free Regions (FFR) each of them represented as a special type of structural BDD. This conversion procedure represents as a side-effect the first step of fault collapsing, resulting in a compressed Structurally Synthesized BDD (SSBDD) model explicitly representing the collapsed set of representative fault sites. The paper presents an algorithm which implements a complementary step of further fault collapsing. This algorithm is carried out at the macro-level FFR-network by topological reasoning of equivalence and dominance relations between the nodes of the SSBDDs. The algorithm has linear complexity and is implemented as a continuous scalable fault eliminating procedure. We introduce higher and lower bounds for fault collapsing and provide statistics of distribution of fault collapsing results over a broad set of benchmark circuits. Experimental research has demonstrated considerably better results of structural fault collapsing in comparison with state-of-the-art.
Introduction
Fault collapsing is a procedure which is applied to reduce the number of faults of a given circuit to be targeted for testing purposes. Using a reduced set of only representative faults instead of a full set of faults has the goal to minimize the efforts in many test related tasks like test pattern generation, fault simulation for test quality evaluation, fault diagnosis, circuit testability evaluation etc.
The methods of fault collapsing are classified as structural and functional. Structural fault collapsing uses only the topology of the circuit whereas functional fault collapsing uses the circuit functional properties inherent in the circuit.
There are two classical ways used for structural fault collapsing: fault equivalence based and fault dominance based collapsing [1] . A fault f j is said to dominate a fault f i if every test that detects f i also detects f j . If f j dominates f i , only f i needs to be considered during test generation. When two faults dominate each other, they are called equivalent. If two faults are equivalent, only one of them needs to be considered during test gene-ration or fault diagnosis. Structural fault collapsing uses the topology of the circuit structure. For example, a stuck-at 0 fault (SAF y/0) at the output y of AND gate is equivalent to all of the SAF x/0 faults at its inputs x i . In a similar way, SAF y/1 at the output of AND gate dominates all the input SAF x/1 faults. The classical structural approaches to fault collapsing are based on gate-level circuit processing. An approach based on fault-folding was introduced in [2] for structural collapsing faults, using the iterative analysis of gate fault equivalence and dominance relations. Since structural fault collapsing is very fast, it is employed in many Automated Test Pattern Generators (ATPG) [3, 4] .
Functional fault collapsing uses the circuit's functional information to establish equivalence and dominance relations. Two faults are functionally equivalent if they produce identical faulty functions [5] or we can say, two faults are functionally equivalent if we cannot distinguish them at the Primary Outputs (PO) with any input test vector [6] . Functional fault collapsing is generally regarded as very difficult to compute because it deals with the whole function of the circuit under test. In [7] it has been shown that the algorithmic complexity for identifying functionally equivalent faults is similar to that of ATPG.
Approximate fault collapsing via simulation has been proposed in [8] . In [9] , a metric called level of similarity has been introduced and is efficiently used to improve the level of approximation. The fault collapsing suffers from the danger that if a fault in the collapsed fault set remains undetected then all other faults equivalent or dominating this fault removed from the collapsed fault set remain undetected as well. In [10] , a safety parameter s to restrict the use of the dominance relation is introduced, and a safe fault collapsing method with a level of safety s is proposed.
The potentials of hierarchical fault collapsing were discussed in [11] . It was shown that hierarchical approach to fault collapsing gives more possibilities to increase the efficiency compared to the non-hierarchical one. An algorithm based on transitive closures on the dominance graphs has been proposed [12, 13] , which enables more efficient hierarchical fault collapsing. It is a graph theoretic, fault independent and polynomial technique for functional fault collapsing.
In [14] , functional dominance has been used to collapse the fault sets. However, this technique requires quadratic number of ATPG runs to obtain the collapsed fault set. An improvement was proposed in [15] , which has the linear complexity regarding the number of ATPG runs. Since ATPG itself is used for learning functional dominance relations, both these techniques are suitable for small circuits only, but they can be helpful when combined with hierarchical fault collapsing. In [7] two theorems were introduced based on unique requirements and D-Frontiers of faults to extract equivalence and dominance relations. Similar approach was used in [16] based on the dominator theory for identifying more functionally equivalent fault pairs. In [17] a generalized dominance approach requires similar or lower run-times than that of [7] .
A collapsed fault set helps generating smaller test sets for achieving the desired fault coverage, and it contributes to fault diagnosis as well. Since fault diagnosis deals with fault pairs, a linear reduction of the number of faults would result in a quadratic reduction of the target pairs.
In [5, 15] , a novel diagnostic fault equivalence and dominance technique was proposed. A new method for fault collapsing for diagnosis called dominance with sub-faults was proposed in [18] . The method allows reducing the diagnosis search space. A framework where equivalence and dominance relations are defined for fault pairs is introduced in [19] . A fault pair collapsing is described, where fault pairs are removed from consideration under diagnostic fault simulation and test generation, since they are guaranteed to be distinguished when other pairs are distinguished. A technique to speed-up diagnosis via dominance relations between sets of faults using function-based techniques was proposed in [20] . Due to the high memory and time complexity this approach is applicable for small circuits only. All the listed techniques are fault oriented approaches, i.e. they consider a fault-pair at a time and use ATPG for identification of equivalence or dominance relations. In [10] , a dynamic fault collapsing procedure is presented for fault diagnosis, where the faults are collapsed during the diagnostic test pattern generation contrary to the traditional static approaches described above where the faults are collapsed before test generation.
One of the main limitations of the described methods is that there is no evidence that investing more effort in fault collapsing reduces the total test generation time [10] . The reason is that most of the methods are using ATPG itself as a tool for fault collapsing, or they are usable only for small circuits because of the high computing complexity.
In this paper we concentrate on the structural fault-independent fault collapsing based on the topology analysis of the circuit. We target the minimal necessary set of representative faults as objectives for both, test generation and fault simulation. To cope with the complexity problem in case of big circuits, we use a hierarchical approach to structural fault collapsing, which is based on the topology analysis of the circuit at two levels -gate-and macro-levels, where the Fan-out-Free Regions (FFR) are regarded as macros. The proposed method is characterized at both levels by linear complexity which allows achieving high speed in fault collapsing, and provides smaller collapsed representative fault sets compared to other known structural methods. Due to low complexity, the method is well scalable and is therefore usable for large circuits where the functional fault collapsing methods give up because of the complexity.
The approach we propose consists of two consecutive procedures. During the first procedure, fault collapsing is carried out at the gate level by superposition of Binary Decision Diagrams (BDD) [21] of logic gates with the main goal of constructing a higher macro-level model of the circuit in form of Structurally Synthesized BDDs (SSBDD) [22, 23] where to each FFR an SSBDD corresponds. The fault collapsing can be regarded here as a side-effect (byproduct) of the SSBDD model synthesis. The second procedure, complementary part of the approach, is carried out at the higher macro-level by topological analysis of SSBDDs. Both parts of the fault collapsing procedure have linear complexity. It has been shown that SSBDDs can be efficiently used for fault simulation, outperforming in the speed state-of-the-art fault simulators [24, 25] . In this paper we show the possibility of additional fault collapsing using SSBDDs, which in turn can lead to further speed-up of fault simulation.
The paper is organized as follows. In Sect. 2 we give an overview of SSBDDs and in Sect. 3 we describe the synthesis of SSBDDs as the first step of gate-level fault collapsing. Section 4 presents the main theoretical concepts for the analysis of equivalence and dominance relations between the faults in the higher level FFR-networks modeled with SSBDDs, and Sect. 5 describes the algorithm of fault collapsing with SSBDDs. In Sect. 6, lower and higher bounds for fault collapsing are given. Section 7 presents experimental data, and Sect. 8 concludes the paper.
Structurally Synthesized BDD
Binary Decision Diagrams (BDD) have become by today a state-of-the-art data structure in VLSI CAD for representation and manipulation of Boolean functions. BDDs were first introduced for logic simulation in [26] , and for test generation in [27, 28] . In 1986, Bryant proposed a new data structure called Reduced Ordered BDDs (ROBDDs) [21] . He showed simplicity of the graph manipulation and proved the model canonicity that made BDDs one of the most popular representations of Boolean functions. This model, however, suffers from the memory explosion problem, which limits its usability for large designs. Moreover, it cannot be used as a model for representing structural information about the design like representation of faults directly in the model. In [22, 27, 29] , Structurally Synthesized BDDs (SSBDDs) were proposed with the goal to represent the structural features of circuits. The most significant difference between the function-based BDDs [21] and SSBDDs [22] is the method how they are generated. While BDDs are generated on the functional basis by Shannon's expansions, which handle only the Boolean function of the logic circuit, the SSBDD models are generated by a superposition procedure that extracts both, functions and data about structural signal paths of the circuit. The linear complexity of the SSBDD model results from the fact that a digital circuit is represented as a system of SSBDDs, where for each FFR a separate SSBDD is generated.
SSBDDs are generated by iterative superposition of library BDDs for simple or complex gates, guided by the structure of the given circuit. To avoid the explosion of the complexity of the SSBDD model, and to keep its size as minimal as possible, the superposition of BDDs is stopped at fan-out stems of the circuit. Using this restriction, to each FFR in the circuit an SSBDD will be created where a signal path in the FFR corresponds to each node in an SSBDD. Example 1. An example of a combinational circuit and its SSBDD is depicted in Fig. 1 . The SSBDD represents an FFR of the circuit obtained after cutting all the input fan-out branches of the circuit. This FFR can be described by the following Boolean expression:
The non-terminal (internal) nodes of the SSBDD are labeled by the input variables of the FFR. To differentiate the fan-out branch variables from the fan-out stem variable we introduce for each of them a second subscript. The node variables may be inverted. When using SSBDDs for calculating the output signals at given test patterns, we have to traverse the graph starting from the root node up to a terminal node guided by the input pattern. Let us agree that we exit each node during simulation to the right if the node variable has value 1, and downwards if the value is 0. In this case we don't need to label the edges in the graph by the values of the node variables on Figures. Entering the terminal node #1 as the outcome of graph traversing will mean the result of simulation y = 1, and entering the terminal node #0 will mean y = 0.
Example 2. For the circuit in Fig. 1 with function y = f(X) the output signal y for the given input pattern X t in Fig. 2 will be y = 1. During simulation of this pattern on the SSBDD, the following nodes are traversed: x 1 , x 22 , x 3 , ¬x 71 , x 81 , #1 (shown by bold lines).
SSBDD model has several features that make it attractive compared to other commonly used mathematical models, such as conventional BDDs or gate-level netlists [30, 31] . The worst-case complexity (time) of generating SSBDD model from a circuit's netlist is linear in respect to the number of gates, while it is exponential for The most important feature of the SSBDD model is that it preserves structural information about the circuit while traditional BDDs do not. This is why differently from traditional BDDs, SSBDDs support structural test generation [22, 27] and fault simulation [24, 25, 29] for gate-level structural faults in terms of faulty signal paths with representing the faulty paths explicitly in the model. Each node in the SSBDD represents a signal path in the corresponding circuit, and the faults of the nodes represent the faults in signal paths.
For example, the SSBDD in Fig. 1 consists of 14 internal nodes where each of them represents a corresponding signal path of the total 14 paths in the circuit in Fig. 1 (the correspondence is shown by the variables x where x i denote input signals, and x ij denote the signals at the fan-out branches). The one-to-one mapping between the nodes in SSBDD and the paths in the circuit is the result of the SSBDD synthesis from the netlist of the given circuit. The synthesis process is presented in Sect. 3 .
Note, that the SSBDD model in Fig. 1 represents only the FFR of the circuit. The faults of the input fan-out stems x 2 , x 6 , x 7 and x 8 should be handled separately, either by introducing trivial single-node BDDs to represent the input fan-out stems, or by modeling the stem faults as multiple faults in the nodes which represent the fan-out branches.
Synthesis of SSBDDs
Consider first, the following graph theory related definitions of the BDDs (SSBDDs). We use the graph theory notations instead of traditional ite expressions [21] because all the test related procedures based on SSBDDs are based on the topological reasoning rather than on symbolic manipulations as is traditionally the case for BDDs. Definition 2. We say, the edge l(m, m e ) between nodes m and m e 2 Γ (m) is activated when the node variable x(m) is assigned to one of the values e 2 {0,1}. We say, a path l (m i , m j ) between the nodes m i and m j is activated if all the edges which form the path are activated.
Definition 3. We say that a BDD G y = (y,M,Γ,X) represents a Boolean function y = f (X), iff for every possible vector
The main idea of superposition of BDDs as the basis procedure of SSBDDs proposed first in [22, 27] , is illustrated in Example 3.
Example 3. Let us have in Fig. 3 a network of two components y and x 3 in Fig. 3 , connected by the wire x 3 . The components implement the following functions:
The components y and x 3 are represented by the SSBDDs y and x 3 , respectively. For simplicity, we have omitted in SSBDDs the terminal nodes, with introducing the agreement that leaving the graph to the right means entering the terminal node #1, and leaving the graph down means entering the terminal node #0. Superposition of the two graphs y and x 3 is equivalent of merging the two components y and x 3 into a single component y* which implements the function:
To carry out this operation we have to substitute the node x 3 in the graph y with the graph x 3 . To do that, we:
(1) connect the incoming edges of the node x 3 in graph y with the root node x 6 of graph x 3 ; (2) connect all the nodes in the graph x 3, which enter into #1, with the right-hand neighbor of x 3 in graph y and The new SSBDD y* represents the function of the network with two merged components y and x 3 . Let us have, in general case, a gate-level circuit C where each gate is represented by an elementary BDD. The procedure of generating the SSBDD model G(C) for C starts from the BDD of an output gate, and uses iteratively the superposition procedure where a node in a BDD is replaced by another BDD [22] .
Consider two BDDs, G y for the output gate g y 2 C with output y, and G x for the gate g x connected to the input x of g y . Let us call further, for simplicity, a node in a BDD labeled by a variable z as a "node z". By substitution of the node x in G y with the BDD G x we create from G y a new SSBDD G y ' which represents now the extended network consisting of g y and g x . We call the new graph as SSBDD because the new nodes z in G y ' which belonged to G ′ x represent the signal paths from the inputs z of the gate g x via the connection line x between the two gates up to the output y of the gate g y .
The procedure of the superposition of a node m labeled by x in BDD G y with BDD G x can be presented as follows.
Procedure 1. Superposition of BDDs
(1) The node m labeled by x is removed from G y . (2) All the edges in G x connected to terminal nodes m T,e in G x will be cut and then connected, respectively, to the successors m e of the node m in G y . (3) All the incoming edges of m in G y will be now incoming edges for the root node m 0 in G x .
By applying Procedure 1 for two BDDs, we reduce the current model by one node and by one BDD. Suppose, the label variable x of a node m in a BDD G y corresponds to the output of the gate g x with k output branches. This means that the variable x is used as a label for k different nodes in the initial model as a set of BDDs. If we would proceed the superposition of graphs beyond the fan-out stem x, and would try to replace all the k nodes labeled by x with the BDD G x , the complexity of the model would increase instead of reduction, i.e. the k nodes will be replaced by k BDDs G x . Therefore, to keep the complexity of the final SSBDD model linear with the size of the circuit, and to reach the maximum compression of the initial model given as a set of elementary BDDs, we generate SSBDDs only for FFRs. Hence, at each fan-out stem we start a new superposition procedure for the next FFR. Corollary 1. It is easy to conclude from Procedure 1 that in the SSBDD G y generated for the given FFR C y with a function y = f (x 1 ,x 2 , …, x n ), there are exactly n nodes with labels x 1 ,x 2 , …, x n , and the node m with label x i represents a unique signal path in C y from the input x i to the output y.
Corollary 2. Since all the SAF faults at the inputs of FFR according to the approach of fault folding [2] form the collapsed fault set of the FFR, and since all these faults are represented by the faults at the nodes of the corresponding SSBDD, then the creation of the SSBDD is equivalent to the fault collapsing procedure similar to fault folding. Theorem 1. Let G(C) be the SSBDD model generated for the combinational circuit C by Procedure 1. Then, any set of tests that checks all the SAF faults at the nodes of G (C) checks all the SAF faults in C.
Proof. The proof follows from Corollaries 1 and 2, and from Theorem 5 in [2] .
Unlike the traditional gate level approaches to test generation and fault simulation that use the collapsed fault list apart from the simulation model, the SSBDD based test generation and fault simulation are carried out on the macro-level (FFRs as macros) with direct representation of the faults in the model. Therefore there is no need for separate fault list to be used during test generation and fault simulation.
Example 4. The node x 22 in the SSBDD represents the path from x 22 to y in the circuit shown by bold lines in Fig. 1 . On the other hand, the stuck-at faults SAF y/0 and SAF y/1 dominate the faults x 22 /0 and x 22 /1, respectively. The same dominance relation stands for all the faults along the bold path from x 22 to y, regarding to the faults at x 22 .
From this dominance relation, it results that all the faults along the signal path from x 22 to y, except x 22 /0 and x 22 /1, can be collapsed. The two faults at x 22 will form the representative fault subset for the full signal path from x 22 to y. But, exactly these faults are represented in the SSBDD as the faults of the node x 22 .
From above it follows that the SSBDD model can be regarded as the model where all the collapsed faults are removed and the fault sites are not visible either. This fault collapsing result is similar to that of fault folding method presented in [2] .
The minimum size of SSBDDs, generated with Procedure 1 is always fixed and determined by the circuit structure. Let us denote N SSBDD as the number of nodes in the SSBDD model, as the size characteristic of SSBDDs. Let N Signals be the number of lines, and N G is the number of gates in the circuit represented by SSBDD. In [16] it has been shown that the number of nodes in SSBDDs can be calculated as
Since a digital circuit can be represented both by gate-level and by FFR-level SSBDDs, then in order to compare the gain in fault collapsing we get from translating the gate level SSBDD into FFR-level SSBDD, let us use the same units for measuring the size of SSBDDs in both cases -the number of SSBDD nodes in the model.
Denote s -as the number of inputs of the circuit, s 0 -as the number of inputs with no fan-outs, s 1 -as the number of internal lines with no fan-outs, s k -as the number of nets in the circuit with k fan-outs (k > 1), n -as the number of outputs, and m -as the maximum number of fan-out branches over all fan-out stems in the circuit.
In [32] we have developed the following estimations for the sizes of SSBDDS for the gate-level N gate and for FFR-level N SSBDD cases:
Since in both cases for the stuck-at fault model, the number of nodes must be doubled to get the number of faults, then the ratio N gate / N SSBDD will characterize the gain in fault collapsing as the side-effect of FFR-level SSBDD synthesis from the initial gate-level SSBDD model, and the subtraction N gate − N SSBDD gives the exact number of collapsed faults thanks to the SSBDD synthesis.
Example 5. For the FFR of the circuit and its SSBDD in Fig. 1 we get N gate = 30 and N SSBDD = 18. The values of the arguments of the formulas for N gate and N SSBDD are depicted in Table 1 . Hence, the gain in the SSBDD sizes, in this example, is 1.7, and the number of collapsed faults is 12. Note, the SSBDD with 14 nodes in Fig. 1 represents only the FFR part of the circuit. To get the full FFR-level SSBDD model, we have to include 4 single node SSBDDs for representing the 4 fan-out inputs in the circuit.
To summarize, the procedure of SSBDD synthesis can be regarded as the first part of fault collapsing for the given circuit. In the next section we will discuss the possibility of additional fault collapsing directly on the SSBDD model.
Fault Equivalence and Fault Dominance on the SSBDD Model
The second part of fault collapsing will consist of the processing of the SSBDD model with the goal to find additional set of faults which may be collapsed using the equivalence and dominance relationship on the SSBDD level. Since the nodes of SSBDDs represent signal paths on the gate-level circuit then each node related fault on the SSBDD to be collapsed is equivalent to all the related gate-level faults on the signal path represented by the node. Whereas the first part of fault collapsing was carried out by tracing the signal paths in the gate-level circuit level, then the second part concentrates on the path analysis at the higher FFR-level by tracing the paths on the SSBDDs. Definition 5. Let us call a path L(a, b) in the SSBDD between two nodes a and b, activated by a given input pattern X t , if by traversing the graph under guidance of X t , the node b will be reached from a.
In SSBDD-based test generation the targets are node related faults. As explained in [22] , to test a node m in an SSBDD we have to activate three paths in it: (1) L(m 0 , m) from the root node m 0 to m, (2) L(m 1 , #1) from the neighbor m 1 of m to the terminal node #1, and (3) L(m 0 , #0) from m 0 to #0.
Example 6. To test the node x 22 in the SSBDD in Fig. 1 we have to activate three paths in it: (1) L(x 1 , x 22 ) from the root node x 1 to x 22 , (2) L(x 3 , #1) from x 3 to the terminal node #1, and (3) L(x 4 , #0) from x 4 to #0. When we assign x 22 = 1 then the activation of the listed paths produce a test pattern X t which detects the fault SAF x 22 ≡ 0. The pattern X t which activates these paths (bold lines in Fig. 1 ) is depicted in Fig. 2 .
Definition 6. Let us call the path which is activated from the root node up to the one of the terminal nodes, the full activated path in SSBDD. The full activated path which terminates in the node #1 (#0) is called 1-path (0-path). The nodes traversed along the 1-path (0-path) in direction to 1 (0), are called 1-nodes (0-nodes).
Example 7. The path L(x 1 , #1) = (x 1 , x 22 , x 3 , ¬x 7 , x 81 , #1) in Fig. 1 , activated by the pattern in Fig. 2 , is 1-path, the node x 1 on this path is 0-node, and all other nodes are 1-nodes.
Property 1.
If a test vector X t activates in SSBDD a 0-path (1-path), then only 0-nodes (1-nodes) have to be considered as candidate fault sites [31] .
The Property 1 can be taken into account to speed-up fault simulation. According to Property 1, the analysis of the 1-path in Fig. 2 shows us that all the nodes, except x 1 , may be qualified as candidate fault sites. However, further analysis is needed to confirm which of the candidate nodes are in fact detectable by the pattern. Since the faults at all 1-nodes for X t (in Fig. 2) , will cause the direction change during graph traversing, then the faults at all 1-nodes are detectable by X t .
Example 8. In the path L(x 1 , #1) activated by the test in Fig. 2 , according to Property 1, the nodes x 22 , x 3 , ¬x 7 , and x 81 are the candidates of fault sites. By additional simulation -by inverting the values of these variables, and by tracing the related paths L(x 22 , #0), L(x 3 , #0), L(¬x 7 , #0), L(x 81 , #0) for each of these nodes, we can find that the test pattern in Fig. 2 detects the faults: x 22 ≡ 0, x 3 ≡ 0, ¬x 7 ≡ 0, and x 81 ≡ 0, respectively.
Theorem 2. The faults at two connected SSBDD nodes a and b are equivalent iff the following two conditions are satisfied: (1) the nodes have the same neighbor c, and (2) the node b has a single incoming edge from a.
Proof. The first condition refers to the fact that both nodes can be tested by the same test pattern which activates the paths L(Root,a), L(a,#e) where e2{0,1}, and the path L (c,#(¬e)). The second condition refers to that this test pattern is the only one which can test both of the node faults a/¬ e and b/¬ e.
Example 9. For example the faults x 22 /0 and x 3 /0 are equivalent, because the related nodes x 22 and x 3 have the same neighbor node x 4 , and a single entry edge into x 22 , hence, one of these faults can be collapsed. In a similar way, using Theorem 2, it is easy to find in the SSBDD in Fig. 1 Property 2. SSBDDs have always a single Hamiltonian path that visits all the nodes (except #0 and #1), and which determines a unique ranking of the nodes. The nodes a and b are in the relationship a < b if the node a will be traversed before b along the Hamiltonian path [31] . Proof. The first condition demands that these faults can be detected by a single test pattern (the condition of the equivalency). The second condition demands that there will be no other path for testing a and not testing b. The third condition is needed to give the possibility to test b and not to test a. From satisfying these conditions, it follows that any test for a must detect the related fault as well at b. Hence, the fault at a is dominated by b. If the third condition is not fulfilled, the related node faults at the nodes a and b are equivalent. (1) there exists a single 1-path (0-path) through the nodes for detecting both of these faults, (2) a < b, and (3) the node a can be tested by activating another path where b is not tested.
Proof. The proof results directly from Theorem 3 after transforming the SSBDD, so that the ranking of nodes a and b involved in the dominance relation will be swapped (see Fig. 5 and Example 10).
Example 11. In Fig. 5 two different SSBDDs are shown which represent the same digital circuit, and correspond to the following two Boolean expressions:
The graphs represent the following rankings R1: x 12 < x 31 < x 4 and R2: x 31 < x 4 < x 12 , respectively, according to the Hamiltonian paths in the SSBDDs. In the SSBDD with node ranking R2, we determine that the node x 12 dominates both, x 31 and x 4 , according to Theorem 3, and the same result we get for the SSBDD with node ranking R1, according to Corollary 3.
Using Theorems 2, 3 and Corollary 3 may directly lead to a simple algorithm of fault collapsing by systematic pairwise analysis of the equivalence and dominance relationships. However, in the worst case, such a pairwise analysis may lead to a quadratic complexity of SSBDD tracing.
On the other hand, taking into account the possibility of mapping sub-graphs in the SSBDD into the sub-circuits of the gate network, it would be possible to develop an algorithm of fault collapsing which will use only a single trace through the SSBDD with local analysis of proximate node pairs, and which would provide linear complexity of the algorithm. From the definition of the SSBDDs [31] we can derive the following rules for recognition of gates and sub-circuits in the SSBDD model, which will help us to develop a fault collapsing algorithm on SSBDDs with linear complexity.
Definition 7. Let us call the consecutive nodes on the Hamiltonian path of SSBDD as a group if they all have the same neighbor node, and all these nodes except the first one have a single incoming edge.
Example 12. Consider a circuit and its SSBDD model in Fig. 1 . The two consecutive nodes x 22 and x 3 , and the nodes ¬x 5 and ¬x 61 form two groups in the SSBDD in Fig. 3 . No more groups exist in this graph. The nodes ¬x 61 and ¬x 71 don't form a group.
Rule 1.
A group of two nodes connected by horizontal edges (vertical edges) represents AND (OR) gate, and due to the fault equivalence, a fault at one of the inputs can be collapsed. The Rule 1 results directly from the method of synthesis SSBDDs by superposition of BDDs of gates [22] .
Example 13. The nodes x 22 and x 3 in the SSBDD in Fig. 6 represent AND gate, and ¬x 5 with ¬x 61 represent OR gate. These gates can be recognized in the circuit. According to Rule 1, the faults x 22 /0 (or x 3 /0) and ¬x 5 /1 (or ¬x 61 /1) can be collapsed.
Rule 2. If a node b in SSBDD has at least two or more incoming edges, it represents a path to a gate G where all the paths, represented by a subset of nodes S(b) = {a | a < b}, are joining. The fault of b dominates over the related faults of the nodes a 2 S (b), since the conditions of Theorem 3 are satisfied.
Example 14. The node ¬x 71 in SSBDD in Fig. 6 has three incoming edges. It represents a path to the gate G joining with the paths represented by all other nodes a, Algorithm 1 presents a procedure for fault collapsing in circuits which are represented by the SSBDD model. The algorithm is based on pairwise checking of Rule 1 (for equivalence) and Rule 2 (for dominance) by traversing along the Hamiltonian path in SSBDD. The algorithm has linear complexity.
Example 15. Consider the fault collapsing in the SSBDD in Fig. 1 according to Algorithm 1. The SSBDD represents the FFR region of the circuit in Fig. 1 where the fan-out inputs are not included. The initial number of the gate level SAF faults in the FFR in Fig. 1 is 52 (2 faults per each of 26 lines) . By synthesizing the SSBDD for the FFR of the circuit according to Procedure 1 we reduce the number of representative faults from all 52 faults to 28 faults (2 faults per each of 14 nodes in the SSBDD). By using Algorithm 1, we further collapse 10 faults (x 1 /0, x 22 /0, x 4 /0, x 5 /0, x 71 /1, x 81 /0, x 82 / 0, x 9 /0, x 72 /1, x 10 /1) which results in the total number of remaining 18 representative faults, i.e. 3 times reduction compared to the initial number of faults. Table 2 shows which node faults in the SSBDD in Fig. 1 are collapsed on the basis of equivalence relation and which faults on the basis of dominance relation. Denote by N the number of all nodes in the SSBDD model of a circuit and by C the number of collapsed faults. The number of all SAF faults is 2N, the number of representative faults after fault collapsing will be R = 2N − C, and the effect from fault collapsing can be expressed by the ratio R/2N.
Theorem 4. The effect of fault collapsing in the SSBDD model of the given digital circuit will be always in the boundary 1/2 < R/2N ≤ 5/6. For a single FFR of any given digital circuit the effect of fault collapsing in the related single SSBDD will be always in the boundary 1/2 < R/2N ≤ 3/4.
Proof. Any tree-like circuit with N inputs can be represented by SSBDD with N nodes. Examples of such circuits, with fan-outs only in inputs, and the related SSBDDs for the FFRs are depicted in Figs. 7 and 8 , respectively.
In the simplest tree, a single gate with N inputs (gate y in Fig. 7 and SSBDD y in Fig. 8 ), we can collapse N-1 faults. Hence, R = 2N − (N − 1) = N + 1. Any partitioning of the set of inputs for more than one gate in this tree will reduce the total C by Fig. 7 . Tree-like circuits with fan-out inputs of increasing complexity Fig. 8 . SSBDD models for FFRs in the circuits in Fig. 4 Fault Collapsing in Digital Circuits Using Fast Fault Dominanceone fault per added gate and, hence, increase R. When increasing N, the lower bound for R/2N is:
On the other hand, consider formally (neglecting the redundancy) a single-input logic gate y 1 in Fig. 7 . The SSBDD model of the gate has N = 3 nodes representing the fan-out stem with 2 branches. The SSBDD for only the FFR of this gate has 2 nodes. There are two equivalent faults at the gate inputs where one of them can be collapsed. Hence, the number of representative faults in this circuit will be R = 2N − 1 = 5, and R/2N = 5/6. Similarly, the SSBDD for the FFR has only R = 2N − 1 = 3, and R/ 2N = 3/4.
Consider now the tree-like circuit y 2 in Fig. 7 with two 2-input gates and two fan-out nodes. The SSBDD model of the circuit has N = 6 nodes. There are again two equivalent faults at the gate inputs where one of them can be collapsed. Hence, the number of representative faults after fault collapsing will be R = 2N − 2 = 10, and again we get R/2N = 5/6. Similarly, for the SSBDD representing only the FFR in this circuit, we get N = 4, R = 2N − 2 = 6, and R/2N = 3/4.
The circuit y 4 in Fig. 7 illustrates how we can generalize the series of two circuits y 1 and y 2 into a series of expanding circuits y n , n = 1,2,3,4…, where each circuit will consist of an input sub-circuit IN n as a chain of n 2-input gates, and a tree-like sub-circuit F n . In each such a circuit, the ratio R/2N = 5/6 remains constant. In IN n for each gate, only a single fault can be collapsed resulting in total in n collapsed faults.
It is easy to realize that any structural change inside the sub-circuit F n will not change the ratio R/2N = 5/6. The reason is that all the faults in F n will dominate the faults in IN n . On the other hand, by adding n = 1, 2,… non-fan-out inputs to the sub-circuit IN n we get R/2N* = (R + n)/(2N + 2n), and by adding n fan-out inputs with 2 branches to IN n we will get R/2N** = (R + 2n)/(2N + 6n). Each addition of a fan-out branch is equivalent to the case of adding a single input node where no faults can be collapsed.
From above it follows that for the case of digital circuits as networks of FFRs the higher bound (the worst case of remaining representative faults) for the ratio R/2N will be:
Hence, the range between lower and higher bounds for the ratio R/2N characterizing the number of remaining representative faults after using Algorithm 1 for fault collapsing will be:
1=2\R=2N 5=6
Extending the same analysis for a single sub-circuit as an FFR, we will have the range between lower and higher bounds for the ratio R/2N as:
1=2\R=2N 3=4
Corollary 4. From Theorem 4, it directly follows that for the SSBDD model of the given digital circuit with N nodes in the model, the number of collapsed faults C = 2N − R belong will always to the interval N/3 ≤ C < N. Hence, N/3 will serve as the lower bound for the number of collapsed faults achievable in the SSBDD model. Corollary 5. From Theorem 4, it directly follows that for the SSBDD with N nodes which represents any FFR in digital circuits, the number of collapsed faults C = 2N − R will always belong to the interval N/2 ≤ C < N. Hence, N/2 will serve as the lower bound for the number of collapsed faults achievable in any single SSBDD created for the given FFR.
Example 16. Consider again the digital circuit and the FFR of the circuit in Fig. 1 . In Example 15 we found the number of collapsed faults C = 10, and the numbers of remaining representative faults for the case of FFR R FFR = 18, and for the full circuits (with the SSBDD for FFR and additional 4 single-node SSBDDs for 4 inputs with fan-outs) R circuit = 26. For FFR we get N/2 = 7 ≤ C = 10 < N = 14, whereas for the full model we have N/3 = 6 ≤ C = 10 < N = 18.
The result shows that the interval between lower and upper bounds for a single FFR is smaller compared to the interval for whole circuit. More discussion in that topic follows in the experimental part of the paper.
Experimental Data
The fault collapsing experiments were carried out with Intel Core i5 3570 Quad Core 3.4 GHz, 8 GB RAM, using ISCAS'85, ISCAS'89 and ITC'99 benchmark circuits. The experimental results are presented in Tables 3 and 4. In Table 3 , the sizes of fault sets after fault collapsing for the proposed method (New) with previous structural [2, 14, 33] and functional [18] methods are compared. The new proposed method has better results in fault collapsing than the previous [18] is very slow and not scalable due to high computational cost of calculating transitive closures on dominance graphs whereas the proposed method has a very high speed due to the linear complexity and is well scalable. As an example, the difference in time costs for c3540 and c6288 in case of [18] is 200 times whereas for the proposed method the difference is 2 times.
Due to different computing frameworks the speeds of the algorithms [18] and developed in this paper cannot be directly compared. On the other hand, the time cost needed for the first part of fault collapsing as a side effect of SSBDD synthesis was not included into the CPU time data in Table 3 .
The experimental results for larger ISCAS'89 and ITC'99 circuits (R* is the number of remaining faults after collapsing) are depicted in Table 4 . The column R*/R shows the gain (1.2 times in average) of the achieved fault collapse (in the column R(New)) compared to the results in [34, 35] . The last column shows that Algorithm 1 has linear complexity, is well scalable and can be efficiently used for large circuits. The linear complexity of the method is explained by the fact that the fault equivalence and dominance reasoning is reduced only to the local pairwise analysis of the neighbor nodes during traversing the Hamiltonian path of the SSBDD. The number of pairs to be analyzed, as it results from Algorithm 1, is in the interval (N − 1, N/2 + 1) where the lower bound refers to the extreme case of the logic gate with N inputs, and the higher bound refers to the extreme case of the two-level AND-OR (OR-AND) circuits with 2 inputs for the 1st level AND (OR) gates, plus one additional input for the 2-nd level gate.
Note, that according to Theorem 4, the higher bound for R/2 N is 83 % and the lower bound is 50 %. The best result of fault collapsing -73.0 % of remaining faults, the worst result -77.9 % and the average of 74.1 % all fit well into the interval between the bounds. However the results are considerably closer to the higher bound of 83.3 % of remaining representative faults than the lower bound of 50 %.
In Fig. 9 we show statistical data collected from the fault collapse experiments with SSBDDs in 0.5 million tree-like sub-circuits (FFRs) in 111 different circuits of ISCAS'85, ISCAS'89 and ITC'99 families. Figure 6 presents a plot of different sub-circuit cases characterized by the number of nodes N in SSBDDs and the results of fault collapsing R/2N. Two extreme cases are highlighted: single-gate circuits (the best fault collapsing case) and the circuits with 2-input gates at the first level of tree-like circuits -the worst fault collapsing case where the higher bound for the remaining representative faults R/2N = 3/4 was reached, respectively the lower bound (the minimum number) of faults collapsing C = N/2.
Conclusions
In this paper we proposed a new structural fault collapsing method and an algorithm with linear complexity. The method is based on using SSBDD model for representing gate-level circuits as higher FFR-level networks. The synthesis of SSBDDs presents the first step of fault collapsing in FFR-s, and the resulting collapsed fault set can be regarded as a side-effect of SSBDD synthesis. We have introduced the concepts of fault equivalence and dominance relations between the faults on the SSBDD model, and present an algorithm for systematic fault collapsing in SSBDDs as a process of creating of the representative fault set defined at the higher level communication network of FFRs. We developed the lower and higher bounds of the SSBDD based fault collapsing, and showed that the number of collapsed faults C in the SSBDD model of an arbitrary digital circuits belongs to the interval N/3 ≤ C < N where N is the number of nodes in the SSBDD model.
Experiments showed that the proposed method is more efficient than the previous structural fault collapsing methods and due to high scalability makes it very promising for large circuits.
