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Extrapolating Time Series by Discounted Least Squares* 
R. J. DUFFIN 
Carnegie-Mellon University, Pittsburgh, Pennsylvania 
This paper is concerned with extrapolation of an infinite sequence yr , ya ,... 
of real (or complex) numbers. This is accomplished by fitting the sequence 
(yN} by a function p(n) taken from a space of functions termed exponomials. 
The criteria for the fit is given by discounted least squares. This means that 
p(n) is that exponomial which minimizes the ‘error’ expression 
E = f 8” 1 yn -p(n) 12. 
Here 19 is a positive constant termed the discount factor. Then the extrapolated 
value of the sequences at the point x is defined to be p(x). 
In the previous paper an exponomial was defined as an exponential poly- 
nomial of the form 
p(x) = f dj&lG, 
1 
where the & are fixed complex numbers assumed distinct and nonzero. The 
coefficients di are arbitrary complex numbers so an m-dimensional vector 
space results. In this paper the definition of exponomial is extended so as to 
permit polynomial terms of the form flji”, Xflj”,..., +1&s. It is seen, therefore, 
that the space of exponomials can be defined to be the solution set of a 
certain linear differential equation, 
where the coefficients l i are complex constants. This space of exponomials 
will be denoted as XP. An important special case is defined by the equation 
dmp/dxm = 0. Then XP is the space of polynomials of degree less than m. 
* Prepared under Research Grant DA-ARO-D-31-124-G680, Army Research 
Office (Durham). 
325 
409laob9 
326 DUFFIN 
There are three reason why the extrapolation procedure just described 
can treat a large class of problems in applied mathematics. The first reason 
is that the discounted least squares criteria is suited to problems of mechanics 
and economics for which the progressive discount of the past seems natural. 
Another reason is that the space XP is invariant under an arbitrary transla- 
tion of the x axis. This invariance property makes exponomials attractive 
functions for approximating time series. The third reason for the utility 
of this extrapolation method is that there is an underlying algebraic struc- 
ture which is both interesting and significant. 
The bases ,!I, are arbitrary. The selection of the ,8, and the discouht factor 0 
should take into account first the genesis of the data. Also, account must be 
taken of the genesis of data error and the smoothing property of the extra- 
polation. These questions are not treated in this paper. 
A central problem of this paper is the one step extrapolation of the sequence 
{yn} to obtam an extrapolated value at II = 0. The extrapolated value is 
denoted as yt and is defined as y$ =p(O). R’hen the minimization is 
carried out, it results that yt is given by a linear functional 
YO* =fQn~n- 
1 
Here the coefficients Qfl do not depend on the sequence yr , yz ,... . It is then 
natural to write 
Y: = i Qn~n+x: 
1 
and define y$ as the predicted value of ylc based only on the ‘previous values’ 
Yk+l 9 Ykf2 v**- * 
Theorem 3b to follow gives a simple generating function to evaluate the 
coefficients Qn . Thereby the problem of one-step extrapolation is essentially 
solved. Nevertheless, the above formula is not satisfactory from a computa- 
tional point of view. This is so because it is an infinite series and so an infinite 
memory is needed. This situation is remedied by Theorem 2 which provides 
the following short memory formula, 
Here the ym and the & are constants which do not depend one the sequence y,, . 
Thus, this identity gives the extrapolation yc as a linear combination of the m 
previous values and the m previous extrapolations. Consequently, the short 
memory formula is readily adaptible for computer evaluation. 
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Also of importance are extrapolation formulas for other linear functionals 
of the sequence yr , ya ,... . For example p(i), p’(O), p”( - 2), s’p(x) dx are 
linear functionals. We term such functions extrapolators. Let() w(x) be a 
vector whose m components are linearly independent extrapolators. Then 
Theorem 7 gives the following extrapolation formula 
w(x) = Aw(x + 1) + by,,, , 
where A is constant matrix and b is a constant vector. This is termed a ve?y 
short memory formula because the extrapolation is based only on one previous 
value of w and one previous value of y. 
The extrapolation of time series based on a discounted least squares 
criteria has previously been treated by Duflin and Schmidt [I], Duffin and 
Whidden [2], and Morrison [3]. (V arious other authors have proposed similar 
extrapolation formulas, but their work is not based on discounted least 
squares.) The present paper gives a more general treatment of problems 
posed by References [l], [2], and [3]. In particular the theorems of this paper 
are aimed at evaluating and interrelating the constants, /3i , 8, Qn , ‘yn , c$,, A, 
and b by algebraic formulas. 
To begin the proof, let G(z) be a polynomial of degree m in the variable z 
and let G(0) = 1. Then 
G(x) = i qj&. 
3=0 
Here the gj are arbitrary complex constants except that go = 1 and gm # 0. 
Of central concern are functions p(x) of the real variable x satisfying the 
difference equation 
0 = gap(x) + gd(x + 1) + - + g,P(x + ml. 
Let X denote the translation operation defined by the relation 
Xf (x) = f (x + 1). Then the difference equation can be written in operation 
form as 
0 = G(X) p(x) = fi (1 - ,&-lx) p(x) 
14 
where the /Sj are the roots of G(z) = 0. First suppose that x is restricted to 
the integers. If none of the roots are repeated it is seen that there are m 
linearly independent solutions having the form p(x) = fljx. The general 
solution is a linear combination of such solutions. If the root & is repeated K 
times there are K linearly independent solutions: fijo, <xflj’,..., ~@-r&~~ The 
general solution is again a linear combination of such solutions and defines an 
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m-dimensional vector space. This is the space of exponomials and it is 
denoted as XP. 
For some problems of extrapolation it is required to continue exponomials 
to non-integral values. One way to do this is to let /I = es and then define 
8” _ &3xe2TiLx, where L is an integer. A ‘natural’ choice for L is 
- n < imag B + 2rrL < T. 
This choice minimizes oscillation. The ambiguity here stems from the fact 
that multiplying a solution of the equation by an arbitrary function of period 1 
gives another solution. 
Since an exponomial satisfies the difference equation it is seen that pre- 
scribing the value of the exponomial at the integers 1, 2,..., m determines the 
value of the exponomial for all other positive integers. Thus the space XP 
is m-dimensional even if x is restricted to the integers 1, 2,..., m. 
The approximation scheme employed in this paper results from embedding 
the finite dimensional space XP in an infinite Hilbert space of ‘discounted 
squares.’ This Hilbert space is denoted as DS. The elements of DS are infinite 
sequences of complex numbers yr , yZ ,,.. such that 
Here 0 is a positive constant termed the discount factor. The discount factor 
is required to satisfy the inequality 
fJll%l -=l 1; j = 1 , 2,. . . , m. 
It is readily shown from this inequality that exponomials are in DS. Thus the 
space XP is a finite dimensional subspace of DS. Let v and y denote two 
elements of DS then the Hermitian bilinear form is defined as 
where r7n denotes the complex conjugate of v,, . The norm of an element y 
of DS is defined as 
IIY II = [Y,YP”. 
It is instructive in what follows to regard the sequence {yJ as a time series 
of ‘observations’. Thus yx can be regarded as the value of the observation at 
time - X. To extrapolate the sequence {m} for values of n not a positive 
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integer we first approximate y by an element p of the subspace XP. By this 
is meant that p is chosen to minimize the expression 
E=ll~-~ll’=~~~Iy~-~(~)l~. 
1 
As in References [l], [2], and [3] this is termed approximation by discounted 
least squares. 
The following lemma is aimed at determining p given a sequence {m}. 
LEMMA 1. Let p be the exponomial best approximating y in the Hilbert 
space. Then 
b-9 Yl = b,Pl 
for every exponomial 1. 
PROOF. This is merely a reformulation of the basic theorem concerning 
Hilbert space which states that if p is the best approximation to y for p 
constrained to a subspace then p is the orthogonal projection of y into the 
subspace. 
By choosing a basis for the subspace XP the orthogonality relation stated 
by this lemma leads to a system of m linear equations which could be used to 
determine p as a unique linear combination of the basis elements. 
Then p is determined uniquely at the positive integer points. The con- 
vention introduced above permits an exponomial, given at the positive integer 
points, to be determined for all real x. Thus it is possible to define the extra- 
polation of the sequence yr , y2 ,... at the point x to be p(x). 
LEMMA 2. Let r be a given exponomial and let k be a given number. Then 
there is a unique sequence of numbers c1 , c2 ,..., c, such that the formula 
[Y, v] = c,v(k + 1) + c2v(k + 2) + a-* + cmv(k + m) 
holds for every exponomial v. 
Conversely given a number k and a sequence of numbers c, , c2 ,..., c,,, there is a 
unique exponomial r for which the above formula holds. 
PROOF. As is well known the linear functionals f (v) in an m-dimensional 
space such as XP have the form f (v) = [Y, v]. Moreover, these linear func- 
tionals themselves form an m-dimensional space. Clearly the expression on 
the right side of the formula of the lemma is a linear functional for any choice 
of constants cr , c2 ,..., c, . Suppose that for some choice 
cp(k + 1) + **- + c,v(k + m) 
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vanishes for all win XP. However, an exponomial can be prescribed arbitrar- 
ily at a sequence of m points obtained by successive unit translations to the 
right. Hence ail the constants c, must be zero. This shows that v(K + I), 
v(k + q,..., v(K + m) are m independent functionals. There can be no more 
than m independent functionals and consequently the left and right side of 
the formula represent the same space of linear functionals. The proof of the 
lemma follows from this observation. 
THEOREM 1. Let Y be a given exponomial and let k be a given number, then 
there is a unique sequence of numbers c1 , c2 ,..., c, such that the formula 
[r, y] = c,p(k + 1) + cap@ + 2) + *.* + GFJ’(~ + m, 
holds for every y of the Hilbert space DS provided that p is the orthogonal pro- 
jection of y into the exponomial subspace XP. 
Conversely given a sequence of numbers c, , c2 ,..., c,,, there is a unique expono- 
mial r satisfying this formula. 
PROOF. By Lemma 1 we have [r, y] = [r, p]. Then apply Lemma 2 with 
v = p and the proof is seen to be complete. 
A general problem of extrapolation is to extrapolate the sequence yr , yz ,... 
to obtain a value for y at a point x not a positive integer. This extrapolated 
value is denoted by the symbol ext (y2) and is defined as ext (y5) = P(X). 
The following corollary of Theorem 1 gives a formula for computing 
ext (YA- 
COROLLARY 1. Let p(x) be the approximating exponomial to the sequence 
y1 9 y2 ,--* * Then there is a kernel function q(x, n) such that 
For njixed q(x, n) is an exponomial in x. For xJixed q(x, n) is an exponomial in n. 
The kernelfunction may depend on 0 but not on y. 
PROOF. In Theorem 1 take k = x - 1, c, = 1, c2 = 0 ,..., c, = 0. This 
proves the formula of Corollary 1 with q = r. To show that the kernel 
function is an exponomial in x take yn = 0 except for n = no . This is seen 
to complete the proof. 
A significant special case of the formula of Corollary 1 is x = 0. This 
extrapolates the sequence y1 , y2 ,... one unit to the left to obtain ext (y,,). 
This one step extrapolation is sufficiently important to warrant a special 
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notation and we write yi = p(O). The general extrapolation formula becomes 
Here q(n) = q(0, n) and q(n) is also termed a kernel. 
If the sequence y1 , ya ,... is in the Hilbert space DS then the sequences 
Yz+1 Y Yrcz ,*-* is also in DS for any positive or negative integer X. This 
follows from the relation 
As a natural extension of the previous notation let yz denote the extrapolation 
of the sequence yx+r , yat2 ,... to the point X. The extrapolation formula given 
by discounted least squares is 
This formula involves all values of the sequence yzcl , yX+2 ,... and so is an 
infinite series. For this reason a formula of this nature may be termed a long 
memory formula. It is now to be shown that yz is also given by a finite recursion 
relation and hence by a short memory formula. 
THEOREM 2. Let yf be‘defined by the formula 
Then y:, the one step extrapolation, is giv& by the recursion formula 
Here, for convenience of notation, fn =&J& . Also 8, = y,* - y,, and is 
termed the discrepancy. 
PROOF. Let q’ = 0 for tt < 0 and q’ = q for n > 0 so 
e=y,* = t B”q’(n - x) y* . 
-w --9p 
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Since j(x) is an exponomial G(X) g(x) = 0. Thus C,“g,q(x +j) = 0 or 
C~g,,&x + m -j) = 0. A polynomial&z) related to the polynomial G(z) 
plays an important role in what follows. It is defined as 
It is seen that F(X) ~(n - x) = 0 for all n. Consequently F(X) q’(n - x) = 0 
for n > x + m or 71 < x so 
where the s,, are certain absolute constants. To evaluate these constants, first 
set x = 0 in the last relation and obtain 
(*I 
Next let JJ~ = r(k) an exponomial. Since the extrapolation of exponomials 
is error-free, rf = r(k) also. Note that f. = 1 so after substituting yk = r(k) 
the relation (*) can be written as 
But since G(X) r(x) = 0 it is also true that 
Y(0) =- &v( 8. 
Subtracting these two equations for r(0) gives 
But an exponomial can be defined arbitrarily on the integers 1, 2, . . ..m. Thus 
sj =f,@ - g, and relation (*) becomes 
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This is seen to be equivalent to the short memory formula stated in Theo- 
rem 2. 
COROLLARY 2. The kernel function q(x) sati$es the constant coe&ient 
d@rence equation G(X) G(x) = 0, an equation of the mth order, But q(x) 
does not satisfy any such equation of lower order. 
PROOF. Suppose q(x) satisfied the equation G”(X) q(x) = 0 of order 
m” < m. Then the proof of Theorem 2 could be carried out with G” replacing 
G. This would lead to a relation of the form 
r(0) = 2 (ST -f ;Pj r(j) 
id 
for every exponomial r(j). But an exponomial can be defined arbitrarily 
at m successive points. Thus take r(O) = 1 but r(j) = 0 for j = l,..., m”. 
This contradicts the assumed relation and the proof is complete. 
So far the kernel function q(n) of the long formula has only been defined 
implicitly. On the other hand the coefficients of the short formula are given 
explicitly in Theorem 2. However, since the short memory formula and the 
long memory formula are essentially equivalent it is possible to use the short 
formula to give an explicit procedure for evaluating q(n). Different ways 
of doing this are given in Theorem 3a and Theorem 3b to follow. 
THEOREM 3a. The kernel function q(n) sattijes the recursion formulas: 
n-1 
4(n) =fn - @gn - z f&n -A, 1 < n < m 
n > m. 
Thus 
Q(1) =fi - @I \ 
!7@) =f2 - Qh -f12 + ef& 
q(3) =f3 - es - 2fif2 +fi3 - efik + edh + efsg. 
PROOF. Let y, = 0 for all j except that y,, = 1. Then it follows directly 
from the long formula that yt = Pq(n). It is also seen that: yT = Bn-‘q(n - j) 
if j < n - 1, yj* = 0 if j > n. The short formula may be written in the form 
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Substituting the above special values of y, and y: in this formula leads directly 
to the formulas of Theorem 3a. 
THEOREM 3b. The kernel function q(n) satisfies the generating identity 
provided ) z ) is small. 
PROOF. If ( .a 1 is small the sequence 1, z, z2,... is in the Hilbert space DS. 
Thus, substituting Y,~ = .P in the long formula gives 
Then substituting yn = zn and yt = zkyt in the short formula gives 
yo* = f (e% - gr) x’ - Fl @f&o*; 
j-1 ‘x 
butf, =g,, = 1 so 
yo* f fie%j - 
&=4 
~ojyj~~ - 2 g,d 
j-0 
and the proof is complete, 
We now turn from one-step extrapolation to multi-step extrapolation. 
Thus the two-step extrapolation of the sequence yr , ya ,... is given by 
ext (y-r) = p( - 1) etc. 
THEOREhl da. Multistep extrapolators of the sequence y1 , y2 ,... are given 
by the long memory formulas: 
P(- I) = f en+l(q,+, + qIqn) yn I 
1 
PC- 2) = f en+2(4n+2 + qlqn+l + q2qn + &~JY~~ , 
1 
P(- 3) = c en+3[q,,, + q1qn+2 + (412 + 92) !7n+1 
+ (a” + 371q2 + 43) !hl x * 
Here qm is a condensed notation for the kernel q(n). 
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PROOF. Let Y, = y,, for n > 0 and let Y, = p(n) for n < 0. Let 
I?, = f On 1 Y, - P(n) I2 
0 
where P(n) is an exponomial. Thus 
EO = I P(O) - P(O) I2 + f en I yrl - p(n) 12. 
1 
Clearly E, is minimized when P(F) = p(n). Hence applying the one-step 
extrapolation formula to the sequence Y, , YI , Yz ,... gives 
p(- 1) = f Pqrt Yn-l 
1 
P(- 1) = eq,p(o) + f e7d4 
2 
but 
~(0) = f ebYn 
1 
so 
PC- 1) = 2 en+kbdh + f en+t7n+lYn . 
1 1 
This proves the formula for the two-step extrapolator. 
Next consider 
e,=fPIY, - P(n) I2 
-1 
and following similar reasoning to that given above shows that 
PC - 2) = f en yn-2 
1 
PC- 2) = bp(- 1) + e7,m + i enha . 3 
Substituting the series expression just derived for p( - 1) is seen to prove the 
formula given for the three-step extrapolation. Further formulas are derived 
analogously and the proof is complete. 
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THEOREM 4b. Multistep extrapolators of the sequence y1 , yz ,... are given 
by the short memory formulas: 
nt 
-P(O) = &w$l + 5 eyg, , 
1 1 
171 
-PC- 1) =mn+1 - k%J Yn + f flVfn+1 -gIfti) &I I 
1 1 
- P(- 2) = f k+z - &&+1 - ii%3 + g1”gdyn , 
1 
whereg,,=Oandf,=O$n>m. 
PROOF. Apply the short memory formula to the sequence Y,, , YI ,... 
which was introduced in the proof of Theorem 4a. But YZ, = p( - 1) so 
-p(- 1) $gnYn-, +&~f~Ll.-l. 
1 1 
Also Y, = p(O), d, = 0, and so 
-PC- 1) =&P(O) + &nY?l-1 + f @f*%-I 
2 2 
- P(- 1) = - gl (tfdk + 5 w2,) + milg,,ly, + mil 8n+lf,+l~n . 
1 1 1 
This seem to prove the stated formulas for p(- 1). Further formulas are 
derived analogously. 
THEOREM 5. The relation 
$& = ;l @v(n) 2P
gives a one to one linear corresponaknce between po&noti~s of the form 
~(2) = xr a& and conjugate exponomials t(n). 
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PROOF. Given such a polynomial r(z) then T(z) = ~(z)/F(&z) is a con- 
vergent power series if / z 1 is sufficiently small. Thus write 
T(z) = f e?(n) P, 
-co 
where t(n) = 0 for n < 0. Since T(Z) =F(Bz) T(z), we have 
Letj+n=K,so 
+) = f eks fJ,t(k -j). 
Since T(Z) is a polynomial 
above relation that 
gft(k 
or 
m 
-03 0 
of degree not exceeding m, it follows from the 
-j)=O for k >m, 
so 
Ffit(x + m -j) = 0 for x > 0, 
for x > 0. 
Hence G(X) i(x) = 0 and it follows that i(x) is an exponomial for x > 0. 
We can conclude from this last result that the m-dimensional vector spacep 
of polynomials of the form T(Z) is mapped linearly into a space S of conjugate 
exponomials. Moreover, this is a one to one mapping because power series 
are unique so S has dimension m. However, the space XP* of all conjugate 
exponomials has dimension m so S = XP* and the proof is complete. 
LEMMA 3. Let T(Z) = CT a# be a given polynomial, Then there are 
polynomials 
such that 
T(Z) = - H(Z) G(Z) i- fqS)F(e2). 
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Hence the system of 2m equations 
can be used t0Jin.d the coeficients h, and kj . Here hi = 1 for i < m and hi = 0 
for i > m. 
PROOF. The roots of G(z) are {pi} and the roots of F(Bz) are {0/&}. The 
discount factor 0 was choosen so that 
e 
I pi I > e1/2 > i . 
It follows that the roots of G(z) are outside a circle of radius W and the roots 
of F(&) are inside this circle. Consequently G(x) and F(t9.a) cannot have a 
common root so by a basic theorem in the algebra of polynomials 
44 - = - H,(z) G(z) + K,(z) F(W, z 
where H,,(z) and K,,(z) are polynomials of degree less than the degree of G 
and F. Of course G and F are of degree m so multiplying through by x leads 
to the relation stated in the lemma. 
THEOREM 6. Given an arbitrary exponomial i(n) let w(x) be the correspond- 
ing extrapolator 
44 = f eW-4 Yn+s . 
1 . . 
Then a short formula for this extrapolator is 
‘J(X) = 2 hJj+x f 5 kjYj+z * 
1 1 
Here h, and k, are coejicients dejned by the polynomial r(z) which is the image 
of t(n) according to Theorem 5 and Lemma 3. 
PROOF. Let Q(Z) = CT enp(g 9 then according to Theorem 3b 
1 -Q(x) = G(z)/F(&). Let T(z) = x:;j &t(n) P. Then according to 
Theorem 5 we have T(z) = T(z)/F(Bz). Then Lemma 3 with X replacing z 
gives 
T(X) = H(X)[Q(-V - 11 + K(X). 
Here X is interpreted as the translation operator. Operating on the function 
yJc with the above identity we see that [Q(X) - l] yz = 6, and so the short 
formula follows. This formalism is justified by the absolute convergence 
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of the resulting series when y is in the Hilbert space and so the proof is 
complete. 
A different proof for the existence of the short formula for W(X) results 
from combining Theorem 1 with k = - m and Theorem 4b. 
The short memory formulas given in Theorem 2 and Theorem 6 may be 
termed mth order formulas because the right sides are expressed as transla- 
tion operators of order m. Thus the extrapolator of Theorem 6 can be written 
as 
44 = (! h,XJ) 6, + ($ h,XJ) yz . 
Now an mth order scalar difference equation is equivalent to a first-order 
vector difference equation. This suggests that the mth order scalar extra- 
polation formula can be replaced by a first-order vector extrapolation formula. 
In fact such formulas are to be found in the paper by Morrison [3] for the 
special case of polynomial extrapolation. Moreover, Morrison’s paper 
indicates that first-order vector extrapolators may be advantageous in 
numerical work because of economy in memory. 
The following is a general theorem on first order vector extrapolation 
formula. 
THEOREM 7. Let wl(x),..., w,(x) denote a set of m independent extrapolators. 
Then there is a set of constants aij and bi such that 
We = f aiiwj(x + 1) + btyz+l; i=l m. ,.‘., 
i-1 
This is termed a very short memory formula. 
PROOF. Then w,(x) = xy @r,(n) yn+z and the exponomials Fl(n), F2(n),..., 
r,,(n) form a basis for the space XP. Hence it is possible to find constants aij 
such that 
Or,(n + 1) = j!J ag,(n); i=l ,..., m, 
j-1 
because &,(n + 1) is also an exponomial. These identities are multiplied by 
enY?l+a?+l and summed. This gives 
f @+'ri(n + X)yn+r+l = f at,Wj(X + 1) 
n=l 3=1 
lfl @rdn)Yn+, = m gl w4x 1) + et-,( 1) y3c+1 .
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Let b, = &,(I), and this is seen to complete the proof of the very short 
formula. 
COROLLARY 3. The extrapolation of yn at m successive points is given by a 
very short memory formula. 
PROOF. The extrapolation of yn at m successive points is p(x + I), 
P(x + 2),..., P(X + m). By virtue of Theorem 1 these are independent 
extrapolators and the proof is complete. 
LEMMA 4. Let x,, denote an arbitrary fixed point and let v(x) denote a 
function of the exponomial space XP. Then 
are a set of m independent linear functzimals on the space XP. 
PROOF. The above expressions are obviously linear functionals. If they 
were not independent then there would be an identity of the form 
m-1 
C CiV(‘)(X) = 0; X = X0 
i-0 
which holds for v in XP. But if V(X) is in XP so also is v(x + K) for every k. 
Hence the above identity actually holds for all x. It is a differential equation 
of order m - 1 and can have at most m - 1 independent solutions. This is a 
contradiction, since there are m independent functions in XP. 
COROLLARY 4. The extrapolation of y together with its derivatives up to 
order m - 1 evaluated of the same point is given by the very short memory 
formula. 
PROOF. The extrapolators are p(x), pclJ(~),...,p”-l(x) evaluated at a 
certain point s = x, . Then the corollary follows from Lemma 4 and Theo- 
rem 7. 
In some circumstances it may be desirable to compute and save just one 
functional. The following theorem gives the appropriate short extrapolation 
formula for this case. 
THEOREM 8. Given an arbitrary exponomial Z(n) let w(x) be the correspond- 
ing extrapolator 
4) 
w(x) = c @t(n) yn++ . 
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Then a short formula for this extrapolator is 
W(x) = - f e5fjw( j + X) - f aiy5+z .
1 1 
Here the coe#cients are defined as 
f-1 
a, = 19 ; f$(j - A). 
PROOF. The coefficients aj are also given by the polynomial T(Z) = Cy a# 
which is the image of t(n). The details of the proof are left to the curiosity 
of the reader. 
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