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X-ray single particle imaging involves the measurement of a large number of noisy diffraction
patterns of isolated objects in random orientations. The missing information about these patterns
is then computationally recovered in order to obtain a three-dimensional structure of the particle.
While the method has promised to deliver room temperature structures at near-atomic resolution,
there have been significant experimental hurdles in collecting data of sufficient quality and quantity
to achieve this goal. This paper describes two ways to modify the conventional methodology which
significantly ease the experimental challenges, at the cost of additional computational complexity in
the reconstruction procedure. Both these methods involve the use of holographic reference objects
in close proximity to the sample of interest, whose structure can be described with only a few
parameters. A reconstruction algorithm to recover the unknown degrees of freedom is also proposed
and tested with toy-model simulations.
I. INTRODUCTION
Single particle imaging (SPI) at X-ray free electron
lasers (XFELs) should, in principle, be able to image
the structure and dynamics of biomolecules at near-
atomic resolution and sub-ps timescales [1]. Challenges
still remain in collecting sufficient number of high qual-
ity diffraction patterns, where high quality refers to
diffraction patterns with low background and high sig-
nal, enough to enable the orientation determination and
merging of individual patterns into a 3D structure. Vari-
ous studies have been performed on the minimum quality
of patterns that are still tolerable [2–5], and they con-
clude that single proteins can be imaged with currently
available XFEL sources as long as the background scat-
tering is significantly less than the scattered signal from
the particle and that 105 − 106 patterns from identical
objects can be collected. Most experimental work [6–
8] has been focussed on method development on much
larger particles which scatter enough to be comfortably
over the theoretical bounds.
Various techniques have been employed to deliver the
samples into the X-ray focus. Aerosol methods have the
lowest background [9, 10], but the particle densities are
often so low as to make collection of a large number of
patterns infeasible. One can collect more patterns by us-
ing a larger X-ray focus, but this proportionally reduces
the scattered signal per pattern which means that the
integrated signal with time stays constant.
Alternatively, one can use a carrier medium for the par-
ticles, which can significantly increase the data collection
rate. This medium can either be a liquid jet [11, 12] or a
solid substrate which is scanned in the X-ray focus [13–
15]. The scattering from the carrier medium unfortu-
nately overpowers the signal from the particle, usually
∗ kartik.ayyer@mpsd.mpg.de
making even hit detection of single biomolecules impos-
sible. This can, in principle, be improved by reducing
the focus size significantly such that it almost matches
the particle size. In that case, only a very small volume
of the carrier medium will be illuminated, which should
make the signal from the particle detectable. However,
X-ray optics capable of such small foci and high flux den-
sities at XFELs do not exist yet.
In this paper, we discuss two alternative strategies
to obtain high quality diffraction patterns with minimal
modifications to currently available sample preparation
and delivery technologies. The general principle for both
of them is to gain signal-to-noise by including scatter-
ing from a strongly scattering reference [16, 17]. This
is, of course, the holographic principle which has already
been applied in diffractive imaging settings, notably in
the form of Fourier transform holography [18] or as ‘free-
flying’ holography [19]. In both these cases, the stated
goal has been to recover the structure of the particle in
single shots without the need for phase retrieval. In con-
trast, the objective here is to recover the full 3D structure
of a mostly reproducible object from a large number of
patterns of composite structures consisting of the target
object as well as a reference.
The first composite object we consider is where a gold
nanoparticle (preferably a sphere) is chemically attached
to the target object in an aerosol imaging setup. The sec-
ond system is to place a 2D crystal in the beam path with
a unit cell comparable to the target object size. This can
be achieved on a substrate in a straightforward manner
by placing the 2D crystal on one side of the substrate
and the sample on the other.
The common feature of these methods is that they add
heterogeneity to the dataset, since the diffraction pat-
terns vary not only in the orientation of the particles in
the beam, but also in the properties and relative position
of the reference. Composite objects like those we will dis-
cuss in Section II have been proposed before [20] but this
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2structural variability has been ignored and the reference
and the target need to be separated by distances larger
than the size of either, which is not the case here.
As we will see, in the methods proposed here, we gain
experimental efficiency at the cost of computational com-
plexity. In the next sections, we will discuss the two types
of systems in detail. We will also describe a reconstruc-
tion algorithm to reconstruct the structure of the sam-
ples from these holographic patterns by treating these
additional latent variables in a similar way as one does
the unknown orientations in conventional SPI. For the
nanoparticle reference case, we will also show the results
of some 2D simulations on a toy model to show the effi-
cacy of the algorithm.
In the following discussion, for convenience we refer to
an identical or reproducible target object. One should
note that exact, atomic resolution reproducibility is not
required. The problem of conformational variability is
the same faced by conventional SPI and the techniques
being developed to deal with structural variability should
also be applicable to the imaging methods described here.
II. SINGLE PARTICLE REFERENCE
For the first holographic system, we consider a sit-
uation where the unknown target particle is attached
to a single reference structure, specifically a spherical
gold nanoparticle (AuNP). This reference has the ben-
efits of alleviating problems with finding the hits over
background due to the high scattering cross section, thus
enabling the use of smaller particles than what could be
used in conventional SPI. Secondly, due to the high den-
sity, the acceleration of the particles in the flow field is
lower and the density of particles in the aerosol stream is
higher, increasing the hit rate i.e. the fraction of pulses
for which a particle is in the X-ray focus. Finally, these
spherical references have just a single parameter to de-
scribe the structure, the radius. Gold nanospheres of a
wide range of sizes are relatively easy to produce and are
even commercially available. Various methods to link
them to proteins and DNA have also been extensively
studied [21–23]. However, these experimental benefits
come at the cost of increased heterogeneity.
In addition to the inherent structural variability of the
target, we will have to solve for the relative positions
of the reference and the unknown object and the size of
the reference. If the reference was anisotropic and not
a sphere, one would also have to contend with the rel-
ative orientation of the two objects, consequently mak-
ing spheres even more desirable. Thus, we have 4 ad-
ditional degrees of freedom for spherical references and
more for an arbitrary one. However, we should note that
not all of these degrees need be independent. Since the
spheres are linked to points on the surface, there is a
strong correlation between the position of the center and
the size. Nevertheless, there is a substantial increase in
the phase space of parameters that need to be solved for
(a) (b)
FIG. 1. Random sphere cluster used as test object for illus-
tration. (a) Intensity distribution of the test object shown
on a logarithmic scale. Inset shows the projected electron
density on a linear scale. (b) The same test object with a
strongly scattering reference sphere attached. The main fig-
ure again shows the log-scale intensity distribution while the
inset shows the projected electron density.
each diffraction pattern.
If one was performing a conventional SPI experiment
with such samples, while the data collection process
would be considerably eased by the experimental ben-
efits described above, one would need to find a subset
of patterns corresponding to the same composite object
so that a 3D structure could be retrieved. This means
throwing away a lot of data in order to find this sub-
set. The holographic approach would be to decompose
the composite object as the sum of the density of the
spherical AuNP, ρs(r, d), and the unknown object ρo(r),
where d represents the diameter of the sphere. The total
electron density is
ρ(r) = ρo(r) + ρs(r− t, d) (1)
where t is the relative shift of the centers of the two ob-
jects. The 3D intensity distribution of this object sam-
pled in a single shot then becomes
I(q, d, t) =
∣∣Fo(q) + Fs(q, d)e2piiq.t∣∣2 (2)
where the F terms represent the Fourier transform of
the densities and the shift of the sphere becomes a phase
ramp in 3D. The Fourier transform of a sphere is straight-
forward to calculate analytically
Fs(q, d) ∝ d3
(
sin(s)− s cos(s)
s3
)
(3)
with s = pid|q|. This is illustrated in Fig. 1 where one
can see effect on the intensity distributions due to the
addition of a spherical AuNP on a randomly generated
organic-like cluster.
Equation 2 makes it explicit that one must solve for
the diameter and relative shift of each pattern in order
to recover the structure of the common object. Unlike
in the conventional SPI method, all diffraction patterns
contribute to the structure, increasing the signal-to-noise
ratio (SNR) and generating a higher resolution structure.
Of course, the best case scenario would still be when
3the parameters d and t have very narrow distributions,
but this method effectively makes the experiment more
tolerant to variations in the attachment process while
still benefiting from the experimental benefits of the gold
reference.
For a single shot, the noise at a given pixel is the square
root of expected intensity from Eq. 2 if we can reliably
count the number of photons/pixel and there is not too
much background. The signal is the difference compared
to the sphere diffraction pattern. Thus, the SNR can be
written as
SNR(q) =
I(q, d, t)− |Fs(q, d)|2√
I(q, d, t)
For those pixels where the sphere signal Fs(q) is much
larger than that of the object, which is for most of the
detector except near the sphere diffraction minima, the
SNR simplifies to 2|Fo(q)| which is a factor 2 higher than
in the absence of a coherent reference (Fs(q, d) = 0). But
more importantly, when the reference is strong, the SNR
also becomes less sensitive to background scattering.
A. Reconstruction algorithm
The data set described above contains diffraction pat-
terns which are noisy Ewald-sphere slices through many
3D intensities described by Eq. 2 at a random, unknown
orientation and scale factor, due to variations in the inci-
dent fluence. A reconstruction algorithm to recover the
parameters of each pattern and the structure of the ob-
ject is described in this section.
The EMC algorithm [2] used widely in conventional
SPI [5–8] is composed of three steps in each iteration:
expand, maximize and compress. The goal in each it-
eration is to find a model which has a higher likelihood
of generating the data measured on the detector. The
expand step is a transformation from model space to de-
tector space for a given set of sampled hidden parameters.
In the standard use case, the model is a grid of 3D in-
tensities and the hidden parameters are the orientation.
So in the expand step, one interpolates the 3D intensities
along an Ewald sphere surface rotated by the given ori-
entation and then applies standard polarization and solid
angle corrections to produce the predicted intensities on
the detector.
The maximize step finds an update to each of these
detector views using the expectation maximization pro-
cedure and given a noise model. Usually, one also needs
to find the maximum likelihood fluence factors. The re-
sult is a set of updated views which together have a higher
likelihood, but are not necessarily consistent with a sin-
gle 3D intensity. At the end of each iteration, this con-
sistency is enforced in the compress step. The straight-
forward solution is to reinterpolate the detector views
into the 3D model after undoing the detector corrections.
Once the 3D intensity has converged, standard iterative
phase retrieval algorithms are used to get the electron
density.
In the holographic case, the maximize step is left un-
changed, since the objective is still to find the best pos-
sible predictions for the intensity at each detector pixel.
The common 3D model is now not the 3D intensity of
the whole object, but the complex Fourier transform of
the unknown target, Fo(q). In the expand step, one now
interpolates the complex values along the Ewald sphere
as before, but then converts them to detector intensities
according to Eq. 2 before applying detector corrections.
As stated before, the predicted detector intensities de-
pend upon the orientation, sphere diameter and relative
shift.
The compress step, though, is not so straightforward,
since the determination of the optimal Fo(q) from many
different detector intensities is effectively a phase re-
trieval problem. The first part of this is to recover the
3D intensities for a given set of d and t diameter and
shift parameters. This can be accomplished simply by
interpolation as before. One is then left with many 3D
intensity volumes, each corresponding to a different real-
ization of Eq. 2, from which a single complex Fo(q) must
be determined. A divide and concur difference map ap-
proach [24, 25] will be used here to solve this problem.
Iterative projection algorithms like difference map [26],
hybrid input-output (HIO) [27] etc. are used to solve
constraint satisfaction problems like phase retrieval by
searching for the intersection of two constraint sets in a
high dimensional space. In these methods, update rules
are composed of projections to sets, which are defined
to be the point in the set closest to any given point in
this space. The divide and concur method extends these
algorithms to an arbitrary number of constraint sets by
expanding the state vector. If there are N constraints
to satisfy, the new state vector is N copies of the origi-
nal one. In the divide projection, each of the copies is
projected to one of the constraint sets. The concur pro-
jection enforces consistency and the projection is just to
replace each copy by the average over all of them.
As applied to the compress step here, the divide pro-
jection will be a standard modulus projection from phase
retrieval for each of the 3D intensity volumes. If the n-th
intensity is Iobs,n(q), the divide projection for that copy
Fo,n(q) will be
PD[Fo,n(q)] =
√
Icalc,n(q)
Iobs,n(q)
Fcalc,n(q)− Fs(q, dn)e2piiq.tn
(4)
where Icalc,n(q) = |Fcalc,n(q)|2 = I(q, dn, tn) from Eq. 2.
The concur projection will set each copy equal to the
average over all of them. In addition, one can add addi-
tional real-space constraints like positivity or a bounded
support and the projection will be to project the aver-
aged copy to those constraints. This is especially helpful
at low resolution where the phase shift due to the range
of translations can be small. After convergence, the solu-
tion chosen for the next iteration is taken to be the concur
4projection, which is just the average over all copies with
the real-space constraints applied.
Practically, it may often be the case that one can de-
termine the sphere diameter from single shots to higher
than the sampling precision in the EMC reconstruction.
This is because the diameter can be estimated by the
azimuthally averaged intensity I(|q|) which will have rel-
atively good SNR even with only a few hundred scattered
photons. In such a situation, the maximize step can be
simplified to not calculate the probabilities over all diam-
eters for every pattern, but just over the shift parameters.
B. 2D simulations
Simulations have been performed to illustrate the data
produced and to demonstrate the reconstruction algo-
rithm. For simplicity, a 2D toy model has been used
which is rotated in-plane, similar to previous experi-
ments to test the performance of the EMC algorithm
with sparse data [4, 28]. There is one parameter for the
angle and two for the shift, but the qualitative structure
of the problem remains the same. The test object repre-
senting the projected density of a random agglomeration
of spheres and its Fourier intensity is shown in Fig. 1(a).
In order to generate the holographic data, the density
of a sphere was added to that of the test object with
the sphere center and diameters randomly sampled from
normal distributions of a certain width. The result of one
instance of this is shown in Fig. 1(b), which also shows
the intensity distribution of the composite object. These
intensities were then Poisson sampled to generate photon
counts per pixel (Fig. 2(a)) and then rotated in-plane by
a random angle. For this simulation, 10000 patterns with
105 photons/frame were generated. The sum of all the
patterns, showing azimuthal symmetry due to random
in-plane rotations, is shown in Fig. 2(b). The electron
density of the sphere was chosen to be around 11 times
that of the object, corresponding to the scattering factor
ratio between gold and a protein-like material.
The sphere diameters for each shot were random sam-
pled from a normal distribution with a mean of 7 pixels
and a standard deviation of 1 pixel. For comparison, the
test object image in the inset of Fig. 1(a) is 50x50 pix-
els in size. The shift of the sphere center was randomly
sampled from a 2D normal distribution with a standard
deviation of 1 pixel. For these simulations, all of these
parameters were independently generated, but as men-
tioned earlier, it is quite possible that the sphere diameter
and center positions are correlated. The reconstruction
algorithm could be made more efficient if these correla-
tions were known.
The initial guess for the iterate, Fo(q), is a set of ran-
dom complex numbers. The reconstruction proceeds it-
eratively as described in Section II A with the main dif-
ference that the object is 2D and there is only one de-
gree of freedom for the orientations, namely the in-plane
angle. Additionally, a support constraint is applied in
(a) (b)
FIG. 2. Illustration of forward calculation, used both to gen-
erate data as well as in the expand step. (a) Poisson sam-
pled photon counts of the intensity distribution in Fig. 1(b)
shown on a logarithmic scale. Almost all the photons are con-
centrated at low resolution, as is expected from the Fourier
transform of a compact object. The actual data will be a
randomly rotated version of this pattern. (b) Virtual powder
pattern, or integrated image for 10000 repeats of this process
with different sphere diameters, positions and in-plane rota-
tions. The innermost region and the corners of the detector
were masked out.
conjunction with the concur projection. The initial sup-
port is taken to be a 37x37 pixel square region centered
in the field of view. The support is updated every 5 it-
erations using a Shrinkwrap-like [29] update rule where
the current iterate is convolved with a Gaussian kernel
of standard deviation 2 pixels and thresholded such that
2050 pixels are inside the support. 50 iterations of divide-
and-concur difference map were applied for every EMC
iteration with the β parameter set to 1.
The results for a typical run are shown in Fig. 3. Fig-
ure 3(a) show the concur projection of the current iter-
ate after every five iterations. These images were rotated
by −15◦ to align with the true solution to make visual
identification of features easier. The reconstruction will
have, in general, a random rotational offset with respect
to the ground truth. One can recognize that most of
the structure of the test object has been recovered, but
some additional density is also present. This can prob-
ably be optimized by modifying the phase retrieval pa-
rameters, especially those related to the support update.
After every iteration, the 2D detector intensities were
reconstructed for every set of sphere diameter and shift
parameters by averaging over all the in-plane rotations.
One of these is shown for the final iteration in Fig. 3(b).
This can be compared with the true intensities with sim-
ilar parameters shown in Fig. 1(b).
Fig. 4(a) shows the Fourier ring correlation (FRC) met-
ric [30] comparing the reconstructions for a few itera-
tions to the ground truth. The vertical dashed line indi-
cates the edge of the ‘detector’ and the horizontal dashed
line indicates the somewhat arbitrary FRC= 0.5 cutoff.
The final plot Fig. 4(b) shows the convergence of the
most likely parameter (diameter, position, orientation)
for each pattern as the iterations proceed. This conver-
gence plot is the same one used in the Dragonfly [31] soft-
ware and shows how after around 10 iterations already
5(a)
(b)
FIG. 3. Single particle reference simulation results. (a) Re-
constructed iterates after every 5 iterations. The reconstruc-
tions were rotated by −15◦ to facilitate comparison with the
original image. (b) Intensity reconstruction of the final itera-
tion with a sphere of diameter 7 nm and shifts of +0.5 pixels
in both X- and Y-directions shown on a logarithmic scale.
the most likely parameters are mostly converged.
III. REFERENCE LATTICE
The second method we will discuss to provide a holo-
graphic reference is to utilize a 2D crystal, either pat-
terned onto a chip or as a self-assembled colloidal crys-
tal [32]. An illustration of the experimental data for this
is shown in Fig. 5. One way to get such data is to have
the 2D crystal on one side of a substrate and the tar-
get samples randomly dispersed on the other side. Such
fixed target scanning geometries have been used for sin-
gle particle imaging of gold clusters [14] as well as 2D
crystallography [13] and fiber diffraction [15]. As before,
one would have to solve for additional parameters on top
of the object orientation, namely the position of the ob-
(a)
(b)
FIG. 4. Single particle reference simulation metrics. (a)
Fourier ring correlation between reconstructions and ground
truth as a function of iteration number. (f) Convergence plot
of most likely parameters for each frame as a function of iter-
ation.
ject’s center modulo the unit cell.
However, the big advantage of using a lattice reference
compared to directly putting the sample on the substrate
is the extreme gain in background-tolerance obtained by
using integrated Bragg peak intensities. Since exper-
imental background scattering from the substrate and
other beamline components is slowly varying, it is often
straightforward to determine the integrated peak intensi-
ties as is standard in crystallography. In contrast to the
single particle reference discussed in Section II, the 2D
crystal is prepared separately from the target sample and
the relative position and orientation of the two systems
should be uniformly distributed.
Let the electron density of the unit cell be ρc(r) and
of the unknown object be ρo(r) as before. Let the unit
cell be larger than the object and the illuminated region
represented by a probe function P (r) be which is sig-
nificantly larger than both. The first condition can be
6(a)
(b)
FIG. 5. 2D schematic showing the diffraction from a 2D crys-
tal made up of spheres in a triangular lattice with the same
cluster test object used in Section II B. (a) The projected
electron density showing the lattice, the target as well as the
probe which here had a full-width at half-maximum of 5 unit
cells. (b) The expected intensity distribution due to such
a composite object on a logarithmic scale. The peak inten-
sities are modulated by the orientation and position of the
target object. One can also see the weak diffuse scattering
from the molecular transform of the target object itself, but
this will likely be drowned in background scattering from the
substrate.
relaxed somewhat but is convenient for sufficient sam-
pling, especially at low resolution, as will soon be evi-
dent. The second condition is necessary to avoid going
into the regime of ptychography, where one would have
to recover the shot-by-shot probe profile [33, 34].
The 2D crystal can be represented as the unit cell con-
volved with a grid of Dirac delta functions,
ρL(r) = ρc(r) ∗
∑
i
δ(r− ri) (5)
where the ∗ symbol represents convolution. The scatter-
ing contrast is the sum of the electron densities of the
crystal and the rotated and translated object multiplied
by the probe
ρ(r) = [ρL(r) + ρo(R.r− t)] · P (r) (6)
where R and t are rotations and translations of the object
with respect to a canonical configuration.
The far-field diffraction pattern is the Fourier trans-
form of ρ(r) sampled along the Ewald sphere. Using the
convolution theorem, we get
F (q) =
∑
i
Fc(qi)FP (q− qi) + Fo(R.q)e2piiq.t (7)
where the F (q) terms represent the Fourier transforms
of the corresponding real-space quantities. Since the spot
size is assumed to be large compared to the object, the ef-
fect of convolving Fo(q) is neglected. The first term rep-
resents a reciprocal lattice of broad Bragg peaks whose
shape is given by the probe Fourier transform and the
height by the magnitude of the unit cell transform at the
center of the Bragg peak. The diffracted intensities are
given by
I(q) = F (q)F ∗(q)
=
∑
i
|Fc(qi)Fp(q− qi)|2 + |Fo(R.q)|2
+ Fo(R.q)e2piiq.t
∑
i
F ∗c (qi)F
∗
p (q− qi) + c.c.
(8)
where c.c. refers to the complex conjugate of the previ-
ous term. The first term is simplified by the assump-
tion that the probe is much larger than the unit cell,
and thus the width of the Bragg peaks are much less
than the reciprocal lattice constant. In practice, there
will be background scattering from various components
in the beamline added to the intensities. The background
is measurably higher than the aerosol-based sample de-
livery method discussed in Section II. As in serial crys-
tallography, this can be mitigated by working with the
integrated intensity of each Bragg peak at qi. The rela-
tively slowly varying |Fo|2 term is assumed to be lost in
the background. Also, if the probe is much larger than a
unit cell as assumed, we would expect the Bragg peaks to
be much brighter than the diffuse molecular transform of
the target object. If the integration of the probe function
Fp(q − qi) in the neighbourhood of the peak is N , the
integrated peak intensities are given by
Iobs(q) = |NFc(qi)|2
+ 2N |Fo(R.qi)| |Fc(qi)| cos(φo + 2piqi.t− φc)
(9)
where φ represent the phases of the Fourier transform
terms. With the choice of a simple object for the unit
cell, Fc(q) can be pre-calculated or measured beforehand.
7The reconstruction approach very similar to that in
Section II A is applicable, except that Eq. 2 is replaced
by Eq. 9 and the intensities are only sampled at the re-
ciprocal lattice points. Depending on the relative sizes
of the object and the unit cell, a worry might be that
the sampling rate of the Bragg peaks may be insufficient
to determine the structure ab initio. However, with ran-
dom orientations, the sampling provided by R.qi will be
sufficient beyond the first few hk orders. Nevertheless,
for completeness at low resolution, a unit cell larger than
the object would be preferable.
The other experimental parameter that requires some
consideration is the size of the beam focus P (r) compared
to the lattice constant. The biggest challenge in deter-
mining Fo(q) is the determination of the translation and
orientational parameters for each diffraction pattern. For
variable translations, Eq. 9 can be seen as a constant plus
a scaled cosine as a function of (q.t). The amplitude of
the cosine term is the signal relevant to determining the
translation, t. The noise in the Poissonian photon count-
ing regime is the square root of Iobs(q), which is approx-
imately just the square root of the first term, N |Fc(qi).
Thus, the signal-to-noise ratio (SNR) is
2N |Fo(R.qi)||Fc(qi)|
N |Fc(qi)| = 2|Fo(R.qi)|
which is independent ofN . Since background subtraction
during peak integration is an additional source of noise,
N should be as large as possible. However, detectors lose
the ability to count individual photons if the signal is
too high, either due to saturation or due to switching to
a lower gain mode. The noise in the measurement would
then be higher than
√
Iobs because of the additional un-
certainty introduced by not knowing how many photons
were measured. Thus, the optimal probe size in the ab-
sence of background would be the largest N where the
detector can still count photons. This optimum would
shift to larger N when there is significant background,
would likely be the limiting experimental factor, espe-
cially at high resolution.
IV. DISCUSSION
X-ray single particle imaging remains an experimen-
tally demanding method to determine the structure of
uncrystallized single biomolecules. Problems still remain
in obtaining sufficient data of high quality and questions
remain over feasibility in transitioning to smaller parti-
cles.
Two new methodologies have been proposed here, both
of which improve experimental efficiency by incorporat-
ing strongly scattering holographic references, but add
complexity because the composite object is not neces-
sarily reproducible. A reconstruction algorithm involv-
ing a modification to the EMC algorithm is proposed
for recovering the additional degrees of freedom. The
key insight is to separate the reference and the object,
as shown in Eqs. 2 and 9 and explicitly sample the dif-
ferent degrees of freedom introduced by the addition of
the reference. These methods also differ from other com-
monly used holographic methods like Fourier transform
holography or in-flight holography where the references
are separated to such an extent that one can perform
single-shot imaging without the need for phase retrieval.
The first reference proposed is where one chemically at-
taches a strong reference scatterer like a gold nanosphere
to the target object in an aerosol imaging setup. The
size and relative position of the sphere is assumed to
vary shot-to-shot in some interval. The reference makes
hit detection easier and improves the hit rate since the
composite objects are denser, and hence slower in the
aerosol stream. 2D simulations were performed showing
the reconstruction process and the ability to determine
the unknown degrees of freedom (sphere size, position
and object orientation).
The second geometry uses of a 2D crystal reference in
a scanning fixed-target sample geometry. High hit rates
can be achieved by controlling the density of particles
deposited on the surface. The lattice reference produces
Bragg peaks in the diffraction pattern which are much
more robust to background, which is usually a limiting
issue due to the presence of a substrate in the beam path.
The integrated peak intensity contains information about
the structure of the target object as well as its position
relative to the lattice unit cell. The gain in background
tolerance may also enable sample preparation methods
which are either easier or leave the biomolecule in a
closer-to-native state, like liquid cells or graphene sand-
wiches.
Further work is required to test the limits of the
method in terms of minimum target object size with
currently available XFEL parameters. The author also
hopes that these ideas will be tested experimentally in
the near future, potentially opening up a new dimen-
sion in optimizing experiments to achieve the goal of
atomic-resolution structure and dynamics of uncrystal-
lized biomolecules.
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