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Abstract
Quasisymmetry is a well-studied property of homeomorphisms be-
tween metric spaces, and Ahlfors regular conformal dimension is a qua-
sisymmetric invariant. In the present paper, we consider the Ahlfors regu-
lar conformal dimension of metrics on infinite graphs, and show that this
notion coincides with the critical exponent of p-energies. Moreover, we
give a relation between the Ahlfors regular conformal dimension and the
spectral dimension of a graph.
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1 Introduction
Quasisymmetry is a well-studied property of homeomorphisms between met-
ric spaces, and roughly speaking, means that the homeomorphism in question
preserves ratios of distances. The Ahlfors regular conformal dimension is a qua-
sisymmetric invariant of metric spaces, which gives a measure of the simplest (in
a certain sense) quasisymmetrically equivalent space. The purpose of this paper
is to study the Ahlfors regular conformal dimension of discrete unbounded met-
ric spaces, and show relations between the Ahlfors regular conformal dimensions
and spectral dimensions of such spaces.
Quasisymmetry was introduced by Tukia and Va¨isa¨la in [18] to generalize the
notion of quasiconformal mappings on the complex plane. In [18], quasisymme-
try was given as a property of a homeomorphism between two metric spaces. A
specialization of this was given by Kigami [9], for the comparison of metrics on
the same underlying space. This is the definition we will use.
Definition 1.1 (Quasisymmetry, Kigami’s). Let X be a set and d, ρ be metrics
on X, and let θ : [0,∞) → [0,∞) be a homeomorphism. Then we say d is
θ-quasisymmetric to ρ if for any x, y, z ∈ X with x 6= z,
ρ(x, y)
ρ(x, z)
≤ θ
(
d(x, y)
d(x, z)
)
.
Moreover, if d is θ-quasisymmetric to ρ for some θ, then we say that d is qua-
sisymmetric to ρ and write d ∼
QS
ρ.
For example, d ∼
QS
dα for any α ∈ (0, 1) and any metric space (X, d).
This notion was also called “quasisymmetrically related by the identity map”
in [7], and “quasisymmetrically equivalent” in [4]. Note that if there exists a
quasisymmetric map f : (X, d) → (Y, ρ), then d is quasisymmetric to the pull-
back metric ρ∗ in the sense of Kigami’s definition and we can identify (Y, ρ)
with (X, ρ∗).
Quasisymmetry has been studied in various fields. For example, a quasi-iso-
metric map (the definition is in [13, Definition 3.2.11], for example) between
Gromov hyperbolic spaces induces a quasisymmetric map (see [13, Theorem
3.2.13 and Section 3.6], or [15]). There is also much research about quasisym-
metry and Gromov hyperbolic spaces (see [13] for example). Quasisymmetry is
a weaker notion of bi-Lipschitz equivalence, which has been studied extensively
for decades, see [7] or [17] for example. From the viewpoint of global analysis,
it is notable that quasisymmetric modification preserves the volume doubling
property, which plays an important role in heat kernel estimates. This idea is
used in [9], [10], and there is a recent application to circle packing graphs in [14].
Ahlfors regular conformal dimension is a relatively new quasisymmetric invari-
ant. It was introduced by Bourdon and Pajot [3] (see also Bonk and Kleiner [2]),
and is defined as follows:
Definition 1.2 (Ahlfors regularity). Let (X, d) be a metric space, µ be a Borel
measure on (X, d) and α > 0. We say µ is α-Ahlfors regular with respect to
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(X, d) if there exists C > 0 such that
C−1rα ≤ µ(Bd(x, r)) ≤ Crα for any x ∈ X and rx ≤ r ≤ diam(X, d)
where rx = rx,d = infy∈X\{x} d(x, y), and Bd(x, r) is the open ball {y ∈ X |
d(x, y) < r}. The space (X, d) is called α-Ahlfors regular if there exists a Borel
measure µ such that µ is α-Ahlfors regular with respect to (X, d).
Definition 1.3 (Ahlfors regular conformal dimension). Let (X, d) be a metric
space. The Ahlfors regular conformal dimension (or ARC dimension in short)
of (X, d) is defined by
dimAR(X, d) = inf{α | there exists a metric ρ on X
such that ρ is α-Ahlfors regular and d ∼
QS
ρ},
where inf ∅ =∞.
The ARC dimension is related to the conformal dimension, another well-
known quasisymmetric invariant, as introduced by Pansu [16] in 1989.
In this paper we will extend the notion of ARC dimension to discrete metric
spaces. Note that the ARC dimension has mainly been studied on bounded met-
ric spaces without isolated points, in which case rx = 0 and diam(X, d) <∞.
ARC dimension is related to the well-known Cannon’s conjecture, which claims
that for any hyperbolic group G whose boundary is homeomorphic to 2-dimen-
sional sphere, there exists a discrete, cocompact and isometric action of G on
the hyperbolic space H3. Bonk and Kleiner [2] proved Cannon’s conjecture is
equivalent to the following: If G is a hyperbolic group whose boundary is home-
omorphic to 2-dimensional sphere, then there exists a metric that attains the
value of the ARC dimension of the boundary.
It is not easy to calculate the ARC dimension in general. Motivated by [4, 5],
Kigami [11] gave a method to calculate ARC dimension as a critical exponent of
a p-energy, which is defined by successive division of the original metric space.
Furthermore, [11] gives inequalities between ARC dimension and p-spectral di-
mensions.
In this paper, we extend the results of [11] to infinite graphs and give a relation
between spectral dimensions and ARC dimensions. Our main results need a
lot of notations, so we postpone detailed definitions to Sections 2 and 4, and
explain the main results through examples.
In our study, it will be useful to consider partitions of graphs that arise as
edges are successively unified. One of the simplest cases is the unification of
vertices of Z+ = {n ∈ Z | n ≥ 0}. For a ∈ N and n ∈ Z+, we identify 2n edges
{(2n(a− 1), 2n(a− 1) + 1), (2n(a− 1) + 1, 2n(a− 1) + 2), · · · , (2na− 1, 2na)} =:
K(n,a) and consider unified graphs {Gn, En}n≥0 where Gn = {(n, a) | a ∈ N}
and En is the set of links between (n, a) and (n, a + 1). Let (n, a) ∼ (m, b) if
n − m = 1 and K(n,a) ⊇ K(m,b), or m − n = 1 and K(n,a) ⊆ K(m,b). Con-
sider T :=
⋃
n,a(n, a) as a tree by ∼, then we obtain a correspondence between
{Gn, En}n≥0 and T (see Figure 1.1). We call such a correspondence between
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Figure 1.1: A partition of Z+
unified graphs and a tree, a partition (see Definition 4.4, and note that we con-
struct K by unification of edges but we treat K as a subsets of vertices because
of technical reasons).
In this paper, we characterize the ARC dimension with a partition. For a given
partition, we can define an upper p-energy Ep of the partition as a certain limit
of p-energies on unification graphs, see Definition 2.11, which is based on def-
initions of [11]. The p-energy enjoys a phase transition when p varies, that is,
there exists a p0 > 0 such that Ep > 0 if p < p0 and Ep = 0 if p > p0. We can
also define a lower p-energy Ep, as well.
Our main result of this paper is the following.
Theorem 1.4 (Theorem 4.14 (1)). Let (G,E) be a graph and d be a metric on
G. Under some conditions about d and for partitions within a certain class,
dimAR(G, d) = inf{p | Ep = 0} = inf{p | Ep = 0}
For detailed conditions, see Theorem 4.14. Let us give an interesting example
for ARC dimension for an unbounded metric space.
Example 1.5. Let f(n) : Z+ → Z+ be such that f(n) ≤ n for any n. For
n ≥ 0, divide [2n, 2n+1] × [0, 2n] into 2f(n) × 2f(n) blocks and call them Gn,
and consider G = ∪n≥0Gn ∪ {(0, 0)} as a subgraph of Z2 (see Figure 1.2, and
Example 5.1 for precise definition).
Using Theorem 1.4, we obtain the following:
Proposition 1.6 (Proposition 5.2).
(1) If lim supn→∞ f(n) =∞, then dimAR(G, d) = 2.
(2) If lim supn→∞ f(n) <∞, then dimAR(G, d) = 1.
It is remarkable that only lim supn→∞ f(n) = ∞ implies dimAR(G, d) = 2,
although the size of boxes 2n−f(n) may diverge.
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Figure 1.2: Example 1.5
We also compare the Ahlfors conformal dimension with the spectral dimension.
For p > 0, we can define the upper and lower p-spectral dimension, d
S
p and d
S
p
of a partition (see Definition 2.14). We can further obtain the following.
Theorem 1.7 (Theorem 4.14(2) and (3)). Let (G,E) be a graph and d is a
metric on G. Under the same conditions as in Theorem 1.4,
If dimAR(G, d) < p, then
dimAR(G, d) ≤ dSp ≤ d
S
p < p.
If dimAR(G, d) ≥ p, then
dimAR(G, d) ≥ dSp ≥ dSp ≥ p.
When p = 2, the p-spectral dimension coincides in many example with the
notion of the spectral dimension of random walks, where the latter is defined as
follows:
dS(G) = 2 lim sup
n→∞
log p2n(x, x)
log n
, dS(G) = 2 lim inf
n→∞
log p2n(x, x)
log n
,
where pn(x, y) is the transition density of the associated random walk. Hence,
where this occurs, the latter theorem will also relate the ARC dimension and the
spectral dimension of random walks. See Theorem 4.27 and Corollary 4.30 for
a sufficient condition that the 2-spectral dimension and the spectral dimension
of random walks coincide. However, we prove that they can also be different -
see Example 5.3 for an example where this is the case.
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The outline of this paper is as follows. In Section 2, we introduce basic
notation, and give the framework and results of [11] for perfect compact spaces,
on which the main result of this paper is based. In Section 3, we extend the
results of [11] to perfect σ-compact spaces. Section 4 is the main part of this
paper, devoted to proving our main results. In Section 5, we give examples that
illustrate properties of ARC dimension of graphs. In Section 6, we give a proof
of a result of a heat kernel estimate that is used in Section 4.
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2 Notation and Kigami’s Results for Compact
Metric Spaces
As the preparation of this paper, we introduce notation used in this paper, and
we also introduce results of [11] on which the results of this paper are based.
2.1 Basic Notation
We use the following notation in this paper.
• Let A be a set and F be a map on A to itself. Then Fn denotes
n︷ ︸︸ ︷
F ◦ · · · ◦ F
for any n > 0 and idA for n = 0. Moreover, A
n denotes the product
n︷ ︸︸ ︷
A× · · · ×A .
• Let {Aλ}λ∈Λ be a family of sets, then unionsqλ∈ΛAλ denotes ∪λ∈ΛAλ with
Aλ ∪Aτ = ∅ for any λ, τ ∈ Λ with λ 6= τ.
• Let f and g be functions with variables x1, ..., xn. We use “f  g for any
(x1, ...xn) ∈ A” if there exists C > 0 such that
C−1f(x1, ..., xn) ≤ g(x1, ..., xn) ≤ Cf(x1, ...xn)
for any (x1, ..., xn) ∈ A.
• Let (X,O) be a topological space and A ⊆ X, then Ao and Ac denote the
interior and complement, respectively.
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• Let (X, d) be a metric space and µ is a (Borel) measure on (X, d), then
we write
Bd(x, r) = {y|d(x, y) < r} and Vd,µ(x, r) = µ(Bd(x, r)).
Moreover, let ρ be a distance on X, then we write
dρ(x, r) = sup
y∈Bρ(x,r)
d(x, y).
We also use the notation diam(X, d) = sup{d(x, y) | x, y ∈ X}. If no
confusion may occur, we omit d, ρ or µ in these notations.
• We also use the notations [n,m]Z = {k ∈ Z | n ≤ k ≤ m} for n,m ∈ Z,
a ∨ b = max{a, b} and a ∧ b = min{a, b}.
The following definitions are basic notions of graph, but we write that for
confirmation of our notations.
Definition 2.1 (graph,tree). Let T be a (at most) countable set and let A ⊆
T × T such that
• for any w ∈ T, (w,w) 6∈ A.
• (w, v) ∈ A if (v, w) ∈ A.
We call (T,A) a simple graph. We write w ∼ v if (w, v) ∈ A.
(1) (T,A) is called locally finite if #({y | y ∼ x}) < ∞ for any x ∈ T. (T,A)
is called bounded degree if supx∈T #({y | y ∼ x}) <∞.
(2) Let n ≥ 0. We call (w0, w1, ..., wn) ∈ Tn a n-path (between w0 and wn) if
wi ∼ wi−1 for any i ∈ [1, n]Z. Especially, we call (w0, w1, ..., wn) a n-simple
path (between w0 and wn) if it is a n-path and wi 6= wj whenever i 6= j.
(w0, w1, ...wn) is called a path if it is a n-path for some n ≥ 0, and called
a simple path if it is a n-simple path for some n ≥ 0.
(3) We call (T,A) connected if there exists a path between w and v for any
w, v ∈ T. Moreover, we call (T,A) a tree if there exists an unique simple
path between w and v for any w, v ∈ T.
(4) Let (T,A) be a simple graph. We define lA by
lA(w, v) = min{n | there exists an n-path between w and v}.
If (T,A) is connected, then lA is called the graph metric of (T,A).
In this paper, we will consider only simple graphs.
Definition 2.2 (rooted tree). Let (T,A) be a tree and φ ∈ T. We call the triple
(T,A, φ) a rooted tree.
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(1) Define |w| = lA(φ,w) and (T )n = {w | |w| = n} for any n ≥ 0, and define
pi : T × T by
pi(w) = pi(T,A,φ)(w) =

wn−1 if w 6= φ and (φ = w0, ..., wn−1, wn = w) is
the unique simple path between φ and w,
φ if w = φ.
S denote the inverse of pi (excluding φ), namely
S(A) = {w ∈ T \ {φ} | pi(w) ∈ A}
for any A ⊆ X, and we write S(w) instead of S({w}). Moreover, we define
subtree Tw = {v ∈ T | pin(v) = w for some n ≥ 0}.
(2) Define geodesics of T (from φ) by
Σ = {ω = (ωn)n≥0 | ωn ∈ (T )n, pi(ωi+1) = ωi for all i ≥ 0}
and geodesics passing through w by Σw = {ω ∈ Σ|ω|w| = w} for any
w ∈ T.
Remark. In [11], Kigami used the terminology ”tree with a reference point”
instead of ”rooted tree”. However, we want to use the term “a reference point”
to distinguish trees, which have no root but have a reference point of height,
introduced in Section 3.
In the following, whenever d ∼
QS
ρ for metrics d, ρ on a space, θ denotes
a homeomorphism such that d is θ-quasisymmetric to ρ, if no confusion may
occur.
We will use the same notations to a vertex and its equivalent class.
2.2 Kigami’s Results for Compact Metric Spaces
Throughout this section, T = (T,A, φ) is a locally finite rooted tree.
Definition 2.3 (partition). Let (X,O) be a compact metrizable space having no
isolated points, and let C(X,O) be the collection of nonempty compact subsets
of (X,O) without single points. A map K : T → C(X,O), where we write Kw
instead of K(w) for ease of notation, is called a partition of (X,O) parametrized
by T if it satisfies the following conditions.
(P1) Kφ = X and for any w ∈ T, ⋃
v∈S(w)
Kv = Kw.
(P2) For any ω ∈ Σ, ∩m≥0Kωm is a single point.
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(1) Let K be a partition of X. We define Ow by
Ow = Kw \
 ⋃
v:v∈(T )|w|\{w}
Kv
 .
K is called minimal if Ow 6= ∅ for any w ∈ T.
(2) For m ≥ 0, we define Ehm ⊆ (T )m × (T )m by
Jhm = {(w, v) | w, v ∈ (T )m, w 6= v and Kw ∩Kv 6= ∅}
and Γn(w) = {v ∈ (T )|w| | lJhm(w, v) ≤ n} for any w ∈ T.
We simply write X for (X,O) in notations if no confusion may occur.
Definition 2.4 (weight function). A function g : T → (0, 1] is called a weight
function if it satisfies the following conditions.
(G1) g(φ) = 1.
(G2) For any w ∈ T, g(pi(w)) ≥ g(w).
(G3) For any ω ∈ Σ, limm→∞ g(ωm) = 0.
(1) For s > 0, we define the scale Λgt associated g by
Λgs =
{
{w ∈ T |g(w) ≤ s < g(pi(w))} if 0 < s < 1
{φ} otherwise
and define Egs ⊆ Λgs × Λgs by
Egs = {(w, v) | w, v ∈ Λgs , w 6= v and Kw ∩Kv 6= ∅}.
(2) For x ∈ X, s > 0, M ≥ 0 and w ∈ Λgs , we define
Λgs,M (w) = {v ∈ Λgs | lEgs (w, v) ≤M}, Λgs,M (x) =
⋃
w∈Λgs and x∈Kw
Λgs,M (w)
and
UgM (x, s) =
⋃
w∈Λgs,M (x)
Kw.
Definition 2.5. Let (X,O) be a compact metrizable space having no isolated
point, and K be a partition of X. Define
D(X,O) = {d | d is a metric on X inducing the topology O and
diam(X, d) = 1}.
For d ∈ D(X,O), define gd : T → (0, 1] by gd(w) = diam(Kw, d) for any w ∈ T.
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Proposition 2.6 ([11],Proposition 5.5(1)). Let (X,O) be a compact metrizable
space having no isolated point and K be a partition of X. For any d ∈ D(X,O),
gd is a weight function.
Proof. (G1) By (P1), gd(φ) = diam(X, d) = 1.
(G2) By (P1), Kpi(w) ⊇ Kw and hence
gd(pi(w)) = diam(Kpi(w), d) ≥ diam(Kw, d) = gd(w).
(G3) Since {gd(ωn)}n≥0 is decreasing, it must converge if n → ∞. Assume
limm→∞ gd(ωm) = c > 0 for some ω ∈ Σ. Then there exist {xm}m≥0 and
{ym}m≥0 such that xm, ym ∈ Kωm and d(xm, ym) ≥ c because (G2) holds.
We can take convergent subsequences {xmk}k≥0, {ymk}k≥0 because X is
compact. Since {Kωm}m≥0 is a decreasing sequence of compact sets and
{xmk}k≥n, {ymk}k≥n ⊆ Kωmn for any n, it follows that x, y,∈ ∩m≥0Kωm
where x = limk→∞ xmk , y = limk→∞ ymk . Since (P2) holds, x = y and
hence
0 < c ≤ lim
k→∞
d(xmk , ymk) = d(x, y) = 0.
This is a contradiction.
Example 2.7 (Sierpin´ski carpet). Let {pi}8i=1 ⊆ C such that
p1 = 0, p2 =
1
2
, p3 = 1, p4 = 1 +
1
2
i,
p5 = 1 + i, p6 =
1
2
+ i, p7 = i, p8 =
1
2
i
and let Fi =
1
3 (z − pi) + pi for any i ∈ [1, 8]Z. It is well-known that there exists
the unique compact set X such that ∪8i=1Fi(X) = X, called Sierpin´ski carpet.
Let T = ∪n≥0([1, 8]Z)n where ([1, 8]Z)0 = {φ} and define pi : T \ {φ} → T by
pi(w) =
{
(w1, w2, ...wn−1) if w = (w1, w2, ...wn−1, wn) ∈
⋃
n≥2([1, 8]Z)
n
φ if w ∈ [1, 8]Z
and A = {(w, v) | w = pi(v) or v = pi(w)}. Then T = (T,A, φ) is a rooted tree.
Moreover, for w ∈ T define Fw : C→ C by
Fw =
{
Fw1 ◦ Fw2 ◦ · · · ◦ Fwn if w = (w1, w2, ..., wn) ∈
⋃
n≥1[1, 8]
n
Z
idC if w = φ
and define K : T → C(X,O) by Kw = Fw(X). Then K is a partition of X
parametrized by T . We also let d(z, w) =
√
2
2 |z − w|, then d ∈ D(X,O) and by
Proposition 2.6, gd is a weight function.
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We denote gd by d if no confusion may occur. For example, we will use
notations UdM (x, r) and d(w) instead of U
gd
M (x, r) and gd(w), respectively.
For the purpose of stating the main result of [11], we introduce some properties
of weight functions and metrics.
In the rest of this section, (X,O) is a compact metrizable space and d ∈ D(X,O)
(in other words, (X, d) is a compact metric space with diam(X, d) = 1, and O
is the induced topology). Moreover, K is a partition of X.
Definition 2.8. Let g be a weight function.
• g is called uniformly finite if
sup{#(Λgs,1(w)) | s > 0, w ∈ Λgs} <∞. (2.1)
• g is called thick (with respect to K) if there exists α > 0 such that for any
w ∈ T, Ug1 (x, αg(pi(w))) ⊆ Kw for some x ∈ Kw.
d is called uniformly finite and thick if gd is uniformly finite and thick, respec-
tively.
Definition 2.9. Let M ≥ 1. d is called M -adapted if there exists α1, α2 > 0
such that
Bd(x, α1r) ⊆ UdM (x, r) ⊆ Bd(x, α2r)
for any x ∈ X and r ≤ 1. d is called adapted if d is M -adapted for some M.
Example 2.10. Let X is the Sierpin´ski carpet and define T,K, F and d as
in Example 2.7. We can see that d(w) = diam(Fw(X), d) = 3
−|w|, and hence
Λds = (T )m for any s ∈ (0, 1) and m ≥ 1 such that 3−m ≤ s < 3−(m−1).
• d(pi(w)) = 3d(w) for any w ∈ T \ {φ}.
• If Kw ∩Kv 6= ∅ and |w| = |v|, then
Kv ∈ {Kw + a3−|w| + b3−|w|i | (a, b) ∈ ([−1, 1]Z)2 \ {(0, 0)}} (2.2)
where Kw+z = {x+z | x ∈ Kw}. Therefore Λds,1(w) ≤ 8 for any s ∈ (0, 1)
and w ∈ Λds , and hence d is uniformly finite.
• Let s ∈ (0, 1) and w ∈ Λds . We also let xw = Fw( 23 + 23 i). Then by (2.2) and
Λd3−2s = (T )|w|+2, Λ
d
3−2s,1(xw) ⊆ Bd(xw,
√
2
2 3
−|w|−1) ⊆ Kw. Therefore d
is thick.
• By (2.2) and definition of K,
Bd(x,
√
2
6
s) ⊆ Bd(x,
√
2
2
3−m) ⊆ Ud1 (x, s) ⊆ Bd(x, 3 · 3−m) ⊆ Bd(x, 3s)
for any x ∈ X, s ∈ (0, 1) and m ≥ 1 such that 3−m ≤ s ≤ 3−(m−1).
Therefore d is (1-)adapted.
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Definition 2.11. Define
JhN,m = {(w, v) | w, v ∈ (T )m such that 0 < lJhm(w, v) ≤ N}
and
Ep,k,w(N1, N2, N) = inf
{
1
2
∑
(x,y)∈Jh
N,|w|+k
|f(x)− f(y)|p
∣∣∣∣ f : (T )|w|+k → R such that f |Sk(ΓN1 (w)) ≡ 1, f |(Sk(ΓN2 (w)))c ≡ 0}
for any N ≥ 1 and N2 ≥ N1 ≥ 0 (remark that Jh1,m = Jhm). We also define
Ep,k(N1, N2, N) = sup
w∈T
Ep,k,w(N1, N2, N),
Ep(N1, N2, N) = lim sup
k→∞
Ep,k(N1, N2, N),
Ep(N1, N2, N) = lim inf
k→∞
Ep,k(N1, N2, N),
IE(N1, N2, N) = inf{p|Ep(N1, N2, N) = 0},
IE(N1, N2, N) = inf{p|Ep(N1, N2, N) = 0}.
For ease of notations, we define the conditions of a partition, which repeat-
edly appears in this paper, basic framework same as [11], that is,
Definition 2.12. Let (X, d) be a metric space and assume K is minimal. We
say d satisfies basic framework (with respect to K) if the following conditions
hold.
• supw∈T #(S(w)) <∞.
• d is uniformly finite, thick, M∗-adapted for some M∗ ≥ 1.
• There exists r ∈ (0, 1) such that d  r|w| for any w ∈ T.
Theorem 2.13 ([11], Theorem 19.4 and 19.9.). If K is minimal and d satisfies
basic framework, then
IE(N1, N2, N) = IE(N1, N2, N) = dimAR(X, d)
for any N,N1, N2 with N2 ≥ N1 +M∗.
As a corollary of Theorem 2.13, we get the result for comparison between
dimAR and ”p-spectral” dimension, defined for any p > 0, as follows.
Definition 2.14 (p-spectral dimension). Define
N∗ = lim sup
k→∞
sup
w∈T
#(Sk(w))1/k, Rp(N1, N2, N) = lim sup
k→∞
Ep,k(N1, N2, N)1/k,
Rp(N1, N2, N) = lim inf
k→∞
Ep,k(N1, N2, N)1/k
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and upper p-spectral dimension d
S
p (N1, N2, N) and lower p-spectral dimension
dSp (N1, N2, N) by
d
S
p (N1, N2, N) =
p logN∗
logN∗ − logRp(N1, N2, N)
,
dSp (N1, N2, N) =
p logN∗
logN∗ − logRp(N1, N2, N)
.
Corollary 2.15 ([11] Theorem 20.8). If K is minimal and d satisfies basic
framework, then
(1) if Rp(N1, N2, N) < 1, then
dimAR(X, d) ≤ dSp (N1, N2, N) ≤ d
S
p (N1, N2, N) < p
(2) If Rp(N1, N2, N) ≥ 1, then
dimAR(X, d) ≥ dSp (N1, N2, N) ≥ dSp (N1, N2, N) ≥ p
Remark. Originally in [11], these theorem are also proved for some broader
framework, called proper system of horizontal networks.
3 Extension to Cases of σ-compact Metric Spaces
To use the former result for infinite graphs, we first extend the theory to σ-
compact spaces. To do that, we introduce the notion of a bi-infinite tree.
Definition 3.1. Let T be a countable set and piT : T → T be a map which
satisfies the following.
(T1) For any w, v ∈ T, there exists n,m ≥ 0, pin(w) = pim(v).
(T2) For any n ≥ 1 and w ∈ T, pin(w) 6= w.
Then we define Api = {(w, v) | pi(w) = v or pi(v) = w} and consider the simple
graph (T,Api). We call (T, pi) a bi-infinite tree.
Same as a rooted tree, we denote the inverse of pi by S and write S(w) instead of
S({w}). Moreover, we define subtree Tw = {v ∈ T |pin(v) = w for some n ≥ 0}.
Lemma 3.2. Let (T, pi) be a bi-infinite tree and fix w, v ∈ T. Then n −m is
constant if pin(w) = pim(v).
Proof. Assume pini(w) = pimi(v)(i = 1, 2). Without loss of generality, we may
assume n1 ≤ n2, then
pim2(v) = pin2(w) = pin2−n1 ◦ pin1(w) = pin2−n1 ◦ pim1(v)
and so by (T2), we get m2 = (n2 − n1) +m1. It means m2 − n2 = m1 − n1.
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Definition 3.3. Let (T, pi) be a bi-infinite tree.
(1) Let φ ∈ T . We call the triple (T, pi, φ) a bi-infinite tree with a reference
point φ, and for any w ∈ T we define the height of vertices by [w] = [w]φ =
n −m such that pin(w) = pim(φ). We also define (T )n by (T )n = {w ∈
T |[w] = n} for any n ∈ Z.
(2) Define (descending) geodesics of T by Σ∗ = {ω = (ωn)n∈Z | ωn ∈
(T )n, pi(ωn+1) = ωn for all n ∈ Z} and geodesics passing through w by
Σ∗w = {ω ∈ Σ∗|ω[w] = w} for any w ∈ T.
Remark. (T1) and Lemma 3.2 ensure that [w] is well-defined. Moreover, for
fixed w, v ∈ T, [w]φ − [v]φ is constant for every φ ∈ T by Lemma 2.2 (that is,
the difference of the height of a bi-infinite tree is determined only by pi and does
not depend on its reference point).
As the name shows, a bi-infinite tree is a tree.
Proposition 3.4. Let (T, pi) be a bi-infinite tree, then (T,Api) is a tree.
Proof. For all w, v ∈ T there exists a path between them by (T1), and also a
simple path exists.
Next we prove the uniqueness of a simple path. Fix any reference point φ ∈
T and think (T,A, φ). By definition, if w = pi(v) then [w] = [v] − 1. Let
(w0, w1, ..., wn) be a simple path. If [wi] > [wi+1], then pi(wi) = wi+1 and so
wi−1 6= pi(wi), it means [wi−1] > [wi]. In the same way, we can see [wi+1] > [wi]
if [wi] > [wi−1].
Now we let (w, pi(w), ..., pin1(w) = pim1(v), ..., pi(v), v) and (w, pi(w), ..., pin2(w) =
pim2(v), ..., pi(v), v) be simple paths. If n1 < n2 then m1 < m2 by Lemma 3.2, so
the latter simple path take pin1(w) = pim1(v) two times, which is contradiction.
The case n1 > n2 is the same. If n1 = n2 then m1 = m2 by Lemma 3.2, so the
paths are equal. Therefore (T,A) is a tree.
The root of a bi-infinite tree does not exist, but “pi∞(w)” is thought to be a
virtual root.
Now we extend notions of partitions and weight functions to σ-compact spaces.
In the rest of this section, let T = (T, pi, φ) be a locally finite bi-infinite tree with
a reference point. Note that (T, pi) is locally finite if and only if #(S(w)) <∞
for any w ∈ T.
Definition 3.5 (partition). Let (X,O) be a σ compact metrizable space having
no isolated points, and let C(X,O) be the collection of nonempty compact sub-
sets of (X,O) without single points. A map K : T → C(X,O), where we denote
K(w) by kw for ease of notation, is called a partition of (X,O) parametrized by
T if it satisfies the following conditions.
(P1) For any w ∈ T, ⋃
v∈S(w)
Kv = Kw.
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(P2) For any ω ∈ Σ∗, ∩m≥0Kωm is a single point.
(P3) ∪w∈(T )0K(w) = X.
We say a partition K is locally finite if it satisfies the following:
For any w ∈ (T )0, there exists an open set Uw
which satisfies Kw ⊂ Uw and #{v ∈ (T )0|Kv ∩ Uw 6= ∅} <∞.
We define Ow, J
h
M ,Γn(w) and minimality in the same way as compact cases,
and similarly use X instead of (X,O).
Remark. (P3) is the counterparts of Kφ = X in Definition 2.3. The locally
finiteness of a partition is used for reducing local properties of partitions of
σ-compact spaces to compact cases.
Definition 3.6 (weight function). A function g : T → (0,∞) is called a weight
function if it satisfies the following conditions.
(G1) limn→∞ g(pin(φ)) =∞.
(G2) For any w ∈ T, g(pi(w)) ≥ g(w).
(G3) For any ω ∈ Σ∗, limm→∞ g(ωm) = 0.
For s > 0, we define the scale Λgs associated g by
Λgs = {w ∈ T |g(w) ≤ s < g(pi(w))}
and define Egs ,Λ
g
s,M (w),Λ
g
s,M (x), U
g
M (x, s) in the same way as Definition 2.4.
Definition 3.7. Let (X,O) be a σ-compact metrizable space having no isolated
points and K be a partition of X.
(1) Define
D∞(X,O) = {d | d is a metric on X inducing the topology O and
diam(X, d) =∞}.
For d ∈ D∞(X,O), define gd : T → (0,∞) by gd(w) = diam(X, d) for any
w ∈ T.
(2) Define
M∞(X,O) = {µ | µ is a Radon measure on (X,O) such that
µ(X) =∞, µ{x} = 0 for any x ∈ X and µ(Kw) > 0 for any w ∈ T}.
For µ ∈ M∞(X,O), define gµ : T → (0,∞) by gµ(w) = µ(Kw) for any
w ∈ T.
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Proposition 3.8. Let (X,O) be a σ-compact metrizable space having no iso-
lated point and K be a partition of X.
(1) For any d ∈ D∞(X,O), gd is a weight function.
(2) For any µ ∈M∞(X,O), gµ is a weight function.
Proof. (1)Fix x ∈ Kφ and any r > 0. Since diam(X, d) =∞, there exists y ∈ X
such that d(x, y) > r, and that there exists v ∈ (T )0 such that y ∈ Kv because
of (P3). Since (T2) holds, there exists n0 ≥ 0 such that pin0(φ) = pin0(v), and
then gd(pi
n(φ)) ≥ gd(pin0(φ)) ≥ r for any n ≥ n0, so (G1) holds. (G2) and (G3)
can be proved in the same way as in the proof of Proposition 2.6.
(2) Since µ is locally finite, so (2) immediately follows from general property of
a measure and (P2).
We denote gd by d if no confusion may occur. In the rest of this sec-
tion, (X,O) is a σ-compact metrizable space having no isolated points and
d ∈ D∞(X,O). Moreover, K is a partition of X.
We introduce properties of d and a weight function g in the same way as Defini-
tion 2.8, 2.9 and 2.12, and also introduce variables in the same way as Definition
2.11 and 2.14. With using bi-infinite tree and these properties, we can extend
the theory of [11] to σ-compact spaces. In particular, we get the following result.
Theorem 3.9. Assume K is locally finite and minimal. If d satisfies basic
framework, then for any N,N1, N2 with N2 ≥ N1 +M∗,
(1)
IE(N1, N2, N) = IE(N1, N2, N) = dimAR(X, d).
(2) If Rp(N1, N2, N) < 1, then
dimAR(X, d) ≤ dSp (N1, N2, N) ≤ d
S
p (N1, N2, N) < p.
(3) If Rp(N1, N2, N) ≥ 1, then
dimAR(X, d) ≥ dSp (N1, N2, N) ≥ dSp (N1, N2, N) ≥ p.
Proof. Most of the theory in [11] does not use the property T = Tφ or com-
pactness of X. Therefore if K is locally finite, then with using Σ∗, D∞(X,O),
M∞(X,O), ωm and (0,∞) instead of Σ, D(X,O),MP (X,O), [ω]m and (0, 1]
respectively, we can prove σ-compact version of all but following statements in
[11] line by line in the same way:
• Lemma 4.2, 18.3,
• Proposition 3.8, 4.9(7.2), 5.2, 5.5, 5.7, 5.9,
• Theorem 4.7, 7.9, 7.12, 12.9, 15.2, 18.1,
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• Corollary 7.13.
We need some modification of statements or proofs for σ-compact version of
these statements. Note that for proving our Theorem 3.9 (included in σ-compact
versions of [11, Theorem 19.9 and Theorem 20.8 ]), we do not need counterparts
of [11, Theorem 4.2, Theorem 12.9] and statements in [11, Section 7], so we prove
counterparts of the others. Moreover, we have proved the counterpart of [11,
Proposition 5.5] as Proposition 3.8. Recall that T = (T, pi, φ) is a bi-infinite
tree, (X,O) is a σ-compact space having no isolated points, K is a partition of
X parametrized by T and d ∈ D∞(X,O).
Proposition 3.10 (the counterpart of [11, Proposition 3.8]). Define ρ∗ on
Σ∗ × Σ∗ by
ρ∗(ω, τ) =
{
2−max{m∈Z|ωm=τm} if ω 6= τ,
0 if ω = τ.
Then (Σ∗, ρ∗) is a totally disconnected σ-compact metric space. Moreover, if
#(S(w)) ≥ 2 for any w ∈ T , then (Σ∗, ρ∗) is perfect.
The proof of this statement is standard.
Lemma 3.11. The following conditions are equal:
(1) A partition K on X is locally finite.
(2) For any w ∈ T, there exists an open set Uw such that Kw ⊂ Uw and
#{v ∈ (T )[w]|Kv ∩ Uw 6= ∅} <∞.
(3) For any w ∈ T, there exists an open set Uw such that Kw ⊂ Uw and
#{v ∈ (T )0|Kv ∩ Uw 6= ∅} <∞.
Since T is locally finite, this lemma is easily proven in (1)⇒(3)⇒(2)⇒(1).
Lemma 3.12 (the counterpart of [11, Lemma 4.2]). Assume K is locally finite,
then
(1) For any w ∈ T, Ow is an open set and Ov ⊆ Ow for any v ∈ S(w).
(2) Ow ∩Ov = ∅ if w, v ∈ T and Σ∗ ∩ Σ∗ = ∅.
(3) If Σ∗w ∩ Σ∗v = ∅, then Kw ∩Kv = Bw ∩Bv where Bw = Kw \Ow.
Proof. (1) Since K is locally finite,
Ow = Kw \ (∪v∈(T )[w]:Kv∩Uw 6=∅Kv) = Uw \ (∪v∈(T )[w]:Kv∩Uw 6=∅Kv)
and Ow is open. The rest of the statement follows from (P2).
(2) If [w] ≤ [v], Σ∗ ∩ Σ∗ = ∅ implies pi[v]−[w](v) 6= w and by (1), Ow ∩ Ov ⊆
Ow ∩Opi[v]−[w](v) = ∅. The case [v] ≤ [w] is the same.
(3) This immediately follows from (2).
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Lemma 3.13. Let w ∈ T , Then the triple Tw = (Tw,Api|Tw×Tw , w) is a rooted
tree. Moreover, for any v ∈ Tw \ {w}, piT (v) = piTw(v).
Proof. It is trivial to prove (Tw,A|Tw×Tw , w) be a tree. Let v ∈ Tw \ {w}
then there is some n ≥ 1 and (v, piT (v), ..., pi(n)T (v) = w), which is the geodesic
between w and v. Therefore piT (v) = piTw(v).
Proposition 3.14 (the counterpart of [11, Proposition 5.2]). Suppose that g :
T → (0,∞) satisfies (G1) and (G2). Then g ∈ G(T ) if and only if g satisfies
the following condition:
(G3)’ For any w ∈ T, limn→∞ supv∈Tw∩(T )[w]+n g(v) = 0.
Proof. (G3)’ immediately shows (G3). On the other hand, if g is a weight
function on T, then g′ defined by g′(v) = g(v)/g(w) is a weight function on
Tw = (Tw,Api|Tw×Tw , w). Therefore [11, Proposition 5.2] shows (G3)’.
Remark. In [11], the definition of weight function on a rooted tree is given by
the counterpart of (G3)’ instead of (G3).
Lemma 3.15. Let g be a weight function on T . Then for any s ∈ (0,∞), w ∈
Λgs ,M ≥ 0, there exists v ∈ T such that Λgs,M (w) ⊂ Tv.
Proof. Let Λ˜gs,1(w) := {pi0∨([v]−[w])(v)|v ∈ Λgs,1(w)}, then #Λ˜gs,1(w) < ∞ be-
cause K is locally finite. And inductively we define
Λ˜gs,n+1(w) :=
⋃
{Λ˜gg(v),1(v′)|for some v ∈ Λ˜gs,n(w), v′ ∈ Λgg(v) and v ∈ Tv′}
then #Λ˜gs,M (w) <∞ for all M .
Moreover, for any v ∈ Λgs,n(w) there exists v′ ∈ Λ˜gs,n(w) such that v ∈ Tv′ .
Therefore Λgs,M (w) ⊂ ∪v∈Λ˜gs,M (w)Tv ⊂ Tu for some u because of (T1).
Corollary 3.16. Let g be a weight function on T , then for any x ∈ X and
M ≥ 0, #(Λgs,M (x)) <∞ for any s > 0 and minw∈Λgs,M (x) |w| → ∞ as s→ 0.
Proof. Λgs,M (x) ⊂ Λgs,M+1(w) ⊂ Λgs ∩Tv for some w, v ∈ T. Since Σ∗v is compact,
Σ∗u is open for any u ∈ T and Σ∗v = unionsqu∈Λgs∩TvΣ∗u, it follows that #(Λgs,M (x)) ≤
#(Λgs ∩Tv) <∞. The rest of this corollary follows from Λgs,M (x) ⊂ Λgs ∩Tv and
(G3)’.
By Lemma 3.15 and Corollary 3.16, with using Λgs,M (x) instead of Λ
g
s , we
can prove following two propositions in the same way as [11].
Proposition 3.17 (the counterpart of [11, Proposition 5.7]). Let g : T → (0,∞)
be a weight function.Then for any s ∈ (0,∞), x ∈ X,Ug0 (x, s) is a neighborhood
of x. Furthermore, {UgM (x, s)}s∈(0,∞) is a fundamental system of neighborhood
of x for any x ∈ X.
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Proposition 3.18 (the counterpart of [11, Proposition 5.9]). For any M ≥ 0
and x, y ∈ X, define δgM (x, y) by
δgM (x, y) = inf{s|y ∈ UgM (x, s)},
then the infimum attains for any M ≥ 0 and x, y ∈ X. In particular, for any
M ≥ 0 and s ∈ (0,∞),
UgM (x, s) = {y|δgM (x, y) ≤ s}.
Definition 3.19 (exponential). Let g be a weight function. g is called expo-
nential if there exist c ∈ (0, 1) and m0 ≥ 0 such that
cg(pi(w)) ≤ g(w) for any w ∈ T and (3.1)
cg(w) ≥ g(v) for any m ≥ m0, w ∈ T and v ∈ Sm(w). (3.2)
d ∈ D∞(X,O) is called exponential if gd is exponential.
Definition 3.20 (gentle). Let g be a weight function on T. function g : T →
(0,∞) is called gentle with respect to g if there exists C > 0 such that f(v) ≤
Cf(w) whenever Kv ∩ Kw 6= ∅ and Kv,Kw ∈ Λgs for some s > 0. We write
f ∼
GE
g if f is gentle with respect to g.
Theorem 3.21 (the counterpart of [11, Theorem 15.2.]). Assume sup(#S(w)) <
∞ and d is exponential, thick, uniformly finite and d ∼
GE
2−[w]. Let α > 0. Then
there exist a metric ρ ∈ D∞(X,O) and a measure µ ∈ P∞(X,O) such that
ρ ∼
QS
d and µ is α-Ahlfors regular with respect to ρ if and only if there exists an
exponential weight function on T such that
• g ∼
GE
d,
• there exists c > 0 and M ≥ 1 such that
cDgM (x, y) ≤ Dg(x, y)
for any x, y ∈ X where
Dgm(x, y) = inf{
n∑
i=0
g(w(i)) | n ≤ m, x ∈ K(w(0)), y ∈ K(w(n))
and Kw(i−1) ∩Kw(i) 6= ∅ for any i ∈ [1, n]Z},
and Dg(x, y) = infmD
g
m(x, y).
• there exists c > 0 such that for any w ∈ T and n ≥ 0,
c−1g(w)α ≤
∑
v∈Sn(w)
g(v)α ≤ cg(w)α.
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Proof. The “only if” part follows from in the same way of [11, Theorem 15.2] by
replacing ρ(x, y) by Dg(x, y). On the other hand, applying [11, Theorem 15.2] to
Tw and g(·)/g(w) for w ∈ (T )0, we obtain a probability measure µw on Kw which
is α-Ahlfors regular with respect to (Kw, D
g). Define µ =
∑
w∈(T )0 g(w)µw, then
µ satisfies µ(w)  g(w)α for any w ∈ T, and in the same way of the original
proof, we can see that µ is α-Ahlfors regular with respect to Dg.
Theorem 3.22 (the counterpart of [11, Theorem 18.1]). Assume d satisfies
basic framework. Let M1 ∈ N and k be a sufficiently large number. If there
exists ϕ : T (k) = ∪n∈Z(T )nk → (0, 1] such that
m∑
i=1
ϕ(w(i)) ≥ 1 and
∑
v∈Sk(w)
ϕ(v)p <
1
2
(sup
w∈T
#(Γ1(w)))
−2(M1+M∗)
for any w ∈ T (k) and any path (w(1), ..., w(m)) in Jh[w]+k such that
• w(i) ∈ Sk(ΓM1(w)) for any i ∈ [1,m]Z,
• ΓM1(w(1)) ∩ Sk(w) 6= ∅ and ΓM1(w(m)) \ Sk(ΓM1(w)) 6= ∅,
then there exists an exponential metric ρ ∈ D∞(X,O) such that ρ ∼
QS
d and ρ is
α-Ahlfors regular.
This theorem needs the following lemma.
Lemma 3.23 (the counterpart of [11, Lemma 18.3]). Let k be sufficiently large,
κ0 ∈ (0, 1) and let f : T (k) → [κ0, 1). Then there exists g : T (k) → (0,∞) such
that
g(u) ≥ κ0g(v) for any (u, v) ∈
⋃
m∈Z
Jhmk,
f(u) ≤ g(u)
g(pik(u))
≤ max
v∈ΓM∗ (u)
f(v) for any u ∈ T (k) and
∑
v∈Sk(w)
(
g(v)
g(pik(v))
)p
≤ (sup
w∈T
#(Γ1(w)))
2M∗ sup
w′∈ΓM∗ (w)
 ∑
u∈Sk(w′)
f(u)p

for any p > 0 and w ∈ T (k).
Proof. Apply [11, Lemma 18.3] to T
(k)
pink(φ)
and get gn : T
(k)
pink(φ)
→ (0, 1]. We let
g˜n :=
gn
gn(φ)
then g˜n(φ) = 1 for all n. Let w ∈ T , then we take l,m such that
pilk(φ) = pimk(w) and then for any n ≥ l,(l−1∏
i=0
max
v∈ΓM∗ (piik(φ))
f(v)
)−1
≤ gn(pilk(φ)) ≤
(l−1∏
i=0
f(piik(φ))
)−1
(m−1∏
j=0
max
v∈ΓM∗ (pijk(w))
f(v)
)−1
≤ gn(pimk(w)) ≤
(m−1∏
j=0
f(pijk(w))
)−1
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therefore there exist Cw, Cw with 0 < Cw < Cw < ∞ such that for any n ≥
l, gn(w) ∈ [CwCw]. Using diagonal sequence argument, we get a subsequence of
(gn) and its limit g, which also satisfies all required conditions.
proof of Theorem 3.22. In the same way as proof of [11, Theorem 18.1], we
obtain σ : T (k) → [κ0, 1). We inductively define g˜(φ) = 1 and
g˜(w) =
m(w)∏
i=1
σ(pi(i−1)k(w))
(l(w)∏
j=1
σ(pi(j−1)k)(φ)
)−1
where l(w) = min{l | pilk(φ) = pimk(w) for some k} and m(w) = min{m |
pilk(φ) = pimk(w) for some l}. Note that then pil(w)k(φ) = pim(w)k(w) by Lemma
3.2. Using this g˜, we can prove this Theorem in the same way as [11, Theorem
18.1].
We have modify all statements which is necessary for proving Theorem 3.9.
Therefore it follows.
4 Ahlfors Regular Conformal Dimension of In-
finite Graphs
In this section, we give results about the ARC dimensions and the spectral
dimensions of metrics on infinite graphs, which are the main results of this
paper. To get these results, the cable systems of graphs play an important role.
Technically, the main contribution of this paper is to show ARC dimension and
a partition of a graph coincides with those of its cable system. Cable systems
do NOT appear in statements of main results, but we use them and adapt the
results of former sections and lead results for graphs. Throughout this section,
G is a countable (infinite) set, (G,E) is a connected, bounded degree graph and
T = (T, pi, φ) is a bi-infinite tree with a reference point.
4.1 Ahlfors Regular Conformal Dimension of Metrics on
Infinite Graphs
We first denote a class of metrics on (G,E), which we consider in this paper.
Definition 4.1 (fitting metric). We say a metric d on G fits to (G,E) if it
satisfies the following conditions.
(F1) There exists C > 0 such that d(x, y) ≤ Cd(x, z) for any x, y, z ∈ G with
x ∼ y and x 6= z.
(F2) For any  > 0, there exists r > 0, n ≥ 1 and {xi}ni=0 ⊆ G such that
◦ xi ∈ Bd(x0, r) for any i ∈ [0, n− 1]Z and xn 6∈ Bd(x0, r).
◦ d(xi, xi−1) ≤ r and xi ∼ xi−1 for any i ∈ [1, n]Z.
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If the graph (G,E) is fixed or clear, we simply say d is fitting when d fits to
(G,E).
The condition (F1) is natural condition for metrics on G. For example, the
graph distance lE and “gently weighted” graph distances satisfy (F1). Moreover,
the effective resistance of a weighted graph with controlled weight, which we will
introduce later, also satisfies (F1). The condition (F2) is a little technical, which
is needed to evaluate dimAR(G, d).
Example 4.2. Let G = Z and E = {(n,m) | |n −m| = 1}. For any k ≥ 1, let
xi = i for i ∈ [0, k]Z then lE(i + 1, i) ≤ kk and xk 6∈ BlE (x0, k), so lE satisfies
(F2). On the other hand, let d(n,m) := |2n − 2m| then for any simple path
(n, n+ 1, ..., n+ k), d(n+ k− 1, n+ k) = 2n+k−1 ≥ d(n,n+k)2 . This shows d does
not satisfy (F2) (for  ≥ 1/2)
Remark that for any (G,E), lE satisfies (F2).
Lemma 4.3. Let d, ρ are metrics on G and d ∼
QS
ρ. If d fits to (G,E), then ρ
fits to (G,E).
For this lemma and later statements, now we recall basic properties of qua-
sisymmetry. Let (X, d) and (X, ρ) be metric spaces.
(1) Let θ : [0,∞) → [0,∞) be a homeomorphism, then the following condi-
tions are equal:
i) d is θ-quasisymmetric to ρ.
ii) ρ(x, z) ≤ θ(t)ρ(x, z) whenever d(x, y) ≤ td(x, z).
iii) ρ(x, z) < θ(t)ρ(x, z) whenever d(x, y) < td(x, z).
(2) If d ∼
QS
ρ and diam(X, d) =∞, then diam(X, ρ) =∞.
(3) ∼
QS
is an equivalence relation between metrics on X.
(4) If d ∼
QS
ρ, then both (X, d) and (X, ρ) induce the same topology (in other
words, idX is a homeomorphism between (X, d) and (X, ρ)).
(1) follows from monotonicity of θ. For (2)∼(4), see [7, Section 10] for example.
proof of Lemma 4.3. Since d satisfies (F1) and d ∼
QS
ρ, ρ(x, y) ≤ θ(C)ρ(x, z) for
any x, y, z ∈ G with x ∼ y and x 6= z, so ρ satisfies (F1). Next we show ρ
satisfies (F2). Fix any  > 0. Let δ < 1/2 such that θ(2δ)θ(3) < . Since d
satisfies (F2), there exists {xi}ni=0 ⊆ G such that
• xi ∈ Bd(x0, r) for any i ∈ [0, n− 1]Z and xn 6∈ Bd(x0, r).
• d(xi, xi−1) ≤ δr and xi ∼ xi−1 for any i ∈ [1, n]Z.
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Let i ∈ [0, n− 1]Z. Since d(x0, xn) ≥ r and xi, xn ∈ Bd(x0, (1 + δ)r),
r
2
≤ d(x0, xi) ∨ d(xi, xn) < 3r
and hence
ρ(xi, xi+1) ≤ θ(2δ)(ρ(x0, xi) ∨ ρ(xi, xn)) ≤ θ(2δ)θ(3)ρ(x0, xn).
Letm = min{i | xi 6∈ Bρ(x0, ρ(x0, xn))}, then r = ρ(x0, xn) and {xi}mi=0 satisfies
the conditions of (F2) for .
Next we introduce partitions of infinite graphs.
Definition 4.4 (partition). A map K : T → {A ⊆ G | #(A) < ∞} is called a
partition of (G,E) parametrized by T if it satisfies following conditions.
(PG1)
⋃
v∈S(w)Kv = Kw for any w ∈ T.
(PG2) For any ω ∈ Σ∗, there exist n0(ω) ∈ Z and x, y ∈ G such that x ∼ y and
Kωn = {x, y} for any n ≥ n0(ω).
(PG3) For any (x, y) ∈ E, there exists w ∈ T such that Kw = {x, y}.
In the rest of this section, K is a partition of (G,E) parametrized by T .
Lemma 4.5. Let Λe = {w ∈ T | #(Kw) = 2 and #(Kpi(w)) > 2}, then
unionsqw∈ΛeΣ∗w = Σ∗.
Proof. ∪w∈ΛeΣ∗w = Σ∗ directly follows from (PG2). By (PG1), #(Kωn) is non-
increasing for any ω ∈ Σ∗, so there exists a unique n ∈ Z such that ωn ∈ Λe.
This shows Σ∗w ∩ Σ∗v = ∅ for any w, v ∈ Λe with w 6= v.
Definition 4.6. (1) We denote ωn0(ω) by ωe. where n0(ω) is in the condition
(PG2). We also define Te by
Te = {w ∈ T | Tw ∩ Λe 6= ∅} = {w ∈ T | #(Kpi(w)) > 2}
and for w ∈ (T \ Te) ∪ Λe, we define we ∈ Λe such that w ∈ Twe .
(2) K is called minimal if Kw 6= Kv for any w, v ∈ Λe with w 6= v.
Definition 4.7 (discrete weight function). Recall that K is a partition of
(G,E). A function g : Te → (0,∞) is called a discrete weight function (with
respect to K) if it satisfies following conditions.
(GG1) For some w ∈ Te, limn→∞ g(pin(w)) =∞.
(GG2) For any w ∈ Te, g(pi(w)) ≥ g(w).
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For s > 0, we define the scale Λgs associated g by
Λgs = {w ∈ Te | g(w) ≤ s < g(pi(w))}
and define Egs ,Λ
g
s,M (w),Λ
g
s,M (x) in the same way as compact cases. We also
define UgM (x, s) for M ≥ 0, x ∈ G and s > 0 by
UgM (x, s) =
{
{x} if Λgs,M (x) = ∅⋃
w∈Λgs,M (x)Kw otherwise.
Remark. Different from compact and σ-compact cases, Σ∗ is not necessarily
equal to unionsqw∈ΛgsΣ∗w since they are restricted to Te. The difference also appears
in the definition of UgM (x, s).
Lemma 4.8. Define
D∞(G) = {d | d is a metric on G such that diam(G, d) =∞}
and let d ∈ D∞(G). We also define gd : Te → (0,∞) by gd(w) = max
x,w∈Kw
d(x, y),
then gd is a discrete weight function.
These lemmas are proved in the same way as Proposition 3.8. We denote gd
by d if no confusion may occur.
Definition 4.9. Let g be a discrete weight function.
• g is called uniformly finite if (2.1) holds.
• g is called thick (with respect to K) if there exists α > 0 such that for any
w ∈ Te, Λgαg(pi(w)),1(x) ⊂ Tw for some x ∈ Kw.
d ∈ D∞(G) is called uniformly finite and thick if gd is uniformly finite and thick,
respectively.
We define (M -)adapted in the same way as compact cases, and
Definition 4.10. Let (G, d) be a metric space and assumeK is minimal. We say
(G, d) satisfies basic framework (with respect to K) if the following conditions
hold.
• supw∈Te\Λe #(S(w)) <∞.
• d is uniformly finite, thick, M∗-adapted for some M∗ ≥ 1.
• There exists r ∈ (0, 1) such that d  r[w] for any ∈ Te.
The difference between these definition and those of compact cases are Tes
in the notations.
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Definition 4.11. Let r ∈ (0, 1). For w ∈ Λe and n ≥ 0, let
Sw,m = {{(x, k), (y, 2n(m) − 1− k)}w,m | k ∈ [0, 2n(m) − 1]Z}
where x, y ∈ G, n(m) ∈ N such that Kw = {x, y} and 2−n(m) ≤ rm < 21−n(m).
Then we define Tr = Te unionsq (
⋃
w∈Λe
⊔
m≥1 Sw,m) and pi
′ : Tr → Tr by
pi′(w)
=

pi(w) if w ∈ Te
v if w ∈ Sv,1
{(x, l), (y, 2n(m−1) − 1− l)}v,n−1 if w = {(x, k), (y, 2n(m) − 1− k)}v,m
and [ k
2n(m)
, k+1
2(n(m))
] ⊆ [ l
2n(m−1) ,
l+1
2n(m−1) ].
Moreover, we define K ′ by K ′w = Kw (if w ∈ Te), Kv (if w ∈ unionsqm≥1Sv,m).
Lemma 4.12. (Tr, pi
′) is a by-infinite tree and K ′ is a partition of (G,E).
Moreover, if we write [w]′ for the height of (Tr, pi′, φ′) for φ′ ∈ Tr and Λ′e for
K ′ version of Λe, then Λe = Λ′e and we can take φ
′ ∈ Tr such that [w] = [w]′.
Proof. For any w ∈ Tr \ Te, by definition of pi′, we have
• pin(w) ∈ Λe for some n > 0.
• For any n > 0, pin(w) 6= w.
These and (T1),(T2) conditions of pi show (T1),(T2) conditions of pi′, so (Tr, pi′)
is a bi-infinite tree. Fix w ∈ Te and let φ′ ∈ S[w] then [w] = [w]′ and by Lemma
3.1, [v] = [v]′ for any v ∈ Te because pi = pi′ on Te. The rest of this lemma is
clear by definition.
Remark that the definition of discrete weight function, and its properties are
defined only on Te, so they do not change if we replace (T, pi, φ) by (Tr, pi
′, φ′).
In the rest of this section, assume (T, pi, φ) = (Tr, pi
′, φ′).
Definition 4.13. Now we formally define K on Tr by
Kw =

Kw if w ∈ Te
{x} if w = {(x, 0), (y, 2n(m) − 1)}m,v for some m, v
∅ otherwise
and define Jhm ⊂ (T )m × (T )m by
Jhm = J
h
m(K) = {(w, u) | w, u ∈ (T )m, Kw ∩Kv 6= ∅ or there exists v ∈ Te,
i ≥ 0 such that w = {(x, i), (y, 2n(m−[v]) − 1− i)}w,m−[v],
u = {(x, i− 1), (y, 2n(m−[v]) − i)}w,m−[v]}.
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Jhm is thought to be constructed as follows: define Jˆ
h
m = {(w, v) | w, v ∈
((T )m ∩ Te) ∪ Λe,m,Kw ∩ Kv 6= ∅} where Λe,m = {we | w ∈ (T )m \ Te}, and
replace each w ∈ Λe,m by a 2n(m−[v])-path. We will justify this idea latter in
the cable system. We define variables in the same way as Definition 2.11 and
2.14.
The following is the one of two main theorems of this paper.
Theorem 4.14. Let K be a minimal partition of (G,E). If d ∈ D∞(G) satisfies
basic framework and fits to (G,E), then for any N,N1, N2 with N2 ≥ N1 +M∗+
1,
(1)
IE(N1, N2, N) = IE(N1, N2, N) = dimAR(G, d).
(2) If Rp(N1, N2, N) < 1, then
dimAR(G, d) ≤ dSp (N1, N2, N) ≤ d
S
p (N1, N2, N) < p.
(3) If Rp(N1, N2, N) ≥ 1, then
dimAR(G, d) ≥ dSp (N1, N2, N) ≥ dSp (N1, N2, N) ≥ p.
To show that, we introduce the notion of cable system
Definition 4.15 (cable system). Let ' be the minimal equivalence relation on
G×G× [0, 1] which satisfies
• ((x, y), 0) ' ((x, z), 0) for any x, y, z ∈ G,
• ((x, y), t) ' ((y, x), 1− t) for any (x, y) and t ∈ [0, 1].
Then we define the cable system CG of (G,E) by CG := (E × [0, 1])/ ' .
For (x, y) ∈ E, we also define ι(x, y) = (x, y) × [0, 1]/ ' . Moreover, for any
x ∈ G, τ(x) = ((x, y), 0)/ ', where (x, y) ∈ E, is well-defined because of the
definition of ' . We equate τ(x) with x and regard G as a subset of CG.
Definition 4.16 (induced cable metric). Let α ∈ (0, 1] and d ∈ D∞(G). We
define an induced cable metric dc,α : CG × CG → [0,∞) by
dC,α(x, y)
=

|t− s|αd(x0, x1) if (x ' ((x0, x1), t) and y '((x0, x1), s) for some (x0, x1) ∈ E
min{tαd(x1, x0)+d(x0, y0)+sαd(y0, y1)
| x ' ((x0, x1), t) and y ' ((y0, y1), s)} otherwise
We write dC instead of dC,1. Note that
Lemma 4.17. (CG, dC,α) is a metric space.
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Proof. If dC,α(x, y) = 0, then x ' ((x0, x1), t) ' y for some x0, x1, t. dC(x, y) =
dC(y, x) is obvious. Moreover, since t
α+sα ≥ (t+s)α and the triangle inequality
for d holds, we can write
dC,α(x, y) = min{
n∑
i=1
|si − ti|αd(xi, yi) | n ≥ 1, xi, yi ∈ G
such that x ' ((x1, y1), s1), y ' ((xn, yn), tn)
and ((xi, yi), ti) ' ((xi+1, yi+1)si+1) for any i ∈ [1, n− 1]Z}
(remark that (xi, yi) is not necessarily in E), and hence the triangle inequality
for dC,α also holds.
Note that d(x, y) = dC,α(x, y) for any x, y ∈ G since d satisfies the triangle
inequality.
For the notation of a partition, we write Kw = {w+, w−} for each w ∈ Λe.
Definition 4.18. Define K : T = Tr → CG by
Kw =
{⋃
ω∈Σ∗w ι(ω
+
e , ω
−
e ) if w ∈ Te
(x, y)× [ k
2n(m)
, k+1
2n(m)
] if w = {(x, k), (y, 2n(m) − 1− k)}w,m.
Lemma 4.19. (1) K is a partition of (CG.dC,α).
(2) for any w, v ∈ Te, Kw ∩ Kv 6= ∅ if and only if Kv ∩Kw 6= ∅.
Proof. (1) By the definition of dC,α, CG has no isolated point, and ((x, y) ×
[0, 1], dC,α) is isomorphic to ([0, 1], | • |R) and compact. Since {ω+e , ω−e } ⊆
Kw for any ω ∈ Σ∗w and Kw is a finite set, Kw is a compact set for any w.
(P1) By the definition of K, (P1) follows from (PG1).
(P2) For any ω ∈ Σ∗, ∩n≥0Kωn = (ω+e , ω−e ) × ∩[ kn2m(n) , kn+12(m(n)) ] for some{kn}n≥0 and is a single point.
(P3) By definition of Σ∗, Σ∗ = unionsqw∈(T )0Σ∗w. Let w 6∈ Te, then for any
ω ∈ Σ∗w, ωe = we and
∪v∈(T )m and ve=we Kv
= ∪k∈[0,2m([w]−[we])−1]Z (w+e , w−e )× [
k
2m([w]−[we])
,
k + 1
2m([w]−[we])
]
=(w+e , w
−
e )× [0, 1].
Therefore⋃
w∈(T )0
Kw =
⋃
w∈(T )0
⋃
ω∈Σ∗w
(ω+e , ω
−
e )×[0, 1] =
⋃
ω∈Σ∗
(ω+e , ω
−
e )×[0, 1] = CG.
(The last equation follows from (PG2) and (PG3)).
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(2) Let w ∈ Te, then (PG1) ensures Kw ⊇
⋃
ω∈Σ∗w Kωe . On the other hand,
since (PG1) holds, for any v ∈ T and x ∈ Kv we can take v′ ∈ S(v) such
that x ∈ Kv′ . Inductively use this fact, we can get ω ∈ Σ∗w such that
x ∈ ωn for any n, therefore Kw =
⋃
ω∈Σ∗w Kωe . Hence by definition of K,
we get the desired result.
The following proposition plays the key role in the proof of the main theorem.
Proposition 4.20. Let d ∈ D∞(G) and fitting to (G,E). Then
1 ≤ dimAR(G, d) = dimAR(CG, dC).
Proof. We first show dimAR(G, d) ≥ 1. Let ρ be a metric on (G,E) and m be a
measure on G such that d ∼
QS
ρ and ρ is α-Ahlfors regular with respect to m for
some α > 0. Then by Lemma 4.3, ρ fits to (G,E) and so for any n, there exist
m ≥ 1 and {xi}mi=0 ⊆ G such that
• xi ∈ Bd(x0, r) for any i ∈ [0,m− 1]Z and xm 6∈ Bd(x0, r),
• d(xi, xi−1) ≤ r/2n and xi ∼ xi−1 for any i ∈ [1,m]Z.
Let y0 = x0 and inductively choose yk by yk = xik where
ik = min{i | xi 6∈
k−1⋃
j=0
Bρ(yj ,
r
2n
)}.
Note that
min
0≤j≤k−1
ρ(yj , yk) <
2r
2n
because ρ(yk, xik−1) <
r
2n
and so
ρ(y0, yk) <
k
n
r and
k⋃
j=0
Bρ(yj ,
r
2n
) ⊆ Bρ(y0, r) for any k < n.
Therefore we can take {yk}nk=0. By definition, unionsqn−1k=0Bρ(yk, r/4n) ⊆ Bρ(y0, r), so
Crα ≥ m(Bρ(x, r)) ≥
n−1∑
k=0
m(Bρ(yk, r/4n))
≥
n−1∑
k=0
C−1((r/4n) ∨ ryk)α
≥ 4−αC−1n1−αrα
for some C > 0. Taking sufficiently large n, this inequality contradicts if α < 1.
Therefore dimAR(G, d) ≥ 1.
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Next we show dimAR(G,E) ≤ dimAR(CG, dC). Let ρX be a metric on CG
and mC be a Borel measure on (CG, dC) such that dc ∼
QS
ρX and ρX is α-Ahlfors
regular with respect to mC.
Define ρ on G by ρ(x, y) = ρX(x, y) for any x, y ∈ G and it is clear that d ∼
QS
ρ
because d(x, y) = dC(x, y).
Define m by
m({x}) =
∑
y∼x
mC(ι(x, y)).
Let r > 0, x, y, z ∈ G such that y ∈ Bρ(x, r) \ {x} and y ∼ z. Then by (F1),
there exists C > 1, CdC(x, y) ≥ dC(y, z) ≥ dC(y, z′) and hence θ(C)ρX(x, y) ≥
ρX(y, z
′) for any z′ ∈ ι(y, z). Moreover, if r > rx,ρ then there exists o0 ∈ Bρ(x, r)
and d(x, o′) ≤ d(x, o) ≤ Cd(x, o0) for any o′ such that o′ ∈ ι(x, o) for some o ∈ G
with o ∼ x. Hence o′ ∈ BρX (x, θ(C)r) and so for some C ′ > 0,
m(Bρ(x, r)) =
∑
y∈Bρ(x,r)
∑
z∼y
mC(ι(y, z))
≤ 2mC(BρX (x, (1 + θ(C))r) ≤ 2C ′(1 + θ(C))αrα.
(Remark that mC{x} = 0 for any x ∈ G because of Ahlfors regularity). On the
other hand, for any y′ ∈ BρX (x, r) there exists y, z ∈ G such that y′ ∈ ι(y, z)
and dC(x, y) ≤ dC(x, y′), and hence ρX(x, y) ≤ θ(1)ρX(x, y′). Therefore
m(Bρ(x, r)) =
∑
y∈Bρ(x,r)
∑
z∼y
mC(ι(y, z)) ≥ BρX (x, θ(1)r) ≥ C ′−1θ(1)αrα.
We have shown ρ is α-Ahlfors regular with respect to m, so dimAR(G,E) ≤
dimAR(CG, dC).
Next we show dimAR(G,E) ≥ dimAR(CG, dC). Let ρ be a metric on G and m
be a measure on G such that d ∼
QS
ρ and ρ is α-Ahlfors regular with respect to
m. Note that α ≥ 1 because dimAR(G, d) ≥ 1.
Claim. dC ∼
QS
ρC,1/α
proof of claim. Let t > 0 and x, y, z ∈ CG with dC(x, y) ≤ tdC(x, z). We first
consider the conditions
There exist e ∈ E and s, t ∈ (0, 1) such that x = (e, s) and y = (e, t), (y∗)
There exist e ∈ E and s, t ∈ (0, 1) such that x = (e, s) and z = (e, t). (z∗)
Let (Ch) be the condition such that neither (y∗) nor (z∗) hold. Under the
condition (Ch), we consider the following condition (d∗):
There exist x0, x1, y0 ∈ G such that x0 ∼ x1, x1 ∼ y0,
x ∈ ι(x0, x1), y ∈ ι(y0, x1) and dC(x, y) = dC(x, x1) + dC(x1, y). (d∗)
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If (d∗) does not hold, then
there exist x0, x1, y0, y1 ∈ G such that x1 6= y1, x0 ∼ x1, y1 ∼ y0,
x ∈ ι(x0, x1), y ∈ ι(y0, x1) and dC(x, y) = dC(x, x1) + dC(x1, y1) + dC(y1, y).
We also consider the following similar condition (ρ∗):
There exist x2, x3, z0 ∈ G such that x2 ∼ x3, x3 ∼ z0,
x ∈ ι(x2, x3), z ∈ ι(x3, z0) and ρC,1/α(x, z) = ρC,1/α(x, x3) + ρC,1/α(x3, z).
(ρ∗)
Otherwise,
there exist x2, x3, z0, z1 ∈ G such that x3 6= z1, x2 ∼ x3, z1 ∼ z0, x ∈ ι(x2, x3),
z ∈ ι(x3, z0) and ρC,1/α(x, z) = ρC,1/α(x, x3) + ρC,1/α(x3, z1) + ρC,1/α(z1, z).
We first prove the claim with (Ch) in four cases with these conditions. Recall
that d fits to (G,E), so there exists C > 0 such that for any o, p, q ∈ G with
o ∼ p ∼ q, d(o, p) ≤ Cd(p, q) and hence ρ(o, p) ≤ θ(C)ρ(p, q).
Case 1. Both (d∗) and (ρ∗) hold. Let
u =
(
dC(x, x3)
d(x2, x3)
∨ dC(x3, z)
d(x3, z0)
)
,
then
(dC(x, x1) ∨ dC(x1, y1)) ≤ dC(x, y) ≤ tdC(x, z)
≤ 2t(dC(x, x3) ∨ dC(x3, z)) ≤ 2tu(d(x2, x3) ∨ d(x3, z0)).
Since x ∈ ι(x0, x1) ∪ ι(x2, x3), lE(x1, x3) ≤ 2 and so
(d(x2, x3) ∨ d(x3, z0)) ≤ C2(d(x0, x1) ∧ d(x1, y0)).
Hence (
dC(x, x1)
d(x0, x1)
∨ dC(x1, y)
d(x1, y0)
)
≤ 2C2tu,
therefore
ρC,1/α(x, y) ≤ ρC,1/α(x, x1) + ρC,1/α(x1, y)
≤ 2(2C2tu)1/α(θ(C))2(ρ(x2, x3) ∧ ρ(x3, z0))
≤ 2(2C2tu)1/α(θ(C))2u−1/α(ρC,1/α(x, x3) ∨ ρC,1/α(x3, z))
≤ η1(t)ρC,1/α(x, z)
where η1(t) = 2
(α+1)/αC2/α(θ(C))2t1/α.
Case 2. Neither (d∗) nor (ρ∗) hold. Then,
d(x1, y1) ≤ dC(x, y) ≤ tdC(x, z)
≤ (1 + 2C)td(x3, z1) ≤ f1(C)td(x1, z1)
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where f1(C) = (1 + C + C
2)(1 + 2C). Therefore
ρC,1/α(x, y) ≤ (1 + 2θ(C))ρ(x1, y1)
≤ (1 + 2θ(C))θ(f1(C)t)ρ(x1, z1) ≤ η2(t)ρC,1/α(x, z)
where η2(t) = f1(θ(C))θ(f1(C)t).
Case 3. Only (d∗) holds. Then
(dC(x, x1) ∨ dC(x1, y0)) ≤ dC(x, y) ≤ tdC(x, z) ≤ (1 + 2C)td(x3, z1).
Let u =
(
dC(x,x1)
d(x0,x1)
∨ dC(x1,y)
d(x1,y0)
)
, then
1
C
(d(x0, x1) ∨ d(x1, y0)) ≤ (d(x0, x1) ∧ d(x1, y0)) ≤ t
u
dC(x, z)
≤ (1 + 2C) t
u
d(x3, z0) ≤ f1(C) t
u
d(x1, z0)
and hence
ρC,1/α(x, y) ≤ 2u1/α(ρ(x0, x1) ∨ ρ(x1, y0))
≤ 2u1/α(θ(C) ∧ θ(Cf1(C) t
u
))ρ(x1, z0)
≤ 2u1/αf1(θ(C))(θ(C) ∧ θ(Cf1(C) t
u
))ρC,1/α(x, z).
Since u ∧ tu ≤
√
t and u ≤ 1, ρC,1/α(x, y) ≤ η3(t)ρC,1/α(x, z) where
η3(t) = 2f1(θ(C))(t
1/2αθ(C) ∨ θ(Cf1(C)
√
t)).
Case 4. Only (ρ∗) holds. Then,
dC(x1, y1) ≤ dC(x, y) ≤ tdC(x, z) ≤ 2t(dC(x, x3) ∨ dC(x3, z)).
Let u =
(
dC(x,x3)
d(x2,x3)
∨ dC(x3,z)
d(x3,z0)
)
, then
d(x3, y1) ≤ (1 +C +C2)d(x1, y1) ≤ (1 +C +C2)2tu(d(x2, x3)∨ d(x3, z0) (4.1)
and hence
ρC,1/α(x, y)
≤f1(θ(C))ρ(x3, y1)
≤f1(θ(C))θ(C)θ((1 + C + C2)2tu)(ρ(x2, x3) ∧ ρ(x3, z0))
≤f1(θ(C))θ(C)u−1/αθ((1 + C + C2)2tu)(ρC,1/α(x, x3) ∨ ρC,1/α(x3, z))
Since Cd(x3, y1) ≥ d(x2, x3) ∨ d(x3, z0) and (4.1) hold, 1 ≤ u−1 ≤ C(1 + C +
C2)2t. Therefore ρC,1/α(x, y) ≤ η4(t)ρC,1/α(x, z) where
η4(t) = f1(θ(C))θ(C)(C + C
2 + C3)1/αθ((1 + C + C2)2t)t1/α.
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Finally take η = η1 ∨ η2 ∨ η3 ∨ η4, we have shown dC ∼
QS
ρ1,α under (Ch). Next
we prove general case with using the result for (Ch).
Case 5. Both (y∗) and (z∗) hold. Then ρC,1/α(x, y) ≤ η5(t)ρC,1/α(x, z)
whenever dC(x, y) ≤ tdC(x, z) where η5(t) = tα.
Case 6. Only (y∗) holds. We can take w ∈ G such that ρC,1/α(x,w) +
ρC,1/α(w, z) = ρC,1/α(x, z). If
√
tdC(w, z) ≥ dC(x,w) then
dC(x,w) ∨ dC(y, w) ≤ dC(x,w) + dC(x, y) ≤ (
√
t+ t(1 +
√
t))dC(w, z)
and hence
ρC,1/α(x, y) ≤ ρC,1/α(x,w) ∨ ρC,1/α(y, w) ≤ η(
√
t+ t(1 +
√
t))ρC,1/α(w, z).
Otherwise dC(x, y) ≤ ( 1+
√
t√
t
t)dC(x,w). Therefore
ρC,1/α(x, y) ≤ η6(t)(ρC,1/α(w, z) ∨ ρC,1/α(x,w)) ≤ η6(t)ρC,1/α(x, z)
where η6(t) = η(
√
t+ t(1 +
√
t)) ∨ ((1 +√t)√t)1/α.
Case 7. Only (z∗) holds. We can take w ∈ G such that dC(x,w)+dC(w, y) =
dC(x, y). Since
dC(w, y) ≤ dC(x, y) ≤ tdC(x, z) ≤ t(dC(x,w) ∨ dC(z, w)),
we get ρC,1/α(w, y) ≤ η(t)(ρC,1/α(x,w) ∨ ρC,1/α(z, w)). Moreover,
dC(x,w) ∨ dC(z, w) ≤ dC(x, z) + dC(y, z) ≤ (1 + t)dC(x, z),
hence (ρC,1/α(x,w) ∨ ρC,1/α(z, w)) ≤ (1 + t)1/αρC,1/α(x, z). Therefore
ρC,1/α(x, y) ≤ ρC,1/α(x,w) + ρC,1/α(w, y) ≤ η7(t)ρC,1/α(x, z)
where η7(t) = t
1/α + (1 + t)1/αη(t)
Let η′ = η ∨ η5 ∨ η6 ∨ η7, then we have shown dC is η′-quasisymmetric to
ρC,1/α.
Finally, we prove ρC,1/α is α-Ahlfors regular. Define mC by mC({(x, y, t) ∈
CG | a ≤ t ≤ b}) = (b − a)(m({x, y})) for any (x, y) ∈ E and 0 ≤ a < b ≤ 1.
First we consider the case x ∈ G.
• Let x ∈ G. Since rx = rx,ρ  ry  ρ(x, y) for any (x, y) ∈ E and ρ is
α-Ahlfors regular with respect to m,
VρC,1/α,mC(x, r) =
∑
y:y∼x
(
r
ρC,1/α(x, y)
)α
m({x, y}) 
∑
y:y∼x
(
r
rx
)α
rαx  rα
for any x ∈ G and r ≤ rx (the last inequality is because G is bounded
degree). Next we consider global cases.
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◦ Let (y, z) ∈ E. If y ∈ Bρ(x, r) for some r > 0, then for any y′ ∈ ι(y, z),
ρC,1/α(x, y
′) ≤ ρ(x, y) + ρ(y, z) < (1 + θ(C))r.
◦ Let y′ ∈ BρC,1/α(x, r), then there exists (y, z) ∈ E such that y′ ∈
ι(y, z) and y ∈ Bρ(x, r).
Therefore there exists C1, C2 > 0 such that
VρC,1/α,mC(x, r) ≥
1
2
∑
y∈Bρ(x,r/(1+θ(C)))
∑
z∼y
mC(ι(y, z))
=
1
2
∑
y∈Bρ(x,r/(1+θ(C)))
∑
z∼y
m({y, z}) ≥ Vρ,m(x, r/(1 + θ(C))) ≥ C1rα
for any x ∈ G and r > (1 + θ(C))rx, and
VρC,1/α,mC(x, r) ≤
∑
y∈Bρ(x,r)
∑
z∼y
m({y, z})
≤ (sup
y∈G
#{z | z ∼ y})Vρ,m(x, (1 + θ(C))r) ≤ C2rα
for any x ∈ G and r > rx. Adjusting constants, we get VρC,1/α,mC(x, r) 
rα for any r ∈ G and r > 0.
• Let x ∈ CG and y, z ∈ G such that x ∈ ι(y, z).We also let r0 = ρC,1/α(x, y).
If r ≤ r0/(1 + θ(C)), then BρC,1/α(x, r) ⊆ ∪w∼yι(w, y) ∪ ∪w∼zι(w, z), so
there exist C ′, C3 such that
VρC,1/α,mC(x, r)
≤
∑
w∼y
(
r
ρC,1/α(y, w)
)α
m({w, y}) +
∑
w∼z
(
r
ρC,1/α(w, z)
)α
m({w, z})
≤
∑
w∼y
(
θ(C)r
ry
)α
C ′(rαy + (θ(C)ry)
α) +
∑
w∼z
(
θ(C)2r
ry
)α
C ′(2(θ(C)2ry)α)
≤C3
(
r
ry
)α
rαy = C3r
α
because (G,E) is bounded degree. Otherwise, since
BρC,1/α(x, r) ⊆ BρC,1/α(y, r) ∪BρC,1/α(x, r) if r > r0,
there exists C4 > 0 such that VρC,1/α,mC(x, r) ≤ C4rα for any r > r0 and
x ∈ CG. On the other hand, there exist C5, C6 such that
VρC,1/α,mC(x, r) ≥
(
r
ρC,1/α(y, z)
)α
m({y, z}) ≥ C5
(
r
ry
)α
rαy = C5r
α
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for any x ∈ CG and r < r0(x), and
VρC,1/α,mC(x, r) ≥ VρC,1/α,mC(y, r/2) ≥ C6
(r
2
)α
for any x ∈ CG and r ≥ 2r0(x). Therefore(
C5 ∨ C6
2α
)
rα ≤ VρC,1/α,mC(x, r) ≤ (C3 ∨ (1 + θ(C))αC4)rα
for any r > 0 and x ∈ CG.
Lemma 4.21. Under the same assumption of Theorem 4.14, dC satisfies the
assumptions of Theorem 3.9 with respect to the partition Kr hold by replacing
M∗ with M∗ + 1.
Proof. • supw∈Tr #(S(w)) ≤ supw∈Te\Λe #(S(w)) ∨ (1− log rlog 2 ) <∞.
• (locally finite) Since (G,E) is locally finite and d fits to (G,E), for any x ∈
G, there exists r > 0 such that BdC(x, r) ⊂
∑
y:y∼x ι(x, y) and then #{w ∈
(T )0 | BdC(x, r) ∩ Kw 6= ∅} < ∞. Let Uw := Kw ∪ (∪x∈KwBdC(x, r)), we
get #{v ∈ (T )0 | Uw ∩ Kv 6= ∅} <∞.
• (minimal) Since K is minimal, it directly follows from Lemma 4.19 (2)
and the definition of K.
• (r[w]  dC) Let w ∈ Te. For any x, y ∈ Kw, there exists x0, x1, y0, y1 ∈ Kw
such that x ∈ ι(x0, x1), y ∈ ι(y0, y1) and then dC(x, y) ≤ dC(x0, x1) +
dC(x1, y1) + dC(y1, y0), so d(w) ≤ dC(w) ≤ 3d(w) and so dC(w)  r[w] for
any w ∈ Te. Moreover, by the definition of Kw and dC,
2−1r[w]−[we]dC(we) ≤ dC(w) = diam(Kw, dC) ≤ r[w]−[we]dC(we)
for any w 6∈ Te. Combining them, we get r[w]  dC(w) for any w ∈ Tr.
• (uniformly finite) Let w ∈ Te ∪ ΛdCs for some s > 0. Since dC  d  r[w]
and d(w) ≤ dC(w) for w ∈ Te, there exist c < 1 and m > 0 such that if
v ∈ ΛdCs,1(w) ∪ Te then cs ≤ d(v) ≤ s and hence there exists v′ ∈ Λds such
that v ∈ Tv′ and [v] − [v′] < m. On the other hand, let v ∈ Λe such that
Kv ∩ Kw 6= ∅ and dC(v) = d(v) > s. Then s < d(v) ≤ Cd(w) ≤ Cs by
(F1), and similarly, there exists m1 > 0, which is independent of v, and
v′ ∈ ΛdCs such that v ∈ Tv′ and [v]− [v′] < m1. Therefore
#(ΛdCs,1(w))
=#(ΛdCs,1(w) ∪ Te) + #(ΛdCs,1(w) \ Te)
≤#(ΛdCs,1(w) ∪ Te) + 2#({v ∈ Λe | d(v) > s and Kv ∩Kw 6= ∅})
≤( sup
v∈Te
#(S(v)))m#(Λds,1(w
′)) + 2( sup
v∈Te
#(S(v)))m1#(Λds,1(w
′′))
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where w′ ∈ Λds and w′′ ∈ ΛdCs such that w ∈ Tw′ ⊂ Tw′′ . Since d is
uniformly finite, #(ΛdCs,1(w)) is bounded. Moreover, since #(Λ
dC
s,1(w)) ≤
supx∈G #({y | y ∼ x}) + 1 for s > 0 and w ∈ ΛdCs \ Te, dC is uniformly
finite.
• (thick) Let w ∈ ΛdCs \ Te, then Kw = {((x, y), t) | a ≤ t ≤ b} for some
(x, y) ∈ E, 0 ≤ a < b ≤ 1, and then UdC1 (((x, y), (t+ s)/2), (r/8)dC(pi(w)))
⊆ Kw. Next we let w ∈ Te. Since d is thick and d  dC, there exists α,
independent of w, and x ∈ Kw such that Ud1 (x, αdC(pi(w))) ⊆ Kw.
◦ If ΛdCαdC(pi(w)),1(x) \ Te 6= ∅, then there exists v ∈ Λe such that Kv ∩
Kw 6= ∅ and d(v) > αdC(pi(w)), and hence by (F1), there also exists
w′ ∈ Λe such that w′ ∈ Tw and d(w′) > (α/C)dC(pi(w)). Then similar
to the former case, UdC1 (x
′, (α/4C)dC(pi(w))) ⊆ Kw′ ⊆ Kw for some
x′ ∈ Kw.
◦ If ΛdCαdC(pi(w)),1(x) ⊆ Te, then for any v ∈ Λ
dC
αdC(pi(w)),1
(x), there exists
v′ ∈ ΛdαdC(pi(w)),1(x) such that v ∈ Tv′ because d(v) ≤ dC(v) and
v ∈ Te, so UdC1 (x, αpi(dC(w))) ∈ Kw.
Therefore dC is thick.
• ((M∗ + 1)-adapted) Let x ∈ CG. If y ∈ UdCM∗+1(x, r), then there exist
w0, w1, ..., wM∗+1 ∈ ΛdCr such that x ∈ Kw0 , y ∈ KwM∗+1 and Kwi ∪
Kwi+1 6= ∅ for any i ∈ [0,M∗]Z, so dC(x, y) ≤
∑M∗+1
i=0 dC(wi) ≤ (M∗ + 2)r
and hence UdM (x, r) ⊆ Bd(x, (M∗ + 3)r). To show inverse direction, we
take y, z ∈ G such that x ∈ ι(y, z). If r < d(y, z)/C, then
BdC(x, r) ⊆
( ⋃
w:w∼z
ι(w, z)
)
∪
( ⋃
w:w∼y
ι(w, y)
)
,
so BdC(x, r) ⊆ U1d (x, 2r) ⊆ UM∗+1d (x, 2r) by the definition of K on T \ Te.
If r > d(y, z), then BdC(x, r) ⊆ BdC(y, r) ∪ BdC(z, r). Recall that if p ∈
BdC(x, r) and p ∈ ι(p1, p2) for p ∈ CG and p1, p2 ∈ G, then {p1, p2} ⊆
BdC(x, (1 + C)r), so
BdC(y, r) ⊂ {ι(p1, p2) | p1, p2 ∈ BdC(y, (1 + C)r)}
⊆
⋃
{Kv | v ∈ Λdα(1+C)r,M∗(y) ⊆ UdCM∗(y, α(1 + C)r)
because d is M∗-adapted (note that the last inclusion follows from dC(w) ≥
d(w), similar to the proof of thick). Since r > dC(y, z), y, z ∈ UdC0 (x, r)
and hence BdC(x, r) ⊆ UdCM∗+1(y, α(1 + C)r). Adjusting constants, we get
dC is (M∗ + 1)-adapted.
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proof of Theorem 4.14. Let (w, v) ∈ Tm. then Kw ∩ Kv 6= ∅ if and only if Kw ∩
Kv ∩G 6= ∅ or
w = {(x, i), (y, 2n(m−[we]) − 1− i)}w,m−[we] and
v = {(x, j), (y, 2n(m−[ve]) − 1− j)}w,m−[ve]
with we = ve and |i− j| = 1. Therefore
JhM = J
h
M (K) = J
h
M (K).
and so the other variants defined only by Tr and J
h
M also coincide. Especially,
IE(N1, N2, N) and IE(N1, N2, N) of K and K coincide respectively. Therefore
by Lemma 4.21 and Theorem 3.9,
IE(N1, N2, N) = IE(N1, N2, N) = dimAR(CG, dC)
for N2 ≥ N1 +M∗ + 1. Combining it with Proposition 4.20, we get
IE(N1, N2, N) = IE(N1, N2, N) = dimAR(G, d).
Since dSp (N1, N2, N) and d
S
p (N1, N2, N) also coincide respectively, we also obtain
dimAR(G, d) ≤ dSp (N1, N2, N) ≤ d
S
p (N1, N2, N) < p
if Rp(N1, N2, N) < 1, and
dimAR(G, d) ≥ dSp (N1, N2, N) ≥ dSp (N1, N2, N) ≥ p
if Rp(N1, N2, N) ≥ 1.
4.2 Spectral Dimension and Ahlfors Regular Conformal
Dimension of Weighted Graphs
In Theorem 4.14, we saw a relation between the ARC dimension and the p-
spectral dimension of associated metrics on graphs. On the other hand, the spec-
tral dimension of the associated random walks on graphs can be determined. In
this subsection, we see the relation between these dimensions. Recall that (G,E)
is a connected, bounded degree simple graph and T = (T, pi, φ) = (Tr, pi′, φ′) is
a bi-infinite tree with a reference point. Throughout this section, let K be a
partition of (G,E) parametrized by T .
Definition 4.22 (Weighted graph). Let µ be a positive symmetric function on
E, then we call (G,µ) a weighted graph and µ a conductance (or weights) on
(G,E). Moreover, we treat µ as a measure on G defined by
µx :=
∑
y:y∼x
µxy and µ(A) :=
∑
x∈A
µx
for any x ∈ G and A ⊂ G.
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• (controlled weight) We say (G,µ) has controlled weight, or satisfies con-
dition (p0) if there exists p0 > 0 such that
p(x, y) :=
µxy
µx
≥ p0 for any x, y ∈ G with x ∼ y. (p0)
Note that if (G,µ) has controlled weight, then #{y | y ∼ x} ≤ bp−10 c for
any x ∈ T. (It shows that (G,E) must be a bounded degree graph).
• (heat kernel) We inductively define
p0(x, y) = δx,y, pn(x, y) =
∑
z∈G
pn−1(x, z)p(z, y).
pn(x, y) is also thought as transition function of associated random walk;
that is,
Px(Xn = y) = pn(x, y).
Additionally, we define the heat kernel of this random walk (with respect
to µ) by hn(x, y) = pn(x, y)/µy. It is easy that hn(x, y) = hn(y, x).
• (effective resistance) For f ∈ RG, we define
Eµ(f) = E(f) :=
∑
x,y∈G
(f(x)− f(y)2µxy
and define the effective resistance of (G,µ) by
R(A,B) = (inf{E(f)|f |A = 1, f |B = 0})−1
for any A,B ⊂ G, where inf ∅ =∞. We write R(x,A) and R(x, y) instead
of R({x}, A) and R({x}, {y}), respectively.
It is known that the infimum of R(A,B)−1 is attained and that R(x, y) is a
distance on G (for example, see [8]).
In the rest of this paper, let (G,µ) be a weighted graph and R be the associated
effective resistance.
Definition 4.23 (Spectral dimension). Fix x ∈ G and define
dS(G,µ) = 2 lim sup
n→∞
log p2n(x, x)
log n
and dS(G,µ) = 2 lim inf
n→∞
log p2n(x, x)
log n
.
We can see that dS(G,µ) and dS(G,µ) are independent of x. We call dS(G,µ)
the upper spectral dimension of (G,µ), and dS(G,µ) the lower spectral dimen-
sion of (G,µ). If dS(G,µ) = dS(G,µ), then we call dS(G,µ)
= dS(G,µ) the spectral dimension of (G,µ).
We introduce other notions of a partition.
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Definition 4.24. We say K is connected if for any w ∈ Te and x, y ∈ K,
there exists a path between x and y in Kw, in other words, (Kw, E|Kw×Kw) is
connected for any w ∈ Te.
Definition 4.25. We introduce notions N ,N ,Rp by
N = sup
w∈T
lim sup
k→∞
#({Sk(pik(w))})1/k, N = sup
w∈T
lim inf
k→∞
#({Sk(pik(w))})1/k,
Rp(N1, N2, N) = sup
w∈T
lim inf
k→∞
Ep,k,pik(w)(N1, N2, N)1/k.
Remark that the difference between N∗, Rp and N , Rp, respectively, is the
order of the supremum over w ∈ T and the limit as k, the index of scales, ap-
proaches to infinity. By definition, N∗ ≥ N ≥ N and Rp ≥ Rp.
Lemma 4.26. Assume supw∈Te\Λe #(S(w)) <∞, then
(1) N = lim sup
k→∞
#({Sk(pik(w))})1/k and N = lim inf
k→∞
#({Sk(pik(w))})1/k for
any w ∈ T.
(2) Rp(N1, N2, N) = sup
l≥0
lim inf
k→∞
Ep,k,pik+l(w)(N1, N2, N)1/k for any w ∈ T.
Proof. Let N∗ = supw∈Te\Λe #(S(w))
(1) Let w ∈ T and l ≥ 0. Then for any k ≥ l,#(Sk−l(pik(w))) ≤ #(Sk(pik(w)))
≤ N l∗#(SK−l(pik(w))) and so
N
−1/(k−l)
∗ #(Sk−l(pik−l(pil(w))))1/(k−l) ≤ N−1/(k−l)∗ #(Sk(pik(w))))1/(k−l)
≤ #(Sk(pik(w))))1/k
≤ N l/k∗ #(Sk−l(pik−l(pil(w)))1/(k−l)
because #(Sk(pik(w)))1/(k−l)−1/k ≤ (Nk∗ )1/k(k−l) = N1/(k−l)∗ . Therefore
lim supk→∞(#{Sk(pik(w))})1/k = lim supk→∞(#{Sk(pik(pil(w)))})1/k. By
(P1), for any w, v ∈ T, there exists n,m ≥ 0 such that pil(w) = pin(v) and
hence
N = sup
v∈T
lim sup
k→∞
#({Sk(pik(v))})1/k
= sup
l≥0
lim sup
k→∞
#({Sk(pik(pil(w)))})1/k
= lim sup
k→∞
#({Sk(pik(v))})1/k.
The case of N is the same.
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(2) Let w ∈ T and k ≥ l ≥ 0. We also let f be a function on (T )[w]−l such
that f ≡ 1 on Sk−l(ΓN1(pik(w)) and f ≡ 0 on Sk−l(ΓN2(pik(w)))c. Then
for f(w) = f(pil(w)), f ≡ 1 on Sk(ΓN1(pik(w)), f ≡ 0 on Sk(ΓN1(pik(w))
and ∑
(u,v)∈Jh
N,[w]
|f(u)− f(v)|p ≤
∑
(u,v)∈Jh
N,[w]−l
∑
u′∈Sl(u)
∑
v′∈Sl(v)
|f(u′)− f(v′)|p
≤ (N∗)2l
∑
(u,v)∈Jh
N,[w]−l
|f(u)− f(v)|p
because lJh
[w]
(u, v) ≤ N implies lJh
[w]−l
(pi(u), pi(v)) ≤ N. Therefore
(N∗)−2lEp,k,pik(w)(N1, N2, N) ≤ Ep,k−l,pik−l(pil(w))(N1, N2, N)
and same as the former case, we get
lim inf
k→∞
(Ep,k,pik(w)(N1, N2, N))1/k ≤ lim inf
k→∞
(Ep,k,pik(pil(w))(N1, N2, N))1/k
and
Rp(N1, N2, N) = sup
v∈T
lim inf
k→∞
(Ep,k,pik(v)(N1, N2, N))1/k
≤ sup
l≥0
lim inf
k→∞
(Ep,k,pik(pil(w))(N1, N2, N))1/k
≤ Rp(N1, N2, N).
We will consider the case that weight is uniformly bounded. In the following
theorem, we evaluate dS and dS by a partition.
Theorem 4.27. Assume µxy  1 for any (x, y) ∈ E and K is minimal and
connected. Let d ∈ D∞(G), fitting to (G,E) and satisfying basic framework. If
d satisfies
• d(x, y)  1 for any (x, y) ∈ E,
• h2n(x, x)  cVd(x,n1/β) for any n, (DHK(β))
• There exists λ,C > 0 such that R(Bd(x, λr), Bd(x, r)c)V (x, r) ≥ Crβ for
any r > rx, (ARL(β))
• There exists C ′ > 0 such that R(x,Bd(x, r)c)V (x, r) ≤ C ′rβ for any r >
rx, (BRU(β))
• There exists C ′′ > 0 such that Vd(x, r) ≤ C ′′(rα/sα)Vd(x, s) for any x ∈ G
and r > s > 0 (VG(α))
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for some β > α ≥ 1, then for any N,N1 ≥ 0 and sufficiently large N2 = N2(N1),
dS(G,µ) = 2
logN
logN − logR2(N1, N2, N)
and dS(G,µ) = 2
logN
logN − logR2(N1, N2, N)
The assumption of d seems to be too strong, but we can justify the above
assumption in the following way.
Definition 4.28 (Volume doubling condition). Let (X, d) be a metric space
and µ be a measure on X. We say µ satisfies volume doubling condition with
respect to d, we will write µ satisfies (V D)d in short, if there exists C > 0 such
that
Vd,µ(x, 2r) ≤ CVd,µ(x, r) for any x ∈ X and r > 0.
If µ is fixed or obvious, we also say (VD)d holds if µ satisfies (V D)d.
Theorem 4.29. Assume (G,µ) satisfies condition (p0) and (VD)R holds. If
R ∈ D∞(G) and VR(X, r) < ∞ for any r > 0 and x ∈ G, then there exists a
fitting metric d such that d ∼
QS
R, d(x, y)  1 for any (x, y) ∈ E and satisfy
(DHK(β)),(ARL(β)),(BRU(β)) and (VG(α)) for some 1 ≤ α < β.
This theorem is a discrete version of results in [9], and also based on [1]. For
the completeness, we give the proof of this theorem in section 6. Combining
these theorem, we get the following corollary.
Corollary 4.30. Assume µ satisfies (VD)R, (G,µ) satisfies µxy  1 for any
(x, y) ∈ E, VR(X, r) < ∞ for any r > 0, x ∈ G and diam(X,R) = ∞. If the
metric d, taken in Theorem 4.29 satisfies basic framework (with respect to some
minimal connected partition K) and
logR2(N1, N2, N)
logN∗
≤ logR2(N1, N2, N)
logN (4.2)
for some N,N1 ≥ 0 and sufficiently large N2 > N1. Then
dimAR(G,R) ≤ dS(G,µ) ≤ dS(G,µ) < 2.
The condition (4.2) holds in natural settings, including Sierpin´ski carpets or
n-gaskets. We give an interesting example in Example 5.3 such that assumptions
of Corollary 4.30 but (4.2) hold. It helps to understand the difference between
R and R.
proof of Corollary 4.30. Since d satisfies (VG(α)) and (DHK(β))),
dS(G,µ) ≤ 2 lim sup
n→∞
log Vd(x, n
1/β)
log n
≤ 2 lim sup
n→∞
log Vd(x, 1) + log n
α/β
log n
= 2
α
β
< 2.
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On the other hand, since by definition and Theorem 4.27,
dS2 (N1, N2, N) =
(
1− logR2(N1, N2, N)
logN∗
)−1
,
ds(G,µ) =
(
1− logR2(N1, N2, n)
logN
)−1
,
(note that diam(G, d) =∞ because R ∼
QS
d) and hence
dS2 (N1, N2, N) ≤ dS(G,µ) ≤ dS(G,µ) < 2.
Since dS2 (N1, N2, N) < 2 and Theorem 4.14, dimAR(G, d) ≤ dS2 (N1, N2, N).
Moreover, dimAR(G,R) = dimAR(G, d) because R ∼
QS
d, so this shows
dimAR(G,R) ≤ dS(G,µ) ≤ dS(G,µ) < 2.
In the rest of this section, we prove Theorem 4.27. First we give a general
lemmas and definition.
Lemma 4.31. Let g be a thick discrete weight function, then for any M ≥ 1,
there exists η = ηM > 0 such that for any w ∈ Te, there exists x ∈ Kw such that
UdM (x, ηg(pi(w))) ⊆ Kw.
Proof. If M = 1, the statement follows from the definition of Ud1 (x, s). We prove
the rest using induction.
Assume the statement for M ≥ 1 holds. Let w ∈ Te and x ∈ Kw such that
UgM (x, ηg(pi(w))) ⊆ Kw.
• If Λgηg(pi(w)),0(x) = ∅, then UgM+1(x, ηg(pi(w))) = {x} ∈ Kw.
• Otherwise, we can take v ∈ Λgηg(pi(w)),0(x) and y ∈ Kv such that
UgM (y, η
2g(pi(w))) ⊆ UgM (y, ηg(pi(v))) ⊆ Kv
and hence
UgM+1(y, η
2g(pi(w))) ⊆ {Ku | u ∈ Λgηg(pi(w)),1(v)} ⊆ Kw.
Lemma 4.32. Let d ∈ D∞(G). If d is M0-adapted, then M -adapted for any
M ≥M0.
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Proof. Since d is M0 adapted, there exists α1,
Bd(x, α1r) ⊆ UdM0(x, r) ⊆ UdM (x, r).
On the other hand, if y ∈ UdM (x, r) \ {x}, then there exists {wi}ni=0 ⊆ Λdr
with n ≤ M such that x ∈ Kw0 , y ∈ Kwn and Kwi−1 ∩ Kwi 6= ∅ for any
i ∈ [1, n]Z. Hence d(x, y) ≤
∑n
i=0 d(wi) ≤ (M + 1)r, therefore UdM (x, r) ⊆
Bd(x, (M + 2)r).
Definition 4.33. For w ∈ Te and M ≥ 0, define UM (w) by
UM (w) = ∪{Kv | v ∈ ΓM (w) ∩ Te}.
In the rest of this section, we assume d satisfies basic framework, K is
connected, µxy  1 and d(x, y)  1 for any (x, y) ∈ E. We write η0 > 0
such that η−10 r
[w] ≤ d(w) ≤ η0d(w) and N∗ = supw∈T #(S(w)) (remark that
N∗ ≤ supw∈Te\Λe #(S(w)) ∨ 2r−1 <∞).
Moreover, since d(x, y)  1 for any (x, y) ∈ E and d(w)  r[w] for w ∈ Λe, there
exist m0,m1 ∈ Z such that m0 ≤ [w] ≤ m1 for any w ∈ Λe.
Lemma 4.34. supw∈T #(Γ1(w)) <∞.
Proof. If w ∈ Te, then for k > 2 log η0/ log 2,
(Γ1(w)) ≤ #({v ∈ (T )[w] | there exists v′, w′ ∈ Λdη0r[w] such that
v ∈ Tv′ , w ∈ Tw′ and Kv′ ∩Kw′ 6= ∅})
≤ Nk∗ sup
w′
#(Λdη0r[w],1(w
′)).
Otherwise, #(Γ1(w)) ≤ supx∈G #({y | y ∼ x}) + 1. Since d is uniformly finite
and (G,E) is bounded degree, these values are bounded.
We write L∗ = supw∈T #(Γ1(w)).
Lemma 4.35. Let N1 ≥ 0 and λ ∈ (0, 1), then there exists N2 and ξ > 0 such
that for any x ∈ G and w ∈ Te such that x ∈ Kw,
UN1(w) ⊂ Bd(x, λξr[w]), Bd(x, ξr[w]) ⊂ UN2(w) (4.3)
Proof. Since d is M∗ adapted, there exists η1 such that
UN1(w) ⊂ UdN1∨M∗(x, η0r[w]) ⊂ Bd(x, η1r[w])
and
Bd(x, λ
−1η1r) ⊂ UdN1∨M∗(x, λ−1η21r)
for any x ∈ G and w ∈ T such that x ∈ Kw. Let m = d− log(λ−1η0η21)/ log re,
then
UdN1∨M∗(x, λ
−1η′2r[w]) ⊂ U(N1∨M∗)+1(pim(w)) ⊂ UNm∗ ((N1∨M∗)+1)(w)
because K is connected. Adjusting constants, we get desired result.
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Lemma 4.36. Assume (VG(α)) holds. Then #(Sm1−[w](w))  Vd(x, r[w]) for
any w ∈ Te and x ∈ Kw.
Proof. Since µ  1 , K is minimal and (G,E) has bounded degree,
µ(Kw) 
∑
v∈Tw∩Λe
µ(Kv)  #({v | v ∈ Tw ∩ Λe}).
Moreover, since m0 ≤ [v] ≤ m1 for any v ∈ λe,
#(Sm1−[w](w)) ≥ #({v | v ∈ Tw ∩ Λe})
≥ #(S(m0−[w])∨0) ≥ N−2∗ #(Sm1−[w](w)).
On the other hand, let w ∈ Te and x ∈ Kw. Then there exist η1 > 0 such that
Kw ⊆ UdM∗(x, ηr[w]) ⊆ Bd(x, η1r[w])
because d is M∗-adapted. This and (VG(α)) shows there exists C1 > 0 such
that µ(Kw) ≤ C1Vd(x, r[w]).
Moreover, since d is thick, there exists η2, η3 > 0 and x
′ ∈ Kw such that
Kw ⊇ UdM∗(x′, η2η−1r[w]−1) ⊇ Bd(x′, η3r[w]).
Note that d(x, x′) ≤ d(w) ≤ ηr[w], this and (VG(α)) shows there exists C2 > 0
such that
Vd(x, r
[w]) ≤ Vd(x′, (1 + η)r[w]) ≤ C2Vd(x′, η3r[w]) ≤ C2µ(Kw).
Therefore
#(Sm1−[w](w))  µ(Kw)  Vd(x, r[w])
for any w ∈ Te and x ∈ Kw.
Lemma 4.37. Fix any w ∈ T such that [w] ≤ m0. Then
R(UN1(pi
k(w)), UN2(pi
k(w))c)−1  E2,k,pik(w)(N1, N2, N)
for any k ≥ 0.
Proof. Let u, v ∈ (T )[w]. If x ∈ Ku, y ∈ Kv and x ∼ y, then there exists ω ∈ Σ∗
such that Kωe = {x, y}. Since [w] ≤ m0, ω[w] ∈ Te. Then Kω[w] ∩Ku 6= ∅ and
Kω[w] ∩Kv 6= ∅, so lJh[w](u, v) ≤ 1. Now, let f be a function on (T )[w] such that
f ≡ 1 on Sk(ΓN1(pik(w)) and f ≡ 0 on Sk(ΓN2(pik(w)))c. Define f on G by
f(x) = maxw:x∈Kw f(w), then f ≡ 1 on UN1(pik(w)) and f ≡ 0 on UN2(pik(w))c
because
• if x ∈ UN1(pik(w)), then there exists v ∈ Sk(ΓN1(pik(w))) such that x ∈ Kv
by (PG1).
• If x 6∈ UN2(pik(w)), then for any v ∈ Sk(ΓN2(pik(w))), x 6∈ Kv by (PG1).
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Hence, (since µxy  1) there exists C > 0,
1
2
∑
x∼y
|f(x)− f(y)|2µxy ≤ 1
2
C
∑
x∼y
∑
u:x∈Ku
∑
v:y∈Kv
|f(u)− f(v)|2
≤ 1
2
C
∑
(u,v)∈Jh
[w]
∑
x∈Ku
∑
y∈Kv
|f(u)− f(v)|2
≤ 1
2
CN
2(m1−[w])∗
∑
(u,v)∈Jh
[w]
|f(u)− f(v)|2,
so R(UN1(pi
k(w)), UN2(pi
k(w))c)−1 ≤ CN2(m1−[w])∗ E2,k,pik(w)(N1, N2, N).
On the other hand, let h be a function on G such that h ≡ 1 on UN1(pik(w))
and h ≡ 0 on UN2(pik(w))c. Define h(w) = minx∈Kw h(w), then similarly we get
h ≡ 1 on Sk(ΓN1(w)) and h ≡ 0 on Sk(ΓN2(w))c.
Let x, y ∈ G. If x ∈ Ku and y ∈ Kv for some (u, v) ∈ Jh[w],N , then lB(x, y) ≤ (N+
1) supν∈(T )[w] #(Kν) ≤ 2(N + 1)N
m1−[w]∗ because K is connected. Therefore
1
2
∑
(u,v)∈Jh
[w],n
|h(u)− h(v)|2 ≤ 1
2
∑
(u,v)∈Jh
[w],n
∑
x∈Ku
∑
y∈Kv
|h(x)− h(y)|2
≤ 1
2
∑
x,y:lE(x,y)≤l0
∑
u:x∈Ku
∑
v:y∈Kv
|h(x)− h(y)|2
≤ 1
2
N
2(m1−[w])∗
∑
x,y:lE(x,y)≤l0
|h(x)− h(y)|2,
where l0 = 2(N+1)N
m1−[w]∗ . Remark that if lE(x, y) ≤ l0, then |h(x)−h(y)|2 ≤
l0
∑n
i=1 |h(xi−1)−h(xi)|2 for some n-path {xi}ni=0 between x and y with n ≤ l0,
so for Ex,y,l0 = {(p, q) | p ∼ q, p ∈ BlE (x, l0), and q ∈ BlE (y, l0)} ⊆ E,∑
x,y:lE(x,y)≤l0
|h(x)− h(y)|2 ≤ l0
∑
x,y:lE(x,y)≤l0
∑
(p,q)∈Ex,y,l0
|h(p)− h(q)|2
≤ l0
∑
p∼q
∑
x∈BlE (x,l0)
∑
y∈BlE (y,l0)
|h(p)− h(q)|2
≤ l0(sup
x∈G
#({y | y ∼ x}))2l0
∑
p∼q
|h(p)− h(q)|2.
These inequalities with µxy  1 shows
C ′R(UN1(pi
k(w)), UN2(pi
k(w))c)−1 ≥ E2,k,pik(w)(N1, N2, N) for some C ′ > 0.
proof of Theorem 4.27. Fix N1, N ≥ 0 and let w ∈ T such that [w] ≤ m0. Then
by Lemma 4.35 and d is adapted, there exists ξ and ζ such that for sufficiently
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large N2, for any x ∈ Kw,
x ∈ UN1(w) ⊆ Bd(x, λξr[w])
and
Bd(x, ξr
[w]) ⊆ UN2(w) ⊆ UdN2(ηr[w]) ⊆ Bd(x, ζr[w]).
Hence
R(x,Bd(x, ζr
[w])c) ≥ R(UN1(w), UN2(w)c) ≥ R(Bd(x, λξr[w]), Bd(x, ξr[w])c).
These with Lemmas 4.36 and 4.37 show there exist C1, C2 such that
C1R(x,Bd(x, ζr
[w]−k)c)Vd(x, ζr[w]−k)
≥(E2,k,pik(w)(N1, N2, N))−1#(Sm1−[w]+k(pik(w)))
≥C2R(Bd(x, λξr[w]), Bd(x, ξr[w])c)Vd(x, ξr[w]−k)
for any k ≥ 0. This and (ARL(β)),(BRU(β)) imply that there exist δ > 0 such
that
−kβ log r − δ ≤ log #(Sm1−[w]+k(pik(w)))− log E2,k,pik(w)(N1, N2, N)
≤ −kβ log r + δ
and hence by Lemma 4.26,
logN + β log r = lim inf
k→∞
log E2,k,pik(w)(N1, N2, N)1/k
because N
m1−[w]
∗ #(Sk(pik(w))) ≥ #(Sm1−[w]+k(pik(w))) ≥ #(Sk(pik(pil(w)))).
This equation also holds for pil(w) with l ≥ 0, so again using Lemma 4.26, we
obtain
logN+β log r = sup
l≥0
lim inf
k→∞
log E2,k,pik(pil(w))(N1, N2, N)1/k = logR2(N1, N2, N).
Now, by (DHK) and (VG)α,
dS
2
= lim inf
n→∞
log Vd(x, n
1/β)
log n
= lim inf
r→∞
log Vd(x, r
1/β)
log r
= lim inf
k→∞
log Vd(x, r
−k)
log r−βk
and by Lemma 4.36,
dS = 2
lim infk→∞ 1k log Vd(x, r
−k)
−β log r = 2
logN
logN − logR2(N1, N2, N) .
In the same way, we also get dS = 2
logN
logN−logR2(N1,N2,N) .
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Figure 5.1: f(n) ≡ 0 Figure 5.2: f(n) = bn2 c
5 Examples
We first see an example of calculation of ARC dimension with Theorem 4.14
Example 5.1. Let f(n) : Z+ → Z+ such that f(n) ≤ n for any n. For n ≥ 0,
define Bn, Ln, Xn ∈ R2 by
Bn = [2
n, 2n+1]× [0, 2n]
Ln =
⋃
j∈Z
(
{(x, y) | x = 2n−f(n)j} ∪ {(x, y) | y = 2n−f(n)j}
)
Xn = Bn ∩ Ln.
We also define X,G,E by
X = {(t, 0) | 0 ≤ t ≤ 1}
⋃⋃
n≥0
Xn
 ,
G = X ∩ Z2,
E = {(p, q) ∈ G×G | d2(p, q) = 1},
where d2 is the Euclidean metric in R2. See examples for Figure 5.1 or Figure
5.2. Next we introduce a partition of (G,E). For m, a, b ∈ Z, define
Sm,a,b = {(x, y) | 2ma ≤ x+ y ≤ 2m(a+ 1), 2mb ≤ x− y ≤ 2m(b+ 1)}
T−m = {Sm,a,b | (Sm,a,b)o ∩X 6= ∅}
T = ∪m∈ZTm
and for w ∈ Tm, define pi(w) as the unique element in Tm−1 such that w ⊆ pi(w)
as subsets of R2. Then (T, pi) is a bi-infinite tree, and let φ = S0,0,0 then Tm =
(T )m. We also define K : T → { finite subsets of G } by
Kw =
{
w ∩G (as subsets of R2) if [w] ≤ 0
pi[w](w) ∩G(as subsets of R2) if [w] > 0
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then Kw is a partition of (G,E). Moreover, Λe = (T )0 and T = T1/2.
Now we let d = lE , and calculate dimAR(G, d).
Proposition 5.2.
(1) If lim supn→∞ f(n) =∞, then dimAR(G, d) = 2.
(2) If lim supn→∞ f(n) <∞, then dimAR(G, d) = 1.
Proof. (1) First we check d,K satisfy assumptions of Theorem 4.14.
• By definition, #(S(w)) ≤ 4 for any w ∈ T and K is minimal. It is easily
seen that d fits to (G,E).
• d(w) = 2−m = (1/2)m for any m ≤ 0 and w ∈ (T )m.
• (uniformly finite) Similar to Example 2.7,
Λds =
{
(T )−m if 2m ≤ s < 2m+1,
∅ if s < 1.
Hence #(Λds,1(w)) ≤ #({v ∈ (T )[w] | v ∩ w 6= ∅ as subsets of R2}) ≤ 9 for
any s > 0 and w ∈ Λds . This shows d is uniformly finite.
• (thick) Let w = Sm,a,b ∈ (T )−m for some m ≥ 0.
◦ If m ≥ 1, then Λdd(pi(w))/8,1(xw) = Λd2m−2,1(xw) = S2(w) for xw =
(2m−1(a+ b+ 1), 2m−1(a− b)).
◦ If m = 0, then either (a+b2 , a−b2 ) or (a+b+12 , a−b+12 ) belongs to Kw.
Let xw be such a point, then Λ
d
d(pi(w))/4,1(xw) = ∅.
Hence d is thick.
• (1-adapted) Similar to Lemma 4.32, Ud1 (x, r) ⊆ Bd(x, 3r). On the other
hand, if r ≥ 1, then Ud1 (x, r) = Ud1 (x, 2n) ⊇ Bd(x, 2n) ⊇ Bd(x, r/2) for
some n, hence d is 1-adapted. (See Figure 5.3).
Therefore d,K satisfy the assumptions of Theorem 4.14. Now we adapt
Theorem 4.14 and show dimAR(G, d) = 2.
The first step is to show dimAR(G, d) ≥ 2. Since supn f(n) =∞, for any k ≥ 0,
there exists m ∈ N and w = Sm,a,b ∈ (T )−m such that
{Sm−k,i,j | i ∈ [2k(a− 2)− 1, 2k(a+ 2) + 1]Z, j ∈ [2k(b− 2)− 1, 2k(b+ 2) + 1]Z}
⊆ (T )−(m−k). (5.1)
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Figure 5.3: Bd(x, 2
n) ⊆ Ud1 (x, 2n)
Figure 5.4: w satisfying (5.1)
Let g be a function on (T )−(m−k) such that g ≡ 1 on Sk(Γ0(w)) and g ≡ 0
on Sk(Γ2(w))
c. We also let g˜ = (g ∨ 0) ∧ 1, then for any p ≥ 1,∑
(u,v)∈Eh−(m−k)
|g(u)− g(v)|p ≥
∑
(u,v)∈Eh−(m−k)
|g˜(u)− g˜(v)|p
≥
∑
i∈[2ka,2k(a+1)]Z
∑
j∈[2k(b−2),2kb]Z
|g˜(S−(m−k),i,j)− g˜(S−(m−k),i,j−1)|p
≥
∑
i
(2k+1 + 1)1−p ≥ C2(2−p)k
for some C > 0, because of the Jensen’s inequality, g˜(S−(m−k),i,2kb) = 1 and
g˜(S−(m−k),i,2k(b−2)−1) = 0 for any i ∈ [2ka, 2k(a+ 1)]Z. Moreover for p < 1,∑
(u,v)∈Eh−(m−k)
|g(u)− g(v)|p ≥
∑
(u,v)∈Eh−(m−k)
|g˜(u)− g˜(v)|p
≥
∑
j∈[2k(b−2),2kb]Z
|g˜(S−(m−k),2ka,j)− g˜(S−(m−k),2ka,j−1)| ≥ 1.
Therefore limk→∞ Ep,k(0, 2, 1) > 0 for any p ≤ 2, hence dimAR(G, d) ≥ 2.
On the other hand, define g = gw on E
h
−(m−k) by
g(Sm−k,i,j)
=
(
(2k(a+ 2)− i) ∧ (i− 2k(a− 2)) ∧ (2k(b+ 2)− j) ∧ (j − 2k(b− 2))
2k
∨ 0
)
∧ 1,
then f ≡ 1 on Sk(Γ0(w)), f ≡ 0 on Sk(Γ2(w))c and∑
(u,v)∈Eh−(m−k)
|f(u)− f(v)|p ≤
∑
v∈Sk(Γ2(w))
8 · 2−kp ≤ C ′2(2−p)k
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for some C ′ > 0, hence Ep,k,w(0, 2, 1) ≤ C ′2(2−p)k. Moreover, for any v ∈
T, this upper bound holds because of the definitions of T and K. Therefore
limk→∞ Ep,k(0, 1, 2) = 0 for any p > 2 and hence dimAR(G, d) = 2.
(2) We show dimAR(G, d) = 1. Let m(A) = #(A) for any A ⊂ G, then for any
n ≥ 0,
m(Bd(x, r) ∩Gn) ≤ 2(2f(n) + 1)(diam(Bd(x, r) ∩Gn, d) + 1)
where Gn = Xn ∩G, because Gn consists of 2(2f(n) + 1) segments whose length
are 2n. Hence there exists C¯ such that for any x ∈ G and r ≥ 1,
r ≤ Vd(x, r) ≤ 1 +
∑
n≥0
m(Bd(x, r) ∩Gn) ≤ C¯r,
because
∑
n≥0 diam(Bd(x, r) ∩ Gn, d) ≤ 2r and supn f(n) < ∞. Therefore d is
1-Ahlfors regular. On the other hand, dimAR(G, d) ≥ 1 by Proposition 4.20 and
hence dimAR(G, d) = 1.
Remark. If we use a partition parallel to axes, that is, a partition K ′ defined by
S ′m,a,b = [2ma, 2m(a+ 1)]× [2mb, 2m(b+ 1)] in similar way to K, then K ′ is not
minimal. For example, both S′0,0,0 and S
′
0,1,0 include a edge ((1, 0), (1, 1)) ∈ E.
So we need some modification to apply 4.14 to d,K ′.
The next example is that ds(G,µ) 6= dS2 = d
S
2 although d satisfies (DHK(β)),
(ARL(β)) and (BRU(β)).
Example 5.3. Let f : N → {0, 1}, G0 = {0, 1, 12 +
√
3
2 i} ∈ C and E0 ={(x, y) ∈ G0 × G0 | x 6= y}. We inductively define Gn, En and other notations
by |Gn| = maxz∈Gn |z|,
Fn,1(z) = z, Fn,2(z) = z + |Gn−1|,
Fn,3(z) = z +
(
1
2
+
√
3
2
i
)
|Gn−1|, Fn,4(z) = z + 2|Gn−1|,
Fn,5(z) = z +
(
1 +
1
2
+
√
3
2
i
)
|Gn−1|, Fn,6(z) = z + 2
(
1
2
+
√
3
2
i
)
|Gn−1|,
Fn(z) =
{
∪3i=1Fn,i if f(n) = 0,
∪6i=1Fn,i if f(n) = 1,
Gn = Fn(Gn−1) and
En = {(x, y) ∈ Gn ×Gn | there exist x′, y′ ∈ Gn−1 and i ≥ 0
such that (x′, y′) ∈ En−1 and x = Fn,i(x′), y = Fn,i(y′)}.
Note that |Gn| = 2n−m(n) · 3m(n) where m(n) = #({k | k ≤ n, f(k) = 1}).
Let G = ∪n≥0Gn and E = ∪n≥0En. We also let µ ≡ 1 on E and consider the
effective resistance R of (G,µ).
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Figure 5.5: Gn (if f(n) = 1). Figure 5.6: Gn (if f(n) = 0).
Note that{
R(x, y)−1 ≥ 1 for any (x, y) ∈ E,
R(x, y)−1 ≤ E(χ{x}) ≤ 6 for any x, y ∈ G with x 6= y,
so R fits to (G,E). We will check properties of R in order to use Theorem 4.29.
For this purpose, we first introduce a partition. For n ≥ 0 and a, b ∈ Z, define
40,0,0 = {s+
(
1
2
+
√
3
2
i
)
t | s ≥ 0, t ≥ 0, s+ t ≤ 1},
4n,a,b = {|Gn|
(40,0,0 + a+ (1
2
+
√
3
2
i
)
b
) | a, b ∈ Z},
T−n = {4n,a,b | 4n,a,b ⊆
⋃
m≥n
Fm ◦ Fm−1 ◦ · · · ◦ Fn(4n,0,0)},
Kn,a,b = 4n,a,b ∩G (as subsets of C).
For any n ≥ 1, we let Tn = ∪w∈T0 ∪x,y∈Kw {x, y} and Kw = w for any w ∈ Tn.
Define T = unionsqn∈ZTn and pi(w) for w ∈ Tn as the unique elements in Tn−1 such
that Kw ⊆ Kpi(w). Then (T, pi) is a bi-infinite tree, (T )n = Tn with φ = 40,0,0,
K is minimal connected partition and Λe = (T )1. If necessary, we replace T,K
by Tr,K
′ for r ∈ (0, 1) in the way of Definition 4.11.
Lemma 5.4. Let R(n) =
(
5
3
)n−m(n) ( 15
7
)m(n)
for any n ≥ 0 and let
n(x, y) = min{n ≥ 0 | there exist w, v ∈ (T )−n such that
x ∈ Kw, y ∈ Kv and Kw ∩Kv 6= ∅}
for (x, y) ∈ G. Then R(x, y)  R(n(x, y)) for any x, y ∈ G with x 6= y.
Proof. We first evaluate R(w). By the method of Laplacian on finite set (see
[8]), R(0, |Gn|) = 23R(n) and
min{1
2
∑
(x,y)∈En
|f(x)− f(y)|2 | f : Gn → R, f(0) = 1,
f(|Gn|) = f
(
(
1
2
+
√
3
2
i)|Gn|
)
= 0} = 2R(n)−1. (5.2)
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Figure 5.7: (G,E) (with some f).
Hence for any 4n,a,b ∈ T,
2
3
R(n) ≥ R((a+ (1
2
+
√
3
2
i)b
)|Gn|, (a+ 1 + (1
2
+
√
3
2
i)b
)|Gn|) ≥ 1
6
R(n),
and since R(n − 1) ≤ 35R(n), we obtain R(w)  R(n) for any n ≥ −1 and
w ∈ (T )−n by using the sum of a geometric series. Fix any x, y ∈ G, and let
w, v ∈ (T )−n(x,y) such that x ∈ Kw, y ∈ Kv and Kw ∩Kv 6= ∅. Then by (5.2),
there exists C > 0 such that
R(w) +R(v) ≥ R(x, y) ≥ R(n− 1)
2#(Γ2(w′))
≥ CR(n)
where w′ ∈ S(w) such that x ∈ Kw′ . Therefore R(x, y)  R(n(x, y)).
This lemma also implies R is 1-adapted and V (x,R(x, y))  V(n(x, y))
where V(n) = 3n−m(n) · 6m(n). This inequality also shows (VD)R, and (G,µ)
satisfies the conditions of Theorem 4.29.
Next we modify T in order to satisfy d(w)  r[w] for some r ∈ (0, 1), where
d is the metric obtained by Theorem 4.29. For j ≥ 0, let n(j) ≥ 0 such that
R(n(j))V(n(j)) ≤ ( 907 )j < R(n(j) + 1)V(n(j) + 1) and for j < 0, let n(j) = j.
We consider T¯ = ∪j∈Z(T )−n(j), and p¯i(w) = pin(j+1)−n(j) for w ∈ (T )−n(j).
Then (T¯ , p¯i,40,0,0) is a bi-infinite tree with a reference point, (T¯ )j = (T )n(j)
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Figure 5.8: Ep,k,pik(w)(0, 2, 1)  R(n(k + j))/R(n(j)).
and K|T¯ is minimal, connected partition, Λe = (T )1. Moreover, for any w ∈
∪j≥0(T )−n(j),
sup
x,y∈Kw
R(x, y)V (x,R(x, y))  R(n(j))V(n(j)) 
(
90
7
)j
and hence d(w)  ( 790)[w]/β for any w ∈ Te where β is the constant in Theorem
4.29. Comparing with R(x, y)V (x,R(x, y)), we can also see that d is uniformly
finite, thick and 1-adapted because of Lemma 5.4 and (5.2).
Now we let
f(n) =
{
1 if l(l2 − 1) < n ≤ l3 for some l ∈ N,
0 otherwise.
Then,
Proposition 5.5. dS(G,µ) = 2 log 3/ log 5 and d
S
2 (0, 2, 1) = d
S
2 (0, 2, 1) =
2 log 6/(log 90− log 7).
Proof. Let w = 4n(j),0,0 for some j ≥ 0. With the ∆-Y transform (see [8,
Lemma 2.1.15]), we can see that Ep,k,pik(w)(0, 2, 1)  R(n(k + j))/R(n(j)) (see
Figure 6), so
lim
k→∞
1
k
log Ep,k,pik(w)(0, 2, 1) = lim
k→∞
1
k
log
R(n(k + j))
R(n(j))
= lim
k→∞
1
k
logR(n(k))
= lim
k→∞
1
k
(
n(k) log
3
5
+m(n(k)) log
7
15
)
.
Now we consider limk→∞ n(k)/k. By definition, we obtain
k
log 90− log 7
log 5
≥ n(k) ≥ k log 90− log 7
log 5
−m(n(k))− C
for some C > 0. Note that limk→∞m(k)/k = limk→∞ k−1/3 = 0 because
m(k3) =
∑k
j=1 j = k(k − 1)/2, hence limk→∞ k/n(k) = log 5/(log 90 − log 7).
Therefore by Lemma 4.26,
R2(0, 2, 1) = sup
j≥0
lim
k→∞
1
k
log Ep,k,pik(4n(j),0,0)(0, 2, 1) =
log 90− log 7
log 5
log
3
5
.
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Similarly we get
N = N = lim
k→∞
1
k
log #(Sk(pik(40,0,0))) = lim
k→∞
1
k
(n(k) log 3 +m(n(k)) log 6)
=
log 90− log 7
log 5
log 3.
Therefore by Theorem 4.27, dS(G,µ) = 2 log 3/(log 3− log 35 ) = 2 log 3/ log 5.
On the other hand, since
sup{k | there exist a ∈ N such that f(b) = 1 for any b ∈ [a, a+ k]Z} =∞,
it follows that
logN∗ = lim
k→∞
1
k
(
log 6k ∨ log 3(log 907 / log 5)k
)
= log 6∨ log 90− log 7
log 5
log 3 = log 6
because log10 6 > 0.77 > 0.76 >
log 90−log 7
log 5 log10 3. Similarly,
logR2(0, 1, 2) = logR2(0, 1, 2) = log
7
15
∨ log 90− log 7
log 5
log
3
5
= log
7
15
.
Therefore
d
S
2 (0, 2, 1) = d
S
2 (0, 2, 1) = 2
log 6
log 6− log 715
= 2
log 6
log 90− log 7 .
Remark. In the same way, we can see that dS(G,µ) = d
S
2 (0, 2, 1) = d
S
2 (0, 2, 1) =
2 log 3/ log 5 if f ≡ 0 (Sierpin´ski gasket graph) and dS(G,µ) = dS2 (0, 2, 1) =
d
S
2 (0, 2, 1) = 2 log 6/(log 90−log 7) if f ≡ 1. Clearly the assumptions of Corollary
4.30 holds in these cases.
6 Proof of Theorem 4.29
To show Theorem 4.29, we first prepare some condition.
Definition 6.1 (uniformly shrinking). Let (X, d) be a metric space. we call
(X, d) is uniformly shrinking if there exists α ∈ (0, 1) such that for any x ∈ G
and r > 0, B(x, r) \B(x, αr) 6= ∅ whenever B(x, r) 6= X and B(x, r) 6= {x}.
Uniformly shrinking condition is an extension of uniformly perfect condition
to discrete metric spaces, but clearly it does not imply perfectness of a space.
Lemma 6.2. Let (X, d), (X, ρ) be metric spaces such that d ∼
QS
ρ. Moreover,
assume (X, d) is uniformly shrinking, then
(1) (X, ρ) is uniformly shrinking.
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(2) If a measure µ satisfies (VD)d, then also satisfies (VD)ρ.
Proof. Since (X, d) is uniformly shrinking, there exists α ∈ (0, 1) such that
B(x, r) \B(x, αr) 6= ∅ whenever B(x, r) 6= X and B(x, r) 6= {x}.
(1) Fix x ∈ X and r > 0 such that Bρ(x, r) 6= X and Bρ(x, r) 6= {x}. Choose
δ ∈ (0, 1) such that θ(δ) < 1. Let y1 ∈ X \ Bρ(x, r). If Bd(x, αδd(x, y1)) 6=
{x}, then there exists y2 such that αδd(x, y1) ≤ d(x, y2) < δd(x, y1) and then
λ1ρ(x, y1) ≤ ρ(x, y2) < λ2ρ(x, y1) where λ1 = (1/θ(δ−1α−1) > 0, λ2 = θ(δ) < 1.
We can inductively choose yn such that λ1ρ(x, yn) ≤ ρ(x, yn+1) < λ2ρ(x, yn)
whenever Bd(x, δd(x, yn)) 6= {x}.
• If there exists n such that ρ(x, yn+1) < r ≤ ρ(x, yn), then yn+1 ∈ Bρ(x, r)\
B(x, λ1r).
• Assume r ≤ ρ(x, yn) and Bd(x, δd(x, yn)) = {x}. Let y ∈ Bρ(x, r) \ {x},
then ρ(x, y) ≥ (1/θ(δ−1))ρ(x, yn) because d(x, y) ≥ δd(x, yn). Therefore
y ∈ Bρ(x, r) \Bρ(x, r/θ(δ−1)).
Therefore ρ is uniformly shrinking.
(2) We first consider the case Bρ(x, r) 6= {x}. Then by (1), there exist α′ ∈ (0, 1)
and z ∈ Bρ(x, r) such that ρ(x, y) < (2/α′)ρ(x, z) for any y ∈ Bρ(x, 2r) where
α′ is independent of x and r. Therefore
Bρ(x, 2r) ⊂ Bd(x, 2dρ(x, 2r)) ⊂ Bd(x, λ3dρ(x, r))
for some λ3. Moreover, if d(x, y) < θ
−1(1)dρ(x, r), then ρ(x, y) < r. Since (VD)d
holds, there exists C > 0 and
Vρ(x, 2r) ≤ Vd(x, λ3dρ(x, r)) ≤ CVd(x, θ−1(1)dρ(x, r)) ≤ CVρ(x, r).
Next we assume Bρ(x, r) = {x}. Choose y ∈ Bρ(x, 2r) such that d(x, y) ≥
(1/2)dρ(x, 2r). Then for any z ∈ X \ {x}, d(x, z) ≥ θ−1(1)d(x, y) because
Bρ(x, r) = {x}. Since (VD)d holds, there exists C > 0 such that
Vρ(x, 2r) ≤ Vd(x, 2dρ(x, 2r)) ≤ CVd(x, θ−1(1)d(x, y))
and
Bρ(x, r) = {x} = Bd(x, θ−1(1)d(x, y)),
so we get desired condition.
Lemma 6.3. Let (G,µ) be a weighted graph and R be the associated effective
resistance.
(1) R(x, y) ≥ max{µ−1x , µ−1y } for any x, y ∈ G such that x 6= y.
(2) R(x, y) ≤ µ−1xy for any x, y ∈ G such that x ∼ y.
(3) If (G,µ) satisfies the condition (p0), then (X,R) is fitting and uniformly
shrinking.
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Proof. For any x, y ∈ G, E(χ{x}, χ{x}) = µ(x) and so R(x, y) ≥ max{µ−1x , µ−1y }.
On the other hand, if x ∼ y, then E(f, f) ≥ (1 − 0)2µxy for any f such that
f(x) = 1, f(y) = 0, so R(x, y) ≤ µ−1xy . (1) and (2) also show that R fits to (G,E)
under the condition (p0). We prove uniformly shrinking condition in two cases.
• Assume B(x, r) 6= X and r > 2 max
y:y∼xµ
−1
xy . Choose {xn}kn=1 such that
x1 = x, xk 6∈ B(x, r) and xn ∼ xn+1 for any n. Then for some n < k,
xn ∈ B(x, r) and xn+1 6∈ B(x, r). Note that x 6= xn because x 6∼ xn+1.
Since (G,µ) satisfies the condition (p0), there exists C > 0 such that
R(xn, xn+1) ≤ µ−1xnxn+1 ≤ Cµ−1xn ≤ CR(x, xn), so (1 +C)R(x, xn) ≥ r and
B(x, r) \B(x, (1 + C)−1r) 6= ∅.
• Assume B(x, r) 6= {x} and r ≤ 2 max
y:y∼xµ
−1
xy . By (1), B(x, µ
−1
x ) = {x}
so B(x, r) \ B(x, 2−1µ−1x ( max
y:y∼xµxy)r) 6= ∅. Since (p0) holds, B(x, r) \
B(x,C ′r) 6= ∅ for some C ′ ∈ (0, 1/2].
Take (1 + C)−1 ∧ C ′, we get the uniformly shrinking condition.
We prove Theorem 4.29 in two steps. The first step is to show existence of
suitable distance d.
In the rest of this section, we assume that
• (G,µ) be a weighted graph.
• E(f) is the associated energy and R is the associated effective resistance
to µ.
Proposition 6.4. Let (G,µ) be a weighted graph and assume R satisfies the
condition of Theorem 4.29(1),
(1) then there exists a distance d on G, which satisfies following conditions
for some β > α ≥ 1.
• d ∼
QS
R
• R(x, y)Vd(x, d(x, y))  dβ(x, y) for any x, y ∈ G. (R(β))
• Vd(x, r) ≤ (Crα/sα)Vd(x, s) for any x ∈ G and r > s > 0. (VG(α))
(2) Let d be a metric in (1). Then we can choose d also satisfies following
conditions.
• infx,y∈G d(x, y) = r0 > 0. (dL)
• There exists C+ > 0 such that d(x, y) ≤ C+ for any x, y ∈ G with
x ∼ y. (NdU)
• For any x ∈ G and r > 0, Bd(x, r) is a finite set. (BF)
To prove this proposition, we prepare a lemma.
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Lemma 6.5. Assume (X,R) is uniformly shrinking and (VD)R holds. Then
there exists a homeomorphism η : [0,∞)→ [0,∞) such that for any t > 0,
VR(x,R(x, y)) < η(t)VR(x,R(x, z)) whenever R(x, y) < tR(x, z)
Proof. If t ≥ 1, then there exists C1 and τ1 such that VR(x,R(x, y)) < C1tτ1
whenever R(x, y) < tR(x, z) because of (VD)R. Since R is uniformly shrink-
ing, there exists c ∈ (0, 1) such that BR(x, r/2) \ BR(x, cr/2) 6= ∅ whenever
B(x, r/2) 6= {x}. Choose ξ ∈ BR(x, r/2) \ BR(x, cr/2). Then by (VD)R, there
exists γ, which is independent of x, ξ and r such that γVR(x, cr/4) ≤ VR(ξ, cr/4).
This implies
(1 + γ)VR(x, cr/4) ≤ VR(x, cr/4) + VR(ξ, cr/4) ≤ VR(x, r).
Therefore there exists C2 and τ2 such that
VR(x,R(x, y)) < C2t
τVR(x,R(x, z)) whenever R(x, y) < tR(x, z)
for t ≤ 1 and we obtain desired η(t) := (C1 ∨ C2)(tτ1 ∨ tτ2).
proof of Proposition 6.4. (1)Let ϕ(x, y) = R(x, y)(V (x,R(x, y)) + V (y,R(x, y))
and η be a function given in Lemma 6.5. Note that for any x, y, z ∈ G,
R(x, z)/2 ≤ max{R(x, y), R(x, z)}. Assume R(x, z)/2 ≤ R(x, y), then
R(x, z)VR(x,R(x, z)) ≤ 2η(2)R(x, y)VR(x,R(x, y)) ≤ 2η(2)(ϕ(x, y) + ϕ(x, z))
and by (VD)R, there exists C1, which is independent of x, y, z, such that
ϕ(x, z) ≤ 2C1η(2)(ϕ(x, y) + ϕ(x, z)).
So, by [7, Proposition 14.5], there exist a metric d on G and β > 1 such that
ϕ  dβ for any x, y ∈ G, and (VD)R shows dβ(x, y)  VR(x,R(x, y))R(x, y).
Moreover, this inequality and the above lemma shows that for some C2 > 0,
d(x, y) ≤ C2(R(x, y)VR(x, y))1/β ≤ C2η1/β(t)(R(x, z)VR(x, z))1/β ≤ C22d(x, z)
whenever R(x, y) < tR(x, z). This shows R ∼
QS
d.
Next we show R(β). Because d ∼
QS
R, there exists c > 0 such that d(x, z) <
cd(x, y) whenever R(x, z) < R(x, y), and then BR(x,R(x, y)) ⊂ Bd(x, cd(x, y)).
Using the same way, we get Bd(x, d(x, y)) ⊂ BR(x, c′R(x, y)) for some c′. By
Lemma 6.2, µ satisfies both (VD)d and (VD)R. By using them and the above
conditions, we get VR(x,R(x, y))  Vd(x, d(x, y)) for any x, y ∈ G and therefore
R(x, y)Vd(x, d(x, y))  dβ(x, y).
Finally, we show (V G)α. Recall that by Lemma 6.2, there exists γ ∈ (0, 1) such
that Bd(x, r) \ Bd(x, γr) 6= ∅ whenever Bd(x, r) 6= {x}. Fix x ∈ G and assume
r > s > 2rx,d, then there exist y ∈ Bd(x, s) \ Bd(x, γs) and z ∈ Bd(x, r) \
Bd(x, γr). Therefore
Vd(x, r)
Vd(x, s)
≤ C3 Vd(x, d(x, z))
Vd(x, d(x, y))
≤ C4
(r
s
)β R(x, y)
R(x, z)
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for some C3, C4 > 0, because of (VD)d and R(x, y)Vd(x, d(x, y))  dβ(x, y).
To evaluate R(x, z), we take τ, ν > 1 such that νR(o, p) ≤ R(o, q) whenever
τd(o, p) ≤ d(o, q). Now we let y = y0 and choose yn ∈ Bd(x, γ−1τd(x, yn−1)) \
Bd(x, τd(x, yn−1)), inductively. Then there exists C5 > 0 such that νnR(x, y) ≤
R(x, yn) ≤ C5R(x, z) for any n with (τn/γn) ≤ (d(x, z)/d(x, y)). Therefore there
exists C6, ι > 0 such that
R(x, y)
R(x, z)
≤ C6
(s
r
)ι
,
and so
VR(x, r)
VR(x, s)
≤ C
(r
s
)(β−ι)∨1
.
If s < 2rx,d, then Bd(x, s) ⊃ {x} = Bd(x, infy 6=x d(x, y)) and (VD)d imply that
this inequality holds by modifying C. Because ι, C are determined only by (VD)d
and independent of x, r and s, we get the desired inequality.
(2) Lemma6.2, (VD)d, and (p0) imply
VR(x,R(x, y))R(x, y) ≥ µx
µx
= 1
for any x, y ∈ G and there exists C1, C2 > 0 such that
VR(x,R(x, y))R(x, y) ≤ C1VR(x, µ−1x )µ−1xy = C1
µx
µxy
≤ C2
for any x, y ∈ G such that x ∼ y. Since V (x,R(x, y))R(x, y)  dβ(x, y), we get
desired inequalities for d(x, y). Since (VD)d holds, for any x ∈ G, c > 0 and
r > c, Bd(x, r) ⊂
∑n
i=1Bd(xi, c) for some n = n(c) and {xi}ni=1 (see [7] for
example). Let c = infx,y∈G d(x, y) then this imply #{Bd(x, r)} <∞.
The second step of proof of Theorem 4.29 is applying the method of [1],
but we need some modification because d is not the graph metric. For the sake
of completeness, we do not omit the proofs unless no modification is needed.
Properties of d in Proposition 6.4 (2) and uniformly shrinking condition help
our modification.
In the rest of this section, let d be a metric on G and define
τ(x, r) = τd(x, r) = min{n|Xn 6∈ Bd(x, r)}
where Xn is associated random walk.
Lemma 6.6. Assume d is uniformly shrinking and satisfies (dL), (NdU), (BF),
(R(β)) and (VG(α)) for some β > α ≥ 1. Then there exists λ,C > 0 such that
R(Bd(x, λr), Bd(x, r)
c)V (x, r) ≥ Crβ (ARL(β))
for any x ∈ G and r > r0.
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Proof. Fix x ∈ G and r > r0. Let c∗ = (C+ + r0)/r0, A = Bd(x, c∗r) \Bd(x, r).
Since z1 6∼ z2 for any z1 ∈ Bd(X, r) and z2 ∈ Bd(x, r + c+)c, R(Bd(x, λr), A) =
R(Bd(x, λr), Bd(x, r)
c) for any λ < 1, so we consider R(Bd(x, λr), A). Let fy be
functions for y ∈ A such that fy(x) = 1, fy(y) = 0 and E(fy, fy) = R(x, y). We
first show there exists λ such that fy(z) ≥ 2/3 for any z ∈ Bd(x, λr) and y ∈ A.
Since fy is harmonic on (finite set) Bd(x, λr) \ {x},
(1− fy(z))2 ≤ (1− fy(z0))2 ≤ C d(x, z0)
β
Vd(x, d(x, z0))
E(fy, fy)
≤ C ′
(
d(x, zo)
d(x, y)
)β
Vd(x, d(x, y))
Vd(x, d(x, z0))
for some C,C ′ > 0, z0 6∈ Bd(x, λr) such that z0 ∼ z′ for some z′ ∈ Bd(x, λr)
and any z ∈ Bd(x, λr) by (R(β)). Since d(x, z0) ≥ (λr − c+) ∨ r0 ≥ c−1∗ λr and
(V G(α)) holds, for sufficiently small λ, fy(z) ≥ 2/3. for any z ∈ Bd(x, λr) and
y ∈ A. In the same way, we also get fy(z) ≤ 1/3 for any z ∈ Bd(y, λr). We
assume λ < 1/4.
Since (VD)d holds, there exists n = nλ > 0 such that for any x ∈ G and r > 0,
there exist {yi}ni=1 ⊂ A such that
∑n
i=1Bd(yi, λr) ⊃ A. Let g = min1≤i≤n fi
and h = (1 ∨ (3g − 1)) ∧ 0. Then h|Bd(x,λr) ≡ 1, h|A ≡ 0 and so
R(Bd(x, λr), A)
−1 ≤ E(h) ≤ E(3g − 1) = 9E(g).
Let z1, z2 ∈ X such that z1 ∼ z2 and g(z1) ≥ g(z2) = hj(z2) for some j, then
(g(z1)− g(z2))2 ≤ (g(z1)− hj(z2))2 ≤
n∑
i=1
(hi(z1)− hi(z2))2
and it follows that
E(g) ≤
n∑
i=1
E(hi).
Moreover, (VD)d implies
E(hi) = R(x, yi)−1 ≤ C ′′Vd(x, d(x, yi))
d(x, yi)β
for some C ′′. By these inequalities, we obtain (ARL(β)).
In the following theorem and proposition, we can apply the original proof
in [1].
Theorem 6.7. ([1, Theorem 3.1]) Assume (VG(α)) and (R(β)) hold for β >
α ≥ 1. Then there exists C > 0 such that for any x ∈ X and n ∈ N,
hn(x, x) ≤ C
Vd(x, n(1/β))
. (DUHK(β))
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Proposition 6.8. ([1, Proposition 3.4]) Assume (BF), (VG(α)) and (R(β))
hold for some β > α ≥ 1. If there exists C, r0 > 0 such that
R(x,Bd(x, r)
c)V (x, r) > Crβ (BRL(β))
for any x ∈ G and r > r0. Then
Ex[τ(x, r)]  rβ (E(β))
for any x ∈ G and r > r0.
Now we give on-diagonal lower heat kernel estimate. The following type of
result is well-known, but we prove it for completeness.
Proposition 6.9. Assume (E(β)) and (VG(α)), then there exists C > 0 such
that for any x ∈ G and n,
h2n(x, x) ≥ c
Vd(x, n1/β)
. (DLHK(β))
Proof. In the same way as [1, Lemma 3.7], we can prove that there exist p ∈
(0, 1) and A > 0 such that
Px(τ(x, r) ≤ n) ≤ p+An/rβ (6.1)
for any x ∈ G, r > r0, and n ∈ Z+. Hence∑
y 6∈Bd(x,Cn1/β)
hn(x, y)µy = Px(Xn 6∈ Bd(x,Cn1/β)) ≤ Px(τ(x,Cn1/β) ≤ n) ≤ 1 + p
2
for some C > 0. Therefore
h2n(x, x) =
∑
y∈G
h2n(x, y)µy ≥
∑
y∈Bd(x,Cn1/β)
h2n(x, y)µy
≥ 1
Vd(x,Cn1/β)
 ∑
y∈Bd(x,Cn1/β)
1 · hn(x, y)µy
2
≥
(
1− p
2
)2
1
Vd(x,Cn1/β)
and (VG(α)) implies desired result.
proof of Theorem 4.29. With using (VG(α)), all but (BRU(β)) have shown in
above statements (recall that d(x, y)  1 follows from (dL) and (NdU), and
note that (BRL(β)) for Proposition 6.8 immediately follows from (ARL(β))).
Since d is uniformly shrinking, there exists α ∈ (0, 1) such that for any r > rx,
there exists y ∈ Bd(x, α−1r) \ Bd(x, r), so R(x,Bd(x, r)c) ≤ R(x, y) with r ≤
d(x, y) < α−1r. This with (R(β)) and (VG(α)) implies (BRU(β)).
Remark. We have seen that if (BF),(VG(α)), (R(β)) and (BRL(β)) hold, then
(DUHK(β)) and (DLHK(β)) hold without (dL) nor (NdU). This was already
used, for example, see [12].
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