We show that the standard memory-based collaborative filtering rating prediction algorithm using the Pearson correlation can be improved by adapting user ratings using linear regression. We compare several variants of the memory-based prediction algorithm with and without adapting the ratings. We show that in two wellknown publicly available rating datasets, the mean absolute error and the root mean squared error are reduced by as much as 20% in all variants of the algorithm tested.
Introduction
In collaborative filtering systems, users are asked to rate items they encounter. These items can be documents to read, movies, songs, etc. Ratings can be given by users explicitly such as with the five star scale used by some websites or can be collected implicitly by monitoring the users' actions such as recording the number of times a user has listened to a song.
Once enough ratings are known to the system, one wants to predict the rating a user would give to an item he has not rated. This can be useful for implementing recommender systems: Find items a user has not seen that he would rate positively.
The ratings collected by the system are usually in the form of single numerical values representing ratings associated to a user-item pair. The database of ratings given is typically sparse since each user rates only a small part of all items.
Rating prediction algorithms take a user and an item the user has not rated as well as a database of ratings as input and output the rating the user would give if he had rated it.
Collaborative filtering algorithms are usually divided into memory-based and model-based algorithms [2, 13] . Memory-based algorithms work directly on the rating database whereas model-based algorithms first transform the rating matrix to a condensed format with the goal of representing the essential information about the ratings. Such model-based algorithms must preprocess the data into a workable format, which is often an expensive operation. The resulting compact model then allows the actual predictions to be calculated quickly.
Memory-based prediction algorithms can be made faster by considering only a subset of the available ratings [4, 7] . This paper will analyze a variant of a well known memory-based collaborative filtering algorithm: the Pearson correlation-based weighted mean of user ratings. This algorithm was already described in GroupLens [14] , one of the first collaborative filtering systems. The algorithm variant described in this paper can be found in [3] where it is alluded to but not analyzed further.
Paper overview. Section 2 gives the mathematical definitions used in this paper. Section 3 presents a small example rating matrix showing how a prediction is made by comparing user ratings. Section 4 describes the standard memory-based rating prediction algorithm and some of its variants that will be used later. Section 5 introduces the modification to that algorithm alluded to in [3] and discusses the performance of the modified algorithm. Section 6 evaluates all algorithms presented, and Section 7 concludes the analysis.
Definitions
Let U = {U 1 , U 2 , . . . , U m } be the set of users and I = {I 1 , I 2 , . . . , I n } the set of items.
Let I i be the set of items rated by user U i and U j the set of users that rated item I j . Let R be the sparse rating matrix, where r ij is user U i 's rating of item I j if present or is undefined otherwise.r i is the mean of user U i 's ratings. If the mean applies to a subset of a user's ratings, this will be mentioned in the text.
A rating is always calculated for a specific user and a specific item. These will be called the active user and the active item. Without loss of generality we will assume the active user is U 1 and the active item is I 1 Thus r 11 is undefined and must be predicted. We will call the predictionr 11 .
The range of possible ratings varies from dataset to dataset. In this paper they will be scaled to continuous the range [−1, +1], in order for the accuracy of predictions to be comparable across the datasets. Predicting a rating of 7 instead of 9 on scale from 0 to 10 is better than being off by one point in a system having only the three possible ratings −1, 0 and +1.
Example
We will now give as an example a small rating matrix. Users are U 1 to U 3 and items are I 1 to I 5 . Ratings are +1, −1 or undefined. For simplicity, no ratings between −1 and +1 are included. This corresponds to a system where users can only rate items as good or bad. The rating matrix can be seen in Table 1 . Table 1 . A small example rating database. The rating (U 1 , I 1 ) is undefined and must be predicted. This example has only rating values of +1 and −1 but in general, ratings can take on any value in [−1, +1].
Comparing U 1 with U 2 , we observe that the two users have given the same ratings to the items they have both rated. Both users' ratings correlate positively. The comparison of U 1 with U 3 is less clear-cut: The users agree on one item and disagree on two items. The correlation between users U 1 and U 3 is therefore negative.
The rating given to item I 1 is negative for U 2 and positive for U 3 . A rating prediction algorithm should therefore predict a somewhat negative rating for the pair (U 1 , I 1 ).
Related Work
The standard algorithm for predicting ratings [2, 8] is the so-called memory-based prediction using the Pearson correlation. It consists of searching other users that have rated the active item, and calculating the weighted mean of their ratings of the active item. Let w(a, b) be a weighting function depending on users U a and U b 's ratings, then we predict r 11 by:
( 1) where the sums are over all users that have rated item I 1 and have also rated items in common with user U 1 . The weight w(i, 1) must be high if users U i and U 1 are similar and low of they are different. A function fulfilling this is the Pearson correlation between the two users' ratings [8] : It is 1 when the ratings of both users correlate perfectly, zero when they don't correlate and negative when they correlate negatively. The correlation between both users' ratings is calculated by considering the ratings of items they have both rated:
where the sums are taken over I ab = I a ∩ I b , the set of items rated by both users.r a andr b are the mean ratings for users U a and U b taken over I ab . The prediction is not defined when the sum of correlations is zero.
Variations
Many variations of the basic memory-based prediction formula exist [2, 3, 11, 14] . This subsection presents those that will be used in the evaluation of this paper:
Default Voting
In Equation (2) the correlation is calculated over I ab = I a ∪ I b , all items rated by both users. A variation presented in [2] is to calculate the correlation over all items rated by at least one user. For the missing ratings a default value is used. Empirically, the best default value was determined to be zero. The modified correlation becomes
where the sums are over I 0 ab = I a ∪ I b and r 0 ij = r ij when r ij is defined and 0 otherwise.r a is taken over I 0 ab .
Weight Factor
The weight factor variant consists of multiplying the correlation with a weight that depends on the number of items rated in common by both users. Two variations are used:
In [8] a similar technique is used, where the factor n is capped at an arbitrary value of 50 common ratings.
Other Approaches
Many approaches other than a weighted mean of ratings exist [1, 2] such as principal component analysis (PCA) [7] , latent semantic analysis [10, 12] , probabilistic models [13, 16] and methods based on random walk theory [5, 6] . They have in common a high complexity and runtime.
Another variation is to only consider a subset of available ratings [4, 7] , with the goal of reducing the runtime of the actual prediction algorithm and possibly improving the predictions as only similar users are considered. This method can be combined with most prediction methods.
Adapting Ratings using Linear Regression
Why use the correlation as a weight instead of just the inner product of both users' rating vectors? Because the mean of the users' ratings may not be zero, and the standard deviations may be different from one. Thus, the correlation is used because one expects each user to have his own rating habits.
For instance some users may only use part of the available rating scale, while others only give the highest and lowest possible ratings. Also, the mean rating may vary from user to user. Therefore taking the mean of other users' ratings may not be optimal.
Instead of averaging over other users' ratings we should average over other users' ratings adapted to the current user's ratings. We take Equation (1) and replace user U i 's rating r i1 with r (i→1)1 , user U i 's rating of item I 1 adapted to user U 1 's ratings.
We will assume there is an affine relationship between two users' ratings and set:
where α and β depend on the user pair (U 1 , U i ). These factors must be chosen in way that minimizes the error made by the transformation on existing ratings. The error is defined in linear regression as the sum of squared errors for each item. For item I j , the error is ε j :
The total error is then j ε 2 j . The value of the factors minimizing these errors can be found by performing linear regression. As before there are two variations: Use only items rated by both, or use items rated by any user and fill missing values with zero.
Let X and Y be the column vectors containing the ratings of users U i and U 1 respectively. We define the two-column vectorX = X 1 as containing the variables subject to regression. The factors α and β are then given by:
In the following, the sums are over the lines of X and Y , and n = 1 is the number of items. We have:
Runtime
The regression factors α and β can be calculated in two passes over the vectors X and Y . In the first pass n,
x and x 2 are calculated. The second pass performs the outer sums over j. Calculating the correlation usually takes two passes, where the first is used to calculate the mean ratings, and the second to calculate the correlation itself. Therefore, the first passes of both calculations can be merged, resulting in a threepass algorithm.
The adapted algorithm needs three passes instead of two, increasing the runtime for this part of the algorithms by half, not changing the runtime class of the algorithm. In the case where only a part of the dataset is analyzed, this adaptation can be used as well without significantly increasing the total runtime.
Evaluation
We test the proposed variation of the memory-based Pearson correlation-based rating prediction algorithm by running it on two datasets, using twelve variations of the algorithm (of which six use the new method), and calculate two error measures.
The tests follow the procedure described in [9] : A rating is chosen at random from the corpus. It is then removed, and an algorithm is used to predict the rating, using all other ratings as input. The rating is then compared to the prediction.
The corpora used are MovieLens 1 and Jester 2 .
• MovieLens contains 75, 700 ratings of 1, 543 movies by 943 users. MovieLens ratings are integers between 1 and 5. The rating matrix is filled to about 5%.
• Jester contains 617, 000 ratings of 100 jokes by 24, 900 users. Jester ratings range from −10 to +10 with a granularity of 0.01. The rating matrix is filled to about 25%.
In order to compare the test results on both datasets, we ignored any of the additional movie information provided by MovieLens such as movie genres. The two error measures used are those described in [9] :
• Mean average error (MAE): The mean difference between the rating and the prediction [15, 9] .
• Root mean squared error (RMSE): The square root of the mean of squared differences between the ratings and the predictions [9] .
Let (U a(i) , I b(i) ) be the user-item pair in test run i for i ∈ {1, . . . , n}, then the error measures are defined as: We used all 12 combinations of the following variants of the Pearson-correlation memory-based prediction algorithm. The base algorithm will be called P, with further suffixes to denote variations.
• With and without the adapted rating (P, P')
• Only use items rated in common, or fill missing ratings with the default value 0 (P, P0)
• Multiply the correlation by a factor of 1, n or n 2 . (P, Pn, Pn2)
Giving the following twelve algorithms:
• P, Pn, Pn2
• P0, P0n, P0n2
For all algorithms, we map predictions greater than +1 to +1 and predictions smaller than −1 to −1. We ran 1, 020 trials for each case. The results are shown in Figures 1 and 2 .
In all cases, the adapted algorithm yielded better predictions than the non-adapted variant. The mean average error decreased by 0.05 to 0.15 units depending on the algorithm, and the root mean squared error by 0.10 to 0.15 units.
The relative accuracy gains on both corpora were different, suggesting that the prediction precision is dependent on the data used.
For the MovieLens data, the best algorithm overall for both error measures was Pn2', the adapted meanbased average weighted by the square of common ratings without default ratings. On the Jester data, the adapted mean algorithms yielded better results, but varying the other algorithm parameters did not change the error as much as with the MovieLens corpus.
In general, errors were smaller on the Jester data than on the MovieLens data.
Conclusion
We proposed a modification to the class of memorybased collaborative rating prediction algorithms based on the Pearson correlation between users. The modification consists of adapting the ratings of other users using linear regression between user pairs before averaging them to calculate a prediction.
We tested several variations of the basic algorithm all with and without the modification and found that in all cases, the adaptation improved the prediction accuracy. The exact prediction accuracy however was found to be dependent on the dataset analyzed, suggesting additional tests are needed using other datasets.
We showed that this modification does not affect the runtime complexity of the algorithm. In particular, this variation will be faster to calculate than other methods based on linear algebraic 3 or probabilistic methods.
Future Work
The following questions remain open and may guide future work on the topic:
May it be useful to apply multiple linear regression on all other users' ratings? This might increase accuracy, but also the runtime. It also remains to be seen whether a multiple linear regression approach might be mathematically related to other linear algebraic methods.
On which datasets are the adapted ratings not an improvement? As proposed in Section 6, performing the tests with other datasets would be interesting. Unfortunately, not many rating datasets are available.
Since many variations of the basic Pearson correlation-based algorithm exist [2, 3] , a comparison with others of them would be possible.
