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Abstract6
This article presents a numerical study to investigate the combined role of partial well penetration
(PWP) and non-Darcy effects concerning the performance of groundwater production wells. A
finite difference model is developed in MATLAB to solve the two-dimensional mixed-type bound-
ary value problem associated with flow to a partially penetrating well within a cylindrical confined
aquifer. Non-Darcy effects are incorporated using the Forchheimer equation. The model is veri-
fied by comparison to results from existing semi-analytical solutions concerning the same problem
but assuming Darcy’s law. A sensitivity analysis is presented to explore the problem of concern.
For constant pressure production, Non-Darcy effects lead to a reduction in production rate, as
compared to an equivalent problem solved using Darcy’s law. For fully penetrating wells, this
reduction in production rate becomes less significant with time. However, for partially penetrating
wells, the reduction in production rate persists for much larger times. For constant production
rate scenarios, the combined effect of PWP and non-Darcy flow takes the form of a constant addi-
tional drawdown term. An approximate solution for this loss term is obtained by performing linear
regression on the modeling results.
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1. Introduction8
Energy losses associated with fluid production wells are often considered to comprise of three9
components: (1) energy losses within the aquifer as predicted by Darcy’s law; (2) energy losses10
that occur adjacent to and within the borehole and well-screen (sometimes referred to as skin11
effects); and (3) non-linear energy losses associated with inertial and/or turbulent effects near the12
well (Konikow et al., 2009). These latter non-linear losses can be represented within numerical13
groundwater models using the Forchheimer equation (Mayaud et al., 2014). The Forchheimer14
equation is also often used to understand processes associated with oil and gas production (Huang15
and Ayoub, 2008; Zeng and Zhao, 2008; Wu et al., 2011) and gas injection (Mathias et al., 2009,16
2014; Mijic et al., 2014).17
In a recent study, Mathias and Todman (2010) demonstrated how the transient development of18
non-linear energy losses, associated with step drawdown tests in groundwater production wells,19
can be explained by invoking non-Darcy effects associated with the Forchheimer equation, using20
the numerical model developed by Mathias et al. (2008). However, a significant shortcoming of21
the Mathias et al. (2008) model is the assumption of a fully penetrating well. In many cases,22
production wells only partially penetrate the aquifer of concern.23
Given that non-Darcy effects are localized around areas of high flow velocities, the potentially24
large vertical fluxes above and below a partially penetrating well are likely to generate significant25
additional Non-Darcian energy losses. Wen et al. (2013, 2014) sought to explore these effects by26
developing a semi-analytical solution for flow to a partially penetrating well using the so-called27
∗Corresponding author. Tel.: +44 (0)1913343491, Fax: +44 (0)1913342301, E-mail address:
s.a.mathias@durham.ac.uk
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Izbash equation. The Izbash equation assumes that flow rate is proportional to some power law of28
the hydraulic gradient, as opposed to Darcy’s law, which assumes that flow is linearly proportional29
to the hydraulic gradient.30
Whilst the study gave some interesting insights concerning the behavior of the Izbash equation31
in the presence of a partially penetrating well, their mathematical development involves imposing32
a number of restrictive assumptions. Firstly, it assumes that Darcy’s law applies for vertical fluxes33
(the Izbash equation is only used for radial flow). Secondly, the Izbash equation is used as op-34
posed to the Forchheimer equation. The Forchheimer equation is more appropriate in this context,35
because it is capable of recognizing that flow becomes Darcian far away from the production well.36
Finally, it is assumed that the water flux across the well-screen is uniform. In fact, the flux distri-37
bution across the well-screen is non-uniform, with the largest fluxes occurring at the ends of the38
well-screen (Mathias and Butler, 2007).39
Consider production from a vertically orientated well-bore with a well-screen that is exposed40
to a limited thickness within a given aquifer system. The boundary condition at the well-screen is41
best represented as a fixed pressure condition, based on the fluid pressure within the well-bore. At42
the well-bore, above and below the well-screen, the boundary condition takes the form of a zero43
flux. Therefore there are two boundary types along the side of the well as it intersects the aquifer.44
Consequently, this problem is often referred to as a mixed-type boundary value problem (Cassiani45
et al., 1999; Chang and Chen, 2003).46
Much attention has been focused on the derivation of analytical solutions for estimating draw-47
down in partially penetrating wells. Generally, these have used some form of integral transform48
in the vertical direction. Unfortunately, such a technique does not allow for the possibility of ap-49
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plying a mixed-type boundary condition. Therefore, the boundary at the well-screen is generally50
approximated using a uniform flux condition, based on the vertically averaged radial pressure gra-51
dient at the well-screen (e.g. Dougherty and Babu, 1984; Moench , 1997; Mishra and Neuman,52
2011).53
Perina and Lee (2006) conducted a series of studies to investigate the implications of imposing54
a uniform flux across the well-screen. They observed that the uniform flux assumption can lead55
to as much as 18% error in the estimated drawdown. The reason is that the mixed-type boundary56
condition gives rise to very large fluxes at the top and bottom of the well-screen. Indeed, for the57
extreme case of a circular plate of raised potential in a semi-infinite medium, these edge fluxes58
are infinite (Mathias and van Reeuwijk, 2009; Sneddon, 1966). Therefore, to better understand59
the nature of non-Darcy flow around a partially penetrating well, it is important to adequately60
incorporate this mixed-type boundary in full.61
Some semi-analytical solutions have been derived for Darcian flow problems in the presence62
of mixed-type boundaries. These have either used dual-integral equations (Cassiani et al., 1999)63
or imposed a discrete non-uniform well-screen flux distribution, defined using an inverse matrix64
method (Chang and Chen, 2003; Perina and Lee, 2006; Mathias and Butler, 2007; Klammler et al.,65
2011). Such approaches are cumbersome to evaluate and employ either numerical integration66
methods or discretisation methods. Furthermore, they are unlikely to be amenable to non-linear67
problems such as those associated with the Forchheimer equation. Therefore, in this article, the68
relevant governing equations for Forchheimer flow to a partially penetrating well in a confined69
aquifer, are solved using a method of lines approach based on a finite difference spatial discretisa-70
tion, similar to that used by Mathias et al. (2008).71
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The objective of this article is to evaluate the importance of non-Darcy energy losses during72
fluid production from a partially penetrating well (including for a mixed-type boundary condition73
representation of the well-bore boundary) in a cylindrical confined aquifer. The outline of the74
article is as follows: The relevant governing equations along with initial and boundary conditions75
are presented. These are converted to a dimensionless form similar to that previously used by76
Chang and Chen (2003). The numerical methods are described, in particular the grid refinement77
around the well-screen. The developed model is then bench-marked by comparison with the semi-78
analytical solutions of Cassiani et al. (1999) and Chang and Chen (2003). Non-Darcy effects are79
then explored in the context of constant pressure production and constant rate production.80
2. Governing equations81
The governing equations for fluid pressure for radially symmetric flow of water to a partially82
penetrating production well in a homogenous, vertically anisotropic, confined, cylindrical aquifer83
of radial extent, re [L], and thickness, H [L], can be written as follows:84
φ(cw + cr)∂P
∂t
= −
1
r
∂(rqr)
∂r
−
∂qz
∂z
(1)
where φ [-] is porosity, cw [M−1LT2] and cr [M−1LT2] are the compressibilities of water and rock,85
respectively, P [ML−1T−2] is fluid pressure, t [T] is time, r [L] is radial distance from the produc-86
tion well, z [L] is elevation from the base of the aquifer and the volumetric fluxes, qr [LT−1] and87
qz [LT−1], are found from the Forchheimer (1901) equations (see Appendix A and Knupp & Lage88
(1995))89
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qr = −
Fkr
µw
∂P
∂r
(2)
qz = −
Fkz
µw
∂P
∂z
(3)
where F [-] is a non-Darcy factor found from90
F =
[
1 + ρw
µw
(
c2FrcFzk2r kz
)1/3 (
k−1r q2r + k−1z q2z
)1/2]−1 (4)
and µw [ML−1T−1] is the dynamic viscosity of water, ρw [ML−3] is the density of water and kr [L2],91
kz [L2], cFr [-] and cFz [-] are the permeabilities and the Forchheimer inertia coefficients in the r92
and z direction, respectively. Note that for isotropic media, the Forchheimer inertia coefficient, cF,93
can be estimated using the Geertsma (1974) correlation, cF = 0.005φ−5.5.94
The relevant initial and boundary conditions are as follows:95
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P = P0, rw ≤ r ≤ re, 0 ≤ z ≤ H, t = 0
qz = 0, rw ≤ r ≤ re, z = 0, t > 0
qz = 0, rw ≤ r ≤ re, z = H, t > 0
qr = 0, r = re, 0 ≤ z ≤ H, t > 0
qr = 0, r = rw, 0 ≤ z < zw, t > 0
P = Pw, r = rw, zw ≤ z ≤ zw + L, t > 0
qr = 0, r = rw, zw + L < z ≤ H, t > 0
(5)
where P0 [ML−1T−2] is the initial pressure of the aquifer prior to pumping and rw [L], zw [L], L [L]96
and Pw [ML−1T−2] are the radius, elevation of base, length and fluid pressure of the well-screen97
associated with the production well, respectively.98
The well pressure, Pw, is related to the production rate, Q [L3T−1], via the conservation equa-99
tion (Papadopulos and Cooper, 1967):100
pir2c
ρwg
dPw
dt + Q + 2pirw
∫ zw+L
zw
qr(r = rw, z, t)dz = 0 (6)
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where rc [L] is the radius of the well casing and g [LT−2] is gravitational acceleration. It is further101
assumed that102
Pw(t = 0) = P0 (7)
3. Dimensionless transformation103
Introducing the following dimensionless transformations:104
rcD =
rc
[φ(cw + cr)ρwgL]1/2rw , zwD =
zw
L
(8)
PD =
2piLkr(P0 − P)
µwQ , PwD =
2piLkr(P0 − Pw)
µwQ (9)
qrD = −
2piLrwqr
Q , qzD = −
2piLrwqz
Q
(
krL
kzrw
)
(10)
rD =
r
rw
, zD =
z
L
, tD =
krt
µwφ(cw + cr)r2w
(11)
ω =
L
H
, λ =
(
kr
kz
)1/2 L
rw
(12)
bD =
ρwQ
2piLk1/2r rwµw
(
c2FrcFzk2r kz
)1/3 (13)
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the set of equations in the previous section reduce to the following dimensionless problem:105
∂PD
∂tD
= −
1
rD
∂(rDqrD)
∂rD
−
1
λ2
∂qzD
∂zD
(14)
qrD = −F
∂PD
∂rD
(15)
qzD = −F
∂PD
∂zD
(16)
F =
[
1 + bD
(
q2rD + λ
−2q2zD
)1/2]−1 (17)
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PD = 0, 1 ≤ rD ≤ reD, 0 ≤ zD ≤ ω−1, tD = 0
qzD = 0, 1 ≤ rD ≤ reD, zD = 0, tD > 0
qzD = 0, 1 ≤ rD ≤ reD, zD = ω−1, tD > 0
qrD = 0, rD = reD, 0 ≤ zD ≤ ω−1, tD > 0
qrD = 0, rD = 1, 0 ≤ zD < zwD, tD > 0
PD = PwD, rD = 1, zwD ≤ zD ≤ zwD + 1, tD > 0
qrD = 0, rD = 1, zwD + 1 < zD ≤ ω−1, tD > 0
(18)
r2cD
2
dPwD
dtD
− 1 +
∫ zwD+1
zwD
qrD(rD = rwD)dzD = 0 (19)
PwD(tD = 0) = 0 (20)
4. Writing the non-Darcy factor in terms of pressure gradients106
It is useful to write the expression for the non-Darcy factor given in Eq. (17) in terms of107
pressure gradients as opposed to fluxes. Note that substituting Eqs. (15) and (16) into Eq. (17)108
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leads to109
F =
1
1 + bDFJ
(21)
where110
J =

(
∂PD
∂rD
)2
+
1
λ2
(
∂PD
∂zD
)2
1/2
(22)
Given that J is always positive, the positive root of Eq. (21) can be written as111
F =
(1 + 4bDJ)1/2 − 1
2bDJ
(23)
A disadvantage of the above equation is that it becomes difficult to evaluate for the small112
pressure gradients (i.e. small J) that are expected far away from the well. However, if we multiply113
the top and bottom of Eq. (23) by [(1 + 4bDJ)1/2 + 1], it can be seen that (Mathias et al., 2014)114
F =
2
1 + (1 + 4bDJ)1/2 (24)
which is much more convenient in this context.115
5. Numerical solution116
Following Mathias et al. (2008), numerical solution of the above set of equations is achieved117
by discretising in space, using finite difference approximations, and solving the resulting set of118
coupled ordinary differential equations using MATLAB’s ode solver, ODE15s. ODE15s uses119
11
adaptive time-stepping to ensure numerical error remains below a pre-defined tolerance, therefore120
time-steps are not specified a priori.121
Pressure gradients are highest around the production well and then decrease ultimately to zero122
at the far-field boundaries. Therefore, the location of discretisation points in the radial direction123
are logarithmically spaced such that finer resolution is provided around the production well.124
Special care must be taken to ensure adequate vertical grid resolution is provided around the125
locations of boundary-type changes, as these have a tendency of yielding exceptionally high gradi-126
ents in their near vicinity (Mathias and Butler, 2007; Mathias and van Reeuwijk, 2009). Following127
Chang and Chen (2003), zwD is set to zero. Therefore, a high level of vertical discretisation is128
only required immediately above and immediately below zD = 1. Locations of the discretisation129
points in the vertical direction are chosen such that they are logarithmically spaced above and be-130
low zD = 1, with the finer spaced points clustered around zD = 1. For illustrative purposes, the131
locations of the finite difference nodes, in both the rD and zD directions, used for a simulation with132
reD = 107 and ω = 0.01, are shown in Fig. 1.133
The integration associated with the integral term in Eq. (19) is evaluated using trapezoidal134
integration.135
6. Simulations assuming a constant well pressure136
Before using the numerical model to investigate the effects of Non-Darcy flow around a par-137
tially penetrating well, it is important to verify that the model predicts the same results as the138
semi-analytical solution of Chang and Chen (2003) when bD is set to zero. Chang and Chen139
(2003) considered an identical scenario as described above except that they only looked at when140
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bD = 0 and also fixed PwD = 1. They then used their semi-analytical solution to calculate the141
dimensionless production rate at the well-screen, QwD, which can be found from142
QwD =
∫ zwD+1
zwD
qrD(rD = rwD)dzD (25)
The semi-analytical solution of Chang and Chen (2003) involved Laplace transforming the143
time dimension and then Fourier cosine transforming the vertical dimension. The resulting set of144
ordinary differential equations were then solved to obtain analytical solutions in terms of modified145
Bessel functions. The non-uniform well flux was imposed by discretising the well-screen and146
superimposing a sequence of discrete production rates, obtained using an inverse matrix method.147
The resulting set of equations were inverted back to the time-domain using a numerical inverse148
Laplace transform algorithm.149
Chang and Chen (2003) reports the time-series of QwD for a range of different combinations150
of λ and ω. The results from Chang and Chen (2003) are shown as green lines in Fig. 2. Results151
from our finite difference model with bD = 0 are shown as red dashed lines. It can be seen that152
the correspondence between the two models is excellent. However, note that just before tD = 1014,153
QwD from the finite difference model starts to drop a little below the trajectory predicted by Chang154
and Chen (2003). This is due to the pressure perturbation finally hitting the impermeable boundary155
at rD = reD. Note that for all the simulations reported in this article, reD was set to 107.156
Also shown in circular blue markers, are equivalent results from the semi-analytical solution of157
Cassiani et al. (1999). The conceptual model adopted by Cassiani et al. (1999) is identical to that of158
Chang and Chen (2003) except that they considered a semi-infinite aquifer such that ω → 0. The159
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solution procedure involved the so-called dual-integral integration method, and did not involve the160
need to discretise the well-screen. Again, it can be said there is very good correspondence between161
the Cassiani et al. (1999) work and the response from the finite difference model when ω = 0.01.162
The black solid lines shown in Fig. 2 are from the finite difference model with exactly the163
same setup except that bD was set to 10. Therefore, this model represents a non-Darcian deviation164
from the work of Chang and Chen (2003). It can be seen that during early times (tD < 10), the165
production rate is less than half of the rate generated by the Darcian models, for all values of ω.166
At later times (tD > 1012), for the case of a (close to) fully penetrating well (i.e., ω = 0.99), the167
non-Darcian and Darcian models converge. Similar findings were also reported from the one-168
dimensional flow (as opposed to radial flow) simulations, also undertaken using the Forchheimer169
equation, previously presented by Moutsopoulos and Tsihrintzis (2005). However, Fig. 2 shows170
that as the production well becomes smaller, relative to the formation thickness, the non-Darcian171
model produces progressively less fluid than the corresponding Darcian system where bD = 0,172
regardless of the time considered.173
To explore these effects further, the simulations presented in Fig. 2 were repeated for a range174
of different bD values. Fig. 3 shows plots of the ratio of QwD from the Darcian model (i.e.,175
with bD = 0), denoted QwD,Darcy, to the QwD calculated from the non-Darcian models against176
dimensionless time. This ratio represents the transient production rate reduction factor due to177
non-Darcy effects.178
In Fig. 3a, it can be seen that when bD = 3, for dimensionless times greater than 104, the179
non-Darcy effects represent less than a factor of 1.3, regardless of the values of ω and λ assigned.180
However, these effects become much larger with increasing bD. Fig. 3d shows the results when181
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bD = 100. Here it can be seen that non-Darcy effects become more significant with reducing ω and182
λ. Reducing ω implies that the well-screen is becoming smaller relative to the formation thickness.183
Reducing λ implies that the well-screen is becoming smaller relative to the well radius and/or the184
radial permeability is becoming less relative to the vertical permeability.185
As hypothesized in the introduction, the large fluxes that develop at the top and bottom of186
the well-screen are found to enhance non-Darcy effects on production rates, associated with the187
use of the Forchheimer equation. Figs. 4a and b show the spatial distribution, at tD = 1014, of188
dimensionless pressure, PD, and the non-Darcy factor, F (as defined in Eqs. (24)), respectively,189
for the case when ω = 0.01, λ = 10 and bD = 10. Note from Fig. 4a that the highest pressure190
gradients are around the top of the well-screen at zD = 1. In Fig. 4b it can be seen that F is191
significantly reduced (indicating enhanced reductions in flow due to non-Darcy effects) across the192
entire well-screen and, in particular, around the top of the well-screen at zD = 1.193
7. Simulations assuming a constant production rate194
To better understand the role of partial penetration effects on step drawdown tests, it is more195
useful to consider a constant production rate by imposing Eq. (19). Note that rcD was set to196
200 for all simulations, which is a realistic value (consider Table 1) and also small enough not to197
significantly affect the results during the times of interest. As with the previous simulations, reD198
was set to 107 for all the simulations. Fig. 5 shows the plots of dimensionless well pressure, PwD,199
against dimensionless time, tD, for the range of ω and λ adopted by Chang and Chen (2003) when200
studying the constant well pressure scenario. The red dashed lines are due to simulations assuming201
bD = 0 (i.e., Darcian flow). The black solid lines are due to similar simulations but with bD set to202
15
10.203
All the finite difference simulations are found to share a similar early time response (for tD <204
102). In this region, the system is mostly controlled by the dynamics of the well-bore equation205
(Eq. (19)). For tD > 103, the simulated responses for the various combinations of ω, λ and bD206
values, diverge. Nevertheless, the late time pressure responses, for all the scenarios studied, are207
straight-lines on a linear-log axes. The rate of dimensionless pressure increase with dimensionless208
time can be seen to reduce with reducing ω. Reducing ω corresponds to the well-screen becoming209
smaller as compared to the formation thickness. For the smallest well-screens (ω = 0.01), the well210
pressure quickly approaches a quasi-steady-state.211
Raising bD from zero to 10 leads to an increase in well pressures for all scenarios. However,212
the slopes of the later time pressure responses on the linear-log axes are the same as those of their213
Darcian counterparts. It is also apparent that the pressure increase, due to the non-Darcy effects,214
decreases with reducing ω and reducing λ.215
For a fully penetrating well, the late time well pressure response can be found from (Mathias216
et al., 2008)217
PwD =
1
2
[ln(4tD) − 0.5772] + bD (26)
which, when bD = 0, reduces to the Cooper and Jacob (1946) late time response of the Theis218
(1935) solution. The response of Eq. (26) is shown in Fig. 5 for bD = 0 and bD = 10 as green and219
cyan solid lines, respectively. It can be seen there is a close correspondence between Eq. (26) and220
the finite difference models assuming ω = 0.99.221
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To better understand how partial well penetration (PWP) influences non-Darcian losses in the222
well pressure, a large sensitivity analysis was performed, whereby the simulations presented in223
Fig. 2 were repeated for all combinations of the following parameter values:224
ω = [ 0.99 0.9 0.8 0.7 0.5 0.3 0.2 0.1 0.05 0.02 0.01 ]
λ = [ 500 200 100 50 20 10 ]
bD = [ 0 1 3 10 30 100 ]
For reference, Table 1 shows how these parameters vary for three different practical scenarios.225
By studying the well pressures generated by the simulations and considering Eq. (26) of this226
article along with Eq. (44) of Chang and Chen (2003), it can be determined that the late-time227
response of the well-pressure takes the form228
PwD ≈
ω
2
[ln(4tD) − 0.5772] + α + βbD (27)
where α = f (ω, λ) and β = f (ω, λ, bD).229
Considering Eq. (26), a value for the bulk term, κ = α+ βbD can be determined for each of the230
simulations from231
κ = PwD(tD = 1010) − ω2
[
ln(410) − 0.5772
]
(28)
Note that κ = α for the simulations where bD is set to zero. Once values of α are obtained, β can232
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be calculated by considering that β = (κ − α)/bD.233
As an illustrative example, Fig. 6 shows a plot of (PwD−κ)/ω (from the finite difference results)234
against dimensionless time, tD, for the same scenarios presented in Fig. 5. Solid lines are used for235
the Darcian simulations (with bD = 0) and dashed lines are used for the non-Darcian simulations236
(with bD = 10). Values of κ were obtained using Eq. (28). It can be seen that for late times, all the237
finite difference simulations converge onto the Cooper and Jacob (1946) equation (i.e., Eq. (26)238
with bD = 0), which is plotted as a dashed green line.239
Fig. 7 shows plots of α against λ for all the values of ω studied. It can be seen that α increases240
linearly with ln λ. The rate of increase decreases with increasing ω. For ω = 0.99, α is close to241
zero, which is indicative of this scenario being close to a fully penetrating well. The fact that α242
increases with increasing λ for a given ω suggests that energy losses associated with PWP increase243
with decreasing well-radii.244
Considering the logarithmic response of α with λ seen in Fig. 7, it is interesting to observe the245
plot of α/ lnλ against ω, for all λ values studied, shown in Fig. 8. Here it can be seen that all the246
results follow a very similar curve. A power law, fitted to the data using linear regression, is also247
shown for comparison as a green line. The results suggest that a reasonable approximation for α248
can be obtained from249
α ≈ 1.06(1 − ω)1.38 ln λ (29)
Plots of β against λ are presented in Fig. 9 for a range of ω and bD values. The first thing250
of note is that for all the simulations, β increases with increasing λ up to maximum value of 1.0.251
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Furthermore, it is apparent that β ≈ 1.0 when λ > 103 for all the scenarios studied. The reason252
is that as λ becomes sufficiently large, the vertical gradient term in the conservation equation, Eq.253
(14), becomes negligibly small compared to the radial gradient term.254
A second point of interest is that, for ω ≤ 0.7, the relationship between β and λ converges to a255
single curve for all values of ω (where ω ≤ 0.7) and bD. The reason for the β results converging256
on to a single curve for ω ≤ 0.7 is that, for these simulations, the non-Darcy effects are unable to257
propagate out to the upper boundary of the model, zD = ω−1, and hence are unaffected by ω (also258
consider again Fig 4b).259
Applying linear regression to all values where ω ≤ 0.7 and bD ≥ 10, it was found that a260
reasonable approximation for β and λ can be obtained from261
β ≈ 1 − 2.05λ−0.93, ω ≤ 0.7 (30)
Note that this approximation is also reasonable for bD < 10. However, the results from the simu-262
lations undertaken with bD < 10 were excluded from the regression analysis because of precision263
issues associated with the fact that the Non-Darcian losses associated with these simulations were264
smaller.265
A common approach to interpreting step-drawdown tests is to analyze the resulting data using266
the so-called Jacob (1946) equation267
sw = AQ + BQ2 (31)
where sw [L] is the drawdown of the water level in the production well and A [L−2T] and B [L−5T2]268
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are referred to as the formation-loss and well-loss coefficients, respectively.269
The drawdown, sw, is related to the dimensionless well pressure, PwD, by270
sw =
µwQPwD
2piLkrρwg
(32)
and therefore, from Eq. (27), it can be said that271
sw ≈
µwQ
4piHkrρwg
[
ln(4tD) − 0.5772 + 2α
ω
]
+
β
(
c2FrcFzk2r kz
)1/3 Q2
(2piL)2k3/2r rwg
(33)
Comparing this with Eq. (31), it can be seen that the well-loss coefficient can be calculated272
from273
B =
β
(
c2FrcFzk2r kz
)1/3
(2piL)2k3/2r rwg
(34)
from which it can be seen that the non-Darcian well-loss coefficient, B, is inversely proportional274
to the square of the well-screen length, L.275
8. Summary and conclusions276
The objective of this study was to investigate the role of partial well penetration (PWP) on non-277
Darcian well losses associated with groundwater production wells. A numerical finite difference278
model, for solving the problem of Forchheimer flow to a partially penetrating well, was developed279
in MATLAB for this purpose. Special attention was made to provide sufficient grid-resolution280
around the top of the well-screen, so as to adequately capture the large fluxes that develop as281
a consequence of the mixed type boundary condition at the well-bore. The model was verified282
20
by comparison with the semi-analytical solutions of Chang and Chen (2003) and Cassiani et al.283
(1999), which solve for the problem of Darcian flow to a partially penetrating well.284
Normalizing the governing equations to a set of dimensionless variables revealed that there285
were just three parameter groups of interest: (1) the ratio of well-screen length to formation thick-286
ness, ω; (2) the ratio of well-screen length to well radius, λ; and (3) a normalized parameter group287
containing the product of the Forchheimer parameter and the production rate, bD.288
The model was first implemented to explore the combined role of PWP and non-Darcy effects289
on the decline in production rate associated with constant pressure boundary conditions at the290
well-screen. Non-Darcy effects lead to a reduction in production rate in this context, as compared291
to an equivalent problem solved using Darcy’s law. For fully penetrating wells, this reduction in292
production rate becomes less significant with time. However, for partially penetrating wells, the293
reduction in production rate persists for much larger times (recall Fig. 3).294
To better understand how PWP might affect performance during a step-drawdown test, the295
model was implemented using a constant rate of production. A sensitivity analysis was then under-296
taken to explore the combined role of PWP and non-Darcy effects on well pressure development.297
For large times, the combined effect of PWP and non-Darcy flow takes the form of a constant ad-298
ditional drawdown term (recall Eq. (27)). An approximate solution for this loss term was obtained299
by performing linear regression on the modeling results (recall Eqs. (29) and (30)).300
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Table 1: An example of how rcD, ω, λ and bD vary with L for a practical scenario where rw = rc = 0.1 m, ρw = 1000
kg/m3, µw = 10−3 Pa.s, kr = 10−11 m2, kz = 10−12 m2, φ = 0.1, cw = 3 × 10−10 Pa−1, cr = 4.5 × 10−10 Pa−1, g = 9.81
m/s2, H = 100 m and Q = 0.03 m3/s. Note that this assumes that cFr = cFz = cF where cF is obtained from the
Geertsma (1974) correlation (cF = 0.005φ−5.5).
L (m) 10 20 30
rcD (-) 369 261 213
ω (-) 0.1 0.2 0.3
λ (-) 316 632 949
bD (-) 11.08 5.54 3.69
Appendix A. Anisotropic Forchheimer equation365
From Eq. (6.3) of Knupp & Lage (1995), the Forchheimer equation for an anisotropic porous366
media is found to take the form367
(
−1
ρw
)
∇P = νw
[
1 + νwρwΓκ(q · k−1q)1/2
]
k−1q (A.1)
where Γ = (det γ)1/3 with γ = cF/(ν2wρw) (see paragraph preceding Eq. (6.1) in Knupp & Lage,368
1995), κ = (det k)1/3 (see paragraph preceding Eq. (5.3) in Knupp & Lage, 1995), q [LT−1] is369
a vector of volumetric fluxes and cF [-] and k [L2] are the tensors for the Forchheimer inertia370
coefficient and permeability, respectively.371
Noting that νw is the kinematic viscosity, found from νw = µw/ρw, Eq. (A.1) can be rearranged372
to obtain373
q = −Fk
µw
∇P (A.2)
where374
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Figure 1: Illustration of the spatial discretisation used for the scenario with reD = 107 and ω = 0.01. a) Plot of
dimensionless radial distance, rD, against node number. b) Plot of dimensionless vertical distance, zD, against node
number.
F =
[
1 + ρw
µw
(det cF det k)1/3
(
q · k−1q
)1/2]−1 (A.3)
When the principle axes of anisotropy are aligned with the geometrical axes under considera-375
tion, the tensors simplify such that376
cF =

cFx 0 0
0 cFy 0
0 0 cFz

(A.4)
and377
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Figure 2: Plot of dimensionless production rate, QwD, against dimensionless time, tD, for the range of constant well
pressure scenarios previously studied by Chang and Chen (2003). Values of ω and λ assumed are displayed in the text-
labels to the right-hand-side of the figure. The red dashed lines were obtained using the finite difference (FD) model
with bD set to zero. The black solid lines were obtained using the finite difference model with bD = 10. The green
solid lines were obtained using the semi-analytical solution of Chang and Chen (2003). The blue circular markers
were obtained using the semi-analytical solution of Cassiani et al. (1999), which assumes that ω = 0.
k =

kx 0 0
0 ky 0
0 0 kz

(A.5)
and consequently, Eq. (A.3) reduces to378
F =
[
1 +
ρw
µw
(
cFxcFycFzkxkykz
)1/3 (
k−1x q2x + k−1y q2y + k−1z q2z
)1/2]−1 (A.6)
where cFx, cFy, cFz, kx, ky, kz, qx, qy and qz are the Forchheimer inertia coefficients, permeabilities379
27
and volumetric fluxes in the x, y and z direction, respectively.380
For the axially symmetric problem of interest in this article, cFx = cFy = cFr, kx = ky = kr and381
q2r = q2x + q2y , where cFr and kr are the Forchheimer inertia coefficient and permeability in the r382
direction. Consequently, Eq. (A.6) reduces further to383
F =
[
1 + ρw
µw
(
c2FrcFzk2r kz
)1/3 (
k−1r q2r + k−1z q2z
)1/2]−1 (A.7)
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Figure 3: Plot of non-Darcy production rate reduction factors against dimensionless time for the constant well pressure
scenarios presented in Fig. 2 for a range of different bD values. The values of λ and ω are indicated in the legends.
The values of bD adopted are as shown in the subplot titles.
29
rD
z D
a) Dimensionless pressure, PD
 
 
2 4 6 8 10
0
0.5
1
1.5
2
rD
z D
b) Non−Darcy factor, F
 
 
2 4 6 8 10
0
0.5
1
1.5
2
0
0.2
0.4
0.6
0.8
1
0
0.2
0.4
0.6
0.8
1
Figure 4: Spatial distributions around the production well at tD = 1014 for the constant well pressure scenario with
ω = 0.01, λ = 10 and bD = 10. a) Dimensionless pressure, PD. b) Non-Darcy factor, F, as calculated from Eq. (24).
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Figure 5: Plot of dimensionless well pressure, PwD, against dimensionless time, tD, assuming a constant production
rate, as described in Eq. (19), for the ω and λ scenarios used in the constant pressure study of Chang and Chen (2003)
(as indicated in the text labels to the right-hand-side of the plot). The red dashed lines are due to the finite difference
(FD) model with bD = 0. The black solid lines are for a similar set of simulations but with bD = 10. The green line
is due to the (Cooper and Jacob, 1946) equation (Eq. (26) with bD = 0). The cyan line is the Jacob equation with
incorporation of the Forchheimer effects, as derived by Mathias et al. (2008) (Eq. (26)).
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Figure 6: Plot of (PwD − κ)/ω against dimensionless time, tD, for the scenarios presented in Fig. 5. Values of κ were
obtained using Eq. (28). Solid and dashed lines are used for simulations with bD = 0 and bD = 10, respectively. The
different colors are used for the different ω and λ combinations, as indicated in the legend. The Cooper and Jacob
(1946) equation is also plotted, for comparison purposes, as a dashed green line.
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Figure 7: Plot of α (refer to Eq. (27)) against λ for all values of ω studied. Note that α is independent of bD.
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Figure 8: Plot of α/ ln λ (refer to Eq. (27)) against ω for all values of λ studied. Note that α is independent of bD .
33
101 102 103
0.75
0.8
0.85
0.9
0.95
1
β
λ
b) bD = 10
 
 
101 102 103
0.75
0.8
0.85
0.9
0.95
1
β
λ
c) bD = 30
 
 
101 102 103
0.75
0.8
0.85
0.9
0.95
1
β
λ
d) bD = 100
 
 
101 102 103
0.75
0.8
0.85
0.9
0.95
1
β
λ
a) bD = 3
 
 
1 − 2.05 λ−0.93
ω = 0.99
ω = 0.90
ω = 0.80
ω = 0.70
ω = 0.50
ω = 0.10
ω = 0.01
1 − 2.05 λ−0.93
ω = 0.99
ω = 0.90
ω = 0.80
ω = 0.70
ω = 0.50
ω = 0.10
ω = 0.01
1 − 2.05 λ−0.93
ω = 0.99
ω = 0.90
ω = 0.80
ω = 0.70
ω = 0.50
ω = 0.10
ω = 0.01
1 − 2.05 λ−0.93
ω = 0.99
ω = 0.90
ω = 0.80
ω = 0.70
ω = 0.50
ω = 0.10
ω = 0.01
Figure 9: Plot of β (refer to Eq. (27)) against λ for the ω values as indicated in the legend. The values of bD adopted
are as shown in the subplot titles.
34
