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Abstract
A new non-perturbative approach to quantum theory in curved
spacetime and to quantum gravity, based on a generalisation of the
Wigner equation, is proposed. Our definition for a Wigner equation
differs from what have otherwise been proposed, and does not imply
any approximations. It is a completely exact equation, fully equivalent
to the Heisenberg equations of motion. The approach makes differ-
ent approximation schemes possible, e.g. it is possible to perform a
systematic calculation of the quantum effects order by order. An iter-
ative scheme for this is also proposed. The method is illustrated with
some simple examples and applications. A calculation of the trace of
the renormalised energy-momentum tensor is done, and the conformal
anomaly is thereby related to non-conservation of a current in d = 2
dimensions and a relationship between a vector and an axial-vector
current in d = 4 dimensions.
The corresponding “hydrodynamic equations” governing the evolu-
tion of macroscopic quantities are derived by taking appropriate mo-
ments. The emphasis is put on the spin-12 case, but it is shown how
to extend to arbitrary spins. Gravity is treated first in the Palatini
formalism, which is not very tractable, and then more successfully in
the Ashtekar formalism, where the constraints lead to infinite order
differential equations for the Wigner functions.
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Introduction
One of the greatest problems we are facing in physics today is gravitation:
as is well-known we do not possess a well-behaved theory of quantum grav-
ity. Even semi-classical gravity, i.e. quantum field theory in curved space-
time, where the gravitational field is kept as a classical background, is not
that well-behaved. It seems that perturbation theory is just not applicable
to problems involving gravitation, hence new, non-perturbative approaches
have to be found. In this paper, inspired by recent results in QCD (especially
the study of quark-gluon plasmas), we propose a non-perturbative approach
based on the Wigner operator. The equation governing the behaviour of this
operator is completely equivalent to the Heisenberg equations of motions for
the fields. This Wigner equation is the quantum analogue of the classical
Boltzmann or Vlasov equations, [4, 5], and thus allows for a better intuitive
understanding of the problems.
Start with a flat spacetime manifold and a Dirac spinor field, ψ(x), on it.
Instead of just looking at ψ(x) or its Fourier-transform ψ˜(k) we consider a
“distribution” W (x, p) which is a functional of ψ and depends explicitly on
both x and p. This “distribution”, the Wigner operator, is, however, a non-
positive operator, which is why we put the term “distribution” in quotation
marks. The explicit form is given in the next section; it is essentially a kind
of Fourier transform of the density matrix. The Dirac equation for ψ gives
rise to an integro-differential equation for W , which is readily generalised
to curved spacetimes. This allows us to attack the problem of fermions in
curved space-time from a new angle, and introduce new, non-perturbative,
approximation schemes.
The next step is naturally to write down a similar equation governing the
gravitational fields. Since fermions causes torsion [2, 8], it would at first
sight seem convenient to introduce two Wigner operators Γab;cdµν and L
ab
µν for
the spinor connection, ωabµ , and the vier-bein, e
a
µ, respectively. These Wigner
functions will not however be covariant, thus introducing an unwanted gauge-
dependency. In the Ashtekar formalism instead, we can introduce two co-
variant Wigner functions, one for the SU(2)-connection, Aai , and one for
its conjugate Eai . In both cases, however, do the equations become highly
complicated, and we wont be able to say much about them. We will basi-
cally, in this paper, consider the background geometry as fixed (semi-classical
quantum gravity). Let us note that such an approach should find many ap-
plications: Hawking radiation, the early universe etc. We will not, however,
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deal so much with these applications in this paper.
This is not the first time the powerful Wigner-equation methods have been
suggested as a framework for quantum fields in curved spacetime. Some
earlier work by Calzetta et al. and Kandrup, [3], uses either Riemann nor-
mal coordinates (and hence is only applicable in a sufficiently small region
of spacetime) or a mode-decomposition (which only works for static space-
times), they do, however, show the connection between this kinetic approach
and the usual path-integral or Green’s function-based approach; the Wigner
function can be expressed as a Fourier transform of a two point function with
respect to the middle point between the two points (the precise relationship
is given in the next section). In general, neither the Fourier transform nor
the concept of a middle point makes sense in a general curved background, at
least not in a coordinate independent manner. Therefore one could attempt
to use Riemann normal coordinates in order to be able to define x − x′ for
x, x′ points on the manifold, or one could make use of a mode decomposi-
tion of the solutions to the equations of motion of a free field to generalize
the Fourier transform. Neither of these two approaches are completely gen-
eral, although they do represent useful calculational short-cuts. Winter, [9],
has proposed an approach similar to the one put forward here in which one
integrates along curves (geodesics, to be precise). But his approach needs
the solution of as well the geodesic as the geodesic deviation equations, a
daunting task in general. This again essentially restricts the usefulness of his
method to Riemann normal coordinates or to other approximation schemes
(first quantum corrections to the classical kinetic equation). The solution of
the geodesic equation is not needed for the approach presented here, even
though we at an intermediate stage uses parallel transport along geodesics.
Halliwell, and GellMann and Hartle has shown that the Wigner function
appears naturally in a quantum theory of histories, [3], as for instance quan-
tum cosmology; it is the only other place in which the Wigner function of the
gravitational degrees of freedom is studied. It should finally be mentioned
that Fonarev too, has extended the Wigner function technique from flat space
time to a curved background, [15]. Like the approach proposed here, he uses
the structure of phase-space as a cotangent bundle, our result, however, is
much closer related to the analogy with Yang-Mills theory. He furthermore
emphasises the case of the scalar field, whereas this paper mostly studies
spinor fields, with some comments on the gravitational field. The derivation
of the conformal anomaly and of the “hydrodynamic equations” are also new.
Most of the calculations are done in d = 4 dimensions for concreteness but
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are valid for all d. In some particular cases the case d = 2 is also considered.
The Method
We start out by considering the spacetime geometry as being fixed, i.e. we
begin by studying QFT in curved spacetime. Our main source of inspiration
is the papers by Vasak, Gyulassy and Elze [1], in which the Wigner operator
formalism is derived for Dirac fields interacting with Yang-Mills fields. We
will give a brief introduction to their results here, as this will indicate how
to generalise to curved spacetime.
Consider a second quantised Dirac field ψ(x), the Wigner operator is defined
to be, [5, 1]
Wˆ (x, p) =
∫
e−iy·pψ¯(x+
1
2
y)⊗ ψ(x− 1
2
y)
d4y
(2π)4
(1)
note that Wˆ takes values in the Clifford algebra, a point we’ll use later. This
definition can be made gauge invariant by replacing
ψ(x− 1
2
y) = e−i
1
2
y·∂ψ(x) (2)
by the gauge covariant generalisation
ψ(x− 1
2
y) ≡ e−i 12y·∇ψ (3)
where ∇ is the (gauge) covariant derivative. Writing x± ≡ x ± 12y we can
write
Wˆ (x, p) =
∫
e−ip·yψ¯(x+)U(x+, x)⊗ U(x, x−)ψ(x−) d
4y
(2π)4
(4)
where
U(b, a) ≡ P exp
(
−ig
∫ b
a
Aµ(z)dz
µ
)
(5)
where Aµ denotes the Yang-Mills field, and the path of integration is a
straight line: z(s) = a + (b − a)s, which goes from a to b as s goes from
0 to 1. The Dirac equation then implies the following equation for Wˆ :[
m− γµ
(
pµ +
1
2
i∇µ
)]
Wˆ =
1
2
igγµXˆµWˆ (6)
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where Xˆµ is an integral operator involving the field strength tensor:
XˆµWˆ ≡ − ∂
∂pν
(∫ 1
0
(1− 1
2
s)e−
i(1−s)
2
△FµνWˆds+ Wˆ
∫ 1
0
1− s
2
e
1
2
is△Fµνds
)
(7)
where we have introduced the triangle operator
△ ≡ ∂
∂p
· ∇ (8)
It is understood that the derivative with respect to momentum always acts
on the Wigner distribution alone and not on any of the other terms.
One should also mention the relationship to Green’s functions. If G(x, x′) de-
notes the Green’s function, G(x, x′) = 〈ψ¯(x)ψ(x′)〉, then the Wigner function
can be rewritten as
W (x, p) = 〈Wˆ (x, p)〉 ∝
∫
e−iy·pG(x− 1
2
y, x+
1
2
y)ddy
i.e. as a Fourier transform of the two point function with respect to the
distance between the two points. This shows the relationship with the more
familiar approach to quantum theory using Green’s functions.
The curvature 2-form Fµν appears through the holonomy, i.e. through re-
expressing the derivative of the parallel transporter in the principal bundle
U(b, a) in terms of a integration along a closed curve. The above equation
actually holds for Akµ being an operator, but for a classical background one
can pull the field strength tensor out of the integral over y to obtain
Xˆµ = π
−1/2 ∂
∂pν
Fµν
(
j0(
1
2
△)− ij1(1
2
△)
)
(9)
where j0, j1 are the usual spherical Bessel functions, j0 ∼ J1/2, j1 ∼ J3/2. We
will now analyse this equation and the steps leading to it.
First the obvious translations: the gauge field is replaced by the spinor
connection ωµ = ω
ab
µ σab, whereby the gauge covariant derivative becomes
the spinor covariant derivative, and the field strength tensor becomes the
Riemann-Christoffel curvature tensor Rabµν . Let us next consider the path of
integration. In flat space we integrate along the straight line from x− = x− 12y
to x+ = x+
1
2
y, i.e. we go in the direction ±y from x for a “period of time”
1
2
‖y‖. The curved space-time analogue is now obvious: y is a tangent vector,
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and we integrate along the (unique) geodesic with tangent ±y at x, the length
of the curve segment at each side of x is 1
2
‖y‖. Note that this simplifies things
a lot: a priori we would have expected y to lie in the manifold, but now we
see that it really lies in the tangent space. Hence for each given point x in
the manifold we integrate over all possible tangents y lying in the tangent
space at x, TxM , which is a flat space. This means that we keep the measure
d4y
(2π)4
. To summarise: in flat space-time x, y, p all belong to the same space,
whereas in curved space-time x is in the manifold, y in the tangent space
and p in the cotangent space. The dot-product y · p is then just the pairing
between TxM and T
∗
xM . What we have done is to make extensive use of the
intimate relationship between Yang-Mills theory as a theory of connections
on a principal bundle and general relativity as related to connections on the
frame bundle, [7, 8, 12, 13].
We will follow customary notation and denote flat space indices by Roman
letters from the beginning of the alphabet, and curved spacetime ones by
Greek letters. In curved spacetime, the Clifford algebra relation {γµ, γν} =
2gµν implies that the Dirac matrices are in general x-dependent, we intro-
duce the vierbein as the transformation connecting them to the usual flat
(constant) Dirac matrices [2, 8]:
γµ = e
a
µγa (10)
The connection between “curved” and “flat” indices is established by this
vierbein. The covariant derivative then reads, [8],
∇µ = ∂µ + ωabµ σab (11)
with σab =
1
2
i[γa, γb] the generators of the Lorentz algebra so(3, 1) in the
spinor representation, and is the analogue of the generator of the gauge
algebra in the Yang-Mills case. The spin connection ωabµ is related to the
Christoffel symbol through
ωabµ = η
caeνce
b
ρΓ
ρ
µν − ηcaebρ∂µeρc (12)
and it is this quantity which is the analogue of the Yang-Mills potential Aaµ.
Even though we deal with fermions, we will in general assume that no torsion
is present, i.e. Γρµν = Γ
ρ
νµ. This is a valid assumption since torsion do not
propagate and since we only want to deal with fields in a given classical
background.
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With these comments the Wigner operator equation now reads[
m+ γµ
(
eaµpa +
1
2
i∇µ
)]
Wˆ = −1
2
κγaXˆaWˆ (13)
where now
XˆaWˆ ≡ 1√
π
eµa
∂
∂pν
(j0(
1
2
△)− ij1(1
2
△))Rbcµν{σbc, Wˆ} (14)
with the triangle operator given by
△ ≡ eµa
∂
∂pa
∇µ (15)
The curly brackets denote an anticommutator. Both the curvature two-
form and the Wigner operator are Clifford algebra-valued, thus the Clifford
algebra and not only so(3, 1), appears here as the analogue of the internal
symmetry group of Yang-Mills theory. One should remember that so(3, 1) ≃
spin(3, 1) ⊆ C(3, 1), so we have in a sense “extended” the gauge algebra from
the Lorentz algebra to the full Clifford algebra, with the price, of course, that
we then no-longer have a Lie algebra but a Clifford algebra instead. Also
note that so(3, 1) ≃ spin(3, 1) acts naturally on the Clifford algebra C(3, 1)
through x 7→ [x, σab], it is under this Lie algebra that the Wigner function
transforms.
Here we have just made the obvious translations from Yang-Mills theory to
minimally coupled Dirac fermions in a curved background. Non-minimally
coupled fermions, i.e. including a coupling to torsion, should be dealt with
by making the substitution Rabµνσab → Rabµνσab + Sρµν∇ρ, where Sρµν is the
torsion (the antisymmetric part of the Christoffel symbol). This is because
the curvature only enters through the commutator [∇µ,∇ν ] = Rabµνσab (via the
holonomy) and this gets modified to the above mentioned linear combination
of curvature and torsion when the latter is present, [8]. In a similar fashion
one could introduce gauge degrees of freedom, coupling to a Yang-Mills field
Akµ by adding igA
k
µTk to ∇µ, where Tk are the generators of the gauged Lie
algebra. We would then have to add igF kµνTk to the right hand side of the
commutator [∇µ,∇ν ]. The resulting Wigner function and its equation of
motion would then also be gauge covariant.
Covariance is ensured by noting that ψ transforms as ψ → Uψ where U is the
transformation matrix (U = exp(iαab(x)σab) for the purely gravitational case
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and U = exp(iαab(x)σab + igαk(x)Tk) with a coupling to a Yang-Mills field),
and that ∇µ transforms covariantly (adjoint representation) ∇µ → U∇µU−1,
one then sees Wˆ → UWˆU−1.
The Wigner equation is then an infinite-order differential equation. It is this
equation which is the subject of this study.
Clifford Decomposition
The Wigner operator takes values in the Clifford algebra, since it is given as
a product of two spinors. Hence it can be decomposed. In d = 4 a basis for
the Clifford algebra is given by 1, γ5, γa, γaγ5, σab, as is well-known. We thus
write
Wˆ = S + Pγ5 + Vaγa +Aaγaγ5 + T abσab (16)
where then, of course, S,P are a scalar and pseudo-scalar, Va,Aa, vector
and axial-vector and T ab an antisymmetric tensor. A similar splitting-up of
the operators can be made using the properties of the Dirac matrices. The
left hand side can be written[
m+ γd
(
pd +
1
2
ie
µ
d∂µ −
1
2
ωbcµ e
µ
b ηcd
)
+ 2iǫabcde
µ
aω
bc
µ γ
5γd
]
Wˆ
≡ [m+ γdAd + γ5γdBd] Wˆ (17)
having used
γdσbc = i(ηacηbd − ηabηdc)γa + 4ǫdcbaγ5γa
which follows from the definition of σab and the standard trace formulas for
the Dirac matrices, see e.g. Itzykson and Zuber [17].
We will write the right hand side as
Jˆabcγa{σbc, Wˆ} (18)
where Jˆabc then contains all the curvature information and no Clifford algebra
information (i.e. it is proportional to 1).
With this notation we get
mS − AaVa +BaAa = −4ǫabcdJˆabcAd
mP + AaAa − BaVa = −ηacηbdJˆabcAd
mVd −AdS +BdP − i(ηefδdg − ηegδdf )AeT fg
8
+4ǫ defg B
eT fg = iηabδdc JˆabcS − 2ǫ dabc JˆabcP +
4δdaηbfηceJˆ
abcT ef
mAd + AdP − BdS + i(ηefδdg − ηegδdf )BeT fg
−4ǫ defg AeT fg = −4ǫdabcJˆabcS + 8i(ηabδdc − ηacδdb )JˆabcP
mT ef + 1
2
iA[eVf ] − 1
2
iB[eAf ] = 12ǫ gabc ǫefdgJˆabcT dg − (ηacǫefdb −
ηdaǫ
ef
cb)Jˆ
abcAd
where we have used the symmetry properties of Jˆabc, i.e. Jˆabc = −Jˆacb, to
remove some terms involving η’s.
One will often be able to assume P = Aa = 0, in which case the equations
can be simplified a little bit.
The equations involve not only the curvature 2-form but also its dual, since
ǫabcdJˆ
abc = −1
2
iκeµa(j0 − ij1)
∂
∂pν
(∗Rabµν)ηbd (19)
with
∗Rabµ :=
1
2
ǫabcdR
cd
µν (20)
One knows that in Yang-Mills theory self-dual and anti self-dual curvature
2-forms play an important role (they correspond to instantons, [8, 7, 12, 13]),
it is therefore encouraging that the dual of the curvature 2-form also appears
in this gravitational setting.
One should also note that the combination ηabδ
d
c Jˆ
abc is proportional to the
Ricci tensor, ηabδ
d
c Jˆ
abc = 1
2
π−1/2κ ∂
∂pν
R dν (j0 − ij1), which implies that this
combination vanishes for vacuum solution of general relativity, i.e. in Ricci-
flat spacetimes Rµν = R
d
µ η
a
de
a
ν = 0. This implies that in many backgrounds
of real physical interest, the right hand sides of these coupled equations sim-
plify.
Another important consequence of this Clifford algebra decomposition con-
cerns the classical limit. In this limit one would expect the Wigner function,
considered as a 4× 4 matrix to be diagonal:
Wˆ =


f1
f2
g1
g2

 ≡
(
F+ 0
0 F−
)
≡ S 1 + V0γ0
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This leads to the following set of coupled equations
mS − A0V0 = 0 (21)
B0V0 = 0 (22)
mV0 − A0S = iηabδ0c JˆabcS (23)
BdS = 4ǫdabcJˆabcS (24)
where, as we have seen, the right hand side in the third of these vanish if the
spacetime is Ricci-flat, i.e. a solution to the vacuum Einstein equations.
The second of these of equations imply V0 = 0, which then, from the first,
yields m = 0, hence we are left with the following pair of equations
A0S = −iηabδ0c JˆabcS (25)
BdS = 4ǫdabcJˆabcS (26)
Thus in a Ricci-flat spacetime, the only quantum corrections enter through
the second of these, as the first become A0S = 0, i.e. the quantum corrections
will depend only on the dual of the curvature two-form. The first equation
implies, then, that S is an eigenstate of the differential operator eµ0∂µ+iωa0µ eaµ
with eigenvalue −2ip0, whereas the second equation determines the depen-
dency on the other components of the momentum. We will return to the
case Wˆ = S in later sections.
Let us note in passing that the extra term −2ip0 added to the Dirac operator
can be interpreted as a coupling to an Abelian connection, or as correspond-
ing to a Dirac operator in 5 dimensions (as in the families index theorem,
[12, 13]).
For later use, we also give the Clifford decomposition in d = 2 dimensions.
Here γa corresponds to σ1, σ2 (the Pauli matrices) and both γ5 and σab cor-
responds to σ3 = −iσ1σ2 = −12 i[σ1, σ2]. The covariant derivative can be
written as ∇µ = ∂µ, since there is no spinor connection in d = 2, [13]. With
this (Latin indices going from 1 to 2) the Wigner equation reads[
m− σi(pi + 1
2
i∂i)
]
Wˆ = −1
4
iκσieαi JˆRαβ
{
σ3,
∂
∂pβ
Wˆ
}
(27)
With the decomposition
Wˆ =W0 1 +Wi σ
i +W3 σ
3 (28)
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we then arrive at
mW0 − (pi + 1
2
i∂i)W
i = −1
2
iκǫijeαi RαβJˆ
∂
∂pβ
Wj (29)
mWi − ǫijW j − (pi + 1
2
i∂i)W0 = −1
2
iκ
(
eαi RαβJˆ
∂
∂pβ
W3 + ǫije
jαRαβ Jˆ
∂
∂pβ
W0
)
(30)
mW3 − iǫij(pi + 1
2
i∂i)W j = −1
4
iκηijeαi Rαβ Jˆ
∂
∂pβ
Wj (31)
We will return to this set of equations in the section concerning the trace of
the energy momentum tensor in d = 2 and d = 4. For now let us just note
that the set of coupled equations in d = 2 can be re-expressed as an equation
forWi alone by using the first and third to express W0,W3 as some operators
acting on Wi. Explicitly
W0 = − iκ
2m
ǫijeαi Rαβ Jˆ
∂Wj
∂pβ
+
1
m
(pi +
1
2
i∂i)W
i (32)
W3 = − iκ
4m
ηijeαi Rαβ Jˆ
∂Wj
∂pβ
+
1
m
ǫij(p
i +
1
2
i∂i)W j (33)
leading to
(m2ηij −mǫij)W j − 1
m
(pi +
1
2
i∂i)(pj +
1
2
i∂j)W
j
+
1
2
iκǫkj(pi +
1
2
i∂i)
(
eαkRαβJˆ
∂W j
∂pβ
)
= −1
8
κ2ηkjeαi e
γ
kRαβRγδJˆ
2 ∂
2W j
∂pβ∂pδ
−1
4
κ2ǫ
j
i ǫ
kleαj e
γ
l RαβRγδJˆ
2 ∂
2Wk
∂pβ∂pδ
+
1
2
κǫkje
α
i Rαβ(p
k +
1
2
i∂k)Jˆ
∂W j
∂pβ
−1
2
iκǫ
j
ie
α
jRαβ(pk +
1
2
i∂k)Jˆ
∂W k
∂pβ
(34)
Remembering Jˆ = j0(
1
2
△)− ij1(12△) and that △ is hermitian, the hermitian
and anti-hermitian parts of this equation must be satisfied separately, which
then leads to two coupled equations which Wi has to satisfy.
11
Example: Covariantly Constant Curvature
When the curvature tensor is covariantly constant, ∇λRabµν = 0, we can take
the square of the equation for Wˆ(
m− γaAa − γ5γaBa + 1
4
iκeµaγ
aRbcµν
{
σbc,
∂
∂pν
·
})
Wˆ = 0
to obtain
0 =
[
m2 −A2 −B2 − 2γ5A · B
]
Wˆ +
κ2
16
eµae
ρ
dγ
aRbcµνR
ef
ρσ
∂2
∂pν∂pσ
{σbc, γd{σef , Wˆ}} −
1
4
iκ
{
γaA
a, e
µ
dγ
dRefµν
∂
∂pν
{σef , Wˆ}
}
−
1
4
iκ
{
γ5γaB
a, e
µ
dγ
dRefµν
∂
∂pν
{σef , Wˆ}
}
(35)
We can split this into two equations by taking the hermitian and anti-
hermitian parts out. For the hermitian part we then get the constraint
equation generalising the mass-shell condition
0 = (m2−A2−B2−2A·Bγ5)Wˆ+κ
2
16
eµae
ρ
dγ
aRbcµνR
ef
ρσ
∂2
∂pν∂pσ
{
σbc, γ
d
{
σef , Wˆ
}}
(36)
whereas the anti-hermitian part becomes the kinetic equation proper (as in
the Yang-Mills case, [1])
0 =
{
γaA
a + γ5γaB
a, e
µ
dγ
dRefµν
∂
∂pν
{σef , Wˆ}
}
(37)
The mass-shell condition, (36), can also be seen as a momentum diffusion
equation of the Fokker-Planck type [4, 5], but the important thing to note is
that it is not on its own a kinetic equation specifying the state of the matter
fields. Comparing this with a standard classical kinetic equation for a phase
space distribution function F , [4]
∂
∂pν
(aνF) + 1
2
∂2
∂pµ∂pν
(bµνF) = f(p, x)F (38)
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we see that aν , the dynamical friction in our case is
aν = 0 (39)
while bµν , the momentum diffusion coefficient, is (simply take Wˆ = S to get
the non-spin terms)
bνσ =
κ2
4
eµae
ρ
d(η
gfηde − ηgeηdf)(ηgcδab − ηgbδac )RbcµνRefρσ + spin terms (40)
and f(p, x), a kind of momentum force term, finally reads
f(p, x) = −(m2 −A2 − B2) + Clifford algebra terms (41)
and is thus an operator (remember: A ∼ p+ ∂ + ω).
Thus in this particularly simple case, we see that the mass-shell condition
can be interpreted as a diffusion equation in momentum space. Now, this
momentum diffusion is provided by the quantum and curvature corrections
to the mass, i.e. the difference between m2 and p2, it is thus a pure quantum
phenomenon. This is a kinetic interpretation of the uncertainty principle and
of the renormalisation of the mass. It is intuitively pleasing to see that the
momentum diffusion coefficient is given simply by the curvature, and is thus
a purely geometric object, even though its source is purely quantum. For a
curvature which is not covariantly constant, the mass-shell condition contains
higher derivatives with respect to the momentum, such terms do not have a
direct classical interpretation and therefore represent pure quantum effects.
The main difference between (37) and the result for Yang-Mills theory is the
appearance of the anticommutator. As we have seen earlier, this anticom-
mutator can be traced back to Wˆ being Clifford algebra-valued and that the
generators of the Lorentz algebra for Dirac fermions is precisely σab which is
an element of the Clifford algebra. Remember that the elements γaγb of any
Clifford algebra C(r, s) generate the Lie algebra spin(r, s) which is isomor-
phic to so(r, s). For r = 3, s = 1 this is the Lorentz algebra in d = 3 + 1
dimensions, while it for r = s = 1 is the corresponding algebra in d = 1 + 1
dimensions, [7]. It is this interrelationship between the Clifford algebra and
the Lorentz algebra (which is then the gauged algebra for gravitational sys-
tems) which accounts for the anticommutator.
In the extreme, classical limit Wˆ = S, the kinetic equation reduces to
0 = 2i(ηafηde − ηaeηdf )AaeµdRefµν
∂
∂pν
S −
ǫ
gh
ef (ηabηdg − ηagηdh)BaeµdRefµν
∂
∂pν
S (42)
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This can be seen as an equation involving only dynamical friction and not
momentum diffusion. Writing it on the classical form
f1(p, x)F = ∂
∂pν
(aνF) (43)
where the “force term”, f1, contains the operator △, we see that the dynam-
ical friction is given by
aν = (ηafηde − ηaeηdf )(pa − 1
2
ωbaρ )e
µdRefµν −
ǫ
gh
ef ǫ
p a
qr e
ρ
pe
µdωqrρ R
ef
µν (44)
It is very interesting to note that the resulting equations for Wˆ splits into
two set of equations, one containing only momentum diffusion and the other
only dynamical friction. In both cases are the sources for the processes given
by quantum effects, i.e. vanish in the classical limit if one ignores spin effects.
Furthermore, the coefficients aµ, bµν are in both cases given by the curvature
and are thus geometrical quantities as one would expect intuitively.
Again, in the general case we would get higher derivatives of momentum,
the “diffusion” equation containing all even powers of ∂
∂p
, and the “friction”
equation all the odd powers. These extra terms are pure quantum effects
and have no direct classical interpretation.
To round off the discussion we also give the splitting of the Wigner equation
in d = 2. As we have seen, in this case we can make do with an equation
for Wi alone. The hermitian part of this equation is seen to be in the case of
covariantly constant curvature (corresponding to taking Jˆ ≡ 1)
(m2ηij −mǫij)W j
−(pipj + 1
2
i(pi∂j + pj∂i)− 1
4
∂i∂j)W
j = −1
8
κ2ηkjeαi e
γ
kRαβRγδ
∂2W j
∂pβ∂pδ
−1
4
ǫ
j
i ǫ
kleαj e
γ
l RαβRγδ
∂2Wk
∂pβ∂pδ
+
1
2
κǫkje
α
i Rαβ(p
k +
1
2
i∂k)
∂W j
∂pβ
(45)
for the hermitian part, and
ǫkj(pi +
1
2
i∂i)e
α
kRαβ
∂Wj
∂pβ
= ǫjie
α
jRαβ(p
k +
1
2
i∂k)
∂Wj
∂pβ
(46)
14
for the anti-hermitian part. Once again, we can interpret the hermitian part
as a momentum diffusion equation, both this time we also have a dynamical
friction contribution
1
2
∂2
∂pβpδ
(bklβδWl) +
∂
∂pβ
(aklβ Wl) = f
kl(x, p)Wl
The diffusion coefficient is
bikβδ =
1
2
κ2
(
ǫijǫkleαj e
γ
l +
1
2
ηjkηileαl e
γ
j
)
RαβRγδ (47)
while the dynamical friction becomes
aklβ = −
1
2
κǫilηjkeαjRαβ(pi +
1
2
i∂i) (48)
which is then a differential operator in this case. The force term is again re-
lated to the mass-shell constraint, although in a somewhat more complicated
form
fkl = m2ηkl −mǫkl − pkpl − 1
2
i(pk∂l − pl∂k) + 1
4
∂k∂l (49)
The anti-hermit-an part is once more a pure dynamical friction equation
(it would have a momentum diffusion term too, if the curvature wasn’t co-
variantly constant), but there is no source term. Thus there is quite a big
difference between the results in d = 2 and d = 4 dimensions, a difference
which cannot simply be referred to the different Lorentz character of the
“distribution” in the two cases (in d = 2 we considered a vector, and in
d = 4 a scalar), but is very much due to the difference in the structure of the
two Clifford algebras and the fact that there is no spin connection in d = 2.
This is an important caveat.
The △-Expansion: Quantum Corrections
The case of covariantly constant curvature corresponds, as we have seen, to a
kind of classical limit involving only few quantum corrections. In this section
we will commence a more systematic study of quantum corrections. This is
done by noting that △ appears multiplied by ~, and that Planck’s constant
only enters in this combination. An expansion in △ is therefore related to an
expansion in ~. Thus, one can calculate quantum corrections by expanding
15
the spherical Bessel functions in Xˆ to a given order. To do this we need the
standard formulae
j0(z) =
sin z
z
=
∞∑
n=0
(−1)n z
2n
(2n+ 1)!
j1(z) =
sin z
z2
− cos z
z
=
∞∑
n=1
(−1)n 2n
(2n+ 1)!
z2n−1
Now, △ is an hermitian operator and the Bessel functions only appear in the
combination j0 − ij1, consequently it is rather simple to make a separation
into hermitian and anti-hermit-an parts of the Wigner equation. One of these
will then only contain odd powers of △ and the other only even powers.
Due to the complicated nature of the operators appearing in the Wigner
equation, we cannot simply take the square and compare with the classical
kinetic equations. Instead we have to make do with the equations on the
“Dirac form” (in contrast to the “Klein-Gordon form” resulting from taking
squares), which do not have a direct classical analogue. The interpretation
will therefore not be as precise as one would perhaps have wanted.
Writing
W (x, p) =
∞∑
n=0
~
nW (n)(x, p) (50)
an remembering z = 1
2
~△, we can collect terms with the same power of
Planck’s constant. Doing this we get[
m+ eµaγ
a(pµ +
1
2
i∇µ)
]
W (0) = −1
2
iκeµaγ
aRbcµν
{
∂
∂pν
W (0), σbc
}
(51)
for the “classical” contribution, ~0, which is recognised as the same as for
the case of covariantly constant curvature treated in the previous section,
whereas the first correction satisfies[
m+ eµaγ
a(pµ +
1
2
i∇µ)
]
W (1) = −1
2
iκeµaγ
aRbcµν
{
∂
∂pν
W (1), σbc
}
+
1
6
κeµa∇ρ(γaRbcµν)
{
∂2
∂pν∂pρ
W (0), σbc
}
(52)
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while the second order contribution satisfies (remembering that the vierbein
is covariantly constant)[
m+ eµaγ
a(pµ +
1
2
i∇µ)
]
W (2) = −1
2
iκeµaγ
aRbcµν
{
∂
∂pν
W (2), σbc
}
+
1
6
κeµa∇ρ(γaRbcµν)
{
∂2
∂pν∂pρ
W (1), σbc
}
+
1
48
iκeµa∇ρ∇σ(γaRbcµν)
{
∂3
∂pν∂pρ∂pσ
W (0), σbc
}
(53)
In general we will have a recursive scheme[
m+ eµaγ
a(pµ +
1
2
i∇µ)
]
W (n) +
1
2
iκeµaγ
aRbcµν
{
∂
∂pν
W (n), σbc
}
= terms involving only W (k) with k < n (54)
The terms on the right hand side will involve more and more momentum
derivatives of the Wigner functions W (k) and similarly higher and higher or-
der covariant derivatives of the vierbeins and curvature two-forms. Higher
order derivatives of curvature can in general be considered as related to fluc-
tuations of the geometry, thus the higher order Wigner functions are de-
termined by the fluctuations of spacetime, moreover they couple to higher
order derivatives with respect to the momentum of the lower order Wigner
functions, terms which do therefore not have a classical interpretation (only
first and second order momentum derivatives appear in classical kinetic equa-
tions). This shows how the expansion in△ is closely related to pure quantum
effects with no classical analogue. One cannot, however, guarantee that this
expansion is equivalent to the standard loop expansion in quantum field the-
ory. In general there will be no such simple relationship.
One should also take notice of the fact that the momentum derivative op-
erator is symmetric in its indices, this implies that only the symmetric part
of ∇ρ...∇σ acting on the curvature will contribute. From the commutator
relation we get
∇(µ∇ν) = ∇µ∇ν − Rabµνσab (55)
whence it follows that the right hand side of the recursive scheme not only
includes higher and higher order derivatives of the curvature but also higher
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and higher powers of it.
If we introduce the operator Yˆ by
Yˆ W :=
[
m+ eµaγ
a(pµ +
1
2
i∇µ) + 1
2
iκeµaγ
aRbcµν
{
∂
∂pν
·, σbc
}]
W (56)
then we can write the recursive scheme as
Yˆ W (n) = F (n) (57)
where F (0) = 0 and F (n) depends on W (k), k < n. Thus, on the formal level
W (n)(x, p) = Yˆ −1F (n)(x, p) , n ≥ 1 (58)
Written out explicitly, the first corrections then read
W (1) =
1
6
κYˆ −1eµa∇ρ(γaRbcµν)
{
∂2W (0)
∂pν∂pρ
, σbc
}
(59)
W (2) =
1
6
κYˆ −1eµa∇ρ(γaRbcµν)
{
∂2W (1)
∂pν∂pρ
, σbc
}
+
iκ
48
Yˆ −1eµa∇ρ∇σ(γaRbcµν)
{
∂3W (0)
∂pν∂pρ∂pσ
, σbc
}
(60)
Defining
Hbcρν := e
µ
a∇ρ(γaRbcµν) (61)
we can rewrite this as
W (1) =
1
6
κYˆ −1Hbcρν
{
∂2W (0)
∂pρ∂pν
, σbc
}
(62)
W (2) = (
1
6
κ)2Yˆ −1Hbcρν
{
∂2
∂pρ∂pν
Yˆ −1Hghκǫ
{
∂2W (0)
∂pκ∂pǫ
, σgh
}
, σbc
}
+
iκ
48
Yˆ −1∇ρHbcσν
{
∂3W (0)
∂pν∂pρ∂pσ
, σbc
}
(63)
And so on.
Let us Clifford decompose Yˆ W . This is straightforward and we get
mS −AaVa +BaAa + 2iκǫabcdeµaRbcµν
∂
∂pν
Ad
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for the scalar part,
mP + AaAa −BaVa + 1
2
iκδac ηbde
µ
aR
bc
µν
∂
∂pν
Ad
for the pseudo-scalar contribution,
mVd − AdS +BdP − i(ηefδdg − ηegδdf )AeT fg +
4ǫ defg B
eT fg − 1
2
iκeµaR
bc
µν
∂
∂pν
[−iδab δdcS − 2ǫa dbc P + 4ηadTbc]
for the vector part, while the axial vector contribution turns out to be
mAd + AdP − BdS + i(ηefδdg − ηegδdf )BeT fg −
4ǫ defg A
eT fg − 1
2
iκeµaR
bc
µν
∂
∂pν
[−4ǫdabcS + 8i(δab δdc − δac δdb )P]
and finally
mT ef + 1
2
iA[eVf ] − 1
2
iB[eAf ] −
1
2
iκeµaR
bc
µν
∂
∂pν
[
12ǫa gbc ǫ
ef
dgT dg + (δac ǫefdb − δadǫefcb)Ad
]
for the tensor part. On the right hand side of the recursion relation we have
terms of the form
1
6
κeµa∇ρ(γaRbcµν)
{
∂2
∂pν∂pρ
W,σbc
}
Now, here the covariant derivative is to act on the two form Rbcµν , i.e.
∇ρRbcµν = ∂ρRbcµν + ΓλρµRbcλν + ΓλρνRbcλµ
and hence ∇ρ doesn’t involve any Clifford algebra elements (σbc is only the
generator of so(3, 1) in the spin 1
2
representation). Therefore we can move
the (constant) Dirac matrix γa outside the covariant derivation. A Clifford
decomposition of this term is thus straightforward, and we obtain
S : −2
3
κeµaǫ
a
bcd(∇ρRbcµν)
∂2Ad
∂pν∂pρ
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P : −1
6
κeµaηbdδ
a
c (∇ρRbcµν)
∂2Ad
∂pν∂pρ
V :
1
6
iκδab δ
d
ce
µ
a(∇ρRbcµν)
∂2S
∂pν∂pρ
− 1
3
κǫa dbc e
µ
a(∇ρRbcµν)
∂2P
∂pν∂pρ
+
2
3
κηadηbfηcee
µ
a(∇ρRbcµν)
∂2
∂pν∂pρ
T ef
A : −2
3
ǫdabce
µ
a(∇ρRbcµν)
∂2S
∂pν∂pρ
+
4
3
iκ(δavδ
d
c − δac δdb )(∇ρRbcµν)
∂2P
∂pν∂pρ
T : 2κeµaǫ
a g
bc ǫ
ef
dg(∇ρRbcµν)
∂2
∂pν∂pρ
T dg −
1
6
κ(δac ǫ
ef
db − δadǫefcb)(∇ρRbcµν)
∂2Ad
∂pν∂pρ
To have a look at a solution we can take the extreme case
W (0)(x, p) = S0(x, p) = N e−αµν(x)pµpν+βµ(x)pµ+γ(x) (64)
As we have seen earlier, this is only possible provided m = 0, in which case
S0 has to satisfy the coupled set of equations
− AdS0 + 1
2
κeµaR
ad
µν
∂
∂pν
S0 = 0 (65)
−BdS0 + 2iκeµaRbcµνǫdabc
∂
∂pν
S0 = 0 (66)
The second of these yields upon insertion of the explicit form for S0
ωbcµ = −κRbcµν(ανρpρ + βν) (67)
which implies Rabµνα
νρ ≡ 0. Inserting this into the first we arrive at
pd +
1
2
ie
µ
d(−∂µανρpνpρ + ∂µβνpν + ∂µγ) = 0 (68)
which is only possible if
αµν = 0 (69)
βν = 2ixν + const. (70)
γ = const. (71)
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Thus S0 is of the so-called Ju¨ttner form [5]
exp(β(x)(µ(x)− pµUµ(x))
where β is the inverse temperature, µ the Gibbs energy and Uµ the four
velocity, i.e. βµ = βUµ, γ = βµ. Let us now make a similar Ansatz for the
first quantum correction, i.e. W (1) ≡ S1 = N ′ exp(−α¯µνpµpν + β¯µpµ + γ¯).
The equations then reduce to
− AdS1 + 1
2
κeµaR
ad
µν
∂
∂pν
S1 = 1
6
iκeµa(∇ρRadµν)
∂2
∂pν∂pρ
S0 (72)
−BdS1 + 2iκeµaRbcµνǫdabc
∂
∂pν
S1 = −2
3
κǫdabce
µ
a(∇ρRbcµν)
∂2
∂pν∂pρ
S0 (73)
then evaluating the differentiations with respect to the momenta and collect-
ing powers of these, we arrive at the following set of conditions
∂µα¯
νρ = 0 (74)
pd − 1
2
ie
µ
d(∂µβ¯
ν)pν +
1
2
κeµaR
ad
µν α¯
νρpρ = 0 (75)
e
µ
d∂µγ¯ = 0 (76)
1
2
eµa
(
ωbcµ δ
a
b ηcd + κR
ad
µν
)S1 = 1
6
iκeµa(∇ρRadµν)αρνS0 (77)
from the first of the equations for S1, while the second give us
(−iǫabcdeµaωbcµ + iκeµaRbcµνǫdabc(β¯ν − α¯νρpρ)S1 =
1
3
κǫdabce
µ
a(∇ρRbcµν)ανρS0 (78)
Combining these we get the following set of conditions
∂µα¯
νρ = 0
Rbcµν α¯
νρ = 0
ieµa(∂µβ¯
ν)pν − κeµaRacµνηcdα¯νρpρ = 2pd
(ǫabcde
µ
aω
bc
µ − κeµaRbcµνǫdabcβ¯ν)S1 =
1
3
κǫdabce
µ
a(∇ρRbcµν)ανρS0
In a general spacetime the first two of these will give α¯µν ≡ 0 as for the
lowest order term. Hence the solution S1 will once more be of the Ju¨ttner
form, albeit with a much more complicated expression for β(x)Uµ(x) = β¯µ.
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To get more information about the recursive scheme presented in this section,
we can find the hermitian and anti-hermitian parts of the squared equations
(i.e. the Wigner equation on “Klein-Gordon form”), as this is where we
expect to see the analogy with classical kinetic theory most clearly.
We essentially calculated the square of Yˆ in the previous section, the square
of F (1) is similarly
(F (1))2 =
κ2
36
Hbcνρ
{
∂2W (0)
∂pν∂pρ
, σbc
}
Hghκǫ
{
∂2W (0)
∂pκ∂pǫ
, σgh
}
(79)
A Clifford decomposition of this is complicated by the γa part of Hbcµν and the
quadratic appearance of W (0). We note that (F (1))2 is hermitian, hence it
only contributes to the momentum diffusion equation generalising the mass-
shell constraint, whereas the kinetic equation proper (which comes from the
anti-hermitian part of Yˆ 2) does not get any contribution from lower order
terms. The momentum diffusion equation then reads
(m2 −A2 − B2 − 2A · Bγ5)W (1)
+
κ2
16
eµae
ρ
dγ
aRbcµνR
ef
ρσ
∂2
∂pν∂pσ
{
σbc, γ
d
{
σef ,W
(1)
}}
=
κ2
36
Hbcνρ
{
∂2W (0)
∂pν∂pρ
, σbc
}
Hghκǫ
{
∂2W (0)
∂pκ∂pǫ
, σgh
}
(80)
At the next order, O(~2), however, there will be contributions fromW (0),W (1)
to the kinetic equation proper for W (2) too, namely
1
288
κ2
{
Hbcρν
{
∂2W (1)
∂pν∂pρ
, σbc
}
, (∇σHefκǫ )
{
∂3W (0)
∂pσ∂pκ∂pǫ
, σef
}}
In general, the momentum diffusion equation will contain only squares, whereas
the kinetic equation will contain only cross products (always in the form of
an anticommutator) of the lower order Wigner functions.
The Conformal Anomaly in d = 2 and d = 4
Let us calculate the trace of 〈Tµν〉, denoted by 〈T 〉. The non-vanishing of
this quantity is the conformal anomaly when m = 0, [2].
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The general expression for 〈Tab〉 in terms of the Wigner function is given by
〈Tab(x)〉 = Tr
∫
T ∗xM
γapb〈Wˆ 〉ddp (81)
It follows that (in d dimensions, W = 〈Wˆ 〉)
〈T 〉 := 〈Tabηab〉 = Tr
∫
T ∗xM
γapaWd
dp (82)
Now, from the equation for W[
m− 1
2
iγa(2ipa + e
µ
a∇µ)
]
W = XˆW
it follows that
γapaW = (
1
2
iγaaµa∇µ −m)W − XˆW (83)
Hence
〈T 〉 = Tr
∫
T ∗xM
[
(
1
2
iγaeµa∇µ −m)W − XˆW
]
ddp (84)
We also know
XˆW =
∂
∂pν
(W × (other terms)) (85)
i.e. that XˆW is a total derivative, and thus that its integral over the cotan-
gent space at x vanish, leaving us with
〈T 〉 = Tr
∫
T ∗xM
(
1
2
iγaeµa∇µ −m)Wddp (86)
From this we see that 〈T 〉 measures the failure of W to satisfy a Dirac
equation with mass 2m (thus it is most interesting when m = 0). This
equation is valid for all d. To carry out the trace we need the Clifford
decomposition, which is then d dependent.
For d = 2 we get
〈T (x)〉 = 1
2
i
∫
T ∗xM
eµaη
ab∂µWbd
2p−m
∫
T ∗xM
W0d
2p (87)
where we have written W = W0 1 +Wa σ
a + W3 σ3 with a, b = 1, 2. In-
troducing the current density 〈ja(x)〉 :=
∫
Wad
2p and the number density
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〈n(x)〉 := ∫ W0d2p we can write this in terms of these macroscopic quantities
only as
〈T (x)〉 = 1
2
ieµaη
ab〈∂µjb(x)〉 −m 〈n(x)〉 (88)
For massless fields, the conformal anomaly is then related to the non-conservation
of the current ja, such that 〈T 〉 6= 0 if and only if ja is not conserved in ex-
pectation value.
In d = 4 we similarly get
〈T (x)〉 =
∫
T ∗xM
[
1
2
(ieµd∂µ − ωbcµ eµb ηcd)Vd + 2iǫabcdeµaωbcµ Ad −mS
]
d4p
:=
1
2
(ieµd∂µ − ωbcµ eµb ηcd)〈jd〉+ ǫabcdeµaωbcµ 〈kd〉 −m〈n〉 (89)
where we have introduced the vector current 〈ja〉 :=
∫ Vad4p, the axial cur-
rent 〈ka〉 :=
∫ Aad4p and the number density 〈n〉 := ∫ Sd4p. We see that in
d 6= 2 the possible existence of a conformal anomaly or not is not as simply
related to the question of the conservation of a current as in d = 2.
The fact that an anomaly can be expressed in terms of the Wigner function
integrated over the cotangent space, suggests a closer relationship between
W and anomalies, in particular with the spin complex, [12, 13]. The very
nature of the Wigner function, or rather the entire Wigner-Weyl-Moyal for-
malism where operators are replaced by symbols on the cotangent bundle,
makes the translation of analytical properties into geometrical or algebraic
ones possible. Such a translation is at the heart of index theorems, and it has
in fact been shown that the Atiyah-Singer index theorem can be related to
the classical limit of the Wigner-Weyl-Moyal (WWM) formalism for the ordi-
nary Heisenberg algebra, [16]. The way in which this generalised WWM formalism
relates to index theorems is presently under study.
The Hydrodynamic Equations: Moments
The previous section calculated the trace of the energy-momentum tensor from the
Wigner equation, this is only one macroscopic quantity which one can define. Let
us define the following moments of the Wigner function (for simplicity we suppress
the 〈·〉)
n(x) := Tr
∫
Wd4p =
∫
Sd4p
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Ua(x) := Tr
∫
paWd4p =
∫
paSd4p
ja(x) := Tr
∫
γaWd
4p =
∫
Vad4p
ka(x) := Tr
∫
γ5γaWd
4p =
∫
Aad4p
Tab(x) := Tr
∫
paγbWd
4p =
∫
paVbd4p
sab(x) := Tr
∫
σabWd
4p =
∫
Tabd4p
τab(x) := Tr
∫
paγ5γbWd
4p =
∫
paAbd4p
χ(x) := Tr
∫
γ5Wd
4p =
∫
Pd4p
χa(x) := Tr
∫
paγ5Wd
4p =
∫
paPd4p
λabc(x) := Tr
∫
paσbcWd
4p =
∫
paTbcd4p
These are all the zeroth and first moments of the Wigner function in d = 4 di-
mensions. Most of these quantities have a direct physical interpretation, n(x) is
the number or energy density, Ua is a momentum density, ja a current, ka and
axial current, Tab the energy-momentum tensor and sab the spin density, while τab
is a kind of “pseudo-energy-momentum tensor”, χ and χa are related to chirality
and λabc represents a spin-momentum interaction term. The equations of motion
for these macroscopic quantities constitute the corresponding set of (quantum)
hydrodynamic equations, which are derived by simply taken zeroth and first mo-
ments of the Wigner equation in its Clifford decomposed form. Hence each of the
five equations in this Clifford decomposition gives rise to two equations for these
moments. If we write
Aa = pa +
1
2
iDˆa J
bc
a = Jˆe
µ
aR
bc
µν
∂
∂pν
(90)
we get the following ten equations
mn− T − 1
2
iDˆaj
a +Bak
a = 0 (91)
mUb −
∫
pbpaVad4p+ 1
2
iDˆaT
a
b +Baτ
a
b = ǫ
a
b′cdJˆe
µ
aR
b′c
µνe
ν
bk
d (92)
mχ+ τ +
1
2
iDˆak
a −Baja = 0 (93)
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mχb +
∫
papbAad4p+ 1
2
iDˆaτ
a
b −BaT ab = ηb′dJˆeµaRb
′c
µνe
ν
bk
d (94)
mjd − Ud − 1
2
iDˆdn+Bdχ
−(ηefδdg − ηegδdf )(λefg +
1
2
iDˆesfg) + 4ǫ defg B
esfg = 0 (95)
mT dh −
∫
php
dSd4p− 1
2
iDˆdUh +B
dχh
−i(ηefδdg − ηegδdf )(
∫
php
eT fgd4p+ 1
2
iDˆeλ fgh )
+4ǫ defg B
eλ fgh = −iδdc JˆeµbRbcµνeνhn
+2ǫa dbc Jˆe
µ
aR
bc
µνe
ν
hχ
−4ηdaηbfηceJˆeµaRbcµνeνhsef (96)
mkd + χd +
1
2
iDˆdχ−Bdn
+i(ηef δ
d
g − ηegδdf )Besfg − 4ǫ hefg (λefg +
1
2
iDˆesfg) = 0 (97)
mτ dh +
∫
php
dPd4p+ 1
2
iDˆdχh −BdUh
+i(ηefδ
d
g − ηegδdf )Beλ fgh − 4ǫ defg (
∫
php
eT fgd4p+ 1
2
iDˆeλ fgh ) = 4ǫ
da
bcJˆe
µ
aR
bc
µνe
ν
hn
−8i(δab δdc − δac δdb )JˆeµaRbcµνeνhχ (98)
msef − 1
4
Dˆ[ejf ] +
1
2
iB[ekf ] = 0 (99)
mλ efh +
1
2
i
∫
php
[eVf ]d4p− 1
4
Dˆ[eT
f ]
|h| −
1
2
iB[eτ
f ]
|h| = −12ǫa gbc ǫefdgJˆeµaRbcµνeνhsdg
+(δac ǫ
ef
db − δadǫefcb)JˆeµaRbcµνeνhkd (100)
where T = T aa , τ = τ
a
a . Some of these have direct physical interpretations, e.g.,
as we saw in the previous section (91) gives a kinetic expression for the confor-
mal anomaly when m = 0. In analogy with this, we will refer to the equation
for τ , (93), as the pseudo-conformal anomaly for lack of a better word. Another
important equation is (95) which states that the momentum density and the mass
times the current density (which is also the velocity density) are not identical, the
difference between the two is an indication of heat flow. Also, equation (99) gives
an expression for the spin density in terms of the velocity/current density ja and
the axial current ka.
The quantities without a direct physical interpretation such as τab, χ, χa, λabc can
be eliminated from these equations.
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One should also note that we are not able to eliminate the second moments appear-
ing in this set of equations. In general one will get an infinite hierarchy of moment
equations. This can be truncated by brute force at any given stage resulting in a
set of approximate hydrodynamic equations. The second moments have a physical
interpretation in terms of viscous pressure, since
Π dh := Tr
∫
php
dWˆd4p =
∫
php
dSd4p (101)
is the viscous pressure tensor, [5]. The remaining second moments are then higher
Clifford algebra analogues of this, lacking a straightforward classical interpretation.
Arbitrary Spins
Clearly the fermions are the most difficult to treat due to their Grassmannian
nature and that is why we have chosen to consider such fields in great detail.
Arbitrary spins are not that difficult. Consider a field equation for a field Φ of
some spin s,
(Ds +Ms)Φ = gJ
where Ds is some differential operator (first order whenever s is half integral and
second order when s is an integer), Ms is a mass-term including couplings to
curvature such as ξR for s = 0 and Rµν for s = 1, g is a coupling constant and J
is a source term, as we have seen above such an equation gives rise to an equation
for the associated Wigner function WΦ by the “minimal substitution”
i∇µ 7→ eaµpa +
1
2
i∇µ (102)
and the “source term transformation”
gJ 7→ Xˆ(s)WΦ (103)
where Xˆ is some integro-differential operator containing the source. For bosons
with spin s, Xˆ is a 4s tensor and W is a 2s tensor, for s = 1/2 we have already
seen that Xˆ carries a Clifford algebra index (i.e. two spinor indices) and three
Lorentz indices, two of which must be understood as coming from the Lie algebra
so(r, d − r), for s = 3/2 we would get a Wigner function which had two more
Lorentz indices, and Xˆ would also have four extra Lorentz indices to account for
the vector index on the Rarita-Schwinger field. It is clear that for s ≥ 1 the
notation quickly becomes cumbersome.
All Wigner functions are maps from the cotangent bundle into some algebra, for
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a scalar field the target space is simply C, for spin-12 , it is C(r, d− r), for s = 1 we
get (T ∗M⊗g)⊗(T ∗M⊗g†) with g the internal gauge algebra and so on. In general
fermions will have Wigner functions with values in C(r, d−r)⊗(T ∗M)⊗(2s−1) while
bosonic fields will have Wigner functions taking their values in (T ∗M)⊗2s, gauge
degrees of freedom are handled by simply enlarging the target space by tensoring
it with g⊗ g†.
A spin-0 field, φ, would then give rise to a Wigner equation of the form[(
ieaµpa +
1
2
i∇µ
)2
+m2 + ξR
]
Wφ = Xˆ
(0)Wφ (104)
while the Maxwell field Aµ gives rise to(
ieaνpa −
1
2
∇ν
)2
Wµρ +R
ν
µ Wνρ = Xˆ
(1) νλ
µρ Wνλ (105)
and a Rarita-Schwinger field ψµ would give rise to
1
2
ǫabcdγ5γbe
µ
c e
ν
d
(
eeµpe +
1
2
i∇µ
)
Wνρ = Xˆ
(3/2) νλ
µρ Wνλ (106)
where we have omitted the A and ψ subscripts on the Wigner functions for the
cases of s = 1, 3/2 and suppresses the spinor indices in the latter case.
Yang-Mills fields could be treated analogously but will have more complicated ki-
netic equations due to the non-linearity of their field equations.
Internal degrees of freedom is also treated easily. The fields will now be cross
sections in some associated bundle, and the parallel transporter has to include not
just the curvature effect but also the connection in the corresponding principal
bundle (the gauge field). One simply replaces the covariant derivative with the
appropriate gauge covariant derivative containing the gauge field and the metric
connection. If the field transforms in the representation ρ of g then the Wigner
function will transform in the representation ρ¯⊗ ρ, if ρ is the fundamental repre-
sentation, then this is the adjoint one.
The Gravitational Field: Palatini Formalism
Next we write down the equations for the gravitational field. This can be viewed
from two points: (1) as a means of calculating the back-reaction of the quantum
fields on the space-time geometry (keeping the energy-momentum tensor fixed), or
(2) as constituting full-fledged quantum gravity (giving a set of coupled equations).
We immediately face a problem: all-though the connection is the formal analogue
of the Yang-Mills fields, we cannot take over the results by Else, Gyulassy and
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Vasak, as the Einstein equations are first order in the connection, while the Yang-
Mills equations are second order. In the presence of torsion the field equations for
gravity can be written
eνbR
ab
µν = κ(T
a
µ +
1
2
eaµT ) (107)
Scab = 2κ
(
Ccab −
3
7
δcaC
d
db +
2
7
δcbC
d
ad
)
(108)
where T aµ is the energy-momentum tensor, T its trace, S
a
bc, the torsion and C
a
bc is
given by
Ccab ≡
1
4
iEψ¯γcσabψ (109)
with E = det eaµ, see Ramond [8]. We will have to introduce two Wigner operators,
one for the vierbein and one for the spin-connection:
Γab;cdµν ≡
∫
e−ip·yU+ω
ab
µ ⊗ U−ωcdν
d4y
(2π)4
(110)
Labµν ≡
∫
e−ip·yU+e
a
µ ⊗ U−ebν
d4y
(2π)4
(111)
Unfortunately these are non-covariant, as the spin connection transforms in an
affine way under local so(3, 1)-transformations. This non-covariance will then in-
troduce an unwanted dependency on coordinate choices (gauge dependency).
Finding the Wigner equations for these is straight-forward (albeit tedious), and
will not be done here, they will have the form(
eaµpa +
1
2
i∇µ
)
Γab;cdνρ − (µ↔ ν) = Xˆ(T ) abµ gh Γgh;cdνρ − (µ↔ ν) (112)(
eaµpa +
1
2
i∇µ
)
Labνρ − (µ↔ ν) = Xˆ(C) aµ c Lcbνρ − (µ↔ ν) (113)
Where Xˆ
(T,C)
µ are integral operators containing the source terms. Expressing these
sources in terms of the Wigner operator for the matter fields, e.g.
Tab ≡< Tr(
∫
γapbWˆd
4p) > (114)
would then lead to a set of coupled integro-differential equations, constituting the
full set of equations for quantum gravity. It is to be remembered that for gµν a
quantum field, we cannot take the curvature two-form out of the integral in the
original expression for Xˆ . Therefore, the equation for the matter Wigner function
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becomes much more complicated, in [1] the analogous situation in QCD is treated.
We will not attempt this level of generality here, just note that the straightforward
generalisation from Yang-Mills fields to gravitational fields does not give tractable
kinetic equations, at least not in the Palatini formalism.
The Gravitational Field: Ashtekar Variables
As Elze, Gyulassy and Vasak, [1], have developed the Wigner function technique
for Yang-Mills fields, one would suspect that an approach similar to theirs can be
fruitful if one uses the Ashtekar formulation of gravity. In this formulation, [18],
one has a complex SU(2)-connection, A = Aai dx
iσa, where σa are the generators
of su2 and i = 1, 2, 3 is a spatial index. This formalism is based on the fact
that the Lorentz algebra so(3, 1) in four dimensions (and four dimension only)
is isomorphic to the complexification of su2. The Ashtekar formalism therefore
makes use of two vital aspects of general relativity: the correct dimensionality and
the correct signature of spacetime. Canonically conjugate to the connection, we
have the “electric field”, Eia, i.e.
{Aai (x), Ejb (x′)}PB = δab δji δ(x, x′) (115)
Introducing the field strength tensor F aij , the constraints can be written as
Di = E
j
aF
a
ij = 0
H = ǫabcE
i
aE
j
bF
c
ij = 0
Ga = ∇jEja = 0
In exact analogy with the Yang-Mills case as presented in [1], we could define
Γabµν(x, p) =
∫
TxM
d4y
(2π)4)
e−ip·y
(
e−
1
2
y·∇F aµρ
)
⊗
(
F b†σνe
1
2
y·∇†
)
gρσ
with F a0i = E
a
i . Considering the Hamiltonian nature of the system, it is, how-
ever, more appropriate to introduce two slightly different Wigner functions (i.e.
essentially splitting the above candidate into two), namely
Γabijkl =
∫
TxΣ
d3y
(2π)3
e−ip·y
(
e−
1
2
y·∇F aij
)
⊗
(
F b†kl e
1
2
y·∇†
)
(116)
Lijab =
∫
TxΣ
d3y
(2π)3
e−ip·y
(
e−
1
2
y·∇Eia
)
⊗
(
Ej†b e
1
2
y·∇†
)
(117)
where we have used the global hyperbolicity of spacetime always assumed in a
Hamiltonian formulation of gravity, M ≃ Σ × R, and furthermore made explicit
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use of the complex nature of the connection and the “electric field” (whence the
daggers on the right hand side).
The constraints can then be used to derive relationships between these two Wigner
functions. The diffeomorphism constraint Di can be rewritten
(Eia ⊗ Ej†b )(F aik ⊗ F b†jl ) = 0 (118)
Noting that the Wigner functions Γabijkl, L
ij
ab are precisely the Weyl transforms of
these two tensor products, we see that the quantum version of this constraint reads
Dkl ≡ Lijab ∗ Γabikjl = 0 (119)
where ∗ denotes the twisted product (the non-commutative product induced on
the set of phase-space functions by the non-Abelian product of operators),
f ∗ g ∼ fe 12 i
↔
△g = fg +
1
2
if
↔
△ g... (120)
with f
↔
△ g := {f, g} being the Poisson bracket.
Similarly the Hamiltonian constraint H becomes
H ≡ ǫabcǫa
′b′
c′L
ii′
aa′ ∗ Ljj
′
bb′ ∗ Γcc
′
iji′j′ = 0 (121)
One should note that while the classical constraints Di,H are purely algebraic
in F aij , E
a
i , the quantum versions become infinite order differential equations in
the corresponding Wigner functions – equivalently, they become ∗-algebraic, i.e.
deformed. The last constraint, the Gauss one, however, gives rise to a differential
equation for Labij , analogous to the equation for the Dirac-Wigner function (or
more precisely, to the Yang-Mills Wigner function as derived by Elze, Gyulassy
and Vasak, citeEGV).
Group Theoretical Arguments
We can round off this discussion with a few comments about the algebraic structure
behind the entire WWM-formalism. The flat space Wigner function has a natural
group theoretical interpretation, [10]. Define the operator
Π(u, v) = exp(iupˆ − ivqˆ) (122)
then Π(u, v) form a ray representation of the (Abelian) group of translations in
phase-space,
Π(u, v)Π(u′, v′) = e−i(uv
′−vu′)Π(u+ u′, v + v′) (123)
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This operator then gives the Weyl transformation, mapping an operator into a
function on the classical phase-space
AW (u, v) = Tr Π(u, v)Aˆ (124)
The Wigner function is the (symplectic) Fourier transform of the Weyl transform
of the projection operator (for a pure state) |ψ〉〈ψ|, i.e.
W (x, p) =
∫
ei(up−vx)〈ψ|Π(u, v)|ψ〉dudv (125)
What we have done in this paper is to replace the Abelian group of translation on
a flat phase-space with the non-Abelian group of parallel transport on the curved
phase-space T ∗M . This splits up into two parts, the parallel transport in the base
manifold M , which is generated by the momentum operator, and the (Abelian)
translations in the fibre T ∗xM , which is generated by qˆ.
In a previous work, [14], I have shown that one can generalise Π to a very large class
of algebras, most notably finite dimensional Lie algebras, their corresponding loop
and Kac-Moody algebras as well as super Lie algebras and C∗-algebras. To put it
in algebraic language, then, what one does when going from flat space to curved
space is to replace the usual Heisenberg algebra by the curved space analogue
[pˆµ, pˆν ] = −Rˆµν [pˆµ, qˆν ] = −iδνµ [qˆµ, qˆν ] = 0 (126)
where Rˆµν is the curvature two-form (not the Ricci tensor).
The twisted product is given by
AW ∗BW := (AˆBˆ)W = Tr Π(u, v)AˆBˆ (127)
and can be written in terms of a kernel as [11, 14]
(f ∗ g)(u, v) =
∫
K(u, v, u′, v′, u′′, v′′)f(u′, v′)g(u′′, v′′)du′dv′du′′dv′′ (128)
with
K(u, v, u′, v′, u′′, v′′) := Tr Π(u, v)Π(u′, v′)Π(u′′, v′′) (129)
Thus the quantity Π is the essential ingredient in any generalised “Wigner-Weyl-
Moyal formalism” or “symbol calculus”, [14]. Hence what is needed in general is
(i) a “symbol map” sending operators (typically pseudo-differential operators) into
functions on the cotangent bundle, and (ii) a map connecting two fibres, this latter
map is simply the symbol of the parallel translator. In principle one could have
a different map in (ii), but the symbol of the parallel translator is the simplest
choice.
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The formula we have derived for W was based on the phase-space of a clas-
sical mechanical system, namely T ∗M , the Wigner function took its values in
C(3, 1)⊗Γ(T ∗M) then, where C(3, 1) is the Clifford algebra and Γ(T ∗M) denotes
the set of cross sections of the cotangent bundle. We used the group of parallel
transport and translations along the fibres to generalise the Wigner function from
quantum mechanics in flat spacetime. One can proceed to quantum field theory
by means of second quantisation, although this is not usually easy to define in a
curved background, [2]. Locally this always makes sense, but there are often global
obstructions. Another method, which is not very common, is to treat the field and
its conjugate momenta as the fundamental phase-space (which is then infinite di-
mensional), the Wigner function is then a functional of these fields. This is very
similar to the way one treats quantum gravity in quantum cosmology, where one
then considers the wave function of the universe. The Wigner function has already
been extended to this situation.
Let us consider a field theory in Hamiltonian formalism and denote the fields and
their conjugate momenta by φ, π respectively. These can be either bosonic or
fermionic. We then want a functional W such that
〈A〉 ≡
∫
W[φ, π]A[φ, π]DφDπ (130)
which generalises
〈Aˆ〉 = Tr ρAˆ =
∫
AW (x, p)W (x, p)dxdp
If we have free fields, then the phase space is flat, and the parallel transporter
becomes simply
Π = ei
∫
uφˆ−vπˆdx (131)
From the quantum mechanical relation
W (u, v) = Tr ρΠ(u, v) = 〈Π(u, v)〉
which is the symplectic Fourier transform of the Wigner function, we conclude
W(u, v) := 〈Π(u, v)〉 = 1
Z(0)
∫
eiSΠ(u, v)DφDπ (132)
Noticing the concrete form of Π we see that exp(iS)Π is equivalent to adding a
source term (with the sources denoted by u, v respectively), hence
W(u, v) = Z(u, v)
Z(0)
(133)
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The proper Wigner functional is then a symplectic (functional) Fourier transform
of this quantity. This makes it possible to interpret the partition function (with
sources) as essentially the Wigner functional of the vacuum state (or more general,
the vacuum to vacuum transition).
Conclusion
We have generalised the work by Elze, Gyulassy and Vasak to gravitation and
quantum fields in curved space-time. Thereby we obtained a set of exact equa-
tions for QFT in curved space-time and even Quantum Gravity, which allows us
to make non-perturbative calculations in these cases. The major draw-back is the
complicated nature of the equations – especially in the full quantum gravity case.
But on the other hand, we can develop a recursive scheme for these quantum
corrections (the △-expansion), and we can therefore avoid perturbation theory
all together. One should also note that this approach is on the one hand inti-
mately related to the algebraic structure of the space of quantum observables (the
canonical commutator relations for the fields), and on the other to the topological
structure of spacetime (the Wigner function is, for Dirac fermions, a mapping from
the cotangent bundle into the Clifford algebra, whereas for bosons it is a mapping
from the cotangent bundle into a the tensor algebra). It was this interplay that
allowed us to find dynamical expressions for the conformal anomaly in d = 2 and
d = 4.
We also saw that the kinetic equation satisfied by the Wigner function could be
split up into two, one being the mass-shell constraint giving the quantum and cur-
vature induced corrections to the mass, while the other was the kinetic equation
proper. In certain classical-like situations these could be written as two Fokker-
Planck equations, the one with no momentum diffusion the other with no dynam-
ical friction. We derived expressions for these kinetic quantities. We also saw how
quantum corrections modified this simple situation.
By taking appropriate moments of the Wigner equation we arrived at a set of cou-
pled equations governing macroscopic quantities such as energy-momentum tensor
and current and spin densities. These were the corresponding hydrodynamic equa-
tions. We saw that they, besides giving the kinetic interpretation of the conformal
anomaly, also lead to an expression for the heat flow.
Gravitational degrees of freedom was attempted handled first in the Palatini for-
malism, in which we had to introduce Wigner functions for as well the vierbein as
the spin connection. These was not, however, covariant, and the resulting equa-
tions were too complicated. We then turned to the Ashtekar variables, where
we could either introduce one Wigner function for F aµν in the standard way, or
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use a canonical description to split this into two, one for F aij and the other for E
i
a.
These were by construction covariant. The constraints induced conditions on these
Wigner functions, which were ∗-algebraic, i.e. infinite order differential relations
due to a quantum deformation of the product.
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