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1. Introduction
In this paper we study the existence, uniqueness and stability of entropy solutions to the quasilin-
ear parabolic–hyperbolic equation{
∂tu + ∂x
[
F (x, t,u)
]= λuxx in Q T :=R× (0, T ),
u(·,0) = u0 in R,
(1)
* Corresponding author.
E-mail addresses: dmitry@uakron.edu (D. Golovaty), tnguyen@uakron.edu (T. Nguyen).
1 D.G. gratefully acknowledges the support provided by NSF grant DMS-1009849.
2 T.N. gratefully acknowledges the support provided by NSF grant DMS-0901449.0022-0396/$ – see front matter Published by Elsevier Inc.
http://dx.doi.org/10.1016/j.jde.2012.04.024
1342 D. Golovaty, T. Nguyen / J. Differential Equations 253 (2012) 1341–1375where λ 0 and the ﬂux function F depends not only on u but also on x and t . When F is assumed
to be Lipschitz continuous in u and is independent of x and t , Eq. (1) becomes a classical problem
in scalar conservation laws (see for example [7,12,16,30]). More recently (1) has been studied in
full generality by many authors (see [2,3,11,17–19,29]) as it appears in several applications including
porous media ﬂow [10,14], sedimentation-consolidation processes [8], traﬃc ﬂow and blood ﬂow. It
is also interesting to note that the scalar equation (1) can be used to analyze the following system of
equations:
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂tρ + ∂x(ρv) = λ∂2xxρ in R× (0, T ),
∂t(ρv) + ∂x
(
ρv2
)= ρ(α∂xΦ + β) + λ∂x(v∂xρ) in R× (0, T ),
∂2xxΦ = ρ in R,
ρ(·,0) = ρ0 ∈ P2(R), v(·,0) = v0 ∈ L2(ρ0)
(2)
where α,β ∈R, λ 0 are given numbers and P2(R) is the set of all Borel probability measures on R
with ﬁnite quadratic moments. A special case of (2) is the pressureless Euler system (α = β = λ = 0)
which was ﬁrst introduced by Zeldovich [31] to model the evolution of a sticky particle system. A sys-
tem of this type consists of a ﬁnite collection of particles that move freely along a given line in the
absence of forces. Moreover the particles stick to each other upon collision to form compound par-
ticles with masses equal to the total mass of particles involved in the collision and velocities are
determined by the conservation of momentum. The system (2) also includes the pressureless, at-
tractive/repulsive Euler–Poisson system with zero background charge (α = ±1 and β = λ = 0) used to
model gravitationally interacting particles that stick upon collision. Based on previous works [6,13,25],
we show in [24] that a solution (ρ, v) of (2) can be obtained from a solution u of the scalar con-
servation law (1) with u0(x) := ρ0(−∞, x] and the ﬂux function F : [0,∞) × [0,1] −→ R is given
by
F (t,u) :=
u∫
0
v0
(
N0(ω)
)
dω + t
u∫
0
(αω + β)dω. (3)
Here N0 is the generalized inverse of u0 and coincides with the right-continuous optimal map pushing
the probability measure χ(0,1) dx forward to ρ0. Notice that u → F (t,u) is a function in W 1,2(0,1)
that is neither Lipschitz continuous nor non-degenerate.
One of the main purposes of this paper is to extend the uniqueness results in [17,19] to more gen-
eral ﬂux functions. There are many works devoted to studying the uniqueness of entropy solutions
to Eq. (1) by using the celebrated doubling variables technique of Kruzhkov [20] and its extension by
Carrillo [9]. On one hand, Karlsen and Ohlberger in [17] and Karlsen and Risebro in [19] considered
the general ﬂux F (x, t,u) and were able to prove the L1-contraction property for entropy solutions
under some conditions on the ﬂux function which imply, in particular, that F (x, t,u) has to be Lips-
chitz continuous in both x and u and bounded in t . On the other hand, it was shown by Panov [27]
and Maliki and Toure [23] that if F (x, t,u) = ϕ(u) and ϕ is continuous then (1) has a unique entropy
solution (see also [1,4,5,21]). These authors actually considered the problem in Rn , however it is
known from the counterexample of Kruzhkov and Panov [21] that, when n > 1 and F (x, t,u) = ϕ(u),
mere continuity of the ﬂux in u is not suﬃcient to obtain L1-contractivity. For this reason and as we
are interested in results which include the speciﬁc ﬂux (3), we restrict our study to the real line R
and consider ﬂux functions of the form
F (x, t,u) = K1(x, t) f1(u) + K2(x, t) f2(u) + · · · + KN(x, t) fN (u). (4)
We then prove in Theorem 2.2 that if λ 0, Ki ∈ L1(0, T ;W 1,1loc (R)) and f i ∈ C(R), then entropy solu-
tions of (1) have the L1-contraction property which yields uniqueness as a consequence. This is one
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of the deﬁnition of entropy solutions (see Deﬁnition 2.1). The result is obtained by carefully adapt-
ing the doubling of variables technique of Kruzhkov and through an approximation step. We also
use some ideas previously employed by the authors of [1,9,17,19,27,23]. We remark that it is pos-
sible to include a source term into Eq. (1) and allow for a more general diffusion function (i.e.
A(u) instead of λu) as in [17,19,23] but, for simplicity, we choose not to consider these generali-
ties here.
We also prove the existence of entropy solutions of (1) for ﬂux functions of the form (4) and
for bounded initial data. There are scattering results about existence of solutions under different as-
sumptions and using different methods, beginning with the pioneering works of Oleinik [26] and
Kruzhkov [20]. The case λ = 0 and F (x, t,u) = ϕ(u) with continuous ϕ was considered by Andreianov,
Benilan and Kruzhkov [1], and Panov [27]. Maliki and Toure established in [23] the existence result for
a general diffusion function and F (x, t,u) = ϕ(u). In [18], Karlsen and Risebro studied the situation
where F (x, t,u) = f (k(x),u) and, by proving convergence of ﬁnite difference schemes, they obtained
the existence of an entropy solution when f satisﬁes strong smoothness assumptions (see Section 2.1
in [18]) and u0,k,k′ are in BV ∩ L1 ∩ L∞ . We note that the dependence on x makes the existence
problem more diﬃcult as the equation is no longer translation invariant. Recently, Panov investigated
in [29] the hyperbolic case (i.e. λ = 0) for a very general ﬂux function F (x, t,u) and he was able to
prove the existence of an entropy solution by taking appropriate smooth approximations Fm(x, t,u)
of F (x, t,u) and studying the limit via localization principle for H-measures of entropy solutions to
the equation ∂tum + ∂x Fm(x, t,um) = 0. Our existence result in the particular case λ = 0 can follow
from [29], however our proof is via the vanishing viscosity method which is of independent interest
because it shows in addition that solutions of the viscous problems converge to that of the inviscid
problem (Theorem 3.6). As a consequence, we are able to avoid imposing the non-degenerate con-
dition on F as in [29] when F (x, t,u) is independent of x (see Theorem 3.7); thus allows for ﬂux
functions such as (3).
Besides the results about existence and uniqueness, in this work we also investigate the continuous
dependence of the unique entropy solution with respect to the ﬂux function F (t,u) =∑Ni=1 Ai(t) f i(u)
and the bounded initial data u0. Our main stability result (Theorem 4.1) generalizes the result
by Maliki in [22] where F = ϕ(u) was considered. We show that if Fn(·,u) → F (·,u) in L1(0, T ),
Fn(t, ·) → F (t, ·) in C(R) and u0n → u0 in L1loc(R), then the corresponding entropy solutions un con-
verge in C([0, T ]; L1loc(R)) to the entropy solution u of the initial-value problem ∂tu+∂x F (t,u) = λuxx ,
u(·,0) = u0. Moreover, the convergence is in C([0, T ]; L1(R)) if u0n converges to u0 in L1(R).
We end the introduction by pointing out that there is some recent progress in studying the well-
posedness for inviscid scalar conservation laws when the ﬂux depends discontinuously on the space
variable x. Chen, Even and Klingenberg considered in [11] ﬂux functions of the form F (x,u) under
very special structural conditions, while Andreianov, Karlsen and Risebro studied in [3] the ﬂux func-
tion deﬁned by F (x,u) := χ(−∞,0)(x) f l(u) + χ(0,∞)(x) f r(u). It would be interesting to know what
happen in the case F (x, t,u) is given by (6) with Ki ∈ L1(0, T ; BVloc(R)) and f i ∈ C(R). One of the
main obstacles is to ﬁnd a correct notion of solutions noticing that the second integral in Deﬁni-
tion 2.1 does not make sense anymore due to the presence of the term
∫
Q T
sign(u − k)φ dF sx(x, t,k),
where F sx is the singular part of Fx . Panov introduced in [29] a notion of entropy solutions
for very general ﬂux functions by replacing the undeﬁned term by its well-deﬁned upper bound∫
Q T
φ d|F sx|(x, t,k). This makes the existence of solutions plausible but one should not expect unique-
ness when Fx has a singular part.
The paper is organized as follows. In Section 2 we prove the Kato-type inequality and then use
it to establish the L1-contraction principle for entropy solutions. We study the existence of an en-
tropy solution for bounded initial data in Section 3: ﬁrst for the viscous scalar conservation law in
Section 3.1 and then for the inviscid scalar conservation law in Section 3.2. Finally, Section 4 contains
results about continuous dependence of the entropy solution with respect to the ﬂux function and
the initial data.
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We consider the quasilinear parabolic–hyperbolic equation
{
∂tu + ∂x
[
F (x, t,u)
]= λuxx in Q T :=R× (0, T ),
u(·,0) = u0 in R,
(5)
where λ 0 and the ﬂux function has the form
F (x, t, z) = K1(x, t) f1(z) + K2(x, t) f2(z) + · · · + KN(x, t) fN (z) (6)
with f i : R→ R being continuous and Ki ∈ L1(0, T ;W 1,1loc (R)). Let us recall the deﬁnition of entropy
solutions.
Deﬁnition 2.1. Let u0 ∈ L∞(R). A function u ∈ L∞(Q T ) is an entropy solution of (5) if λu ∈
L2(0, T ; H1loc(R)) and
∫
Q T
{|u − k|φt + sign(u − k)[F (x, t,u) − F (x, t,k)]φx}dt dx−
∫
Q T
sign(u − k)Fx(x, t,k)φ dt dx
+
∫
R
∣∣u0(x) − k∣∣φ(x,0)dx λ ∫
Q T
sign(u − k)uxφx dt dx
for all k ∈R and all nonnegative test functions φ ∈ C∞0 (R× [0, T )).
In this section we establish the following L1-contraction principle which yields in particular the
uniqueness of entropy solutions to Eq. (5).
Theorem 2.2. Assume λ 0, f i ∈ C(R) and Ki ∈ L1(0, T ; L∞(R)) ∩ L2(0, T ; L2loc(R)) ∩ L1(0, T ;W 1,1loc (R)).
Suppose u, v are entropy solutions of (5) with initial data u0, v0 ∈ L∞(R) respectively. Then
∫
R
(
u(x, t) − v(x, t))+ dx ∫
R
(
u0(x) − v0(x))+ dx for a.e. t ∈ (0, T ). (7)
The proof of Theorem 2.2 is based on the Kato-type inequality discussed in the next subsection.
2.1. Kato-type inequality
For each η > 0, we deﬁne the continuous approximations to the sign+ and sign− functions:
sign+η (z) :=
⎧⎨
⎩
1 for z η,
z
η for 0 z η,
0 for z 0
and sign−η (z) :=
⎧⎨
⎩
0 for z 0,
z
η for − η z 0,
−1 for z−η.
We will need the following result about the entropy dissipation term which can be found in [15,19,23]
and originates from an important observation by Carrillo [9, Lemma 5].
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and u ∈ L∞(Q T ) ∩ L2(0, T ; H1loc(R)) satisﬁes
⎧⎪⎪⎨
⎪⎪⎩
∫
Q T
(
uϕt +
[
F (x, t,u) − λux
]
ϕx
)
dt dx = 0 ∀ϕ ∈ C∞0 (Q T ),
esslimt→0+ u(·, t) = u0 in L1loc(R).
(8)
Then for any k ∈R and any nonnegative function φ ∈ C∞0 (R× [0, T )), we have
∫
Q T
{
(u − k)+φt + sign+(u − k)
[
F (x, t,u) − F (x, t,k) − λux
]
φx − sign+(u − k)Fx(x, t,k)φ
}
dt dx
+
∫
R
(
u0(x) − k)+φ(x,0)dx = lim
η↓0
∫
Q T
|λux|2
(
sign+η
)′(
λ(u − k))φ dt dx
and
∫
Q T
{
(u − k)−φt + sign−(u − k)
[
F (x, t,u) − F (x, t,k) − λux
]
φx − sign−(u − k)Fx(x, t,k)φ
}
dt dx
+
∫
R
(
u0(x) − k)−φ(x,0)dx = lim
η↓0
∫
Q T
|λux|2
(
sign−η
)′(
λ(u − k))φ dt dx.
It is well known that (see for example [27]) any entropy solution of (5) satisﬁes (8). Therefore by
combining with Lemma 2.3 we deduce that:
Remark 2.4. Assume λ > 0 and u ∈ L∞(Q T ) ∩ L2(0, T ; H1loc(R)). Then u is an entropy solution of (5)
if and only if (8) holds.
Lemma 2.3 together with the doubling of variables technique of Kruzhkov gives the following
Kato-type inequality.
Lemma 2.5. Assume fi : R → R are continuous and Ki ∈ L2(0, T ; L2loc(R)) ∩ L1(0, T ;W 1,1loc (R)). Suppose
u, v are entropy solutions of (5) with initial data u0, v0 ∈ L∞(R) respectively. Then for any nonnegative test
function ψ ∈ C∞0 (R× [0, T )), we have
∫
Q T
{
(u − v)+ψt + sign+(u − v)
[
F (x, t,u) − F (x, t, v)]ψx + (λu − λv)+ψxx}dt dx
+
∫
R
(
u0 − v0)+ψ(x,0)dx 0. (9)
Proof. Let φ ∈ C∞0 (Qˆ T × Qˆ T ), φ  0, φ = φ(x, t, y, s), where Qˆ T :=R×[0, T ). We will write u = u(x, t)
and v = v(y, s). Assume for the moment that λ > 0. Then it follows from Remark 2.4 and Lemma 2.3
that
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∫
Q T
{
(u − v)+φt + sign+(u − v)
[
F (x, t,u) − F (x, t, v) − λux
]
φx
}
dt dxdsdy
−
∫
Q T
∫
Q T
sign+(u − v)Fx(x, t, v)φ dt dxdsdy +
∫
Q T
∫
R
(
u0(x) − v(y, s))+φ(x,0, y, s)dxdsdy
= lim
η↓0
∫
Q T
∫
Q T
|λux|2
(
sign+η
)′(
λ(u − v))φ dt dxdsdy.
Moreover, integrating by parts in the y variable gives
−
∫
Q T
∫
Q T
sign+(u − v)(λux)φy dt dxdsdy = − lim
η↓0
∫
Q T
∫
Q T
sign+η
(
λ(u − v))(λux)φy dt dxdsdy
= − lim
η↓0
∫
Q T
∫
Q T
(λux)(λv y)
(
sign+η
)′(
λ(u − v))φ dt dxdsdy.
Therefore by adding together, we obtain
∫
Q T
∫
Q T
{
(u − v)+φt + sign+(u − v)
[(
F (x, t,u) − F (x, t, v))φx − λux(φx + φy)]}dt dxdsdy
−
∫
Q T
∫
Q T
sign+(u − v)Fx(x, t, v)φ dt dxdsdy +
∫
Q T
∫
R
(
u0(x) − v(y, s))+φ(x,0, y, s)dxdsdy
= lim
η↓0
∫
Q T
∫
Q T
(|λux|2 − (λux)(λv y))(sign+η )′(λ(u − v))φ dt dxdsdy. (10)
Using the second identity in Lemma 2.3 and arguing similarly as above, we also have
∫
Q T
∫
Q T
{
(v − u)−φs + sign−(v − u)
[(
F (y, s, v) − F (y, s,u))φy − λv y(φx + φy)]}dt dxdsdy
−
∫
Q T
∫
Q T
sign−(v − u)F y(y, s,u)φ dt dxdsdy +
∫
Q T
∫
R
(
v0(y) − u(x, t))−φ(x, t, y,0)dy dt dx
= lim
η↓0
∫
Q T
∫
Q T
(|λv y|2 − (λux)(λv y))(sign−η )′(λ(v − u))φ dt dxdsdy. (11)
As z− = (−z)+ , sign−(z) = −sign+(−z) and (sign−η )′(z) = (sign+η )′(−z), we obtain by adding (10) and
(11) that
∫
Q T
∫
Q T
(u − v)+(φt + φs)dt dxdsdy
+
∫
Q
∫
Q
sign+(u − v)[F (x, t,u) − F (y, s, v)](φx + φy)dt dxdsdy
T T
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∫
Q T
∫
Q T
sign+(u − v){[F (y, s, v) − F (x, t, v)]φx − [F (x, t,u) − F (y, s,u)]φy}dt dxdsdy
+
∫
Q T
∫
Q T
{
sign+(u − v)(λv y − λux)(φx + φy)
}
dt dxdsdy
+
∫
Q T
∫
Q T
sign+(u − v)[F y(y, s,u) − Fx(x, t, v)]φ dt dxdsdy
+
∫
Q T
∫
R
(
u0(x) − v(y, s))+φ(x,0, y, s)dxdsdy + ∫
Q T
∫
R
(
u(x, t) − v0(y))+φ(x, t, y,0)dy dt dx
= lim
η↓0
∫
Q T
∫
Q T
|λux − λv y|2
(
sign+η
)′(
λ(u − v))φ dt dxdsdy  0.
Also it follows from
sign+(u − v)(λv y − λux) = sign+
(
λ(u − v))λv y − sign+(λ(u − v))λux
= −(λu − λv)+y − (λu − λv)+x
and integration by parts that
∫
Q T
∫
Q T
{
sign+(u − v)(λv y − λux)(φx + φy)
}
dt dxdsdy
= −
∫
Q T
∫
Q T
(λu − λv)+y (φx + φy)dt dxdsdy −
∫
Q T
∫
Q T
(λu − λv)+x (φx + φy)dt dxdsdy
=
∫
Q T
∫
Q T
(λu − λv)+(φxx + 2φxy + φyy)dt dxdsdy.
Thus the above relation can be rewritten as∫
Q T
∫
Q T
(u − v)+(φt + φs)dt dxdsdy
+
∫
Q T
∫
Q T
sign+(u − v)[F (x, t,u) − F (y, s, v)](φx + φy)dt dxdsdy
+
∫
Q T
∫
Q T
(λu − λv)+(φxx + 2φxy + φyy)dt dxdsdy
+
∫
Q T
∫
Q T
sign+(u − v)[F y(y, s,u) − Fx(x, t, v)]φ dt dxdsdy
+
∫
Q
∫
Q
sign+(u − v){[F (y, s, v) − F (x, t, v)]φx − [F (x, t,u) − F (y, s,u)]φy}dt dxdsdy
T T
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∫
Q T
∫
R
(
u0(x) − v(y, s))+φ(x,0, y, s)dxdsdy + ∫
Q T
∫
R
(
u(x, t) − v0(y))+φ(x, t, y,0)dy dt dx
 0. (12)
We derived (12) for λ > 0. In the case λ = 0, Deﬁnition 2.1 implies that
∂t(u − k)+ + ∂x
[
sign+(u − k)(F (x, t,u) − F (x, t,k))]+ sign+(u − k)Fx(x, t,k) 0, and
∂t(u − k)− + ∂x
[
sign−(u − k)(F (x, t,u) − F (x, t,k))]+ sign−(u − k)Fx(x, t,k) 0
in D′(Q T ). Hence by inspecting the arguments leading to (12), we see that inequality (12) also holds
for λ = 0 as well.
Next for ρ > 0, set δρ(z) := 1ρ δ( zρ ) where δ ∈ C∞0 (R) is given by
δ(z) :=
{
Ce
−1
1−z2 if |z| < 1,
0 if |z| 1
(13)
with C > 0 being chosen such that
∫
R
δ(σ )dσ = 1. Consider any nonnegative test function ψ ∈
C∞0 (Qˆ T ), and deﬁne φ ∈ C∞0 (Qˆ T × Qˆ T ) by φ(x, t, y, s) := ψ( x+y2 , t+s2 )δh( x−y2 )δρ( t−s2 ). If we let ψX
and ψT denote the derivatives of ψ in its ﬁrst and second variables respectively, then a direct com-
putation yields
(φt + φs)(x, t, y, s) = ψT
(
x+ y
2
,
t + s
2
)
δh
(
x− y
2
)
δρ
(
t − s
2
)
,
φx(x, t, y, s) = 1
2
[
ψX
(
x+ y
2
,
t + s
2
)
δh
(
x− y
2
)
+ ψ
(
x+ y
2
,
t + s
2
)
δ′h
(
x− y
2
)]
δρ
(
t − s
2
)
,
φy(x, t, y, s) = 1
2
[
ψX
(
x+ y
2
,
t + s
2
)
δh
(
x− y
2
)
− ψ
(
x+ y
2
,
t + s
2
)
δ′h
(
x− y
2
)]
δρ
(
t − s
2
)
,
(φx + φy)(x, t, y, s) = ψX
(
x+ y
2
,
t + s
2
)
δh
(
x− y
2
)
δρ
(
t − s
2
)
,
(φxx + 2φxy + φyy)(x, t, y, s) = ψX X
(
x+ y
2
,
t + s
2
)
δh
(
x− y
2
)
δρ
(
t − s
2
)
.
Using this test function, it follows from (12) that
∫
Q T
∫
Q T
(I0 + I1 + I2 + I3 + I4)δh
(
x− y
2
)
δρ
(
t − s
2
)
dt dxdsdy
+ 1
2
∫
Q T
∫
Q T
I5ψ
(
x+ y
2
,
t + s
2
)
δ′h
(
x− y
2
)
δρ
(
t − s
2
)
dt dxdsdy
+
T∫
0
∫
R2
{(
u0(x) − v(y, t))+ + (u(x, t) − v0(y))+}ψ( x+ y
2
,
t
2
)
δh
(
x− y
2
)
δρ
(
t
2
)
dxdy dt
 0, (14)
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I0 := (u − v)+ψT
(
x+ y
2
,
t + s
2
)
,
I1 := sign+(u − v)
[
F (x, t,u) − F (y, s, v)]ψX
(
x+ y
2
,
t + s
2
)
,
I2 := (λu − λv)+ψX X
(
x+ y
2
,
t + s
2
)
,
I3 := sign+(u − v)
[
F y(y, s,u) − Fx(x, t, v)
]
ψ
(
x+ y
2
,
t + s
2
)
,
I4 := sign+(u − v)
{[
F (y, s, v) − F (x, t, v)]− [F (x, t,u) − F (y, s,u)]}1
2
ψX
(
x+ y
2
,
t + s
2
)
,
I5 := sign+(u − v)
{[
F (y, s, v) − F (x, t, v)]+ [F (x, t,u) − F (y, s,u)]}.
Using the change of variables x˜= x+y2 , y˜ = x−y2 , we have
lim
h↓0
lim
ρ↓0
T∫
0
∫
R2
{(
u0(x) − v(y, t))+ + (u(x, t) − v0(y))+}ψ( x+ y
2
,
t
2
)
δh
(
x− y
2
)
δρ
(
t
2
)
dxdy dt
= 2 lim
h↓0
lim
ρ↓0
T∫
0
∫
R2
{(
u0(x˜+ y˜) − v(x˜− y˜, t))+ + (u(x˜+ y˜, t) − v0(x˜− y˜))+}
× ψ
(
x˜,
t
2
)
δh( y˜)δρ
(
t
2
)
dx˜d y˜ dt
= 2 lim
h↓0
∫
R2
{(
u0(x˜+ y˜) − v0(x˜− y˜))+ + (u0(x˜+ y˜) − v0(x˜− y˜))+}ψ(x˜,0)δh( y˜)dx˜d y˜
= 4
∫
R
(
u0(x) − v0(x))+ψ(x,0)dx. (15)
Similarly, we now use the change of variables x˜ = x+y2 , y˜ = x−y2 , t˜ = t+s2 , s˜ = t−s2 , which maps Q T ×
Q T into R×R× {(t˜, s˜): 0 t˜ + s˜ T , 0 t˜ − s˜ T }. We employ this to obtain the following limits:
lim
h↓0
lim
ρ↓0
∫
Q T
∫
Q T
I0δh
(
x− y
2
)
δρ
(
t − s
2
)
dt dxdsdy
= lim
h↓0
lim
ρ↓0
∫
Q T
∫
Q T
(u − v)+ψT
(
x+ y
2
,
t + s
2
)
δh
(
x− y
2
)
δρ
(
t − s
2
)
dt dxdsdy
= 4
∫
Q
(
u(x, t) − v(x, t))+ψt(x, t)dt dx, (16)T
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h↓0
lim
ρ↓0
∫
Q T
∫
Q T
I1δh
(
x− y
2
)
δρ
(
t − s
2
)
dt dxdsdy
= 4
∫
Q T
sign+
(
u(x, t) − v(x, t))[F (x, t,u(x, t))− F (x, t, v(x, t))]ψx(x, t)dt dx, (17)
lim
h↓0
lim
ρ↓0
∫
Q T
∫
Q T
I2δh
(
x− y
2
)
δρ
(
t − s
2
)
dt dxdsdy = 4
∫
Q T
(
λu(x, t) − λv(x, t))+ψxx(x, t)dt dx, (18)
lim
h↓0
lim
ρ↓0
∫
Q T
∫
Q T
I3δh
(
x− y
2
)
δρ
(
t − s
2
)
dt dxdsdy
= 4
∫
Q T
sign+
(
u(x, t) − v(x, t))[Fx(x, t,u(x, t))− Fx(x, t, v(x, t))]ψ(x, t)dt dx, (19)
lim
h↓0
lim
ρ↓0
∫
Q T
∫
Q T
I4δh
(
x− y
2
)
δρ
(
t − s
2
)
dt dxdsdy = 0 (20)
and
lim
h↓0
lim
ρ↓0
∫
Q T
∫
Q T
I5ψ
(
x+ y
2
,
t + s
2
)
δ′h
(
x− y
2
)
δρ
(
t − s
2
)
dt dxdsdy
= lim
h↓0
lim
ρ↓0
∫
Q T
∫
Q T
sign+(u − v){[F (y, s, v) − F (x, t, v)]+ [F (x, t,u) − F (y, s,u)]}
× ψ
(
x+ y
2
,
t + s
2
)
δ′h
(
x− y
2
)
δρ
(
t − s
2
)
dt dxdsdy
= 2 lim
h↓0
∫
R
∫
Q T
sign+
(
u(x, t) − v(y, t)){[F (y, t, v(y, t))− F (x, t, v(y, t))]
+ [F (x, t,u(x, t))− F (y, t,u(x, t))]}ψ( x+ y
2
, t
)
δ′h
(
x− y
2
)
dt dxdy
= 2
N∑
i=1
lim
h↓0
∫
R
∫
Q T
sign+
(
u(x, t) − v(y, t))[ f i(u(x, t))− f i(v(y, t))][Ki(x, t) − Ki(y, t)]
× ψ
(
x+ y
2
, t
)
δ′h
(
x− y
2
)
dt dxdy
= 8
∫
Q T
sign+
(
u(x, t) − v(x, t))[Fx(x, t, v(x, t))− Fx(x, t,u(x, t))]ψ(x, t)dt dx, (21)
where we have employed Lemma 2.6 below to obtain the last identity.
By ﬁrst letting ρ ↓ 0 and then h ↓ 0 in (14), we conclude from (15)–(21) that the inequality (9)
holds. 
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the ﬂux function and the entropy solution so that we can perform integration by parts to handle the
term δ′h .
Lemma 2.6. Assume f ∈ C(R) and K ∈ L1(0, T ; L∞(R)) ∩ L1(0, T ;W 1,1loc (R)). Let
Ah :=
∫
R
∫
Q T
H
(
u(x, t), v(y, t)
)[
K (x, t) − K (y, t)]ψ( x+ y
2
, t
)
δ′h
(
x− y
2
)
dt dxdy
where H(u, v) := sign+(u − v)[ f (u) − f (v)]. Then we have
lim
h↓0
Ah = −4
∫
Q T
H
(
u(x, t), v(x, t)
)
ψ(x, t)Kx(x, t)dt dx. (22)
Proof. Since f ∈ C(R), there exists a sequence { f} of Lipschitz functions on R such that f → f
uniformly on compact subsets of R. Let H(u, v) := sign+(u − v)[ f(u) − f(v)], and
Ah :=
∫
R
∫
Q T
H
(
u(x, t), v(y, t)
)[
K (x, t) − K (y, t)]ψ( x+ y
2
, t
)
δ′h
(
x− y
2
)
dt dxdy.
We claim that
lim
h↓0
Ah = −4
∫
Q T
H
(
u(x, t), v(x, t)
)
ψ(x, t)Kx(x, t)dt dx. (23)
To see this, let {un} be a sequence of smooth functions on Q T such that un → u a.e. on Q T and
‖un‖L∞(Q T )  ‖u‖L∞(Q T ) for all n. Then we have
Ah + 4
∫
Q T
H
(
u(x, t), v(x, t)
)
ψ(x, t)Kx(x, t)dt dx
=
∫
R
∫
Q T
H
(
un(x, t), v(y, t)
)[
K (x, t) − K (y, t)]ψ( x+ y
2
, t
)
δ′h
(
x− y
2
)
dt dxdy
+ 4
∫
Q T
H
(
un(x, t), v(x, t)
)
ψ(x, t)Kx(x, t)dt dx
+ 4
∫
Q T
[
H
(
u(x, t), v(x, t)
)− H(un(x, t), v(x, t))]ψ(x, t)Kx(x, t)dt dx
+
∫
R
∫
Q T
[
H
(
u(x, t), v(y, t)
)− H(un(x, t), v(y, t))][K (x, t) − K (y, t)]
× ψ
(
x+ y
2
, t
)
δ′h
(
x− y
2
)
dt dxdy. (24)
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u → H(u, v) is Lipschitz continuous. Therefore by using integration by parts and the chain rule
∂
∂x H
(un(x, t), v(y, t)) = Hu(un(x, t), v(y, t))unx(x, t), we obtain
lim
h↓0
∫
R
∫
Q T
H
(
un(x, t), v(y, t)
)[
K (x, t) − K (y, t)]ψ( x+ y
2
, t
)
δ′h
(
x− y
2
)
dt dxdy
= −2 lim
h↓0
∫
R
∫
Q T
Hu
(
un(x, t), v(y, t)
)
unx(x, t)
[
K (x, t) − K (y, t)]ψ( x+ y
2
, t
)
δh
(
x− y
2
)
dt dxdy
− 2 lim
h↓0
∫
R
∫
Q T
H
(
un(x, t), v(y, t)
)
Kx(x, t)ψ
(
x+ y
2
, t
)
δh
(
x− y
2
)
dt dxdy
− lim
h↓0
∫
R
∫
Q T
H
(
un(x, t), v(y, t)
)[
K (x, t) − K (y, t)]ψx
(
x+ y
2
, t
)
δh
(
x− y
2
)
dt dxdy
= −4
∫
Q T
H
(
un(x, t), v(x, t)
)
Kx(x, t)ψ(x, t)dt dx.
Thus by taking the limit h → 0 in (24) we arrive at
limsup
h↓0
∣∣∣∣Ah + 4
∫
Q T
H
(
u(x, t), v(x, t)
)
ψ(x, t)Kx(x, t)dt dx
∣∣∣∣
 ‖ f‖Lip‖ψ‖∞
{
4
T∫
0
R1∫
−R1
∣∣un(x, t) − u(x, t)∣∣∣∣Kx(x, t)∣∣dxdt
+ limsup
h↓0
T∫
0
R1∫
−R1
R1∫
−R1
∣∣un(x, t) − u(x, t)∣∣∣∣K (x, t) − K (y, t)∣∣∣∣∣∣δ′h
(
x− y
2
)∣∣∣∣dy dxdt
}
(25)
for some constant R1 > 0 depending only on the support of ψ . We have
T∫
0
R1∫
−R1
R1∫
−R1
∣∣un(x, t) − u(x, t)∣∣∣∣K (x, t) − K (y, t)∣∣∣∣∣∣δ′h
(
x− y
2
)∣∣∣∣dy dxdt
=
T∫
0
R1∫
−R1
x+2h∫
x−2h
∣∣un(x, t) − u(x, t)∣∣∣∣K (x, t) − K (y, t)∣∣ 1
h2
∣∣∣∣δ′
(
x− y
2h
)∣∣∣∣dy dxdt
= 4
1∫
−1
{ T∫
0
R1∫
−R1
∣∣un(x, t) − u(x, t)∣∣∣∣ghz(x, t)∣∣dxdt
}
|z|∣∣δ′(z)∣∣dz
where ghz(x, t) := K (x,t)−K (x−2hz,t)2hz . Moreover, ghz −→ Kx in L1((−R1, R1) × (0, T )) as h tends to zero
because ghz(x, t) −→ Kx(x, t) for a.e. (x, t) in Ω := (−R1, R1) × (0, T ) and
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T∫
0
[
1
2h|z|
R1∫
−R1
∣∣K (x, t) − K (x− 2hz, t)∣∣dx
]
dt
−→
T∫
0
TVR1
(
K (·, t))dt =
T∫
0
∥∥Kx(·, t)∥∥L1(−R1,R1) dt = ‖Kx‖L1(Ω).
Here TVR(ξ) denotes the total variation of the function ξ on the interval (−R, R). Therefore, since
un − u ∈ L∞(Q T ) we infer that
lim
h↓0
T∫
0
R1∫
−R1
R1∫
−R1
∣∣un(x, t) − u(x, t)∣∣∣∣K (x, t) − K (y, t)∣∣∣∣∣∣δ′h
(
x− y
2
)∣∣∣∣dy dxdt
= 4
1∫
−1
{ T∫
0
R1∫
−R1
∣∣un(x, t) − u(x, t)∣∣∣∣Kx(x, t)∣∣dxdt
}
|z|∣∣δ′(z)∣∣dz.
This together with (25) gives
limsup
h↓0
∣∣∣∣Ah + 4
∫
Q T
H
(
u(x, t), v(x, t)
)
ψ(x, t)Kx(x, t)dt dx
∣∣∣∣
 C‖ f‖Lip‖ψ‖∞
T∫
0
R1∫
−R1
∣∣un(x, t) − u(x, t)∣∣∣∣Kx(x, t)∣∣dxdt.
Since un → u almost everywhere on (−R1, R1) × (0, T ) and ‖un‖L∞(Q T )  ‖u‖L∞(Q T ) , by letting n →∞ and using the dominated convergence theorem we then obtain (23) as desired.
Next we have∣∣∣∣Ah + 4
∫
Q T
H
(
u(x, t), v(x, t)
)
ψ(x, t)Kx(x, t)dt dx
∣∣∣∣

∣∣Ah − Ah∣∣+
∣∣∣∣Ah + 4
∫
Q T
H
(
u(x, t), v(x, t)
)
ψ(x, t)Kx(x, t)dt dx
∣∣∣∣
+ 4
∫
Q T
∣∣H(u(x, t), v(x, t))− H(u(x, t), v(x, t))∣∣∣∣ψ(x, t)∣∣∣∣Kx(x, t)∣∣dt dx. (26)
To estimate |Ah − Ah|, note that as δ(z) is given by (13) we get δ′h(z) =
−2z
h2
[1−( zh )2]2
δh(z). Hence
∣∣Ah − Ah∣∣
T∫
0
R1∫
−R1
x+2h∫
x−2h
∣∣H(u(x, t), v(y, t))− H(u(x, t), v(y, t))∣∣∣∣K (x, t) − K (y, t)∣∣ψ( x+ y
2
, t
)
× |
x−y
h2
|
[1− ( x−y )2]2 δh
(
x− y
2
)
dy dxdt.2h
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is a constant satisfying ‖u‖∞,‖v‖∞  R0. It follows that
∣∣Ah − Ah∣∣ C‖ f − f ‖L∞(−R0,R0)‖ψ‖∞
T∫
0
R1∫
−R1
1∫
−1
|K (x, t) − K (x− 2hz, t)|
2h|z|
z2e
−1
1−z2
(1− z2)2 dzdxdt
 C‖ f − f ‖L∞(−R0,R0)‖ψ‖∞
T∫
0
1∫
−1
TVR1
(
K (·, t)) z2e
−1
1−z2
(1− z2)2 dzdt
 C‖ f − f ‖L∞(−R0,R0)‖ψ‖∞
T∫
0
R1∫
−R1
∣∣Kx(x, t)∣∣dxdt,
where we have used the fact that e
1
2(1−z2)  1
8(1−z2)2 . This together with (26) and (23) gives
limsup
h↓0
∣∣∣∣Ah + 4
∫
Q T
H
(
u(x, t), v(x, t)
)
ψ(x, t)Kx(x, t)dt dx
∣∣∣∣
 C‖ f − f ‖L∞(−R0,R0)‖ψ‖∞
T∫
0
R1∫
−R1
∣∣Kx(x, t)∣∣dxdt ∀ > 0.
Letting  → 0, we conclude that
limsup
h↓0
∣∣∣∣Ah + 4
∫
Q T
H
(
u(x, t), v(x, t)
)
ψ(x, t)Kx(x, t)dt dx
∣∣∣∣ 0
yielding (22). 
2.2. Proof of the L1-contraction principle
We are now ready to prove the L1-contraction principle. The following well-known version of
Gronwall’s inequality will be needed.
Lemma 2.7 (Gronwall’s inequality). Let t0 < T  +∞. Assume x,h ∈ L∞(t0, T ) and k ∈ L1(t0, T ) are non-
negative functions satisfying
x(t) h(t) +
t∫
t0
k(s)x(s)ds for a.e. t ∈ (t0, T ).
Then
x(t) h(t) +
t∫
t
h(s)k(s)exp
[ t∫
s
k(u)du
]
ds for a.e. t ∈ (t0, T ).0
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x(t) h(t0)exp
[ t∫
t0
k(s)ds
]
for a.e. t ∈ (t0, T ).
Proof of Theorem 2.2. Let M > 0 be such that ‖u‖L∞(Q T )  M and ‖v‖L∞(Q T )  M . For each i, as f i
is uniformly continuous on [−M,M] there exists a nondecreasing subadditive function ωi : [0,∞) →
[0,∞) satisfying ∣∣ f i(z1) − f i(z2)∣∣ωi(|z1 − z2|) ∀z1, z2 ∈ [−M,M].
Also by replacing ωi() by ωi() + √ if necessary, we can assume further that lim→0+ ωi() = +∞
for all i = 1,2, . . . ,N . Then
∣∣sign+(u − v)[F (x, t,u) − F (x, t, v)]∣∣ N∑
i=1
∣∣Ki(x, t)∣∣∣∣sign+(u − v)[ f i(u) − f i(v)]∣∣

N∑
i=1
∣∣Ki(x, t)∣∣ωi((u − v)+).
Let  > 0. Since ωi is nondecreasing and subadditive, we have
ωi(r) (r + )ωi()

for any r  0.
Hence by setting w := (u − v)+ and w0 := (u0 − v0)+ , we obtain from Lemma 2.5 that
∫
Q T
{
wψt + (w + )
(
N∑
i=1
∣∣Ki(x, t)∣∣ωi()

)
|ψx| + λw|ψxx|
}
dt dx 0 (27)
for all  > 0 and all nonnegative test functions ψ ∈ C∞0 (Q T ). We claim that (27) yields∫
R
w(x, τ )dx
∫
R
w0(x)dx for a.e. τ ∈ (0, T ). (28)
To see this, let us consider a function β ∈ C∞0 (R), spt(β) ⊂ [0,1], β(s) 0 and
∫
β(s)ds = 1. For each
ν ∈ N, deﬁne δν(s) := νβ(νs) and θν(t) :=
∫ t
−∞ δν(s)ds. It is clear that the sequence δν(s) converges
to the Dirac δ-measure in D′(R) as ν → ∞. Since 0  θν(t)  1, θν(t) = 0 if t  0 and θν(t) = 1 if
t  1/ν , the sequence θν(t) converges pointwise to the Heaviside function sign+(t) as ν → ∞. Now
for any nonnegative function ξ ∈ C∞0 (R) and any σ ,τ ∈ (0, T ) satisfying σ < τ , by applying (27) for
the test function ψ(x, t) := ξ(x)θν(τ − t)θν(t − σ) we get∫
Q T
w(x, t)ξ(x)δν(τ − t)θν(t − σ)dt dx−
∫
Q T
w(x, t)ξ(x)θν(τ − t)δν(t − σ)dt dx

∫
Q
{
(w + )
(
N∑
i=1
∣∣Ki(x, t)∣∣ωi()

)
|ξx| + λw|ξxx|
}
θν(τ − t)θν(t − σ)dt dx.T
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∫
R
w(x, τ )ξ(x)dx
∫
R
w(x,σ )ξ(x)dx+
τ∫
σ
∫
R
(w + )
(
N∑
i=1
∣∣Ki(x, t)∣∣ωi()

)
|ξx|dxdt
+
τ∫
σ
∫
R
λw|ξxx|dxdt
for a.e. σ ,τ ∈ (0, T ) with σ  τ . Hence by letting σ → 0+ and using esslimt→0+ [w(t) − w0] = 0 in
L1loc(R), we conclude that
∫
R
w(x, τ )ξ(x)dx
∫
R
w0(x)ξ(x)dx+
N∑
i=1
[
ωi()

τ∫
0
∫
R
w
∣∣Ki(x, t)∣∣|ξx|dxdt
]
+
N∑
i=1
[
ωi()
τ∫
0
∫
R
∣∣Ki(x, t)∣∣|ξx|dxdt
]
+
τ∫
0
∫
R
λw|ξxx|dxdt (29)
for any nonnegative ξ ∈ C∞0 (R) and a.e. τ ∈ (0, T ). But as Ki ∈ L1(0, T ; L∞(R)), we infer from standard
approximations that (29) holds for all nonnegative ξ ∈ W 2,10 (R) ≡ W 2,1(R).
Following [23], we take ψ ∈ C2(R)∩ L1(R) be such that 0ψ  1, ψ ≡ 1 in [−1,1], |ψ ′|ψ and
|ψ ′′|ψ . For each  > 0, let ξ(x) := ψ( |x|R ) where R := R() > 0 will be chosen later. Then
ξ ≡ 1 in K := [−R, R], ∣∣ξx(x)∣∣ ξ(x)
R
and
∣∣ξxx(x)∣∣ ξ(x)
R2
.
Set K˜ :=R \ K , then by (29) and since ∫K˜ ξ dx = 2R ∫∞1 ψ(x)dx =: C0R , we have
∫
R
w(x, τ )ξ(x)dx
∫
R
w0(x)ξ(x)dx+
N∑
i=1
[
ωi()
R
τ∫
0
∫
K˜
∣∣Ki(x, t)∣∣wξ dxdt
]
+
N∑
i=1
[
ωi()
R
τ∫
0
∫
K˜
∣∣Ki(x, t)∣∣ξ dxdt
]
+ λ
R2
τ∫
0
∫
K˜
wξ dxdt

∫
R
w0(x)ξ(x)dx+ 1
R
(
λ
R
+
N∑
i=1
ωi()
) τ∫
0
∫
K˜
∥∥M(·, t)∥∥L∞(K˜ )wξ dxdt
+ C0
N∑
i=1
ωi()
τ∫ ∥∥M(·, t)∥∥L∞(K˜ ) dt,
0
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i=1 ωi()) = 1. It follows that
R =
∑N
i=1ωi() +
√
[∑Ni=1ωi()]2 + 4λ2
2
. (30)
In particular, we get R → ∞ as  → 0+ since lim→0+ ωi() = +∞. Using this choice of R we infer
from the above inequality that
∫
R
w(x, τ )ξ(x)dx
∫
R
w0(x)ξ(x)dx+ C0
N∑
i=1
ωi()
T∫
0
∥∥M(·, t)∥∥L∞(R) dt
+
τ∫
0
∥∥M(·, t)∥∥L∞(R)
(∫
K˜
wξ dx
)
dt (31)
for any  > 0 and a.e. τ ∈ (0, T ). Hence Gronwall’s inequality (see Lemma 2.7) gives
∫
R
w(x, τ )χ[−R,R](x)dx
{∫
R
w0(x)dx+ C0
N∑
i=1
ωi()
T∫
0
∥∥M(·, t)∥∥L∞(R) dt
}
e
∫ T
0 ‖M(·,t)‖∞ dt .
It follows by letting  → 0+ and using Fatou’s lemma that
∫
R
w(x, τ )dx
∥∥w0∥∥L1(R)e∫ T0 ‖M(·,t)‖L∞(R) dt < ∞ for a.e. τ ∈ (0, T ).
We infer from this estimate that the functions h(t) :=
∫
K˜ w(x, t)dx satisfy ‖h‖L∞(0,T )  C uniformly
in  and lim→0+ h(t) = 0 for a.e. t ∈ (0, T ). Therefore by letting  → 0+ in (31) and using the
dominated convergence theorem, we obtain (28) as claimed. 
The following results are immediate consequences of Theorem 2.2.
Corollary 2.8. Assume λ 0, f i ∈ C(R) and Ki ∈ L1(0, T ; L∞(R)) ∩ L2(0, T ; L2loc(R)) ∩ L1(0, T ;W 1,1loc (R)).
Let u0 ∈ L∞(R) and suppose that u is an entropy solution of (5). Then
∥∥u(·, t)∥∥L1(R)  ∥∥u0∥∥L1(R) for a.e. t ∈ (0, T ). (32)
In case Ki(x, t) are independent of x, we also have
TV
(
u(·, t)) TV(u0) for a.e. t ∈ (0, T ). (33)
Proof. Inequality (32) is obtained from Theorem 2.2 by taking v ≡ 0. On the other hand, (33) follows
from Theorem 2.2 by taking v = u(x+ h, t), where h > 0 is arbitrary. 
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Let u0, v0 ∈ L∞(R) satisfy u0 − v0 ∈ L1(R). Suppose that u and v are entropy solutions of (5) with initial
data u0 and v0 respectively. Then for almost every t ∈ (0, T ), we have u(t) − v(t) ∈ L1(R) and
∫
R
[
u(x, t) − v(x, t)]dx = ∫
R
[
u0(x) − v0(x)]dx. (34)
Proof. Theorem 2.2 gives u(t)− v(t) ∈ L1(R) and ‖u(t)− v(t)‖L1(R)  ‖u0 − v0‖L1(R) for a.e. t ∈ (0, T ).
Next we express that u and v are weak solutions of (5). Choosing a test function of the form φ(x, t) =
χ(t)θ(x) where χ ∈ C∞0 (−∞, T ) and θ ∈ C∞0 (R) with θ ≡ 1 in a neighbourhood of the origin, we
have
∫
Q T
(u − v)∂tφ dxdt +
∫
Q T
[
F (x, t,u) − F (x, t, v)]∂xφ dxdt
+
∫
R
(
u0(x) − v0(x))φ(x,0)dx = −λ
∫
Q T
(u − v)∂2xxφ dxdt,
that is to say,
∫
Q T
(u − v)χ ′(t)θ(x)dxdt + 
∫
Q T
[
F (x, t,u) − F (x, t, v)]χ(t)θ ′(x)dxdt
+ χ(0)
∫
R
(
u0(x) − v0(x))θ(x)dx = −λ2 ∫
Q T
(u − v)χ(t)θ ′′(x)dxdt.
Since ‖u(t)− v(t)‖L1(R)  ‖u0 − v0‖L1(R) and u0 − v0 ∈ L1(R), the theorem of dominated convergence
allows us to pass to the limit in each of the four integrals when  → 0+ to obtain
∫
Q T
(u − v)χ ′(t)dxdt + χ(0)
∫
R
(
u0(x) − v0(x))dx = 0. (35)
Indeed, to see the second term tends to zero observe that
∣∣F (x, t,u) − F (x, t, v)∣∣ N∑
i=1
∣∣Ki(x, t)∣∣∣∣ f i(u) − f i(v)∣∣ N∑
i=1
∣∣Ki(x, t)∣∣ωi(|u − v|)

N∑
i=1
∣∣Ki(x, t)∣∣(|u − v| + )ωi()

for any  > 0,
where ωi are chosen as in the proof of Theorem 2.2. Therefore,
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→0+

∣∣∣∣
∫
Q T
[
F (x, t,u) − F (x, t, v)]χ(t)θ ′(x)dxdt∣∣∣∣

N∑
i=1
limsup
→0+
ωi()
{∥∥θ ′∥∥∞
T∫
0
∥∥Ki(t)∥∥L∞(R)∥∥u(t) − v(t)∥∥L1(R)∣∣χ(t)∣∣dt
+ 
T∫
0
∥∥Ki(t)∥∥L∞(R)∣∣χ(t)∣∣
(∫
R
∣∣θ ′(x)∣∣dx)dt
}

N∑
i=1
limsup
→0+
ωi()
{∥∥θ ′∥∥∞∥∥u0 − v0∥∥L1(R) + ∥∥θ ′∥∥L1(R)}
T∫
0
∥∥Ki(t)∥∥L∞(R)∣∣χ(t)∣∣dt = 0
as desired.
Let h(t) := ∫
R
[u(x, t) − v(x, t)]dx for t ∈ [0, T ], which is a function in L∞(0, T ). Then (35) can
be rewritten as
∫ T
0 h(t)χ
′(t)dt + χ(0) ∫
R
(u0 − v0)dx = 0 for all χ ∈ C∞0 (−∞, T ). We deduce that
h(t) = ∫
R
(u0 − v0)dx for a.e. t ∈ (0, T ) and hence (34) is proved. 
3. Existence of entropy solutions
In this section we show that Eq. (5) with λ 0 admits an entropy solution for any given bounded
initial data. The ﬂux function F (x, t,u) is assumed to be of the form (6).
3.1. Viscous scalar conservation law
We ﬁrst consider the case λ > 0 and for simplicity let us take λ = 1, that is,
{
∂tu + ∂x
[
F (x, t,u)
]= uxx in Q T :=R× (0, T ),
u(·,0) = u0 in R.
(36)
Let W (0, T ) := {u ∈ L2(0, T ; H1(R)): ut ∈ L2(0, T ; H−1(R))}. Note that since W (0, T ) ⊂ C(0, T ; L2(R)),
we have limt→0+ ‖u(t) − u(0)‖L2(R) = 0 for all u ∈ W (0, T ).
Proposition 3.1. Assume fi : R→ R are Lipschitz continuous and Ki ∈ L∞(R× (0, T )). Then for each u0 ∈
L2(R), the initial-value problem
{
∂tu + ∂x
[
F (x, t,u) − F (x, t,0)]= uxx in Q T ,
u(·,0) = u0 in R
(37)
has a unique solution u ∈ W (0, T ) with u(0) = u0 in the L2 sense.
Proof. For v ∈ L2(0, T ; L2(R)), let h(x, t) := −e−Θt[F (x, t, eΘt v(x, t)) − F (x, t,0)] where Θ > 0 is a
constant determined later. Then h ∈ L2(0, T ; L2(R)) due to f i are Lipschitz continuous and Ki are
bounded. It follows that there is exactly one solution w˜ ∈ W (0, T ) of the equation
{
w˜t − w˜xx + Θ w˜ = hx in Q T ,
w˜(·,0) = u0 in R.
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〈
w˜t(t), z
〉+ ∫
R
(
w˜x(x, t)zx + Θ w˜(x, t)z
)
dx = −
∫
R
h(x, t)zx dx ∀z ∈ H1(R). (38)
Here and what follows, 〈·,·〉 denotes the standard pairing between H−1(R) and H1(R).
Deﬁne TΘ(v) := w˜ . Then TΘ : L2(0, T ; L2(R)) −→ L2(0, T ; L2(R)). We next show that TΘ is a
contraction for Θ large enough. Indeed, let w1 = TΘ(v1) and w2 = TΘ(v2). If we set w := w1 − w2,
then it follows from (38) that
〈
wt(t), z
〉+ ∫
R
[
wx(x, t)zx + Θw(x, t)z
]
dx
= e−Θt
∫
R
[
F
(
x, t, eΘt v1(x, t)
)− F (x, t, eΘt v2(x, t))]zx dx for all z ∈ H1(R).
By taking z(x) := w(x, t), this gives for a.e. t
1
2
d
dt
〈
w(t),w(t)
〉
L2 +
∥∥wx(t)∥∥2L2(R) + Θ∥∥w(t)∥∥2L2(R)
= e−Θt
∫
R
N∑
i=1
Ki(x, t)
[
f i
(
eΘt v1(x, t)
)− f i(eΘt v2(x, t))]wx(x, t)dx

∫
R
C
∣∣v1(x, t) − v2(x, t)∣∣∣∣wx(x, t)∣∣dx,
where C :=∑Ni=1 ‖Ki‖L∞(R×(0,T ))‖ f i‖Lip(R) . Integrating with respect to t and noting that w(0) = 0, we
obtain
1
2
∥∥w(T )∥∥2L2(R) +
T∫
0
(∥∥wx(t)∥∥2L2(R) + Θ∥∥w(t)∥∥2L2(R))dt
 C
2
4
T∫
0
∫
R
∣∣v1(x, t) − v2(x, t)∣∣2 dxdt +
T∫
0
∫
R
∣∣wx(x, t)∣∣2 dxdt
yielding
T∫
0
∥∥w(t)∥∥2L2(R) dt  C24Θ
T∫
0
∫
R
∣∣v1(x, t) − v2(x, t)∣∣2 dxdt.
Thus for Θ > C2/4, the map TΘ : L2(0, T ; L2(R)) −→ L2(0, T ; L2(R)) is a contraction. So there exists a
unique v ∈ L2(0, T ; L2(R)) such that TΘ(v) = v . This implies that v ∈ W (0, T ) and u(x, t) := eΘt v(x, t)
is the desired unique solution to Eq. (37). 
The next result gives more information about the solution when the initial data is bounded.
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(0, T )). Suppose there exist some a,b ∈R with a 0 b such that
∂x
[
F (x, t,a) − F (x, t,0)]= ∂x[F (x, t,b) − F (x, t,0)]= 0 for a.e. (x, t) ∈R× (0, T ).
Then for any u0 ∈ L2(R) ∩ L∞(R) satisfying a  u0(x)  b, Eq. (37) has a unique solution u ∈ W (0, T ) ∩
L∞(R× [0, T ]) with u(0) = u0 in the L2 sense. Moreover for a.e. t ∈ (0, T ), we have a u(·, t) b.
Proof. Let Ψ (z) = Ψ (|z|) ∈ C∞(R) be such that 0  Ψ  1, Ψ (z) ≡ 1 on [a,b], and Ψ (z) ≡ 0 on
(−∞,a − 1] ∪ [b + 1,∞). Deﬁne
f˜ i(z) := Ψ (z) f i(z) and F˜ (x, t, z) := K1(x, t) f˜ 1(z) + · · · + KN(x, t) f˜ N(z).
Then f˜ i :R→R are Lipschitz continuous. Therefore by Proposition 3.1, the equation{
∂tu + ∂x
[
F˜ (x, t,u) − F˜ (x, t,0)]= uxx in Q T ,
u(·,0) = u0 in R
has a unique solution u ∈ W (0, T ). We claim that a u(·, t) b for a.e. t  0. This together with the
deﬁnitions of f˜ i yields that u is also a solution to (37). In order to show the ﬁrst inequality in the
claim, deﬁne v(x, t) := −u(x, t) + a. Let C :=∑Ni=1 ‖Ki‖L∞(R×(0,T ))‖ f˜ i‖Lip(R) . Then for a.e. t , we have
−〈ut(t), z〉−
∫
R
ux(x, t)zx dx =
∫
R
[
F˜ (x, t,0) − F˜ (x, t,u(x, t))]zx dx
=
∫
R
[
F˜ (x, t,a) − F˜ (x, t,−v(x, t) + a)]zx dx C
∫
R
∣∣v(x, t)∣∣|zx|dx
for all z ∈ H1(R) with compact support. Notice that since a  0, v+(t) ∈ H1(R) for a.e. t ∈ (0, T )
where v+ :=max {v,0}. Therefore, if we choose ζ ∈ C∞0 (R) be such that 0 ζ  1, ζ(x) = 1 if |x| < 1
and ζ(x) = 0 if |x| 2, then by taking z(x) := v+(x, t)ζ(x/n) in the above inequality and letting n →
∞ we obtain
〈
vt(t), v
+(t)
〉+ ∫
R
vx(x, t)v
+
x (x, t)dx C
∫
R
∣∣v(x, t)∣∣∣∣v+x (x, t)∣∣dx for a.e. t ∈ (0, T ).
Hence it follows by integrating from 0 to t and using the facts 2
∫ t
0 〈vt , v+〉ds = ‖v+(·, t)‖2L2 −
‖v+(·,0)‖2
L2
, v+(·,0) ≡ 0 and ∫
R
vxv+x dx =
∫
R
(v+x )2 dx that
1
2
∥∥v+(·, t)∥∥2L2(R) +
t∫
0
∥∥v+x (·, s)∥∥2L2(R) ds C
t∫
0
∫
R
∣∣v(x, s)∣∣∣∣v+x (x, s)∣∣dxds
= C
t∫
0
∫
R
∣∣v+(x, s)∣∣∣∣v+x (x, s)∣∣dxds
 C
2
4
t∫ ∥∥v+(·, s)∥∥2L2(R) ds +
t∫ ∥∥v+x (·, s)∥∥2L2(R) ds.0 0
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L2(R)
 C22
∫ t
0 ‖v+(·, s)‖2L2(R) ds for a.e. t ∈ (0, T ) and so we conclude from Gronwall’s
inequality (Lemma 2.7) that v+(·, t) ≡ 0 for a.e. t ∈ (0, T ). That is, a  u(·, t) for a.e. t ∈ (0, T ). By
considering the function v˜(x, t) := u(x, t) − b and arguing as above, we also obtain u(·, t) b for a.e.
t ∈ (0, T ). Therefore, the claim is proved.
To prove uniqueness, suppose that u1 and u2 are two solutions in W (0, T )∩ L∞(R×[0, T ]) of (37).
Then by truncating f i outside the region |z|max {‖u1‖L∞(R×[0,T ]),‖u2‖L∞(R×[0,T ])} and using Propo-
sition 3.1, we see that u1 ≡ u2 as desired. 
The following lemma shows that the weak solution obtained in Proposition 3.2 is indeed an en-
tropy solution.
Lemma 3.3. Assume fi : R → R are locally Lipschitz continuous and Ki ∈ L∞(R × (0, T )) ∩ L1(0, T ;
W 1,1loc (R)). Suppose there exist some a,b ∈R with a 0 b such that
Fx(x, t,a) = Fx(x, t,b) = Fx(x, t,0) = 0 for a.e. (x, t) ∈R× (0, T ). (39)
Then for any u0 ∈ L2(R)∩ L∞(R) satisfying a u0(x) b, the unique solution u ∈ W (0, T )∩ L∞(R×[0, T ])
of (37) given by Proposition 3.2 is also an entropy solution of (36).
Proof. It follows from Proposition 3.2 and the assumptions that u ∈ L∞(Q T )∩ L2(0, T ; H1(R)) satisﬁes
Eq. (36) in the sense of distributions. Therefore, u is an entropy solution of (36) by Remark 2.4. 
Using the above preliminary results, we obtain the following theorem which is the main result of
this subsection.
Theorem 3.4. Suppose λ > 0, f i ∈ C(R), Ki ∈ L2loc(R× (0, T ))∩ L1(0, T ;W 1,1loc (R)) and condition (39) holds.
Then for each u0 ∈ L∞(R) with a  u0(x)  b, the initial-value problem (5) admits an entropy solution u
satisfying a u(·, t) b for a.e. t ∈ (0, T ).
Proof. For simplicity we can assume that λ = 1. Let us ﬁx T˜ > T and consider Ki as functions in
L1(R;W 1,1loc (R)) by taking Ki(t) ≡ 0 for t /∈ (0, T ). For each i, choose a sequence {K i } as follows:
K i (x, t) :=
∫
R
Kˆ i (x, t − s)η(s)ds,
where {η} is the standard sequence of molliﬁers on R and x → Kˆ i (x, t) is the absolutely continuous
function given by
Kˆ i (x, t) :=
⎧⎪⎨
⎪⎩
Ki(
1
 , t) if x
1
 ,
Ki(x, t) if |x| < 1 ,
Ki(− 1 , t) if x− 1 .
Clearly, K i ∈ C(R×R) and ‖K i ‖L∞(R×(0,T˜ )) = ‖K i ‖L∞([− 1 , 1 ]×(0,T˜ )) . In fact, we have {K

i } ⊂ L∞(R×
(0, T˜ ))∩ L1(0, T˜ ;W 1,1loc (R)) and K i −→ Ki in L1(0, T˜ ;W 1,1loc (R)) as  → 0+ . Next observe that without
loss of generality we can assume f i(x) = f i(a) for x a and f i(x) = f i(b) for x b. Then select f i :
R→ R be a sequence of locally Lipschitz continuous functions such that f i (a − ) = f i(a), f i (0) =
f i(0), f i (b + ) = f i(b) and f i −→ f i uniformly on compact subsets of R. This can be achieved by
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and deﬁning
f i (x) :=
{
(ξ l ∗ f ri )(x) if x 0,
(ξ r ∗ f li )(x) if x 0.
Here ξ l(x) := −1ξ l(x/), ξ r(x) := −1ξ r(x/) where ξ l and ξ r are nonnegative functions in C∞0 (R)
satisfying
∫
ξ l(x)dx = ∫ ξ r(x)dx = 1, spt(ξ l) = [−1,0] and spt(ξ r) = [0,1].
Deﬁne F (x, t, z) := ∑Ni=1 K i (x, t) f i (z). Then it follows from the above construction and the as-
sumption (39) that
F x (x, t,a − ) = F x (x, t,b + ) = F x (x, t,0) = 0 for a.e. (x, t) ∈R× (0, T ).
For  > 0, let u0 := u0χ(− 1 , 1 ) and u
 ∈ W (0, T˜ ) ∩ L∞(R × [0, T˜ ]) be the unique solution given by
Proposition 3.2 of the equation
{
∂tu + ∂x
[
F 
(
x, t,u
)− F (x, t,0)]= uxx in Q T˜ :=R× (0, T˜ ),
u(·,0) = u0 in R.
(40)
Notice that a −   u(·, t)  b +  for a.e. t ∈ (0, T˜ ). Let K ⊂ R be an arbitrary compact set and
choose φ ∈ C∞0 (R× [0, T˜ )) such that 0 φ  1 and φ = 1 on K × [0, T ]. Multiplying (40) by uφ and
integrating over R× (0, T˜ ), we obtain
1
2
∫
Q T˜
(
u
)2
φt dt dx+ 1
2
∫
R
(
u0
)2
φ(x,0)dx+
∫
Q T˜
F 
(
x, t,u
)
uφx dt dx
−
N∑
i=1
∫
Q T˜
( u∫
0
f i (z)dz
)(
K i (x, t)φ
)
x dt dx=
∫
Q T˜
ux
(
uxφ + uφx
)
dt dx.
Consequently,
∫
Q T˜
(
ux
)2
φ dt dx = 1
2
∫
Q T˜
(
u
)2
(φt + φxx)dt dx+ 1
2
∫
R
(
u0
)2
φ(x,0)dx
+
N∑
i=1
∫
Q T˜
{(
u f i
(
u
)−
u∫
0
f i (z)dz
)
K i φx −
( u∫
0
f i (z)dz
)(
K i
)
xφ
}
dt dx.
As φ ≡ 1 on K × [0, T ], ‖u0‖∞  ‖u0‖∞ , ‖u(·, t)‖∞  max {−a,b} +  for a.e. t ∈ (0, T˜ ) and {K i }
converges to Ki in L1(0, T˜ ;W 1,1loc (R)), we infer that
∫ T∫ (
ux
)2
dt dx C(φ, Ki, f i,a,b) for all  > 0. (41)
K 0
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weakly to some function u in L2(0, T ; H1loc(R)). We next show that up to a further subsequence
u(x, t) → u(x, t) for a.e. (x, t) ∈R× (0, T ). For any k ∈R, deﬁne
L := ∂t
(
u − k)+ + ∂x[sign+(u − k)(F (x, t,u)− F (x, t,k))]− ∂x[sign+(u − k)ux]
= A + B,
where
A := ∂t
(
u − k)+ + ∂x[sign+(u − k)(F (x, t,u)− F (x, t,k))]− ∂x[sign+(u − k)ux],
B := ∂x
{
sign+
(
u − k)[F (x, t,u)− F (x, t,u)− F (x, t,k) + F (x, t,k)]}.
Since Ki ∈ L2loc(Q T ), we get K i → Ki in L2loc(Q T ) as  →0+ . This implies that sign+(u −k)[F (x, t,u)−
F (x, t,u) − F (x, t,k) + F (x, t,k)] converges to zero in L2loc(Q T ) because
∣∣F (x, t,u)− F (x, t,u)− F (x, t,k) + F (x, t,k)∣∣

N∑
i=1
∣∣[Ki(x, t) − K i (x, t)][ f i(u)− f i(k)]+ K i (x, t)[ f i(u)− f i (u)− f i(k) + f i (k)]∣∣

N∑
i=1
{
C
∣∣Ki(x, t) − K i (x, t)∣∣+ (∥∥ f i − f i∥∥L∞(a−1,b+1) + ∣∣ f i (k) − f i(k)∣∣)∣∣K i (x, t)∣∣} ∀ > 0.
Consequently,
B −→ 0 in W−1,2loc (Q T ). (42)
We know from Lemma 3.3 that u is the entropy solution of ∂tu + ∂x[F (x, t,u)] = uxx . Thus by
following the proof of Lemma 3.5 below and using (41), the fact that {F (x, t,u) − F (x, t,k)} and
{F x (x, t,k)} are bounded in L1loc(Q T ), we see that {A} lies in a compact set of W−1,ploc (Q T ) for any
1 < p < 2. This and (42) imply that the sequence {L} lies in a compact set of W−1,ploc (Q T ) for any
1< p < 2. Hence we can apply [28, Corollary 27] with n = 2, ϕ(x, t,u) = (F (x, t,u),u), A(x, t) ≡ ( 1 0
0 0
)
and g(u) = u to obtain a further subsequence {u} satisfying u(x, t) −→ u(x, t) for a.e. (x, t) in Q T .
In particular, u ∈ L∞(Q T ) and a  u(·, t) b for a.e. t  0. Note that in our case the non-degenerate
condition required in [28, Corollary 27] is always satisﬁed since for almost all (x, t) ∈ Q T and for
all nonzero vectors (ξ1, ξ2) ∈ R2, the functions λ → F (x, t, λ)ξ1 + λξ2 and λ → λξ21 are not constant
simultaneously on non-degenerate intervals.
Since u is the entropy solution, we have for any k ∈ R and any nonnegative test function ϕ ∈
C∞0 (R× [0, T )) that
∫
Q T
{∣∣u − k∣∣ϕt + sign(u − k)[F (x, t,u)− F (x, t,k)]ϕx}dt dx
−
∫
Q
sign
(
u − k)F x (x, t,k)φ dt dx+
∫
R
∣∣u0(x) − k∣∣ϕ(x,0)dx
∫
Q
sign
(
u − k)uxϕx dt dx.T T
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zero, whence
sign
(
u(x, t) − k)−→ sign(u(x, t) − k) a.e. on Q T .
Therefore, by letting  → 0+ and using the pointwise convergence of u together with the fact that
ux → ux weakly in L2(0, T ; L2loc(R)), we conclude that u is an entropy solution of (36). Notice that it
is suﬃcient to verify the inequality in the deﬁnition of entropy solution (Deﬁnition 2.1) for all k in a
dense subset of R. 
3.2. Inviscid scalar conservation law via vanishing viscosity limit
We next show that Eq. (5) with λ = 0 admits an entropy solution which is the limit in L1loc(Q T ) of
entropy solutions u to the viscous conservation laws
{
∂tu + ∂x
[
F (x, t,u)
]= uxx in Q T ,
u(·,0) = u0 in R.
(43)
To achieve this we need the following compactness lemma whose proof is an adaptation of the argu-
ments by Panov [28,29].
Lemma 3.5. Suppose fi ∈ C(R), Ki ∈ L2(0, T ; L2loc(R)) ∩ L1(0, T ;W 1,1loc (R)) and condition (39) holds. Let
u0 ∈ L∞(R) be such that a u0(x) b and for each  > 0 let u be an entropy solution of (43). Then for any
k ∈R, the sequence
I := ∂t
(
u − k)+ + ∂x[sign+(u − k)(F (x, t,u)− F (x, t,k))]
lies in a compact set of W−1,ploc (Q T ) for any 1< p < 2.
Proof. As a consequence of Lemma 2.3, we have
∂t
(
u − k)+ + ∂x[sign+(u − k)(F (x, t,u)− F (x, t,k))]
+ sign+(u − k)Fx(x, t,k) − ∂x[sign+(u − k)ux] 0 inD′(Q T ).
Therefore by the Riesz representation theorem, there exist locally ﬁnite and positive Borel mea-
sures μ on Q T such that
I = −μ − sign+
(
u − k)Fx(x, t,k) + ∂x[sign+(u − k)ux] inD′(Q T ). (44)
Let H ⊂ Q T be a compact set. Then (44) gives
μ(H)
∫
Q T
φ dμ(x, t) =
∫
Q T
sign+
(
u − k)(F (x, t,u)− F (x, t,k))φx dt dx
+
∫
Q T
(
u − k)+φt dt dx−
∫
Q T
sign+
(
u − k)Fx(x, t,k)φ dt dx
− 
∫
Q
sign+
(
u − k)uxφx dt dxT
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to (41), we have

∫
H
(
ux
)2
dt dx CH uniformly in  > 0. (45)
Hence it follows from the above inequality and the fact a u(x, t) b by Theorem 3.4 that μ(H)
CH uniformly in  . This together with Ki ∈ L1(0, T ;W 1,1loc (R)) and f i ∈ C(R) yields
−μ − sign+(u − k)Fx(x, t,k) is bounded inMloc(Q T ), (46)
where Mloc(Q T ) is the space of locally ﬁnite Borel measures on Q T . Also (45) implies that
∂x
[
sign+
(
u − k)ux]−→ 0 in W−1,2loc (Q T ). (47)
By using (44), (46), (47) and the fact that Mloc(Q T ) is compactly embedded in W−1,ploc (Q T ) for any
1< p < 2, we obtain the conclusion of the lemma. 
Theorem 3.6. Suppose fi ∈ C(R), Ki ∈ L2(0, T ; L2loc(R)) ∩ L1(0, T ;W 1,1loc (R)) and condition (39) holds. As-
sume in addition that F (x, t,u) is non-degenerate in the sense that for almost every (x, t) ∈ Q T the function
u → F (x, t,u) is not aﬃne on non-degenerate intervals. Let u0 ∈ L∞(R) be such that a  u0(x)  b and u
be an entropy solution of (43). Then there exists a subsequence {u} converging in L1loc(Q T ) to some function
u satisfying a  u(·, t)  b for a.e. t ∈ (0, T ). Moreover, u is an entropy solution for the initial-value prob-
lem (5)with λ = 0. If we also have Ki ∈ L1(0, T ; L∞(R)), then u is the unique entropy solution and the whole
sequence {u} converges to u in L1loc(Q T ).
Proof. Since a  u(x, t)  b and F (x, t,u) is non-degenerate, the existence of a convergent subse-
quence {u} in L1loc(Q T ) follows from Lemma 3.5 and [28, Corollary 27] (see also [29, Corollary 2] for
a similar result). By standard arguments, we then conclude that the limit function u is an entropy
solution of (5) with λ = 0. If we assume in addition that Ki ∈ L1(0, T ; L∞(R)), then u is unique by
Theorem 2.2 and hence we infer that the whole sequence {u} converges to u in L1loc(Q T ). 
The requirement in Theorem 3.6 that F (x, t,u) is non-degenerate excludes some interesting ﬂux
functions such as the one given by (4) corresponding to the pressureless Euler–Poisson system. This
restriction is common in using the compensated compactness method. However when F is indepen-
dent of x as (4), by employing a different method we are able to remove the non-degenerate condition
in the next theorem.
Theorem 3.7. Assume λ 0 and F (t, z) =∑Ni=1 Ai(t) f i(z) with Ai ∈ L2(0, T ), f i ∈ C(R). Then for any u0 ∈
L∞(R), the problem (5) has a unique entropy solution u ∈ C([0, T ]; L1loc(R)) satisfying ‖u‖L∞(Q T )  ‖u0‖∞ .
If in addition u0 ∈ L1(R), then u ∈ C([0, T ]; L1(R)).
Proof. The uniqueness is guaranteed by Theorem 2.2, so we only need to show the existence of an
entropy solution. Also it remains to consider the case λ = 0 since Theorem 3.4 and similar arguments
as below yield the desired results for any λ > 0.
We ﬁrst assume u0 ∈ L∞(R) ∩ L1(R) and notice that condition (39) is satisﬁed for any a  0 b.
For each  > 0, let u be the unique entropy solution given by Theorem 3.4 of
{
∂tu + ∂x
[
F
(
t,u
)]= uxx in Q T ,
u(·,0) = u0 in R.
(48)
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∥∥u(·, t)∥∥∞  ∥∥u0∥∥∞ and ∥∥u(·, t)∥∥L1(R)  ∥∥u0∥∥L1(R); (49)∫
R
∣∣u(x+ h, t) − u(x, t)∣∣dx ∫
R
∣∣u0(x+ h) − u0(x)∣∣dx ∀h ∈R. (50)
For each φ ∈ C∞0 (Br) and any t1, t2 ∈ [0, T ] with t1 < t2, we have
∣∣∣∣
∫
Br
[
u(x, t1) − u(x, t2)
]
φ(x)dx
∣∣∣∣=
∣∣∣∣∣
t2∫
t1
〈
ut (t),φ
〉
dt
∣∣∣∣∣
=
∣∣∣∣∣
t2∫
t1
∫
R
F
(
t,u
)
φx dxdt + 
t2∫
t1
∫
R
uφxx dxdt
∣∣∣∣∣
 M|Br |
(‖φx‖∞ + ‖φxx‖∞)ω(t1, t2) (51)
where M := ‖u0‖∞ + maxi ‖ f i‖L∞(−‖u0‖∞,‖u0‖∞) and ω(t1, t2) :=
∫ t2
t1
∑N
i=1 |Ai(t)|dt + |t2 − t1|. Hence
by a simple variation of Kruzhkov’s interpolation lemma (see [16, Lemma 4.10]) we get for all r > 0
and all t1, t2 ∈ [0, T ] with t1 < t2 that∫
Br
∣∣u(x, t1) − u(x, t2)∣∣dx Cr[ω(t1, t2) 13 + ν(ω(t1, t2) 13 )] uniformly in . (52)
Here ν(·) is a spatial modulus continuity given by (50). It follows from (49), (50), (52) and the L1loc
compactness lemma (see [18,16]) that there exist a function u ∈ L1(Q T )∩ L∞(Q T )∩ C([0, T ]; L1loc(R))
and a subsequence still denoted by {u} such that u converges to u in C([0, T ]; L1loc(R)) and also a.e.
on Q T . Now let φ ∈ C∞0 (R× [0, T )) be a nonnegative test function. Since u is an entropy solution
of (48), we have
∫
R
T∫
0
{∣∣u − k∣∣φt + sign(u − k)[F (t,u)− F (t,k)]φx}dt dx+
∫
R
∣∣u0(x) − k∣∣φ(x,0)dx
 
∫
R
T∫
0
∣∣u − k∣∣xφx dt dx= −
∫
R
T∫
0
∣∣u − k∣∣φxx dt dx.
Hence by letting  → 0+ and using the fact ‖u(·, t)‖∞  ‖u0‖∞ , we obtain as in the proof of Theo-
rem 3.4 that
∫
R
T∫
0
{|u − k|φt + sign(u − k)[F (t,u) − F (t,k)]φx}dt dx+
∫
R
∣∣u0(x) − k∣∣φ(x,0)dx 0
for almost all k ∈R implying that u is an entropy solution of (5). Moreover, the uniqueness of entropy
solutions for (5) yields that the whole sequence u converges to u in C([0, T ]; L1loc(R)).
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u0n,m :=
(
u0
)+
χ{|x|n} −
(
u0
)−
χ{|x|m} ∈ L1(R) ∩ L∞(R).
Let un,m ∈ L1(Q T ) ∩ L∞(Q T ) ∩ C([0, T ]; L1loc(R)) be the unique entropy solution of (5) with λ = 0
corresponding to initial data u0n,m . Since −(u0)−  u0n,m+1  u0n,m  u0n+1,m  (u0)+ , Theorem 2.2
implies that −‖u0‖∞  un,m+1  un,m  un+1,m  ‖u0‖∞ a.e. on Q T . Hence for each positive inte-
ger m, there exists u˜m ∈ L∞(Q T ) such that un,m ↑ u˜m a.e. on Q T as n → ∞. Of course, we have
−‖u0‖∞  u˜m+1  u˜m  ‖u0‖∞ a.e. on Q T . Thus there exists u ∈ L∞(Q T ) with −‖u0‖∞  u  ‖u0‖∞
a.e. on Q T such that u˜m ↓ u as m → ∞. We claim that u is an entropy solution of (5) with λ = 0.
Indeed, by the above almost everywhere convergence and since
∫
Q T
{|un,m − k|φt + sign(un,m − k)[F (t,un,m) − F (t,k)]φx}dt dx+
∫
R
∣∣u0n,m(x) − k∣∣φ(x,0)dx 0
for all k ∈R and all nonnegative test functions φ ∈ C∞0 (R×[0, T )), we conclude by ﬁrst letting n → ∞
and then letting m → ∞ that u is an entropy solution. By arguing similarly and using the uniqueness
of entropy solutions of (5), we also have un,m ↓ uˆn a.e. on Q T as m → ∞ and uˆn ↑ u a.e. on Q T as
n → ∞. Now let u j(x, t) := u j, j(x, t) and u0j (x) := u0j, j(x). Then for each n  1, by the monotonicity
we have
∣∣u j(x, t) − u(x, t)∣∣ ∣∣u j, j(x, t) − u˜ j(x, t)∣∣+ ∣∣u˜ j(x, t) − u(x, t)∣∣

[
u˜ j(x, t) − un, j(x, t)
]+ ∣∣u˜ j(x, t) − u(x, t)∣∣ ∀ j  n
giving limsup j→∞ |u j(x, t) − u(x, t)|  u(x, t) − uˆn(x, t) for a.e. (x, t) ∈ Q T . Therefore we obtain that
u j → u almost everywhere on Q T as j → ∞.
Next we show that u ∈ C([0, T ]; L1loc(R)). Lemma 2.5 together with the translation invariance of
the equation gives
−
T∫
0
∫
R
∣∣u j(x+ h, t) − u j(x, t)∣∣ψt(x, t)dxdt

∫
R
∣∣u0j (x+ h) − u0j (x)∣∣ψ(x,0)dx+
T∫
0
∫
R
∣∣F (t,u j(x+ h, t))− F (t,u j(x, t))∣∣∣∣ψx(x, t)∣∣dxdt
(53)
for any ψ(x, t) ∈ C∞0 (R× [0, T )), ψ  0. Consider functions δν(t) and θν(t) :=
∫ t
−∞ δν(s)ds as in the
proof of Theorem 2.2. Let ξ ∈ C∞0 (R) be an arbitrary nonnegative function. Using inequality (53) with
ψ(x, t) := ξ(x)θν(t0 − t) ∈ C∞0 (R× [0, T )), t0 ∈ (0, T ), we obtain
T∫
0
δν(t0 − t)
∫
R
∣∣u j(x+ h, t) − u j(x, t)∣∣ξ(x)dxdt

∫ ∣∣u0j (x+ h) − u0j (x)∣∣ξ(x)dx+
t0∫ ∫ ∣∣F (t,u j(x+ h, t))− F (t,u j(x, t))∣∣∣∣ξx(x)∣∣dxdt.
R 0 R
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sup
t∈[0,T ]
∫
R
∣∣u j(x+ h, t) − u j(x, t)∣∣ξ(x)dx
∫
R
∣∣u0j (x+ h) − u0j (x)∣∣ξ(x)dx
+
T∫
0
∫
R
∣∣F (s,u j(x+ h, s))− F (s,u j(x, s))∣∣∣∣ξx(x)∣∣dxds
for all ξ ∈ C∞0 (R), ξ  0. Observe that the last term tends to
∫ T
0
∫
R
|F (s,u(x + h, s)) − F (s,u(x, s))|×
|ξx(x)|dxds and
∫
R
|u0j (x+h)−u0j (x)|ξ(x)dx tends to
∫
R
|u0(x+ h) − u0(x)|ξ(x)dx uniformly in |h| < 1.
Therefore we infer that for any r > 0,
∫
Br
∣∣u j(x+ h, t) − u j(x, t)∣∣dx νF ,u0,r(h)
uniformly in j ∈N and t ∈ [0, T ], where νF ,u0,r is a modulus of continuity. Moreover, as u j are limits
of solutions u of (48) with initial data u0j it follows from (51) that
∣∣∣∣
∫
Br
[
u j(x, t1) − u j(x, t2)
]
φ(x)dx
∣∣∣∣=
∣∣∣∣∣
t2∫
t1
∫
R
F (t,u j)φx dxdt
∣∣∣∣∣ M|Br |‖φx‖L∞(Br)ω(t1, t2)
for any φ ∈ C∞0 (Br) and any t1 < t2. Thus we obtain from Kruzhkov’s interpolation lemma that∫
Br
|u j(x, t1) − u j(x, t2)|dx  Cr[ω(t1, t2) 12 + νF ,u0,r(ω(t1, t2)
1
2 )] for all j. This gives u ∈ C([0, T ];
L1loc(R)) as desired.
It remains to prove that u ∈ C([0, T ]; L1(R)) if u0 ∈ L∞(R) ∩ L1(R). We ﬁrst claim that if v0,w0 ∈
L∞(R) ∩ L1(R) satisfy v0  w0 a.e. in R and v,w are entropy solutions of (5) with initial data v0
and w0 respectively, then
v − w ∈ C([0, T ]; L1(R)). (54)
Observe that by the L1 contraction we have h(t) := v(t) − w(t) 0 for all t ∈ [0, T ]. Also,
∫
R
∣∣h(x, t)∣∣dx = ∫
R
h(x, t)dx =
∫
R
[
v0(x) − w0(x)]dx ∀t ∈ [0, T ]. (55)
To see (55), let us ﬁx t ∈ [0, T ). By Theorem 2.2 and Corollary 2.9, there exists a set E ⊂ (t, T ) of
full measure such that
∫
R
h(x, s)dx = ∫
R
[v0(x) − w0(x)]dx and ∫
R
|h(x, s)|dx  ∫
R
|h(x, t)|dx for all
s ∈ E . Moreover as h ∈ C([0, T ]; L1loc(R)), we can choose a sequence {tn} in E satisfying tn → t and
h(x, tn) → h(x, t) for a.e. x ∈R. Then
∫
R
[
v0(x) − w0(x)]dx = ∫
R
∣∣h(x, tn)∣∣dx
∫
R
∣∣h(x, t)∣∣dx
 lim inf
n→∞
∫ ∣∣h(x, tn)∣∣dx =
∫ [
v0(x) − w0(x)]dx,
R R
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∫
R
|h(x, t)|dx = ∫
R
[v0(x) − w0(x)]dx and (55)
holds for all t ∈ [0, T ). But then by extending Ai to be functions in L2(0, T ′) for some T ′ > T and
using the uniqueness of entropy solutions together with the above arguments, we see that h has
an extension in C([0, T ′]; L1loc(R)) satisfying (55) for any t < T ′ . In particular, we deduce that (55)
also holds at t = T . Next let t ∈ [0, T ] and {tn} ∈ [0, T ] be such that tn → t . Since h(·, tn) → h(·, t)
in L1loc(R), there exists a subsequence {tnk } such that h(x, tnk ) → h(x, t) for a.e. x ∈ R. This and the
fact ‖h(·, tnk )‖L1(R) → ‖h(·, t)‖L1(R) from (55) give
∫
R
|h(x, tnk ) − h(x, t)|dx −→ 0 as k → ∞. We then
infer that h(·, tn) → h(·, t) in L1(R) as n → ∞, and so h ∈ C([0, T ]; L1(R)) yielding claim (54). Now
for u0 ∈ L∞(R) ∩ L1(R), we take v0(x) := (u0)+(x) and let v be the entropy solution of (5) with
initial data v0. Then since u = −(v − u) + v , v0  u0 and v0  0, it follows from claim (54) that
u ∈ C([0, T ]; L1(R)). 
4. Stability of entropy solutions
Estimate (7) in Theorem 2.2 gives an explicit dependence estimate for the entropy solution u
upon the initial data u0. In this section, we consider also the dependence of u with respect to the
ﬂux function F (t, z) and obtain results which generalize and strengthen those considered by Maliki
in [22]. Fix N ∈N, T > 0 and deﬁne
X := {(A, f,u0): Ai ∈ L2(0, T ), f i ∈ C(R) and u0 ∈ L∞(R)}
where A := (A1, . . . , AN ) and f := ( f1, . . . , fN ).
Theorem 4.1. Assume λ 0 and let (A, f,u0) ∈X . Suppose {(An, fn,u0n)}n is a sequence in X such that:{
Ani → Ai in L1(0, T ), f ni → f i in C(R) and u0n → u0 in L1loc(R),{
u0n
}
is bounded in L∞(R).
(56)
Let Fn(t, z) :=∑Ni=1 Ani (t) f ni (z) and un be the unique entropy solution of{
∂tun + ∂x
[
Fn(t,un)
]= λ(un)xx in Q T ,
un(·,0) = u0n in R.
(57)
Then un converges to u in C([0, T ]; L1loc(R)), where u is the unique entropy solution of (5) with ﬂux function
F (t, z) :=∑Ni=1 Ai(t) f i(z).
Proof. Let M > 0 be such that ‖u0n‖L∞(R)  M for all n. For each   0, deﬁne
ωni () :=
√
 + sup
x,y∈[−M,M], |x−y|
∣∣ f ni (x) − f ni (y)∣∣,
ωi() :=
√
 + sup
x,y∈[−M,M], |x−y|
∣∣ f i(x) − f i(y)∣∣.
Then ωni ,ωi : [0,∞) → [0,∞) are nondecreasing subadditive functions satisfying lim→0+ ωni () =
lim→0+ ωi() = 0 and lim→0+ ω
n
i ()
 = +∞ uniformly in n. Moreover, |ωni () − ωi()|  2‖ f ni −
f i‖L∞(−M,M) for all   0 giving ωni () → ωi() uniformly on [0,∞) as n → ∞.
Let K ⊂R be a compact set and we need to show that
lim
n→∞ supt∈[0,T ]
∫ ∣∣un(x, t) − u(x, t)∣∣dx = 0.
K
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initial data uˆ0. Also for each n, let uˆn be the entropy solution to (57) corresponding to initial data uˆ0.
Then uˆ, uˆn ∈ L∞(Q T ) ∩ C([0, T ]; L1(R)) by Theorem 3.7. We have∫
K
∣∣un(x, t) − u(x, t)∣∣dx

∫
K
∣∣un(x, t) − uˆn(x, t)∣∣dx+
∫
K
∣∣uˆn(x, t) − uˆ(x, t)∣∣dx+
∫
K
∣∣uˆ(x, t) − u(x, t)∣∣dx.
As f ni → f i on compact subsets of R and there exist a subsequence {nk} and functions Bi ∈ L1(0, T )
such that Anki → Ai a.e. in (0, T ) and |Anki (t)|  Bi(t) for a.e. t ∈ (0, T ), it follows from the proof of
Theorem 3.7 that uˆn converges to uˆ in C([0, T ]; L1loc(R)). Therefore, the above inequality yields
limsup
n→∞
sup
t∈[0,T ]
∫
K
∣∣un(x, t) − u(x, t)∣∣dx
 limsup
n→∞
sup
t∈[0,T ]
∫
K
∣∣un(x, t) − uˆn(x, t)∣∣dx+ sup
t∈[0,T ]
∫
K
∣∣uˆ(x, t) − u(x, t)∣∣dx. (58)
From Lemma 2.5, we can deduce that
−
T∫
0
∫
R
∣∣un(x, t) − uˆn(x, t)∣∣ψt(x, t)dxdt 
∫
R
∣∣u0n(x) − uˆ0(x)∣∣ψ(x,0)dx
+
T∫
0
∫
R
sign(un − uˆn)
[
Fn(t,un) − Fn(t, uˆn)
]
ψx dxdt
+
T∫
0
∫
R
λ|un − uˆn|ψxx dxdt
for any nonnegative test function ψ(x, t) ∈ C∞0 (R× [0, T )). Hence by arguing as in the proof of Theo-
rem 3.7 we obtain for each t ∈ [0, T ]∫
R
∣∣un(x, t) − uˆn(x, t)∣∣ξ(x)dx
∫
R
∣∣u0n(x) − uˆ0(x)∣∣ξ(x)dx
+
t∫
0
∫
R
∣∣Fn(s,un) − Fn(s, uˆn)∣∣|ξx|dxds
+
t∫
0
∫
R
λ|un − uˆn||ξxx|dxds ∀ξ ∈ C∞0 (R), ξ  0.
Deﬁne wn(x, t) := |un(x, t) − uˆn(x, t)| and w0n(x) := |u0n(x) − uˆ0(x)|. Then from the above inequality
and by the subadditive property of ωni , we get for any t ∈ [0, T ] that
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R
wn(x, t)ξ(x)dx
∫
R
w0nξ dx+
N∑
i=1
[
ωni ()

t∫
0
∫
R
∣∣Ani (s)∣∣wn|ξx|dxds
]
+
N∑
i=1
[
ωni ()
t∫
0
∫
R
∣∣Ani (s)∣∣|ξx|dxds
]
+
t∫
0
∫
R
λwn|ξxx|dxds (59)
for all  > 0 and all ξ ∈ C∞0 (R), ξ  0.
For each  > 0, let R = R() be given by (30) and ξ(x) := ψ( |x|R ) as in the proof of Theorem 2.2. By
using ωni instead of ωi , we similarly deﬁne Rn = Rn() and ξn(x) := ψ( |x|Rn ). Set K˜n := R \ [−Rn, Rn]
and En(t) := 1+∑Ni=1 |Ani (t)|, then it follows from (59) and the calculations after (29) that
∫
R
wn(x, t)ξn(x)dx
∫
R
w0nξn dx+ C0
N∑
i=1
ωni ()
t∫
0
En(s)ds
+ 1
Rn
(
λ
Rn
+
N∑
i=1
ωni ()
) t∫
0
∫
K˜n
En(s)wnξn dxds

∫
R
w0nξn dx+ C0
N∑
i=1
ωni ()
T∫
0
En(s)ds +
t∫
0
En(s)
(∫
K˜n
wnξn dx
)
ds
for all  > 0 and all t ∈ [0, T ]. Using Gronwall’s inequality, this implies that
∫
R
wn(x, t)ξn(x)dx e
∫ T
0 En(s)ds
{∫
R
w0nξn dx+ C0
N∑
i=1
ωni ()
T∫
0
En(s)ds
}
.
But as χ[−Rn,Rn](x) ξn(x) and lim→0+ Rn = +∞ uniformly in n, we obtain for all 0<  < 0 (0 > 0
depends only on the compact set K ) that
sup
t∈[0,T ]
∫
K
wn(x, t)dx e
∫ T
0 En(s)ds
{∫
R
w0nξn dx+ C0
N∑
i=1
ωni ()
T∫
0
En(s)ds
}
∀n ∈N.
Since {w0n} is bounded in L∞(R), w0n → |u0 − uˆ0| in L1loc(R), Rn → R and ψ ∈ L1(R), it is easy to see
that
lim
n→∞
∫
R
w0nξn dx = limn→∞
∫
R
w0nψ
( |x|
Rn
)
dx =
∫
R
∣∣u0 − uˆ0∣∣ψ( |x|
R
)
dx =
∫
R
∣∣u0 − uˆ0∣∣ξ dx.
This together with En → E := 1+∑Ni=1 |Ai| in L1(0, T ) allows us to pass to the limit as n → ∞ in the
above inequality to conclude that
limsup
n→∞
sup
t∈[0,T ]
∫ ∣∣un(x, t) − uˆn(x, t)∣∣dx e∫ T0 E(s)ds
{∫ ∣∣u0 − uˆ0∣∣ξ dx+ C0 N∑
i=1
ωi()
T∫
E(s)ds
}
.K R 0
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sup
t∈[0,T ]
∫
K
∣∣u(x, t) − uˆ(x, t)∣∣dx e∫ T0 E(s)ds
{∫
R
∣∣u0 − uˆ0∣∣ξ dx+ C0 N∑
i=1
ωi()
T∫
0
E(s)ds
}
.
Thus by combining these with (58), we deduce for all 0<  < 0 that
limsup
n→∞
sup
t∈[0,T ]
∫
K
∣∣un(x, t) − u(x, t)∣∣dx 2e∫ T0 E(s)ds
{∫
R
∣∣u0 − uˆ0∣∣ξ dx+ C0 N∑
i=1
ωi()
T∫
0
E(s)ds
}
.
Because uˆ0 is an arbitrary function in L1(R) ∩ L∞(R), by an approximation this yields
limsup
n→∞
sup
t∈[0,T ]
∫
K
∣∣un(x, t) − u(x, t)∣∣dx 2C0e∫ T0 E(s)ds
(
N∑
i=1
ωi()
T∫
0
E(s)ds
)
∀0<  < 0.
The result then follows by letting  tend to 0. 
If the sequence of initial data {u0n} converges to u0 in L1(R) instead of L1loc(R), then we not only
can simplify the conditions in Theorem 4.1 but also obtain a stronger conclusion as stated in the next
proposition.
Proposition 4.2. Let λ 0 and let (A, f,u0) ∈X . Assume in addition that u0 ∈ L1(R). Suppose {(An, fn,u0n)}n
is a sequence in X such that:
Ani → Ai in L1(0, T ), f ni → f i in C(R), and u0n → u0 in L1(R).
Let un be the entropy solution of (57) and u be the entropy solution of (5), where Fn(t, z) :=∑Ni=1 Ani (t) f ni (z)
and F (t, z) :=∑Ni=1 Ai(t) f i(z). Then un converges to u in C([0, T ]; L1(R)).
Proof. Note that un,u ∈ C([0, T ]; L1(R)) by Theorem 3.7. For each n, let uˆn be the entropy solution
to (57) corresponding to initial data u0. Then by using Theorem 2.2, we get
∫
R
∣∣un(x, t) − u(x, t)∣∣dx
∫
R
∣∣un(x, t) − uˆn(x, t)∣∣dx+
∫
R
∣∣uˆn(x, t) − u(x, t)∣∣dx

∫
R
∣∣u0n(x) − u0(x)∣∣dx+
∫
R
∣∣uˆn(x, t) − u(x, t)∣∣dx.
Therefore, the proposition follows if we can show that uˆn converges to u in C([0, T ]; L1(R)). In order
to prove this, we ﬁrst claim that if v0,w0 ∈ L∞(R) ∩ L1(R) satisfy v0  w0 a.e. in R and vn,wn are
entropy solutions of (57) with initial data v0 and w0 respectively, then
vn − wn −→ v − w in C
([0, T ]; L1(R)) (60)
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wn(t) and h(t) := v(t) − w(t). Then hn,h ∈ L∞(Q T ) ∩ C([0, T ]; L1(R)) by Theorem 3.7, and they are
all nonnegative by Theorem 2.2. Hence by combining with Corollary 2.9, we obtain
∥∥hn(·, t)∥∥L1(R) = ∥∥h(·, t)∥∥L1(R) =
∫
R
[
v0(x) − w0(x)]dx for all t ∈ [0, T ]. (61)
Since Ani → Ai in L1(0, T ) and f ni → f i in C(R), we have as in the proof of Theorem 4.1 that vn and
wn converge in C([0, T ]; L1loc(R)) to v and w respectively. Thus
lim
n→∞ supt∈[0,T ]
∫
K
∣∣hn(x, t) − h(x, t)∣∣dx = 0 for all compact sets K ⊂R. (62)
Deﬁne
an := sup
t∈[0,T ]
∫
R
∣∣hn(x, t) − h(x, t)∣∣dx =
∫
R
∣∣hn(x, tn) − h(x, tn)∣∣dx, tn ∈ [0, T ].
Select a subsequence {tnk } of {tn} such that tnk → t0 ∈ [0, T ] as k → ∞. As∥∥hnk (·, tnk ) − h(·, t0)∥∥L1(K )  ∥∥hnk (·, tnk ) − h(·, tnk )∥∥L1(K ) + ∥∥h(·, tnk ) − h(·, t0)∥∥L1(K ),
we conclude from (62) and the fact h ∈ C([0, T ]; L1(R)) that hnk (·, tnk ) − h(·, t0) → 0 in L1loc(R). Thus
by taking a further subsequence still labelled as {nk} we can assume that hnk (x, tnk ) → h(x, t0) for
almost every x in R. This together with (61) yields∫
R
∣∣hnk (x, tnk ) − h(x, t0)∣∣dx −→ 0 as k → ∞
implying limk→∞ ank = 0. Consequently, we infer that an → 0 as n → ∞ and hence claim (60) is
proved.
We are ready to prove that uˆn converges to u in C([0, T ]; L1(R)). For this, let u˜n be the entropy
solution of (57) with initial data (u0)+ and u˜ be the entropy solutions of (5) with initial data (u0)+ .
Then by claim (60), we have u˜n − uˆn −→ u˜ − u in C([0, T ]; L1(R)) and u˜n −→ u˜ in C([0, T ]; L1(R)).
Therefore, uˆn converges to u in C([0, T ]; L1(R)) as desired. 
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