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SCALAR CURVATURE VOLUME COMPARISON THEOREMS
FOR ALMOST RIGID SPHERE
Y.ZHANG
Abstract. Bray’s football theorem ([4]) is a weakening of Bishop theorem in
dimension 3. It gives a sharp volume upper bound for a three dimensional
manifold with scalar curvature larger than n(n− 1) and Ricci curvature larger
than ε. This paper extends Bray’s football theorem in high dimensions, as-
suming the manifold is axis symmetric or the Ricci curvature has an upper
bound.
1. Introduction
Bishop theorem is a classical theorem in differential geometry that establishes
the connection between volume and Ricci curvature. It was proven by Bishop in
1963 [2].
We assume throughout that (M, g) is a compact smooth n-dimensional Riemann-
ian manifold. Let (Sn, g¯) be the unit n-sphere with standard metric, i.e. it has
constant sectional curvature 1. Let Ricg, Rg and vol(M) be the Ricci curvature,
scalar curvature and volume of (M, g), respectively.
Theorem 1.1 (Bishop theorem). If Ricg ≥ (n− 1)g, then vol(M) ≤ vol(Sn).
A classical approach to prove this theorem is using geodesic balls (see [10]).
Another approach is from optimal transport in Lott, Villani and Strum’s seminal
papers (see [8],[11],[12]). They defined a synthetic Ricci curvature on metric mea-
sure spaces using optimal transport. Thus Bishop theorem can be generalized to
metric measure spaces. The third approach was discovered by H.Bray in his the-
sis using isoperimetric surfaces ([4]). A byproduct of the third approach is Bray’s
football theorem which is a weakening of Bishop theorem in dimension 3.
Theorem 1.2 (Bray’s football theorem). If (M, g) satisfies: Ricg ≥ ε(n − 1)g,
Rg ≥ n(n − 1), ε ∈ (0, 1), then Vg ≤ α(ε)Vg¯, where α(ε) = 1, when ε ∈ [ε0, 1);
α(ε) > 1, when ε ∈ (0, ε0).
For a full expression of α(ε), the readers can find it in ([4],[7] and [3]). Regarding
the constant ε0 in Theorem 1.2, the numerical results show 0.134 < ε0 < 0.135;
M. Gurskya and J. Viaclovskyb proved ε0 ≤ 0.5. When ε ∈ (0, ε0), (M, g) with
the largest volume in Theorem 1.2 is axis symmetric, i.e. (M, g) has the shape of a
football (American football). For the case of axis symmetry in higher dimensions,
we have the following theorem:
Theorem 1.3. Let n ≥ 3. If (M, g) is axis symmetric, i.e. M = [0, a] ×f Sn−1,
g = dt2 + f(t)2dσ2, where dσ2 is the standard metric of Sn−1. There exists an
ε(n) < 1, such that for any axis symmetric manifold (M, g) satisfies:
Ric(g) ≥ ε(n) ·Ric0 · g and R(g) ≥ R0,
we have: vol(M) ≤ vol(Sn).
If we assume the manifold has a uniform upper bound for Ricci curvature, we
have Theorem 1.4 which is a high dimensional analog of Bray’s football theorem.
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Theorem 1.4. For any C > 0, there exists an ε = ε(n,C) ∈ (0, 1), such that for
any compact Riemannian manifold (M, g) satisfies
(1) (1− ε)(n− 1)g ≤ Ricg ≤ Cg,
(2) Rg ≥ n(n− 1),
then vol(M) ≤ vol(Sn).
If we choose ε sufficiently small, then the results in ([6]) show that M is diffeo-
morphic to Sn. Then according to Andersen’s paper ([1]), g is close to g¯ in C1,α
norm. Hence, Theorem 1.3 is a directly result of our main Theorem 3.1. We use
the tools in [5] to prove the main Theorem 3.1. The perturbation formula of the
scalar curvature is crucial for deriving the contradiction. Theorem 1.4 is slightly
stronger than Corollary A in [13], while Corollary A needs the metric g on Sn is
close to the standard metric in W 2,p norm.
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2. Proof of theorem 1.3
Since g = dt2 + f(t)2dσ2, according to O’Neil[9], for vertical tangent vectors
v, w ∈ i∗(TSn−1),
Ricg(v, w) = Ric(v, w)
Sn−1 − 〈v, w〉f#,
where f# =
∆f
f
+ (n− 2) 〈gradf, gradf〉
f2
.
Ricg(∂t, ∂t) = −n− 1
f
Hf (∂t, ∂t).
Since 0, a are two end points, we have f(0) = f(a) = 0.
Without loss of generality, we assume f(t) ≥ 0, f ′(0) ≥ 0, then the curvature
conditions in Theorem 1.3 imply:
(1) − f
′′
f
≥ ε,
(2)
n− 2
f2
− f
′′
f
− (n− 2)(f
′)2
f2
≥ (n− 1)ε,
(3) − 2f
′′
f
+
n− 2
f2
− (n− 2)(f
′)2
f2
≥ n,
where ε ∈ (0, 1].
Assume Cε(f) = vol(M)/vol(S
n), then:
Cε(f) =
ωn−1
∫ s
0
f(t)n−1dt
ωn
,
where ωn is the volume of S
n.
Note when f = sin t, (M, g) is a n-sphere with standard metric and f satisfies
equations (1)-(3), Cε(sin t) = 1.
Hence, we need to prove: if ε is sightly less that 1, we still have Cε(f) ≤ 1.
Before proving Theorem 1.3, we need to prove a lemma first:
Lemma 1. For x ∈ [0.5,∞),
√
x− 0.5 · Γ(x)
Γ(x+ 0.5)
<
√
x+ 0.5 · Γ(x+ 1)
Γ(x+ 1.5)
.
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Proof. Since Γ(x+ 1) = xΓ(x), therefore,
√
x− 0.5 · Γ(x)
Γ(x+ 0.5)
=
√
x− 0.5 · Γ(x+ 1)
Γ(x+ 1.5)
· x+ 0.5
x
≤ √x+ 0.5 · Γ(x+ 1)
Γ(x+ 1.5)
.

In fact,
√
x− 0.5 · Γ(x)Γ(x+0.5) is increasing on [0.5,∞), however, lemma 1 is enough
for us to prove Theorem 1.3.
Equation (1) implies f(t) is concave, we can assume f ′(t) ≥ 0, for t ∈ [0, r],
where r satisfies f ′(r) = 0. We only focus on [0, r], since the case of [r, a] is similar
to [0, r] by symmetry. Equation (3) implies: fn−2(1 − (f ′)2 − f2) is increasing.
Hence, f2 + f ′2 ≤ 1, then we have: equation (1) and (3) imply equation (2).
Assume m = f(r), i.e. m = maxt∈[0,a] f(t), then for 0 < t ≤ r, fn−2(1− (f ′)2 −
f2) ≤ mn−2(1−m2), so f ′ ≥ (1− f2 − mn−2(1−m2)fn−2 )1/2.
Equation (1) implies: εf2 + (f ′)2 is decreasing, so f ′ ≥ (ε(m2 − f2))1/2.
Therefore, we have two lower bounds for f ′, let Mε(f) be:
Mε(f) = max{1− f2 − m
n−2(1−m2)
fn−2
, ε(m2 − f2)}.
Then we have:
(4)
∫ r
0
f(t)n−1dt =
∫ m
0
fn−1
f ′
df ≤
∫ m
0
fn−1
Mε(f)1/2
df.
We substitute f by ms, then: s ∈ [0, 1),
1− f2 − m
n−2(1−m2)
fn−2
= 1−m2s2 − m
n−2(1−m2)
mn−2sn−2
= m2(1− s2)
[
1− (1 −m
2)(1− sn−2)
m2sn−2(1 − s2)
]
,
∫ m
0
fn−1
Mε(f)1/2
df =
∫ 1
0
mn−1sn−1ds√
max{(1− s2)[1− (1−m2)(1−sn−2)m2sn−2(1−s2) ], ε(1− s2)}
.
If mn−1 ≤ ε1/2, then∫ m
0
fn−1
Mε(f)1/2
df ≤
∫ 1
0
mn−1tn−1
[ε(1− t2)]1/2 ≤
∫ 1
0
tn−1
(1− t2)1/2 ,
i.e. vol(M) ≤ vol(Sn). Therefore, we can assume mn−1 ≥ ε1/2.
Since when s→ 1−, we have 1− (1−m
2)(1−sn−2)
m2sn−2(1−s2) → 1− (n−2)(1−m
2)
2m2 , then
1− (n− 2)(1−m
2)
2m2
−ε ≥ 1− (n− 2)(1−m
2)
2m2
−m2(n−1) = (1−m2)(
n−2∑
i=0
m2i−n− 2
2m2
).
Therefore, there exists ε ∈ (0, 1) such that 1− (n−2)(1−m2)2m2 > ε, for any ε
1
2(n−2) ≤
m ≤ 1. Then, we can define:
h(m) = max{x|x ∈ (0, 1), x satisfies 1− (1 −m
2)(1− xn−2)
m2xn−2(1 − x2) = ε}.
Hence, for any s ∈ (h(m), 1),
1− (1 −m
2)(1− sn−2)
m2sn−2(1 − s2) > ε.
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AssumeH(m) =
∫ h(m)
0
mn−1tn−1
[ε(1− t2)]1/2 dt+
∫ 1
h(m)
mn−1tn−1
[(1− t2)(1 − (1−m2)(1−tn−2)m2tn−2(1−t2) )]1/2
dt.
Then we have:
H(m) ≥
∫ m
0
fn−1
Mε(f)1/2
df ≥
∫ r
0
f(t)n−1dt.
Since when m→ 1, h(m)→ 0, then the expression of H(1) is exactly the volume
of hemisphere. As a result of this observation, we need to show H(m) ≤ H(1), so
we estimate H ′(m) as shown below.
m4−nH ′(m) =(n− 1)
[∫ 1
h(m)
m2tn−1dt√
(1− t2)(1 − (1−m2)(1−tn−2)m2tn−2(1−t2) )
+
∫ h(m)
0
m2tn−1dt
[ε(1− t2)]1/2
]
−
∫ 1
h(m)
t(1 − tn−2)dt
(1 − t2)3/2(1 − (1−m2)(1−tn−2)m2tn−2(1−t2) )3/2
≥(n− 1)m2
∫ 1
0
tn−1dt
(1− t2)1/2 − ε
−3/2
∫ 1
0
t
(1− t2)1/2 ·
1− tn−2
1− t2 dt
≥(n− 1)ε1/(n−1)
∫ 1
0
tn−1dt
(1 − t2)1/2 − ε
−3/2
∫ 1
0
t
(1− t2)1/2 ·
1− tn−2
1− t2 dt.
The rest part of this section is to prove when n ≥ 4,
(5) (n− 1)
∫ 1
0
tn−1dt
(1− t2)1/2 >
∫ 1
0
t
(1− t2)1/2 ·
1− tn−2
1− t2 dt.
If inequality (5) holds, then we can find an ε < 1 such that H ′(m) > 0, for
m ∈ [ε 12(n−1) , 1].
We divide n ≥ 4 into two situations: n = 2k + 2 and n = 2k + 1, k ∈ N, as they
are slightly different.
2.1. n = 2k + 2, k ≥ 1:
(n− 1)
∫ 1
0
tn−1
(1− t2)1/2 dt = (2k + 1)
∫ 1
0
t2k+1
(1 − t2)1/2 dt = (2k + 1)
√
pi
2
Γ(k + 1)
Γ(k + 32 )
,
∫ 1
0
t
(1− t2)1/2 ·
1− tn−2
1− t2 dt =
√
pi
2
k−1∑
j=0
Γ(j + 1)
Γ(j + 32 )
.
According to lemma 1, to prove equation (5), we need to show
(2k + 1)√
k + 0.5
≥
k−1∑
j=0
1√
j + 1/2
.
As 1√
j+1/2
≤ 2√
j+1+
√
j
= 2
√
j + 1− 2√j, so
k−1∑
j=0
1√
j + 1/2
≤ 2
√
k ≤ (2k + 1)√
k + 0.5
.
2.2. n = 2k + 1, k ≥ 2:
(n− 1)
∫ 1
0
tn−1
(1 − t2)1/2 dt = 2k
∫ 1
0
t2k
(1− t2)1/2 dt = 2k
√
pi
2
Γ(k + 1/2)
Γ(k + 1)
,
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∫ 1
0
t
(1− t2)1/2 ·
1− tn−2
1− t2 dt =
∫ 1
0
t2√
1− t2 (1 + t
2 + · · ·+ t2k−4) + t
(t+ 1)(1− t2)1/2 dt
=
√
pi
2
k−1∑
j=1
Γ(j + 1/2)
Γ(j + 1)
+
pi − 2
2
.
We need to prove: k
√
pi
Γ(k + 1/2)
Γ(k + 1)
≥
√
pi
2
k−1∑
j=1
Γ(j + 1/2)
Γ(j + 1)
+
pi − 2
2
,
dividing by
√
pi
2 ·
√
k · Γ(k+1/2)Γ(k+1) at both sides, applying lemma 1 , all we need to show
is:
2
√
k ≥
k−1∑
j=1
1√
j
+
(pi − 2)/√pi√
2 · Γ(2.5)Γ(3)
.
As
(pi − 2)/√pi√
2 · Γ(2.5)Γ(3)
≈ 0.685 ≤
√
2,
since
1√
j
≤ 2√
j + 1/2 +
√
j − 1/2 = 2
√
j + 1/2− 2
√
j − 1/2,
then
√
2 +
k−1∑
k=1
1√
j
≤ 2
√
k.
3. Proof of theorem 1.4
The following proposition is Proposition 11 in [5], while the original proposition
is in space W 2,p. However, the proof in [5] can be applied to our circumstance
with few modifications, since we can still split a W 1,p symmetric two-tensor into a
divergence free two-tensor and a Lie derivative of the metric.
Proposition 3.1. Assume p > n. Ω is an n-dimensional compact manifold with
boundary. Let g, g¯ be Riemannian metrics on Ω. If ‖g − g¯‖W 1,p(Ω,g) is sufficiently
small, there exists a diffeomorphism ϕ : Ω → Ω, such that ϕ|∂Ω = id and h =
ϕ∗(g) − g¯ is divergence free. Moreover, there exists a positive constant C that
depends on Ω, such that:
‖h‖W 1,p(Ω,g¯) ≤ C‖g − g¯‖W 1,p(Ω,g¯).
Theorem 3.1. Assume (Sn, g¯) is the n-sphere with standard metric. Let g be
another metric on Sn with the following properties:
(1) Rg ≥ Rg¯ = n(n− 1),
(2) Vg ≥ Vg¯,
where Vg, Vg¯ is the volume of (S
n, g) and (Sn, g)
If h = g − g¯ is sufficiently small in W 1,p(Sn, g¯) norm, p > n2 , then Vg = Vg¯,
moreover, there exists a diffeomorphism ϕ : Sn → Sn, such that ϕ∗(g¯) = g.
Proof. Proposition 4 in [5] exhibits a pointwise estimate for Rg:
|Rg −Rg¯ + 〈Ricg¯, h〉 − 〈Ricg¯, h2〉+ 1
4
‖∇h‖2 − 1
2
∇ihkp · ∇khip
+
1
4
‖∇tr(h)‖2 +∇i(gikgjl(∇khjl −∇lhjk))|
≤ C‖h‖ · ‖∇h‖2 + C‖h‖3,
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where ‖ · ‖ is the pointwise norm under g¯, ∇ is the Levi-Civita connection of g¯,
tr(h) is the trace of h under metric g¯.
|
∫
Rg −Rg¯ + (n− 1)tr(h)− (n− 1)‖h‖2 + 1
4
‖∇h‖2
+
1
2
hkp · ∇i∇khip + 1
4
‖∇tr(h)‖2dVg¯|
≤C
∫
‖h‖ · ‖∇h‖2 + ‖h‖3dVg¯.
Since R¯ijkl = g¯ilg¯jk − g¯ikg¯jl, we have:
∇i∇khip =∇k∇ihip − R¯ikimhmp − R¯ikpmhim
=∇k∇ihip − tr(h)g¯kp + nhkp.
According to Proposition 3.1, we can assume ∇ · h = 0, up to a diffeomorphism
ϕ. Therefore,∫
Rg −Rg¯dVg¯ =
∫
−(n− 1)tr(h) + (n− 1)‖h‖2 − 1
4
‖∇h‖2
− 1
2
hkp · ∇i∇khip − 1
4
‖∇tr(h)‖2dVg¯
+O(‖h‖C0(Sn,g¯)‖h‖2W 1,2(Sn,g¯))
=
∫
−(n− 1)tr(h) + (n
2
− 1)‖h‖2 − 1
4
‖∇h‖2 − 1
4
‖∇tr(h)‖2
+
1
2
tr(h)2dVg¯ +O(‖h‖C0(Sn,g¯)‖h‖2W 1,2(Sn,g¯)).
Since
Vg − Vg¯ =
∫
1
2
tr(h) +
1
8
tr(h)2 − 1
4
‖h‖2dVg¯ +O(‖h‖C0(Sn,g¯)‖h‖2L2(Sn,g¯)).
Assume δ =
∫
tr(h)dVg¯/Vg¯, k =
8(n−1)−4δ
4+δ satisfies
k
2
− (n− 1) = −δ(1
2
+
k
8
),
then: ∫
Rg −Rg¯dVg¯ + k(Vg − Vg¯)
=
∫
(
k
2
− n+ 1)tr(h) + (k
8
+
1
2
)tr(h)2 + (
n
2
− 1− k
4
)‖h‖2
− 1
4
‖∇tr(h)‖2 − 1
4
‖∇h‖2dVg¯ +O(‖h‖C1(Sn,g¯)‖h‖2W 1,2(Sn,g¯))
=
∫
(
k
8
+
1
2
)(tr(h) − δ)2 + (n
2
− 1− k
4
)‖h‖2
− 1
4
‖∇tr(h)‖2 − 1
4
‖∇h‖2dVg¯ +O(‖h‖C0(Sn,g¯)‖h‖2W 1,2(Sn,g¯)).
‖∇h‖2 ≥ 1n‖∇tr(h)‖. ‖h‖2 ≥ 1n tr(h)2, then∫
‖h‖2dVg¯ ≥ 1
n
∫
(tr(h)2 − δ2)dVg¯ = 1
n
∫
(tr(h) − δ)2dVg¯.
Since
∫
[tr(h) − δ]dVg¯ = 0, by Poincare inequality, we have ‖∇tr(h)‖2L2 ≥
n‖tr(h)− δ‖2L2 .
Let k = 2(n− 1)− ε, we have |ε| ≤ (n+ 1)δ.
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Therefore, we can show:∫
Rg −Rg¯dVg¯ + k(Vg − Vg¯)
=
∫
(
n+ 1
4
− ε
8
)(tr(h) − δ)2 − (1
2
− ε
4
)‖h‖2
− 1
4
‖∇tr(h)‖2 − 1
4
‖∇h‖2dVg¯ +O(‖h‖C0(Sn,g¯)‖h‖2W 1,2(Sn,g¯))
=
∫
(
n
4
(tr(h) − δ)2 − 1
4
‖∇tr(h)‖2) + (1
4
− ε
8
− 1
4n
)((tr(h) − δ)2 − ‖∇h‖2)
+ (
1
4n
(tr(h) − δ)2 − 1
4
‖h‖2)− (1
4
− ε
4
)‖h‖2 − ( 1
4n
+
ε
8
)‖∇h‖2dVg¯
+ O(‖h‖C0(Sn,g¯)‖h‖2W 1,2(Sn,g¯))
≤− ( 1
4n
+
ε
8
)‖h‖2W 1,2(Sn,g¯) +O(‖h‖C0(Sn,g¯)‖h‖2W 1,2(Sn,g¯)) ≤ 0
So we have h = 0, g = g¯. 
Then combining Theorem 1.2 in [1], we have Theorem 1.3.
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