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ABSTRACT
Sight is essential for humans to navigate their surrounding environment independently. Tasks that are
simple for the sighted are often close to impossible for the visually impaired. Throughout the years,
many researchers dedicated their time and efforts to design and implement technologies and devices
that can help the visually impaired to navigate in unknown areas independently. A navigation assistive
system for the visually impaired is built on multiple components of which localization, navigation,
obstacle avoidance, and human-machine interaction form the essential components. Individual
components have been explored extensively in the literature and it is a daunting task to review it
in its entirety. In this paper, a compact but comprehensive collection of available methods to build
each component has been provided. The discussed methods may not have been implemented for a
navigation assistive technology for visually impaired directly but they can be employed to build an
individual building block. Given that every approach has its own challenges, methods to combat those
challenges have been presented. The purpose of this paper is to provide researchers with a shortcut
to review most of the available methods to build each component, provide them with the essential
knowledge to understand the nuances in each component and give them a baseline to start with.
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1 Introduction
According to the World Health Organization (WHO) [1], 253 million people struggle with vision impairment globally.
Ninety percent of visually impaired people live in developing countries, which reduces the chance of getting adequate
treatment and support. When visual impairment is compounded with poverty, an individual often fully depends on
their family for survival. This poses a challenge for the blind to lead an independent life. Although visually impaired
people living in developed countries have access to many resources to assist them, they can not carry out all daily life
tasks independently. Tasks such as shopping for groceries in a nearby supermarket or finding a painkiller to alleviate a
headache are onerous for many visually impaired individuals.
One needs to know their current location and destination to navigate in an environment. Navigation and path finding are
complex tasks and obstacle avoidance is essential along the way, especially in dynamic environments. In a supermarket
or other indoor environments, finding the way is even more arduous due to limitations of the Global Positioning
System (GPS). GPS signals are weaker indoors as buildings attenuate the signal strength [2]. Consequently, alternative
approaches are necessary for addressing indoor localization. Although there are techniques available for indoor position
estimation, finding a specific item in an aisle remains a challenge for a visually impaired person. Reading the dosage
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instructions or side effects of medicine requires the help of a sighted person even for a partially visually impaired
individual.
More than eighty percent of people who suffer from blindness lost their vision due to a preventable or curable disease.
While medical scientists are trying to provide vaccines for diseases causing blindness, assistive technologies are needed
to make life easier for those who can not see. Fortunately, assistive technologies for the blind have been explored for
many years.
In 1990, Passini et al. made an experiment with eight groups of sighted, partially sighted, and visually impaired
individuals of different sexes, ages, and education and they reported the results in [3] . The experiment aimed to test the
individuals through basic way-finding tasks. Each task corresponded to a certain spatio-cognitive function. The test was
performed in a layout with different levels of complexity of the path network. The layout designed not only to provide a
variety of difficulty levels but also to limit the irrelevant factors which might impact the test result. Not surprisingly, the
experiment’s results showed that those who were suffering from visual impairment spent more time to complete the
tasks. The results also confirmed that age and education have an impact on performance. Passini demonstrated the need
for indoor navigation assistive technologies for visually impaired individuals and motivated many researchers to seek
solutions.
This paper targets the technologies that are available in the literature and explains the essential pieces of a navigation
assistive system. Section 2 provides the reader with the overall view of the components that constitute in a navigation
assistive system. This section also considers the interactions among these building blocks and justifies the necessity
of each building block. In later sections each individual building block will be explained extensively along with the
available methods to implement them. A navigation assistive system can divided in three main modules, the way-finding
module, the obstacle avoidance module, and the human-machine interaction module. Section 2 illustrates the rationale
behind this taxonomy.
To build the way-finding module, localizing the users and navigating them to the destination is necessary. There are
many surveys available in the literature that addressed the localization and navigation problem. Surveys such as [4–23]
focused on different methods, technologies, and algorithms for localization.
A comprehensive review of localization central theories is presented in [11] and [15]. Emergence of wireless sensor
network (WSN) and the ubiquitous infrastructure of WiFi have made localization based on WSN an appealing topic. In
that regard, an overview of localization techniques concentrating on utilizing WSN has been presented in [6–10]. Using
personal networks for localization is discussed in [9].
Indoor localization method is not limited to the WSN. In addition to the wireless network based localization technologies,
a comprehensive spectrum of technologies based on vision, infrared, and ultrasound sensors are discussed in [14,19,20].
Localization methods can be categorized based on their core methods. This survey focuses on trilateration, fingerprinting,
Bayesian filtering and crowdsourcing methods. Of these methods, trilateration is one that is extensively employed in
location estimation. Reviews presented in [5, 7] delineate the nuances in this method. The fingerprinting method has
become very popular in recent years. Broad demonstration of this method has been presented by [13, 17, 18]. Bayesian
filtering is essential in location estimation in order to mitigate the error. The review over different methods of Bayesian
filtering has been provided by [4]. Crowdsourcing improves localization by providing frequent update for the system.
The impact of crowdsourcing in a localization system, has been fully discussed in [16].The comparison among different
methods and technologies in respect to cost, robustness, and complexity has been executed in [6, 9, 18].
Indoor navigation is not just about positioning. Navigating the user is the second part of this module. Pedestrian
navigation methods and technologies have been explained extensively in [24]. Precise heading estimation is vital
for navigation. In that respect, [25] provides a review of the main techniques of heading estimation. Step count and
stride length estimation are the other necessary components of navigation process. Survey of different methods of step
detection and stride estimation has been provided in [26, 27]. A survey over using Internet of Things (IoT) and data
based approaches to help visually impaired navigate independently have been presented at [23]. Comprehensive survey
over all the navigation approaches to assist visually impaired has been provided by Strumillo et al. [21].
Obstacle avoidance is the next module in a navigation assistive technology for a visually impaired individual. Many
surveys that addressed obstacle avoidance for mobile robots are available. The similarities between a dynamic robot
which needs motion command and a visually impaired individual who needs information and guidance to navigate
indoor makes such surveys related. Surveys, [28–31] mainly focus on obstacle avoidance using sensors such as sonar
and LIDAR.
Object detection problem is also a major concern for mobile robots. This issue has been discussed mainly in reviews
which concentrate on object detection or tracking in an image or video. Research work presented in [32–35] reviews
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the methods of object detection in a scene. A review of neural network based methods for object detection is discussed
in [36].
Efficient interaction with visually impaired user is vital in a navigation assistive system for a visually impaired individual.
Different methods of interacting with the user has been explained extensively in [37].
In addition to the surveys which cover the challenges and the solutions to build a navigation assistive system partially,
there are a few papers which concentrate on the available systems in the market or in the research labs [38–40].
This paper aims to provide a concise overview of navigation methods available in the literature for the visually impaired.
It would guide the future researchers in understanding the existing research in such navigation systems and provides
insights into the methods that can be aggregated to design an assistive navigation system.
1.1 Key Contributions
The major contributions of this paper are summarized below:
• Localization
– Provides an overview of trilateration based methods, the mathematical background underlying trilateration
concept, and the required infrastructure for implementing this method with a variety of technologies.
– Discusses fingerprinting method as a solution to addressing the difficulties associated with trilateration
methods.
– Discusses Bayesian filtering as an essential component in localization, mitigation of error associated with
the system modeling and measurement and the related mathematical background.
– Discusses crowdsourcing as a solution for location estimation and updating the map and localization data.
• Navigation
– Explains a variety of methods to estimate the heading and the underlying mathematical concepts.
– Discusses available methods to detect the steps based on variety of technologies
– Describes the techniques to approximate the user’s stride length
• Obstacle avoidance
– Explains the fundamentals of obstacle avoidance with range finder methods such as sonar and LIDAR
– Presents the advances made by employing a camera in obstacle avoidance and object detection
• Human-Machine Interaction
– Discusses human-machine interaction strategies for way-finding and obstacle avoidance
– Presents an overview of methods for providing the user with information and inputs
In connection with the above contributions, sections 3 and 4 explore the location estimation and navigation techniques
used in way-finding, respectively. Section 5 explains obstacle avoidance methods. Section 6 explains methods for
human-machine interactions.
2 System Overview
The very first step to build a system is to design the system model. System models help depict a concise but precise
representation of the system as well as the interaction of different components and it aids communication between
the designer team and the development team. This paper aims to assist researchers who are interested in developing a
navigation assistive technology for visually impaired users by providing them with the baseline to design such a system.
For this matter, the overall system model for a navigation assistive system is depicted in figure 1 and each component as
well as their interactions are explained briefly.
In order to develop a navigation assistive system for visually impaired individuals, one must study the elements that
constitute it. Navigation is defined as the procedure of finding an initial location, determining the best path to the
destination, and following it. While finding the initial location is not challenging for people who can see, it is almost
impossible for visually impaired individuals to determine their initial location with no assistance. Recognizing the initial
location is only the starting point in a navigation process. The next step is to decide the best route to the destination.
The best route is defined based on user preference. For example, some users might select the shortest path while other
may choose a path with fewer changes in direction.
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Figure 1: Overall System Model
After path selection, the path must be followed. To follow a path, certain distances must be traveled and the direction
must change in exact locations. An assistive navigation system measures the traveled distance by counting the number
of a user’s steps and learning the length of a user’s stride. It also gathers information about the heading to direct the
user based on their current location. Distance and heading information will help the user reach the destination.
For systems that aim to help individuals who might suffer from visual impairments, a series of instructions to follow a
path is inadequate. Visually challenged individuals are at risk of being impeded by obstacles if the instructions have
not been aggregated with comprehensive information about the area and the possible obstacles hindering the path in a
dynamic environment. Consequently, a navigation assistive system, which aims to help visually impaired individuals
navigate independently in indoor areas, must provide them with adequate information about the dynamic area on top of
the instructions to follow the path.
By following a path and sidestepping the hurdles, the destination will be reached gradually for a visually impaired
individual. According to the discussion above, a navigation assistive system that targets individuals with visual
impairments needs to have three main modules: the Way-Finding Module, the Obstacle Avoidance Module and the
Human-Machine Interaction Module.
As mentioned earlier, a way-finding process consists of location estimation and navigation. Methods to address
way-finding can be categorized based on the technologies that they employ, such as: radio frequency, sensors, and
magnetic fields. The success of GPS for outdoor navigation encouraged the implementation of the same technique
for indoor navigation. Indoor navigation using radio frequency is a wide research topic. The emergence of micro
electro-mechanical systems (MEMS) also facilitates location estimation and navigation with the data provided through
different sets of sensors. Another set of approaches is based on the unique magnetic map of an area that enables location
estimation.
For way-finding, the initial location of the user must be known. Using the initial location of the user, a variety of
navigation techniques can be employed to direct the user in reaching their destination. Methods to approach localization
and navigation as the two main subsets of way-finding are explained in detail in the sections 3 and 4, respectively.
When assisting an individual with visual impairment navigate an indoor area, providing information about the objects
hindering the path is vital. Objects are in motion in real life scenarios and their position is constantly changing. The
location of every hindrance has to be discovered in real time. The dynamic environment forces the system to detect the
obstacles in real time and update the route frequently. As a consequence, implementing an obstacle avoidance module
to update the route is necessary in the navigation assistive system for visually impaired individuals. Section 5 delineates
methods to address this issue.
While the navigation process is genuinely completed by providing the instruction to follow the path and information
about obstacles impeding the way, without a concise means of communication, it will be impractical. Considering the
challenges that users with visual impairments may face, screen instructions are not useful. Despite the fact that seeing
ability is lost or limited in individuals with visual impairment, other senses may be assumed to be intact. Consequently,
the system has to introduce other approaches that depend on abilities other than sight to receive information. In section
6, methods to interact with the visually impaired user are explained extensively.
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3 Localization
Localization is the first step in way-finding. To plan the path, the initial position of the user has to be known. Vision
is crucial in location determination. In the absence of vision, assistive technologies must facilitate finding the initial
location of the user for way-finding purposes. Strategies for localization that are available in the literature are briefly
outlined in this section.
3.1 Global Navigation Satellite System (GNSS)
Global navigation satellite system (GNSS) or GPS eases outdoor navigation. GPS uses time difference of arrival
(TDOA) of the signal received from at least four different satellites to find the exact position of the receiver [41].
Trilateration is used to estimate the user’s location. The use of GPS to aid visually impaired individuals in navigation
was proposed by Loomis el al. [42], and Collins [43] more than thirty years ago. Later, in 1989, Brusnighan made
new experiments with the use of GPS to assist visually impaired users [44]. In [45], Loomis et al. studied the use of
differential global positioning systems to increase the accuracy in a positioning scenario.
GPS is a promising approach for outdoor navigation [46] [47]. Electronic travel aid (ETA) and smart robot localization
use GPS for outdoor localization. The smart robot functions like a guide dog to help a visually impaired person navigate.
Yelamarthi et al. used GPS to determine the location of smart robots outdoors [48]. For indoor scenarios, smart robots
use radio frequency identification (RFID) tags for localization. RFID tags are discussed later in section 3.6.1. Despite
the accuracy of GPS signals outdoors, satellite coverage is not available indoors. Indoor structures attenuate satellite
signals. The attenuated signals are undetectable for the receiver [49]. This puts a constraint on the use of GPS in indoor
situations. This limitation forces scientists to explore new localization methods to address the location estimation
challenge. One of the common techniques is Trilateration.
3.2 Trilateration
Wireless based positioning is central to indoor navigation. Many researchers suggest its use in estimating the location of
a user [6]. A wireless local area network (WLAN)’s access points (AP) broadcast beacon frames periodically according
to the IEEE 802.11 protocol. The transmitting period is about 10 ms. The beacon frames contain the AP’s media access
control (MAC) address [50]. The MAC addresses that are provided to every mobile system enable the identification of
multiple APs used for positioning. The position estimation is possible with triangulation and trilateration.
Triangulation is another method used for range measurement. This method estimates the position of an object using the
angle of the object relative to the reference points. Triangulation is suggested in [51] to detect user’s location. In this
method, the user carries a white cane with infrared LEDs installed on it. The infrared cameras installed in an area detect
the movement of the infrared light source to find the location of the white cane carrier.
In general, triangulation is more common in long distances than in indoor scenarios. Trilateration, on the other hand,
performs better indoors. Trilateration is a range measurement technique, in which the position of an object is estimated
by measuring the distance of the object to the access points. (See Figure 2) Common techniques to calculate the distance
are time of arrival (TOA), time difference of arrival (TDOA), angle of arrival (AOA), and received signal strength
(RSS).
3.2.1 TOA
This is one of the basic methods to find the distance from an AP to a mobile system. The TOA distance measurement
method is based on the relation between the time and distance of propagation. The distance travelled and the propagation
time are directly proportional to each other. In TOA-based systems, the distance between the mobile system and the
access points will be calculated using the time it takes for the signal to travel one way. The distance to at least three
access points is needed to estimate the position of a mobile system [52].
The position of the mobile system in a TOA algorithm can be computed by minimizing the sum of error functions. The
error function is based on the least squares method. The function for every measuring unit i is given by (1).
fi(x) = c(ti − t)−
√
(xi − x)2 + (yi − y)2 (1)
In the aforementioned equation, c is the speed of light. The correct choice of x = (x, y, t) makes the error go to zero.
The sum of all the errors must be minimized to find the position of the mobile system. The sum of error functions are
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Figure 2: Trilateration
given in (2). The choice of ai indicates the received signal reliability at the measuring unit i.
F (x) =
N∑
i=1
a2i f
2
i (x) (2)
TOA algorithms are prone to errors. One of the major error sources for this method is the multipath effect. The error
caused by the multipath effect can be categorized in two groups: early-arriving multipath signal and attenuated line of
sight (LOS). Early-arriving multipath signals correspond to the signals arriving immediately after the LOS signal and
changing the location of the peak from the LOS signal. The attenuated LOS explains the situation in which the LOS
signal is weakened too severely. In this situation, the LOS signal is lost in noise. To combat multipath disturbance, [53]
proposed defining a multipath delay profile. This multipath delay profile is analyzed to improve the accuracy in location
estimation. In addition to the multipath effect, adaptive noise causes errors in the TOA algorithm.
Adaptive noise even in the absence of a multipath effect can decrease accuracy [54]. To combat the adaptive noise,
a simple cross-correlator is used. In [55] by Knapp et al , the simple cross-correlator was extended by a generalized
cross-correlator.
The ubiquitous presence of WiFi infrastructure makes it a convenient choice for location estimation systems. On the
other hand, as mentioned earlier, wireless signal based systems are prone to error. Consequently, other types of signal
have been used for location estimation method. As an example, the TOA method is not limited to RF signals, and has
been implemented with a variety of signal types. Acoustic signals can be counted as an example of such signal types.
Acoustic signals are another common type of signal used with the TOA method for localization. In this approach,
instead of utilizing the available WLAN networks, acoustic anchors are implemented in the area. The anchor network
propagates the modulated beacon with location information. The beacons use highband acoustic signals. An indoor
localization system called Guoguo, which has been proposed in [56], employs the TOA method in an acoustic signal
network. Guoguo processes the information in real-time using a smart phone application. The prototype implemented
based on this approach demonstrates a centimeter-level accuracy.
Acoustic signal has been used in synergy with radio signals to improve accuracy. In [57], acoustic signal have been used
to estimate the location of a system where different locations in an area have similar radio signatures. The synergy of
acoustic signal and wifi signal has been utilized in [58] and the results suggests that it can improve accuracy in NLOS
localizing scenarios.
Ultrasonic signal are another major type of signals to employ in location estimation modules. For instance, they were
used in a localization system in [59]. This work also used TOA to measure the distance of the system to the APs
and estimate its location. To mitigate the impact of disturbances, and improve accuracy, this work proposed using
fuzzy adaptive extended information filtering. For more information about TOA methods and approaches to combat its
vulnerabilities, interested reader may read [7].
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3.2.2 TDOA
While TOA is measuring the absolute arrival time, TDOA concentrates on the different times that the propagated signal
reaches multiple measuring units. The difference in time of arrival is proportional to the distance of the measuring units
to the mobile system.
The TDOA measurements for every two receivers define a hyperbolic locus [60]. The hyperbolic locus (Ri,j) follows
(3) given that i and j are receivers at two fixed points. The location of each of these receiver points is indicated by
(xi, yi, zi) and (xj , yj , zj) respectively.
Ri,j =
√
(xi − x)2 + (yi − y)2 + (zi − z)2
−
√
(xj − x)2 + (yj − y)2 + (zj − z)2 (3)
The hyperbolic locus defines the area that the mobile system might be positioned at. The exact position of the mobile
system is on the intersection of two hyperbolic loci. (See figure 3)
Figure 3: Position Estimation using TDOA Measurements
In theory, there in no difference between the TOA and TDOA algorithms. Simulation results also confirm the idea that
TOA and TDOA have practically the same performance [61]. To improve accuracy of TDOA based location estimation,
access points with two transmitters were introduced. The second transmitter gathers information about mobile systems
and transmits this information to the APs, which will estimate the location of the mobile systems. This enhances the
accuracy of position estimation without interrupting the network [62].
The importance of the precise position estimation for visually impaired individuals can not be emphasized enough.
Using the TDOA method in Ultra Wide Band (UWB) is a novel approach to improve the accuracy [63]. UWB is
another type of wireless communication. It became trendy after FCC made 3.1GHz- 10.6 GHz and 22GHz - 29 GHz
available [64]. In addition to improved accuracy, this method also has low installation complexity. The accuracy of
UWB comes with a higher cost.
3.2.3 AOA
Although the focus in methods such as TOA and TDOA is on the distance of the user to each access point, Angle of
Arrival (AOA) (or as referred to in some literature as Direction of Arrival (DOA)) focuses on the angle of the received
signal on the receiver side. In this method receiving two signals is essential. Receiving more signals improves the
accuracy of the estimation.
To implement this method, either a mechanically-agile directional antenna or an array of antennas is required. The angle
of arrival is determined by finding the angle in which the signal strength is the highest in the former, or the antenna
which samples the most strength in the latter infrastructure.
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As represented in figure 4 the angle of arrival from at least two known access points is needed to determine the location
of the user. Given the distance between the two access points, the location of the user is determined through geometric
relations.
Figure 4: Angle of Arrival (AOA)
To improve the accuracy of AOA estimation, Badawy et al.proposed a method using the cross-correlation function [65].
The expenses associated with this method are high. Using off-the-shelf software-defined radio as suggested by [66]
reduces the cost of this approach. It also improves flexibility and makes deployment simple. Interested reader would
find more details about aforementioned methods in [67].
3.2.4 RSS
A major source of error in the TOA and TDOA algorithms is the multipath effect. It attenuates the signal strength and
causes signal loss. In addition to the multipath effect, adaptive noise causes errors. Adaptive noise is a significant
source of error even in the absence of the multipath effect. These challenges cause errors and reduce the accuracy of the
estimated position. Furthermore, in indoor situations LOS is not available in all circumstances. To avoid the challenges
associated with distance estimation using the above mentioned new approaches have been proposed. An alternative
approach is to use the received signal strength (RSS).
The receiver measures the voltage of the received signal to find the RSS. In some research, instead of reporting the
voltage of the received signal, its power is reported. The power of the RSS is the square of the amplitude of the received
signal at the receiver.Measuring the power or the voltage of the received signal requires not only no specific tool but also
no additional energy or bandwidth. The hardware for measuring voltage and power is implemented in every measuring
unit. The low cost of hardware implementation and the convenience in using it, made this technique a ubiquitous
approach in localization.
RSS is established on the relationship between signal attenuation and the distance. The signal attenuation happens
during propagation. The major reason for this attenuation is path loss. In theory, the power decay of the received signal
is proportional to the distance between the transmitter and the receiver. The path loss in free space is defined by (4) [68].
PLFS = (
λ
4pid
)2 (4)
Here λ is the signal wavelength and d is the distance between the transmitter and the receiver.
As (4) demonstrates, the rate of power decay in the signal is inversely proportional to the distance squared between
the transmitter and the receiver. Although this equation is theoretically correct, the empirical results show some
discrepancies. The mismatch between the theory and the practice is caused by multipath effect and shadowing.
Multipath signaling has an adverse impact on the accuracy of the RSS method. The desired signal is not the only
signal detected by the measuring unit. The measuring unit detects multiple signals in a variety of amplitudes and
frequencies. This can cause frequency-selective fading. The impact of frequency-selective fading can be alleviated
with the spread-spectrum method [68] [69]. The spread-spectrum method averages the power of the signal over a wide
range of frequencies. The spread-spectrum method can address the multipath signaling issue to a reasonable extent but
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frequency selective fading is not the only source of error in the RSS method. Shadowing is another major source of
inaccuracy.
Shadowing attenuates the power of the received signal in an indoor environment in addition to the multipath effect.
In the literature, shadowing is defined as the situation in which the power of the signal deviates from its real average
value [70]. Shadowing happens when the wave propagates in an environment with obstacles. Signal propagation in
an indoor environment is attenuated by obstacles such as furniture and walls in the path of the signal. The shadowing
effect is a random process.
To improve the accuracy of position estimation using RSS measurement, an unsupervised learning algorithm has been
proposed [71]. This algorithm is based on the Gaussian Mixture model and Expectation Maximization (EM). In this
research, the received signal is modeled as a Gaussian Mixture. The algorithm learns the parameters for the model from
the transmitted packets. To learn the maximum likelihood estimate of these parameters, the EM method is used.
Another promising attempt to improve the accuracy of the position estimation with the RSS method is the on-line
measurement of the AP’s signal [72]. In this method, the transmitted signal of every AP is measured by every other APs.
This measurement provides useful information about error-prone sources in the environment. The real-time AP signal
strength measurement is enriched with the impact of path fading, variations in signal strength caused by temperature,
humidity, human mobility, or other changes in a dynamic indoor environment. This information can be utilized to
generate a mapping between the RSS measurement and geographical locations.
Using a more comprehensive indicator of the signal such as channel state information is helpful in improving the
location estimation [73].
Trilateration is a common approach to estimate the location of the user. The simple hardware requirements, inexpensive
methods, and simple calculation makes it appealing to researchers. On the other hand, the inaccuracy caused by the
multipath effect, shadowing, and noise encouraged researchers to explore different algorithms.
3.3 Fingerprinting
As mentioned before, RSS is a popular method for localization. It is an inexpensive algorithm with little required
equipment. On the other hand, WLAN is widespread all around the indoor environments. The massive distribution of
WLAN access points in addition to the simplicity of the RSS measurement provides an appropriate groundwork for
position estimation. Fingerprinting is one of the attractive techniques founded on this principle.
Fingerprinting has an offline learning phase called radio map construction. The radio map database is matched with the
acquired data during the Fingerprint matching phase.
3.3.1 Radio Map
Modeling of signal propagation in an indoor environment is a difficult task. To avoid modeling the environment with all
of the complexities, a radio map can be utilized. The radio map is constructed by measuring and storing the RSS values
at calibration points. These calibration points have known locations. The complexity of signal propagation in an indoor
environment is avoided by using a radio map. Despite the simplicity of this task in theory, gathering and storing the
RSS values relative to all the calibration points is laborious.
During the radio map composition phase, the area of interest is divided into cells. The cell area definition is based on
the floor plan. For each cell, the RSS value for every access point is measured on the calibration point over a specific
time period. The RSS values are then stored in the database.
Composing the database is not a one-time task. This process is cumbersome and varies over time. It will also change
when there is an alternation in the environment or in the transmission power of the access point. Therefore, to keep up
with the changes, the radio map has to be corrected periodically.
A correct up-to-date radio map is the first phase of the position estimation using the fingerprinting method.
3.3.2 Fingerprint Matching
In the fingerprint matching stage, the target finds the best matching cell for the measured RSS values. Finding the best
match can be done through either deterministic or probabilistic methods. In deterministic methods, the approach is
to find the best matching calibration point to the position of the user. The matched calibration point is determined by
minimizing the difference of the RSS values measured by the APs in the on-line phase with those RSS values stored in
the database. Suppose that an array of RSS values has been measured from each AP. The location of the user is detected
by finding the spot in the database whose distance to the current location is minimum. This is a Euclidean distance
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minimization problem which is shown in (5) [74].
xˆ = argmin
xj
(
n∑
i=1
(ri − ρi(xj))2) (5)
Aforementioned equation is the mathematical representation of the Euclidean distance minimization. In this equation, ri
is the measured value of RSS in the on-line phase of the ith AP. The stored value of the measurements of the i-th AP in
the j-th calibration point is presented with ρi(xj). Although in theory this approach is promising, to avoid measurement
errors other methods have been suggested. One of the more reliable methods is the nearest neighbor algorithm.
In the k-nearest neighbor (KNN) method, the value measured in the on-line phase is compared with the values measured
for the calibration point in the dataset. The k calibration points which have the closest value will be selected. In this
method, k is the design parameter. It will be selected based on the density of the radio map. In the KNN method, the
weight of all the calibration points are equal. However, the weighted KNN (WKNN) method considers a different weight
for each calibration point. The weight assignment is based on the distance of the calibration point to the approximated
location of the measured RSS.
The nearest neighbor method is not limited to the Euclidean distance. The use of Manhattan distance is suggested
by [75] for improved accuracy. The nearest neighbor method, whether using Euclidean distance or Manhattan distance,
is a solution to a distance minimization problem. This solution makes location determination feasible. This method is
considered a deterministic localization approach. Besides the deterministic approaches such as KK and WKNN, there
are also probabilistic fingerprinting approaches used to estimate the position.
In the probabilistic localization method, the conditional probability distribution of the RSS value will be estimated.
The conditional probability distribution of the RSS value, given the location of the user, is plugged in to Bayes rule
to estimate the location of the user. The probability of the location of the user given the RSS measurement is called
the posterior probability distribution. In this method, the location of the user is the location x which maximizes the
posterior probability distribution (6).
xˆ = argmax
x
(p(x|r1, ..., rn)) (6)
Aforementioned equation represents the calculation of the posterior probability distribution given the conditional
probability of the RSS measurement.
p(x|r1, ..., rn) = p(r1, ..., rn|x)p(x)
p(r1, ..., rn)
(7)
In equation (7), p(x) is the prior probability distribution, which indicates the preference of the user to be in a location.
If the user preference is equally distributed among all the locations this term will be a constant coefficient which
can be removed from the calculation. The denominator of the fraction in (7) is a normalization factor because it is
not proportional to the location. Considering these two simplifying assumptions, (7) can be rewritten as a maximum
likelihood approximation (24).
xˆ = argmax
x
(p(r1, ..., rn|x)) (8)
To solve the maximum likelihood as depicted in equation, the knowledge of the distribution of the RSS values in all
possible locations is required (24). Two well known probabilistic models for this purpose are the coverage area model
and the path loss model. The former, as its name indicates, estimates the probability distribution through the coverage
area of each AP. The latter, uses the logarithmic attenuation of the signal in respect to the distance from the AP.
In addition to the deterministic and probabilistic approaches [76], machine learning methods have recently been applied
to fingerprint-based position determination algorithms [77]. Position determination is a classification problem that can
conveniently be solved using Support Vector Machines (SVM). The accuracy of this method for position estimation
in WLAN situations outperforms WKNN as discussed in [78]. Another machine learning based classification method
to use with fingerprinting is the Neural network classifiers.The location estimation performance was improved by
aggregating this method with a neural network classifier in [79]. Deep neural network and convolutions neural network
are the other neural network method which were used to address localization using fingerprinting method [80, 81].
While fingerprinting is a reliable solution for position estimation problems, it is vulnerable to malicious attacks. These
malicious attacks have an adverse impact on the localization process. When the attack strikes, the location information
provided by the system is not reliable. In [82], Li et al. explains the attacks extensively and provides a solution for this
matter. This research introduces an adaptive least squares estimator which is robust to attacks.
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Figure 5: Bayesian filter cycle
The fingerprinting method goes beyond just RSS values. This method works well with other types of signals. Sound,
color, and motion are the other features that can be sensed with a cellular device through the microphone, camera, and
inertial sensors. These signals were used in [83] to find the location of the user. Fingerprinting is also used with Earth’s
magnetic field. The strength and variation of the magnetic field is used to build a map for fingerprinting and these
data are used to estimate the user’s location. For instance [84] suggest using the magnetic field information which is
attainable by an smart phone for localization.
Fingerprinting principles can not only be applied to different types of signals, but they can also be put into use with
the signal in different layers of communication. For instance, [85] uses the channel frequency response(CFR) in the
physical layer. In this research, an array of CFR values is associated with a specific location. This method reduces the
associated error with location estimation to less than a meter.
The fingerprinting method can be combined with other methods to improve accuracy. One such method is to use
image-based localization. iMoon is a cellphone application presented in [86] which uses fingerprinting to divide the
area into partitions. Each partition contains a certain number of images. To find the exact location of the user, the image
provided by the user will be matched with the image database of that partition. This method not only improves the
precision of the location estimation, but it also reduces the computational power essential for image matching.
While fingerprinting uses the available signals to determine the location, other methods such as Radio Frequency
Identification (RFID) rely on specific equipment. Later in this section RFID tags have been explained in detail.
3.4 Bayesian Filtering
Location estimation is possible using the motion and measurement information. System measurement is prone to
error. To overcome the error caused by noisy measurement Bayesian filters have been used extensively. The Bayesian
approach is based on constructing the posterior probability distribution model of the system state based on the available
measurements and the prior probability distribution model. In a recursive Bayesian approach, the filter is executed for
every measurement. In every time instance, the system state can be predicted given the previous state of the system.
When the measurement were obtained, the predicted model will be corrected based on the current measurements. The
corrected probability distribution, is the prediction for the next time instance.
Figure 5 represents the Bayesian filter cycle. In this cycle in time instance t, the prediction of the probability distribution
of the Xt is based on all of the observations z{t−1:1} from the beginning of time to the previous time instance.In
other words, the probability distribution of the existence of system in state Xt is estimated based on the all of the
measurements.
In the next step, the new measurement will be introduced to the model. In general, every extra information, shrinks
the probability distribution and reduces the uncertainty. Introducing the new measurement to the system, corrects the
predicted probability distribution. The corrected prediction or the posterior probability distribution of time t serves as
the prior probability distribution of time t+ 1.
One of the early methods based on the recursive Bayesian approach is the Kalman filter.
A Kalman filter is a well known approach for filtering and prediction proposed by Rudolf Kalman in 1960 [87]. It has
been extensively used for localization and navigation purposes. In localization and navigation systems, the signal is
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modeled with transition and measurement matrices as shown in (9), and (10).
xk+1 = Φkxk +Gkwk (9)
zk = Hxk + nk (10)
In (9), and (10),Φ and H indicate the transition matrix and measurement matrix respectively. The process is not free
of noise. The measurement noise and the process noise are added to the model via wk and nk respectively. The noise
increase the distribution variance and widen the normal distribution.
In order to apply Kalman filter to shrink the probability distribution, the noise must be white noise with zero means. In
addition to the noise, Kalman filter requires the system model to follow a normal distribution.
The covariance matrices for the process noise and the measurement noise are calculated as shown in (11) and (12):
E[wlw
T
m] = Qδ(l −m) (11)
E[nln
T
m] = Rδ(l −m) (12)
The prediction of probability distribution of the next state is based on the state transition matrix and the corrected
probability distribution estimate of the current state, as shown in (13):
xˆ−k+1 = Φkxˆk. (13)
The probability distribution of the measurement is the summation of the probability of observing a certain measurement
for every possible system state (14):
zˆ−k+1 = Hkxˆk+1. (14)
If the variance matrix of the state is called Sk and defined as in (15),
Sk = E[δxδx
T
k ] (15)
then the prior estimate of the variance matrix of the next step is given by (16)
S−k+1 = ΦSkΦ
∗ +GQkG
∗. (16)
The novelty of Kalman filtering is that it tunes the impact of the predicted probability distribution of the current state
and the likelihood of the measured value to determine the corrected probability distribution estimate of the variable as
shown in (17):
xˆk = xˆ
−
k +Kk(zk −Hkxˆk). (17)
In (17), Kk is the gain of the Kalman filter and using the transition and the measurement equations, (9 and 10), the gain
of the Kalman filter is defined as in (18)
Kk = (S
−
kH
∗
k)(HkS
−
kG
∗
k +Rk)
−1. (18)
Kalman filter reduces the uncertainty of the transition and measurement. Suppose the system measurement and transition
are noisy, and one is more uncertain, the probability distributing of the system after applying Kalman filter has less
uncertainty than either of the two. In other words, suppose zk and uk are the measurement and transition model with
variance of Su and Sz , respectively. The uncertainty of the estimated probability distribution after applying Kalman
filter for this variable will be less than both Su and Sz . Equation (19) shows the relationship between the uncertainties,
given that S indicates the uncertainty of the estimated value:
1
S
=
1
Sz
+
1
Su
. (19)
Although Kalman filter improves the accuracy of the measurements, it is limited to linear transition functions and
Gaussian noise assumption. This limits the utility of the method to handle nonlinear functions. Extended Kalman Filter
(EKF) attempts to approximate a non-linear function to a linear one to use Kalman filter.
In real applications, the system model is not a simple linear function. It limits the applications of the Kalman filter.
The EKF overcomes this constraint, although it is not free of conditions. The function requires to be differentiable
to be compatible with EKF. In this method, to calculate the covariance matrix, the Jacobian of the transition matrix
and measurement matrix must be calculated. The use of the Jacobian matrix in addition to the first order Taylor series,
approximate the non-linear function with a linear function. The approximated linear function can use Kalman filter.
Although this method facilitates the use of Kalman filter for nonlinear functions, it doesn’t improve the accuracy. When
the accuracy is not adequate the Unscented Kalman Filter (UKF) is useful.
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Probability distribution models are the main representation of a random process. However, for all the random process
there is not a simple way to represent the distribution analytically. To handle the complex probability distribution
models, the distribution can be represented with infinite number of samples. UKF uses this method to approximate a
probability distribution density of a random process.
The UKF approximates the nonlinear function to make it compatible with the Kalman filter using sample representation.
Sampling is an alternative for situations in which linearizing a nonlinear function using basic methods such as first order
Taylor series is difficult or inaccurate. To study the probability distribution of the output of a non-linear system with
noise, the nonlinear transition function is applied to the samples and the output is analyzed. The result approximates the
characteristics of the probability distribution of the output of the nonlinear function. This method is prone to error if the
number of samples is not adequate.
The UKF reduces the number of required points for function estimation to a few points called sigma points. In a UKF, a
set of sigma points are computed. For every point a weight will be assigned. The output of the nonlinear function for
these points will be determined. To determine the output, the non-linear function applies to the sigma points. Using
the output of the nonlinear transition function for the sigma points, the probability distribution of the output could be
estimated. This method prevents linearizing the function in close proximity to the mean.
A Gaussian distribution is an indispensable prior assumption to use the Kalman filter or any of its descendants. This
assumption is not valid in indoor scenarios. Particle filter method becomes effective to address the non-linearity caused
by floor plan.
Location estimation accuracy improves by exploiting building geometry. Using the building floor plan reduces heading
errors significantly. In indoor navigation scenarios, the floor plan adds constraints on movement. For one, all the paths
connecting the two sides of a wall will be limited to those passing through the door. The same restriction applies to
changing floors. The only possible case for changing floors is through the elevator or stairs. Map-aided navigation
improves the accuracy by using the prior information obtained from the floor plan. Particle filter is used in probabilistic
map-matching. Particle filter outperformed Kalman filter in location estimation as suggested by [88]. A particle filter is
a generic Monte Carlo algorithm to solve filtering problems. The filtering problem is to estimate the state of a dynamic
system according to a partial observation. Some random noise exists in both the sensor measurement and the system
actions. The goal of the particle filter is to use the partial observation to estimate the posterior distribution of the Markov
process’s state.
Particle filters are based on the idea of representing the posterior distribution using a set of random state samples.
Although this posterior distribution is approximated, it is non-parametric. For example a normal distribution represen-
tation with random state samples, represents more samples with higher weights close to the mean and less samples
with smaller weights further from the mean,( figure 6). This representation of the normal distribution is non-parametric.
Note that a normal distribution can be represented analytically with an exponential function of mean and variance as
shown in (20).
P (x) =
1
σ
√
2pi
e − (x − µ)
2/2σ2 (20)
Figure (6) depicts a particle representation of a normal distribution with its mean and variance equal to ten and one,
respectively. The height of each bar represents the population of the particles in that sub-region. The probability of a
state is associated with the height or density of the particles in the sub-region corresponds to that state.
In contrast to a Kalman Filter which is only applicable to a linear system with Gaussian noise; no speculation about the
system or the noise is required to apply particle filter. Although EKF and UKF overcome the non-linearity problem by
linearizing the function, their dependence on noise with Gaussian distribution reduces their accuracy in estimation. In
the particle filtering method, instead of using the parametric form to represent the distribution, a set of samples drawn
from the corrected distribution is used. These samples, which are drawn from the corrected probability distribution of
the previous state, are called particles. The particles are as denoted in (21):
Xt := x[1]t , x[2]t , ..., x[M ]t (21)
In the equation above, Xt is the set of particles and it has M members. The members of the set Xt are the x[m]t s . Each
of them is a state’s sample in time t. The number of particles, M , must be adequate for a reasonable approximation.
As mentioned in UKF section, intuitively the nonlinear function of transformation can be estimated by observing the
samples. The particle filter approximates the belief (probability distribution) of the system model, bel(xt), based on the
probability distribution of the set of samples, Xt.
To estimate the probability distribution of the system state, the prior knowledge about that system state, p(x) is necessary.
To approximate the posterior distribution of the system, the system dynamic model must be known. The dynamic of the
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Figure 6: Particle representation of a Normal distribution
system in particle filter is represented by ut. The dynamic model of the system allows the estimation of the probability
of the current state of the system given the system dynamic and the previous state, (22).
p(xt|ut−1, xt−1) (22)
The dynamic model is necessary but not adequate to estimate the posterior probability distribution of the system. Similar
to the Kalman filter, in particle filter sensor information is central. In particle filter, sensor model provides us with the
likelihood of the getting a certain measurement, given that the system is in a certain state, (23).
p(zt|xt) (23)
Equation (23) indicates that a certain measurement is more probable for a certain state of the system. Using the
dynamic and sensor model and the actions and measurement information through out the time, this model estimates the
likelihood, or the belief of the xt. Equation (24) represents the likelihood relation [89].
x
[m]
t ∼ p(xt|z1:t, u1:t−1) (24)
Equation (24) denotes the probability distribution of the current state of the system given the series of previous actions
and measurements. The obtained probability distribution demonstrates the density and weights of the samples in a
certain sub-region of the state space. The population and the weight of the samples in a sub-region of the state space
strengthen the hypothesis that the true state belongs to that sub-region. According to (24) the likelihood of the existence
of the state x[m]t as a member of the particle set,Xt, is proportional to the posterior probability distribution of the system
p(xt|z1:t, u1:t−1). The validity of this hypothesis is proportional to the magnitude of M . In theory, the hypothesis is
valid for M →∞. In practice M is a finite number, and the error is negligible for a very large M . Increasing the size
of samples set, increases the cost associated with using particle filter.
The particle filter is a descendant of the Bayesian filter. Recursivity is in the nature of the Bayesian filter. Particle filter
follows the same principles. It constructs the current set of particles Xt, based on the previous set of particles, Xt−1.
Algorithm 1 represents the foundation of the particle filter.
Similar to other recursive algorithms, the input to the particle filter is the set of particles from the previous state, Xt−1.
The action data ut and the measurement information zt of the current state are the other inputs to this algorithm. In this
algorithm, X¯t is a temporary particle set which is proportional to the initial bel(xt) according to (24). Particle filter as
its other siblings, builds the distribution of bel(xt) based on the bel(xt−1).
In the current time, the hypothetical state x[m]t is constructed based on the particles x
[m]
t−1 and the current action function
ut. Note that the Independence of the current status of the system toward the previous action functions u1:t−1 is a result
of the Markovian property of the system. Markovian property implies that the current state of the system is a result of
the immediate previous action function and it is independent of the older actions( figure (1) .
Figure 7 represents the Markovian property in a system. As the figure represents, each hidden state of the system is the
result of its immediate previous action function and it is independent of the older action functions. It also illustrates that
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input (Xt−1, ut, zt)
X¯t = Xt = ∅
for m = 1 to M do
sample x[m]t ∼ p(xt|ut, x[m]t−1);
weight w[m]t ∼ p(zt|x[m]t );
X¯t = X¯t + 〈x[m]t , w[m]t 〉
end
for m = 1 to M do
draw i with probability distribution proportional∝ w[i]t
add x[i]t to Xt
end
output to Xt
Algorithm 1: Pseudo-code for particle filter
Figure 7: Model with Markovian property
the measurements are independent in regard to each others and each measurement is the result of its corresponding
hidden state.
Line 4 of the algorithm 1 represents the generation of the current hypothetical states based on previous set of states,
Xt−1, and the current action function ut. The index m states that this sample is derived form the mth particle of the
particle set Xt−1. The resulting set of particles is the prediction of the probability distribution of the current state or
bel(xt) distribution. The bar over the bel symbol in bel(xt) indicates that bel(xt) is the predicted belief and correction
based on the measurement has not executed yet.
The weight of the particles must be calculated in next step as shown in line 5 of the algorithm 1. The weights are
computed based on the current measurements zt. Consequently, it is calculated by the probability of the occurrence of
the measurement zt given the state is at particle x
[m]
t . As mentioned earlier, the measurements are only affected by the
system state , (23). This property is called sensor independence. The resulting set of weighted particles indicates the
corrected distribution of bel(xt). Line 6 of the algorithm 1 represents how the set of particles, Xt, is updated with every
pair of 〈x[m]t , w[m]t 〉.
The novelty of the particle filter is in the re-sampling section, which is shown in the second For loop in algorithm 1
(line 8-12). In the re-sampling phase, M particles are drawn from the X¯t with replacement. With the replacement, the
probability of a particle being drawn more than once is not equal to zero. It means for every particle there is a chance to
be drawn for a second time. The chance of being drawn for every particle is proportional to the weight of that particle.
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Re-sampling changes the distribution of the set of particles that form bel(xt) to approximate the posterior bel(xt). The
posterior bel(xt) is calculated according to (25).
bel(xt) = ηp(zt|x[m]t )bel(xt) (25)
Above equation, represents the relationship between the posterior belief propagation of the particles with the prior
belief propagation. Initially the weight of all the particles are equal. The measurements update the weight of the particle
and reduce the importance of some of them while increasing the importance of a few other ones. In this equation η is
the normalization factor.
Method explained in algorithm 1 is not the only approach to change the distribution of the set Xt to represent the
posterior bel(xt). Another approach is to skip the re-sampling step and update the weight with (26).
w
[m]
t = p(zt|x[m]t )w[m]t−1 (26)
In (26), each weight is updated according to its past value. To start with, the weight distribution of this algorithm is
considered to be uniform or every weight is simply initialized to one at the beginning.
In a localization problem, the particles are distributed over the whole area. However passing through walls is impossible.
Consequently, the particles which are connected through walls with the current state will be eliminated. The same
approach is applicable for the particles on two different floors. The particles connected on two floors are only sampled
if the connection is possible through an elevator or stairs. This constraint is represented through (27).
p(zt|x[m]t ) =
{
0 no path betweenx[m]t andx
[m]
t−1
p(zt|x[m]t )otherwise
(27)
The particle filter has been used in literature extensively. Its performance and accuracy of location estimation have been
studied and compared with other methods in [90]. The comparison result showed that particle filter performs more
accurately other available methods.
As mentioned earlier, transferring from one floor to another floor only happens through stairways and elevators. The
2.5D map localization based on the particle filter is studied in [91]. In this research, the height is considered in
addition to the location coordinates. The change of height only possible in the vicinity of stairways. The 2.5D building
description, which is based on defining a vertical position for an object with no depth, helps to avoid complexity.
An extended particle filter (EPF) is proposed in [92]. In this method, the following three collision scenarios have been
considered:
• Close proximity to an obstacle
• Passing through an obstacle due to heading error
• Passing through an obstacle due to stride error
The collision status of the current state in addition to the n last states are used to define the weight of the particle
in this research. The EPF proposed in this research detects collisions which might be missed because of the gap in
crowdsourced data. Crowdsourcing will be explained in detail in the next section.
3.5 Crowdsourcing
Generating a position estimation system can be difficult for two main reasons. First, a detailed map may not be
available for the location of interest. Second, the area may be changing and keeping the map updated is difficult for the
design team. Consequently, map-making is a time consuming procedure for the design team. To avoid such a burden,
crowdsourcing the process is helpful.
Crowdsourcing uses the open collaboration of users to generate and update information. In this method, the data are
provided by the users who are using the system. The data which is provided by the users will be processed and added to
the system. The added data are available to all users. This cycle updates the system and provides users with a more
detailed system which updates frequently.
For a localization problem, the map needs to be detailed and periodically updated. When using crowdsourcing for
map-making, each user provides the system with slightly advanced information about the location of interest, and the
system adds this information to the map. This method helps to not only build a fully detailed map but also update it
constantly.
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Crowdsourcing has been explored in recent years thanks to the emergence of smart phones with high quality built-in
cameras. By integrating computer vision and crowdsourcing, Jigsaw [93], constructs the floor map based on the data
from the user’s mobile device. In iMoon, system builds a 3D map based on the pictures available on the internet [94]
and photos taken by users [86] . For the initial map generation, iMoon uses the photos to build a 3D model. The 3D
model is generated using the Structure from Motion method [95]. After the initial model is generated, the information
provided by users updates the model and adds more detail to it.
Building the floor map based on the video data from mobile users in addition to sensor measurements is proposed
in [96]. In this research, the relationship between the successive frames enhances the system performance.
In addition to generating a 3D map, crowdsourcing is used in WiFi-fingerprinting. For instance, WicLoc [97] is a WiFi
fingerprinting with a crowdsourcing system for indoor localization. By using crowdsourcing, the task of surveying the
site is avoided while the precision remains intact. HiMLoc [98] is an indoor localization system based on smart phones
which use crowdsourcing for WiFi fingerprinting. HiMLoc uses a crowdsourced WiFi fingerprinted map to update the
weights in a particle filter.
In the previous subsections different methods to find the initial location of the user have been discussed. In section
4, a variety of approaches to chose to provide a series of instructions to direct the user to reach the destination have
been explained. On the other hand, it would be incomplete to explain the localization methods and not to mention the
methods to implement them. Wifi based methods have been explained extensively in this section. Wifi is not the only
solution in location estimation.Two widely used technologies, RFID tags and BLEs, have been explained in detail in
subsection 3.6
3.6 Overview of Technologies
While many available methods are based on the Wifi technology, it is not the only solution for localization. Synchro-
nization between the transmitter and the receiver, attenuation effect are just few examples of problems associated with
using the Wifi for localization. In recent years, other technologies emerged to address the problems associated with
Wifi technology while keeping the cost of infrastructure in an reasonable range. In this subsection, two widely used
technologies for positioning that are more compatible with navigation assistive system for visually impaired individuals
were explained.
3.6.1 RFID
Radio Frequency Identification (RFID) is a method of localization based on radio waves. The RFID method is based on
two parts: the reader and the tag. Each tag has a unique identification number. The reader uses the radio magnetic field
to identify the RFID tag based on the tag identification.
RFID tags are small circuits containing a microchip and an antenna. The antenna is actually a printed circuit board.
Tags can be categorized in two groups based on their energy provider. The tags which rely on the energy emitted by the
reader are passive tags. This type of tag is inexpensive and can be employed in cost-sensitive scenarios. The other type
of tags have batteries installed in them. These kinds of tags propagate their identification in periodic signals.
For position estimation purposes, the tags are attached to specific locations in the area. Each tag can carry information
about the location and path conditions. This method is useful in both indoor and outdoor situations [99]. These types of
tags are the most common for localization purposes. The other type of tag which is useful for providing navigation
assistance for visually impaired individuals is the cue tag. These kinds of tags can provide the user with a virtual road
and guide the user along the way. In general, RFID tags provide the user with information about location and direction.
The information obtained via the reader can be transferred to the user’s cellphone. Smart phone applications are useful
for conveying the information in a more convenient way to the user. Accessibility of cellphones facilitates call centers
to help visually impaired people online. The call center can use the information from the tags to inform the user not
only about the location but also the path to their destination [100].
Installing the reader on a guide cane is a brilliant idea for visually impaired users [101, 102]. The cane in these studies
is equipped with a tag reader and a Bluetooth transmitter. The reader transmits the acquired information the user. This
information is conveyed to the visually impaired user through speech. Tag allocation is important for accuracy purposes.
In this research, the tags’ locations are in close proximity to achieve higher location estimation precision.
A different approach in using RFID tags for user localization is introduced in [103]. In this approach, the user carries
the RFID tag and the readers are placed throughout the area. In this technique, the location estimation is based on the
information about the intensity of the signal propagated from the tag. This research uses the KNN algorithm to calculate
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the location of the user. The tag used in this method is an active type. Active type tags require a battery to send signals
periodically. Over time the battery loses power which causes variations in signal strength.
3.6.2 Bluetooth low energy
The RSS value of the classic Bluetooth protocol has been used for localization [104]. However, Bluetooth low energy
(BLE) beacons provide a new means for position estimation. Not only are BLEs accurate and reliable, but they are also
energy efficient. Although BLE works in the same frequency that classic Bluetooth does, it has some characteristics
which make it more favorable for positioning purposes. These characteristics are energy efficiency, a short handshake
procedure, and a high scan rate. A BLE beacon also utilizes a sleep mode which helps maintain low energy consumption.
The device changes to awake mode only if a connection is initiated. The short connection time helps with the low
energy consumption as well. When connected, the BLE transmits its unique identification number.
The fingerprinting method is also applied to the BLE beacons for position estimation. A BLE beacon can be thought of
as a small WLAN AP without the need of a power connection. According to [105], BLE position estimation is more
accurate in comparison with WLAN-based position estimation. The superiority comes from three main features: a
channel hopping mechanism, high sampling rate, and low transmission power.
The channel hopping mechanism employed in a Bluetooth device is less sensitive to interference. The channel
interference problem is addressed through averaging. If the averaging does not solve the interference problem and
the interference is too severe, the transceiver hops to another channel. BLE uses the hopping mechanism to avoid
interference.
High sampling rate is another advantage of BLE over WLAN. BLE position estimation methods determine the position
of the user with more samples. The higher number of available samples reduces the chance of error by averaging out
the outliers. Outliers are generated by the multipath effect or interference. Averaging out the outliers improves the
accuracy of localization.
Low transmission power also makes BLE a better choice for position estimation. In addition to the energy efficiency,
low transmission power reduces the multipath effect. Consequently, the receiver only hears the most powerful signal
while the other signals generated by the multipath effect will be faded out.
To gain better accuracy, a two-level outlier detection method is introduced by [106]. In this research, the first level
outlier detection happens after the fingerprinting position estimation algorithm. The result is fed to an extended Kalman
Filter. The second level outlier detection algorithm is applied to the output of the extended Kalman Filter. The second
outlier detection algorithm is designed based on statistical testing. The two-level outlier detection algorithm deployed
in this research enhances the robustness of the design.
In close distances to the beacon, position is estimated using an attenuation model. Equation (28) shows the logarithmic
propagation model [107].
RSS(d) = RSS(d0) + 10n log(
d
d0
) +Xσ (28)
In aforementioned equation , RSS(d0) is the RSS value at the referenced distance d0. The path loss is indicated by n.
Xσ is the Gaussian noise with zero mean and variance σ2, which is added to the RSS value. Smoothing filters help with
addressing the issue with unstable RSSI value for BLEs [76].
Accuracy of position estimation is central for visually impaired individuals. One approach for enhancing accuracy is
through combining the positioning methods with estimation filters. For instance, a Mount Carlo localization algorithm
has been applied to a BLE technology based positioning system in [108] which improved the localization performance.
Table 1 presents a summary over the available methods.
Table 1 summarizes the information which was provided in this section. Future researchers can combine the methods to
ameliorate the accuracy of their design. The table also summarized method assuming that they have been implemented
with WiFi. Each of the methods or the combination of them can be implemented with a variety of signals type such as
acoustics, UWB, Cellular, etc ... and/or a variety of tools such as BLE, RFID tags, etc... . Detailed information about
the hybrid designs have been provided in [6]
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Localization methods
Method Used
for
VI
users
Advantages Disadvantages
GPS [42–48, 109, 110] X Precise outdoor localization Unavailable indoor
Trilateration ,
• TOA
• TDOA
• AOA
• RSS
[7, 51, 53, 54, 56, 57, 59–67, 67, 71–
73, 82, 111]
X
• Convenient
• No extra infrastructure
• Sensitive to adaptive noise
• Requires transmitter and
receiver calibration
• Sensitive to shadowing
• Sensitive to multipath ef-
fect
• Sensitive to frequency se-
lective fading
Fingerprinting
• Radiomap
• Fingerprint Matching
[74–86]
X
• Robust to multipath effect
• Robust to attenuation
• Sensitive to dynamic envi-
ronment
Bayesian filtering
• Kalman filter
• Extended Kalman filter
• Unsenced Kalman filter
• Improve the accuracy • Limited to Gaussian noise
• Limited to linear( or
diffrentiable ) functions
• Particle filter
[88–92, 97, 98, 112–115]
X
• Improve the accuracy
• Independent of Gaussian
noise
• Compatible with non-
linear function
• Computationally expen-
sive
• Time consuming
• Requires frequent re cali-
bration
Crowdsourcing [86, 93, 94, 96–98] X
• Improve the accuracy
• Provides frequent calibra-
tion
• Vulnerable to malfunctions
Table 1: Summary of Localization Strategies (VI stands for "Visually Impaired")
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4 Navigation
Localization is at the core of empowering a visually impaired person to navigate independently. However, localization
is only a portion of the complex navigation procedure. There are other pieces to complete this puzzle. The next part of
the problem is to navigate the user in the area of interest.
Cognitive mapping is the primary tool of navigation for a visually impaired individual [116]. Cognitive mapping refers
to the spacial figure of an area that one has in their mind. The human brain can remember the arrangement of the objects
in a known area. A visually impaired person is able to use the spacial arrangement of the objects in an area to find a
path. This arrangement is based on the perception of distance. Visually impaired individuals who have lost their vision
in adulthood have a better sense of distance. Those who were born without sight face more challenges in arranging a
spacial image of the area of interest [117].
Navigating in a new area is challenging for both sighted and visually impaired people. However, this task is more
manageable for sighted people because of available signs. Despite the the fact that signs are helpful in path finding , it
is yet an arduous task in unfamiliar and crowded areas such as airports, shopping malls, or conferences. Consequently,
researchers suggested sign reader technologies, which help sighted users find their current location on the map and the
best path to their destinations [118].
On the other hand, path finding and sign reading is not possible for individuals with visual impairment. They depend
on their other senses and navigation assistive technologies to find a path and read signs. Devices based on navigation
assistive technologies have different functionalities. A group of these devices are built to read signs. Tjan et al. designed
a hand held sensor to detect and read passive retro-reflective tags [119]. The main objective of these devices is to read
the signs for the user. Typically in this group of devices, detecting a sign is followed by the information about the
current location. It also comes with information about the orientation of the user based on the viewing angle of the
camera. Location estimation is feasible by calculating the distance of the user to the sign. In addition, it provides the
user with movement instructions to reach the destination.
First and foremost, this group of navigation assistive technologies depend on sign detection. Sign detection happens
only if the detector’s angle of view covers the marker. Therefore, optimizing the shape, color, and design of the marker
is fundamental. These required features have been fully discussed in [120]. It suggests that by employing the right color,
shape, and design, the process of detecting the marker will be optimized and the marker will be detected more precisely.
Another camera based navigation approach is to use image recognition based on photos of the area of interest. While
sign detection doesn’t required high computational power, image detection and image matching based navigation
demand high computational power. The emergence of more powerful GPUs in recent years facilitates new approaches
to solve the direction estimation problem using computer vision based solutions.
In iMoon [86], the direction of the user is determined through the provided images. The images provided by the user in
the current time will be matched with the database of images of the area of interest. The result provides the system with
the user’s heading.
Cameras are not the only means to help visually impaired individuals navigate independently. An alternative approach
for navigation assistive technologies is to employ the pedestrian dead reckoning (PDR) method [121].
PDR is a successive position estimation method. In this method, the initial location of the user in an environment of
interest must be known. The initial location of the visually impaired user is obtained using the localization methods
explained in the previous section. The displacement of the user in each transition is added to the previous position of
the user to find the current position of the user. The displacement of the user can be estimated in different forms such as
Cartesian coordinates or heading and distance form, although heading and distance are more common. Equation (29)
shows the displacement calculation in the North-East frame.{
Nt = Nt−1 + dtcos(θt)
Et = Et−1 + dtsin(θt)
(29)
In this dt indicates the vector of displacement in time t and θt shows the heading of the user at t. Figure 8 represent the
same concept.
As figure 8 demonstrates, suppose the user in time t− 1 stands in (Nt−1, Et−1 in the North-East frame. The user moves
to (Nt, Et at time t. The user’s displacement is represented with a vector dt which has the magnitude of d and angle of
theta.
In this method, the accurate estimation of the displacement is vital. Erroneous estimates will cause mismatch to
accumulate. The error aggregation is prevented with correction methods. Without a correction algorithm, the drift
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Figure 8: Vector of displacement in North-East frame
in estimation will continue to build up. Consequently, the level of inaccuracy in each transition will be increased
exponentially. Bayesian methods which were explained in previous section are useful in mitigating errors.
For PDR, the displacement of the user has to be determined for each transition. To generate the vector of displacement,
information about the heading of the user and the distance passed in every transition are essential. Figure 9 represents a
few popular methods to obtain these information.
Figure 9: Navigation process
The heading and distance determination is explored in literature extensively. This section explains these two subjects
respectively.
4.1 Heading
Direction estimation is necessary for a navigation assistive technology. Although a sighted individual might take this for
granted, estimating orientation precisely is a difficult assignment for a visually impaired person. An individual walking
without vision, either visually impaired or blindfolded, is prone to veering off course [122]. The most intuitive way to
find the heading is to calculate the vector connecting two successive positions and define the heading as the angle of the
vector [51]. This simple method is only applicable in sensor rich areas in which the location estimation is absolute and
the error is negligible. In a new area without installed sensors, navigation algorithms assist with detecting the heading.
Navigation assistive devices use these navigation algorithms to detect the heading. In a navigation algorithm, transform-
ing between reference frames is essential. The beginning of this subsection is dedicated to explaining the mathematical
technique for the coordinate frame transformation to avoid further confusion. An interested reader is encouraged to
read [123] for a deeper explanation.
The coordinate frame for the mobile inertial sensor, the carrier, and the Earth are not the same. To have the right
displacement vector, the displacement vector has to be transformed to the same coordinate frame as the location and
destination.
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The displacement vector, rk, is shown with a bold letter with a superscript, which indicates the coordinate frame. The
coordinate frame is where the component of the displacement vector belongs to (See (30)).
rk =
xkyk
zk
 (30)
The displacement vector rk can be represented in other frames. To transfer a vector to a different frame, the appropriate
transformation matrix is needed. Vector rk exists in the k-frame. It transforms to the r-frame as shown in (31):
rm = Rmk r
k (31)
In (31), Rmk represents the transformation matrix between the k-frame and r-frame. The superscript shows the target
frame and the subscript shows the source frame. The transformation is only correct if the subscript matches the
displacement vector superscript.
The inverse of the transformation matrix transfers the vector from r-frame to the k-frame as shown in (32):
rk = (Rmk )
−1rm = Rkmr
m (32)
If the r-frame and the k-frame are mutually orthogonal, then the corresponding transforms matrices Rmk and R
k
m are
orthogonal. Consequently, as the properties of the orthogonal matrices imply, the inverse of the orthogonal matrix
is equal to its transposed form. (See (33)) For a transform matrix to be orthogonal, all of its row vectors must be
orthogonal with respect to each other.
Rmk = (R
k
m)
−1 = (Rkm)
T (33)
In order to find the displacement vector in any reference frame, a source of data relative to that frame is needed. In the
absence of vision, another source of data is needed to make the approximation. Mobile sensors are convenient providers
of such data. Mobile inertial sensors carried by users are necessary for direction estimation. These sensors help find the
user’s heading, speed, and displacement. Sensors such as accelerometers, magnetometers, and gyroscopes are the most
commonly used inertial sensors. Tri-axial accelerometers, tri-axial magnetometers, and tri-axial gyroscopes provide
information in 9 degrees of freedom [124, 125]. These sensors are available both as stand-alone sensors or embedded
into other smart devices.
These sensors are not free from errors. The placement of the sensors in respect to the user’s body changes the
measurements. The availability of the sensors in different forms enables researchers to explore them both in fixed
positions and dynamic positions. Some types of sensors have a fixed placement in respect to the walking direction,
such as headsets. However,the placement of other sensors can be dynamic or unknown. For instance, a watch that is
worn on the wrist. The wrist has a dynamic movement which makes the direction estimation complex. The placement
of the sensor can be detected using acceleration data [126]. Different sensor placements correspond to the different
coordination frames.
Inertial sensors make measurements in respect to a frame. The main frames used in the literature are:
• Earth-Centered Frame
• Local Level Frame
• Body Frame
Earth-Centered Frame and Local Frame are common coordinate frames which are used to express the position of an
object. In an Earth-Centered Inertial Frame the center of the Earth is the origin. The z-axis is pointing to the rotational
conventional terrestrial pole (CTP). The x-axis points toward the vernal equinox. It defines in equatorial plane. The
y-axis follows the right hand rule. The Earth-Centered Earth-Fixed Frame has the same properties. The only difference
between the Earth-Centered Inertial Frame and the Earth-Fixed frame is that in the Earth-Fixed frame the x-axis passes
through the Greenwich meridian.
The Local-Level Frame on the other hand is the frame which has its y-axis point to the North and the x-axis point to the
east. The z-axis follows the right hand rule and points upwards. It also called the navigation frame and is the most
common frame in the literature. This frame is sensitive to the geographical location and the latitude effects its rotation
rate.
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Body frame is another frequently used frame defined in the literature. It defines the frame whose origin is at the center
of gravity of the object. In this frame, the y-axis points toward to the forward direction. The x-axis is the side to side
direction. As a result of the right hand rule the z-axis points toward the vertical direction. For simplicity, the motion of
the object in body frame is described with yaw, pitch and roll.Yaw or azimuth rotation defines as the rotation of the
object in respect to its z-axis by an angle γ. Pitch or rotation defines the rotation of the object with angle β in respect to
the y-axis. Roll or bank rotation gradually indicates the rotation of the object in respect to its x-axis with angle α. (See
Figure 10)
Figure 10: Rotation in respect to the body frame
In every problem, different frames might be defined to ease the calculation. It is necessary to have coordination
transformation to move from one frame to another. The main techniques used to transform the frames are
• Direction Cosine Matrix
• Rotation Angle (Euler)
• Quaternions
These methods introduce the transformation matrix, Rmk , to transform the origin frame to the target coordinate frame.
The subscript defines the origin frame and the superscript indicates the target frame.
In general, despite the fact that orientation is a 3D quantity, it cannot be shown as a vector is 3D space. To overcome
this issue one of the aforementioned methods is used to describe it in relation to a reference frame [127]. The oldest
method used to describe the rotation of the body in a reference frame was Direction Cosine Matrix (DCM).
DCM transforms the displacement vector from one frame to the other frame. This transformation represents the rotation
or change in the orientation. The transform matrix in DCM method is the dot product of the unit vectors of each
reference frame as shown in (34):
Rmk =
[
ik.im jk.im kk.im
ik.jm jk.jm kk.jm
ik.km jk.km kk.km
]
(34)
Euler angles on the other hand are defined based on the sequence of rotation in respect to the fixed reference frames. To
transfer a displacement vector from frame k to the frame m three rotations are needed. For instance, the first rotation
is in respect to the z-axis with angle of γ. The next rotation is with the angle of β in respect to the x-axis, and the
third rotation in respect to the y-axis is the angle α. α, β, and γ are Euler angles. Each of these rotations are executed
through the appropriate DCM. To reduce the complicity, Rzk is defined as the DCM for rotation in respect to z-axis (See
(35)). Ryz and R
m
y are defining the rotation in respect to the y-axis and the x-axis, respectively(See (36) and (37)).
Rzk =
[
cos(γ) sin(γ) 0
−sin(γ) cos(γ) 0
0 0 1
]
(35)
Ryz =
[
1 0 0
0 cos(β) sin(β)
0 −sin(β) cos(β)
]
(36)
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Rmy =
[
cos(α) 0 −sin(α)
0 1 0
sin(α) 0 cos(α)
]
(37)
The final matrix of transformation is the dot product of all the three matrices represented in (35 - 37) as shown in (38):
Rmk = R
m
y R
y
zR
z
k = 
cos(α)cos(γ)−
sin(β)sin(α)sin(γ)
cos(α)sin(γ)+
cos(γ)sin(β)sin(α)
−cos(β)sin(α)
−cos(β)sin(γ) cos(β)cos(γ) sin(β)
cos(γ)cos(α)+
cos(β)sin(α)sin(γ)
sin(α)sin(γ)−
cos(α)cos(γ)sin(β)
+cos(β)cos(α)
 (38)
Given that the rotation is small, the approximation shown in (39) is common in the literature.
sin(θ) ≈ θ, cos(θ) ≈ 1 (39)
The Euler theorem states that the rotation of a object with one fixed point can be explained with rotation angle about a
rotation axis. (See figure 11)
Figure 11: Rotation Axis and Angle in Euler Theorem
This theorem led to the inception of Quaternions. Quaternions is an example of a hyper-complex system. This
hyper-complex system explains the movement of an object in the space. Quaternions make a 4D system of numbers
with basis of 1, i, j, k [128]. The quaternions are as shown in (40):
Q = {q0 + q1i+ q2j + q3k} (40)
The basis used in (40),i, j and k, are square root of −1. ( See (41))
i2 = j2 = k2 = ijk = −1 (41)
The quaternions can be shown in a form of a constant and a vector as represented in (42):
Q = q0 + q1i+ q2j + q3k = (q0, q) (42)
The rotation of a vector p is represented with quaternions method in (43):
p′ = qpq−1 (43)
The quaternions’ rotation can be represented as a rotation matrix R.
R =

1− 2(q22+q23)||q||2 2(q1q2−q3q0)||q||2 2(q1q3+q2q0)||q||2
2(q1q2+q3q0)
||q||2 1− 2(q
2
1+q
2
3)
||q||2
2(q2q3−q1q0)
||q||2
2(q1q3−q2q0)
||q||2
2(q2q3+q1q0)
||q||2 1− 2(q
2
1+q
2
2)
||q||2
 (44)
||q|| is the norm of the quaternions and it is calculated as represented in (45):
||q|| =
√
q20 + q
2
1 + q
2
2 + q
2
3 (45)
Using the transforming matrix R, introduced in (44) vector p transforms to p′ as represented in (46):
p′ = Rp (46)
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When frame m rotates in respect to the frame k, the transformation matrix will involve time variable functions. The
derivative of the transformation matrix in respect to time can be approximated with the skew-symmetric matrix of the
angular velocity, Ωmkm. (See (47))
R˙mk = R
k
mΩ
k
mk (47)
In pedestrian navigation, the body frame rotates in respect to the Earth centered frames. A gyroscope measures the
angular velocity of the body frame which moves in respect to an inertial space. The integration of the angular velocity
provides the heading.
The local magnetic field affects the yaw, roll and pitch [129]. This research presents an algorithm to estimate the
orientation of the object based on the data acquired from the accelerometer and magnetometer. The proposed algorithm
uses the magnetic data for determining the rotation of the object in respect to the vertical axis. Use of the quaternions
reduces the computation cost while keeping the accuracy at a satisfactory level.
Quaterniona are also used in [130] combined with a Kalman Filter. A Kalman Filter is an algorithm which uses a series
of measurements, which are prone to noise, to estimate the signal value. The estimated value is more accurate than the
measurement data. Consequently, the Kalman Filter estimates the quaternions error. The magnetic field angular rate
also updates with the quaternions parameters. To reduce error in this research, a gradient of the acceleration has been
used.
The Extended Kalman Filter is another Bayesian estimation filter combined with the quaternions in [131]. In this
research, the full 3D estimation of the user’s heading makes the system robust to the sensor movements.
In recent years the emergence of smart devices encourage the researchers to use their built-in sensors for convenience.
The downside of using mobile devices is that they are examples of devices with unknown locations. Unlike the
shoe-mounted devices whose forward direction is the same as the sensor frame direction, the mobile devices have
unknown locations. Consequently, incomplete information about the sensor placement and movement can cause error
in direction estimation. Considering the information provided by the built-in sensors depends on taking the different
scenarios of how they carried into account. An individual might use a cellphone to take picture, make a call, or reply to
a text. When not in use, people are likely to place their phone in their trousers pocket, belt bag, backpack, or purse [132].
In each of these placements, there is a misalignment between the phone orientation and the user direction (See Figure
12).
Figure 12: Misalignment between the Device Orientation and the Walking Direction
Misalignment between the hand held device orientation and the walking direction or so called heading offset estimation
is an open research problem. The orienttion of the cellphone must be approximated to estimate the misalignment. This
estimation is central to acquire acceptable accuracy [133]. To estimate the orientation of the cellphone in respect to the
walking direction different methods have been proposed.
One of the common methods to solve this problem is to use Principle Component Analysis (PCA) method [134–136].
In this method, the projection of the acceleration data on the navigation frame will be calculated. The result is used
to estimate the body frame acceleration. To find the forward direction, two assumptions based on the study of bio-
mechanics have been made. The first assumption expresses that the variance of the horizontal acceleration is maximum
in the forward path. The second assumption is that the minimum value of the variance is in the lateral direction. Given
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these two assumptions, the forward direction is the unit vector une in the North-East coordinate frame which maximizes
(48).
max
‖u‖=1
(
n∑
i=1
〈une, ane(i)〉2) (48)
In this 〈, 〉 indicates the scalar product in North-East frame. The number of the samples taken during a step or a stride is
indicated with n.
PCA is not the only method to determine the misalignment. Another method to estimate the misalignment is Forward
and lateral accelerations modeling (FLAM) [137]. This method is based on the patterns of filtered acceleration.
FLAM approximates the direction of the user by matching the estimated acceleration and the predetermined models.
The acceleration model has both the forward and lateral predetermined accelerations. Equation (49) represents the
predetermined forward acceleration.
af (t) =
n∑
i=1
aisin(tbi + ci) (49)
In this, ai, bi, ci represent the model’s coefficients. These values change corresponding to the mode of walking and
the type of user. Equation (49) represents the forward acceleration, the same approach is applicable to the lateral
acceleration.
The angle which maximize the correlation of the estimated acceleration and the predetermined model is considered
as the pedestrian walking direction. Equation (50) shows the correlation between the between the predetermined
acceleration and the estimated acceleration.
h(θ) =
∑
i
aN (i)cos(θ) + aE(i)sin(θ) (50)
In (50) aN , aE are the image of the acceleration vector in North-East coordinate frame on North and East vectors
respectively. This maximize when the θ is equal to heading angle θh. The angle for the two predetermined accelerations
will be calculated and the final angle is the weighted sum of the acquired values.
Frequency analysis of Inertial Signals (FIS) is another method of estimating the heading direction [138]. This method
focuses on maximizing the spectral density of the energy of the accelerometer. This method analyzes the patterns of
human movement in the frequency domain. This research assumed that human movement, although complex, has a
periodic nature.
4.2 Distance
To navigate the visually impaired user in an area of interest not only is direction needed but also the distance. In the
literature, distance estimation is based on the count of the steps and the length of the strides.
Step and stride identification is essential for distance determination. The source of data required for step and stride
estimation is provided through the Inertial Measuring Units (IMU)s. As mentioned in heading subsection, the IMU can
be used as a single sensor attached to the user or as a sensor implemented in a smartphone.
The step detection has been explored extensively in the literature [24]. The nature of the human step is a periodic action.
As a result, the step cycle can be used as an indicator of the steps. In this approach the focus is to find the repetitive
pattern of the motion signal. As such, repetitive motion examples allow researchers to find the pattern using peak
detection and zero crossing methods.
Step determination based on the peak detection is intuitive. The peak is obvious in the acceleration data in the vertical
axis [139]. The peak is the result of the heel strike on the ground. The peak might not be unique based on the placement
of the sensor. The force of the strike can generate local maximums. To avoid the error generated through the sensor
bouncing, more complex algorithms have been exploited.
To avoid some of the complexity associated with peak detection, zero crossing has been used for sensors attached to the
body. Zero crossing is a less expensive approach to detect the steps. The motion signal will be equal to zero periodically
during human movement.
A waist-worn PDR proposed in [131], uses zero crossing to detect steps. This research detects step based on the
movement of the pelvis. The acceleration signal consists of the rise and fall of the pelvis. The extra peaks detection
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might cause some error in the step detection. To overcome this problem, the system only detects one peak for every
zero crossing of the acceleration data.
The motion signal, as mentioned earlier, has a periodic nature. This periodic nature is robust to the sensor placement
and will sustain regardless of the sensor site. On the other hand, the placement of the data affects the maximum and the
minimum of the motion signal. To overcome this issue, the result of cross-correlation of the motion signal with the
template data stored in a pretest phase is calculated.The template has the information of the step or stride stored in it
and the result of the cross-correlation will show when a complete step has happened.
While the motion signal in the time domain is used to calculate the cross-correlation of the signal with the pre-analysis
data, the frequency representation of the signal is used to find the dominate frequency of the walking. The frequency
spectrum of the motion signal has strong peaks at the walking frequency.
Gait pattern is also used to detect the slope of the path. Using a Gaussian Mixture Model classifier , [140] detects if the
user is inclining or declining.
All the aforementioned methods focus on the periodic nature of the motion signal. These methods are useful for step
segmentation and detecting swing and stance phase. As their names imply the swing phase is when the foot is moving
and the stance phase is when the foot is planted on the ground. If the sensor is placed on the foot, then the stance phase
can be detected by determining the time which foot is planted on the ground. This method is mainly used to find the
step count.
In the stance detection method, the amount of time in which the foot is placed on the floor is estimated. To find this
time, a minimum and a maximum for the stance phase is defined. On the other hand, this maximum and minimum are
defining the boundary of a threshold.
The step detection methods can also be categorized based on the sensor which provides the data. In general, the
acceleration data and gyroscope data are used to detect the steps. The gait segmentation using a gyroscope is studied
in [141]. According to this research, each gait consists of heel-off, toe-off, heel-strike, and foot planted. This research
detects the steps when the angular velocity is less than a threshold. A magnetometer is also a source of data for step
detection. In step detection using the magnetometer data, the DC component of the signal will be removed using a high
pass filter. The remaining signal which fits in the threshold indicates the steps [142].
PDR is prone to accumulative error. The measurement errors are inevitable when reading sensor data. More accurate
sensors are used in delicate scenarios such as aviation and marine dead reckoning. These sensors are heavy and
expensive. Consequently, it is not reasonable to use those for pedestrian navigation. Micro Electro-Mechanical Systems
(MEMS) are common in PDR. These sensors are inexpensive and easy to carry. On the other hand they are subject to
error.
The measured value of acceleration or the angular velocity is integrated to find the traveled distance or the orientation
respectively. The integration in an open loop causes significant error. For example, an error in reading the acceleration
data results in cubic growth of the time error. The cubic time error is the result of integration over the acceleration to
find the corresponding distance. To suppress the error, some constraints have to be considered to close the integration
loop. As mentioned before, correction algorithms are essential to close the integral and prevent accumulative error.
Error correction methods are essential to estimate the location of the user and navigate them throughout the path
accurately. As mentioned earlier, the motion signal has a cyclic pattern. If the sensor is mounted on the body frame,
in stance phase it stays stationary. During the stance phase the velocity is zero in theory. The stance phase detection
makes the use of Zero Velocity UPdate (ZUPT) feasible.
ZUPT is one of the most common methods that puts constraints on the integral and prevents accumulative error.
Although the name, ZUPT, implies that the velocity in the stance phase is zero, in practice a none zero value might
be read. As the velocity of the sensor in this phase is known any nonzero value in this phase considered as error. In
practice, a narrow threshold is defined for the stance phase.
In literature, ZUPT is used in two major approaches. In the conventional PDR method, the data provided by IMU is
used to estimate the position by integrating the velocity over the time frame. In this method, ZUPT is used so velocity
will be manually set to zero when the sensor is in stance phase. It suppresses the incorrect growth of the velocity when
integrating the acceleration over time in every time frame [143].
In addition to the traditional PDR estimation, ZUPT has also used in combination with the estimation filters. In an
estimation filter, the ZUPT is used as an update for the filter. The nonzero measured value of the velocity indicates a
difference with the expected velocity measurement. This difference can serve as error and it is fed to the filter as an
error measurement. For example, the difference in measured value in stance phase with the expected zero value for the
velocity has been fed to the EKF in [112–114].
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ZUPT is based on the fact that in the stance phase the feet are still, consequently the value of the velocity is zero. The
same argument is valid for the angular velocity of the feet in a stance phase. This leads to the generation of the Zero
Angular Rate Update (ZARU).
ZARU relies on the fact that the tri-axis gyroscope data for motionless feet on the ground is equal to zero. The
measurement for the angular velocity in the stance phase is supposed to be zero. Any other value for the measurement
is error and can be used in a Bayesian filter.
For instance, [112] not only uses the error associated with the velocity for an EKF but also fed the error of angular
velocity to it.
In addition to the ZUPT and ZARU, which use the velocity and angular velocity respectively, Zero UNrefined
Acceleration update (ZUNA) uses the acceleration in the stance phase. According to the [112], the measured acceleration
during the stance phase is supposed to be equal to the average acceleration in the start point. The average acceleration
in this research is defined as the average of the measured acceleration in the first three seconds of motion. The mean
value for the acceleration stored and the difference between the measured value and the expected value has been fed to
the EKF as error.
Body movement is not the only source of constraint which can be used to put the integral in a closed loop. The type
of path that an individual takes to reach to its destination adds a constraint as well. Heuristic Drift Reduction (HDR)
first introduced in [144] to reduce drift in estimating the location of a vehicle. The idea was that the man-made paths
are almost straight. In this approach the likelihood of the vehicle driving in a straight path is estimated. Given the
probability of a straight line is high, it corrects the gyroscope measurements.
The same assumption is true for individuals who are walking in an indoor area with many straight paths and corridors.
For pedestrian navigation, HDR estimates the likelihood of human movement in an straight line. Same as in the original
algorithm, if the probability of movement in the straight line is high, fluctuations in the gyro measurement will be
corrected.
Although in the original paper, [144], the gyro signals has been filtered with a binary I-controller, in pedestrian navigation
a straight line is detected by analyzing successive measurements and studying the changes in the measurement [145].
Step detection defines the number of steps as discussed earlier. To find the user’s displacement, the length of the stride
has to be known. Length of the stride is a function of multiple variable such as height of the user, walking speed, and
the path condition.
It is intuitive to define a default value for the stride length and run the algorithm. The error of misplacement is fed to the
algorithm for correction as suggested by the [86].
The displacement can also be obtained finding the second integration of the acceleration as shown in (51):
stride =
a× t2
2
(51)
An small DC error in the method suggested by the (51) causes a significant error. To avoid the error correction
algorithms have been used. ZUPT as mentioned earlier is one of those correction algorithm.
ZUPT algorithm is one of the reliable approaches in the stride length detection [146]. Finding the length of the stride
with this method is based on integrating the acceleration in the time frame between the two consecutive zero velocity.
The error of the measurement in this method as mentioned before will be corrected before calculation the displacement.
As a result the method is robust to the DC error.
In this method, first the acceleration which was measured in the body frame, ab must be transferred to the local level L.
The transformation happens using the rotation matrix RLb , as shown in (52):
aL = RLb a
b (52)
The velocity of the body in respect to the local frame (vL) in the North and East axes obtained by the integration of
the acceleration aL. As aforementioned, the integrated velocity suffers from drift. Using the ZUPT method, the drift
will be suppressed. The vector of displacement in North-East frame is obtained by integrating the corrected velocity in
local frame in one step time. To achieve the length of the stride, the magnitude of the vector of displacement has to be
calculated as shown in (53):
Stride =
√
∆P 2k(north) + ∆P
2
k(east) (53)
As in (53), the length of the stride is calculated for every step. The user height and speed impact the length of the stride.
The length of stride can vary significantly based on the speed of the user. Slow movement is associated with shorter
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strides while long strides comes with higher speed. The length of the user’s leg provides useful information to reduce
the error of determining the stride length. This famous method is known as the Weinberg stride length algorithm [147].
The leg length doesn’t change during the movement and the knee only bends when the foot is not on the ground. As
figure 13 shows, the hip and consequently the upper body moves along the vertical axis during movement. It can be
Figure 13: Body motion
proven with the geometry of the similar triangles that angle α is equal to the angle θ. Consequently, the length of a
stride can be obtained as represented in (54):
stride =
2× h
tan(α)
≈ 2× h
α
(54)
It is obtained by double integrating the acceleration in z-axis. The approximation used in (54) is valid for small angle
α. In this h is the vertical displacement of the upper body. This can be simplified more by using the empirical value
obtained for the α and treating it as an constant. Using this simplification, the stride can be calculated using (55).
stride ≈ 4√amax − amin ×K (55)
In equation (55) amax and −amin are the maximum and the minimum of the acceleration in the z-axis in a single stride
respectively. K is the unit conversion constant.
Navigation is not always followed after localization. By emergence of powerfull computational devices, fingerprinting
and crowdsourcing were also used in finding patterns in navigation to guide the user without estimating the initial
location [84, 148].
This section has been summarized in the table 2. As this table represents a variety of methods are available in the
literature for navigation systems. Although this is a very interesting topic, not many researchers have been expanded on
this for visually impaired users.
5 Obstacle Avoidance
Localization and navigation are useless for a visually impaired individual if it does not involve an obstacle avoidance
module. The problem with obstacle avoidance is that it can not be hard coded into a map.
Traditionally, visually impaired individuals use a white cane to avoid obstacle. White canes are useful but they are not
free of issue. First they can only detect objects by hitting them, as a result their range of object detection is very small.
In addition, suspended objects can not be detected using a white cane. Using a cane requires a training course which
cost time and money. It also reserve one of the user’s hands for exploring the area.
Guide dogs are also common to help the person avoid obstacles. A guide dog finds its way and the person follows the
dog. Training a guide dog is difficult, time consuming, and expensive. A trained dog costs between 15k to 20k USD
and only functions for five years. In addition, the dog requires nurture and care. To overcome this problem, different
methods for obstacle avoidance have been proposed in the literature. The most convenient ones are:
• Sonar
• Laser Range Finder
• Mono Camera
• Stereo Camera.
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Navigation methods
Sub-module Used
for
VI
Advantages Disadvantages
Heading Determination
IMU [51, 124–126, 129, 130] X
• Convenient
• Requires low computa-
tional power
• Measurement error
• Sensor error
Sign [118–120] X
• Provides detailed informa-
tion
• Requires low computa-
tional power
• Sensitive to the angle of the
detector
Camera [86, 115] X
• No essential infrastructure • Delay in detection
• Requires high computa-
tional power
Step Detection
Pick detection [139]
• Convenient
• Requires low computa-
tional power
• Prone to error
• Complex error mitigation
methods
Zero crossing [112–114, 131, 140–
145]
X
• Inexpensive
• Convenient
• Sensitive to the angle of the
detector
• Sensitive to sensor place-
ment
Stride estimation
Integration over speed or velocity
[86, 146]
X
• Convenient • Sensitive to DC error
• Sensitive to speed variation
Weinberg Algorithm [147]
• Robust to errors • Sensitive to user height
Table 2: Summary of Navigation Strategies,
VI stands for Visually Impaired
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5.1 Sonar
Nature has always inspired curious scientists. One of the early endeavors to avoid obstacles in the path of a visually
impaired individual was to imitate bats’ echolocation. Bats are not generally sightless, but they hunt small species in the
night and to detect prey they use an interesting method called echolocation. In this method, bats project high frequency
sound waves while they are flying. The echo of sound waves are reflected from objects provides them with information
about the surrounding area. Bats can estimate the location of objects based on the time it takes for sound wave to travel
back to them [149].
Echolocation methods inspired researchers to make a mobility aid for individuals with visual impairment using acoustic
signals. This leads to the idea using sonar [150] to detect the object and create a floor plan [151].
In general, sonar is a range finding method based on sound reflection. In this method an acoustic transmitter and receiver
are needed. First the transmitter emits a short acoustic signal. The timer starts counting and stops when the receiver
detects the reflection of the acoustic signal. There is a time cap which if the timer exceeds that it will turn off. The
distance of the sensor to the object is calculated by multiplying the speed of sound in that climate by half of the time
of flight of the sound. The time is divided in two because the signal travels to the object and returns. The following
equation,(56), shows the formula to calculate the range.
Dis = c
t
2
(56)
In (56), c is the speed of sound. The speed of sound is a function of the medium it travels through. It varies in different
climates and locations based on temperature and humidity. With a good approximation, air can be treated as an ideal
gas. Given that the medium is an ideal gas, the speed of the sound is calculated as represented in (57):
c =
√
nRTm/s (57)
In this, n is the heat capacity ratio. At room temperature, based on the kinetic energy, n is equal to 1.4. Here R is the
ratio of the molar gas constant by the mean molar mass of the dry air which is equal to 287 m
2
s2K . The dependency of the
speed of sound on temperature is reflected by T in (57) and it simplifies to (58) if all the values are substituted.
c = 20
√
Tm/s (58)
According to (58), at 68◦F , the speed of the sound equals to 1126.3 f/s. The speed of sound depends significantly on
the temperature. Consequently, a measurement difference of 10◦ degree in the temperature leads to about 1% error in
the calculated distance.
Ultrasonic sensors are inexpensive and system implementation is not generally arduous. But this method has some
drawbacks. Ultrasonic sensors are limited to the reflection of the sound. The geometry of the object can mislead the
user. For example, if the object has a corner facing the user as shown in the figure 14, the signal will be reflected in a
way which will not be detected by the system. Consequently, the sensor detects would incorrectly detect no obstacle.
Figure 14: Acoustic signal reflection of a object’s corner
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Distance errors caused by the angle of the object is another flaw in this method. For the object shown in figure 15, the
sensor detects the closest point of the object. As is represented in figure 15, although the actual distance of the user with
the object is as shown by the dashed line, the sensor detects the solid line as the distance to the object.
Figure 15: Error in Calculation of Distance Due to the Angle of the Sensor to the Object
The other drawback encountered with using sonar for obstacle avoidance is that the sensor detects the object, but it is
unable to detect the exact position of it as shown in figure 16. As the figure shows, the sensor can correctly detect every
object according to the reflected response, but it can not distinguish among them [152].
Figure 16: Equal Distance Calculation of Objects in Different Locations in Respect to the Sensor
To use ultrasonic sensors, the user is required to constantly scan the area to estimate the location of the obstacle. An
extra needed effort from user is to approximate the shape of the obstacle to find a path to avoid it. To solve this problem
different methods have been proposed. Using an array of ultrasonic sensors facing different directions within a short
distance is a solution to these problems and it has been explored in different research articles [153]. For instance,
in [154] an array of ultrasonic sensor has been implemented on the user’s jacket.The array of the sensors can scan
a wider angle and provide more precise information about the surrounding area. It can also estimate the shape and
location of the obstacle more precisely.
Using an array of sensors is an appealing approach to gather more information about the environment. Using four
sensors proposed in [155], the researchers were able to cover not only the area around the user but also to specifically
focus on the area in front of the user where usually the white cane is used for obstacle avoidance. Depending on the low
cost of the additional sensors, this research proposes a simple and mobile system to reduce the user’s reliance on the
white cane.
The effective area of the sensor array depends on the design of sensors’ location in respect to each other and in respect to
the body. Jung et al proposed using a ring architecture, a sensor array with 16 pairs of transmitters and receivers [156].
This architecture allows the system to estimate the precise location of the object based on the geometry of the nearest
sensors detecting the obstacle (See figure 17).
As it is represented in figure 17, the distance of the object to the adjacent sensor is calculated through the time it takes
the signal sent from a sensor in channel one to reach the object and reflect. The reflection is detected by both channel
one and two. The corresponding distance between channels one and two and the sensors is L1 and L2 respectively.
Given that the radius of the ring architecture and the angles φ1 and φ2 are known, the coordinates of the object in the
body frame is derived through (59) and (60).
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Figure 17: Obstacle Detection Based on the Geometry of the Sensors in Ring Architecture
(x−Rcos(φ1)2 + (x−Rsin(φ1) =L21 (59)
(x−Rcos(φ1)2 + (x−Rsin(φ1) =L21 (60)
The aforementioned equations have two answers. The positive value is the coordinate in the direction of the signal
propagation and the negative value is in the opposite direction.
Although having an array of sensors is a decent approach to overcome the problems associated with the ultrasonic
sensors, it causes some problem itself. In [157] six ultrasonic sensors were implemented in an array to cover a wider
angle. Each of the sensors transmit an ultrasonic ping for 10 µS and detect the reflection of the ping. The small distance
between the sensors in the array and the short period between the pings causes cross talk between the sensors. This
cross talk misleads the measurements. To avoid the error, the sensors emit the ultrasonic signal in way that no adjacent
sensor emits it simultaneously. The sensors divid into two groups of nonadjacent sensors. All of the sensors in a group
emit the signal simultaneously and there is a waiting period before the other group sends and receives the signal.
Ultrasonic sensors have been attached to other tools to help visually impaired individuals. Guide canes are tools which
have been improved with ultrasonic sensors to better inform the user. Ulrich et al propose the cane supplied with an
array of ultrasonic sensors which can detect the location of the obstacle with adequate precision [158]. The ultrasonic
sensors cover 120◦ in front of the user. Any obstacle in this angle can be detected using the sensors implemented on the
cane. The cane is also equipped with a wheel in the bottom. The user pushes the cane slightly. When sensors on the
cane detect an obstacle on in the way it will compute the best way to avoid the obstacle and rotates in that direction.
The wheel steering generates a noticeable force which the user feels in their hand. The force guides the user in that
direction to avoid the detected obstacle.
Installing the sensors on the objects that the user can wear adds a level of convenience. In research studied by Sadi et al
the sensors have been attached to the glasses [159]. This research uses only one ultrasonic sensor and covers up to
three meters in front of the user in 60◦ width. The focus of this research is to reduce the cost and the weight associated
with the device to make it accessible and available to visually impaired individuals. The ultrasonic sensors have been
attached to a hat in [160]. The result of testing the design and implementation of this device was positive.
NavGuide [161] installed six ultra sonic sensors on the user’s shoes. In addition, a wet floor detector was also installed
installed. NavGuide is able to detect the obstacle and provide the user with appropriate feedback. It also warns the
visually impaired user about wet floors. NavGuide also prioritizes the information to prevent overwhelming the user
with unnecessary information.
A person suffering from visual impairment has the ability to move but depends on the sensors to move. Similarly,
robots also have the kinetic energy to move but they can not move without the information provided by sensors to
detect obstacles and avoid them. This similarity in the problem statements, motivates the researcher to use the obstacle
avoidance techniques employed in robot navigation for the assistive devises whose functionality is to guide the user
through obstacles and provide information about the surrounding area. For instance, NavBelt [162], is made of an
array of sensors attached to the belt to scan the surrounding area. In this work the information about the surrounding is
provided through an array of ultrasonic range finder sensors.
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Sonar uses acoustic signals to detect the object. Light signals can also be useful in obstacle avoidance. Obstacle
avoidance based on the light waves will be explained in the next subsection.
5.2 Laser Range Finder
Laser range finder, or LIDAR is another method of obstacle avoidance used frequently in the literature [163–171].
LIDAR stands for Light Detection and Ranging. It follows the same principle as the sonar. In robotics, LIDAR is
used extensively [164]. The similarity of the obstacle avoidance problem for robots and people with visual impairment
encourage the researchers to employ this technique in assistive technologies for visually impaired individuals. In
LIDAR, instead of employing acoustic signals, they are substituted by the electromagnetic signals which are emitted by
the object. The emitted signal is a narrow focused infrared beam. When the signals make contact with the object, a
part of the energy of the system will be absorbed, and a portion will be reflected. The reflection phase and intensity is
detected by the sensor and in this method it provides a 3D map of the area.
Similar to sonar, a transmitter and receiver is required in LIDAR. The transmitter emits the ray of light and starts the
counter. The receiver detects the reflected signal. The system calculates the distance between the object and the sensor
by multiplying the speed of the light with the half of the time which takes the light to hit the object and reflect. In
LIDAR the time divides in half as the light beam travels the distance twice. Equation (61) represents the formula to
calculate the distance.
Dis = clight
t
2
(61)
At first, (61) is similar to (56) which was used to calculate the distance of an object to the senor using sonar. The
difference between the two equations lays in the the speed of the emitted signal, c. In (56), c is the speed of sound,
which as (57)indicates, depends on the temperature and the medium. In (61), clight is the speed of light. Speed of light
is calculated using the following equation.
clight =
1√
0µ0
(62)
In (62), 0 is the electric constant and µ0 is the magnetic constant. Unlike the speed of sound, speed of light is
approximately about 3× 108 regardless of the temperature.
As mentioned earlier, the ultrasonic sensors have trouble with detecting the exact location of the objects. An array
of ultrasonic sensors addressed this issue to some acceptable extent. To cover a wider area around the user, different
scanners are mounted to the laser to sweep the area in multiple directions. These sensors differs from each other is
range they can cover and in their resolutions. Consequently, each sensor is capable of scanning a different range and
resolution. Combining the result of all of these sensors provides the user with the necessary information of a wider area
surrounding them. The location of the obstacle in the body frame is calculated using equations (63) and (64).
Xi = Ri × cos(i) (63)
Yi = Ri × sin(i) (64)
The value for i in (63) and (64) depends on the range and the resolution of the laser. For instance, in [165] i ∈ (−5, 185).
In this research, to avoid missing the obstacle in close distance or if the object is short, the sensor is mounted in a tilted
position. The sensor positioning addresses the issue of missing the short obstacles. The distance to the object in this
approach is calculated in reference to the angle of the sensor in the body frame. Equations (65) and (66) represent the
impact of the slope of the view of the laser in this research.
Xi = Ri × cos(i)× cos(α) (65)
Yi = Ri × sin(i)× cos(α) (66)
In the aforementioned equations, α is the angle of lean in this research. Kineckt is a ubiquitous technology which
employs infrared beams for obstacle avoidance purposes [168].
LIDAR are not free of drawbacks [166]. For example it has a limited range. To overcome this problem [167] borrowed
the idea from bi-focal glasses and proposed using two sensors of short range and long range simultaneously. In this
research, two sensors are employed concurrently. The short range sensor covers the area of 20 cm to 150 cm away from
the user and the long range sensor includes the area of 1m to 5m from the user. Consequently, the combination of the
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two sensors cover the areas as close as 20cm up to areas as far as 5 meters. Although this research employs two sensors,
the cost of the design has not changed significantly.
Ultrasonic and LIDAR are used in combination to increase the precision [170]. Depth finding cameras are made of
LIDAR sensors. Employing them in addition to the ultrasonic sensors is proposed in [171] to increase the accuracy of
detecting small obstacles. Adding cameras to the obstacle avoidance modules improves the detection significantly. This
topic will be explained in the next subsection.
5.3 Camera
Camera based methods are prevalent in obstacle avoidance systems. Based on the type of camera which is used,
different approaches can be implemented for obstacle avoidance purposes. The primary type of camera to use in the
obstacle avoidance scenarios is the monocular camera. As the name of the method conveys, it only uses one camera.
Different algorithms have been proposed to detect the obstacle or to find the distance of the camera to the obstacle.
The intuitive method to detect the distance of the camera to the obstacle in these approaches is to use the focal distance
of the camera [172]. The focal distance of the camera is a constant value. Figure 18 represents the geometry of the
sensor in respect to the object [173]. As shown in figure 18, f is the focal distance of the camera. The height of the
Figure 18: Distance Calculation with Monocular Cameras
camera is indicated with h. v0 and v are the coordinate of the image and the coordinate of the object respectively.
Suppose that the object is on the ground and the camera is pointed at 90◦. In this situation, the distance of the object to
the sensor, z as shown in the figure18, is calculated using (67).
z =
f × kv × h
v − v0 (67)
In (67), kv represents the pixel density.
Object detection using monocular cameras has been explored extensively in the literature. Comparing the images to
match the template for a specific object is one of the early methods to detect objects [109,174]. To increase the speed of
matching and reducing the required computational power a variety of distance measurement tools and transforms have
been used [175]. One of these transforms is Hausdroff Distance, which is a measurement tool to find the dissimilarity
of two sets. The two sets P and Q are finite point sets as represented in (68) and (69) respectively:
P = {p1, ..., pm} (68)
Q = {q1, ..., qm} (69)
Given that the two sets of P and Q are finite, the Hausdroff Distance measures the dissimilarity as shown in (70):
H(P,Q) = max(h(P,Q), h(Q,P )) (70)
In (70), h(P,Q) and h(Q,P ) are the directed Hausdroff Distances. (h(P,Q) is calculated as represented in (71):
h(P,Q) = max
p∈P
(min
q∈Q
||p− q||) (71)
As (71) implies, h(P,Q) and h(Q,P ) are not necessary equal. The use of Hausdroff Distance in combination with
texture segmentation is proposed in [176]. In this research the texture of the local region of the image is compared with
the distinct regions to find the obstacles.
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(a) Motion of vi (b) Equilibrium State of vi
Using symmetry is another well explored method to detect objects in an image. If all the points in an image are identical
in respect to a line the image is symmetric. Marola et al. proposes an algorithm to define approximately symmetric
images [177]. Approximate symmetry can be an indicator of an object in an image.
Color segmentation is another means to detect obstacles proposed in the literature. The intuition behind this method
is that the area of interest can be divided into sets of obstacles and ground. To detect obstacles based on the color
segmentation, three main condition have to be satisfied.
• Obstacle Appearance is different from the ground
• The ground is flat
• Obstacles are connected to the ground
Assuming that the appearance of the obstacle differs from the ground facilitates the obstacle detection in this method.
The difference in the appearance of the obstacle from the ground can be in the color, texture, intensity, etc.
To detect the obstacle reliably, the selected features have to be adequately distinct in multiple environments. It is also
important that the selected attributes require little computational power and are relatively fast. These facilitate the
system to detect the obstacle in real-time.
Color segmentation has been proposed in [178] which satisfies the aforementioned conditions and the requirements. In
comparison with other attributes, color provides more information. In this method, first the input image is filtered using
a Gaussian filter. Filtering the image with a Gaussian filter reduces the level of noise in the image. The next step is to
change the image from RGB (Red-Green-Blue) format to the HSI (Hue-Saturation-Intensity) format. The HSI model
reduces the sensitivity of the hue and saturation band by separating the color information into the two components of
color and intensity. The third step is to define the reference area as the area in front of the user. The hue and intensity
values for the pixels inside the area of reference are histogrammed into two graphs. The histogram representation has
the advantages of requiring little memory and being computationally fast. In the last step to detect the obstacle, the
image pixels are compared to the hue and intensity histograms. If the bin value of the hue or intensity, or the pixel’s hue
or intensity’s value are below the threshold, the pixel is categorized as an obstacle. If none of these conditions are met,
then the pixel is categorized as part of the ground.
Using monocular cameras, objects can also be detected with the deformation grid method. In this method a set of
vertices, V , are initially located on the figure at time t. Each vertex, v, is connected to four other vertices. Each two
adjacent vertices, vi and vj , are connected through edges. The set of all the edges used in the image is indicated with
E. Each vertex, vi ∈ R2,in this method has a territory, Ti. The territory associated with the vertex, vi, is defined as
represented in (72):
Ti = {x ∈ R2| ||x− v0i || < ktρ} (72)
In (72), v0i indicates the ith vertex at time 0 and ρ is the minimum length of the edges which are connected to the vi at
time 0 as represented in (73):
ρ = min(e0(||vi, vj ||),∀vj ∈ Ni (73)
In the aforementioned equation,(73), Ni is the ith vertex in V .
The vertices in this method have a floating property. It means the vertices can move independently in the next frame.
The motion happens based on the position of the pixel in the next frame in respect to the position of the vertex in the
current frame. In this method, the motion of the vertices in consecutive frames is explained by defining internal and
external forces as shown in figure 19a.
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In figure 19a P1 is the pixel associated with the vertex vt−1i . Suppose that pixel P1 travels to pixel P2 at time t. Two
forces are defined to explain the motion of the pixel. The external force FE and the internal force FI . FE is the force
to push the vi to move toward the P2 and FI is the force which tries to keep vi at its initial position. Vertex vti is the
equilibrium point for the vertex vi, where the summation of the forces is equal to zero as shown in figure 19b (See (74)).
vti = xˆ ∈ R2s.t.||F (xˆ)|| = 0 (74)
F in (74) is calculated as represented in (75):
F (x) = λFE(x) + FI(x) (75)
λ is a controlling constant in (75). Internal and external forces, FI and FE , are calculated as shown in (76) and (77)
respectively:
FI(x) = −kI(x− v0i ) (76)
FE(x) = −kE(x− P2) (77)
kI and kE are the modulus elasticity associated with the FI and FE respectively. The perspective projection properties
causes the magnitude of the motion vertices associated with the objects approaching to the camera to increase. The
motion cause the grid of vertices to deform. The deformation of the grid can be used to detect objects. In this method,
severely deformed regions define when deformation is higher than a certain level. It indicates that the object is in such a
close location in respect to the camera that risk of collision is high [179]. The advantage of the deformation grid method
in comparison with other methods is that only two consecutive frames are needed to detect the obstacle. In [180], a
function of deformation for each of the vertices has been defined to improve the obstacle detection. The function of
deformation is used to find the shape of the change in the vertices. The shape of variation is used to estimate the risk of
collision with an obstacle. A vision-based mobile indoor assistive technology proposed by Li et al. employs on board
camera with Kalman filter based method to mitigate detect obstacles [115].
While monocular vision based techniques rely on only one camera, stereo vision is a method which employs two
cameras to detect the obstacle and estimate the distance of the objects to the cameras. This method has been widely
used in obstacle avoidance and object detection. The accuracy of the method is adequate to even detect pedestrians
or bicyclists using on-board cameras [181]. Stereo cameras follow the same principles that a pair of eyes do. In this
method, both cameras are implemented facing the same direction. They are placed adjacent to each other at a short
distance. The cameras’ are positioned in such a way that their focal axes are in parallel.
In this implementation each camera sees a slightly different view. The difference is caused by the short distance between
the cameras’ locations. This distance allows for the calculation of the location of the objects using triangulation. To
solve the geometry of the triangle and find the distances, the exact position of the cameras in respect to each other and
the focal distance of the cameras must be known. Implementation and calibration of the stereo cameras are critical to
find the precise location of the obstacles.
Stereo vision finds the distance to an object by comparing the two images. The main problem in calculating the distance
to the object is finding the matching features between the two images. Features must remain consistent with respect to
the point-of-view of each camera and the lighting. Feature matching, using a correlation method, has been explained
in [182]. Correlation method has the following five steps:
• Geometry correlation
• Image transform
• Area correlation
• Extreme extraction
• Post filtering
In the first step, the image will be wrapped in a standard form, which reduces the distortion in the image. In the image
transform step, the image will be transformed to a more appropriate form. Later, in the third step, the search window
will sweep the whole image and compare small areas in the images. The forth stage is where the disparity map will be
constructed. The highest correlation between the left and right images are depicted in the disparity image. The last step
of the procedure is to clean up the noise in the disparity image.
Stereo vision is difficult because finding the matching features between the images can be cumbersome. Generally, for
every point in either of the images there are many possible matches in the other image. The problem is many of these
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possible matches are similar and it adds a level of ambiguity to the matching process. In stereo vision, the geometry of
the cameras are known which can help with limiting the number of potential matches. This leads to Epipolar geometry.
Stereo correlation is mainly based on epipolar geometry. As shown in figure 20, the center of the two cameras is
indicated with cl and cr. The line connecting the two centers is called the baseline (b). Point Pl is the image of point P
in the left image. It indicates that point P is on the line ~clPl. The three points of cl, cr, and Pl make a plane which is
called an epipolar plane. The intersection of the epipolar plane and the image planes generates the epipolar line. This
epipolar line is where the projection of point P in the right image can be found. This method limits the possible matches
for point P to only the potential matches which exist on the epipolar line. This algorithm is not limited to the scenarios
with aligned cameras. An epipolar plane can be constructed in situations in which the cameras are not aligned [183].
Figure 20: Epipolar Plane
Given that the pairs are matched, the distance of the object to the camera can be estimated. In figure 20, Pl and Pr are
matching pairs. In this situation the distance of point P to the camera is calculated using:
Dis = b.
f
P1 − P2 (78)
In the aforementioned equation, b is the baseline and f indicates the focal length of the cameras [184]. The distance
information provided through the stereo vision procedure enables the system to construct the 3D image of the
environment. The dense 3D map, which is made from the disparity map, is useful in detecting the obstacles and
estimating their distances to the user. Rodr et al. proposed a polar grid representation to find the potential obstacle [185].
To establish the polar grid in this research, a semicircle is defined. The semicircle covers the area in front of the
camera. Suppose the 3D point cloud, which is made by the information provided through the stereo vision, is on top
of the semicircle. The polar grid is mapped on this semicircle. The point cloud will be projected onto the semicircle.
Consequently, the slots of the semicircle which are the bins in the polar grid will be filled with the number of points
from the point cloud on the top of them. In the other words, the 3D point cloud is pressed to make a histogram of the
points in a semicircle plane. This 2D histogram is analyzed to detect the obstacle. Where the bins in the histogram has
more points the possibility of existence of the obstacle is higher.
The polar grid representation of the obstacle inherits the idea from the Vector Field Histogram [186]. In this method,
the VFH is updated continuously to generate the 2D cartesian histogram model. To reduce the complexity of the date
the 2D histogram is reduced to a one dimensional polar histogram. The values on the polar one dimensional histogram
depicts the density of the obstacle. This method is not limited to stereo vision and it is compatible with all the depth
estimation methods such as sonar and LIDAR [169]. The data reduction in this method helps to provide user with brief
information about the surrounding area. In the research proposed by Meers et al. the compact information is conveyed
to the user through pulsing gloves [187].
The ground plane estimation is based on the Random Sample Consensus (RANSAC) [185]. Estimating models for a set
of data which is not refined and has outliers is not free of errors. In unrefined data sets, the outliers have to be eliminated.
RANSAC is an iterative non-linear method to estimate the model and simultaneously omit the outliers [110].
RANSAC is a repetitive technique; however, the process only iterates a few times to reach an acceptable result. In this
method, the model is initially estimated based on a random subset of data. At the beginning, the members of this subset
are considered to be inliers. The distance of every other point of the data set to the estimated model will be calculated
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and the points which have a distance less than a determined threshold will be considered as the inliers. The points
which have a distance more than threshold will be considered as the outliers. Given that the initial set of the inliers
has changed according to the measurements, a new model will be calculated. The new error of inliers, based on the
distances, will be calculated in this stage. The whole process will be iterated for a certain number of repetition to find
the best model with the least number of errors.
In order to hasten the disparity map creation and make the procedure more efficient, the Rank Transform and Census
transform has been used widely in the literature [188]. Rank transform is a method of measuring local intensity while
Census transform is a summary of the local spacial structure.
In these methods, instead of depending on the absolute value of the intensity the relative value of intensity has been
used [189]. Suppose P is a pixel and I(P ) indicates the intensity of this pixel. If a windows with the diameter of d is
defined around the pixel P , N(P ) shows the set of pixels in the windows. In the Rank transform, the intensity of each
pixel in the window, is compared with the I(P ) ( See (79)).
ξ(P, P ′) =
{
1 I(P ) > I(P ′)
0 I(P ) ≤ I(P ′) (79)
The non-parametric transform for this windows is calculated as depicted in (80):
Ξ(P ) =
⋃
P ′∈N(P )
(P ′, ξ(P, P ′)) (80)
The Rank transform consequently is calculated as shown in (81):
R(P ) = ||{P ′ ∈ N(P ) | I(P ′) < I(P )}|| (81)
The rank transform as represented in (81) is not intensity. It counts the number of pixels that have an intensity higher
than the intensity of the pixel P .
Census transform, Rt(P ), maps the pixels surrounding the pixel P into a bit string representation. In this transform,
Rt(P ) is the set of pixels around pixel P that have intensity less than the intensity of the pixel P . The Census transform
is calculated using (82).
Rt(P ) =
⊗
[i,j]∈D
(P, P + [i, j]) (82)
In the aforementioned equation,
⊗
indicates concatenation and D is the set of displacement, which is calculated as
shown in (83):
N(P ) = P
⊕
D (83)
P
⊕
D = {p+ d|p ∈ P, d ∈ D} (84)
In (83),
⊕
is the Minkowski sum. The similarity of two images using Census transform can be calculated easily with
Hamming distance. The relative intensity dependence makes a system robust to the outliers.
The faster version of Census transform, differential transform, proposed in [190], preserves the robustness of the Census
transform to the illumination while making it computationally faster. In this method, instead of binary comparison of
the pixels the difference of the intensity is used.
The emergence of fast computing units and huge data repositories opened a new domain in obstacle detection based on
computer vision. In this category of techniques, different decedents of Neural Network architecture have been used to
detect the obstacle. In the Neural Network based methods, the obstacle has to be defined for the system in advance.
Different object recognition techniques, such as Convolutional Neural Network or Deep Neural Network, are used
to find the object in the image and estimate the position of the obstacle in respect to the user. Meers et al. provide
an approach to provide the user with a fast and reliable obstacle avoidance module by employing both fast CNN and
YOLO [173].
This section finishes with table 3 which summarizes the information provided in this section. Advantages and
disadvantages associated with each technology mentioned in the table.
6 Human-Machine Interface for Assistive Systems
Given all of the technologies available to locate and navigate a visually impaired person that have been discussed so far,
there is still the problem of how the user is able to interface with any implemented system. The next few sections will
examine how users wear or hold an assistive system, how users input information or commands to these systems, and
the different methods for giving feedback to the visually impaired users.
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Obstacle avoidance methods
Technology Used
for
VI
Advantages Disadvantages
Sonar [150–161, 169] X
• Convenient
• Simple algorithm
• Sensitive to angle of object
• Incapable of detecting ex-
act location
Lidar [163–171] X
• Precise
• Fast responce
• Sensitive to color and trans-
parency of the object
• Limited range
Camera
• Mono camera
• Stereo camera
[109, 172, 173, 173–182, 184, 185,
188–190, 190]
X
• Precise
• Detailed information
• Complex algorithm
• Require high computa-
tional power
Table 3: Summary of Obstacle avoidance Strategies,
VI stands for Visually Impaired
6.1 Device allocation
One of the design constraints developers must consider is how their assistive system will be held or carried by the end
user. Either the users need to have the system mounted on their body or article of clothing or the system needs to be
implemented on a portable object such as a cane. This section will look at the different approaches that researchers
have taken to provide a means for transporting the navigation system.
6.1.1 Wearable
Having the device be mounted to the user’s body has been extensively used in the literature. This method helps to avoid
errors associated with direction difference between the device and moving direction. It also prevents the complexity of
device position estimation caused by unknown device position. The main categories in this subsection are the following
items.
• Head Mounted
• Hand Mounted
• Chest Mounted
Head Mounted The first wearable device category to explore is head mounting. Devices located on the head have
certain advantages such as being in close proximity to the ears for audio feedback and they can be integrated into
common accessories such as glasses or hats.
Headsets are one type of accessory that can have an assistive technology built in or be used as part of a large system for
feedback. Two researchers from the Karadeniz Technical University in Turkey created one such system by integrating
ultrasonic obstacle avoidance technologies onto a pair of headphones [191]. Another method is to mount the system
onto a helmet capable of carrying the weight of the system. One such system used a Microsoft Kinect as a sensor
packaged on top of a helmet worn by the visually impaired user that could identify faces from a distance and inform the
user [192].
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Smart glasses can be used as head mounted systems for the visually impaired. While smart glasses such as the Google
Glass failed to take the market by storm, there is continued research in the idea. A common feature in most smart
glass systems is to place a camera in the position of the user’s eyes. These could be monocular cameras meant for
image processing [193–195] or stereoscopic cameras capable of distance measurements [196]. Read2Me is a smart
glass system that uses OCR on text appearing in the video feed to read the information to the user [194]. ThirdEye is a
shopping assistive system that uses video from a pair of smart glasses to find the requested item on a shelf and a glove
based device direct the user to picking up the item [195].
Hand Mounted Hand, wrist, and finger mounted devices are able to take advantage of the natural sensitivity of these
places to provide haptic feedback to the visually impaired users. As mentioned above in the ThirdEye system, vibrating
gloves have been used in a variety of settings to transmit different types of information to users. Such information may
include distance [194,197], commands from a third party [197], or identifying a specific item [195] of interest. A sensor
can also be attached to a glove mounted system. For example, the color identify gloves from International Islamic
University Chittagong in Bangladesh has color sensors in the palm and uses the rest of the system as a mounting place
for the micro-controller [198].
Electronic braille is a surface that can be refreshed to write different information in braille to a visually impaired user.
Finger-Eye is a system that had a finger worn camera with an electronic braille surface on top for the user, OCR is used
to identify the letters observed by the camera which are transmitted to the braille interface [199].
Chest Mounted The chest provides a large area where devices can be placed, hidden in a vest, or hung from the
neck. Some researchers have explored using belt mounted systems for placing cameras or ultrasonic sensors as well as
motor for haptic feedback [200, 201]. EyeVista is another assistive device wherein all of the parts of the system; the
micro-controller, battery, sensors, motors; are incorporated into a vest that allows visually impaired runners to stay on
course, avoid other runners, and identify the end of the track [202].
Assistive systems can also be hung from the user’s neck as another hands free way of carrying the device. Researchers
in Singapore created one such system that involved depth cameras and an embedded processor suspended from the
user’s neck [203]. This system also utilized an attached belt for the haptic feedback to the user [203].
Other Mounting Techniques Finally, there have been other attempts at placing the system on other parts of the user.
Shoes have been used for both mounting sensors and for providing forms of haptic feedback [204]. One of the more
unique approaches was to mount the assistive system to a guide dog [205]. While initially seeming redundant, the
camera and audio system used deep learning to describe what the dog was doing to the visually impaired person to give
them more insight about the dog’s behavior [205].
6.1.2 Non-wearable devices
In addition to the devices which have been attached to the body there are devices which are attached to tools used by
visual impaired people. Some well explored examples has been explained in this section.
Handheld Not all electric travel assistive systems are mounted on the user’s clothing or accessories. The visually
impaired users can instead carry the device. The first common approach is to adapt the historical white-cane for use
with new technologies.
Cane Based A white-cane can be fitted with different sensors and feedback devices to help assist the visually
impaired user. For outdoor navigation, multiple groups have integrated a GPS module into the cane for better
localization [206, 207]. Obstacle avoid technology can also be added by attaching distance sensors such as ultrasonic
sensors to the cane [206–208].
Cellphone Based Many assistive technologies are also realized as smart phone applications. Since the modern smart
phone contains a camera and most of the common sensors used for navigation, they are suited for many applications
and do not require the user to purchase a new device. The previously discussed Read2Me application also has an
implementation that replaces the smart glasses with an Android phone [194]. There are also examples of similar
programs being designed to help identify medicines, read signs, and read text messages for the visually impaired
using smart phones and OCR [209–211]. In addition to reading, object detection is another useful feature that can be
implemented on a smart phone. VisualPal is one such program that uses a neural network to identify objects and reports
the result verbally [212].
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6.2 User Input
Holding or wearing an assistive device is just one piece of the user interface problem. Each type device or system will
need some input from the user be it in the form of a menu, a voice command, or just to be pointed in the right direction.
The next section will look at some of the approaches different research groups have tried to allow the visually impaired
to use their assistive systems.
6.2.1 Pointing
Many designers are able to simply the use of their systems by limiting the required user input and functionality to
specific tasks. From smart glasses to medicine identification apps, the preferred method of input is to point the device in
the direction the user wants the device to perform its function [193, 194, 209, 210].
6.2.2 Menu
Smart phone based assistive systems for partially visually impaired users are also known use a touch screen menus
for input. The previously mentioned VisualPaul uses large buttons on the screen to navigate through the program’s
options [212]. In a similar way, the Read2Me application has two large buttons for the top and bottom of the screen for
selecting the user’s spoke language and to access the camera [194].
6.2.3 Speech and Gesture
The proliferation of smart home devices such as Google’s Alexa and Amazon’s Echo which are able to respond to the
voice commands of users show another form of input that a visually impaired user can have with an assistive technology.
One team of researchers were able to use an android smartphone to received and translate voice commands from a
visually impaired user to the assistive device [197]. HABOS is a similar system that allows visually impaired users
shop online without assistance of another person thanks to a combination of haptic feedback technologies and voice
commands [96].
Gesture recognition provides another type of input that can be approached from different angles. One method is to
use a subsonic tone and identify gestures based on the Doppler Effect [204]. GRIB is a cellphone based program that
attempts to recognize gestures using the data measured by the IMU on a smart phone [111]. There are also alternative
typing methods based on gesture recognition using a computer’s touchpad [213].
6.3 Feedback
The last topic to be covered is how any of these systems communicate information back to the visually impaired users.
Since giving visual information is clearly not the best choice, designers can choose to send information via the sense of
touch or sound.
6.3.1 Haptic
A feedback sensation that is related to a sense of touch is called haptic feedback. A common example of haptic feedback
is the small vibration a smart phone does when a key is pressed. This feedback gives the user the information about the
button being pressed. The next few sections will explore some of the forms of haptic feedback used in assistive systems
for the visually impaired.
Vibration Vibration is a popularly employed method of haptic feedback thanks to the simplicity and ubiquity of
small electronic motors. Small motors can be embedded in a smart cane, and the vibrations can be used to alert the user
of oncoming obstacles or to direct the user left or right [207, 208]. Vibration feedback has also been used with gloves
such as the ThirdEye shopping system that uses vibration to direct the users hand towards the desired item [195]. Other
researchers have combined vibrating gloves with computer visual to inform the users of obstacles in regions of interest
in front of them by changing the vibration intensity of each finger [194].
While the hands are very sensitive to tactile stimulation, vibrations can also be felt through other parts of the body.
Researchers have also experimented with placing haptic feedback devices onto belts and strapped onto arms [201, 203].
Vibrating footwear has also been explored as a means of giving directions to the visually impaired user with different
areas of the foot vibrating to indicated the action the user should take such as turning or stopping [204].
Electronic Braille As mentioned in the section on wearable devices for the hand, electronic braille is a type of
physical feedback with a small refreshable braille display is used to convey information to a user. The Finger-Eye
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wearable text reader explored in that section is just one example of electronic braille being used. There are other systems
that use much larger electronic braille displays to show more information at one point in time [203]. These displays
also do not have to be mounted directly on the finger, they can instead be placed on another device or mounted on a
belt [203].
6.3.2 Auditory
In cases where more detailed information need to be conveyed to the user, researchers will often choose to use audio
feedback to be able to include those details. This can be in the form of text-to-speech converts or pre-recorded audio.
Text-To-Speech Text-to-speech (TTS) engines allow computers to reproduce the phonetics of text as wave forms.
This allows arbitrary textual information to be converted to sounds for visually impaired users. From the previously
discussed examples Read2Me, VisualPal, and Voice Helper all use TTS to give feedback to the user in the form of
audio [115, 194, 211, 212]. TTS methods have also been used to help navigation by reading informative signs, street
signs, and billboards to the user as they travel [210, 214].
Other types of Audio Some navigation systems only need to get the user limited audio feedback information that
can save on processing time by pre-recording the information. For simple systems, audio feedback can come in the
form of a tone that warns the user of a detected object or an acknowledgment of a command [197, 208]. Alternatively,
the pre-recorded information could tell the user directions to take, information about a detected object such as its color,
or warn them of the direction of an incoming obstacle [191, 198, 207].
Some devices have also been designed to take advantage of the human brain’s ability to interpret distance and position
based on how a sound is heard. This is referred to as the Head Related Transfer Function (HRTF) and is used in 3D
audio applications for both visually impaired and fully signed people. Researchers have tried both converting distance
measurements into 3D audio and using information from Stereo vison to create 3D audio to help navigate the visually
impaired [215, 216].
Table 4 summarize the information provided in section 6. The tables presents an abstract of available method with some
of their advantages and disadvantages.
7 Conclusions and lessons learned
Navigation is quite a challenging task for visually impaired people. Assistive technologies have been explored
extensively in the literature over a long period of time. This article provides the reader with a comprehensive review
of the existing methods. It includes localization and navigation technologies, obstacle avoidance strategies, and
human-machine interaction methods that form the core of the assistive devices for indoor navigation.
This work attempts to ease the way for future researchers who are interested in investigating assistive technologies
for visually impaired people. Studying for this matter provided the authors with insight into the vast area of research
which one needs to know to begin working on assistive technologies. This article provides the future researchers with a
summary of available methods in addition to a simplified explanation of their complex algorithmic foundation.This
work mainly focused on the methods which are applicable in visually impaired navigation assistive technology. While
there are a variety of models available in the literature in this work methods have been critically analyzed through a
visually impaired applicability lens.
For a quick overview, future researcher might consider figure 21 to determine the method they would like to implement
in their project. The first block is the localization block which is the most complex building block to handle when
designing a navigation assistive technology for visually impaired individuals. The extensive explanation for each of
these methods has been included in section 3. Hybrid methods which combine a subset of localization methods in
recent years were appealing to the researchers. The hybrid methods have the potential to improve the accuracy and
precision of location estimation.
The next step for a researcher interested in this area is to find the best method to implement to assist a user with the
navigation. The navigation building block has smaller components as depicted in the figure 21. The type of sensor that
the researcher would like to use and its allocation impacts the choice of method in this step.
Localization and navigation have been deeply explored in the literature due to their wide applications. This paper
provides a summary of the methods and technologies which can be applied for a visually impaired user. While
navigation assistive technologies for visually impaired are meaningless without determining the initial location of the
user, not many navigation assistive technology have been proposed for Visually impaired user which determine the
initial location of the user.
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Human-machine interaction methods
Sub-module Used
for
VI
Advantages Disadvantages
Device Allocation
Wearable [191–205] X
• Robust to direction error
• No device position estima-
tion
• Weight
• Appearance
Non-wearable [194, 206–212] X
• Freedom of movement • Sensitive to the position of
device
• Complex device position
estimation algorithm
User Input
Pointing [193, 194, 209, 210] X
• Convenient • Limited
Menu [194, 212] X
• Multiple applications
Speech and Gesture [66,96,111,115,
197, 204]
X
• Detailed information • Requires high computa-
tional power
Feedback
Haptic [115, 194, 195, 201, 203, 204,
207, 208]
X
• Fast
• Familiar for VI user
• Limited
Auditory [191, 194, 197, 198, 207,
208, 210–212, 214–216]
X
• Detailed information • Requires high computa-
tional power
Table 4: Summary of Human-Machine Interaction Strategies,
VI stands for Visually Impaired
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Figure 21: Summary of the Existing Strategies
In addition, navigation systems for visually impaired user mainly suffer from accumulated error. Measurement error
and the complex movement decreases the accuracy and precision of estimation. Using error mitigation methods
in measurement such as Bayesian filters would improve the accuracy. Emergence of powerful computational units
facilitates using more complex algorithm for location determination and navigation assistance.
Similar to other problems, complexity makes finding an optimum solution more difficult but it provides us with more
conditions to use toward finding the satisfactory solution. In designing the indoor navigation assistance for visually
impaired individual, indoor area adds conditions which can be used to improve the precision of prediction of the path
that user is taking.
The third choice to make is to pick a compatible approach for obstacle avoidance. While Sonar and LIDAR based
methods have satisfactory performance level, emergence of smart phones and consequently the availability of cameras
in addition to the proliferation of image detection methods using convectional neural networks made cameras the most
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appealing technology for obstacle avoidance. CNN presents impressive performance in object detection in resent years.
While its been employed in other application extensively, it didn’t attract many researchers in navigation assistive
technology design.
The final step in this project is to decide the method that the device uses to interact with the user. The system designer
must consider device allocation, receiving user input and providing a user with the feedback. Natural language
processing can improve the performance of a navigation assistive system for visually impaired individual significantly.
Aggregating these pieces would form the skeleton for a navigation assistive technology for visually impaired individuals.
This article is an attempt to assist future researchers in understanding the essential research required for designing and
implementing an assistive technology for visually impaired individuals.
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GPS Global Positioning System
WSN Wireless Sensor Network
GNSS Global Navigation Satellite System
TDOA Time Difference of Arrival
ETA Electronic Travel Aid
RFID Radio Frequency Identification
AP Access Point
MAC Media Access Control
TOA Time of Arrival
AOA Angle of Arrival
RSS Received Signal Strength
LOS Line of Sight
RF Radio Frequency
UWB Ultra Wide Band
DOA Direction of Arrival
NN Nearest Neighbor
KNN K Nearest Neighbor
WKNN Weighted K Nearest Neighbor
SVM Support Vector Machine
CFR Channel Frequency Response
EKF Extended Kalman Filter
UKF Unscented Kalman Filter
EPF Extended Particle Filter
BLE Bluetooth Low Energy
PDR Pedestrian Dead Reckoning
CTP Conventional Terrestrial Pole
DCM Direction Cosine Matrix
PCA Principle Component Analysis
FLAM Forward and Lateral Accelerations Modeling
FIS Frequency analysis of Inertial Signals
IMU Inertial Measuring Units
MEMS Micro Electro-Mechanical Systems
ZUPT Zero Velocity Update
ZARU Zero Angular Rate Update
ZUNA Zero Unrefined Acceleration Update
HDR Heuristic Drift Reduction
LIDAR Light Detection and Ranging
VFH Vector Field Histogram
RANSAC Random Sample Consensus
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