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Decodificacio´n de la actividad cerebral mediante
regularizacio´n con penalizantes mixtos
Victoria Peterson
Director de Tesis: Rube´n Daniel Spies
Co-Director de Tesis: Hugo Leonardo Rufiner
Resumen
Una interfaz cerebro-computadora (BCI, por sus siglas en ingle´s) es un sistema que
provee una alternativa forma de comunicacio´n entre el cerebro de una persona y el mundo
exterior. Una forma eficiente y no invasiva de medir la actividad cerebral es mediante
electroencefalograf´ıa (EEG) de superficie. Si el objetivo es deletrear palabras, suelen uti-
lizarse BCIs basadas en los denominados potenciales relacionados a eventos (ERPs, por
sus siglas en ingle´s). Para fines de rehabilitacio´n, la mayor´ıa de las BCIs se basan en el
paradigma de imaginer´ıa motora (MI, por sus siglas en ingle´s), es decir, en la simulacio´n
mental de la realizacio´n de ciertos movimientos. En ambos paradigmas, la deteccio´n de la
intencio´n del usuario, inmersa en el EEG, puede abordarse de manera simplificada como
un problema de reconocimiento de patrones binario.
El ana´lisis discriminante lineal (LDA, por sus siglas en ingle´s) es un me´todo de clasifi-
cacio´n muy conocido y utilizado en el contexto de aprendizaje supervisado. Si bien LDA
generalmente resulta en buenos desempen˜os de clasificacio´n manteniendo la solucio´n sen-
cilla, el me´todo falla cuando el nu´mero de muestras es relativamente grande en relacio´n a
la cantidad de observaciones. Varios autores, tanto de la comunidad de BCI, as´ı como de
Estad´ıstica aplicada, han propuesto diferentes versiones regularizadas de LDA, mostrando
siempre las ventajas del uso de tales te´cnicas.
En esta tesis se ha desarrollado un versio´n penalizada y regularizada de LDA, a la que
denominamos ana´lisis discriminante ralo generalizado (GSDA, por sus siglas en ingle´s),
para clasificacio´n binaria. Este me´todo selecciona automa´ticamente las caracter´ısticas re-
levantes de la sen˜al de intere´s junto con la clasificacio´n, teniendo en cuenta informacio´n
a-priori de discrepancia entre clases. Su algoritmo de implementacio´n esta´ disen˜ado para
seleccionar automa´ticamente los para´metros de regularizacio´n. Los experimentos nume´ri-
cos con bases de datos de ambos paradigmas (ERP-EEG y MI-EEG) muestran que la
utilizacio´n de GSDA supera el desempen˜o alcanzado por los me´todos del estado del arte
para clasificacio´n tanto de ERP como de MI. Asimismo, como cierre de esta tesis, se pre-
senta un estudio de la factibilidad de un me´todo basado en GSDA para la deteccio´n de
la intencio´n del movimiento en tiempo real.

Brain signal decoding based on mixed-norm
regularization
Victoria Peterson
Thesis Director: Rube´n Daniel Spies
Thesis Co-Director: Hugo Leonardo Rufiner
Abstract
A brain computer interface (BCI) is a system which provides an alternative way of
communication between the mind of a person and the outside world by using only mea-
sured brain activity. An efficient and non-invasive way of establishing the communication
is based on electroencephalography (EEG) and event-related potentials (ERPs). An ERP
is an endogenous potential which results as a consequence of an external and relevant
stimulus. For rehabilitation purposes most of the BCIs are based on motor imagery (MI),
i.e. the mental simulation of movements. For the pattern recognition point of view both
paradigms represent an extremely hard and challenging binary classification problem.
The linear discriminant analysis (LDA) criterion is a well-known and widely used di-
mensionality reduction tool in the context of supervised classification. Although LDA
generally results in good classification performances while keeping the solution simple, it
fails when the number of samples is large relative to the number of observations. Seve-
ral authors, both from the BCI and the statistical research communities, have proposed
different regularized versions of LDA, showing always the advantages of such tools.
In this thesis we present the generalized sparse discriminant analysis (GSDA) frame-
work, for binary classification. This method automatically performs discriminative feature
selection and classification by taking into account a-piori class discrepancy information.
The GSDA method is designed to automatically select the optimal regularization parame-
ters. Numerical experiments with both ERP-EEG and MI-EEG datasets are presented,
showing that overall GSDA performance outperforms most state-of-the-art ERP and MI
classification algorithms, for single-trial EEG classification. In addition, at the end of
this thesis, a feasibility study of a proposed method based on GSDA for MI detection in
real-time scenarios is presented.

1Cap´ıtulo 1
Introduccio´n
“No pode´s hablar de etapas sin presuponer una meta.
— Llama´le hipo´tesis de trabajo, cualquier cosa as´ı”
Julio Corta´zar, Rayuela, Cap´ıtulo 99
1.1. Motivacio´n
Enfermedades como la esclerosis lateral amiotro´fica, los accidentes cerebro vascula-
res, la esclerosis mu´ltiple, el traumatismo medular o cerebral, la para´lisis cerebral, o la
distrofia muscular, por nombrar algunas, alteran las v´ıas neuronales que controlan los
mu´sculos. Este tipo de enfermedades disminuyen o anulan la capacidad de los canales
neuromusculares por los cuales el cerebro se comunica normalmente y/o controla su en-
torno. Independientemente de la causa, la pe´rdida del control motor puede tener diversos
grados de severidad, desde la paresia de un grupo de mu´sculos hasta la pe´rdida de control
total de toda la musculatura incluyendo el control ocular, siendo este u´ltimo caso conoci-
do como “s´ındrome de enclaustramiento”. Generalmente, el individuo afectado pierde su
capacidad de comunicacio´n o interaccio´n con el medio a pesar de tener sus capacidades
cognitivas inalteradas.
Actualmente muchas de estas lesiones no pueden repararse totalmente mediante te´cni-
cas quiru´rgicas o terape´uticas, produciendo que el paciente quede´ con disfunciones motoras
permanentes, y en casos severos, sin capacidad de comunicacio´n alguna. Por lo tanto, sur-
ge la necesidad de establecer un nuevo canal de comunicacio´n entre el individuo y su
medio, que no dependa del accionar de las v´ıas nerviosas o musculares normales. Las de-
nominadas interfaces cerebro-computadora (BCI, por sus siglas en ingle´s) son dispositivos
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que permiten establecer una v´ıa de comunicacio´n directa y alternativa, entre el cerebro
de la persona y el mundo exterior, siendo actualmente dispositivos de comunicacio´n y
herramientas de rehabilitacio´n prometedores.
Para aquellos individuos con poca o nula actividad motora remanente, las BCI basadas
en sen˜ales de electroencefalograf´ıa (EEG) permiten que la realizacio´n de una accio´n o el
comando de un dispositivo externo dependa solamente de la intencio´n de los usuarios.
Existen diferentes paradigmas para transformar la informacio´n contenida en la sen˜al de
EEG a comandos de control o comunicacio´n. Dos de los paradigmas ma´s estudiados son
el basado en ritmos sensoriomotores y el basado en potenciales evocados relacionados a
eventos.
Independientemente del tipo de paradigma utilizado, toda BCI puede describirse me-
diante un diagrama en bloques. La Figura 1.1 representa el esquema de una BCI gene´rica,
en el cua´l se destaca el bloque de adquisicio´n, encargado de medir la actividad cerebral
(sen˜al de entrada), el bloque de decodificacio´n, en el cual la sen˜al de entrada se procesa
y traduce a sen˜ales de control (sen˜al de salida), y finalmente, un bloque con la aplicacio´n
de la BCI, en el cua´l los comandos generan ciertas acciones en el dispositivo a controlar.
Una intercomunicacio´n entre el dispositivo a controlar y el usuario de la BCI, se genera
gracias a los est´ımulos y retroalimentacio´n que recibe el usuario.
En los u´ltimos an˜os la comunidad de BCI ha puesto mucho esfuerzo en el disen˜o de al-
goritmos de traduccio´n de la sen˜al de EEG en comandos de control. Diversas herramientas
de procesamiento de sen˜ales, reconocimiento de patrones y aprendizaje maquinal, entre
otras, han hizo construidas y utilizadas para poder brindar me´todos estables, confiables,
robustos al ruido, adaptables a las variaciones del sujeto, veloces en la traduccio´n de la
sen˜al e implementables en tiempo real. A pesar de los avances obtenidos, au´n queda mu-
cho espacio para mejorar el desempen˜o de los me´todos actuales. A lo largo de esta tesis, si
bien se abordaron todos los bloques de una BCI antes mencionados, nos centramos prin-
cipalmente en la construccio´n de algoritmos de traduccio´n de la sen˜al de EEG basados
en regularizacio´n con penalizantes mixtos para decodificar correctamente la intencio´n del
usuario.
En una primera instancia de esta investigacio´n, enfocados en resolver el problema
de deteccio´n de ERPs en la sen˜al de EEG, se evaluo´ el uso de te´cnicas de clasificacio´n
basadas en representacio´n rala y diccionarios ad-hoc construidos con funciones Gaussia-
nas bidimensionales. Si bien los resultados encontrados no superaban el estado del arte,
constituyo´ de un trabajo preliminar que probablemente pueda mejorarse mediante una
profundizacio´n y mejor caracterizacio´n de la representacio´n de la sen˜al de intere´s me-
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Figura 1.1: Diagrama de bloques de una BCI gene´rica.
diante ese u otro tipo de diccionario ma´s complejo. El me´todo propuesto junto, con los
resultados experimentales, fue publicado en congresos de alcance internacional y nacional
(Peterson et al., 2015a,b). Si bien en el cuerpo principal de esta tesis no se presentan de-
talles sobre dicha metodolog´ıa, en los Anexos B y C se adjuntan, respectivamente, dichas
publicaciones en su formato e idioma originales.
Este trabajo de tesis esta´ organizado la siguiente manera. A continuacio´n se detallan
los objetivos perseguidos a lo largo de la misma. En el Cap´ıtulo 2 se realiza una bre-
ve introduccio´n a las interfaces cerebro-computadora, detallando sus desaf´ıos actuales. El
Cap´ıtulo 3 describen los materiales (base de datos) utilizados en los experimentos nume´ri-
cos realizados a lo largo de este trabajo. En el Cap´ıtulo 4 se presenta el principal me´todo
de clasificacio´n desarrollado. Los cap´ıtulos 5 y 6 presentan los experimentos y resultados
de la utilizacio´n del clasificador propuesto en dos paradgimas de BCI bien conocidos.
Una breve descripcio´n de la evaluacio´n en tiempo real del clasificador es realizada en el
Cap´ıtulo 7. Finalmente, conclusiones y trabajos futuros son presentados en el Cap´ıtulo 8.
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1.2. Objetivos
Como objetivo general nos planteamos desarrollar algoritmos avanzados de procesa-
miento y reconocimiento de sen˜ales basados en me´todos de regularizacio´n con penalizantes
mixtos, que sean aplicables a sen˜ales derivadas de la actividad cerebral en el contexto de
las BCI, cuyo tratamiento con los me´todos actuales resulta dif´ıcil, lento, insuficiente y/o
no permite extraer conclusiones satisfactorias.
1.2.1. Objetivos Particulares
Adquirir los conocimientos necesarios para el ana´lisis y procesamiento avanzado de
sen˜ales y reconocimiento de patrones.
Desarrollar nuevos algoritmos de clasificacio´n que permitan extraer informacio´n re-
levante de la sen˜al de EEG.
Introducir informacio´n a-priori sobre la discrepancia entre clases en un modelo dis-
criminativo integrado.
Estudiar el impacto del uso de diferentes medidas de discrepancia entre clases en el
desempen˜o final del clasificador.
Construir un clasificador robusto, ra´pido y confiable que permita disminuir los tiem-
pos de calibracio´n en los sistemas BCIs basados en ERPs.
Construir un algoritmo sujeto-espec´ıfico de deteccio´n de la intencio´n del movimiento.
Construir una base de datos propia de registros de EEG utilizando equipos confiables
y transportables.
Realizar una evaluacio´n del e´xito de las diferentes te´cnicas de deteccio´n y clasifica-
cio´n propuestas utilizando bases de datos de libre acceso como as´ı tambie´n una base
de datos propia.
Realizar un evaluacio´n en tiempo real del me´todo de deteccio´n propuesto.
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“Empieza por el principio,¨ dijo el rey con gravedad,
“y sigue hasta llegar al final: entonces para.”
Lewis Carroll, Alicia en el Pa´ıs de las maravillas
Por miles de an˜os nuestro cerebro ha evolucionado para controlar eficientemente un
gran y complejo dispositivo biolo´gico: el cuerpo humano. Actualmente, la versatilidad de
nuestro sistema nervioso ha llevado a que seamos capaces de extender esta capacidad
de control a dispositivos externos muy diferentes a nuestro propio cuerpo. Las interfaces
cerebro-computadora (BCIs, por sus siglas en ingle´s), tema central de este cap´ıtulo, cons-
tituyen un a´rea interdiciplinaria que persigue este objetivo aprovecha´ndose de avances
recientes en neurociencia, procesamiento de sen˜ales, aprendizaje maquinal, tecnolog´ıas de
la informacio´n, entre otros. En este cap´ıtulo se presentan brevemente las bases neurofi-
siolo´gicas, los tipos de BCI, su arquitectura general, as´ı como sus desaf´ıos y problema´ticas
actuales.
2.1. Bases neurofisiolo´gicas1
Las neuronas conforman la unidad ba´sica del sistema nervioso. Este tipo de ce´lulas
especializadas esta´n compuestas por un cuerpo celular (llamado soma), las dendritas y el
axo´n. La comunicacio´n, qu´ımica o ele´ctrica, entre neuronas se denomina sinapsis, proceso
1La informacio´n contenida en esta seccio´n es un breve resumen que describe los conceptos neurofi-
siolo´gicos ba´sicos detallados en la bibliograf´ıa de referencia para una mejor comprensio´n de la relevancia
y funcionalidad de los sistemas BCIs. Para la escritura, en particular nos hemos basado en (Clerc et al.,
2016; Latarjet y Liard, 2004; Rao, 2013).
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en el cual la informacio´n (inhibitoria o exitatoria) viaja en forma de potencial de accio´n
(tambie´n llamado impulso nervioso) con rapidez y precisio´n, alcanzado largas distancias.
Billones de neuronas interconectadas entre s´ı conforman el tejido nervioso, una densa red
biolo´gicamente distinguible en sustancia gris y sustancia blanca, correspondientes a las
regiones que contienen los cuerpos celulares y las fibras nerviosas mielinizadas (cubiertas
de mielina) de las neuronas, respectivamente.
El sistema nervioso humano puede ser dividido esencialmente en dos grandes sistemas:
el sistema nervioso central (CNS, por sus siglas en ingle´s) y el sistema nervioso perife´rico
(PNS, por sus siglas en ingle´s). El PNS esta´ constituido por el sistema nervioso soma´ti-
co (nervios craneales y espinales que env´ıan informacio´n sensorial al CNS) y el sistema
nervioso auto´nomo (rama simpa´tica y parasimpa´tica que regula las funciones viscerales
como la respiracio´n y el bombeo sangu´ıneo). El CNS incluye al ence´falo, localizado en la
cavidad craneana, y la me´dula espinal, localizada en el canal vertebral.
2.1.1. Sistema nervioso central
El cerebro se compone de dos hemisferios, derecho e izquierdo, que esta´n conectados
esencialmente por el haz de fibras nerviosas (sustancia blanca) denominado cuerpo calloso.
La corteza cerebral, tejido nervioso que cubre la superficie de los hemisferios cerebrales,
conforma una delgada capa de sustancia gris fuertemente circunvolucionada. En ella es
posible distinguir el lo´bulo frontal, el lo´bulo parietal, el lo´bulo occipital y el lo´bulo tem-
poral. Estos lo´bulos esta´n separados por cisuras, cuyas dos ma´s importantes son el surco
central (o cisura de Rolando) y el surco lateral (o cisura de Silvio). En la Figura 2.1 se
representan esquema´ticamente dichos lo´bulos y cisuras.
Cada lo´bulo presenta diferentes caracter´ısticas y se lo asocia a diferentes a´reas y fun-
ciones. La Figura 2.2 muestra los lo´bulos con sus a´reas correspondientes. A continuacio´n
se describe brevemente cada uno de ellos.
Lo´bulo frontal
Se puede dividir en diferentes regiones citoarquitecto´nicas y funcionales: la corteza
motora y prefrontal.
Corteza motora: la corteza motora compone de a´rea motora primaria y a´reas
premotoras, el campo ocular frontal y el a´rea de Broca. El a´rea motora prima-
ria (M1) se encuentra delante de la circunvolucio´n precentral. Esta zona es la que
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Figura 2.1: Vista general de la corteza cerebral, lo´bulos y cisuras.
Figura 2.2: Esquema representativo de la localizacio´n de las a´reas cerebrales ma´s relevantes
en la corteza cerebral.
proporciona la representacio´n y ejecucio´n de las diferentes zonas del cuerpo, repre-
sentadas por el homu´nculo de Penfield (Penfield y Boldrey, 1937) (ver Figura 2.3).
Una lesio´n en el co´rtex motor primario causar´ıa una para´lisis contralateral a la lesio´n
(Clerc et al., 2016).
El a´rea premotora controla principalmente la musculatura del tronco y la muscu-
latura proximal de las extremidades y esta´ involucrada en la preparacio´n, iniciacio´n
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Figura 2.3: Mapa de la corteza cerebral de las zonas asociadas al sentido y control de
ciertas partes del cuerpo, representado mediante el homu´nculo de Penfield.
y monitoreo de movimientos complejos. Una lesio´n en el a´rea premotora provocar´ıa
acinesia (pe´rdida) del lado contralateral a la lesio´n, reduccio´n del habla esponta´nea
y reduccio´n de la actividad motora esponta´nea contralateral. Puede provocar mo-
vimientos lentos y no coordinados, dificultad de programar movimientos alternos,
r´ıtmicos y secuenciales.
El campo ocular frontal recibe proyecciones de las a´reas visuales y auditivas.
Controla los movimientos oculares voluntarios. Esto le permite realizar una correc-
ta focalizacio´n y atencio´n visual. Una lesio´n en el campo ocular frontal causar´ıa
una alteracio´n en el sistema visomotor provocando un enlentecimiento en el rastreo
visual, una localizacio´n incorrecta de los sonidos y alteracio´n de la atencio´n visual.
El a´rea de Broca se encarga del plan de secuenciacio´n motora del habla. Una
lesio´n provocar´ıa una grave pe´rdida de la fluidez verbal.
Corteza prefrontal: la corteza prefrontal juega un rol importante en la elaboracio´n
de pensamientos y en el desarrollo de la personalidad. Es la u´ltima regio´n desarrolla-
da y evolucionada del cerebro. Esta corteza recibe numerosas aferencias procedentes
de todo el cerebro, y es por esto que juega un papel esencial en las emociones, la con-
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ducta, la motivacio´n y ejecucio´n de ideas, as´ı como en la toma de decisiones. Dan˜os
en esta zona cerebral pueden producir deso´rdenes en el aprendizaje de habilidades
motoras as´ı como deso´rdenes conductuales
Lo´bulo parietal
El a´rea somatosensorial primaria, localizada en este lo´bulo, recibe informacio´n
sensorial que puede ser interpretada (dolor, temperatura, tacto, vibraciones, etc.). Simi-
larmente al a´rea motora primaria, la corteza sensorial primaria puede describirse mediante
un homo´culo sensorial (ver Figura 2.3, derecha). Una lesio´n en el lo´bulo parietal puede
producir diferentes y severos deso´rdenes, tales como trastorno de atencio´n, de lenguaje,
agnosia espacial (incapacidad de percibir los objetos normalmente), ataxia o´ptica (inca-
pacidad de alcanzar con precisio´n un objeto), negligencia contralateral (incapacidad de
diferencial izquierda y derecha), entre otros.
Lo´bulo temporal
Se compone principalmente por el a´rea auditiva primaria (incluyendo el a´rea de
Wernicke), a´rea auditiva asociativa y el a´rea temporal asociativa, responsable de la
memoria del lenguaje. Una lesio´n en el lo´bulo temporal puede generar trastornos auditivos
tales como sordera cortical y alucinaciones auditivas, entre otras. Asimismo trastornos en
el lenguaje y en la capacidad de reconocer rostros puede ser consecuencia de lesiones en
el lo´bulo temporal.
Lo´bulo occipital
El a´rea visual primaria y el a´rea visual asociativa se encuentran en este lo´bulo,
en do´nde la informacio´n captada por el o´rgano de la retina es procesada, permitiendo la
interpretacio´n de ima´genes, el reconocimiento espacial y la discriminacio´n del movimien-
to y colores. Una lesio´n a nivel del lo´bulo occipital puede producir ceguera, distorsiones
visual-perceptivas, en las que se persive una incapacidad para reconocer o comprender
est´ımulos visuales (agnosia visual), daltonismo, alucinaciones visuales, entre otros.
El cerebelo es otro o´rgano fundamental del CNS. Este se encuentra localizado en la
base del cerebro, y es el responsable de la coordinacio´n de movimientos, el equilibrio y
tono muscular. Un dan˜o a nivel del cerebelo puede producir hipoto´nia, ataxia cerebelosa
(descoordinacio´n en el movimiento), trastornos motores, etc.
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La me´dula espinal, localizada en el canal medular formado entre las ve´rtebras, nace en
la base del cra´neo (foramen magnum) y se extiende hasta el sacro a lo largo de la columna
vertebral. Los nervios espinales (tambie´n denominados raqu´ıdeos) son prolongaciones de
la me´dula espinal que atraviesan los mu´sculos vertebrales para distribuirse a las zonas del
cuerpo, siendo estos denominados en funcio´n de su localizacio´n relativa a las vertebras.
A la me´dula espinal llega informacio´n sensitiva (aferente) detectada por los receptores o
nervios para ser retrasmitida a las diversas a´reas sensitivas del cerebro. Asimismo, desde
la me´dula se emite informacio´n motora (eferente) desde el ence´falo a los nervios, haciendo
que el organismo reaccione a los est´ımulos exteriores o interiores. Trastornos a nivel de la
me´dula espinal producira´n afecciones motoras y sensoriales acorde a la posicio´n del dan˜o.
2.1.2. Sistema nervioso perife´rico
El sistema nervioso perife´rico (PNS, por sus siglas en ingle´s) esta´ formado por todos
los nervios perife´ricos que recorren el cuerpo, y se divide en el sistema nervioso soma´tico
y el sistema nervioso auto´nomo. El sistema soma´tico es la parte del PNS responsable de
llevar la informacio´n sensorial y motora hacia y desde el sistema nervioso central. Este
sistema esta´ formado por nervios de los receptores sensoriales del cuerpo, por ramas de
nervios aferentes que llevan informacio´n de los receptores soma´ticos al CNS y por fibras
eferentes que llevan los impulsos nerviosos del CNS al resto del cuerpo. Mientras que
los nervios sensoriales esta´n conformados por neuronas sensoriales, o tambie´n llamadas
neuronas aferentes, que permiten recoger la informacio´n sensorial y enviarla al cerebro
y a la me´dula espinal, los nervios motores esta´n conformados por neuronas motoras, o
tambie´n denominadas neuronas eferentes, que transportan la informacio´n del cerebro y la
me´dula espinal a las fibras musculares de todo el cuerpo.
El sistema auto´nomo, el otro sistema que compone el PNS, es el responsable de regular
las funciones corporales involuntarias, como el flujo sangu´ıneo, los latidos card´ıacos, la
digestio´n y la respiracio´n.
2.2. Una nueva forma de comunicacio´n
Diferentes enfermedades pueden alterar o disminuir las v´ıas de comunicacio´n con las
cuales el CNS controla su entorno. Enfermedades tales como la esclerosis lateral amiotro´pi-
ca, accidente cerebro vascular, esclerosis mu´ltiple, traumatismo medular o cerebral, para´li-
sis cerebral, distrofia muscular, entre otras, dan˜an los canales neuronales que controlan
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los mu´sculos e incluso deterioran a los propios mu´sculos (Wolpaw et al., 2002). La pe´rdida
del control motor puede llegar a grados de severidad tales que la persona es incapaz de
controlar voluntariamente su cuerpo, incluyendo el movimiento de ojos. Esto se denomina
s´ındrome de enclaustramiento, enfermedad en que la persona es incapaz de comunicarse
y controlar su propio cuerpo a pesar de tener sus capacidades cognitivas intactas.
En algunas situaciones no es posible revertir los efectos de estos deso´rdenes. Existen
tres opciones para restablecer las funciones dan˜adas. Una primera alternativa es la de
sustituir las v´ıas dan˜adas por otras au´n intactas (por ejemplo, un paciente puede comu-
nicarse a trave´s del movimiento ocular). La segunda opcio´n busca restaurar la funcio´n
dan˜ada mediante la deteccio´n de actividad nerviosa o muscular por encima del nivel de
la lesio´n. La tercera se basa en establecer una forma nueva y alternativa de interaccio´n
entre el cerebro de estas personas y su entorno (interno y externo) que prescinda de las
v´ıas neuromusculares normales. Las interfaces cerebro-computadora (BCIs, por sus siglas
en ingle´s) son sistemas que miden la actividad cerebral del CNS y la convierten en sen˜ales
artificiales de control que remplazan, restablecen, aumentan, mejoran o suplen las salidas
naturales del CNS (Wolpaw y McFarland, 1994). Este nuevo lenguaje de comunicacio´n
depende fuertemente del tipo de patrones provenientes de la actividad cerebral a utilizar
para el control de un cierto dispositivo, as´ı como de la adaptacio´n mutua y continua tanto
del sistema en s´ı como de su usuario final.
Como todo sistema de comunicacio´n, un sistema BCI presenta una entrada (actividad
cerebral), una salida (comandos de control), componentes que convierten (traducen) la
entrada en salida, y un protocolo de operacio´n que determina el comienzo, el final y
los tiempos de la operacio´n. Por ello, cualquier sistema BCI puede describirse mediante
cuatro procesos fundamentales: i) adquisicio´n de la sen˜al, medicio´n de la actividad cerebral
mediante alguna tecnolog´ıa; ii) procesamiento de sen˜ales, para traducir los patrones de
activacio´n cerebral en comandos de control; iii) dispositivo a controlar, que actu´a segu´n los
comandos de control y refleja las intenciones del usuario; y iv) un protocolo de operacio´n
que gu´ıa el proceso (Schalk y Mellinger, 2010).
2.2.1. Midiendo la actividad cerebral
Existe una gran variedad de alternativas para monitorear la actividad cerebral, y en
principio, proveer la sen˜al de entrada a una BCI. Entre ellas podemos nombrar electroen-
cefalograf´ıa (EEG), electrocorticograf´ıa, magnetoencefalograf´ıa, tomograf´ıa por emisio´n
de positrones, imagen de resonancia magne´tica funcional y te´cnicas de infrarrojo cercano
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funcional. Si bien cada te´cnica posee ciertas ventajas que la diferencian del resto, una
forma no-invasiva, segura, ra´pida, y relativamente econo´mica (comparada con los otros
equipos de medicio´n de la actividad cerebral), es mediante EEG de superficie. De hecho,
es la tecnolog´ıa predominante utilizada actualmente en los trabajos de BCI.
El EEG no-invasivo utiliza electrodos ubicados en el cuero cabelludo para medir la
actividad ele´ctrica generada por las estructuras cerebrales, es decir mide la suma de los
potenciales ele´ctricos post-sina´pticos neuronales. Una caracter´ıstica relevante en el uso de
EEG es la alta resolucio´n temporal (< 1 ms) que se obtiene a costa de una baja resolucio´n
espacial (≈ 2.5 mm). De alguna manera, podr´ıamos pensar que las ima´genes cerebrales
que podemos obtener mediante EEG responden al conocido principio de incertidumbre
de Heisenberg: buena localizacio´n temporal conllevara´ a una mala localizacio´n espacial
(Smith, 2004).
Para que la actividad cerebral sea observable mediante EEG de superficie debe pro-
ducirse simulta´neamente que:
a) la mayor parte del potencial neuronal se produzca en una direccio´n perpendicular
al cuero cabelludo,
b) las dendritas neuronales este´n dispuestas en paralelo, de modo que la suma de su
campo potencial genere una sen˜al detectable a una cierta distancia,
c) la activacio´n neuronal sea lo ma´s sincro´nica posible, y
d) el signo de la actividad ele´ctrica producida por cada neurona sea el mismo.
Por otro lado la amplitud de los potenciales adquiridos por un electrodo cualesquiera
depende de la intensidad y la distancia relativa a la fuente ele´ctrica, de la orientacio´n espa-
cial y de las propiedades ele´ctricas de las estructuras fisiolo´gicas que separan al electrodo
de la fuente.
Un me´todo esta´ndar y mundialmente aceptado para la distribucio´n y posicionamiento
de los electrodos a lo largo de toda la superficie del cuero cabello es el sistema interna-
cional 10-20 (Jasper, 1958). Este sistema divide la cabeza en distancias proporcionales,
utilizando como marcas el nasio´n, inion, mastoides y los puntos pre-auriculares. La Figu-
ra 2.4 muestra la configuracio´n ba´sica de este sistema con las distancias relativas entre
electrodos y la denominacio´n de los mismos segu´n la posicio´n que ocupan.
La actividad cerebral caracterizada por ciertos patrones puede ser asociada como la
respuesta del CNS a ciertos est´ımulos o funciones, que pueden luego utilizarse como en-
tradas de un sistema BCI. En los pa´rrafos subsiguientes se describira´n los paradigmas
ma´s utilizados en BCI, sen˜alando sus caracter´ısticas neurofisiolo´gicas ma´s relevantes.
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Figura 2.4: Vista lateral y superior del sistema internacional 10-20 de localizacio´n de
electrodos junto con referencias de distancia y nombres de los electrodos ma´s relevantes.
2.2.2. El lenguaje del cerebro
La sen˜al de EEG puede dividirse en bandas frecuenciales que permiten la comprensio´n
y ana´lisis de ciertos comportamientos funcionales. La actividad cerebral, bajo ningu´n tipo
de est´ımulo externo o interno, puede caracterizarse como la manifestacio´n de oscilaciones
impredecibles y aperio´dicas con activaciones intermitentes que presentan picos espectrales
en ciertas bandas observables. Por tal motivo la sen˜al de EEG suele dividirse en cinco
ritmos (bandas) principales: ritmos delta (0.1-3.5 Hz), ritmos theta (4-7.5 Hz), ritmos alfa
(8-13 Hz), ritmos beta (14-30 Hz) y ritmos gamma (>30Hz).
Desde el punto de vista de la comunicacio´n, un sistema BCI se basa en el uso de s´ımbo-
los para comunicar la intencio´n de su usuario, que luego la computadora debera´ detectar
y traducir. En particular estos s´ımbolos o mensajes a detectar constituira´n cierta infor-
macio´n inmersa en la sen˜al de EEG que var´ıa segu´n sea el paradigma de comunicacio´n
pre-seleccionado. En las BCI del tipo reactivas, el usuario env´ıa los mensajes o comandos
a la computadora en respuesta a un est´ımulo emitido por la interfaz. La interfaz lue-
go “decide”que´ tipo de comando se ha emitido por el usuario detectando eventualmente
las modificaciones observables en la actividad cerebral (Clerc et al., 2016). En esta tesis
abordamos las BCI del tipo reactivas. A continuacio´n se describira´n brevemente las carac-
ter´ısticas de dos de los paradigmas, tambie´n llamados protocolos de comunicacio´n, ma´s
utilizados en BCI.
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BCI basadas en la onda P300
Cuando una persona recibe un est´ımulo externo (visual, auditivo o somatosensorial)
inesperado y lo suficientemente significativo para que le llame la atencio´n, se producira´ co-
mo respuesta a nivel de CNS un potencial denominado potencial evocado relacionado a
eventos (ERP, por sus siglas en ingle´s), el que puede ser considerado como el resultado
de la reorganizacio´n de las fases en la sen˜al de EEG en curso (Hillyard y Kutas, 1983).
Los ERPs pueden describirse y diferenciarse por sus ondas componentes, es decir por
la concatenacio´n de una serie de respuestas al correspondiente est´ımulo. La denominada
onda P300 es la componente ma´s prominente y se caracteriza por poseer latencia mayor
a 275 ms, polaridad positiva en los electrodos localizados en la l´ınea media de la corteza,
informacio´n frecuencial por debajo de los 12 Hz, y activaciones fuertemente observables
en las a´reas centrales y parietales del cerebro. La Figura 2.5 muestra la morfolog´ıa de un
ERP dadas sus ondas componentes. Si bien un ERP es una respuesta inconsciente, su
amplitud esta´ inversamente afectada por la probabilidad de ocurrencia (repetitividad) y
directamente relacionada con la relevancia del est´ımulo (Fabiani et al., 1987).
Figura 2.5: Sen˜al ERP con sus ondas componente. Notar que, por convencio´n, se adopta
polaridad positiva hacia abajo.
La onda P300 representa un tipo de sen˜al de entrada (marcador) muy utilizado en
las BCI exo´genas de tipo reactivas. Esto se debe a que: i) no se requiere entrenamiento
previo del sujeto; ii) es una sen˜al bien localizada en tiempo y de morfolog´ıa conocida;
y iii) el protocolo de comunicacio´n (paradigma) permite una estimacio´n ra´pida de dicha
onda haciendo posible la comunicacio´n. De hecho las BCI basadas en P300 pueden ser
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comandadas por el 90 % de las personas (Wolpaw y Wolpaw, 2012).
Donchin y Farwell en 1988 (Farwell y Donchin, 1988) propusieron el uso de una BCI
basada en la onda P300 como “pro´tesis mental” con el objetivo de deletrear palabras.
Los autores se basaron en el paradigma “de bicho raro”(oddball, en ingle´s) aplicado a
una matriz de 6 × 6 con caracteres alfanume´ricos. Durante el experimento, el sujeto es
posicionado en frente de un monitor que presenta dicha matriz. A modo de est´ımulo,
las filas y columnas de la matriz se iluminan o intensifican aleatoreamente. Dado que el
objetivo final es deletrear palabras, el sujeto debe concentrarse en un caracter a la vez.
Como labor mental debe contar la cantidad de veces que el caracter deseado es ilumina-
do. Si la persona esta´ debidamente concentrada, la iluminacio´n del caracter deseado se
transformara´ en un evento relevante y provocara´ un ERP como respuesta (Donchin et al.,
2000). En cada bloque de intensificacio´n, cada fila y cada columna son iluminadas so´lo
una vez. En consecuencia, hay 12 eventos posibles (6 filas y 6 columnas) de los cuales so´lo
2 son relevantes (poseen P300). El posterior ana´lisis de las sen˜ales permitira´ identificar el
caracter deseado como la interseccio´n entre la fila y la columna que provocan dos P300
consecutivos.
BCI basadas en ritmos sensoriomotores
En el caso de BCI endo´genas, los cambios en la actividad cerebral deben ser inducidos
por la misma persona, estando estos quiza´ determinados por una sen˜al visual. La estimu-
lacio´n sensorial, la ejecucio´n de movimientos as´ı como la imaginacio´n mental, producen
cambios en la conectividad funcional en la corteza sensoriomotora que resultan en una
disminucio´n o en un incremento en la sincronizacio´n de las neuronas, y consecuentemente,
una disminucio´n de la amplitud (potencia) en ciertas bandas frecuenciales. A estas mo-
dulaciones se las conoce como eventos relacionados a la sincronizacio´n y desincronizacio´n
de la actividad cerebral (ERS y ERD, por sus siglas en ingle´s, respectivamente) (Pfurts-
cheller y Aranibar, 1977). Existe una relacio´n inversa entre frecuencia y amplitud de la
sen˜al, esto se evidencia en que, por ejemplo, oscilaciones de unos 10 Hz comprometen ma´s
neuronas sincronizadas que oscilaciones de 40 Hz (Singer, 1993).
La realizacio´n de un movimiento corporal genera cambios en la actividad cerebral ob-
servables mediante EEG de superficie en la regio´n sensoriomotora. Dos segundos antes del
comienzo de un movimiento en el hemisferio contralateral se presenta una predominante
desincronizacio´n (patrones ERD) en las bandas mu (8-12 Hz) y beta (13-30) alcanzando
su ma´ximo bilateralmente con la ejecucio´n del movimiento. Patrones de sincronizacio´n
(ERS) alcanzan su ma´ximo una vez finalizado el movimiento y suelen ser predominantes
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en el lado ipsilateral (ver Figura 2.6). Asimismo tambie´n se ha observado un incremento
ra´pido y de corta duracio´n de la amplitud de los ritmos gamma (36-40 Hz) (Pfurtscheller
y Da Silva, 1999). Esta ocurrencia simulta´nea de patrones ERD y ERS se conoce como
ERD localizado/ERS circundante (Pfurtscheller y Neuper, 1997).
Figura 2.6: Patrones ERD/ERS observables antes, durante y despue´s de la ejecucio´n del
movimiento, analizado en diferentes ritmos frecuenciales (10-12 Hz, 14-18 Hz y 36-40 Hz).
La sen˜al de EMG marca el comienzo del movimiento. Electrodo de ana´lisis marcado en
negro.
Existen tres tipos de estados fundamentales de la actividad cerebral (Pfurtscheller,
2001):
1. estado de reposo o neutro: sin ningu´n procesamiento espec´ıfico de informacio´n sen-
sorial, motora o cognitiva;
2. estado activado: con procesamiento aumentado de informacio´n en un sistema es-
pec´ıfico, mayor excitabilidad de las neuronas corticales y caracterizado por un ERD;
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3. estado desactivado: con procesamiento de informacio´n reducido en un sistema es-
pec´ıfico, disminucio´n de la excitabilidad de las neuronas corticales y caracterizado
por un ERS en las bajas frecuencias.
Es bien sabido que mediante imaginer´ıa motora (MI, por sus siglas en ingle´s), es decir,
mediante la simulacio´n mental de la realizacio´n de ciertos movimientos, se producen mo-
dulaciones de menor amplitud en la actividad cerebral pero similares a las que se producen
durante la ejecucio´n del correspondiente movimiento. Asmismo, dado que la imaginacio´n
de diferentes partes del cuerpo produce patrones ERD/ERS con localizacio´n espacial bien
determinados (debido al homo´culo sensoriomotor descripto en la Figura 2.3), los ritmos
sensoriomotores (SMRs, por sus siglas en ingle´s) son muy utilizados como sen˜ales de en-
trada en BCIs basadas en MI (Pfurtscheller y Neuper, 2001), siendo actualmente una
te´cnica prometedora para terapias de rehabilitacio´n de pacientes con pe´rdida severa del
control voluntario de alguna de sus extremidades (Milla´n et al., 2010).
En BCI s´ıncronas basadas en MI suele utilizarse un protocolo esta´ndar de estimulacio´n
propuesto por el prestigioso grupo de investigacio´n de Graz, Austria (Pfurtscheller y
Neuper, 2001). Mediante este protocolo se le pide al sujeto que imagine mentalmente la
realizacio´n de ciertos movimientos por unos pocos segundos (entre tres y cuatro) luego de
la aparicio´n de una sen˜al visual. Imaginar un movimiento sin realmente ejecutarlo no es
una tarea mental trivial, y la estrategia cognitiva llevada a cabo por el sujeto puede ser
muy variable y dif´ıcil de caracterizar. Es por ello que en la pra´ctica deben adaptarse y
aprender tanto el sujeto como la BCI.
En la siguiente seccio´n se realiza una breve descripcio´n de las tareas involucradas en
la decodificacio´n de la actividad cerebral, eje central de esta tesis, as´ı como un ana´lisis
del estado del arte y los desaf´ıos actuales.
2.3. Detectando la actividad cerebral
El objetivo de los sistemas BCI basados en EEG, es identificar la actividad cerebral
asociada a diferentes comandos de control. Para ello es necesario que el algoritmo de
traduccio´n sea capaz de aprender caracter´ısticas en la sen˜al de EEG que sean propias
de la actividad cerebral asociada a una tarea espec´ıfica, y suficientemente distintas a la
actividad cerebral asociada a cualquier otro tipo de tarea. Desde el punto de vista de
aprendizaje maquinal, estamos ante un claro problema de reconocimiento de patrones.
En la Figura 1.1 se muestra esquema´ticamente una BCI como diagrama en bloques.
No´tese que luego del bloque de adquisicio´n, la sen˜al de EEG es generalmente tratada en
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estadios separados y diferentes con el objeto de optimizar la comunicacio´n. A continuacio´n
se realiza una breve descripcio´n de cada bloque desde el punto de vista del procesamiento
de sen˜ales.
2.3.1. Pre-procesamiento
El pre-procesamiento involucra la preparacio´n de los registros de EEG. En esta etapa se
suele filtrar y segmentar la sen˜al, decisiones que impactara´n directamente en el tratamiento
futuro de la sen˜al de EEG en los subsiguientes bloques. El filtrado y la segmentacio´n
temporal son utilizados para identificar y maximizar la informacio´n sobre ciertos rangos
de tiempo y frecuencia asociados con la actividad cerebral a reconocer.
Las sen˜ales de EEG adquiridas mediante un amplificador sin ningu´n tipo de procesa-
miento se denominan sen˜ales crudas de EEG. Estas sen˜ales son series temporales, una por
cada canal (electrodo), muestreadas a una cierta frecuencia pre-definida en el momento de
la adquisicio´n. El filtrado puede realizarse en el momento de la adquisicio´n o posterior a
este. En general, suele utilizarse un filtro pasa-banda aplicado a cada canal que elimine el
ruido de l´ınea u otros ruidos de alta frecuencia. Por otro lado, el proceso de segmentacio´n
extrae e´pocas o segmentos de EEG en una cierta ventana de tiempo, generalmente en la
proximidad del comienzo del est´ımulo visual externo. Estos segmentos, tambie´n denomi-
nados observaciones o realizaciones desde el punto de vista estad´ıstico, esta´n asociados a
un evento del protocolo, es decir a una clase del problema de reconocimiento de patrones
(Clerc et al., 2016).
La segmentacio´n resulta clave para el posterior procesamiento y clasificacio´n de la
sen˜al, ya que luego de esta etapa tenemos un conjunto de observaciones (datos) cuya
pertenencia a una de las clases del problema esta´ definida por un vector de etiquetas.
En este etapa tambie´n suelen removerse los artefactos de la sen˜al, producidos princi-
palmente por movimiento ocular, parpadeo y movimiento muscular de cejas y boca. Los
artefactos contaminan la sen˜al de EEG subyacente que uno espera elucidar para controlar
un dispositivo externo. Si bien el uso de esta´s te´cnicas puede mejorar el tratamiento futuro
de las sen˜ales de EEG, en este trabajo, bajo la premisa de construir me´todos que sean ro-
bustos al ruido, no se eliminara´n artefactos en la sen˜al mediante te´cnicas de procesamiento
de sen˜ales.
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2.3.2. Extraccio´n de caracter´ısticas
El objetivo de la etapa de extraccio´n de caracter´ısticas es, precisamente, identificar
de un conjunto de observaciones aquella informacio´n que es muy similar para una ca-
tegor´ıa, pero muy diferente para cualquier otra categor´ıa (Duda et al., 2012). Para un
sistema BCI se espera atribuir caracter´ısticas o valores a los registros de EEG que sean
representativos (discriminativos) para una clase y bien distintos con respecto a las otras
clases. Estas caracter´ısticas a aprender, claro esta´, dependera´n del problema a tratar y
las te´cnicas a utilizar deben tener en cuenta la naturaleza fisiolo´gica de la sen˜al utilizada
como marcador en la BCI. Tres fuentes principales de informacio´n pueden utilizarse para
extraer caracter´ısticas de la sen˜al de EEG (Clerc et al., 2016):
Informacio´n espacial: describe de do´nde (espacialmente) proviene la sen˜al relevante.
Informacio´n frecuencial: describe co´mo la potencia de la sen˜al de EEG var´ıa en
ciertas bandas de frecuencia espec´ıfica.
Informacio´n temporal: describe co´mo la sen˜al de EEG var´ıa a lo largo del tiempo.
En el caso de los ERPs, por ser sen˜ales bien localizados en el tiempo, resulta natural
utilizar la informacio´n temporal devenida por la variacio´n de la sen˜al a lo largo del tiempo.
Asimismo la informacio´n espacial puede introducirse mediante el uso de aquellos electro-
dos ubicados principalmente en los lo´bulos parietal y occipital, dado que es all´ı donde
precisamente ocurre la mayor manifestacio´n del P300, tal co´mo se menciono´ en 2.2.2. Las
caracter´ısticas de los ERPs suelen usualmente extraerse mediante tres simples pasos: i) fil-
trado pasa-banda entre 1-12 Hz., ii) submuestreo para reducir la dimensio´n del problema,
y iii) concatenacio´n de los canales para construir un u´nico vector de caracter´ısticas. Sin
una seleccio´n apropiada del mı´nimo nu´mero de canales y muestras temporales, esto puede
resultar en un problema de alta dimensionalidad cuyo tratamiento debe ser sobrellevado
por el mismo clasificador.
Por otro lado, si la BCI utiliza SMRs, la caracter´ıstica ma´s relevante a estudiar es la
potencia de la sen˜al de EEG en ciertas bandas frecuenciales (informacio´n frecuencial) y en
ciertas regiones cerebrales (informacio´n espacial). As´ı, un disen˜o ba´sico de BCI-basadas
en MI podr´ıa utilizar informacio´n espacial mediante la extraccio´n de caracter´ısticas de
electrodos ubicados en las a´reas motoras, esencialmente C3 y C4. Asimismo, podr´ıa uti-
lizar informacio´n espectral focaliza´ndose en los ritmos mu y beta al calcular la banda de
potencia en dichas frecuencias. Esto resulta en un vector de caracter´ısticas de tan so´lo
cuatro valores. Como desventaja, la informacio´n de unos pocos electrodos es utilizada en
bandas de frecuencia prefijadas.
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Ambos disen˜os presentan soluciones sencillas aunque altamente mejorables. Diferentes
me´todos de extraccio´n de caracteristicas se han propuesto, los cuales discutiremos en ma´s
detalles en los cap´ıtulos subsecuentes.
2.3.3. Seleccio´n de caracter´ısticas
La seleccio´n de caracter´ısticas es una etapa opcional que previene la acumulacio´n de
informacio´n irrelevante para describir la actividad de EEG relacionada a un comando es-
pec´ıfico. Demasiadas caracter´ısticas podr´ıan provocar una generalizacio´n pobre por parte
del clasificador, aumentar la complejidad computacional y requerir mayor cantidad de
patrones de entrenamiento para alcanzar un cierto desempen˜o. Para esta etapa suelen
utilizarse enfoques de Teor´ıa de la Informacio´n que aporten informacio´n cuantitativa so-
bre la relevancia de ciertas caracter´ısticas sobre otras, identificando aquellas con mayor
poder de discriminacio´n y descartando aquellas otras con poco o nulo aporte al problema
de clasificacio´n. Medidas de discrepancia entre distribuciones, informacio´n mutua, entre
otras, son las ma´s utilizadas.
En el marco de esta tesis nos focalizaremos en la utilizacio´n de informacio´n a-priori
de la discrepancia entre clases apoya´ndonos en Teor´ıa de la Informacio´n.
2.3.4. Clasificacio´n
La tarea del clasificador es transformar el conjunto de caracter´ısticas en un con-
junto de salidas de comandos de control. Desde el punto de vista de aprendizaje es-
tad´ıstico, un clasificador es una funcio´n f(x) : Rd → Y , la cual dada una observacio´n
x ∈ Rd predice el valor de la etiqueta y ∈ Y . Notar que el valor de y puede ser ca-
tego´rico o nominal. Las coordenadas o valores del vector x son las caracter´ısticas ex-
tra´ıdas de una observacio´n x, tal como se explico´ en la Seccio´n 2.3.2. En la pra´ctica, la
funcio´n f(·) es estimada dado un conjunto de n ejemplos (patrones) de entrenamiento
{X,y} = {(xi, yi),xi ∈ Rd, yi ∈ Y , i = 1, . . . , n}, y se espera que dado un conjunto de fu-
turas observaciones au´n no vistas (denominado patrones de testeo) sea capaz de predecir
correctamente la etiqueta de clase.
Cua´n exitosa sea la etapa de clasificacio´n esta´ determinado principalmente por tres
criterios: precisio´n, eficiencia computacional y complejidad. Un algoritmo de traduccio´n
eficiente debe ser capaz de obtener buenos resultados de clasificacio´n, poseer buena ve-
locidad de comunicacio´n y mı´nima complejidad de la solucio´n (Li et al., 2011a; Wolpaw
et al., 2002). Asimismo, para BCIs del tipo individuales, el modelo aprendido (algoritmo
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de traduccio´n) que comprende la extraccio´n, seleccio´n y clasificacio´n de caracter´ısticas,
debe ser capaz de seleccionar aquella informacio´n que mejor represente la intencio´n del
sujeto (sujeto-dependiente), mediante te´cnicas que sean capaces de adaptarse a los posi-
bles cambios de la sen˜al de EEG, para as´ı proveer salidas de control efectivas para ser
utilizadas en aplicaciones en tiempo real.
En esta tesis se persigue el objetivo de aliviar la tarea de clasificador buscando solu-
ciones que contemplen e integren la seleccio´n de caracter´ısticas basadas en informacio´n
discriminativa a-priori.
2.4. Estado del arte y desaf´ıos actuales
Las sen˜ales de EEG utilizadas en sistemas BCIs no invasivos fluctu´an fuertemente a
lo largo del tiempo (ver Seccio´n 2.2.1 para comprender que´ mide cada canal de EEG),
no so´lo entre diferentes sesiones y sujetos, sino tambie´n dentro de una misma sesio´n y
persona. Estas u´ltimas, denominadas variaciones intra-sujeto, suelen deberse tanto a fac-
tores te´cnicos, como la posicio´n e impedancia de los electrodos, como a factores humanos,
como la fatiga, disminucio´n de la motivacio´n o cambios f´ısicos, etc. Las variaciones entre
sujetos son au´n ma´s dif´ıciles de tratar, ya que tienen su origen en diferencias anato´micas,
funcionales y psicolo´gicas. Estas variabilidades en la sen˜al de EEG definen, claramente,
a la sen˜al de EEG como una sen˜al de tipo no-estacionaria (Shenoy et al., 2006). El nivel
de ruido es tambie´n un gran obsta´culo a superar. Los denominados artefactos de la sen˜al
pueden ser de tipo fisiolo´gico, co´mo la actividad muscular, movimiento de ojos y parpa-
deo, as´ı como no-fisiolo´gicos tal como el ruido de l´ınea (50 Hz). Sumado a esto, la sen˜al
de intere´s suele ser de unos pocos µV mientras que el EEG en curso puede llegar a valores
de mV , produciendo una muy baja relacio´n sen˜al-ruido (SNR, por sus siglas en ingle´s).
Asimismo los algoritmos de traduccio´n deben enfrentarse a la conocida “maldicio´n
de la dimensionalidad”. Por trabajar con sen˜ales temporales provenientes de un gran
nu´mero de canales, la dimensionalidad de los vectores es ma´s grande que la cantidad
total de observaciones (ver Subseccio´n 2.3.2). Dado que se recomienda entrenar con una
cantidad de observaciones que superen, en al menos, cinco a diez veces la dimensio´n de los
patrones por cada clase, y como, desafortunadamente, en los sistemas BCI la cantidad de
datos para entrenar suele ser limitada, estamos ante una clara “maldicio´n” (Lotte et al.,
2007).
Por los motivos expuestos, los sistemas BCI basados en te´cnicas de clasificacio´n tradi-
cionales, requieren de una larga sesio´n de calibracio´n para poder recolectar una cantidad
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de patrones lo suficientemente grande para entrenar el algoritmo de traduccio´n de manera
confiable (Zhang et al., 2013). A pesar de que estas sesiones resultan largas y demandantes
para el usuario, permiten, a su vez, que este sea capaz de familiarizarse con el sistema y
adquirir la experiencia necesaria para aprender a usar una BCI. Por lo tanto, al disen˜ar
una BCI debe balancearse la complejidad tecnolo´gica para interpretar la actividad cere-
bral con la cantidad de entrenamiento necesario para obtener una comunicacio´n exitosa
(Allison et al., 2012). Por este motivo y para aumentar la practicabilidad de los sistemas
BCI, construir un algoritmo de decodificacio´n en escenarios de entrenamiento pequen˜o
que sea lo suficientemente robusto, en el sentido de su capacidad de arrojar resultados si-
milares ante cambios en los datos, y lo suficientemente confiable, en el sentido de producir
los mismo niveles de clasificacio´n de manera repetitiva, es au´n un gran desaf´ıo.
Las te´cnicas actuales de decodificacio´n de la actividad cerebral suelen utilizar y mejo-
rar me´todos esta´ndar de aprendizaje maquinal (Lotte et al., 2007). La interdiciplinariedad
caracter´ıstica de las BCI ha llevado a que actualmente los me´todos de extraccio´n, selec-
cio´n y clasificacio´n de caracter´ısticas utilicen te´cnicas que han mostrado eficiencia en otras
aplicaciones de procesamiento de sen˜ales y reconocimiento de patrones. Los me´todos de
representacio´n ralas de sen˜ales han cobrado gran intere´s en los u´ltimos an˜os debido a sus
grandes avances tanto teo´ricos como pra´cticos en diversas aplicaciones (Huang y Aviyente,
2007; Li et al., 2014). Mediante soluciones basadas en representacio´n rala, la dimensionali-
dad de un problema puede ser reducida dra´sticamente a uno pocos coeficientes relevantes
distintos de cero, se puede aumentar la velocidad de computo y almacenamiento, as´ı como
obtener soluciones con mayor grado de generalizacio´n. Por otro lado, la incorporacio´n de
me´todos de regularizacio´n para mejorar las soluciones de problemas “mal condicionados”
ha sido tambie´n foco de atencio´n en los u´ltimos an˜os (Lotte et al., 2018; Tomioka y
Mu¨ller, 2010). Clasificadores basados en te´cnicas de regularizacio´n suelen proveer solucio-
nes ma´s robustas a valores at´ıpicos y con mejores propiedades de generalizacio´n, au´n en
escenarios poco favorables como lo son los de entrenamiento pequen˜o (pocos patrones de
entrenamiento de alta dimensionalidad).
La introduccio´n de informacio´n a-priori en el modelo discriminativo para guiar la
seleccio´n de las caracter´ısticas ma´s relevantes para la discriminacio´n de clases puede in-
volucrar la combinacio´n del conocimiento neurofisiolo´gico del problema y de informacio´n
acumulada en los datos mismos. Como se menciono´ en 2.3.3 medidas bien conocidas de
Teor´ıa de la Informacio´n pueden utilizarse para cuantificar dicha informacio´n. Adema´s,
es importante mencionar que el pre-procesamiento, la extraccio´n de caracter´ısticas y la
clasificacio´n no deben atacarse como problemas aislados, puesto que de este modo se ig-
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norar´ıa la interaccio´n entre dichos procesos, resultando en desempen˜os sub-o´ptimos (Mak
et al., 2011).
Finalmente, como se indica en (Wolpaw y Wolpaw, 2012) un sistema BCI ideal debe
ser seguro, asequible, estable, confiable, que no requiera de la asistencia permanente de
un te´cnico o investigador, que restaure la comunicacio´n a una velocidad “normal”, y que
sea este´ticamente aceptable. Varios de estos requerimientos implican ciertas exigencias en
el algoritmo de traduccio´n (tales como las mencionadas ma´s arriba), mientras que otras
esta´n directamente ligadas al sistema de medicio´n de la actividad cerebral. Uno de los
mayores desaf´ıos actuales en la comunidad de BCI es el de poder transferir las BCI ma´s
alla´ del a´mbito de la investigacio´n, de modo de poder acercar las BCI a sus usuarios
finales. Una de las principales limitaciones en este sentido se debe a los elevados costos
para acceder al equipamiento necesario para adquirir las sen˜ales de EEG (con una alta
relacio´n sen˜al-ruido), que sea transportable y fa´cil de usar.
Tal como se menciono´ en el cap´ıtulo introductorio, en esta tesis se han abordado varios
de estos desaf´ıos aqu´ı planteados, con el objetivo principal de desarrollar algoritmos de
traduccio´n que sean lo suficientemente confiables (precisio´n por encima del 70 % (Li et al.,
2011b)), robustos y veloces en la decodificacio´n de la intencio´n del usuario; para as´ı obtener
sistemas BCI que puedan luego trasladarse fa´cilmente a escenarios de la vida real

25
Cap´ıtulo 3
Datos reales: registros de EEG en
BCI
“Exist´ıan obsta´culos concretos, pero la vida consiste
precisamente en aceptar dichos obsta´culos.”
Franz Kafka, La metamorfosis
A lo largo de este trabajo diferentes base de datos se han utilizado para validar la
eficiencia de los me´todos propuestos, as´ı como para analizar las ventajas y desventajas de
los mismos en relacio´n a otros me´todos del estado del arte. Se han dividido y referenciado
las bases de datos segu´n sea el paradigma utilizado en la construccio´n de las mismas.
3.1. Base de datos de EEG bajo el paradigma P300
Las bases de datos utilizadas a lo largo de este trabajo para deteccio´n de ERPs, se han
seleccionado por ser bases de datos muy utilizadas en la literatura. Por otro lado, dado que
una de las base de datos cuenta con una gran cantidad de patrones adquiridos mediante
un nu´mero muy grande de electrodos para so´lo dos sujetos de experimentacio´n, mientras
que la otra posee registros de EEG de varios sujetos de experimentacio´n pero con una
menor cantidad de patrones y canales, es de intere´s analizar el comportamiento de los
algoritmos en estos dos bien diferenciados escenarios muestrales. Para la construccio´n de
ambas bases de datos, se ha utilizado el paradigma de “bicho raro” junto con la matriz de
Donchin y Farwell descripta en la Seccio´n 2.2.2. A continuacio´n se describen brevemente
ambas bases de datos.
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3.1.1. P300-1: Base de datos ERP-EEG del LINI-UAM, Me´xico
El conjunto de datos P300-1 esta conformado por una base de datos de acceso pu´blico
desarrollada por el “Laboratorio de Investigacio´n en Neuroimagenolog´ıa de la Universidad
Auto´noma Metropolitana”, Ciudad de Me´xico, Me´xico. Esta base de datos consiste en
registros de EEG de 25 sujetos sanos adquiridos mediante 10 electrodos (Fz, C3, Cz,
C4, P3, Pz, P4, PO7, PO8, y Oz) localizados segu´n el sistema internacional 10-20. Se
utilizo´ el amplificador gUSBamp (g.tec, Austria) con una frecuencia de muestreo de 256
Hz. Una matriz de 6×6 con caracteres alfanume´ricos fue utilizada durante el experimento
para deletrear palabras. Como est´ımulo visual, cada fila y cada columna de la matriz era
iluminada por un per´ıodo de 62.5 ms, con un intervalo inter-est´ımulo de 125 ms. Por cada
caracter a deletrear se repitio´ el bloque de estimulacio´n 15 veces (Ledesma-Ramirez et al.,
2010).
Cada sujeto participo´ en cuatro (4) sesiones, de las cuales las dos primeras eran de
deletreo dirigido, es decir, se le indico´ al sujeto que´ palabras deb´ıa deletrear. Dado que
estas sesiones poseen el valor verdadero del vector de etiquetas, nuestro conjunto de datos
P300-1 esta construido con registros de EEG provenientes de las dos primeras sesiones.
Cada sujeto debio´ deletrear en total 21 caracteres. Dado que de las 12 intensificaciones (6
filas y 6 columnas), so´lo dos provocan un evento relevante (ERP), y dado que cada bloque
de intensificacio´n fue repetido 15 veces, para cada sujeto de la base de datos P300-1 se
tiene un total de 21×12×15 = 3780 realizaciones de EEG, de las cuales so´lo 630 contienen
ERP (clase objetivo).
Como pre-procesamiento, las sen˜ales fueron filtradas entre 0,1 y 12 Hz mediante un
filtro de orden 4 Butterworth pasa-banda. Segmentos de EEG de 1000 ms fueron extra´ıdos
inmediatamente despue´s de la presentacio´n del est´ımulo. La dimensio´n final de los patrones
es 10× 256 = 2560.
3.1.2. P300-2: Base de datos II de la Competencia III de BCI
Esta base de datos, que denotaremos a lo largo del trabajo como P300-2, corresponde a
la base de datos II de la Competencia III de BCI1. Esta base de datos contiene registros de
EEG de dos sujetos sanos (A y B) muestreados a 240 Hz utilizando 64 canales localizados
segu´n el sistema 10-20. Los datos se encuentran divididos en entrenamiento y testeo, en
los cuales los sujetos deb´ıan deletrear 85 y 100 caracteres, respectivamente. Cada fila y
cada columna de la matriz de caracteres alfanume´ricos fue intensificada durante 100 ms
1http://www.bbci.de/competition/iii/
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con un tiempo inter-estimulo de 75 ms. Cada bloque de intensificacio´n fue repetido 15
veces (Blankertz et al., 2006).
A lo largo de esta tesis so´lo los datos de entrenamiento fueron utilizados para conformar
el conjunto de datos P300-2. Esta eleccio´n se debe a que estos registros contienen el valor
verdadero de las etiquetas y adema´s la cantidad de realizaciones es suficientemente grande
(85× 12× 15 = 15300, de las cuales so´lo 2550 contienen ERP).
Ide´ntico pre-procesamiento que para el conjunto de datos P300-1 fue realizado pa-
ra esta base de datos. Asimismo, para disminuir la dimensionalidad del los patrones, y
conociendo cuales son las a´reas cognitivas ma´s relevantes en la generacio´n del P300, se
seleccionaron 16 de los 64 canales (F3, Fz, F4, T7, C3, Cz, C4, T8, P7, P3, Pz, P4, P8,
PO7, PO8, y Oz) tal como en los trabajos (Zhang et al., 2014, 2013). En consecuencia, la
dimensio´n de cada realizacio´n es de 16× 240 = 3840.
3.2. Base de datos de EEG bajo el paradigma de MI
En este trabajo hemos utilizado tres bases de datos de EEG bajo el paradigma de
imaginer´ıa motora, dos de las cuales son bases de datos de acceso pu´blico de las Com-
petencias de BCI2, mientras que la tercera es una base de datos propia, adquirida por la
tesista durante su estancia doctoral en el “Rehabilitation Engineering Laboratory”, ETH,
Zurich, Suiza.
3.2.1. MI-1: Base de datos propia
Esta base de datos corresponde a los registros de 11 sujetos sanos sin experiencia
previa en BCI (3 mujeres, 4 de dominancia izquierda, edad promedio 25,45 ± 2,50 an˜os)
adquiridos en la primer sesio´n del experimento detallado en el Cap´ıtulo 7. Dichos expe-
rimentos fueron realizados por la tesista en el “Rehabilitation Engineering Laboratory”,
ETH, Zurich, Suiza. Las sen˜ales fueron adquiridas utilizando 64 electrodos superficiales
localizados en concordancia con el sistema internacional 10-20. Se utilizo´ como referencia
y tierra el electrodo CPz y AFz, respectivamente. Las sen˜ales fueron muestreadas a 512
Hz y filtradas entre 0,5 Hz y 40 Hz con un filtro de 3er orden Butterworth pasa-banda por
el software de adquisicio´n. Luego estas fueron submuestreadas a 128 Hz. Inspirado en el
uso de BCIs para rehabilitacio´n motora funcional, el protocolo involucraba dos tipos de
tareas: imaginacio´n del gesto de abrir y cerrar la mano dominante desde una perspecti-
2http://www.bbci.de/competition/
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va propia y sensorial (cineste´tica) y relajacio´n/no-movimiento. Para validar el protocolo,
electromiograf´ıa (EMG) de superficie de dos mu´sculos de la mano y de dos mu´sculos del
antebrazo fueron adquiridos en simulta´neo con el EEG (Noraxon TeleMyo DTS, Noraxon,
Estados Unidos).
La sesio´n estaba compuesta de cuatro rondas o corridas. Cada corrida de experimen-
tacio´n constaba de 20 repeticiones de imaginacio´n motora cineste´tica (de 4 s de duracio´n)
intercaladas aleatoriamente con 20 e´pocas de no imaginacio´n/relajacio´n por el mismo
per´ıodo de tiempo. En total, para cada sujeto se registraron 160 e´pocas de EEG (80 de
cada clase). La ma´xima contraccio´n voluntaria (MVC, por sus siglas en ingle´s), es decir
la ma´xima fuerza que una persona puede realizar en un ejercicio isome´trico espec´ıfico, fue
adquirida al comienzo de la sesio´n. El ana´lisis de la sen˜al de EMG mostro´ que uno de
los sujetos de esta base de datos conten´ıa un porcentaje muy grande de e´pocas de EEG
contaminadas por activad muscular. Por este motivo, dicho sujeto fue desestimado para
el ana´lisis de estos datos, quedando en total, registros de EEG de so´lo 10 sujetos sanos.
Ma´s detalles sobre este protocolo de estimulacio´n, el procesamiento de la sen˜al de
EMG y el registro de los datos, pueden encontrarse en el Cap´ıtulo 7.
3.2.2. MI-2: Base de datos IVa de la Competencia III de BCI
Este conjunto de datos esta´ conformado por la base de datos IVa de la Competencia
III de BCI realizada en 2006. Esta base de datos contiene registros de EEG de 5 sujetos
sanos (aa, al, av, aw, ay) adquirida mediante 118 electrodos ubicados segu´n el sistema
internacional 10-20 extendido. En el momento de la adquisicio´n las sen˜ales fueron filtradas
entre 0,05 y 200 Hz. Las sen˜ales registradas a 1000 Hz, fueron luego submuestreadas a
100 Hz. Cada sujeto realizo´ 280 repeticiones de imaginacio´n motora de su mano derecha y
de su pie derecho (140 para cada condicio´n). Las tareas de MI fueron indicadas mediante
sen˜ales visuales y deb´ıan realizarse por un per´ıodo de 3,5 s (Blankertz et al., 2006).
3.2.3. MI-3: Base de datos IIb de la Competencia IV de BCI
La base de datos IIb de la Competencia IV de BCI corresponde a registros de EEG
de 9 sujetos sanos de dominancia derecha de un estudio publicado en (Leeb et al., 2007).
Tres canales bipolares fueron registrados (C3, Cz y C4) con una frecuencia de muestreo
de 250 Hz. Cada sujeto se sometio´ a 5 sesiones. En cada sesio´n los sujetos deb´ıan realizar
MI de su mano izquierda o derecha por un periodo de 4,5 s.
Nuestro conjunto de datos, denominado como MI-3, esta´ conformado por los datos
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correspondientes a la tercera sesio´n (B0103T, B0203T,..., B0903T), tal como en (Thomas
et al., 2009; Zhang et al., 2015b). Este conjunto de datos contiene 160 realizaciones de
EEG (80 para cada clase de MI) por sujeto.
Es importante mencionar que para las bases de datos bajo el paradigma MI las clases
se encuentran balanceadas, es decir la cantidad de patrones provenientes de cada clase es
la misma; mientras que para las bases de datos que involucran el paradigma basado en
P300, el desbalance entre clases es muy grande, teniendo sen˜ales de EEG sin P300 (clase
no-objetivo) y sen˜ales de EEG con P300 (clase objetivo) en una relacio´n 10/2.
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Cap´ıtulo 4
Discriminacio´n rala y regularizacio´n
con penalizantes mixtos
“Pensar es olvidar diferencias, es generalizar, abstraer.”
Jorge Luis Borges, Funes el memorioso.
En este cap´ıtulo presentaremos el me´todo principal desarrollado en esta tesis. Dicho
me´todo, en el cua´l hacemos uso de regularizacio´n con penalizantes mixtos, nace luego
de un ana´lisis del estado del arte tanto en el a´rea de BCI como en el de estad´ıstica
aplicada. Presentaremos primero una breve revisio´n de los antecesores del me´todo, para
luego introducir los formalismos e implementaciones del mismo.
4.1. Ana´lisis discriminante lineal: su concepcio´n y
evolucio´n
El ana´lisis discriminante lineal (LDA, por sus siglas en ingle´s) es una herramienta muy
utilizada en diferentes a´reas para reduccio´n de dimensionalidad y clasificacio´n. Su popular
uso se debe principalmente a que otorga soluciones robustas, es sencillo de implementar
y tiene bajo costo computacional (Clemmensen et al., 2012).
Sean W1, . . . ,WK vectores aleatorios p-dimensionales cuyas distribuciones caracteri-
zan un´ıvocamente a cada una de las K clases de un cierto problema de clasificacio´n. Sean
adema´s Xn×p, y ∈ Rn, tales que cada una de las filas de X es una realizacio´n de uno y so´lo
uno de los vectores aleatorios antes mencionados y yi = k, si y so´lo si la i-e´sima fila de X
proviene de una realizacio´n de Wk (es decir k es la clase a la que “pertenece” la i-e´sima
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fila de X). Nos referiremos a la matriz X como “matriz de datos”, conformada por n
“observaciones” xi y al vector y ∈ {1, 2, . . . , K}n como el vector de etiquetas catego´ricas.
En problemas de clasificacio´n el objetivo general es estimar el vector de etiquetas y a
partir de X. El me´todo LDA genera una transformacio´n lineal β ∈ Rp×q que mapea las
observaciones xi de Rp en Rq, donde q < K. Para hallar β se deben calcular la matriz
de covarianza intra-clases, la matriz de covarianza entre-clases y la matriz de covarianza
total, definidas respectivamente por:
Σw =
1
n
K∑
k=1
∑
i∈Ik
(xi − µk)(xi − µk)T , (4.1)
Σb =
1
n
K∑
k=1
nk(µk − µ)(µk − µ)T , (4.2)
Σt =
1
n
n∑
i=1
(xi − µ)(xi − µ)T , (4.3)
donde Ik y nk denotan el conjunto de ı´ndices y la cantidad de patrones pertenecientes a
la k-e´sima clase, µk=˙
1
nk
∑
i∈Ik xi es la media de la clase k y µ=˙
1
n
∑K
k=1 nkµk es la media
comu´n a todas las clases. Notar que Σt = Σw + Σb.
La transformacio´n β busca simulta´neamente maximizar Σb y minimizar Σw, que equi-
vale a simulta´neamente maximizar Σb y minimizar Σt, es decir:
β = arg ma´x
β∈Rp×q
(βTΣbβ)(β
TΣtβ)
−1. (4.4)
Dado que Σb tiene como ma´ximo rango K−1, hay a lo sumo K−1 soluciones no trivia-
les para el problema (4.4), y por lo tanto habra´n a lo sumo K−1 vectores discriminativos.
Estos vectores son precisamente las direcciones sobre las cuales los datos presentan ma´xi-
ma covarianza entre-clase en relacio´n a su covarianza intra-clase. Usualmente se calculan
q = K − 1 vectores solucio´n.
Cuando la cantidad de observaciones es menor a la dimensio´n de las mismas (n < p),
la matriz Σt resulta generalmente mal condicionada, lo que produce una mala estimacio´n
de β y, consecuentemente, una deficiente clasificacio´n.
En el caso particular K = 2 la solucio´n de (4.4) tiene la siguiente forma expl´ıcita:
β = Σ−1t (µ1 − µ2). (4.5)
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En este caso estamos en presencia del conocido Ana´lisis Discriminante Lineal de Fisher
(FLDA, por sus siglas en ingle´s) el que puede formularse como un problema de regresio´n
lineal (Duda et al., 2012; Mika, 2002), (ver demostracio´n en Anexo A.1).
Varios autores (e.g. (Hastie et al., 1994), (Ye, 2007), (Hastie et al., 2009), como para
nombrar algunos) han extendido esta formulacio´n para problemas multiclase, en los que se
ha demostrado una estrecha relacio´n entre LDA y regresio´n multivariada. En particular,
en 1998 Hastie et. al (Hastie et al., 1994) introducen una formulacio´n no-lineal (ma´s
flexible) del ana´lisis discriminante al que denominan “puntaje o´ptimo”(optimal scoring,
en ingle´s), el cual describiremos brevemente a continuacio´n.
Sea X como antes y Y una matriz de n × K de variables binarias, donde Yij es
un indicador de si la observacio´n i-e´sima pertenece a la clase j-e´sima. Definimos Θ =
[θ1, . . . ,θq] ∈ RK×q, donde los θj se obtienen recursivamente para j = 1, 2, . . . , q, como
la solucio´n del problema de optimal scoring :
(
βj,θj
)
= arg mı´n
β∈Rp,θ∈RK
‖Yθ −Xβ‖22,
s.a
1
n
θTYTYθ = 1, θTYTYθl = 0 ∀l = 1, 2, . . . , j − 1. (4.6)
Para j = 1 la condicio´n de ortogonalidad en (4.6), la cual se impone a los efectos de
evitar soluciones triviales, desaparece. Detalles de la implementacio´n computacional para
resolver (4.6) pueden encontrarse en (Hastie et al., 1994).
Nos referiremos a cada θj como un vector de “puntajes”. Observar que θj es el vector en
RK para el cual la transformacio´n Y → Yθj resulta o´ptima para el problema de mı´nimos
cuadrados impl´ıcitamente definido en (4.6). Es precisamente este mapeo, Y → Yθj, el que
introduce mayor flexibilidad al ana´lisis discriminante, puesto que transforma una matriz
binaria en una matriz con componentes reales arbitrarios.
En 2011, Clemmensen et. al (Clemmensen et al., 2012) proponen una versio´n regu-
larizada del problema de optimal scoring llamado ana´lisis discriminante ralo (SDA, por
sus siglas en ingle´s) mediante la adicio´n de dos te´rminos de penalizacio´n en (4.6), lo que
permite incluir variables correlacionadas e inducir raleza en la solucio´n. Ma´s precisamen-
te, el problema SDA consiste en resolver recursivamente para j = 1, 2, . . . , q, el siguiente
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problema:
(
βj,θj
)
= arg mı´n
β∈Rp,θ∈RK
{‖Yθ −Xβ‖22 + λ1‖β‖1 + λ2‖β‖22},
s.a
1
n
θTYTYθ = 1, θTYTYθl = 0 ∀l = 1, 2, . . . , j − 1, (4.7)
donde λ1 y λ2 son para´metros positivos prefijados denominados para´metros de regulariza-
cio´n que controlan el grado de penalizacio´n. Ma´s adelante analizaremos formas apropiadas
para la seleccio´n de estos para´metros.
El problema (4.7) se resuelve de manera iterativa y alternada hasta satisfacer algu´n
criterio de convergencia. Primero fijamos θj y optimizamos con respecto a βj y luego
optimizamos θj con βj fijo, es decir, se iteran hasta alcanzar algu´n criterio de convergencia
los siguientes dos pasos:
1. Para θj fijo, resolver:
βj = arg mı´n
β∈Rp
{‖Yθj −Xβ‖22 + λ1‖β‖1 + λ2‖β‖22}. (4.8)
2. Para βj fijo, resolver:
θj = arg mı´n
θ∈RK
‖Yθ −Xβj‖22,
s.a
1
n
θTYTYθ = 1, θTYTYθl = 0 ∀l = 1, 2, . . . , j − 1.
Para ma´s detalles sobre la implementacio´n ver (Clemmensen et al., 2012; Sjo¨strand et al.,
2012).
La solucio´n del problema (4.7), tal como en LDA, genera q direcciones discriminativas,
β1,β2, ...,βq, sobre las cuales las clases de la matriz de datos proyectados
(
Xβ1 Xβ2 . . . Xβq
) ∈
Rn×q pueden ser bien distinguidas mediante un sencillo clasificador lineal.
El problema planteado en (4.8), conocido como “red ela´stica”(Elastic-Net, ENET, por
sus siglas en ingle´s) (Zou y Hastie, 2005), es similar al operador de mı´nima reduccio´n
y seleccio´n absoluta (LASSO, por sus siglas en ingle´s) (Tibshirani, 1996), ya que no
so´lo realiza seleccio´n rala de variables, sino que adema´s permite la seleccio´n de variables
correlacionadas (debido al te´rmino de penalizacio´n en la norma `2).
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4.2. Ana´lisis discriminante lineal ralo generalizado
Existe una gran variedad de posibles me´todos para resolver problemas de clasificacio´n.
Cada uno de estos me´todos requiere del cumplimiento de ciertas hipo´tesis, cuyo cumpli-
miento debe verificarse a partir de los datos disponibles. Es razonable suponer que cuanto
ma´s informacio´n a-priori pueda ser incorporada (de manera apropiada) en un me´todo de
clasificacio´n, ma´s eficiente sera´ la discriminacio´n entre clases. Por lo tanto, es importan-
te tratar de extraer la mayor cantidad de informacio´n contenida en los datos sobre el
problema a atacar.
Sean X, Y, βj, θj, λ1 y λ2 como antes, y sean D1 y D2 matrices diagonales definidas
positiva de dimensio´n p × p que cuantifican apropiadamente la diferencia entre clases.
El me´todo, denominado ana´lisis discriminante ralo generalizado (GSDA, por sus siglas
en ingle´s), consiste en resolver para K = 2 el siguiente problema de regularizacio´n con
restricciones: (
βˆ, θˆ
)
= arg mı´n
β∈Rp,θ∈RK
{‖Yθ −Xβ‖22 + λ1‖D1β‖1 + λ2‖D2β‖22},
s.a
1
n
θTYTYθ = 1, (4.9)
Al igual que antes, el problema (4.9) se resuelve de manera iterativa y alternada, es
decir:
1. Dado θ, solucio´n de (4.11), resolver:
βˆ = arg mı´n
β∈Rp
{‖Yθ −Xβ‖22 + λ1‖D1β‖1 + λ2‖D2β‖22}. (4.10)
2. Dado, β solucio´n de (4.10), resolver:
θˆ = arg mı´n
θ∈R2
‖Yθ −Xβ‖22 s.a
1
n
θTYTYθ = 1. (4.11)
El vector βˆ, obtenido como solucio´n de (4.9), hereda las propiedades de raleza e inclu-
sio´n de variables correlacionadas de SDA y, adema´s, contiene informacio´n discriminativa
en cada p-e´sima muestra con el objeto de mejorar la separabilidad entre clases. Como
antes, la clasificacio´n se realiza sobre la matriz Xβˆ de dimensio´n n× 1.
A continuacio´n presentaremos formas para construir apropiadamente las matrices D1
y D2 de modo que las mismas incluyan informacio´n discriminativa entre clases.
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Matrices de anisotrop´ıa
Una manera de incluir informacio´n discriminativa en las matrices de anisotrop´ıa D1
y D2 es mediante alguna cuantificacio´n de la diferencia entre las distribuciones de proba-
bilidad entre clases. Si bien existe una gran variedad de “me´tricas” para comparar dis-
tribuciones de probabilidad (Basseville, 1989), aqu´ı utilizaremos la conocida divergencia
de Kullback-Leibler. La decisio´n de utilizar esta me´trica no so´lo se debe a sus propieda-
des matema´ticas, sino tambie´n a su popular uso para la seleccio´n de caracter´ısticas en
problemas de clasificacio´n en diferentes aplicaciones (Gersch et al., 1979; Gupta et al.,
2009; Moreno et al., 2003). En el Cap´ıtulo 5 se analizara´ el impacto de utilizar diferentes
me´tricas.
Sea N una variable aleatoria discreta definida en el espacio discreto N y sean f1(n)
y f2(n), n ∈ N , dos funciones de probabilidad. Luego, la divergencia de Kullback-Leibler
(KLD, por sus siglas en ingle´s) de f1 relativa a f2 esta´ definida como:
dKL(f1||f2)=˙
∑
n∈N
f1(n) log
(
f1(n)
f2(n)
)
, (4.12)
con la convencio´n 0. log 0=˙0. Si bien dKL(f1||f2) mide la discrepancia entre f1 y f2, no es
una distancia en el sentido matema´tico estricto, ya que no es sime´trica y no satisface la
desigualdad triangular. En este contexto es preferible contar con una medida sime´trica,
tal como la divergencia-J, la que se define como:
dJ(f1, f2)=˙
dKL(f1||f2) + dKL(f2||f1)
2
. (4.13)
Denotemos ahora con f ik(·) a la funcio´n de probabilidad de la clase k en la caracter´ıstica
i, con k = 1, 2 y i = 1, 2, . . . , p. Definimos entonces la divergencia-J en la caracter´ıstica i
como
dJ(i)=˙dJ
(
f i1, f
i
2
)
. (4.14)
Esta funcio´n as´ı definida cuantifica la discrepancia entre dos clases en la caracter´ıstica
i. Un valor de dJ(i) cercano a cero significa que en la i-e´sima caracter´ıstica hay poca o
nula informacio´n de discriminacio´n entre clases, mientras que un valor grande de dJ(i)
implica que la caracter´ıstica i contiene informacio´n relevante sobre la discrepancia entre
clases. Por lo tanto, dado que ser´ıa sumamente deseado poder resaltar (y seleccionar)
aquellas caracter´ısticas que sean relevantes en la clasificacio´n y evitar la seleccio´n de
aquellas caracter´ısticas no discriminativas, las matrices D1 y D2 se definen de la siguiente
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manera:
D1
.
= diag (1− αi + αici) ,
D2
.
= diag(ci),
donde
ci
.
=
(∏p
j=1 dJ(j)
)1/p
dJ(i)
, αi
.
=
ma´x{cj}pj=1 − ci
ma´x{cj}pj=1 −mı´n{cj}pj=1
, i = 1, . . . , p.
Notar que con D1 y D2 as´ı definidas, ci es grande cuando dJ(i) es chico, y vice-versa. El
para´metro αi (0 ≤ αi ≤ 1, ∀i = 1, . . . , p) pesa la informacio´n de KLD proporcionalmente
a su relevancia. De esta manera αi = 1 si dJ(i) = ma´x{dJ(j)}pj=1 y αi = 0 si dJ(i) =
mı´n{dJ(j)}pj=1. Notar que si existe i0, 1 ≤ i0 ≤ p, tal que dJ(i0) = 0, entonces la definicio´n
formal de las matrices D1 y D2 carece de sentido. Esta situacio´n, de todos modos, puede
ser fa´cilmente sobrellevada reemplazando dJ(i0) por dJ(i0) + , con  ' 0 pequen˜o.
Implementacio´n computacional
Para implementar GSDA, se utilizo´ como base el algoritmo SDA original propuesto
en (Clemmensen et al., 2012). Por lo tanto, GSDA es ba´sicamente resuelto en dos pasos.
El primer paso requiere resolver (4.10), que es una generalizacio´n del problema ENET
(Mouret et al., 2013). El segundo paso consiste en actualizar el vector de puntajes θ
resolviendo (4.11).
Para resolver el primer paso, podemos re-formular (4.10) como un problema de mı´ni-
mos cuadrados de tipo LASSO. Para ello definimos,
X˜
.
=
(
X√
λ2 D2
)
(n+p)×p
, Y˜
.
=
(
Yθ
0p×1
)
(n+p)×1
,
y el problema de ENET generalizado (4.10) puede entonces re-escribirse como:
βˆ = arg mı´n
β∈Rp
{‖Y˜ − X˜β‖22 + λ1‖D1β‖1}, (4.15)
el cual es conocido como LASSO generalizado (Tibshirani y Taylor, 2011). Si D1 es in-
vertible, la solucio´n de (4.15) puede expl´ıcitamente calcularse como βˆ = D−11 αˆ, donde αˆ
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es la solucio´n de:
αˆ = arg mı´n
α∈Rp
{‖Y˜ − X˜D−11 α‖22 + λ1‖α‖1}. (4.16)
De esta manera con la ecuacio´n hallada en (4.16), podemos utilizar el conocido al-
goritmo LARS-EN (Zou y Hastie, 2005) en la resolucio´n de (4.10). Este algoritmo es un
me´todo iterativo que selecciona en cada paso aquella variable que este´ ma´s correlacionada
con el residuo, hasta alcanzar algu´n criterio de parada. Tiene la ventaja de ser compu-
tacionalmente tan costoso como un simple LSR. Para la implementacio´n de GSDA, hemos
utilizado y modificado el algoritmo LARS-EN descripto en (Sjo¨strand et al., 2012). Ma´s
detalles sobre la implementacio´n de GSDA se presentan en la siguiente subseccio´n.
Seleccio´n de los para´metros de regularizacio´n
Es claro que la eleccio´n de los para´metros de regularizacio´n es clave para obtener la
mejor solucio´n posible del problema (4.9). El criterio de la Curva-L (Hansen, 1992) es una
te´cnica popular para la eleccio´n de para´metros de regularizacio´n dado que no requiere de
ningu´n conocimiento a-priori de la norma del error. La Curva-L es una gra´fica de tipo
log-log de la norma del residuo en funcio´n de la norma de la solucio´n. De esta manera, la
Curva-L muestra el compromiso entre la minimizacio´n de estas dos cantidades. Se sabe
que el ve´rtice o esquina de la Curva-L corresponde al punto donde la regularizacio´n y el
error se encuentran balanceados. Este punto se define como aquel de ma´xima curvatura
y como se muestra en (Belge et al., 1998) coincide con el mı´nimo del residuo. El me´todo
originalmente fue disen˜ado para encontrar el para´metro de regularizacio´n para problemas
de regularizacio´n de tipo Tikhonov-Phillips (Hansen, 1992).
En (Belge et al., 1998) se propone extender el me´todo de la Curva-L para la selec-
cio´n simulta´nea de para´metros de regularizacio´n en problemas de regularizacio´n mix-
ta. Este me´todo es denominado Hipersuperficie-L. En el contexto de GSDA formalizado
en (4.9) o ma´s precisamente en el contexto del problema ENET generalizado (4.10),
la hipersuperficie-L se define como S(λ)
.
= {(x1(λ), x2(λ), z(λ)) : λ ∈ R2+}, donde
x1(λ)
.
= log ‖D1β(λ)‖1, x2(λ) .= log ‖D2β(λ)‖22 y z(λ)=˙ log ‖y − Xβ(λ)‖22. Luego, el
vector o´ptimo de para´metros de regularizacio´n esta´ definido por λˆ=˙ arg mı´nλ∈RM+ z(λ).
A pesar de que ENET generalizado esta´ definido mediante el uso de (λ1, λ2), este no
es la u´nica opcio´n para la seleccio´n de los para´metros de ajuste (Zou y Hastie, 2005).
Dada la existente relacio´n entre LASSO y ENET demostrada en (4.16), se puede utilizar
la fraccio´n de la norma-`1 (t =
‖β‖1
ma´x ‖β‖1 ∈ [0, 1]) como opcio´n para λ1 o la cantidad de
elementos distintos de cero de la solucio´n (|β|). Asimismo, dado que LARS-EN es un
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algoritmo iterativo, la cantidad de pasos (κ) tambie´n puede ser utilizada como para´metro
de ajuste en lugar de λ1. En este trabajo elegimos como par de para´metros de ajuste a
(λ2, κ), es decir, λ=˙ (λ2, κ). Mediante la definicio´n z(λ)
.
= ‖Yθ −Xβ(λ)‖22, y dado que
los puntos donde la curvatura de la superficie es ma´xima coinciden con los puntos donde
la superficie del error es mı´nima (Belge et al., 1998), el vector de para´metros o´ptimos
λ∗ fue seleccionado como aquel que minimiza la norma residual. El algoritmo de GSDA,
junto con la seleccio´n automa´tica de para´metros, se describe en Algoritmo 1. El paquete
de funciones del algoritmo GSDA es de co´digo abierto y de libre acceso, disponible en
https://github.com/vpeterson/gsda.
4.3. Experimentos y resultados
Para analizar el efecto de la incorporacio´n de la informacio´n a-priori en el problema de
minimizacio´n con penalizacio´n mixta es necesario comparar el desempen˜o obtenido por
el me´todo propuesto GSDA versus el me´todo original SDA. Para dicha comparacio´n se
utilizaron las bases de datos P300-1 y P300-2 descriptas en el Cap´ıtulo 3, subsecciones
3.1.1 y 3.1.2, respectivamente. Estas bases de datos corresponden a 3780 e´pocas de EEG
(630 con P300, 3150 sin P300) de dimensio´n 2560, y a 15300 e´pocas (2550 con P300, 12750
sin P300) de dimensio´n 3840, respectivamente. Notar que n > p.
4.3.1. KLD y matrices de anisotrop´ıa
Un ana´lisis de la divergencia-J como funcio´n de la informacio´n espacial (canales) y
la informacio´n temporal (muestras temporales) nos permite detectar cua´les son aquellas
caracter´ısticas ma´s discriminativas en cada canal e instante de tiempo. La Figura 4.1
presenta tres gra´ficas en el plano tiempo-canal a modo ilustrativo para los sujetos 1 y
14 de P300-1, y para ambos sujetos (A y B) de la P300-2. Estas gra´ficas muestran la
informacio´n sobre los valores de KLD y de las matrices D1 y D2 construidas en funcio´n
de KLD.
Las gra´ficas de KLD en la Figura 4.1, indican que la mayor cantidad de la informacio´n
discriminativa esta´ localizada en una ventana de tiempo entre 250 y 500 ms, lo cua´l
concuerda con la latencia de la onda P300 (ver Cap´ıtulo 1, Seccio´n 2.2.2). Por otro lado,
se puede observar, y con mayor grado en los sujetos de P300-2, que hay canales que
aparentemente no contribuyen a la separacio´n entre clases. En el caso del Sujeto-14 de
P300-1, la gra´fica de KLD aparenta no tener una regio´n discriminativa clara y precisa
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Algorithm 1 GSDA con seleccio´n automa´tica de para´metros
Inputs: X, Y , D1, D2, Λ2 =
{
λ
(1)
2 , . . . , λ
(d)
2
}
.
1: Definir pi
.
= 1nY
TY, K = 2
2: Inicializacio´n: θ = eye(K, 1).
3: while hasta alcanzar algu´n criterio de parada do
4: for i = 1, . . . , d do
5: Re-definicio´n de las variables:
X˜ =
(
X√
λ
(i)
2 D2
)
(n+p)×p
, Y˜ =
(
Yθ
0p×1
)
(n+p)×1
6: Resolver el problema ENET generalizado:
(A, κ) = LARSEN(X˜D−11 , Y˜), B = D
−1
1 A
7: Hallar el residuo:
R(λ2, 1 : κ) = ‖Yθ −XBj‖22
8: Guardar la solucio´n:
Ball(λ2, 1 : κ, :) = B
9: end for
10: Seleccionar la direccio´n o´ptima:
(λˆ2, κˆ) = arg mı´n
λ2,κ
R(λ2, κ)
β = Ball(λˆ2, κˆ, :)
11: Actualizar θ:
θ˜ = (I− θθTpi)pi−1YTXβ, θ = θ˜√
θ˜
T
piθ˜
12: end while
Outputs: : θ, β
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(a) Sujeto 1 y 14 de la P300-1
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(b) Sujeto A y B de la P300-2
Figura 4.1: Divergencia-J (KLD) y matrices de anisotrop´ıa (D1 y D2) para diferentes
sujetos de las bases de datos P300-1 y P300-2.
asociada al P300. No´tese tambie´n co´mo en las gra´ficas de D1 y D2 no se penalizan
aquellos puntos en lo que KLD es grande.
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4.3.2. Desempen˜o de GSDA vs. SDA
Resultados de clasificacio´n
Para la implementacio´n nume´rica de SDA (D1 = D2 = I) y de nuestro me´todo GSDA,
se utilizo´ el algoritmo LARS-EN modificado tal como de describio´ en Algoritmo 1. Se
hizo variar al para´metro λ2 entre 10
−6 y 10−1 en escala logar´ıtmica. Para poder comparar
SDA y GSDA bajo la misma condicio´n de parada, se fijo´ la cota superior de la norma `1
para P300-1 y P300-2 igual a 10 % y 20 % de la dimensio´n original de los patrones (p),
respectivamente.
Los experimentos fueron realizados utilizando validacio´n cruzada de 3 particiones fija,
es decir los me´todos fueron siempre evaluados considerando la misma particio´n de datos
en cada sujeto. En cada particio´n la informacio´n a-priori medida por la divergencia-J
(4.14) fue estimada en los datos de entrenamiento (ver Figura 4.1). El vector solucio´n βˆ
hallado tanto para SDA o GSDA era luego utilizado para proyectar la matriz de datos
de entrenamiento, en el cual un simple clasificador lineal (LDA) puede luego construirse.
El desempen˜o de clasificacio´n alcanzado por cada me´todo fue evaluado mediante el a´rea
bajo la curva ROC (AUC, por sus siglas en ingle´s) (Bradley, 1997), dada su ventaja en el
ana´lisis de problemas de clases fuertemente desbalanceados (Fawcett, 2006). El ana´lisis de
significancia estad´ıstica de los resultados de clasificacio´n arrojados por cada me´todo fue
realizado mediante ANOVA un factor con bloques aleatorizados, con nivel de significancia
α = 0,05.
Los resultados de clasificacio´n de SDA y GSDA para la base de datos P300-1 y P300-2,
se muestran en la Figura 4.2 y la Tabla 4.1, respectivamente.
Tabla 4.1: Promedio y desv´ıo esta´ndar de los valores del a´rea bajo la curva ROC (AUC)
alcanzados por SDA y GSDA en los datos de testeo para la base de datos P300-2 evaluada
mediante validacio´n cruzada de 3 particiones.
SDA GSDA
Sujeto A 0,7547 (± 0,0087) 0,7551 (± 0,0098)
Sujeto B 0,8418 (± 0,0041) 0,8490 (± 0,0024)
Promedio 0,7982 (± 0,0033) 0,8020 (± 0,0053)
Tal como se puede ver en la Figura 4.2 y en la Tabla 4.1, GSDA supera a SDA para
ambos sujetos de la base de datos P300-2 y para todos los sujetos salvo uno de los 25
sujetos de la base de datos P300-1. Estos resultados muestran que la apropiada inclusio´n
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Figura 4.2: Valores del a´rea bajo la curva ROC (AUC) alcanzados en los datos de testeo al
utilizar SDA y GSDA para la base de datos P300-1 evaluada mediante validacio´n cruzada
de 3 particiones. Para cada sujeto, las barras y las l´ıneas negras representan el promedio
y el desv´ıo esta´ndar, respectivamente, de los valores de AUC en las tres particiones. La
u´ltima columna corresponde al promedio del desempen˜o de todos los sujetos. Aqu´ı “∗∗”
indica que GSDA>SDA con p-valor< 0,05.
de la informacio´n discriminativa a-priori en el modelo puede influenciar positivamente
los resultados de clasificacio´n. En el caso del Sujeto-14 de P300-1, la inclusio´n de la
informacio´n KLD impacta negativamente en el desempen˜o de clasificacio´n. Esto puede
deberse, tal como se discutio´ en 4.3.2, a que aparentemente la informacio´n discriminativa
para este sujeto no se presenta en una regio´n localizada asociada al P300, haciendo que
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la informacio´n introducida en el modelo pueda quiza´ deberse a ruido, lo cual resulta en
u´ltima instancia perjudicial para la clasificacio´n.
Ana´lisis de la raleza de la solucio´n
Una solucio´n con mayor grado de raleza es una solucio´n con mayor grado de robustez.
Si este grado de raleza esta´ acompan˜ado en una mejora en los resultados de clasificacio´n,
entonces la herramienta de seleccio´n de caracter´ısticas utilizada en el modelo resulta o´pti-
ma. Para ello, se estudio´ el nu´mero final de variables distintas de cero del vector solucio´n
respecto a la dimensio´n original de los patrones para ambos me´todos ( |βˆ|
p
%). Para la base
de datos P300-1, se encontro´ que, en promedio, este porcentaje era de alrededor del 14 %
y 6 %, para SDA y GSDA, respectivamente. Para la base de datos P300-2, estos valores
fueron del 24 % y 5 %, respectivamente. Estos resultados muestran que GSDA no so´lo
mejora la clasificacio´n de SDA sino que adema´s requiere de menos del 6 % de la dimen-
sio´n original de los patrones para alcanzar dicho desempen˜o, resultando en soluciones ma´s
robustas y confiables.
Costo computacional
El costo computacional asociado a la cantidad de iteraciones requeridas por cada
me´todo hasta hallar el vector solucio´n βˆ fue tambie´n analizado. La Figura 4.3 muestra para
cada base de datos, el promedio de la cantidad de iteraciones finales requeridas por cada
me´todo hasta encontrar el vector solucio´n. Como se puede observar, nuestro me´todo GSDA
converge en un menor nu´mero de iteraciones en comparacio´n con las requeridas por SDA.
Esto, consecuentemente, se traduce en una disminucio´n de los tiempos computacionales.
En nuestros experimentos (MATLABr, PC Intelr CoreTM i7-6700K CPU @ 4.00GHz
× 8 con 32GB de memoria), encontramos que cuando se utiliza GSDA el tiempo de
corrida del algoritmo fue disminuido en promedio en ma´s de un 2,9 % y en ma´s de un
9,4 % comparado con SDA para la base de datos P300-1 y P300-2, respectivamente. Estos
resultados muestran que la penalizacio´n mediante la informacio´n KLD “gu´ıa” mejor al
algoritmo a su convergencia al evitar la seleccio´n de aquellas variables que no son relevantes
en te´rminos de discriminabilidad.
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Figura 4.3: Cantidad de iteraciones requeridas por SDA y GSDA para encontrar el vector
solucio´n βˆ para la base de datos P300-1 (a) y P300-2 (b).
4.4. Discusiones
A la luz de los resultados expuestos en las subsecciones anteriores podemos concluir
que la incorporacio´n de la informacio´n a-priori sobre la discrepancia entre clases resulta
beneficiosa para la clasificacio´n, disminuyendo los tiempos de convergencia y encontrando
soluciones ma´s ralas, y por lo tanto con mayor grado de generalizacio´n. Se puede demostrar
mediante un sencillo experimento que las mejoras en la clasificacio´n no so´lo se deben a la
seleccio´n de caracter´ısticas guiadas por KLD. De hecho, utilizando la informacio´n KLD
de manera aislada como herramienta de reduccio´n de la dimensionalidad (seleccio´n de N
caracter´ısticas, N = 0,1 × p, asociadas a los N puntos muestrales con KLD grande), se
observo´ que en promedio la clasificacio´n mediante LDA en las caracter´ısticas seleccionadas
fue de 0,55± 0,09 y 0,52± 0,03 para la base de datos P300-1 y P300-2, respectivamente.
Estos resultados indican claramente no so´lo la importancia de incorporar informacio´n a-
priori en el modelo, sino tambie´n la de atacar la seleccio´n de caracter´ısticas junto con la
clasificacio´n de manera simulta´nea en un modelo integrativo y guiado por los datos.
Es importante resaltar que ambos me´todos fueron implementados utilizando el Al-
goritmo 1 mediante seleccio´n automa´tica de los para´metros de regularizacio´n. En vistas
del alto grado de raleza en las soluciones acompan˜ado del muy buen desempen˜o en la
clasificacio´n, podemos concluir que el me´todo de seleccio´n de los hiperpara´metros resulta
u´til, ra´pido y eficaz para el tratamiento de estos problemas.
En conclusio´n, la formulacio´n GSDA resulta una herramienta beneficiosa como me´todo
de traduccio´n de sen˜ales de EEG.
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Cap´ıtulo 5
Escenario de entrenamiento
pequen˜o: un enfoque para optimizar
los tiempos de calibracio´n en BCIs
basadas en ERPs
“Nuestro deber es descubrir los privilegios de la simplicidad.”
Gabriel Garc´ıa Ma´rquez, Cien an˜os de soledad.
Los resultados que se presentan en este cap´ıtulo esta´n orientados a mejorar la deteccio´n
de ERPs en sen˜ales de e´poca u´nica de EEG. Se evalu´a la robustez del uso del me´todo
GSDA en escenarios adversos con pocos datos de entrenamiento, con el objetivo final de
disminuir los tiempos de calibracio´n. Extendiendo estos experimentos as´ı como el me´todo
propuesto, al final de este cap´ıtulo se presenta un ana´lisis del impacto de la medida de
discrepancia utilizada en la construccio´n de las matrices de anisotrop´ıa.
5.1. La importancia de disminuir los tiempos de ca-
libracio´n
Tal como se discutio´ en la Seccio´n 2.4 del cap´ıtulo introductorio, las BCI t´ıpicamente
requieren de una gran cantidad de registros de EEG para calibrar (entrenar) correcta-
mente el algoritmo de decodificacio´n. Esto conduce a largas sesiones de entrenamiento
donde el usuario se ve sometido a registros de 30 minutos o ma´s. Asimismo las pre-
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condiciones fisiolo´gicas del sujeto (horas de suen˜o, fatiga, concentracio´n, etc.) producen
fuertes variaciones en los patrones de la sen˜al de EEG entre sesio´n y sesio´n. Por lo tanto es
altamente deseable construir algoritmos de traduccio´n que sean capaces de proveer bue-
nos resultados de clasificacio´n (≥ 80 %) utilizando la menor cantidad posible de patrones
de entrenamiento para as´ı aumentar la practicabilidad de los sistemas BCI al reducir los
tiempos de calibracio´n a unos pocos minutos.
La capacidad de generalizacio´n de un modelo tiende a aumentar con el nu´mero de
observaciones de entrenamiento. Al mismo tiempo, a pesar de que usualmente un modelo
con ma´s para´metros puede proveer un mejor ajuste a los datos de entrenamiento, la gene-
ralizacio´n tiene a disminuir con el aumento del nu´mero de para´metros en dicho modelo.
Por lo tanto, la eleccio´n de la cantidad “o´ptima” de para´metros a incluir requiere de un
balance entre la minimizacio´n del error de ajuste y la maximizacio´n de la capacidad de
generalizacio´n del modelo (Wolpaw y Wolpaw, 2012).
En esta direccio´n han surgido varios me´todos para la seleccio´n eficiente de carac-
ter´ısticas en el problema de deteccio´n de ERPs inmersos en la sen˜al de EEG. Entre ellos
podemos mencionar al me´todo de filtrado espacial basado en el criterio de Fisher (FC,
por sus siglas en ingle´s) (Pires et al., 2011), el cual mejora la SNR y selecciona un nu´mero
pequen˜o de caracter´ısticas espaciales que luego sirven de entrada a un sencillo clasificador
lineal como lo es LDA. Un me´todo bien conocido que realiza seleccio´n de caracter´ısticas
conjuntamente con clasificacio´n es el llamado ana´lisis discriminante lineal paso por paso
(SWLDA, por sus siglas en ingle´s), el cual fue introducido para la clasificacio´n de ERP
en (Farwell y Donchin, 1988). Por otro lado, el me´todo de ana´lisis discriminante lineal
con acortamiento (SKLDA, por sus siglas en ingle´s) ha sido introducido en (Blankertz
et al., 2011) con el objetivo de mejorar la estimacio´n de las matrices de covarianza en
LDA que resultan usualmente mal-condicionadas cuando la cantidad de observaciones es
mucho menor que la dimensionalidad de las mismas.
Se pretende entonces estudiar la potencialidad de utilizar GSDA en escenarios de en-
trenamiento pequen˜o con el objetivo principal de reducir al mı´nimo posible la cantidad
de registros de EEG requeridos para poder calibrar correctamente el algoritmo de tra-
duccio´n, y, consecuentemente, disminuir los tiempos de calibracio´n requeridos en BCIs
basadas en P300. Resultados comparativos entre LDA, SWLDA, SKLDA y FC+LDA son
presentados para la base de datos P300-1 y P300-2.
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5.1.1. Experimentos y resultados
Para estos experimentos se utilizaron las bases de datos P300-1 y P300-2 detalladas en
el Cap´ıtulo 3. Los escenarios de entrenamiento pequen˜o se simularon mediante seleccio´n
aleatoria de un nu´mero dado de caracteres a deletrear (2, 4, 6, 8, 10 y 12, para P300-1;
2, 4, 8, 10, 15 y 20 para P300-2). Este proceso de seleccio´n se repitio´ 100 veces. Para
disminuir la dimensio´n de los patrones, las sen˜ales se sometieron a submuestreo a 32 y
30 puntos muestrales para la P300-1 y P300-2, respectivamente, produciendo patrones
de dimensio´n 320 (32× 10) y 448 (28× 16), respectivamente. No´tese que deletrear un
caracter genera 180 patrones (1×12×15).
En estas simulaciones nuestro me´todo GSDA fue implementado con criterio de parada
al seleccionar una cota superior en la cantidad de elementos distintos de cero en el vector
solucio´n. En particular para la base de datos P300-1, se comenzo´ con una cota superior
del 40 % de la dimensio´n de los patrones con un incremento del 5 % en cada escenario
(alcanzando un 65 % en el u´ltimo escenario), mientras que para la base de datos P300-
2 estos valores fueron configurados comenzando con un 25 % hasta llegar a un 50 % en
incrementos de un 5 %, de la dimensio´n de los datos. El resto de los me´todos, (LDA,
SWLDA, SKLDA y FC+LDA) fueron implementados siguiendo los lineamentos dados
por los respectivos autores en las correspondientes publicaciones. Para mayores detalles
sobre la implementacio´n puede leerse la referencia (Peterson et al., 2017) Seccio´n 5.2
“Small training size scenarios”. Como ı´ndice de desempen˜o aqu´ı tambie´n se utilizo´ AUC.
El ana´lisis de significancia estad´ıstica entre los resultados de clasificacio´n arrojados por
cada me´todo fue realizado mediante ANOVA a dos factores (factor A: escenario, facto B:
clasificador) con bloques aleatorizados a un nivel de significancia α = 0,05. Dado que no se
cumple el supuesto de esfericidad (evaluado mediante test de Mauchly, p-valor< 0,05), fue
necesario implementar correcciones sobre los grados de libertad y re-ajustar los p-valores
arrojados por ANOVA mediante las correcciones de Greenhouse-Geisser. Encontrando
significancia estad´ıstica sobre los factores as´ı como sobre su interaccio´n, se procedio´ luego
a evaluar las comparaciones mu´ltiples entre los clasificadores mediante el me´todo de Tukey,
tambie´n con un nivel de significancia α = 0,05.
Los resultados comparativos se muestran en la Figura 5.1. Obse´rvese que GSDA re-
sulta siempre significativamente mejor (p-valor<0,05) en comparacio´n con todos los otros
me´todos para la base de datos P300-1, y para todos los casos excepto para SWLDA para
la base de datos P300-2. Dado que la varianza del error entre los me´todos es significati-
vamente diferente (evaluada mediante test de Mauchly), se realizo´ tambie´n un ANOVA
a dos factores con bloques aleatorizados y correccio´n de Greenhouse-Geisser sobre las
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varianza del error, a un nivel de significancia de α = 0,05. Se encontro´ que para la P300-
1 la mı´nima varianza del error siempre corresponde a GSDA (p-valor< 0,05), tal como
puede observarse en la Figura 5.1. Estos resultados muestran que GSDA constituye un
clasificador ma´s robusto, y por lo tanto ma´s estable y confiable.
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Figura 5.1: Promedio de AUC para los datos de testeo alcanzados por LDA, SWLDA,
SKLDA, FC+LDA y GSDA, respectivamente, en cada uno de los escenarios de entre-
namiento pequen˜o simulado para las bases de datos P300-1 y P300-2. La barra de error
indica la desviacio´n esta´ndar de AUC a lo largo de las 100 repeticiones.
A la luz de estos resultados es razonable considerar a GSDA como un buen candi-
dato para disminuir los tiempos de calibracio´n en sistemas BCI basados en ERPs. Si se
decide calibrar el sistema con los patrones provenientes de deletrear so´lo 10 caracteres,
se estima que es necesario contar con alrededor de 5 min para la toma de los datos (se
asume 100 ms de tiempo de intensificacio´n del est´ımulo, 75 ms de tiempo inter-estimulo,
12 estimulaciones por bloque y 15 repeticiones de cada bloque de estimulacio´n). En nues-
tros experimentos encontramos que para entrenar completamente GSDA en el escenario
“10”, es decir utilizando 1800 patrones de entrenamiento, se requieren de so´lo 5 a 10 s.
Este insignificante costo computacional sumado a los excelentes valores de clasificacio´n
alcanzados (> 90 % para P300-1 y > 75 % para P300-2), hacen de GSDA un muy buen
candidato para la deteccio´n en tiempo real de P300 inmersos en la sen˜al de EEG.
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5.2. Medidas de discrepancia: un ana´lisis de su im-
pacto en la deteccio´n de ERPs
Como se ha demostrado en el Cap´ıtulo 4, la inclusio´n de informacio´n discriminativa
a-priori en el problema de regularizacio´n con restricciones no so´lo mejora la precisio´n,
sino que tambie´n acelera la convergencia del clasificador, en comparacio´n a cuando dicha
informacio´n no es considerada. Si bien GSDA ha sido so´lo evaluado utilizando una ver-
sio´n sime´trica de la divergencia de Kullback-Leibler (ec. 4.13), su formulacio´n admite la
utilizacio´n de cualquier medida que cuantifique la discrepancia entre clases. Por lo tanto,
resulta natural explorar el impacto de la utilizacio´n de diferentes medidas de discrepancia
para resaltar la informacio´n del P300 contenida en los datos de entrenamiento.
Dentro de la familia de entrop´ıas de Shannon, adema´s de la divergencia de Kullback-
Leibler (4.12) y su versio´n sime´trica (4.13), podemos considerar la divergencia de Jensen-
Shannon (JS) (Lin, 1991). Sean f1(n) y f2(n), n ∈ N , como antes, dos funciones de
probabilidad correspondientes a las variables aleatorias discretas W1 y W2, respectiva-
mente, en una cierta caracter´ıstica i. Se define entonces la divergencia-JS, dJS, como:
dJSpi(f1, f2)=˙H (pif1 + (1− pi)f2)− piH (f1)− (1− pi)H (f2) , (5.1)
donde H(·) es la entrop´ıa de Shannon H(f)=˙ −∑n∈N f(n) log(f(n)) (Shannon, 2001)
y pi, es un para´metro predefinido tal que 0 ≤ pi ≤ 1. En el caso particular pi = 1/2,
la divergencia JS es sime´trica y su ra´ız cuadrada es una me´trica en el estricto sentido
matema´tico (Lin, 1991).
La distancia eucl´ıdea en R tambie´n puede utilizarse para definir una medida de dis-
crepancia denominada distancia total variacional, definida por la norma `1:
dV(f1, f2)=˙
∑
n∈N
|f1(n)− f2(n)| = ‖f1 − f2‖1. (5.2)
Similarmente, si utilizamos la norma `2, obtenemos la conocida distancia Eucl´ıdea:
dE(f1, f2)=˙
√∑
n∈N
(f1(n)− f2(n))2 = ‖f1 − f2‖2. (5.3)
Otra medida de discrepancia muy utilizada en el contexto de aprendizaje maquinal,
es la distancia de Fisher. Consideremos el caso en que f1 y f2 son funciones de den-
sidad de probabilidad de dos distribuciones Gaussianas con para´metros µ1, σ1 y µ2, σ2,
52
Cap´ıtulo 5. Escenario de entrenamiento pequen˜o: un enfoque para optimizar los tiempos
de calibracio´n en BCIs basadas en ERPs
respectivamente. La distancia de Fisher entre f1 y f2 puede calcularse como (Costa et al.,
2015):
dF(f1, f2) =
√
2 ln
(F((µ1, σ1), (µ2, σ2)) + (µ1 − µ2)2 + 2(σ21 + σ22)
4σ1σ2
)
, (5.4)
donde F((µ1, σ1), (µ2, σ2)) =
√
((µ1 − µ2)2 + 2(σ1 − σ2)2)((µ1 − µ2)2 + 2(σ1 + σ2)2).
Finalmente, la informacio´n discriminativa puede ser tambie´n evaluada mediante el
coeficiente de correlacio´n al cuadrado con signo, denominado “valor r2 con signo”. Co-
menzamos definiendo r:
r =
√
q
q + 1
(
µ1 − µ2
σ
)
, (5.5)
donde q es la proporcio´n de elementos de la clase 1 relativa a los elementos de la clase 2,
σ es la desviacio´n esta´ndar conjunta de ambas poblaciones y µ1 y µ2 son sus respectivas
medias. Luego, el valor r2 con signo se define como:
dr(f1, f2) = sgn(r) r
2. (5.6)
Estas medidas, tal como la divergencia-J (4.13), pueden ser utilizadas en la construc-
cio´n de las matrices de anisotrop´ıa D1 y D2. Para probar la relevancia del uso de pesos
adecuados en la penalizacio´n, las diferentes medidas de discrepancia se comparan con-
tra una medida de “ignorancia”, denotada mediante drnd, la cual simplemente pesa cada
punto muestral (caracter´ıstica) en funcio´n de un nu´mero aleatorio entre 0 y 1.
5.2.1. Experimentos y resultados
Para analizar el impacto de la cantidad de patrones utilizados para estimar las dis-
tribuciones de probabilidad, se simularon escenarios de entrenamiento pequen˜o para el
problema de deteccio´n de ERPs inmersos en la sen˜al de EEG, tal como se realizo´ en 5.1.1.
Cada medida de discrepancia considerada (dJ, dJSpi1,pi2 , dV, dE, dF y dr), como as´ı la medida
de ignorancia drnd fue utilizada para construir las matrices de anisotrop´ıa D1 y D2. Las
distribuciones discretas de probabilidad f i1 y f
i
2, i = 1, . . . , p, fueron estimadas mediante
histogramas. Para ilustrar el efecto del peso pi en la divergencia JS se analizaron dos casos:
i) dJS1/2 , pesos iguales a un medio, pi =
1
2
y ii) dJSpi , pesos basados en las prior de cada
clase pi = pik =
nk
N
. Note que con e´sta u´ltima eleccio´n, la divergencia JS es equivalente
a la informacio´n mutua (Grosse et al., 2002). Por u´ltimo, dado que dr puede tomar va-
lores negativos, (Ec. (5.6)), para su uso en la construccio´n de las matrices D1 y D2, se
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transformaron sus valores linealmente entre 0 y 1.
Gra´ficas discriminativas
Las sen˜ales de ERP son sen˜ales localizadas en el tiempo, que pueden ser fa´cilmente
estimadas mediante la promediacio´n coherente de un nu´mero de patrones provenientes
de la clase de intere´s. Cada una de las siete medidas de discrepancia considerada evalu´a
la distancia entre clases en cada punto del espacio tiempo-canal (pixel, punto muestral).
Las Figuras 5.2a, 5.2b, y 5.3a, 5.3b muestran los grandes promedios de las clases con
y sin P300, y las gra´ficas en el espacio tiempo-canal correspondientes a cada medida
considerada en dos escenarios de entrenamiento extremos: a) n . p (Escenario-1), y
b) n  p (Escenario-6), respectivamente. No´tese que, en concordancia con los grandes
promedios para la clase con P300, todas las medidas resaltan un a´rea de caracter´ısticas
relevantes en una ventana alrededor de los 300 ms. Si se compara la dispersio´n de estas
a´reas entre los dos escenarios considerados, se observa claramente que dicha regio´n se
torna ma´s prominente a medida que la cantidad de observaciones aumenta, dado que
las estimaciones de las distribuciones de probabilidad mejora a medida que aumenta el
nu´mero de muestras (ve´anse las Figuras 5.2b y 5.3b). Por otro lado, es tambie´n interesante
destacar que las medidas que asumen normalidad en los datos y se basan so´lo en los dos
primeros momentos estad´ısticos, parecen descartar toda informacio´n que no provenga de
la prominencia de la onda P300. Por u´ltimo, no´tese co´mo aqu´ı tambie´n se observa que
para la base de datos P300-2, las contribuciones de ciertos canales a la discrepancia entre
clases parecen ser despreciables.
Impacto en la clasificacio´n
Las Figuras 5.4a y 5.4b muestran el desempen˜o general en te´rminos de AUC de cada
medida para cada escenario de entrenamiento para las bases de datos P300-1 y P300-2,
respectivamente. En primer lugar, estos resultados muestran que el uso de cualquier me-
dida de discrepancia siempre resulta mejor (p-valor < 0,01 para P300-1) que cuando se
utilizan los pesos aleatorios (drnd). Segundo, no´tese como las diferencias entre los desem-
pen˜os de las medidas son visualmente distinguibles para los escenario de escasos datos
de entrenamiento (deletreo de 2 y 4 caracteres), llegando a resultados similares a medida
que aumenta el nu´mero de patrones de entrenamiento. Probablemente esto se deba a que
a medida que aumenta la cantidad de patrones de entrenamiento, las estimaciones de las
distribuciones muestrales f1 y f2 se vuelven ma´s confiables, y por lo tanto todas las me-
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didas resultan igualmente buenas. Finalmente, es interesante notar que aquellas medidas
que aparentemente mejor resaltaban la onda P300 en el espacio tiempo-canal (dF y dr,
Figuras 5.2 y 5.3) resultan siempre peores en te´rminos de clasificacio´n. Esto puede deberse
a que ambas medidas asumen normalidad en los datos, y por lo tanto las diferencias entre
clases son medidas en funcio´n de la distancia entre las medias y entre las varianzas de las
distribuciones.
El ana´lisis estad´ıstico muestra que no existen diferencias significativas entre los resul-
tados arrojados por las medidas provenientes de la familia de Shannon y las basadas en
la norma p, p = 1, 2, (dJ , dJS1/2 , dJSpi , dV , dE). Asimismo, para la base de datos P300-1
se encontro´ que estas medidas resultan siempre mejores (p-valor < 0,01) que aquellas que
asumen normalidad (dF , dr). Si bien para la base de datos P300-2 estas diferencias no
son significativas, los resultados tambie´n muestran claramente que siempre resulta mejor,
en te´rminos de clasificacio´n, trabajar sin ninguna suposicio´n sobre la distribucio´n de los
datos.
Estos resultados extienden las investigaciones ya analizados en la seccio´n anterior 5.1.1,
Figura 5.1 (ver tambie´n (Peterson et al., 2017)), en el cual GSDA fue implementado con la
medida dJ. El ana´lisis del impacto de las medidas de discrepancia utilizadas para construir
las matrices de anisotrop´ıa utilizadas en GSDA nos permite concluir que medidas basadas
en la divergencia de Kullback-Leibler con ninguna suposicio´n sobre la distribucio´n de las
clases es una buena eleccio´n para cuantificar la distancia entre sen˜ales de EEG con ERP
y aquellas sin ERP.
5.3. Discusiones
En este cap´ıtulo hemos presentado el desempen˜o de GSDA en escenarios de entrena-
miento pequen˜o con el objetivo de disminuir los tiempos de calibracio´n de los sistemas
BCI basados en ERPs. El desempen˜o superior de GSDA comparado con el obtenido me-
diante las otras versiones regularizadas de LDA, muestran no so´lo la importancia de atacar
la seleccio´n de caracter´ısticas junto con la clasificacio´n, sino tambie´n como la apropiada
inclusio´n de informacio´n discriminativa a-priori es capaz de mejorar el desempen˜o del
clasificador. Asimismo, a la luz de la alta taza de clasificacio´n junto con la baja varianza
encontrada a lo largo de las 100 iteraciones de entrenamiento (por ejemplo, Escenario-10,
5.1), vemos que GSDA resulta un excelente candidato para calibrar diariamente una BCI
de manera confiable en pocos segundos. De este modo se espera que el sistema sea capaz
de adaptarse mejor a las posibles variaciones en las pre-condiciones fisiolo´gicas del sujeto,
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con el menor tiempo requerido.
El ana´lisis del impacto de las diferentes medidas de discrepancia confirman nuestra
hipo´tesis de que la inclusio´n apropiada de informacio´n a-priori tiene un impacto direc-
to en la clasificacio´n. Los resultados comparativos de GSDA con diferentes medidas de
discrepancia mostraron que aquellas medidas basadas en los primeros dos momentos es-
tad´ısticos resultan siempre peores en te´rminos de clasificacio´n, mientras que para el resto
de las medidas no hay diferencias significativas en el uso de las mismas. De todas mane-
ras, confrontados con la necesidad de seleccionar solo una de ellas, la divergencia JS no
so´lo presenta propiedades matema´ticas interesantes, sino que tambie´n permite extender
fa´cilmente su formulacio´n a problemas multiclase.
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(a) Escenario-1, P300-1
Grandes promedios con P300
tiempo (ms)
ca
n
a
l
0 200 400 600 800
Fz
C4
Cz
C3
P4
Pz
P3
PO8
Oz
PO7
Grandes promedios sin P300
tiempo (ms)
ca
n
a
l
 
 
0 200 400 600 800
Fz
C4
Cz
C3
P4
Pz
P3
PO8
Oz
PO7
0 0.2 0.4 0.6 0.8 1
dJ
tiempo (ms)
ca
n
a
l
0 200 400 600 800
Fz
C4
Cz
C3
P4
Pz
P3
PO8
Oz
PO7
dJS
1/2
tiempo (ms)
ca
n
a
l
0 200 400 600 800
Fz
C4
Cz
C3
P4
Pz
P3
PO8
Oz
PO7
dJS
pi
tiempo (ms)
ca
n
a
l
0 200 400 600 800
Fz
C4
Cz
C3
P4
Pz
P3
PO8
Oz
PO7
dV
tiempo (ms)
ca
n
a
l
0 200 400 600 800
Fz
C4
Cz
C3
P4
Pz
P3
PO8
Oz
PO7
dE
tiempo (ms)
ca
n
a
l
0 200 400 600 800
Fz
C4
Cz
C3
P4
Pz
P3
PO8
Oz
PO7
d
r
tiempo (ms)
ca
n
a
l
0 200 400 600 800
Fz
C4
Cz
C3
P4
Pz
P3
PO8
Oz
PO7
dF
tiempo (ms)
ca
n
a
l
0 200 400 600 800
Fz
C4
Cz
C3
P4
Pz
P3
PO8
Oz
PO7
(b) Escenario-6, P300-1
Figura 5.2: Grandes promedios y gra´ficas discriminativas para un sujeto de la base de
datos P300-1. De izquierda a derecha y de arriba a abajo se presenta en el plano tiempo-
canal los mapas discriminativos calculados mediante: promediacio´n coherente para la clase
con P300, promediacio´n coherente para clase sin P300, dJ, dJSpi1,pi2 ,dV, dE, dF y dr. a)
Escenario-1 b) Escenario-6
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Figura 5.3: Grandes promedios y gra´ficas discriminativas para un sujeto de la base de
datos P300-2. De izquierda a derecha y de arriba a abajo se presenta en el plano tiempo-
canal los mapas discriminativos calculados mediante: promediacio´n coherente para la clase
con P300, promediacio´n coherente para clase sin P300, dJ, dJSpi1,pi2 ,dV, dE, dF y dr. a)
Escenario-1 b) Escenario-6
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Figura 5.4: Resultados de clasificacio´n promedio en te´rminos de AUC en cada escenario
de entrenamiento simulado al utilizar las diferentes medidas de discrepancia consideradas
dentro de GSDA.
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Cap´ıtulo 6
Un me´todo integrador para la
deteccio´n de la intencio´n de
movimiento
“Ten´ıa la idea de que al poner nombre a los problemas, e´stos
se materializan y ya no es posible ignorarlos; en cambio, si se
mantienen en el limbo de las palabras no dichas, pueden
desaparecer solos, con el transcurso del tiempo.”
Isabel Allende, La casa de los Esp´ıritus.
En cap´ıtulos anteriores nos hemos centrado en atacar la deteccio´n de ERPs inmersos
en la sen˜al de EEG. En este cap´ıtulo, haciendo uso del me´todo GSDA, nos centraremos
en la construccio´n de algoritmos para mejorar la deteccio´n de la intencio´n de movimiento
aplicado a terapias de rehabilitacio´n basadas en BCIs de pacientes con severa pe´rdida del
control motor de alguna de sus extremidades superiores.
6.1. Filtrado espacial y banco de filtros
Los patrones asociados a imaginar la realizacio´n de ciertos movimientos, tal como se
menciono´ en la Seccio´n 2.2.2, pueden distinguirse espacialmente a lo largo de la corteza
sensomotora. Resulta entonces natural explorar te´cnicas de filtrado espacial que permitan
distinguir entre dos tipos de condiciones de MI (por ejemplo, MI de la mano izquierda vs.
MI de la mano derecha). El me´todo denominado “patrones espaciales comunes” (CSP,
por sus siglas en ingle´s), maximiza la varianza de una sen˜al de EEG filtrada para una
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condicio´n (clase) mientras que la minimiza con respecto a la otra (Ramoser et al., 2000).
Adema´s, dado que la varianza de una sen˜al filtrada es igual a su banda de potencia, el
me´todo CSP provee un enfoque adecuado para distinguir entre dos condiciones de MI
(Blankertz et al., 2008). Como desventaja, si bien utilizando CSP es posible alcanzar
porcentajes de clasificacio´n por encima del 75 %, su e´xito depende en gran medida de la
banda de filtrado pre-definida (t´ıpicamente de 8-30 Hz) y de la longitud del segmento
de EEG extra´ıdo luego del comienzo de la instruccio´n de MI (generalmente de 0,5-2,5
s) (Blankertz et al., 2008). Una manera, intuitiva aunque poco pra´ctica, de seleccionar
la banda frecuencial o´ptima para cada sujeto es mediante bu´squeda exhaustiva y selec-
cio´n manual. Si bien se ha probado que mediante esta metodolog´ıa se puede mejorar la
deteccio´n de MI, es una te´cnica no estandarizada, computacionalmente costosa y dif´ıcil
de implementar (Novi et al., 2007). El me´todo CSP y banco de filtros (FBCSP, por sus
siglas en ingle´s), propuesto por Ang et al. (Ang et al., 2008) para la seleccio´n automa´ti-
ca de bandas frecuenciales, es un me´todo de cuatro pasos en el cual CSP es aplicado a
diferentes bandas frecuenciales prefijadas, y donde las caracter´ısticas ma´s relevantes son
seleccionadas de a pares segu´n un criterio basado en la informacio´n mutua. Una versio´n
mejorada de FBCSP, denominada FBCSP discriminativo (DFBCSP, por sus siglas en
ingle´s) (Thomas et al., 2009), arroja mejores tasas de clasificacio´n al realizar banco de
filtros para cada sujeto basado en el criterio de Fisher previo a la extraccio´n de carac-
ter´ısticas. Ma´s recientemente, se propuso el me´todo FBCSP ralo (SFBCSP, por sus siglas
en ingle´s) (Zhang et al., 2015b), en el cual un nu´mero pequen˜o de caracter´ısticas CSP
sub-banda son automa´ticamente seleccionadas mediante el me´todo LASSO. El me´todo
SFBCSP ha mostrado mejores resultados de clasificacio´n en comparacio´n con los me´to-
dos CSP, FBCSP y DFBCSP en bases de datos MI-EEG pu´blicamente accesibles(Zhang
et al., 2015b). Como desventaja, SFBCSP utiliza validacio´n cruzada para la estimacio´n
del para´metro de regularizacio´n y no tiene en consideracio´n informacio´n previa alguna
sobre la discrepancia entre clases.
Adema´s de seleccionar las bandas frecuenciales que mejor representan los patrones
ERD/ERS en cuestio´n, varios grupos han estudiado el efecto de la longitud y de la la-
tencia del segmento de EEG extra´ıdo respecto al comienzo de la instruccio´n de MI. En
particular, Ang et al. (Ang et al., 2012b) extendieron su me´todo FBCSP mediante la apli-
cacio´n de bancos de filtros en tres segmentos de EEG prefijados, en el cual el segmento
temporal o´ptimo es seleccionado como aquel de ma´xima informacio´n mutua en un proceso
de validacio´n cruzada. Por otro lado, recientemente fue presentado el me´todo CSP seg-
mento tiempo-frecuencia ralo (STFSCSP, por sus siglas en ingle´s) (Miao et al., 2017). Este
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me´todo, luego de realizar una apropiada seleccio´n de canales para cada sujeto, mejora al
me´todo SFBCSP al dividir cada banda frecuencial en diferentes ventanas temporales.
En este cap´ıtulo presentamos un me´todo que busca superar las principales limitacio-
nes del uso de segmentos temporo-frecuenciales prefijados en BCIs basadas en MI. En lo
subsiguiente, vamos a denominar a e´ste me´todo CSP y bandas temporo-frecuenciales pe-
nalizadas (PTFBCSP, por sus siglas en ingle´s), en el cua´l las bandas espectro-temporales
o´ptimas para cada sujeto sera´n automa´ticamente seleccionadas. Las principales carac-
ter´ısticas de este me´todo son: i) permite analizar la sen˜al de EEG en mu´ltiples ventanas
de tiempo simulta´neamente; ii) en cada ventada temporal se realiza banco de filtros; iii)
las caracter´ısticas espacio-espectro-temporales extra´ıdas mediante CSP son consideradas
independientes; y iv) la seleccio´n y la clasificacio´n de las caracter´ısticas CSP espectro-
temporales se realizan simulta´neamente mediante GSDA.
A continuacio´n presentamos una breve descripcio´n del me´todo as´ı como una introduc-
cio´n a CSP para MI-BCIs.
6.2. Patrones espaciales comunes y bandas temporo-
frecuenciales penalizadas
El me´todo propuesto, que se encuentra esquema´ticamente representado en la Figu-
ra 6.1, es una combinacio´n de algoritmos de procesamiento de sen˜ales y de aprendizaje
maquinal. En un primer paso, cada sen˜al de EEG multicanal cruda se descompone en
T ventanas temporales (tb1, . . . , tbt, . . . tbT ). En segundo lugar, cada segmento t-e´simo se
divide en F bandas frecuenciales (fb1, . . . , fbf , . . . , fbF ). Luego, las caracter´ısticas espa-
ciales en cada banda temporo-frecuencial son extra´ıdas mediante CSP. La seleccio´n de
caracter´ısticas junto con la clasificacio´n es automa´ticamente realizada por GSDA.
En la Figura 6.1 vemos que PTFBCSP esta´ esencialmente compuesto por dos algorit-
mos: CSP para la extraccio´n de caracter´ısticas y GSDA para la seleccio´n y clasificacio´n
de caracter´ısticas. En lo que sigue, haremos un breve resumen del me´todo CSP. Para ma´s
detalles sobre GSDA, se remite al lector al Cap´ıtulo 4.
Extraccio´n de caracter´ısticas mediante CSP
El me´todo CSP es uno de los algoritmos ma´s populares para la extraccio´n de carac-
ter´ısticas en MI-BCIs. Esto se debe a que dadas dos e´pocas de EEG registradas bajo dos
condiciones de MI diferentes, CSP busca una transformacio´n lineal tal que en el espacio
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Figura 6.1: Representacio´n esquema´tica del me´todo PTFBCSP propuesto. La sen˜al de
EEG multicanal es analizada en T ventanas temporales. Luego, cada t-e´simo segmento
temporal es divido en F bandas frecuenciales. El me´todo CSP es aplicado a cada seg-
mento temporo-frecuencial. Finalmente, la seleccio´n de las caracter´ısticas CSP temporo-
frecuenciales o´ptimas es automa´ticamente realizada junto con la clasificacio´n mediante
GSDA.
transformado la varianza sea ma´xima para una clase y mı´nima para la otra. Este me´todo
fue utilizado por primera vez en (Ramoser et al., 2000) para distinguir entre MI de la
mano derecha y MI de la mano izquierda en sen˜ales de EEG multicanal.
Sea {Xic}nci=1 un conjunto de nc sen˜ales de EEG filtradas pasa-banda, c = 1, 2. Aqu´ı,
cada Xic es una matriz de p×m, donde p y m denotan el nu´mero de canales y el nu´mero de
puntos muestrales en cada canal, respectivamente. En lo que sigue, vamos a suponer que
cada e´poca Xic esta´ normalizada, es decir tiene media cero y varianza unitaria. El objetivo
de CSP es encontrar p filtros espaciales, w1, . . . ,wp ∈ Rp, para linealmente transformar
la sen˜al de entrada X mediante:
Z = W
′
X, (6.1)
donde W = [w1, . . . ,wp] y
′
denota la traspuesta.
El criterio de optimizacio´n para hallar los p filtros espaciales equivale a resolver el
siguiente problema de autovalores generalizado1:
Σ1wj = γjΣ2wj, j = 1, . . . , p, (6.2)
en donde
Σc =
1
nc
nc∑
i=1
Xic(X
i
c)
′
, c = 1, 2.
1Detalles del procedimiento matema´tico pueden encontrarse en el Anexo A.2 de esta tesis.
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Los autovalores generalizados γj cuantifican la relacio´n de varianzas entre clases en
la caracter´ıstica j. Un valor de γj grande indica que el correspondiente filtro espacial
wj contiene valores de varianza grandes para la clase 1 pero bien bajos para la clase 2,
mientras que para un valor de γj pequen˜o ocurre lo opuesto. Adema´s, no´tese que W es no-
singular dado que sus vectores columna wj son linealmente independientes. Por lo tanto,
de la ec. (6.1) obtenemos X = (W−1)
′
Z. Definiendo A = (W−1)
′ ∈ Rp×p, se denominan
“patrones espaciales” a los correspondientes vectores columna aj ∈ Rp, j = 1, . . . , p, de
la matriz A.
En general, solo un nu´mero pequen˜o K de filtros espaciales es utilizados para computar
la extraccio´n de caracter´ısticas. Luego de re-ordenar los filtros espaciales en orden descen-
diente en funcio´n de γj, definimos la matriz Z
∗
K de 2K×p, resultado de apilar a la derecha
las K primeras y u´ltimas filas de Z, como sigue Z∗K =
[
z1, . . . , zK , zp−(K+1), . . . , zp
]′
. Lue-
go, el vector de caracter´ısticas CSP se define como g=˙ [g1, . . . , g2K ]
′
, donde
gj=˙ log
(
S2(z∗j)
)
, j = 1, . . . , 2K, (6.3)
con S2(z∗j)=˙
1
p
∑p
`=1(z
∗`
j − µj)2, µj=˙1p
∑p
`=1 z
∗`
j .
En el contexto de PTFBCSP, el algoritmo CSP es implementado en cada banda fre-
cuencial f perteneciente a un segmento de tiempo particular t. Esto resulta en 2KF ca-
racter´ısticas extra´ıdas por cada banda tiempo-frecuencia por cada e´poca de EEG multica-
nal. Mediante la concatenacio´n de estas bandas caracter´ısicas CSP temporo-frecuenciales y
apilando los vectores resultantes correspondientes a cada una de las n muestras de entrena-
miento, construimos la siguiente matriz de caracter´ısticas G de dimensio´n n× q, q=˙2KFT :
G=˙

g1,1 . . . g1,2KF . . . g1,2KFT
...
. . .
...
. . .
...
gn,1 . . . gn,2KF . . . gn,2KFT
 , (6.4)
donde gi,j denota la j-e´sima caracter´ıstica tiempo-frecuencia extra´ıda de la i-e´sima e´poca
de EEG.
Seleccio´n de caracter´ısticas y clasificacio´n via GSDA
Seleccionar las caracter´ısticas ma´s relevantes de la matriz G equivale a detectar las
bandas frecuenciales “o´ptimas” a lo largo de los segmentos temporales. La interaccio´n
entre estas caracter´ısticas debe tenerse en consideracio´n para analizar apropiadamente su
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contribucio´n a la discriminacio´n de clases. En este sentido, a sabiendas de las propiedades
de discriminabilidad de GSDA (Peterson et al., 2017), hemos utilizado dicho me´todo para
la seleccio´n automa´tica de caracter´ısticas junto con la clasificacio´n.
En este contexto el grado de discriminabilidad se calcula para cada elemento gi,j de
la matriz G, suponiendo que dicho elemento es una realizacio´n de alguna de las dos
variables aleatorias cuyas distribuciones un´ıvocamente caracterizan a cada una de las dos
condiciones de MI. Basa´ndonos en los resultados hallados en el Cap´ıtulo 5, proponemos
cuantificar dicho poder de discriminabilidad mediante la divergencia de Jensen-Shannon
(Lin, 1991).
El me´todo GSDA, presentado detalle la Seccio´n 4.2, busca hallar el vector discrimi-
nativo o´ptimo βˆ, que contenga unos pocos valores distintos de cero que corresponden a
las bandas t-f ma´s relevantes. Tal como antes, una regla de clasificacio´n sencilla puede
entonces construirse sobre la matriz de datos proyectados G∗=˙Gβˆ de dimensio´n n× 1.
6.3. Experimentos y resultados
En este cap´ıtulo presentamos los resultados experimentales utilizando las bases de da-
tos MI-1, MI-2 Y MI-3, detalladas en el Cap´ıtulo 3, Subsecciones 3.2.1, 3.2.2 y 3.2.3. Dos
configuraciones diferentes de PTFBCSP fueron evaluadas, utilizando mu´ltiples ventanas
temporales y tambie´n el caso particular con T = 1, es decir, utilizando una u´nica ventana
temporal. A esta u´ltima configuracio´n, en lo que sigue la denominaremos como CSP y
bandas frecuenciales penalizadas (PFBCSP, por sus siglas en ingle´s). Estas dos configu-
raciones fueron elegidas para analizar las siguientes dos conjeturas: i) la introduccio´n de
informacio´n discriminativa a-priori para la seleccio´n de bandas en un modelo integrado es
beneficiosa para realzar la separabilidad entre dos condiciones de MI, y ii) el uso combina-
do de caracter´ısticas (informacio´n) temporo-frecuenciales puede producir una clasificacio´n
no solo ma´s precisa sino tambie´n ma´s robusta. El ana´lisis comparativo de la eficiencia del
me´todo propuesto en sus dos configuraciones para detectar MI, fue realizado contra el
tradicional CSP y el reciente mejor me´todo SFBCSP, ya que este u´ltimo ha mostrado
mejores resultados de clasificacio´n en comparacio´n con los me´todos DFBCSP y FBCSP
(Zhang et al., 2015b).
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6.3.1. Ana´lisis de los datos
Con el objetivo de reducir la dimensionalidad de las sen˜ales, y para potencialmente
disminuir los tiempos de preparacio´n del sujeto en aplicaciones en tiempo real, para las
bases de datos MI-1 y MI-2, se seleccionaron 28 electrodos cubriendo las regiones sensio-
romotoras, tal como se indica en (Marchesotti et al., 2017). De esta manera, se evita el
uso de sen˜ales cuya informacio´n no esta´ relacionada con la intencio´n del movimiento.
Con el objetivo de analizar separadamente el impacto de usar, por un lado, GSDA
como me´todo integrativo para la seleccio´n y clasificacio´n, y por otro lado, las mu´ltiples
ventanas temporales en el ana´lisis de la sen˜al de EEG, nuestro me´todo PTFBCSP fue
primero evaluado en su versio´n de ventana temporal u´nica. En esta configuracio´n, a la
que llamamos PFBCSP, para cada e´poca de EEG se extrajo un u´nico segmento temporal
entre 0,5 y 2,5 s, luego del inicio de la sen˜al de MI visual. Para el algoritmo CSP, cada
segmento de EEG fue filtrado mediante un filtro Chebyshev tipo II entre 4-40 Hz, mientras
que para los algoritmos de banco de filtros (SFBCSP y PFBCSP), 17 sub-bandas (F = 17)
entre 4 y 40 Hz con 4 Hz de ancho de banda y 2 Hz de solapamiento fueron construidas tras
aplicar un filtro Chebyshev tipo II (fb1 = 4− 8 Hz, fb2 = 6− 10 Hz , . . . , fbF = 36− 40
Hz). Este procedimiento sigue la metodolog´ıa utilizada en (Thomas et al., 2009; Zhang
et al., 2015b). El nu´mero final de pares de filtros CSP fue fijado en 1 (K = 1). Por lo
tanto, luego de aplicar CSP a cada sub-banda, se construyo´ un vector de caracter´ısticas de
dimensio´n q = 2KF = 34 para cada segmento de EEG. La dimensio´n de la matriz G (Ec.
6.4) es entonces de n× 34, donde n corresponde al nu´mero de patrones de entrenamiento.
Finalmente, a modo de evitar estimaciones pobres de las matrices de covarianza (lo cual
generalmente ocurre cuando se cuenta con pocos datos de entrenamiento), el algoritmo
CSP fue implementado mediante contraccio´n automa´tica de las matrices de covarianza
estimadas, tal como se propone en (Lotte, 2015).
El me´todo SFBCSP fue implementado como lo describen sus autores en (Zhang et al.,
2015b). Por lo tanto, el problema de regresio´n LASSO fue implementado utilizando el
algoritmo de gradiente descendiente (Friedman et al., 2010), en el cual el para´metro de
regularizacio´n λ es estimado mediante validacio´n cruzada en los datos de entrenamiento.
Una nueva matriz G˜ de menor dimensio´n que la de la matriz original G fue construida
utilizando aquellas columnas de G para las cuales el vector ralo solucio´n de LASSO
conten´ıa coeficientes no-nulos. En el caso de PFBCSP, el algoritmo GSDA, que realiza
seleccio´n automa´tica de para´metros de regularizacio´n, fue implementado con criterio de
parada temprana. En particular, elegimos al para´metro de parada igual a 8, es decir
‖βˆ‖0 ≤ 8. Es importante notar aqu´ı que, mientras para SFBCSP la regla de clasificacio´n
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debe ser aprendida dada la matriz de caracter´ısticas optimizadas G˜, para el caso de
PFBCSP la regla de clasificacio´n es sencillamente aprendida y aplicada utilizando el vector
nuevo de caracter´ısticas o´ptimas G∗ = Gβˆ ∈ Rn, en el cual las clases son fa´cilmente
separables mediante una funcio´n lineal. Tal como lo sugieren en (Ang et al., 2008), la
regla de clasificacio´n fue implementada utilizando el conocido algoritmo LDA.
El ana´lisis en mu´ltiples ventanas temporales es una extensio´n directa del ana´lisis de
banco de filtros con una u´nica ventana temporal antes descripto. En esta configuracio´n, en
lugar de utilizar un u´nico segmento temporal de EEG pre-definido, se utilizan T segmentos
de EEG de 2 s de duracio´n con un solapamiento de 1,5 s para cada e´poca de EEG
(tb1, . . . , tbt, . . . , tbT ) desde 0 hasta Tma´x segundos luego de aplicarse la sen˜al de MI, donde
Tmax es la duracio´n total de la e´poca de MI-EEG. El ana´lisis en mu´ltiples ventanas junto
con el banco de filtros resulta para cada e´poca de EEG en q = 2KFT caracter´ısticas
al aplicar CSP en cada banda t-f (q = 136 para MI-1, q = 204 para MI-2, y q =
170 para MI-3). En el caso de PTFBCSP el para´metro de parada de GSDA fue fijado
en 4T . El desempen˜o de clasificacio´n para CSP, SFBCSP, PFBCSP y PTFBCSP fue
evaluado mediante validacio´n cruzada 10 × 10. Para el ana´lisis estad´ıstico de resultados
de clasificacio´n, se utilizo´ ANOVA de un factor con bloques aleatorizados, y luego, para las
comparaciones mu´ltiples, el me´todo de Tukey-Kramer, ambos con un nivel de significancia
α = 0,01.
6.3.2. Resultados de clasificacio´n
Las Figuras 6.2, 6.3 y 6.4 muestran los promedios de los resultados de clasificacio´n
obtenidos por CSP, SFBCSP, PFBCSP y PTFBCSP, a lo largo de las 10×10 validaciones
para las base de datos MI-1, MI-2 y MI-3, respectivamente. No´tese que para todas las
bases de datos ambos enfoques PFBCSP y PTFBCSP alcanzan la taza de clasificacio´n
promedio ma´s alta. En particular, el uso de mu´ltiples segmentos temporales junto con el
banco de filtros mejora notablemente la clasificacio´n, tal como puede observarse para los
sujetos 2 y 3 de la base de datos MI-1, el sujeto 4 de la base de datos MI-2 y el sujeto 1
de la base de datos MI-3. Por otro lado, existen situaciones (sujeto 3 de MI-1, sujeto 3 de
MI-2 y sujeto 5 de MI-3) donde este procedimiento no resulta beneficioso.
Los resultados de clasificacio´n promedio para cada base de datos se presentan en la
Tabla 6.1. Los mejores resultados de clasificacio´n se muestran en negrita. Se observa que
ambas configuraciones superan el desempen˜o de los otros me´todos. El ana´lisis estad´ıstico
mostro´ que dichas diferencias son significativas con un p-valor<0.01. Estas mejoras pueden
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tambie´n medirse en te´rminos de porcentajes. En el caso particular de MI-1, el me´todo
de ventana temporal u´nica PFBCSP alcanza incrementos de clasificacio´n de 15,2 % y
3,9 %, comparado con CSP y SFBCSP, respectivamente. Para el caso de la MI-2 y MI-3,
estos incrementos fueron de 11,6 % y 2,3 %, y 10,0 % y 2,9 %, respectivamente. En el caso
del me´todo de mu´ltiples ventanas temporales PTFBCSP, se encontraron incrementos de
clasificacio´n del 20,9 % y 9,0 %, en comparacio´n con CSP y SFBCSP, respectivamente.
Para MI-2 y MI-3 estos valores fueron 12,6 % y 3,3 %, y 11,4 % y 4,3 %, respectivamente.
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Figura 6.2: Resultados de clasificacio´n promedio sobre las 10 × 10 validaciones cruzadas
obtenidas mediante CSP, SFBCSP, PFBCSP y PTFBCSP para la base de datos MI-1.
Aqu´ı “∗”denota diferencia estad´ıstica significativa entre los me´todos.
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Figura 6.3: Resultados de clasificacio´n promedio sobre las 10 × 10 validaciones cruzadas
obtenidas mediante CSP, SFBCSP, PFBCSP y PTFBCSP para la base de datos MI-2.
Aqu´ı “∗”denota diferencia estad´ıstica significativa entre los me´todos.
Base de datos CSP SFBCSP PFBCSP PTFBCSP
MI-1 68,05 (± 3,28) 75,45 (± 2,95) 78,42 (± 2,96) 82,26 (± 2,98)∗
MI-2 80,75 (± 2,05) 88,05 (± 1,64) 90,09 (± 1,81) 90,94 (± 1,06)∗
MI-3 72,88 (± 3,77) 77,89 (± 2,66) 80,19 (± 2,72) 81,23 (± 2,46)∗
Tabla 6.1: Descripcio´n general de los valores promedio de clasificacio´n y sus corres-
pondientes desv´ıos esta´ndar entre pare´ntesis. Valores expresados en porcentajes. Los
mejores resultados de clasificacio´n esta´n resaltados en negrita. Aqu´ı “∗”denota que
PTFBCSP>SFBCSP con un p-valor < 0,01.
Estos resultados muestran, por un lado, que el uso de informacio´n discriminativa entre
las caracter´ısticas (PFBCSP vs. SFBCSP) mejora la clasificacio´n (hasta en un 3,9 %), y
por el otro lado, que el uso de mu´ltiples ventanas temporales (PTFBCSP vs. SFBCSP)
mejora au´n ma´s la eficiencia en la deteccio´n de la intencio´n de movimiento (mejoras del
3,3 %), con mejoras muy notables cuando MI tiene que ser detectado versus condicio´n de
no-movimiento/relajacio´n (MI-1, mejoras de un 9, 0 %).
Mediante la utilizacio´n del me´todo PTFBCSP las mejoras en algunos sujetos superan
el 10, 0 % (ver por ejemplo sujeto 2 de MI-1 en la Figura 6.2 y sujeto 1 de MI-3 en la
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Figura 6.4: Resultados de clasificacio´n promedio sobre las 10 × 10 validaciones cruzadas
obtenidas mediante CSP, SFBCSP, PFBCSP y PTFBCSP para la base de datos MI-3.
Aqu´ı “∗”denota diferencia estad´ıstica significativa entre los me´todos.
Figura 6.4). Asimismo, mediante un ana´lisis de los valores de las varianzas obtenidas por
cada me´todo en las 10 × 10 validaciones cruzadas, revela que en algunos casos (MI-2),
PTFBCSP resulta ma´s robusto a los cambios en el conjunto de entrenamiento comparado
con los otros me´todos de ventana u´nica considerados (ver los valores de desviacio´n esta´ndar
en la Tabla 6.1).
6.3.3. Mapas topogra´ficos de los patrones temporo-frecuenciales
espaciales
El uso de CSP permite la interpretacio´n neurofisiolo´gica de los patrones espaciales
resultantes (Haufe et al., 2014). Los patrones espaciales, es decir los vectores columna
de la matriz A introducida anteriormente, ilustra como las presuntas fuentes de activa-
cio´n se proyectan en la superficie del cuero cabelludo (Blankertz et al., 2008). El me´todo
PTFBCSP propuesto otorga un vector solucio´n para cada sujeto con un nu´mero relativa-
mente pequen˜o de coeficientes distintos de cero. Estos coeficientes no nulos representan
precisamente las bandas temporo-frecuenciales seleccionadas por el me´todo. Mediante las
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Figura 6.5: Arriba: caracter´ısticas seleccionadas por cada me´todo de ventana u´nica ana-
lizado. Abajo: mapas topogra´ficos de filtro y el patro´n espacial correspondiente a la ca-
racter´ıstica ma´s relevante (resaltada en rojo) para un sujeto de la MI-1 con dominancia
izquierda. a) SFBCSP, b) PFBCSP.
gra´ficas de los mapas topogra´ficos tanto del filtro como del patro´n espacial asociado a la
caracter´ıstica ma´s relevante, la correlacio´n neurofisiolo´gica de la solucio´n hallada con la
sen˜al de intere´s puede ser analizada. Las Figuras 6.5 y 6.6 muestran, para los me´todos de
ventana temporal u´nica (SFBCSP y PFBCSP) y para el me´todo de mu´ltiples ventanas
temporales PTFBCSP, respectivamente, el correspondiente vector solucio´n junto con el
mapa topogra´fico del filtro y del patro´n espacial asociado a la caracter´ıstica ma´s relevante.
Estas gra´ficas corresponden a una e´poca aleatoria del sujeto 2 (dominancia izquierda) de
la base de datos MI-1.
En la Figuras 6.5 y 6.6 se ve, por un lado, que para los me´todos de ventana u´nica
la informacio´n frecuencial se encuentra localizada entre 22 y 26 Hz, mientras que para el
me´todo de mu´ltiples ventanas temporales la banda frecuencial ma´s relevante var´ıa segu´n
sea el segmento temporal. Es notorio como ambos me´todos de ventana u´nica seleccionan
la misma caracter´ıstica como la ma´s relevante, la cua´l (mediante inspeccio´n visual de su
correspondiente patro´n espacial) evidencia la correlacio´n neuronal con la imaginacio´n del
gesto de abrir y cerrar la mano (activacio´n contralateral al movimiento imaginado). Por
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Figura 6.6: Arriba: caracter´ısticas espectro-temporales espaciales seleccionadas por el
me´todo propuesto de banco de filtros y mu´ltiples ventanas temporales en cada segmento
temporal t = 1, 2, . . . , 5 (uno por fila). Abajo: mapa topogra´fico del filtro y del patro´n
espacial asociado a la caracter´ıstica ma´s relevante (resaltada en rojo) para un sujeto de
la MI-1 con dominancia izquierda.
otro lado, los mapas topogra´ficos para el me´todo de mu´ltiples ventanas temporales parecen
representar la condicio´n de relajacio´n. Es importante mencionar aqu´ı, que desde el punto
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de vista cognitivo, la condicio´n de relajacio´n/no-movimiento compromete una variedad
de estados mentales que el usuario de la BCI podr´ıa estar realizando en contraposicio´n a
la MI. De hecho, suponemos que e´ste es el motivo por cual todos los me´todos evaluados
resultan en tazas de clasificacio´n ma´s bajas para la MI-1 en comparacio´n a las otras dos
bases de datos consideradas.
6.4. Discusiones
En este cap´ıtulo hemos propuesto un me´todo de ana´lisis de sen˜ales de EEG para selec-
cionar de manera o´ptima y automa´tica tanto las bandas frecuenciales como los segmentos
temporales para mejorar la deteccio´n de la intencio´n de movimiento. Este me´todo consis-
te en descomponer la sen˜al de EEG multicanal en T segmentos temporales y F bandas
frecuenciales. Mediante el uso combinado de CSP y GSDA, el primer filtro espacial aso-
ciado a cada clase es utilizado para la extraccio´n de caracter´ısticas, y luego la seleccio´n
de caracter´ısticas y clasificacio´n es realizada en simulta´neo con seleccio´n automa´tica de
para´metros. Mediante este me´todo, hemos sido capaces de validar la potencialidad de
GSDA en otro contexto dentro de BCI. Los resultados muestran que mediante la optimi-
zacio´n sujeto-espec´ıfica tanto de las bandas temporales como de las frecuenciales, pueden
obtenerse mejoras de clasificacio´n de hasta un 20 % en comparacio´n con me´todos actuales
del estado del arte para deteccio´n de MI.
De las dos diferentes configuraciones del me´todo PTFBCSP propuesto, los resultados
claramente indican que el uso de mu´ltiples ventanas temporales mejora la deteccio´n de
MI, ma´s au´n cuando las tareas de MI deben ser detectadas contra tareas no espec´ıficas,
como lo es la condicio´n de relajacio´n. Este hecho muestra la capacidad de generalizacio´n
del me´todo, el que, de un nu´mero muy grande de posibles caracter´ısticas, selecciona aquel
subconjunto o´ptimo desde el punto de vista de la discriminabilidad. Como desventaja, a
pesar de que la ventana temporal o´ptima para cada sujeto puede ser seleccionada como
aquella con la mayor cantidad de coeficientes distintos de cero, (por ejemplo, segmento 1
en la Figura 6.6), se requiere de la longitud total de la e´poca de MI para analizar la sen˜al.
Esto supone una limitacio´n para aplicaciones de tiempo real que requieran de respuestas
ra´pidas. En el caso de que se desee un tiempo de decisio´n ma´s corto, la variante de ventana
u´nica PFBCSP representa un buen compromiso entre la longitud temporal de cada e´poca
de EEG luego del comienzo de MI y los valores de clasificacio´n.
Los resultados de clasificacio´n aqu´ı encontrados para las bases de datos de acceso
pu´blico (MI-2 y MI-3) pueden compararse con los resultados hallados por dos me´todos de
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ana´lisis temporo-frecuenciales del estado del arte. En particular, en (Ang et al., 2012b)
los resultados de clasificacio´n sobre 10 × 10 validaciones cruzadas con la MI-3 fueron
reportados en 78,25 ± 1,12 %, mientras que para nuestro me´todo PTFBCSP los valores
ana´logos fueron 81,23± 2,46 %. Una comparacio´n similar se puede realizar con el me´todo
propuesto en (Miao et al., 2017), en el cual, luego de una apropiada seleccio´n sujeto-
dependiente de canales, los resultados de clasificacio´n reportados para la MI-2 fueron
92,66±4,44 %. Si bien este u´ltimo supone una pequen˜a mejora en los valores de clasificacio´n
(que puede deberse a la seleccio´n de canales realizada) comparada con PTFBCSP (90,94±
1,06 %), el desv´ıo esta´ndar reportado es mucho ma´s grande, volviendo a PTFBCSP un
me´todo ma´s robusto y estable.
Si bien hemos encontrados muy buenos resultados de clasificacio´n (> 80 %) junto con
varianza bajas a lo largo de las 10 repeticiones de la validacio´n cruzada de 10 particiones,
para todas las bases de datos utilizadas, es necesario estudiar el comportamiento del
me´todo propuesto en escenarios de tiempo real, en los que los tiempos de decisio´n deben
ser lo ma´s breve posibles. Asimismo, estos resultados puede ser mejorados si se estudian
nuevas y diferentes configuraciones de los electrodos, as´ı co´mo me´todos de seleccio´n de los
para´metros de regularizacio´n sujeto-dependientes. De todas maneras, consideramos que
los resultados aqu´ı expuestos constituyen un importante avance hacia la deteccio´n de la
intencio´n de movimiento para la rehabilitacio´n de pacientes con severa pe´rdida de control
motor de uno de sus miembros superiores.
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Cap´ıtulo 7
Hacia la aplicacio´n final: evaluacio´n
en tiempo real de una BCI basada
en MI
“En todas las artes, como en todas las artesan´ıas, el talento
sirve de bien poco si no va acompan˜ado por la experiencia,
que se logra a fuerza de modestia y aplicacio´n.”
Patrick Su¨skind, El perfume
En este cap´ıtulo describiremos brevemente el trabajo realizado para la toma de datos
y evaluacio´n en tiempo real del me´todo desarrollado para la deteccio´n de intencio´n de
movimiento. Motivados en la aplicacio´n de BCI basadas en MI para la rehabilitacio´n
de pacientes con severa pe´rdida del control voluntario de alguna de sus extremidades
superiores, disen˜amos, desarrollamos y evaluamos dicho me´todo en tiempo real tanto con
sujetos sanos como con un paciente un accidente cerebro vascular.
7.1. Introduccio´n
Segu´n la Organizacio´n Mundial de la Salud, 15 millones de personas en todo el mun-
do sufren accidentes cerebro vasculares (ACV) cada an˜o, provocando diversos grados de
paresia en las extremidades superiores en aproximadamente un tercio de ellas (Benjamin
et al., 2017). En Argentina, el Ministerio de Salud de la Nacio´n indica que esta pato-
log´ıa afecta anualmente a ma´s de 80.000 habitantes. Los procedimientos tradicionales de
rehabilitacio´n esta´n fuertemente orientados a que el paciente use ma´s a menudo su mano
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afectada, ya sea a trave´s de movimientos activos (controlados por el sujeto), o pasivos
(por ejemplo, realizados mediante la ayuda de un robot) (Hesse et al., 2005; Wolf et al.,
2006). Para aquellos pacientes con nula o muy poca actividad muscular remanente en la
mano afectada, el uso de BCI basadas en MI constituye un abordaje novedoso e integra-
dor para la rehabilitacio´n neuromotora de estos pacientes (Milla´n et al., 2010). Como se
describio´ anteriormente (ver Seccio´n 2.2.2), mediante una MI-BCI la actividad cerebral
asociada al deseo/imaginacio´n de un cierto movimiento es directamente transformada en
sen˜ales de control de dispositivos externos, tal como una computadora o un brazo robo´tico
(Frolov et al., 2017). Terapias de rehabilitacio´n en las que el paciente, mediante una MI-
BCI controla una ortesis meca´nica (exoesqueleto) colocada en la mano paralizada, cierra
el circuito transformando la intencio´n en ejecucio´n del movimiento. Se ha demostrado que
la retroalimentacio´n visual y sensorial que percibe un sujeto puede mejorar las funciones
motoras de la mano, y tambie´n, probablemente, la plasticidad cerebral en la zona dan˜ada
(Broetz et al., 2010; Subramanian et al., 2010).
Para que las terapias de rehabilitacio´n sean ma´s accesibles a sus potenciales usuarios,
realizables en el hogar y/o enmarcadas en un tratamiento fisioterape´utico complementario,
es entonces necesario disponer, por un lado, de equipos de adquisicio´n transportables,
confiables y comparables a equipos de grado cl´ınico, y por otro lado de algoritmos de
traduccio´n eficientes y versa´tiles, capaces de ajustarse de manera ra´pida y automa´tica a
las posibles variaciones en las mediciones de la actividad cerebral.
En el cap´ıtulo anterior propusimos un me´todo para mejorar la deteccio´n de la intencio´n
de movimiento. Los resultados hallados mediante los experimentos de validacio´n cruzada
indican que el me´todo de ventana u´nica PFBCSP es un buen candidato para la deteccio´n
en tiempo real de MI. En este cap´ıtulo describiremos el trabajo realizado para evaluar la
factibilidad y aplicabilidad de dicho me´todo en tiempo real para una BCI basada en MI con
aplicaciones en rehabilitacio´n. En una primera etapa dicha evaluacio´n fue realizada con
sujetos sanos. Luego, dado que los patrones de activacio´n cerebral pueden ser diferentes
para pacientes con alteraciones neurolo´gicas, todo el disen˜o de la MI-BCI fue transferido
y evaluado en los posibles usuarios finales de dicho sistema: pacientes de ACV.
7.2. Descripcio´n del experimento
El objetivo principal de las MI-BCIs en el contexto de rehabilitacio´n motora funcional
es activar las conexiones cerebrales sensioromotoras. Por ello, es crucial que los usuarios
de las BCIs realicen una tarea mental desde una perspectiva propioceptiva focalizada en
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las sensaciones asociadas a la realizacio´n de un cierto movimiento (MI cineste´tico). Ma´s
au´n, para lograr una mejor simulacio´n mental de un movimiento, la tarea de MI debe ser
tomada de una actividad simple de la vida diaria, tal como lo es el gesto de abrir y cerrar
la mano (Milla´n et al., 2010).
Teniendo en cuenta dichas caracter´ısticas se disen˜o´ un protocolo de experimentacio´n
de MI cineste´tico vs. relajacio´n. Para posteriormente analizar la variabilidad intra-sujeto
dada por los cambios en la condiciones pre-fisiolo´gicas, se realizo´ la toma de datos en
dos sesiones (d´ıas) diferentes con una ma´xima separacio´n entre sesio´n y sesio´n de 5 d´ıas.
Cada sesio´n contemplaba cuatro rondas o corridas. Cada corrida de experimentacio´n
constaba de 20 repeticiones de imaginacio´n motora cineste´tica intercaladas aleatoriamente
con 20 e´pocas de no imaginacio´n/relajacio´n. Las primeras dos rondas eran utilizadas para
entrenar el me´todo PFBCSP propuesto para la deteccio´n de la intencio´n de movimiento.
Si bien, ningu´n tipo de realimentacio´n o devolucio´n era realizada para con el sujeto, las
segundas dos rondas fueron utilizadas para la evaluacio´n en tiempo real de la deteccio´n
de MI.
Para obtener informacio´n adicional de los participantes, se disen˜aron y utilizaron dos
cuestionarios: uno de atencio´n y otro de imaginer´ıa motora (Kinesthetic and Visual Ima-
gery Questionnaire, KVIQ (Malouin et al., 2007)). Para la eleccio´n de los posibles sujetos
de experimentacio´n, se consideraron criterios de inclusio´n/exclusio´n detallados en la Tabla
7.1
Para el reclutamiento de sujetos sanos se realizo´ un llamado de voluntarios por me-
dio de correo electro´nico y comunicacio´n verbal a estudiantes pertenecientes al “Balgrist
Campus”1, Zurich, Suiza. Para el caso de los pacientes, esta investigacio´n fue realizada
en conjunto con el Instituto de Rehabilitacio´n “Center for Neurologial Rehabilitation”2
(Cereno, Vitznau, Suiza).
El protocolo de experimentacio´n aqu´ı descripto fue evaluado y aprobado por la Comi-
sio´n de E´tica de Zurich, Suiza, BASEC-Nr. Req-2017-00631.
7.2.1. Protocolo de estimulacio´n
El protocolo de estimulacio´n disen˜ado, que se encuentra esquema´ticamente represen-
tado en la Figura 7.1, esta´ basado en el me´todo esta´ndar de estimulacio´n propuesto por
el prestigioso grupo de investigacio´n de Graz, Austria (Pfurtscheller y Neuper, 2001).
Cada e´poca del experimento comenzaba con una cruz verde en el medio de la pantalla
1http://www.balgristcampus.ch/en/home/
2https://www.cereneo.ch/en/home.html
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SUJETOS SANOS
Criterios de inclusio´n Criterios de exclusio´n
X Ser mayor de edad. × Haber abusado de drogas y/o alcohol.
X Tener la habilidad de dar consentimiento
informado y entender comandos simples.
× Poseer una enfermedad cl´ınica
significativa del CNS o del aparato motor.
X No poseer disfunciones motoras.
PACIENTES
Criterios de inclusio´n Criterios de exclusio´n
X Ser mayor de edad. × Haber abusado de drogas y/o alcohol.
X Tener la habilidad de dar consentimiento
informado y entender comandos simples.
× Poseer lesiones en la corteza motora
primaria, identificada mediante
documentacio´n me´dica.
X Poseer discapacidades severas de
miembro superior, reflejado en valores
cl´ınicos esta´ndar evaluadas por un equipo
terape´utico.
× Pacientes que sufran de manera
recurrente de ACV y/o hayan sido
sometidos a cirug´ıa cerebral.
× Pacientes con ataxia, diston´ıa, temblor
en miembro superior o mioelopat´ıa cervial
previa.
Tabla 7.1: Criterios de inclusio´n y exclusio´n para sujetos sanos (arriba) y pacientes de
ACV (abajo).
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(t = −3 s). Para llamar la atencio´n del sujeto/paciente, una sen˜al audible era presentada
dos segundos ma´s tarde (t = −1 s). Al comienzo de una e´poca (t = 0 s), si se presentaba
una flecha roja en la pantalla, el sujeto/paciente deb´ıa imaginar/activamente realizar el
movimiento de abrir y cerrar su mano dominante/afectada por un per´ıodo de tiempo de 4
s en un ciclo de apertura-cierre de 1 Hz (clase MI). Por el contrario, si no aparec´ıa la fecha
roja (so´lo cruz verde en la pantalla), la persona deber´ıa simplemente relajarse y no ima-
ginar movimiento alguno (clase relajacio´n) por el mismo per´ıodo de tiempo. Para evitar
el acostumbramiento y/o agotamiento por parte del sujeto, al finalizar cada repeticio´n, y
hasta el comienzo de la siguiente, la pantalla se pon´ıa negra por un per´ıodo de tiempo
aleatorio (entre 2,5 y 4,5 s). Asimismo, un per´ıodo de tiempo ma´s largo (> 2 min) luego
de cada ronda permit´ıa al sujeto descansar.
Cruz de
Atención
Cruz de Atención/ Relajación
Señal Visual / MI
Tiempo de
descanso
−3 −1 0 4 tiempo [s]
Figura 7.1: Representacio´n esquema´tica de una e´poca del experimento con la referencia
de los tiempos del protocolo, en segundos.
7.2.2. Software y hardware utilizados
Para la toma de datos se utilizo´ un amplificador eegoTMrt Ant Neuro amplifier (Ant
Neuro, Holanda). Los datos de EEG fueron adquiridos utilizando 64 electrodos no-invasivos
localizados en concordancia con el sistema internacional 10-20, utilizando los electrodos
CPz y AFz como referencia y tierra, respectivamente (ver Figura 7.2). Las sen˜ales fueron
muestreadas a 512 Hz y filtradas entre 0,5 Hz y 40 Hz con un filtro Butterworth de or-
den 3 pasa-banda mediante el software de adquisicio´n. Para monitorear que el sujeto no
realice movimiento f´ısico/real de su mano, electromiograf´ıa (EMG) de superficie de dos
mu´sculos de la mano y de dos mu´sculos del antebrazo fue adquirida en simulta´neo con el
EEG (Noraxon TeleMyo DTS, Noraxon, Estados Unidos).
El protocolo de estimulacio´n junto con el registro de las sen˜ales de EEG se realizo´ me-
diante el OpenVIBE3. OpenVIBE es un software libre multiplataforma que permite el
3http://openvibe.inria.fr/
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disen˜o, evaluacio´n y uso de BCIs. Mediante dicha plataforma se pueden registrar sen˜ales
biome´dicas, realizar te´cnicas de procesamiento ba´sico de sen˜ales y visualizar las mismas
en tiempo real. Tiene la ventaja de ser compatible con diferentes sistemas de adquisicio´n de
sen˜ales.
Figura 7.2: Localizacio´n de los 64 electrodos
utilizados para la toma de datos. No´tese que
CPz ha sido utilizado como electrodo de re-
ferencia y AFz como tierra.
Para registrar y visualizar las sen˜ales de
EMG se utilizo´ el software Noraxon Myo-
Research4. Las sen˜ales de EMG fueron re-
gistradas de manera sincronizada con el co-
mienzo de cada ronda de EEG. Para ello
se utilizo´ la librer´ıa Lab Streaming Layer 5
(LSL) junto con el software Matlab R©. Es-
ta librer´ıa fue utilizada para visualizar en
Matlab las sen˜ales y los marcadores envia-
dos por y desde OpenVIBE (comienzo de
corrida, tipo de tarea MI, fin del experi-
mento, etc.). En las rondas de evaluacio´n,
en las que el clasificador deb´ıa detectar en
tiempo real la presencia de MI, tambie´n
gracias al uso de dicha librer´ıa, el registro
y clasificacio´n de los segmentos de EEG fue realizado directamente en Matlab.
En la Figura 7.3 se representa esquema´ticamente el montaje del experimento con
software y hardware utilizados.
7.2.3. Adquisicio´n de datos
Considerando los criterios de inclusio´n y exclusio´n, y en funcio´n de los pacientes dis-
ponibles en la cl´ınica, se realizaron registros de once (11) sujetos sanos (3 mujeres, 4 de
dominancia izquierda, edad promedio 25,45 ± 2,50 an˜os) y de un (1) paciente sobrevi-
viente a un ACV (mujer, 42 an˜os, mano derecha afectada).
Para el caso de los sujetos sanos, cada sujeto se encontraba co´modamente sentado
frente a un monitor de computadora con ambos brazos descansando sobre un escritorio.
Para evitar que el sujeto mire su mano e interfiera en el ejercicio cineste´tico mental de
imaginar el movimiento, su brazo dominante con los electrodos de EMG sujetos a e´l, se
4https://www.noraxon.com/our-products/myoresearch/
5https://github.com/sccn/labstreaminglayer
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Figura 7.3: Descripcio´n esquema´tica del experimento. Electrodos, equipo de adquisicio´n
y softwares utilizados para el registro de cada sen˜al biome´dica considerada.
ubico´ dentro de una caja de carto´n (ver Figura 7.4). La ma´xima contraccio´n voluntaria
(MVC, por sus siglas en ingle´s), es decir la ma´xima fuerza que una persona puede realizar
en un ejercicio isome´trico espec´ıfico, fue adquirida al comienzo de cada sesio´n para tener
luego una referencia en el ana´lisis de la actividad muscular dentro de las e´pocas de EEG.
En el caso del paciente, dado que el experimento fue realizado en la misma cl´ınica y como
parte de su sesio´n de rehabilitacio´n, la actividad muscular no pudo ser registrada. Por
otro lado, a este sujeto, en lugar de pedirle que imagine la realizacio´n del movimiento, se
le pidio´ que efectivamente realice la intencio´n de movimiento de su mano afectada.
Las rondas de calibracio´n (primeras dos rondas de cada sesio´n), conten´ıan sen˜ales de
EEG con su correspondiente etiqueta de clase (dada por el protocolo de estimulacio´n).
Este conjunto de datos (80 e´pocas de EEG, 40 MI/40 relajacio´n), se utilizo´ para entrenar
el me´todo de deteccio´n PFBCSP implementado en Matlab R©. Las segundas dos rondas del
experimento fueron ide´nticas para el sujeto, excepto que, en Matlab nuestro clasificador
predec´ıa en tiempo real cada e´poca de EEG extra´ıda. El sujeto no recibio´ retroalimenta-
cio´n alguna de su desempen˜o por parte del sistema, para no influenciar el experimento y
tener la posibilidad de poder luego evaluar otros enfoques o mejoras del me´todo. La segun-
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da sesio´n fue ide´ntica a la primera, lo que permitira´ evaluar el desempen˜o del clasificador
entrenado y la robustez ante las variaciones intra-sujeto.
Figura 7.4: Montaje del experimento para un sujeto con dominancia izquierda. Se mues-
tran los sistemas de adquisicio´n de EEG y EMG, como as´ı tambie´n el protocolo de esti-
mulacio´n con la sen˜al visual para una e´poca de MI
7.3. Resultados
7.3.1. Ana´lisis de la sen˜al de EMG
La adquisicio´n de sen˜ales de EMG so´lo pudo ser realizada para los sujetos sanos. Por
lo cual, el siguiente ana´lisis so´lo es va´lido para los datos de EEG provenientes de los 11
sujetos sanos.
Las sen˜ales de EMG fueron analizadas para poder detectar (si existiesen), para ca-
da sujeto, cua´les y cua´ntas e´pocas de EEG estaban contaminadas por ruido muscular.
Adema´s de la inspeccio´n visual de las sen˜ales de EMG, una manera esta´ndar de detec-
tar la activacio´n muscular consiste en determinar el momento en que la sen˜al de EMG
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supera un cierto umbral (Hodges y Bui, 1996). La envolvente de la sen˜al de EMG puede
estimarse aplicando a la sen˜al de EMG centrada (media cero) y rectificada un filtro But-
terworth pasa-bajos de orden 4 sin corrimiento de fase con frecuencia de corte en 50 Hz.
Los segmentos de EMG se extrajeron en correspondencia con el comienzo de una e´poca
de EEG. Se utilizaron ventanas mo´viles de 500 ms a lo largo de dichos segmentos para
analizar la actividad muscular. Para cada e´poca y para cada uno de los cuatro mu´scu-
los considerados, se etiqueto´ como e´poca contaminada a aquella realizacio´n cuyo valor
medio en la ventana mo´vil de EMG superaba al 20 % del correspondiente valor ma´ximo
de la envolvente del MVC. Para uno de los sujetos, ma´s del 50 % de las e´pocas en una
ronda estaban contaminadas por actividad muscular, razo´n por la cual los resultados de
clasificacio´n en tiempo real para este sujeto no sera´n reportados.
7.3.2. Resultados de clasificacio´n en tiempo real
Con las sen˜ales de EEG correspondientes a las dos primeras corridas, para cada sujeto
y para cada sesio´n, se entreno´ el algoritmo de deteccio´n de intencio´n de movimiento ba-
sado en el me´todo PFBCSP. Para ello, y siguiendo la misma metodolog´ıa explicada en la
Subseccio´n 6.3, se utilizaron 28 electrodos cubriendo el a´rea sensoriomotora y segmentos
de EEG extra´ıdos entre 0,5 y 2,5 s luego de la presentacio´n del est´ımulo visual (t = 0
s). Para cada segmento de EEG se aplico´ un banco de filtros de 17 sub-bandas frecuen-
ciales entre 4-40 Hz con ancho de banda 4 Hz y solapamiento 2 Hz. Los dos primeros
filtros aprendidos mediante CSP en cada sub-banda fueron utilizados para extraer 2 ca-
racter´ısticas por banda frecuencial. Mediante GSDA se realizo´ la seleccio´n y clasificacio´n
de caracter´ısticas. Al finalizar el proceso de entrenamiento, para cada sujeto y para cada
sesio´n, se contaba con un “modelo”, constituido por las matrices CSP aprendidas para
cada sub-banda, la media y desv´ıo muestral (necesarios para normalizar los datos antes
de utilizar GSDA), el vector solucio´n β de GSDA y los para´metros del hiperplano de
separacio´n correspondiente a la regla de clasificacio´n lineal. Estos para´metros aprendidos,
permiten entonces la clasificacio´n en tiempo real de los segmentos de EEG de manera
ra´pida (< 40 ms) y sujeto-espec´ıfica.
La funcio´n de distribucio´n acumulativa binomial (BCDF, por sus siglas en ingle´s), pro-
vee un mı´nimo umbral en los resultados de clasificacio´n, necesario para el control eficiente
de una BCI (Combrisson y Jerbi, 2015; Mu¨ller-Putz et al., 2008). Para un problema de
clasificacio´n balanceado, el nivel teo´rico mı´nimo de clasificacio´n es 50 %. Este valor solo
se alcanza para un nu´mero infinito de realizaciones. En la pra´ctica, dicho nivel mı´nimo
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depende de la cantidad de observaciones disponibles en el conjunto de datos de entre-
namiento. Mediante el uso de BCDF con un nivel de confianza del 95 % y basado en el
nu´mero de e´pocas de EEG por sujeto (80 para dos primeras rondas), el mı´nimo umbral
de clasificacio´n encontrado fue de 58,75 %.
Las Figuras 7.5 y 7.6 muestran los resultados de clasificacio´n en cada ronda de evalua-
cio´n para ambas sesiones obtenidas por los 10 sujetos sanos considerados y por el paciente
con ACV, respectivamente. La l´ınea roja denota el mı´nimo umbral de clasificacio´n calcu-
lado mediante BCDF. No´tese que el valor de clasificacio´n promedio en las dos rondas de
evaluacio´n para los sujetos sanos fue de 72,31± 12,32, mientras que para el paciente este
valor fue de 86,25± 8,84.
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Figura 7.5: Resultados de clasificacio´n en cada ronda de evaluacio´n para los 10 sujetos
sanos. Se muestran las dos sesiones por sujeto. Las l´ıneas discontinuas demarcan la se-
paracio´n entre sujeto y sujeto. La l´ınea roja denota el mı´nimo valor de clasificacio´n para
controlar una BCI.
Como se puede observar en ambas figuras, la variabilidad intra-sujeto (de ronda a ronda
y de sesio´n a sesio´n) es notable, al punto tal que para algunos sujetos la clasificacio´n de
algunas de sus rondas de evaluacio´n se encuentra por debajo del mı´nimo umbral, cercanas
a 50 %. En el caso particular del sujeto S10, este no alcanza dichos niveles mı´nimos de
clasificacio´n para controlar de manera confiable una BCI. Finalmente, obse´rvese que la
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Figura 7.6: Resultados de clasificacio´n en cada ronda de evaluacio´n para el paciente con
ACV. La l´ınea roja denota el mı´nimo valor de clasificacio´n para controlar una BCI.
evaluacio´n del me´todo en el paciente con ACV es altamente prometedora, alcanzando
niveles de clasificacio´n de hasta un 97 %.
7.4. Discusiones
En este cap´ıtulo hemos mostrado el desarrollo y posterior evaluacio´n de la implemen-
tacio´n en tiempo real de un me´todo para la deteccio´n de la intencio´n de movimiento. Para
ello fue necesario disen˜ar un protocolo de experimentacio´n con aplicaciones en terapias
a rehabilitacio´n. Asimismo, para el registro de las sen˜ales (EEG y EMG) se han elegido
equipos de adquisicio´n confiables,transportables, reconocidos y aceptados por la comuni-
dad cient´ıfica. En esta instancia, a modo de utilizar las funciones ya implementadas en
Matlab, fue necesario contar con tecnolog´ıas que permiten utilizar dicha herramienta en
tiempo real, estableciendo comunicaciones estables entre los diferentes paquetes de soft-
ware y sistemas utilizados. Mediante LSL no so´lo fuimos capaces de “leer”directamente
desde Matlab las sen˜ales de EEG, para inmediatamente clasificarlas en tiempo real, sino
que adema´s se pudieron sincronizar de manera automa´tica los registros de EMG con el
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comienzo de la toma de datos de EEG.
El uso del mı´nimo umbral de clasificacio´n permite evaluar que´ sujeto es capaz de
controlar una BCI. Existe evidencia de que ente un 15 y un 30 % de la poblacio´n no es
capaz de controlar una BCI basada en SMR, au´n luego de largas y repetidas sesiones
de entrenamiento (Dickhaus et al., 2009). Por otro lado, para personas sin conocimiento
previo en MI-BCIs son necesarias entre 7 y 8 sesiones de entrenamiento para poder mo-
dular la actividad cerebral de manera confiable (Zhang et al., 2015a). Esto evidencia que
el entrenamiento tanto del sujeto como del sistema BCI son necesarios de manera conti-
nua y adaptiva. Sumado a esto, para que un sujeto sea capaz de aprender a modular su
actividad cerebral, la retroalimentacio´n recibida por parte del sistema debe ser confiable
para evitar la frustracio´n del usuario. Por este motivo, es que en estos experimentos los
sujetos no han recibido retroalimentacio´n alguna de su desempen˜o en tiempo real, y so´lo
al finalizar la sesio´n, si ellos as´ı lo deseaban, se le indicaba el porcentaje de clasificacio´n
alcanzado en cada ronda de evaluacio´n.
Los resultados aqu´ı expuestos permiten analizar, en una primera instancia, la fac-
tibilidad de la utilizacio´n del me´todo propuesto para deteccio´n de MI. Son resultados
preliminares, obtenidos mediante una sencilla propuesta de entrenamiento y validacio´n fi-
ja. Estos resultados son muy prometedores, aunque podr´ıan mejorarse au´n ma´s al utilizar
te´cnicas de adaptabilidad del me´todo entrenado (Shenoy et al., 2006) y enfoques de trans-
porte o´ptimo (Courty et al., 2014), por nombrar algunos. Asimismo es necesario evaluar
el nu´mero o´ptimo de observaciones de entrenamiento para cada sujeto y la posibilidad de
aplicar te´cnicas de transferencia de modelos de sesio´n a sesio´n (Ang et al., 2012a).
La evaluacio´n en la cl´ınica del enfoque propuesto es sumamente optimista. Si bien,
dada la lesio´n cerebral de los pacientes con ACV, la sen˜al a detectar implica la intencio´n
efectiva de la realizacio´n del movimiento y no la simulacio´n mental del mismo, los resul-
tados de clasificacio´n esta´n siempre cercanos o son superiores al 80 %. Esto significa un
gran avance hacia la utilizacio´n de terapias de rehabilitacio´n para recuperacio´n motora
funcional basadas en MI-BCIs.
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Conclusiones y trabajos futuros
“La diferencia esencial entre la emocio´n y la razo´n es que la
emocio´n te lleva a la accio´n y la razo´n a las conclusiones.”
Donald Calne
Las interfaces cerebro-computadora permiten una v´ıa de comunicacio´n nueva y alter-
nativa entre el cerebro de una persona y el mundo exterior. Independientemente del para-
digma utilizado para establecer dicha comunicacio´n, las BCIs dependen fuertemente del
algoritmo utilizado para transformar las entradas (sen˜ales de EEG) en salidas de control.
En esta tesis, luego de detectar los principales desaf´ıos que actualmente deben enfrentar
las BCIs, se disen˜aron me´todos discriminativos basados en te´cnicas de regularizacio´n con
penalizacio´n mixta. El me´todo GSDA, concebido como un me´todo integrado en el que
la seleccio´n de caracter´ısticas es simulta´neamente realizada junto con la clasificacio´n, fue
evaluado como herramienta discriminativa tanto para BCIs basadas en ERPs, como para
BCIs basadas en MI. En estas u´ltimas, GSDA estaba precedido por un necesario ana´lisis
de la sen˜al en banco de filtros y/o segmentos temporales.
Los me´todos propuestos y su eficiencia en la decodificacio´n de la actividad cerebral
fueron principalmente evaluados en experimentos de validacio´n cruzada y comparados con
los algoritmos competitivos del estado del arte. Como resultado de dicho ana´lisis observa-
mos que la introduccio´n de la informacio´n discriminativa en GSDA impacta positivamente
en la raleza de la solucio´n, en la velocidad de convergencia del me´todo, y finalmente en
la clasificacio´n de las sen˜ales, comparado al caso de no utilizacio´n de dicha informacio´n
(GSDA vs. SDA). Los experimentos en escenarios adversos de pequen˜os datos de entre-
namiento, mostraron la potencialidad de utilizar dicha te´cnica para disminuir los tiempos
de calibracio´n de BCIs basadas en ERPs. Por otro lado, mediante el me´todo PTFBCSP,
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basado en bandas temporo-frecuenciales y GSDA, extendimos el uso del clasificador pro-
puesto a la resolucio´n de otro problema binario dentro de las BCIs, mostrando tambie´n
aqu´ı la eficiencia de dicho me´todo.
El me´todo GSDA fue siempre implementado mediante algu´n criterio de parada tem-
prana, utilizando un para´metro como cota superior de la norma-`1 o de la norma-`0 de
la solucio´n. Dicha eleccio´n estuvo siempre basada en conocimiento previo del problema,
y se impon´ıa de manera no espec´ıfica para todos los casos de estudio (sujetos de cada
base de datos). Una manera de mejorar au´n ma´s los resultados plasmados en esta tesis es
mediante la seleccio´n automa´tica y sujeto-espec´ıfica de dichos para´metros.
Adema´s de este ana´lisis comparativo, fuimos capaces de disen˜ar, implementar y evaluar
una MI-BCI en tiempo real. Dicha BCI estaba fuertemente motivada en aplicaciones
para rehabilitacio´n de pacientes de ACV con disfunciones motoras severas. Adema´s del
disen˜o del protocolo (MI vs. relajacio´n), tanto para los experimentos fuera de l´ınea como
para la implementacio´n en tiempo real, se utilizaron 28 electrodos cubriendo la corteza
sensomotora de los 64 electrodos disponibles. Es importante mencionar aqu´ı que mejores
resultados de clasificacio´n posiblemente podr´ıan encontrarse utilizando electrodos fuera de
dicha regio´n de la corteza cerebral, pero realizar esto implica utilizar sen˜ales no-espec´ıficas
o no-correlacionadas con la tarea mental sensorial de intere´s. De hecho, la configuracio´n
“optima” de canales es au´n un tema abierto en el campo de las BCIs. Hay falta de
consenso no so´lo en el nu´mero “o´ptimo” sino tambie´n en las posiciones “o´ptimas” de los
electrodos a utilizar para una aplicacio´n de BCI particular.
Actualmente uno de los principales objetivos es trasladar las BCIs fuera del laborato-
rio, para que sean utilizadas por sus potenciales usuarios finales en sus vidas cotidianas.
Esto requiere de sistemas que sean lo ma´s independientes posibles de la presencia constan-
te de te´cnicos o profesionales especializados. Asimismo, las herramientas utilizadas para
medir la actividad cerebral deben ser no invasivas, transportables, seguras y asequibles.
Este u´ltimo requerimiento limita en gran medida el uso de las BCIs a cl´ınicas especializa-
das o a laboratorios de investigacio´n. Para romper esta barrera se plantea el desarrollo de
una base de datos utilizando equipos de bajo costo y transportables denominados OpenB-
CI1 junto con el software de experimentacio´n libre y gratuito OpenVIBE, para as´ı evaluar
si es posible construir una BCI confiable mediante estos sistemas. Los resultados prelimi-
nares que tenemos hasta el momento son prometedores, y parecen indicar que BCIs de
bajo costo pueden efectivamente construirse y utilizarse.
Otros trabajos futuros incluyen el estudio de me´todos de inferencia para la estimacio´n
1http://openbci.com/
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sujeto-espec´ıfica de los para´metros de regularizacio´n tales como los me´todos basados en
aprendizaje Bayesiano (Li et al., 2010), el principio de “balanceo”(Ito et al., 2011), el
me´todo de agregacio´n (Chen et al., 2015), etc. Por otro lado, el enfoque conocido como
“LASSO por grupos”(Yuan y Lin, 2006) ha sido muy utilizado para la seleccio´n automa´tica
sujeto-dependiente de los electrodos ma´s discriminativos (Flamary et al., 2014; Yu et al.,
2015). Estas y similares ideas pueden ser incluidas en nuestro modelo. Finalmente, da-
dos los resultados alcanzados por el me´todo PFBCSP en tiempo real en cada ronda de
evaluacio´n, es necesario explorar la cantidad mı´nima de e´pocas requeridas para detectar
eficientemente MI, te´cnicas adaptativas de entrenamiento, metodolog´ıas de transferencia
de “sesio´n-a-sesio´n”, por nombrar algunos.
Para concluir, consideramos que los principales aportes presentados en este trabajo
de tesis han contribuido al avance de te´cnicas discriminativas que pueden aplicarse ma´s
alla´ del a´mbito de las BCIs, con la esperanza de que sean utilizadas por la comunidad.
Los resultados aqu´ı expuestos junto con otros trabajos han originado ya seis publicaciones
a congresos internacionales y nacionales como as´ı tambie´n trabajos en revistas interna-
cionales con referato. A continuacio´n, listadas por su orden de publicacio´n, se encuentran
detalladas dichas publicaciones:
V. Peterson, H.L. Rufiner y R.D. Spies. “Ad-hoc Gaussian Dictionaries for Sparse
Representation of Evoked Related Potentials”, Proceedings of the 1st Pan-American
Congress on Computational Mechanics, Buenos Aires, Argentina, 2015. E-book,
ISBN: 978-84-943928-2-5.
V. Peterson, H.L. Rufiner y R.D. Spies. “L1-Norm Regularization for Sparse Re-
presentation and P300 Wave Detection in Brain-Computer Interfaces”, Proceedings
of the V Congreso de Matema´tica Aplicada, Computacional e Industrial, Tandil,
Argentina, 2015. E-book, ISSN: 2314-3282.
V. Peterson, H.L. Rufiner y R.D. Spies. “Generalized Sparse Discriminant Analy-
sis for Event-Related Potential Classification”, Biomedical Signal Processing and
Control, Vol. 35, pp. 70-78, 2017.
V. Peterson, H.L. Rufiner y R.D. Spies. “Analysis of different discriminant measures
on a penalized mix-norm classification method for ERP detection”, Proceeding of
VI Congreso de Matema´tica Aplicada, Computacional e Industrial (VI MACI 2017),
Comodoro Rivadavia, Argentina, 2017.
V. Peterson, H.L. Rufiner y R.D. Spies. “On the measurement impact of the a-priori
discriminative information in a penalized classification method for ERP detection”,
Pattern Recognition Letters. En Revisio´n.
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V. Peterson, D. Wyser, O. Lambercy, R.D. Spies y R. Gasert. “A penalized time-
frequency band feature selection and classification procedure for improved motor
intention decoding in multichannel EEG”, Journal of Neural Engineering. En Revi-
sio´n.
Asimismo, con la idea de contribuir abiertamente a la comunidad, se ha realizado un
tutorial para el uso de OpenBCI junto con OpenVIBE denominado“OpenBCI & OpenVI-
BE for P300 speller paradigm: a quick starting guide”, publicamente accesible en GitHub
https://github.com/vpeterson/OV-OBCI. Los co´digos de GSDA para Matlab con una
pequen˜a demo tambie´n se encuentran disponibles en https://github.com/vpeterson/
gsda.
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Anexo A
Detalles sobre FLDA y CSP
A.1. FLDA como un problema de mı´nimos cuadrados
Sea X una matriz de n× p, y sea y ∈ Rn tal que yi = n2n o´ yi = −n1n , dependiendo
de que la i-e´sima observacio´n pertenezca a la clase 1 o a la clase 2, respectivamente.
Consideremos el siguiente problema de regresio´n de mı´nimos cuadrados (LSR, por sus
siglas en ingle´s):
mı´n
α∈Rp
1
2
‖y −Xα‖22, (A.1)
cuyas soluciones son todos los vectores que se encuentra en el conjunto N (XTX) +
(XTX)†XTy, donde “†” denota la inversa generalizada de Moore-Penrose y N (XTX)
denota el espacio nulo de XTX. Si XTX es invertible, luego (A.1) tiene solucio´n u´nica
dada por α = (XTX)−1XTy. Si la matriz de datos X esta´ centrada a media cero (µ = 0),
luego XTX = nΣt, X
Ty = n1n2
n
(µ1−µ2), y por lo tanto α = n1n2n β. De esta manera que-
da demostrado que FLDA tambie´n puede ser resuelto mediante un problema de mı´nimos
cuadrados.
A.2. Me´todo CSP
Sea {Xic}nci=1 un conjunto de nc e´pocas de EEG filtradas, donde c = 1, 2 representa cada
uno de las dos posibles clases. La matriz Xic de dimensio´n p ×m, con p y m denotando
el numbero de canales y el nu´mero de puntos muestrales, respectivamente, es un e´poca
de EEG. En lo que sigue se asume que cada e´poca de EEG tiene media zero y varianza
unitaria. El objetivo de CSP es encontrar p filtros espaciales, w1, . . . ,wp ∈ Rp, tales que
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transformen linealmente la matriz X segu´n
Z = WTX, (A.2)
donde W = [w1, . . . ,wp] y
T denota la transpuesta. El criterio de optimizacio´n seguido
por CSP para encontrar los p filtros espaciales requiere de estimaciones muestrales de las
matrices de covarianza de cada clase:
Σc =
1
nc
nc∑
i=1
Xic(X
i
c)
′
, c = 1, 2. (A.3)
Luego, se procede con la diagonalizacio´n simulta´nea de las dos matrices de covarianza Σ1
y Σ2:
WTΣ1W = ∆1, (A.4)
WTΣ2W = ∆2, (A.5)
donde cada columna de la matriz W es escalada de manera que las dos matrices estricta-
mente positivas ∆c, c = 1, 2, satisfagan ∆1 + ∆2 = I. Mediante γj =
δj1
δj2
, donde δjc es el
j−e´simo elemento diagonal de ∆c, revolver las ecuaciones (A.4) y (A.5) se puede revolver
mediante un problema de autovalores generalizado, dado que
wTj Σ1wj = δ1, (A.6)
wTj Σ2wj = δ2. (A.7)
Luego,
Σ1wj = δ1wj, (A.8)
Σ1wj = δ2(δ1)/δ2wj. (A.9)
Entonces,
Σ1wj = γjΣ2wj, j = 1, . . . , p. (A.10)
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Abstract. A Brain-Computer Interface (BCI) is a system which provides direct commu-
nication between the mind of a person and the outside world by using only brain activity
(EEG). A common EEG BCI paradigm is based on the so called Event-Related Potentials
(ERP) which are responses of the brain to some external stimuli. For the present work at
hand, the innermost part of a BCI is the pattern recognition stage whose aim is to detect
the presence of ERPs with high accuracy. In recent years there has been a growing interest
in the study of sparse representation of signals. Using a dictionary composed of proto-
type atoms, signals are written as linear combinations of just a few of those atoms. This
sparse representation is found to be appropriate for posterior classification purposes. In
this work we propose a sparse representation and posterior classification of ERPs signals
by means of an ad-hoc spatio-temporal dictionary composed of bidimensional Gaussian
atoms. Based on `1-minimization we find the sparsest possible solution which allow us to
design a robust classification based on nearest representation
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1 INTRODUCTION
Sparse representations have received great interest in the recent years due to their
success in many applications in signal and image processing [1], [2].
Given a m× n matrix A, called dictionary, an unknown signal x ∈ Rn and a measure-
ment vector y ∈ Rm, we seek to find the sparsest coefficient vector x such that y = Ax.
Recovering x given A and y is a non trivial inversion problem since in general the size
of x is greater than the size of y, the measurement y is contaminated by noise and the
problem is usually severally ill-posed. Hence, regularization is required.
Given a functional J(x), which penalizes certain undesired properties of the solution, a
regularized solution can then be obtained by solving the following constrained optimiza-
tion problem:
(PJ) : min
x∈Rn
J(x) s.t. y = Ax. (1)
Most of the existing works on sparse learning are based on variants of the `1-norm regu-
larization (J(x) = ||x||1) due to its sparsity-inducing property, convenient convexity, wide
and strong theoretical support, and great success in several applications [3]. Thus, the
regularized sparse solution are obtained by solving the following minimization problem:
(P1) : min
x∈Rn
||x||1 s.t. y = Ax. (2)
It has been shown, under certain conditions, that the minimum `1-norm solution of an
undetermined linear system is also the sparsest possible solution [4]. In practice, however,
y is contaminated by noise and therefore the equality constraint in (2) must be relaxed:
(P1,2) : min
x∈Rn
||x||1 s.t. ||y − Ax||2 ≤ , (3)
where  is noise level.
Problem (P1,2), known as the basis pursuit denoising problem (BPDN), is equivalent
to the following unconstrained minimization problem:
(Pλ) : min
x∈Rn
1
2
||y − Ax||22 + λ||x||1, (4)
which can be viewed as a generalized Tikhonov-Phillips regularization functional [5] or in
a statistical context as a Least Absolute Shrinkage and Selection Operator (LASSO) [6].
In this article we pretend to use the virtues of sparse representation framework together
with the ideas proposed in [7] in order to develop a robust classification method in the
context of Event Related Potential (ERP) detection.
The problem at hand comes from Brain-Computer Interfaces (BCI) systems. BCI can
significantly improve the quality of life of a person who cannot control his/her own body
or even is not able to communicate. By using only brain activity, BCI provides a person a
new way of communication and control without needing any peripheral nerves or muscles
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[8]. The most common and non-invasive method used to decode the intention of a BCI
user consists of detecting the presence of ERP signals in electroencephalogram (EEG)
records.
In the “oddball” paradigm it is well known that when a person is stimulated with
some external and “rare” item (which can be auditory, visual or somatosensorial) an ERP
is elicited. One of the main components of ERP signals is an enhanced positive-going
component with a latency of about 300 ms (called P300 wave) [9], [10]. Unfortunately
detecting a P300 wave (which means detecting the ERP signal) is not an easy task. Mainly
due to the fact that SNR between ERP and EEG signals is very low (about -50 db) and
also due to the large variation present in P300 wave records among different trails.
In order to use all the information that can be found in EEG records we shall construct
an ad-hoc dictionary whose elements are composed by two bidimensional Gaussian atoms
representing the main spatio-temporal variation of EEG records with and without P300,
respectively. As explained in the next section, the dictionary was built based on a certain
neurologically well-supported assumptions on the P300 wave.
2 MATERIALS AND METHODS
2.1 Database
An Open-Access P300 speller database was used [11]. EEG records from 18 subjects
were acquired by 10 electrodes in the positions shown in Fig.1. The records were digital-
ized at a rate of 256 Hz.
Figure 1: Positions of the electrodes used in EEG acquisition. Modified from [11].
The Farwell and Donchin oddball paradigm was used [10], where a 6-by-6 matrix con-
taining letters and numbers were displayed on a computer screen. During the experiment,
a subject is asked to spell different words. The person must focus on one character at
the time. As stimulus, a row or a column of the matrix is randomly flashed. In each
stimulating block, every row and column of the matrix is intensified only once. If the
person is well concentrated, when the chosen character is illuminated, a relevant event
occurs, i.e. an ERP signal is elicited [12]. Since there are two classes involved, the 6-by-6
matrix result in twelve possible events (one per each row and one per each column), of
which only two are relevant, i.e. with ERP, in every intensification block.
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Each subject participated in 4 sessions, where the first two ones were copy-spelling
runs. For this reason, in this work we used the first and second sessions as training and
testing sets, respectively. Each session consisted of 15 trials, resulting in 2880 EEG epochs
per channel (480 target records and 2400 non-target records) for the training set and 900
EEG epochs per channel (150 of them being target) for the testing set. An epoch is a
EEG record of one second duration extracted at the beginning of an intensification.
2.2 Gaussian Dictionary Generation
2.2.1 Image Pre-processing
In order to use all the information available in an epoch, we used not only the infor-
mation time-to-time but also the spatial information given by the electrode’s positions.
In this way, we constructed one image per trial in the time-channel plane. Since a trial is
an epoch of one second duration extracted at the beginning of an intensification, and the
number of channels was ten, our images consisted of 256× 10 pixels.
Analyzing the images of the great averages for both classes (target records and non-
target records), we noticed that the shape of the P300’s peaks could be significantly
improve by re-ordering the channels. In order to do this we proceeded as follows. Since
the registered amplitude of the P300 wave differs according to the sensors’s position,
the channels were re-ordered based on decreasing signal energy, i.e, we chose as the first
channel the one possessing greatest `2-norm, and the rest were decreasingly ordered by
their Euclidean distance at this “first” channel. Next we filtered the image with a median
filter. An example of a resulting re-ordered and filtered image are shown in column 2 of
both figures Fig.2a and Fig.2b.
After analyzing each re-ordered and filtered target image, we observed that for all of
them there were one or two notable peaks between 0.2s and 0.6s. On the other hand,
the peaks for non-target images always came from the oscillatory background. For those
reasons and because the 0.2-0.6 range is in agreement with the latency window of the
P300 wave, we cropped all images between 0.2s and 0.6s, resulting in images of 104× 10
pixels.
Images belonging to the three different pre-processing stages are shown in Fig.2 for the
first subject in the database. There are the original image, the re-ordered and filtered
image and the re-ordered, filtered and cropped image for both classes in two different
views.
In the sequel, a template will referred to the re-ordered, filtered and cropped images.
2.2.2 Levenberg-Marquardt Estimation of Mother Elements
Inspired by the ideas of pre-defined dictionaries (like wavelet dictionaries), we want to
generate a dictionary by means of variations of an appropriate “mother” element.
In our case we shall consider one mother element per class and per subject, given by a
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(a) 2D view (b) 3D view
Figure 2: Target and non-target images for subject No 1. From left to right: original
image, re-ordered and filtered image and re-ordered, filtered and cropped image. Fig. 2a
show a 2D view while Fig.2b show a 3D view
linear affine combination of two Gaussian functions (atoms). More precisely, let
P = {(p1, p2, ..., p11) ∈ R11 : p5, p6, p10, p11 > 0} and for p ∈ P define:
z(t, c; p) = p1 + p2 exp
(
(t− p3)2
p25
+
(c− p4)2
p26
)
+ p7 exp
(
(t− p8)2
p210
+
(c− p9)2
p211
)
. (5)
In the sequel we shall always identify the scalar field z(t, c; p) with the vector z(p) ∈
R1040 obtained after stacking in a column vector the matrix resulting of the evaluation of
z(t, c; p) over 104× 10 image grid.
Given the template f(t, c) (or simply f ∈ R1040) we formulate the corresponding non-
linear fitting problem associated to f and the mother element as:
(Fp) : min
p∈P
||f − z(p)||22. (6)
The Levenberg-Marquardt (LM) method [13], [14] is a standard and efficient technique
to solve nonlinear least squares problems. We used it to find p in (6).
The estimated mother elements for the same subject used in Fig.2 are shown in Fig.3.
The templates are shown on the left while the two estimated Gaussian elements fitted by
LM algorithm are on the right.
It is timely to observe the good fitting of the mother elements to the corresponding
templates, especially for the target class.
2.2.3 Dictionary Build Up
As the dictionary must capture the main variation of the P300 wave for each subject, in
order to construct an appropriate dictionary it is very important to analyze the sensitivity
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Figure 3: Templates for subject No 1 (left) and mother elements estimated by LM method
(right).
of each one of the components of the parameters vector p with respect to the epochs in
each one both classes. With this in mind, we performed a rough analysis in this direction
following the next steps:
1. Averaging and balancing: take averages of 5 trials for target records and averages
of 25 trials for non-target records (see Remark (1) below).
2. Template generation: for each one of the averaged trials generated in step (1)
construct the corresponding template image, as described in Section 2.2.1.
3. Parameters generation: for each one of the templates described in step (2) esti-
mate the corresponding parameter p by solving problem (6) with the LM method.
4. Parameters range estimation: step (3) generates a family of vectors p ∈ R11 for
each one of both classes. The range variation for each one of the 11 components of
p is estimated within each one of both families in the usual way.
Remark (1). The different number of elements, 5 and 25, for taking averages in each one
of the classes has the objective of balancing the different number of epochs among classes.
For the dictionary generation itself we varied one parameter at the time while the
others were kept constant. The variations were made in order to cover the whole range
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in each one of the components of p in one hundred equal increments1.
From the sparse representation point of view, it is highly desirable not to have dictio-
nary’s elements which are “too similar”. The Mutual Coherence (MC) of a dictionary,
denoted by µ(A), measures the similarity between dictionary’s elements. It is defined as
the maximal absolute scalar product between two different `2-normalized elements of the
dictionary A [1], that is:
µ(A)
.
= max
i 6=j
| < ai, aj > |. (7)
Notice that if two dictionary’s elements are parallel then µ(A) = 1, otherwise µ(A) ≥ 0.
In the dictionary generation algorithm we discarded an element if its MC was greater
than some predefined number κ. To avoid classification bias, the dictionary sizes should
be the same for both classes. With this objective in mind, we randomly eliminated the
necessary number of elements from the larger dictionary whose MCs were greater than
another predefined value (e.g. κ− 0.5).
At this point we have for any subject one dictionary per class, both dictionaries having
the same number of elements and with some predefined MC=κ. It is appropriate to
mention here that the size of the dictionary growths with κ.
2.3 Classification Based on Sparse Representation
Let us define a new matrix A as the concatenation of the n elements from both target
and non-target dictionaries, A1 and A2, respectively, that is:
A
.
= [A1 A2] = [a1,1, a1,2, ..., a1,n, a2,1, ..., a2,n]. (8)
For given , A and y, let xˆ be the solution of the problem (P1,2) in (3). Ideally one would
expect that the nonzero entries of xˆ will correspond to columns of A belonging all to the
same class. In that case the association of y to one of both classes is clearly trivial. Noise
and modeling errors, nonetheless, may lead to nonzero entries associated to the wrong
class. It is therefore clear that any classification criterion will have to take into account
additional information such as the goodness of fit, that is, a measure of how well the
coefficients associated with each one of the classes reproduced y.
For each class i, let δi : Rn → Rn be the lifting function that selects the coefficients
associated with the ith class, that for x ∈ Rn, δi(x) ∈ Rn is the vector whose only nonzero
entries are the elements in x that are associated to class i. The representation of a given
test sample y in class i is then yˆi = Aδi(xˆ). The classification of y proceeds by assigning
it to the class that minimizes the residual, i.e., we associate to y the class given by:
argmim
i=1,2
ri(y)
.
= ||y − Aδi(xˆ)||2. (9)
The Sparse Representation-based Classification (SRC) algorithm (as proposed in [7])
can then be written as follows:
1The variation in p1, corresponding to the offset parameter in (5) was negligible and therefore it was
kept constant for the dictionary generation.
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1. Input: The train dictionary A = [A1, A2] ∈ Rm×n, a test sample y ∈ Rm and 
tolerance or λ regularized parameter.
2. Normalize the columns of A to have unit `2 − norm.
3. Solve the `1-minimization problem:
min
x∈Rn
||x||1 s.t. ||y − Ax||2 ≤ .
Or equivalently solve:
min
x∈Rn
1
2
||y − Ax||22 + λ||x||1.
4. Compute the residuals ri(y) = ||y − Aδi(xˆ)||2, for i=1,2.
5. Output: Identity(y)=argmim
i=1,2
ri(y).
3 RESULTS AND DISCUSSIONS
The sparse vectors xˆ for each test observation y were estimated using different functions
by the application of SLEP 4.1 toolbox [15]. More precisely we estimated the sparse
vectors xˆ as follows:
1. `1-ball constrained least squares problem (LeastC):
min
x
1
2
||y − Ax||22 s.t. ||x||1 < , (10)
where  is the radius of the `1-ball.
2. `1-norm regularized least squares problem (LeastR):
min
x
1
2
||y − Ax||22 + λ||x||1. (11)
3. Non-negative `1-ball constrained least squares problem (NNLeastC):
min
x
1
2
||y − Ax||22 s.t. ||x||1 < ,x ≥ 0. (12)
4. Non-negative `1-norm regularized least squares problem (NNLeastR):
min
x≥0
1
2
||y − Ax||22 + λ||x||1. (13)
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(a) (b)
Figure 4: Residue as a function of λ for the LeastR algorithm (4a) and residue as a
function of  for the LeastC algorithm (4b)
.
The optimal values of λ and  were fixed after analyzing the residue as a function of λ or
, respectively. We varied the parameters between 10−4 and 1 in increment of 10−4. We
finally chose λ = 0.05 and  = 0.8 as optimal values. The behavior of the residue is shown
in Fig.4.
In order to analyze the impact of the choice of MC value on generation of the dictionary
and, consequently, on the classification rate obtained by SRC algorithm, we varied the
MC values from 0.500 to 0.995 in increments of 0.005.
The unweighted accuracy rate (UAR) was used as the performance classification mea-
sure. Fig.5 shows the classification results reached by each optimization problem (LeastC,
LeastR, NNLeastC and NNLeastR) for four different database’s subjects.
There does not seem to be a clear tendency between classification results and MC
values. Note that while for subject No 10 the UAR shows a clearly increasing tendency for
increasing MC values, the opposite happens for subject No 1. This observation constitutes
a solid reason for developing a subject depended classification tools.
Table 1 summarizes the best UAR results per each subject with the different optimiza-
tion problems. The corresponding MC value is shown between parenthesis. An analysis of
Table 1 seems to suggest that better classification result are obtained by imposing x ≥ 0.
Although further analysis is required, we strongly believe that this is due to the fact that
the elements in the target dictionary present mainly positive peaks.
4 CONCLUSIONS
In this paper, we constructed an ad-hoc Gaussian dictionary for representing the P300
wave in a channel-time space. We focused our work in constructing a suitable dictionary
per each subject in order to represent the variation of the P300 wave of that particular
subject. It is not of our interest to find a generalized (all subjects) representation of the
P300 wave. Moreover, we have good reasons to believe that better classification result
can be obtained by improving the representation of non-target signals.
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Figure 5: UAR results as a function of MC values for the four different algorithms used.
The resulting `1-minimization problems were solved using two different optimization
approach both with and without a positive constraint, and used the sparse information
of the xˆ solution for classification purposes. Although the classification performances are
far for being optimal, we point out that the classification method used is very simple and
moreover noisy single trail epochs were used. Much further research is clearly needed in
this regard. In particular it is of great interest to find alternative and/or complementary
ways to the `1-minimization approach, which could allow classification improvement. We
are currently devoting efforts in this direction.
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Abstract: A Brain-Computer Interface (BCI) is a system which provides direct communication between the mind
of a person and the outside world by using only brain activity (EEG). A common EEG-BCI paradigm is based on
the so called Event-Related Potentials (ERP) which are responses of the brain to some external stimuli. One of
the main components of ERP signals is an enhanced positive-going component called P300 wave. The `1-norm
minimization has been widely used due to its sparsity-inducing property, convenient convexity and great success in
several applications. In this work we propose a sparse representation and posterior classification of ERPs signals by
means of an ad-hoc spatio-temporal dictionary composed of bidimensional Gaussian elements. The classification is
based on minimizing the residual between a test sample and its estimation.
Keywords: Brain-Computer Interface, Sparse Representation, `1-minimization.
2000 AMS Subject Classification: primary: 92C55, 92C20, secondary: 65F22, 65J20
1 INTRODUCTION
Sparse representations have received great interest in recent years due to their success in many appli-
cations in signal and image processing [1], [2]. Given a m × n matrix A, called dictionary, an unknown
signal x ∈ Rn and a measurement vector y ∈ Rm, we seek to find the sparsest coefficient vector x such
that y = Ax. Recovering x given A and y is a non trivial inversion problem since in general the size of x is
greater than the size of y, the measurement y is contaminated by noise and the problem is usually severally
ill-posed. Hence, regularization is required.
Most of the existing works on sparse learning are based on variants of the `1-norm regularization due to
its sparsity-inducing property, convenient convexity, wide and strong theoretical support, and great success
in several applications [3]. In practice y is contaminated by noise, thus the regularized sparse solution is
obtained by solving the following minimization problem:
(P1,2) : min
x∈Rn
||x||1 s.t. ||y −Ax||2 ≤ , (1)
where  is a noise level.
Problem (P1,2), known as the basis pursuit denoising problem (BPDN), is equivalent to the following
unconstrained minimization problem:
(Pλ) : min
x∈Rn
1
2
||y −Ax||22 + λ||x||1, (2)
which can be viewed as a generalized Tikhonov-Phillips regularization method [4] or in a statistical context
as a Least Absolute Shrinkage and Selection Operator (LASSO) [5].
In this article we use the sparse representation for posterior classification based on the ideas proposed in
[6] in the context of Event Related Potential (ERP) recognition.
The Brain-Computer Interfaces (BCI) can significantly improve the quality of life of a person who can-
not control his/her own body or even is not able to communicate. By using only brain activity, BCI provides
a person a new way of communication and control without needing any peripheral nerves or muscles [7].
When a person is stimulated with some external and “rare” item (which can be auditory, visual or somatosen-
sorial) an ERP is elicited. One of the main components of such ERP signals is an enhanced positive-going
component with a latency of about 300 ms (called P300 wave) [8], [9]. Unfortunately, detecting a P300
wave (which means detecting the ERP signal) is not an easy task, mainly due to the fact that SNR between
ERP and EEG signals is very low (about -50 db) and also due to the large variation present in P300 wave
records among different trails.
In order to use all the information that can be found in EEG records we shall construct an ad-hoc dic-
tionary whose elements are composed by two bidimensional Gaussian atoms representing the main spatio-
temporal variation of EEG records with and without P300.
2 MATERIAL AND METHODS
2.1 DATABASE
An Open-Access P300 speller database was used [10]. EEG records from 3 subjects were acquired by
10 electrodes at a rate of 256 Hz. Each subject participated in 4 sessions. In this work we used the first
and second sessions as training and testing sets, respectively. In both sets there are records belonging to the
target class (with ERP signals) and belonging to the non-target class (without ERP signals). The training
set consisted of 2880 EEG epochs per channel (480 target records and 2400 non-target records) while the
testing set consisted of 900 EEG epochs per channel (150 of them being target). In this context, an epoch is
a EEG record of one second duration extracted at the beginning of a stimulus.
2.2 AD-HOC DICTIONARY GENERATION
In order to use all the information available in an epoch, we used not only the information time-to-time
but also the spatial information given by the electrode’s positions. In this way, we constructed one image
per trial in the time-channel plane. Because the trial size was 256 and the number of channels was ten, our
images consisted of 256× 10 pixels.
Since the registered amplitude of the P300 wave differs according to the sensors’s position, the channels
were re-ordered based on decreasing signal energy. Next we filtered the images with a median filter. Due to
the fact that each re-ordered and filtered target image contained one or two notable peaks between 0.2s and
0.6s and because the 0.2-0.6 range is in agreement with the latency window of the P300 wave, we cropped
all images between 0.2s and 0.6s, resulting in images of 104 × 10 pixels. In the sequel, a template will
referred to the re-ordered, filtered and cropped image.
Next, we generated a dictionary by means of variations of an appropriate “mother” element. In our case
we shall consider one mother element per class and per subject, given by a linear affine combination of two
Gaussian functions (atoms). More precisely, let P = {(p1, p2, ..., p11) ∈ R11 : p5, p6, p10, p11 > 0} and for
p ∈ P define:
z(t, c;p) = p1 + p2 exp
(
(t− p3)2
p25
+
(c− p4)2
p26
)
+ p7 exp
(
(t− p8)2
p210
+
(c− p9)2
p211
)
. (3)
In the sequel we shall always identify the scalar field z(t, c;p) with the vector z(p) ∈ R1040 obtained after
stacking in a column vector the matrix resulting of the evaluation of z(t, c;p) over 104× 10 image grid.
Given the template f(t, c) (or simply f ∈ R1040) we formulate the corresponding non-linear fitting
problem associated to f and the mother element z(p) as:
(Fp) : min
p∈P
||f − z(p)||22. (4)
The Levenberg-Marquardt (LM) method [11], [12], which is a standard and efficient technique to solve
nonlinear least squares problems, was used to find p in (4).
As the dictionary must capture the main variation of the P300 wave for each subject, in order to construct
an appropriate dictionary we analyzed the sensitivity of the parameter vector p in each one of both classes.
This process was done by solving (4) with templates generated as the average of n epoch (we took n = 5 for
the target class and n = 25 for the non-target class). At the end, we obtained a range variation for each one
of the 11 components of p. For the dictionary generation itself we varied one parameter at the time while
the others were kept constant. The variations were made in order to cover the whole range in each one of
the components of p in one hundred equal increments1.
From the sparse representation point of view, it is highly desirable not to have dictionary elements which
are “too similar”. The Mutual Coherence (MC) of a dictionary A, denoted by µ(A), measures the similarity
between dictionary elements. It is defined as the maximal absolute scalar product between two different
`2-normalized elements of the dictionary A [1]. In the dictionary generation algorithm we discarded an
element if its MC was greater than some predefined number κ. To avoid classification bias, the dictionary
sizes were required to be the same for both classes. With this objective in mind, we randomly eliminated the
necessary number of elements from the larger dictionary whose MCs were greater than another predefined
value (e.g. κ− 0.5).
2.3 CLASSIFICATION BASED ON SPARSE REPRESENTATION
Let us define a new matrix A as the concatenation of the n elements from both target and non-target
dictionaries, A1 and A2, respectively, that is:
A
.
= [A1 A2] = [a1,1,a1,2, ...,a1,n,a2,1, ...,a2,n]. (5)
For given , A and y, let xˆ be the solution of the problem (P1,2) in (1). For each class i, let δi : Rn → Rn be
the lifting function that selects the coefficients associated with the ith class, that for x ∈ Rn, δi(x) ∈ Rn is
a vector whose only nonzero entries are the elements in x that are associated to class i. The representation
of a given test sample y in class i is then yˆi = Aδi(xˆ) [6]. The classification of y proceeds by assigning it
to the class that minimizes the residual, i.e., we associate to y the class given by:
argmin
i=1,2
ri(y)
.
= ||y −Aδi(xˆ)||2. (6)
The unweighted accuracy rate (UAR) was used as the performance classification measure. For a binary
classification problem, this index is defined as: UAR = 12
(
TP
P +
TN
N
)
, where TP and TN are the number
of true positive and true negative, while P and N indicate the amount of samples in each class, respectively.
3 RESULTS
The solution of problem (Pλ) was obtained by the application of the SLEP 4.1 toolbox [13]. More
precisely, we solved the `1-norm regularized least squares problem (LeastR), i.e. (2), and the non-negative
`1-norm regularized least squares problem (NNLeastR), where the latter imposes the additional non-negative
constrain x ≥ 0 in (2).
The training set was used to fix the “optimal” value of λ. Per each observation y we varied λ from 0 to
10−6 in a log-scale and analyzed the residue for λ in this range. Minimizing the residual and the sparsity
are both desired properties, thus we fixed the range of nonzero entries in x between 1 and 10 and defined a
new λ range in agreement with this nonzero entries range. We finally chose the λ value that produced the
best classification result for the training set and used it for the posterior classification with the testing set.
In order to analyze the impact of the choice of the MC value on the generation of the dictionary and,
consequently, on the classification performance, we varied the MC values from 0.90 to 0.95 in increments
of 0.005.
Table 1 summarizes the best UAR results for each subject with the different optimization problems. The
corresponding MC value is shown between parenthesis. An analysis of Table 1 seems to suggest that better
1The variation in p1, corresponding to the offset parameter in (3) was negligible and therefore it was kept constant for the
dictionary generation.
classification result are obtained by imposing x ≥ 0. Although further analysis is required, we strongly
believe that this is due to the fact that the elements in the target dictionary present mainly positive peaks.
Table 1: Best UAR results for the different optimization problems.
Subject No LeastR NNLeastR
1 0.567 (0.985) 0.627 (0.935)
2 0.550 (0.965) 0.576 (0.905)
3 0.495 (0.960) 0.499 (0.955)
4 CONCLUSIONS
In the present work we explored the sparse properties for classification purposes of ERP signals. Al-
though the classification performances are far for being optimal, we find important to point out that the clas-
sification method used is very simple and moreover noisy single trail epochs were used. We are currently
devoting efforts in this direction. In particular it is of great interest to find alternative and/or complementary
ways to the `1-minimization approach, which could allow classification improvement.
We constructed an ad-hoc Gaussian dictionary for representing the P300 wave in a channel-time space.
We focused our work in constructing a subject-dependent dictionary in order to represent the variation of
the P300 wave of that particular subject. We have good reasons to believe that better classification result
could be obtained by improving the representation of non-target signals.
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