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Abstract 
In this paper, we propose an assistive driving simulator with a haptic manipulator for training older drivers. In the training 
process, it is desirable to limit the tracking error. A haptic device’s input power can be adjusted to ensure safety and learning. 
Using model predictive control, we consider the above limitations as constraints and design controllers to minimize the costs in 
real time. In addition to good maneuverability, an admittance control is applied to realize an adequate reaction force. Based on 
experimental results, the designed model predictive controller, combined with the admittance controller, achieves excellent 
tracking performance in both an autonomous mode and assistive mode. 
© 2014 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the Scientific Committee of IHCI 2014. 
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1. INTRODUCTION 
As society ages, the number of drivers older than 65 continues to increase worldwide. According to the National 
Highway Traffic Safety Administration in the United States, an average of 500 older adults are injured every day in 
automobile accidents1. Exercising regularly using a driving simulator is a useful way to maintain and increase an 
older adult’s driving abilities. In many driving simulators, there is a steering device with a servomotor to generate a 
road reaction force. However, there is no haptic device to guide a driver in the correct maneuver while performing 
lane keeping on a curve. On the other hand, an assistive robot with haptic guidance has been used in a rehabilitation 
training procedure and demonstrated high reproducibility and good quantification2. The final goal in this study is to 
realize an assistive driving simulator with a haptic device to allow older adult drivers to maintain good driving 
abilities. Considering the training procedure for a driver, it is desirable to adjust a haptic device’s input power to a 
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suitable value, according to the driver’s status. A hard assistive force is adequate in an initial stage, whereas it is 
better to decrease this assistive force in accord with the training procedure. This concept is analogous to a 
rehabilitation training procedure. The adjustment of the control parameters is also an important issue, and the 
efficacy of such adjustments has been evaluated3. In addition to the need for safety, it is important to have the ability 
to stay in a lane. 
In this paper, we propose an assistive driving simulator with a haptic manipulator that uses model predictive 
control theory. Model predictive control involves a design methodology that solves optimal control problems in real 
time, making it possible to predict state variables by using a model, and minimizes the cost function with constraints 
4, 5. The terms for the cost function include the tracking error between the lane and the driving vehicle and the input 
power of the haptic device. In addition, considering the constraints for these terms enables us to realize an adequate 
training procedure and safety guidance, as mentioned above. In the design process, Laguerre functions are used to 
reduce the controllers’ calculating costs. With regard to implementation, a state observer is designed to estimate the 
state variables of the augmented model. For good maneuverability, it is important to present a reactive force in 
proportion to the maneuvering force of a human subject using an admittance control. The admittance control is able 
to realize a desired virtual stiffness and damping for the haptic device. Because we use a PHANTOM Omni as a 
haptic device, no force sensor is needed to measure an external force such as the maneuvering force. In this study, a 
disturbance observer is utilized to estimate the external force. Because the assistive driving system was designed 
based on a complex mechanical model with constraints on the inputs and outputs, as well as the force-sensitive 
human dynamics, it is appropriate to consider both the model predictive controller and the admittance controller as 
basic components. The model predictive controller and admittance controller are evaluated in experimental tests 
using a CarSimDS driving simulator and the PHANTOM Omni haptic manipulator. 
2. EXPERIMENTAL SETUP 
Figure 1 shows the experimental setup of the assistive driving simulator. The PHANTOM Omni haptic device has 
six degrees of motion with three servomotors and six encoders6. When the stylus is fixed to the second arm of the 
Omni, we can use it as a mechanical robotic manipulator with three degrees of motion. For a driving simulator, we 
use the CarSimDS, which uses a vehicle model with twenty-seven degrees of freedom and is able to simulate the 
vehicle dynamics in real time7. In the driving training process, subjects use a grip attached to the second arm of the 
Omni that they manipulate while driving the vehicle and tracking the lane on the monitor. The control system 
consists of an admittance controller on the Omni’s PC and a model predictive controller on the CarSimDS’s PC. The 
steering angle that is generated by manipulating the grip of the Omni is sent to the CarSimDS’s PC. After calculating 
the vehicle dynamics and model predictive control, the road reaction force and control command are sent to the 
Omni’s PC. These signals are used for calculating the reaction force for the Omni. Note that the Omni does not have 
sensors to measure external forces such as human manipulating forces, and the CarSimDS has sensors to measure 
white lanes to calculate the error between the vehicle and the road for a position and pose. 
 
 
 
Fig. 1   Experimental setup     Fig. 2  Diagram of admittance controller (Py axis) 
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3. CONTROL SYSTEM DESIGN 
In this paper, two kinds of controllers are designed and implemented within the experimental setup: an 
admittance controller is designed to present a good reactive force to a human subject, and a model predictive 
controller with constraints is designed to minimize the tracking error of the vehicle and control commands for the 
haptic device. 
3.1. Admittance Controller 
In this paper, the admittance control law based on the positional control scheme is applied. Figure 2 shows a 
diagram of the controller. First, the mathematical model of the mechanical robotic device is derived as follows: 
߬ ൌ ܯ௠ሺݍሻݍሷ ൅ ܤ௠ݍሶ ൅ ܦ௠ሺݍሶ ሻ ൅ ݃௠ሺݍሻ െ ܬ் ௘݂௫௧     (1) 
where ܯ௠ is the moment of inertia, ܤ௠ is the viscous friction coefficient, ܦ௠ is the Coulomb friction term, ݃௠ is 
the gravity term, and ܬ் is the transpose of the Jacobian matrix. The driving torque of the servomotor ɒ, the angle of 
the servomotor ݍ at each joint ݅ ൌ ͳǡʹǡ͵, and the external force ௘݂௫௧  at the end effector, i.e., the grip, are defined as 
follows. 
߬ ൌ ሾ߬ଵ ߬ଶ ߬ଷሿ்        (2) 
ݍ ൌ ሾݍଵ ݍଶ ݍଷሿ்        (3) 
௘݂௫௧ ൌ ሾͲ ௛݂௨௠௔௡ Ͳሿ்       (4) 
where ௛݂௨௠௔௡ is the manipulating force exerted by a human. 
Assuming that the viscous friction and Coulomb friction are small, the lower part of the controller is designed as 
shown here: 
߬ ൌ െܬ்ሼܭ௣൫݌ െ ݌௥௘௙൯ ൅ ܭௗሺ݌ሶ െ ݌ሶ௥௘௙ሻሽ ൅ ො݃௠ሺݍሻ     (5) 
where ܭ௣ܭௗ  are the proportional and derivative gains of the PD controller, respectively, and ො݃௠  is the 
gravity compensation term. 
The position ݌ of the end effecter in the work space is calculated using the forward kinematics [8]. 
݌ ൌ ሾ݌௫ ݌௬ ݌௭ሿ் ൌ ܨܭሺݍሻ        (6) 
Here, FK is a function indicating the forward kinematics. 
The reference ݌௥௘௙of the positions is defined as follows. 
݌௥௘௙ ൌ ሾͲ ݌௬௥ Ͳሿ்        (7) 
For the upper part of the controller, the reference ݌௬௥of the lateral position is derived using the external force and 
admittance dynamics: 
݌௬௥ ൌ ሺݏܦ௔ௗ௠ ൅ ܭ௔ௗ௠ሻିଵሺ ௛݂௨௠௔௡ െ ௥݂௢௔ௗሻ െ ܭ௩௧௥ݑ    (8) 
where ݏ is the Laplace operator; ܦ௔ௗ௠ܭ௔ௗ௠  are the damping and stiffness coefficients of the admittance 
control, respectively; ௛݂௨௠௔௡is the manipulating force; ௥݂௢௔ௗ is the road reaction force; ܭ௩௧௥ is the coefficient for 
translating from the vehicle to the robotic device; and ݑ is the control input from the model predictive controller.  
Because the Phantom Omni does not have a force sensor, a disturbance observer is used to estimate the 
manipulating force. 
መ݂௛௨௠௔௡ ൌ ሺ ௗܶ௢ݏ ൅ ͳሻିଵݏ൫ܯ௬݌ሶ௬൯ ൅ ሺ ௗܶ௢ݏ ൅ ͳሻିଵ ௖݂௬    (9) 
where መ݂௛௨௠௔௡ is the manipulating force estimation, ௗܶ௢ is the time constant of the disturbance observer, ܯ௬is the 
inertia of the Omni on the ݌௬ axis, and ௖݂௬ is the control force on the ݌௬ axis. 
௖݂௬ ൌ ܭ௣൫݌௬ െ ݌௬௥൯ ൅ ܭௗ൫݌ሶ௬ െ ݌ሶ௬௥൯      (10) 
Figure 3 shows the experimental performance of the disturbance observer. The dotted and solid lines indicate 
measurements by a force sensor and the estimations of the observer, respectively. The findings in this figure confirm 
that a good estimation was realized. Note that this force sensor was added only to confirm the estimation 
performance. Figure 4 shows the experimental performance of the admittance controller. This figure confirms that 
the desired stiffness and damping were achieved. 
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Fig. 3   Performance of disturbance observer   Fig. 4   Performance of admittance controller 
3.2. Formulation of Model Predictive Control 
In this paper, a bicycle model is considered to design a model predictive controller. Figure 5 shows the 
coordinate systems. The X and Y are global coordinates, and the ܺ௩and ௩ܻ are the coordinates of the vehicle. In this 
figure, ɗ is the yaw angle, ܮ௔௛is the look-ahead distance, ܿ௥is the road curvature, ݁௬is the lateral error between the 
desired path and the vehicle’s position, and ݁௛is the heading error between the path and the vehicle’s pose.  
 
 
 
 
Fig. 5   Coordinate systems     Fig. 6  Diagram of model predictive controller 
 
When we assume that the longitudinal velocity ݒ௫of the vehicle is constant, the lateral and yaw motions can be 
described as a linear time invariant system. By including the road curvature in the vehicle model, state space 
equations can be derived as follows: 
ݔሶ௠ ൌ ܣ௩ݔ௠ ൅ ܤଵ௩ߜ ൅ ܤଶ௩ܿ௥      (11) 
ݕ ൌ ܥ௩ݔ௠ ൅ ܦଵ௩ߜ ൅ ܦଶ௩ܿ௥      (12) 
where ߜ  is the steering angle, ݔ௠ ൌ ൣݒ௬ ሶ߰ ݁௬ ݁௛൧்  is the state variable, ݒ௬is the lateral velocity of the 
vehicle, and ݕ ൌ ሾ݁௬ ݁௛ሿ் is the measurement. The matrices of the state space model are as follows8. 
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Ͳቃ 
Elements in the state space model are shown in the Appendix. 
To apply a discrete-time model predictive control, the continuous state space model is discretized. The sampling 
time is 0.0025 (s). 
ݔ௠ሺ݇ ൅ ͳሻ ൌ ܣ௠ݔ௠ሺ݇ሻ ൅ ܤ௠ݑሺ݇ሻ     (13) 
ݕሺ݇ ൅ ͳሻ ൌ ܥ௠ݔ௠ሺ݇ሻ       (14) 
Here, ݑ is the control input, i.e., the control command to ߜ, ܣ௠ǡ ܤ௠ǡ ܥ௠ are the matrices of the discrete state 
space model, and ݇ is the time instant. 
Using the increments of the state variables and the control input to design the model predictive controller is 
convenient. Therefore, the above state space model is transformed into the following augmented model: 
ݔሺ݇ ൅ ͳሻ ൌ ܣݔሺ݇ሻ ൅ ܤ∆ݑሺ݇ሻ      (15) 
ݕሺ݇ ൅ ͳሻ ൌ ܥݔሺ݇ሻ       (16) 
where the incremental difference in the state variables, the incremental difference in the control input, and the 
matrices of the augmented model are as described below. 
ݔሺ݇ሻ ൌ ሾοݔ௠ሺ݇ሻ் ݕሺ݇ሻሿ், ∆ݔ௠ሺ݇ሻ ൌ ݔ௠ሺ݇ሻ െ ݔ௠ሺ݇ െ ͳሻ,  ∆ݑሺ݇ሻ ൌ ݑሺ݇ሻ െ ݑሺ݇ െ ͳሻ 
ܣ ൌ ൤ ܣ௠ Ͳ௠ܥ௠ܣ௠ ͳ ൨ ǡ ܤ ൌ ൤
ܤ௠
ܥ௠ܤ௠൨ ǡ ܥ ൌ ൤
Ͳ௠ ͳ Ͳ
Ͳ௠ Ͳ ͳ൨ 
3.3. Model Predictive Controller 
We first designed the model predictive controller without constraints by using Laguerre functions, as described in 
a previous study9. Because Laguerre functions are able to represent the model dynamics using a few parameters, this 
function can be very effective at reducing the calculation costs.  
In this study, the cost function is defined as follows: 
ܬ ൌ σ ൫ݎሺ݇ሻ െ ݕሺ݇ ൅ ݉ȁ݇ሻ൯்ܳ௪ே೛௠ୀଵ ൫ݎሺ݇ሻ െ ݕሺ݇ ൅ ݉ȁ݇ሻ൯ ൅ σ ሺοݑሺ݇ ൅ ݉ሻሻ்ே೎ିଵ௠ୀ଴ ݎ௪ሺοݑሺ݇ ൅݉ሻሻ (17) 
where ݕሺ݇ ൅ ݉ȁ݇ሻ are the predicted output variables for instant ݉ calculated at time instant ݇, οݑሺ݇ ൅ ݉ሻ is the 
future control movement for instant ݉, ௣ܰ is the prediction horizon, ௖ܰ is the control horizon, and ܳ௪ܽ݊݀ݎ௪  are 
the weights for tuning the closed loop performance. The first term has the objective of minimizing the tracking 
errors between the predicted output and the reference signal, while the second term has the objective of restricting 
the input energy for control. 
In the case of no constraints, the model predictive controller is derived in the form of a state feedback control. 
∆uሺkሻ ൌ െܮሺͲሻ்ߗିଵߖሺݔሺ݇ሻ െ ܴሺ݇ሻሻ       (18) 
whereܮሺͲሻܽ are the initial condition and pole of the Laguerre network, respectively. 
ߗ ൌ σ ߶ሺ݉ሻܥ்ܳ௪ܥ߶ሺ݉ሻ்ே೛௠ୀଵ ൅ ݎ௪      (19) 
ߖ ൌ σ ߶ሺ݉ሻܥ்ܳ௪ܥܣ௠ே೛௠ୀଵ        (20) 
߶ሺ݉ሻ் ൌ σ ܣ௠ି௜ିଵܤܮሺ݅ሻ்௠ିଵ௜ୀ଴        (21) 
ܴሺ݇ሻ ൌ ሾͲ Ͳ Ͳ Ͳ ݎሺ݇ሻሿ்       (22) 
In this study, ݎሺ݇ሻ ൌ ሾͲ Ͳሿ்  is desired. 
Considering the hard constraints in controller design problems requires real-time optimization. The active set 
method is adopted to solve the quadratic programming problem. In this optimization, the incremental difference in 
the control input is represented by the Laguerre function as follows: 
οݑሺ݇ ൅ ݉ሻ ൌ ܮሺ݉ሻ்ߟ        (23) 
Using (19), (20), and (23), the cost function is represented in the matrix form: 
ܬ ൌ ߟ்ߗߟ ൅ ʹߟ்ߖݔሺ݇ሻ        (24) 
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In this paper, we consider the constraints on the difference and amplitude of the control input and the output for 
the lateral error, to strictly restrict the input and output power: 
οݑ௠௜௡ ൑ οݑሺ݇ ൅ ݉ሻ ൑ οݑ௠௔௫       (25) 
ݑ௠௜௡ ൑ σ οݑሺ݇ ൅ ݅ሻ௠ିଵ௜ୀ଴ ൅ ݑሺ݇ െ ͳሻ ൑ ݑ௠௔௫      (26) 
ݕ௠௜௡ ൑ ܥܣݔሺ݇ሻ ൅ ܥܤܮሺͲሻ்ߟ ൑ ݕ௠௔௫      (27) 
Finally, by applying the active set methods shown previously [(24), (25), (26), and (27)] and solving the 
quadratic programming problem at every sampling, the model predictive controller with constraints is obtained in 
the form shown (23) with ݉ ൌ Ͳ. 
To estimate the state variables, the observer is designed and implemented as a state estimator as follows: 
ݔොሺ݇ ൅ ͳሻ ൌ ܣݔොሺ݇ሻ ൅ ܤ∆ݑሺ݇ሻ ൅ ܭ௢௕ሺݕሺ݇ሻ െ ܥݔොሺ݇ሻሻ     (28) 
where ݔො is the estimated state variable, and ܭ௢௕  is the observer gain vector. The poles of the error system matrix 
ܣ െ ܭ௢௕ܥ are chosen to quickly satisfy the convergence to zero. 
Figure 6 shows a diagram of the model predictive controller. This controller consists of the optimizer, cost 
function, constraints, and state estimator. The output of this controller is transmitted to the admittance controller as 
an external control command. 
4. EXPERIMENTAL RESULTS 
In this study, we used middle-aged drivers to evaluate the controllers designed in the previous section. This 
evaluation was planned as a preliminary test before training older drivers. 
First, we evaluated the performance of the closed loop system with an autonomous mode. The autonomous mode 
means there was no manipulation by the subject, i.e., it was hands-free. Therefore, this performance mainly indicates 
the tracking performance by the model predictive controller. 
 
 
Fig. 7 Experimental results for autonomous mode    Fig. 8 Experimental results for autonomous mode  
while running at 70 km/h on straight course.   while running at 70 km/h on R500 curve. 
 
In the autonomous mode, the specification of the closed loop system is defined as follows:  
ห݁௬ห ൏ ͲǤʹሺ݉ሻ 
subject to  ȁȁ ൏ ͵ͲͲͲሺܰሻ, ȁȁ ൏ ͲǤͲͲʹ 
Figures 7 and 8 show the experimental results of the autonomous mode tests while running at 70 km/h on the 
straight course and on the R500 curve, respectively. In the upper part of each figure, the left and right graphs show 
the aerodynamic force at the center of gravity in the lateral direction and the control command from the model 
predictive controller, respectively. In the lower part of each figure, the left and right graphs show the lateral error 
and heading error between the vehicle and the road, respectively. In spite of strong lateral winds such as pulses (see 
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Figure 7) and a continuous disturbance (see Figure 8), the performance for the lateral error was satisfied under the 
specification. 
Next, we evaluate the performance of the model predictive control with constraints under an external force 
exerted by a subject. In this mode, the constraints to be confirmed are as follows: 
ݕ௠௔௫ ൌ ͲǤ͸ሺሻ, ݕ௠௜௡ ൌ െͲǤͺሺ݉ሻ, ݑ௠௔௫ ൌ ʹǤͳሺሻ, ݑ௠௜௡ ൌ െʹǤͳሺݎܽ݀ሻ,  
οݑ௠௔௫ ൌ ͲǤͷሺሻ, οݑ௠௜௡ ൌ െͲǤ͹ͷሺݎܽ݀ሻ 
Figure 9 shows the experimental results of the model predictive control with constraints under the external force 
exerted by a subject while running at 70 km/h on the straight course. In the upper part of the figure, the left and right 
graphs show the manipulating force by the subject and the lateral error, respectively. In the lower part of the figure, 
the left and right graphs show the control command and incremental control command, respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 9   Performance of model predictive control with constraints under manipulating force 
The lateral error increases as the manipulating force increases. When the lateral error is greater than 0.6 (m) at 
284 (s), the control command drastically increases and is limited to a value of 2.1 (rad). Because the limits of the 
incremental control command worked very well, it was confirmed that the model predictive control with constraints 
achieved the desired performance. 
 
Fig. 10 Experimental results for manual mode  Fig. 11 Experimental results for assistive mode 
Finally, we evaluate the performance of the closed loop system with an assistive mode. The assistive mode 
indicates that the subject is manipulating the grip of the Omni and tracking the white lane. Therefore, this 
performance indicates the tracking performance by both the model predictive controller and the human subject 
assisted by the admittance controller. In other words, the model predictive controller brings the lateral error 
equilibrium to zero, and the admittance controller helps the human subject to move the lateral error deviation to a 
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target using a linear reaction force. The above equilibrium represents an average signal, and the above deviation 
represents a difference from this average. In this test, the equilibrium and deviation of the lateral error were 
evaluated. Figures 10 and 11 show the experimental results of the manual and assistive mode tests while running on 
the straight course at 70 km/h under the above continuous lateral wind and executing the lateral movement from -0.5 
(m) to 0.5 (m), respectively. The upper and lower parts of each figure show the lateral error and manipulating force, 
respectively. In the manual mode, the equilibrium of the lateral error moves slightly up in the positive direction, and 
the deviation is unstable around 0.5 (m) and -0.5 (m). In the assistive mode, the equilibrium remains around zero, 
and the deviation shows good reproducibility around 0.5 (m) and -0.5 (m). A comparison of the lower parts of 
Figure 10 with Figure 11 shows that the stable manipulating force assisted by the admittance controller makes it 
possible to easily execute a tracking performance. 
5. CONCLUSIONS 
In this paper, we proposed an assistive driving simulator with a haptic manipulator for training older drivers. In 
the training process, it is desirable to limit the tracking error. A haptic device’s input power can be adjusted to 
ensure safety and learning. Using model predictive control, we considered the above limitation constraints and 
designed controllers to minimize the costs in real time. In addition to good maneuverability, an admittance control 
was applied to realize an adequate reaction force. Based on the experimental results, the designed model predictive 
controller, combined with the admittance controller, achieved excellent tracking performance in both an autonomous 
mode and an assistive mode. Further research will consider practical evaluations of the training of older adult drivers. 
In addition, it is expected that age-related decreases in cognitive function could be reduced by such training. 
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Appendix 
Elements in the state space model can be derived as follows: 
ܽଵ ൌ െሺܥ௙ ൅ ܥ௥ሻȀሺܯ௩ݒ௫ሻ, ܽଶ ൌ െݒ௫ െ ሺܥ௙ܮ௙ െ ܥ௥ܮ௥ሻȀሺܯ௩ݒ௫ሻ, ܽଷ ൌ െሺܥ௙ܮ௙ െ ܥ௥ܮ௥ሻȀሺܫ௭ݒ௫ሻ 
ܽସ ൌ െሺܥ௙ܮ௙ଶ ൅ ܥ௥ܮ௥ଶሻȀሺܫ௭ݒ௫ሻ, ܾଵ ൌ ൫ܥ௙ܭ௦௚൯Ȁܯ௩, ܾଶ ൌ ሺܥ௙ܮ௙ܭ௦௚ሻȀܫ௭  
where ܥ௙is the cornering stiffness of the front tire, ܥ௥is the cornering stiffness of the rear tire, ܯ௩is the vehicle 
mass, ܮ௙is the distance between the front axle and the center of gravity of the vehicle, ܮ௥is the distance between the 
rear axle and the center of gravity of the vehicle, ܫ௭is the moment of inertia for yaw motion, and ܭ௦௚is the gear ratio 
between the front wheel angle and the steering angle. 
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