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INTRODUCTION 
 
Agricultural markets are characterized by uncertainty and variability.  Price fluctuations 
in these markets are larger than in many other sectors (Tomek and Robinson 2003, p.4).  
Low price elasticities of supply and demand for food, natural risks in the production 
process (i.e., weather conditions, animal and/or plant diseases), seasonal changes in the 
demand and supply side (i.e. biological lags, marketing seasons), and unexpected 
international events are all factors contributing to this variability.  Hence, forecasts of 
commodity prices become crucial for decision makers when planning future actions.   
Public outlook forecasts are an important source of information for decision 
makers and traditionally have had a prominent role in the U.S.  Historically, expenditure 
on public situation and outlook programs has been substantial through programs at the 
U.S. Department of Agriculture (USDA) and Land-Grant Colleges of Agriculture.  
Outlook reports are prepared and released by these public agencies on a regular basis.  
The reports are usually based on a combination of subjective judgments from market 
analysts and formal econometric and time-series models.  These reports not only 
announce a price forecast of the commodities of interest but also discuss the current 
market situation, providing economic and statistical analyses of factors affecting the 
supply, demand, and prices of the commodities.  Hence, the reports also offer information 
and education to farmers, processors, and agribusinesses.   
The evaluation of outlook forecast performance has long been investigated and 
futures prices, when available, are considered the “gold standard” for evaluating forecast 
accuracy.  Based on the logic of the efficient market hypothesis, if futures markets are 
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efficient it should not be possible to “beat the market” in terms of forecast accuracy 
(Tomek 1997).  Studies like Just and Rausser (1981), Bessler and Brandt (1992), Irwin, 
Gerlow, and Liu (1994), Bowman and Husain (2004), Hoffman (2005), and Sanders and 
Manfredo (2004, 2005) analyze the forecasting performance of public and private outlook 
forecasts relative to futures prices.  Overall, the weight of the existing evidence indicates 
that outlook forecasts cannot beat futures prices in terms of forecasting accuracy.  As 
consequence, serious questions have been raised about the economic value of public 
outlook programs (Just 1983; Brorsen and Irwin 1996; Salin, Thurow, Smith, and Elmer 
1998). 
Agricultural economists have also dedicated a substantial amount of time and 
resources to the comparison of outlook price forecasts to predictions from a variety of 
econometric, time-series models, and composite models (e.g., Bessler and Brandt 1981; 
Granger and Ramanathan 1984; Sanders and Manfredo 2003).  A number of forecasting 
procedures have been studied and tested in the literature, and subsequently adopted by 
outlook forecasters.  However, little recent research exists on price forecasting in 
agricultural markets and how outlook forecasts compare to alternatives.  Few papers have 
been published in the last 15 years that focus on the specification and estimation of price 
forecasting methods for crop and livestock markets and their efficiency relative to 
outlook (see Wang and Bessler 2004 for an example).  The lack of research is somewhat 
understandable since developing predictive models is challenging in an environment like 
agriculture where markets are subject to large changes.  One example is the U.S. hog 
industry which has faced significant transformations during the last two decades, as the 
industry has become more industrialized with numerous technological innovations, 
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highly concentrated, and vertically coordinated by production contracts (McBride and 
Key 2003).  Further challenging to forecasters is the highly volatile environment seen in 
recent years, due to demand growth from developing nations, the diversion of row crops 
to biofuel production, and U.S. monetary policy (Trostle 2008).  Nevertheless, it is 
precisely during these periods of change when accurate forecasts take on added economic 
value.  
This absence of recent research becomes more notable in light of the forecasting 
techniques and procedures recently developed in other fields that have not been tested in 
agricultural markets.  New procedures and strategies have been designed to improve 
forecast accuracy when underlying series are subject to instabilities.  Many procedures 
have emerged based on flexible models that allow for different weighting schemes 
between old and new data, as well as combinatory models of individual forecasts with 
alternative and innovative pooling techniques.  Recent papers by Clark and McCracken 
(2006a, b) and Elliott and Timmermann (2008) are representative of the recent and 
extensive research on forecasting found in the economics literature.   
In this context, two important questions emerge in terms of the forecasting 
activity within agricultural markets:  What is the performance over time of public outlook 
forecasts relative to alternative market and time-series forecasts?  And most importantly, 
are there new techniques that can be incorporated to the forecasting process to provide 
better price forecasts?  These are especially interesting issues in light of the debate 
concerning the economic value of public outlook programs and the numerous time-series 
modeling techniques, estimation procedures, and forecast combination methods 
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developed in the last two decades in other fields, particularly macroeconomics (Clark and 
McCracken 2006a,b).   
This dissertation focuses on these two unanswered questions.  The two main 
objectives of this dissertation are to: 1) provide new and powerful evidence on the 
performance of outlook forecasts relative to futures prices in hog and cattle markets; and 
2) investigate whether alternative time-series models and numerous composite forecasts 
can improve the predictability of hog price outlook forecasts. 
The first dissertation essay is entitled “Outlook vs. Forecasts: Three Decades of 
Evidence in Hog and Cattle Markets.”  This paper provides a comprehensive 
evaluation of the accuracy of four prominent outlook forecasts relative to futures prices in 
hog and cattle markets.  The outlook programs analyzed are: University of Illinois/Purdue 
University, Iowa State University, University of Missouri, and the Economic Research 
Service of the U.S. Department of Agriculture (USDA).  Most of the series begin in the 
mid- to late-1970s and end in 2007 for up to three-quarter forecasts horizons, providing 
by far the largest sample of outlook forecasts examined to date.  Futures-based forecasts 
are constructed following Hoffman’s (2005) procedure.  This study follows traditional 
accuracy measures and the modified Diebold-Mariano test (Harvey, Leybourne, and 
Newbold 1997) for statistical significance in root mean squared errors (RMSE) 
differences.  Moreover, this study investigates whether outlook forecasts contain 
incremental information not found in futures-based forecasts by using the encompassing 
test of Harvey, Leybourne, and Newbold (1998).   
The second essay’s title is “Improving the Accuracy of Outlook Price 
Forecasts”.  The focus of this essay is the investigation of the predictive ability of 
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outlook hog price forecasts released by Iowa State University relative to alternative time-
series and market forecasts.  Outlook price forecasts are compared to forecasts from 
ARIMA, vector autoregression (VAR), and Bayesian vector autoregression (BVAR) 
models, as well as specifications designed to allow for instabilities in market 
relationships.  A futures-based market forecast also is considered as a comparison.  
Models are fit over the 1975.I—1999.IV sample period and evaluated over 2000.I—
2007.IV.  This study employs traditional accuracy measures, the modified Diebold-
Mariano test for statistical significance in RMSE differences and an encompassing test 
for incremental information.  Forecast combinations derived from the encompassing test 
results are also considered to improve cash price predictive accuracy and to identify the 
most relevant sources of forecast information for outlook economists. 
The third dissertation essay is entitled “Do Composite Procedures Really 
Improve the Accuracy of Outlook Forecasts?”  Results from first and second essays 
highlight the potential benefits of forecast combinations in livestock markets.  However, 
in these essays, as well as others in the literature, the out-of-sample performance of 
individual forecasts is not compared to the true out-of-sample performance of combined 
forecasts, since the same data is used both to estimate the composite weights—as a 
product of encompassing regressions—and to compute the performance of the composite 
forecasts.  This third essay analyzes whether the accuracy of outlook hog price forecasts 
can be improved by considering alternative combination procedures in a true out-of-
sample context.  The same outlook forecasts from the first essay are combined with 
futures-based forecasts from the first essay, univariate ARIMA models, and unrestricted 
Vector Autoregressive (VAR) models specified in the second essay.  Relatively simple 
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and easy-to-implement composite techniques are evaluated: equally-weighted averages, 
equally-weighted averages with bias corrections, weights based on restricted and 
unrestricted regressions, time-varying weights based on mean squared error, the odds 
matrix approach and a simple and easy to compute shrinkage approach.  These 
procedures represent nearly all of the categories of composite procedures outlined in 
Timmerman (2006) and some of these techniques have never been applied to agricultural 
markets.  The 1975.I-1984.IV sub-period is initially used for model fitting and out-of-
sample forecasts from 1985.I through 1993.IV are used as the initial sub-period for 
weight estimations.  All alternative composite forecasts are finally compared to the 
individual forecasts over an out-of-sample period that covers 1994.I to 2007.IV.  
Traditional accuracy measures are used, as well as the modified Diebold-Mariano test for 
significance in RMSE differences and the Henrikson and Merton (1981) test of 
directional accuracy. 
This dissertation makes a contribution to the agricultural marketing literature by 
providing new information on the historical performance of public outlook forecasts and 
the performance of new forecasting procedures.  The results are of interest not only to 
decision-makers facing multiple price forecasts when planning futures actions but also to 
extension economists, public agencies, and researchers who are continuously interested in 
adopting new and innovative forecasting methods with the objective of reducing forecast 
errors.  Also, while this study does not directly test for market efficiency, it provides 
information about the efficiency level in hog and cattle markets by evaluating futures 
price accuracy relative to outlook forecasts and alternative time-series models.   
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CHAPTER 2: Outlook vs. Futures: Three Decades of Evidence  
in Hog and Cattle Markets 
  
Abstract 
The purpose of this essay is to provide a comprehensive evaluation of the accuracy of 
outlook forecasts relative to futures prices in hog and cattle markets.  Published forecasts 
from four prominent livestock outlook programs are available for analysis.  Most of the 
series begin in the mid- to late-1970s and end in 2007.  Root mean squared error (RMSE) 
comparisons indicate the difference between outlook and futures RMSE is relatively 
small in most cases.  In directional terms, outlook forecasts beat futures prices only 2 out 
of 11 times in hogs and 1 out of 7 times in cattle.  However, the null hypothesis that 
futures forecasts encompass outlook forecasts is rejected in 5 of 11 cases for hogs and 4 
of 7 cases for cattle.  In sum, the results show that a combination of futures and outlook 
forecasts generally has a lower RMSE than futures alone, and therefore, outlook forecasts 
of hog and cattle prices provide incremental information relative to futures prices.   
 
Introduction 
Price forecasting has long been an important part of agricultural economists’ work.  As 
one example, the USDA’s annual Agricultural Outlook Forum has been held for over 80 
years.  The importance of price forecasting is not surprising given that agricultural prices 
are more volatile compared to prices in many other economic sectors (Tomek and 
Robinson 2003, p.4).  Forecast (expected) prices affect the business decisions of 
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producers, processors, traders, and market participants in general, and therefore, are 
important determinants of resource allocation and economic welfare. 
A number of approaches can be used to evaluate the performance of price 
forecasts issued by public outlook programs (e.g., Sanders and Manfredo 2003; 
Isengildina, Irwin, and Good 2006).  When available for comparison, futures prices are 
considered the “gold standard” for evaluating forecast accuracy.  This is based on the 
logic of the efficient market hypothesis.  Specifically, futures prices in an efficient market 
provide forecasts of subsequent spot prices that are at least as accurate as any other 
forecast (Tomek 1997).  In other words, it should not be possible to “beat the market” in 
terms of forecast accuracy.  A number of empirical studies compare the accuracy of 
outlook forecasts and futures prices (e.g., Just and Rausser 1981; Bessler and Brandt 
1992; Irwin, Gerlow, and Liu 1994; Bowman and Husain 2004; Sanders and Manfredo 
2004 2005).  With few exceptions, these studies find that outlook forecasts are no more 
accurate, and often less accurate, than comparable futures prices. 
Taken at face value, the weight of the existing evidence indicates that outlook 
forecasts cannot beat futures prices in terms of forecasting accuracy.  This raises serious 
questions about the performance and economic value of public outlook programs.  
McCloskey (1992, pp. 28-29) provides a colorful rendition of the argument against public 
programs:  
An economist who claims to know what is going to happen to the price of corn is 
claiming to know how to make money.  Many models printed for free in the 
journals of agricultural economics imply knowledge of the price of corn.  With a 
little borrowing on the equity of his home or his reputation for sobriety, the 
agricultural economist can make enormous sums.  If an agricultural economist 
could forecast the price of corn better than the futures markets, he would be rich.  
Yet he does not put his money where his mouth is.  He is not rich.  It follows that 
he is not so smart. 
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An obvious implication of this argument is that resources should be re-allocated away 
from public outlook programs towards program areas with positive economic benefits.1 
There are three substantive reasons for treating existing evidence about the 
performance of outlook forecasts relative to future prices with some degree of caution.  
First, statistical tests in previous studies generally have low power to reject a null of no 
difference in accuracy because of small sample sizes.  Ashley (2003) shows that at least 
100 observations are typically needed in order for a 20% reduction in mean square error 
(MSE) to be statistically significant at the 5% level.  Second, it is possible for futures 
prices to have a smaller MSE than outlook forecasts but still not entirely “encompass” the 
information contained in outlook forecasts (Sanders and Manfredo 2005).  Encompassing 
tests establish whether a given forecast is conditionally efficient in the sense that 
alternative forecasts do not add incremental information to the forecast.  Only two 
previous studies have applied encompassing tests to outlook and futures forecasts, finding 
mixed results (Sanders and Manfredo 2004, 2005).  Third, previous studies have not 
formally tested whether the informational content of outlook forecasts relative to futures 
prices has changed over time.  
The purpose of this essay is to provide a comprehensive evaluation of the 
accuracy of outlook forecasts relative to futures prices in hog and cattle markets.  
Published forecasts from four prominent livestock outlook programs are available for 
analysis: University of Illinois/Purdue University, Iowa State University, University of 
Missouri, and the Economic Research Service of the U.S. Department of Agriculture 
                                                 
1 This logic ignores educational benefits that may be associated the public outlook programs.  Brorsen and 
Irwin (1996) argue that outlook programs can generate net economic benefits in efficient markets by 
educating participants about the structure and parameters of the underlying economic model and 
prospective economic conditions. 
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(USDA).  One-, two- and up to three-quarter-ahead hog and one- and up to two-quarter-
ahead cattle price forecasts are available for each program over the last three decades.  
Most of the series begin in the mid- to late-1970s and end in 2007.  Two-thirds of the 
forecast series have 100 or more observations, providing by far the largest sample of 
outlook forecasts examined to date.  Following the model developed by Hoffman (2005), 
live/lean hog and live cattle futures forecasts are constructed based on futures prices 
available on the day before and the day of release for outlook forecasts.  Statistical 
significance of differences in root mean squared error (RMSE) is tested using the 
modified Diebold-Mariano test developed by Harvey, Leybourne, and Newbold (1997).  
The encompassing test of Harvey, Leybourne, and Newbold (1998) is used to determine 
whether outlook forecasts contain incremental information not found in futures forecasts. 
 
Outlook Forecasts 
Quarterly finished hog and fed cattle price forecasts from four prominent livestock 
outlook programs are available for analysis: University of Illinois/Purdue University, 
Iowa State University, University of Missouri, and the Economic Research Service of the 
USDA.  Table 2.1 describes sample periods, missing observations, timing of release, cash 
prices, and publication sources for each outlook forecast series.  With three exceptions, 
all of the forecasts are released on a quarterly basis.2   
                                                 
2 The first exception is the USDA, which switched from a quarterly to a monthly release schedule in 1992.  
Consequently, quarterly average price forecasts are updated once a month after 1991 instead of once a 
quarter.  In order to maintain a consistent timing of USDA release schedules across the entire sample, only 
quarterly forecasts released during the same months pre- and post-1992 are considered.  The second 
exception is Illinois/Purdue cattle price forecasts, which are released on a quarterly basis over 1979.II-
1987.III and a semi-annual basis thereafter.  The third exception is Missouri cattle price forecasts, which 
are released on a quarterly basis over 1974.II-1991.IV and an annual basis thereafter.  The number of 
quarters and number of missing observations for Illinois/Purdue and Missouri in cattle reflect an 
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In hogs, the forecast series start in 1974, 1975, or 1979 and end in 2007.  One-, 
two-, and three-quarter-ahead forecasts are available for all programs except the USDA, 
which is limited to one- and two-quarter ahead forecasts.  Note that the number of 
quarters reported in Table 2.1 reflects the full number of quarters within a given sample 
period.3  The number of missing observations is quite small in hogs, with the exception of 
three-quarter-ahead forecasts for Missouri and two-quarter-ahead forecasts for the USDA.  
In both cases, about 20% of the observations are missing.  Even with the missing 
observations, every forecast series in hogs contains at least 100 observations.  
In cattle, the forecast series start in 1974, 1975, or 1979 and end in 1996 or 2007.4  
One- and two-quarter ahead forecasts are available for Illinois/Purdue, Iowa, and the 
USDA.  Only one-quarter-ahead forecasts are available for Missouri.5  The number of 
missing observations is small for one-quarter ahead cattle forecasts, but two-quarter 
ahead forecasts are missing about 20% or more of the observations in the cases where 
such forecasts are available (Illinois/Purdue, Iowa, and USDA).  Sample sizes in cattle 
range much more widely than in hogs.  The smallest sample size is 48 (Iowa: two-
quarters ahead) and the largest is 132 (USDA: one-quarter ahead).  Six of the seven cattle 
                                                                                                                                                 
assumption of two release quarters per year after 1987.IV for Illinois/Purdue and one release quarter per 
year after 1992.I for Missouri.  
 
3 The number of missing observations must be subtracted from this figure in order to obtain the actual 
sample size.  For instance, five observations are missing from the series of one-quarter-ahead hog price 
forecasts from Missouri.  Subtracting five from the total number of quarters over 1974.II-2007.IV (135) 
yields the correct sample size (130 = 135 - 5). 
 
4 Note that cattle forecasts from Iowa end in 1996 because the forecasts are discontinued after that year. 
 
5 Missouri cattle price forecasts for longer horizons also are available over 1991- 2007.  These are not 
evaluated because cattle price forecasts for Missouri are released only once a year starting in 1991, which 
would imply small sample sizes for this later time period. 
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price forecast series contain at least 50 observations and two contain over 100 
observations.  
Data on timing of release is critical in order to correctly match the release date of 
outlook forecasts to futures forecasts.  A mismatch could create an informational 
advantage for either outlook or futures forecasts.  Iowa, Missouri, and USDA outlook 
publications provide the exact release date.  Illinois/Purdue outlook publications only 
report the month and year of publication.  Additional information on timing of release is 
obtained from Chris Hurt of Purdue University, the current livestock outlook analyst 
responsible for the forecasts, and Darrel Good of the University of Illinois, the long-time 
editor of Illinois/Purdue outlook publications.  These two individuals indicate that reports 
containing hog price forecasts generally are released five business days after the release 
of USDA Hogs and Pigs Reports, while cattle price forecasts are released five business 
days after the USDA January and July Cattle Reports.  These rules are used to specify 
release dates for Illinois/Purdue outlook forecasts in hogs and cattle.  
Some noticeable differences in the timing of release are observed for the different 
outlook programs.  USDA hog price forecasts are, on average, released 43 days before 
the start of each quarter.  In contrast, Illinois/Purdue, Iowa, and Missouri hog price 
forecasts are issued during the first two business weeks of each calendar quarter, usually 
following release of the USDA’s quarterly Hogs and Pigs Report.  Illinois/Purdue and 
Missouri cattle price forecasts are released on average 57 days before the start of each 
quarter.  Iowa and USDA cattle price forecasts are released on average 59 and 43 days 
respectively, before the start of each quarter. These differences in timing of release do not 
affect outlook and futures forecast comparisons because release dates of outlook forecasts 
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are matched to the dates of futures forecasts (see the next section).  However, it is not 
strictly appropriate to compare forecast accuracy measures across outlook programs 
because the different release dates reflect different information sets.  This is true even 
when the average release dates are the same or similar because release schedules are not 
constant through time. 
Since each outlook program generally releases forecasts on different dates, a 
flexible definition of forecast horizons is needed to categorize forecasts into one-, two- 
and three-quarter ahead horizons.  Predictions issued up to the first two business weeks of 
a given quarter are considered one-quarter-ahead price forecasts.  A similar criterion is 
used to define two- and three-quarter ahead forecasts. 
It is important to compare outlook forecasts to the proper cash price.  As shown in 
Table 2.1, the target cash price for each outlook program has not remained constant.  The 
marketing structure of the U.S. livestock industry has evolved over time, and as 
consequence, the target cash price used by outlook forecasters has changed.  In all cases, 
outlook price forecast errors are computed using the target cash price given in the outlook 
publication at the time the forecast is made.  
 Several additional points regarding the outlook forecast data should be noted.  
First, forecasts often are reported as ranges, typically $4-5/cwt.  Following previous 
researchers (e.g., Irwin, Gerlow, and Liu 1994; Sanders and Manfredo 2003), point 
forecasts are generated as the mid-point of the reported forecast price range, which 
assumes that forecast prices within the reported range follow a symmetric distribution.  
Second, outlook price forecasts are not reported as a range or point forecast in a limited 
number of cases; instead they are given as qualitative statements like ‘upper $40s’ or 
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‘low $70s.’  A consistent set of rules is applied to map these statements into point 
forecasts (e.g., upper 40s = $47.50/cwt.)  Third, missing outlook forecast observations 
correspond to gaps in outlook publications rather than gaps in the collection of data.  
Fourth, missing observations generally are randomly distributed in the outlook forecast 
series, and thus, are not expected to bias performance comparisons.   
 
Futures Model Forecasts 
Live/lean hog and live cattle futures contracts do not expire each calendar month.  The 
contracts also reflect a particular set of delivery markets (whether the contracts specify 
physical delivery or cash settlement).  Consequently, a set of assumptions must be 
applied to convert the available array of live/lean hog and live cattle futures prices to a 
quarterly average cash price forecast comparable to outlook program forecasts.  Futures-
based forecasts for this analysis are constructed following the model developed by 
Hoffman (2005).  Hoffman’s model is well-documented, has been in use at the USDA for 
over a decade, and avoids the mismatching problem inherent in an earlier approach to 
basis adjustment for livestock outlook forecasts (Irwin, Gerlow, and Liu 1994).   
Table 2.2 provides two examples of the construction of one-quarter-ahead price 
forecasts from lean hog futures.  The examples are keyed to the release of USDA hog 
price forecasts on November 18, 2004 and February 15, 2005.  Nearest-to-maturity 
contracts that do not expire in the target calendar month are first matched to each of the 
forecast months in a quarter.  For example, the February 2005 contract is matched to 
January 2005 and the April 2005 contract is matched to February and March 2005 for the 
futures forecast computed on November 18, 2004. Next, a simple average of the three 
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futures prices is taken to represent the quarterly average futures price.  The quarterly 
average futures price in these examples also must be converted from lean to live hog 
units in order to be comparable to outlook forecasts, which are reported in live weight 
terms.6  Following Garcia and Sanders (1996), univariate ARMA model basis forecasts 
are computed in the next step.  Historical basis levels are computed by: 1) averaging daily 
futures prices for each quarter using the mapping of futures contracts in the first step and 
2) substracting the quarterly target cash price specified by the outlook forecast.  Daily 
basis levels are averaged for each calendar quarter.  The final step is to add the ARMA 
basis forecast to the quarterly average futures price to obtain the futures model forecast.7  
Similar calculations are used to compute futures model forecasts for the second, third and 
fourth calendar quarters.8  
Two different futures forecasts are created for each outlook forecast release date.  
As outlined above, the first is based on settlement prices for the day each outlook forecast 
is released.  The second is based on settlement prices from the day before release for each 
outlook forecast.  Both futures forecasts are computed because the exact time that outlook 
                                                 
6 An estimated ratio of 0.73673 is applied to lean-hog futures prices.  This factor is obtained by dividing an 
average weight for lean hogs (180.5) by an average weight for live hogs (245).  The adjustment is 
necessary because the Chicago Mercantile Exchange shifted delivery terms from a live weight to carcass 
weight basis beginning with the February 1997 contract. 
 
7 A 3-year moving average basis forecast is also computed.  Consistent with Sanders and Garcia’s (1996) 
results, ARMA forecasts with seasonal (quarterly) dummy variables provide superior live/lean hog and 
cattle basis forecasts compared to a 3-year moving average procedure.  The reduction in RMSE averages 
$0.50/cwt., $0.26/cwt., and $0.03/cwt. for one-, two-, and three-quarter ahead basis forecasts, respectively, 
in live/lean hogs.  The reduction in RMSE averages $0.36/cwt. and $0.12/cwt. for one- and two-quarter 
ahead basis forecasts, respectively, in live cattle.  Complete results of the basis forecasting comparisons are 
available from the author upon request. 
 
8 For both hogs and cattle, second quarter futures forecasts are based on June and August contracts, third 
quarter forecasts are based on August and October contracts and fourth quarter forecasts are based on 
December and February (following calendar year) contracts.  Settlement prices for live/lean hog and live 
cattle futures contracts are obtained from the Chicago Mercantile Exchange (CME).  
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reports are released on each announcement date generally is not known.  In addition, the 
two futures forecasts allow for the possibility of an outlook announcement effect between 
the day before and the day of release (Isengildina, Irwin, and Good 2006).  Test results 
are similar for both sets of futures forecasts, and hence, only results based on settlement 
prices from the day of release are presented in the following sections. 
 
Forecast Errors 
Descriptive statistics on outlook and futures forecast errors for hogs and cattle are 
presented in Table 2.3.  At a given forecast horizon (one-, two-, or three-quarters ahead), 
forecast errors are computed as follows: 
(1) 1,..., 1:futures, 2:outlookit t ite p f t n i       
where 1te is the error of the futures model forecast for quarter t, 2te is the error of the 
outlook forecast for quarter t, tp is the actual cash price in quarter t, 1tf is the futures 
model forecast for quarter t, 2tf is the outlook forecast for quarter t, and n is the number 
of forecast observations.9 
Mean errors in hogs generally are positive, which indicates that both outlook and 
futures forecasts tend to be lower than actual prices.  However, none of the mean errors is 
large in economic terms.  The largest and only statistically significant bias is associated 
with the futures model when evaluated against two-quarter-ahead USDA forecasts and it 
represents just three percent of the average cash price for the sample period.  Mean errors 
                                                 
9 Forecast errors also are computed in percentage form.  Test results are qualitatively similar with the 
exception of normality tests for hog price forecast errors.  Due to an exceptionally large drop in hog prices 
during 1998.IV, most percentage forecast errors for this quarter exceed 100%.  This large outlier results in 
rejection of normality most cases in hogs.  However, subsequent RMSE and encompassing test results 
similar whether forecast errors are stated in $/cwt. or percentage terms.  These results are available from the 
authors upon request. 
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in cattle generally are negative for outlook forecasts and positive for futures forecasts.  In 
comparison to the results for hogs, mean errors are larger but still relatively small.  The 
largest bias is associated with two-quarter-ahead Illinois/Purdue forecasts and it 
represents about four percent of the average cash price for cattle during the respective 
sample period.  Six of the mean estimates are statistically significant.  Two are associated 
with Illinois/Purdue forecast errors and the other four are associated with futures 
forecasts.   
Standard deviations and minimum and maximums indicate a large range in 
forecast errors for both commodities.  For example, one-quarter-ahead hog price forecast 
errors for Illinois/Purdue range from -$13.45/cwt. to $18.24/cwt.  As predicted by 
optimal forecasting theory (Diebold 2004, pp. 294-295), variability of forecast errors is 
non-decreasing across forecast horizons with one exception (one-quarter ahead vs. two-
quarter ahead cattle price forecasts for Illinois/Purdue).  Large differences in variability 
generally are not evident when comparing outlook and futures forecast errors in both 
hogs and cattle.  This is not surprising in light of the high correlation observed in most 
cases between outlook and futures forecast errors.  Pair-wise correlation coefficients 
between outlook and futures forecast errors average 0.75 in hogs and 0.83 in cattle. 
The Jarque-Bera test is used to analyze the normality of each forecast error series. 
In hogs, the null hypothesis of normality is rejected only in the case of one-quarter ahead 
forecast errors for Missouri.  Results are less consistent in cattle, as normality is rejected 
in 6 of 14 cases. Evidence of non-normally distributed errors is found in all USDA cattle 
forecast errors and the respective futures-based forecast errors, in the two-quarter-ahead 
Illinois/Purdue forecast errors as well as in the respective one-quarter ahead futures 
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forecast errors for Illinois/Purdue.  Overall, forecast errors in hogs show almost no 
evidence of departures from normality, while forecast errors in cattle show moderate 
evidence of such departures.  
Finally, augmented Dickey-Fuller (ADF) unit root tests are also performed for 
each forecast error series.  Results show that all forecast error series in hogs and cattle are 
stationary, or I(0), except for three-quarter ahead Illinois/Purdue hog forecast errors and 
one- and two-quarter ahead Illinois/Purdue cattle forecast errors.  Lag lengths are selected 
based on the AIC criterion.  In addition, test results are insensitive to the inclusion of a 
constant or time-trend term in the ADF regressions.  
 
RMSE Tests 
Following previous studies (e.g., Sanders and Manfredo 2004 2005), the first step of the 
formal analysis is a comparison of root mean squared errors (RMSE) for outlook and 
futures forecasts.  RMSE for futures and outlook forecasts at a given horizon is computed 
as follows: 
(2)  
1 2
2
1
1 1,...     1:futures, 2:outlook
n
i t it
t
RMSE p f t n i
n 
        
 
Statistical significance of differences in RMSE between outlook and futures 
forecasts is assessed using the modified Diebold-Mariano (MDM) test proposed by 
Harvey, Leybourne, and Newbold (1997).  The MDM statistic tests the null hypothesis of 
equality of forecast performance based on a specified loss function, 1 2[ ( ) ( )] 0t tE g e g e  .  
Assuming a quadratic loss function, the test is based on the difference in squared errors 
for futures and outlook forecasts at a given horizon:  
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(3) 2 21 2 1 2( ) ( ) .t t t t td g e g e e e      
The MDM test is then specified as follows: 
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where d  is the sample mean of td , 1, 2,3h   is the forecast horizon (e.g., 1 = one-quarter 
ahead forecast),  210
1
n
t
t
n d d 

  is the variance of td , and 
1
1
( )( )
n
k t t k
t k
n d d d d  
 
    is the thk auto-covariance of td ,  1,..., 1k h  .  Auto-
covariance terms are included to account for the overlap in two- and three-quarter ahead 
forecasts.  The MDM test statistic follows a t-distribution with n-1 degrees of freedom.  
As discussed in the previous section, normality is rejected in some forecast error series, 
particularly for cattle.  Harvey, Leybourne, and Newbold (1997) show that the MDM test 
is robust to departures from normality; hence, any departures from normality in hog and 
cattle forecast errors are not expected to lead to size or power problems.  
RMSE values for hog and cattle forecast series are presented in Table 2.4.  
Consistent with previous studies of outlook forecasts and futures prices in livestock 
markets (e.g., Irwin, Gerlow, and Liu 1994; Sanders and Manfredo 2004), the difference 
between outlook and futures RMSE is relatively small in most cases.  The most notable 
exceptions are Illinois/Purdue hog and cattle price forecasts, where the difference in 
RMSE averages $1.83/cwt. and $1.90/cwt. in favor of futures across all three forecast 
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horizons for hogs and cattle, respectively.  Without Illinois/Purdue, differences in hogs 
range from -$0.36/cwt. to $1.02/cwt. and average $0.43/cwt. in favor of futures.  The 
average difference represents about 7% of the average (outlook and futures) RMSE value.  
Without Illinois/Purdue, differences in cattle range from -$0.33/cwt. to $0.71/cwt., with 
an average difference of $0.18/cwt. in favor of futures.  The average difference in this 
case represents about 3% of the average (outlook and futures) RMSE value.   
Despite the generally small magnitude of RMSE differences, statistical 
significance is evident for all cases in hogs except two- and three-quarter ahead forecasts 
for Iowa and three-quarter-ahead forecasts for Missouri.  By comparison, statistical 
significance is found for only two cases in cattle (one-quarter ahead Illinois/Purdue and 
USDA forecasts).  In directional terms, outlook forecasts beat futures prices only 2 out of 
11 times in hogs and 1 out of 7 times in cattle.  In terms of individual outlook programs, 
Iowa, Missouri, and the USDA perform better relative to futures than Illinois/Purdue in 
both hogs and cattle.10 
The RMSE comparisons raise the intriguing question of why Illinois/Purdue 
performs so much worse than the other outlook programs.  Time-series plots of the 
difference between futures and outlook squared forecast errors  td provide important 
clues.  Figure 2.1 shows that relative forecast performance in hogs improves noticeably 
starting 1990.  This is confirmed by the observation that the difference in RMSE between 
Illinois/Purdue one-quarter ahead hog price forecasts and futures is $3.06/cwt. before 
                                                 
10 As discussed earlier, forecast accuracy measures should not be compared across outlook programs 
because the forecasts have different release dates that may reflect differing information sets.  However, an 
accuracy ranking relative to futures can be constructed based on the RMSE differences found in table 4.  
Rankings based on the RMSE differences show that Iowa is ranked first for both hogs and cattle at all 
horizons.  Missouri is always ranked second for hogs and cattle, USDA is ranked second or third, and 
Illinois/Purdue is always ranked last. 
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1990 and $1.09/cwt. after 1990.  Figure 2.2 shows that an even more dramatic 
improvement occurs in cattle starting in 1986.  The difference in RMSE between 
Illinois/Purdue one-quarter ahead cattle price forecasts and futures is $4.07/cwt. before 
1986 and only $0.45/cwt. after 1986.  It is interesting to note that the breakpoints in 
relative forecast accuracy correspond to changes in the analyst responsible for the 
forecasts.  Three different analysts are responsible for Illinois/Purdue hog price forecasts 
before 1990 and a single analyst thereafter.  One analyst is responsible for Illinois/Purdue 
cattle price forecasts before 1986 and two since then.  A clear implication is that the last 
analyst in hogs and the last two in cattle perform considerably better than their 
predecessors.  This also shows that the poor RMSE performance of Illinois/Purdue 
forecasts over the entire sample period is largely due to poor performance of analysts 
before 1990 in hogs and before 1986 in cattle.11 
 
Encompassing Tests 
The second step of the formal analysis is to test whether outlook forecasts contain 
incremental information not found in futures forecasts.  As first pointed out by Granger 
and Newbold (1973), it is possible for a forecast to have a larger MSE than another 
forecast but still provide useful information.12  Harvey, Leybourne, and Newbold (1998) 
develop a test of forecast encompassing based on the principle that one forecast 
                                                 
11 Plots of the difference between futures and outlook squared forecast errors  td for other  outlook 
programs did not reveal any comparable breaks in relative forecast accuracy.   
 
12 The basic intuition is drawn from portfolio theory.  Specifically, a portfolio (combination) of two 
forecasts with equal forecast error variances will have a lower forecast error variance than either of the two 
individual forecasts so long as the forecast errors are less than perfectly positively correlated.  A portfolio 
of two forecasts with unequal forecast error variances can be formed that will have a lower forecast error 
variance than the forecast with the smallest error variance, so long as the correlation between the two 
forecast errors does not equal the ratio of the forecast error variances (Granger and Newbold 1986, p. 267). 
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encompasses another if the optimal weight of the inferior forecast in a composite forecast 
is zero.  This can be formalized in the following regression equation: 
(6) 1 1 2( ) 1,...,t t t te e e t n      
where 1te is the error of the preferred forecast (futures) and 2te is the error of the 
alternative forecast (outlook).  The null hypothesis for the encompassing test is 0  , 
which implies zero  covariance between 1te and 1 2t te e .  Rejection of the null hypothesis 
indicates that a composite forecast can be constructed based on the two forecast series 
that has a smaller MSE than the preferred forecast.  In other words, outlook forecasts 
provide incremental information not contained in futures prices.  
Harvey, Leybourne, and Newbold (1998) recommend testing the null hypothesis 
of 0   in equation (6) using a version of the MDM test.  This is accomplished by re-
defining td in equation (3) to equal 1 1 2( )t t te e e and then computing the MDM test 
statistic in the usual manner.  Simulation results in Harvey, Leybourne, and Newbold 
(1998) show that the MDM test generally has the best combination of size and power 
among alternative tests, particularly when forecast error distributions are non-normal and 
heavy-tailed.  Both the MDM and regression versions of the encompassing test are used 
here as a check on the robustness of test results.  
Encompassing test results for hogs and cattle, shown in Table 2.5, provide more 
favorable evidence about the performance of outlook forecasts than RMSE tests.  MDM 
tests reject the null hypothesis that futures forecasts encompass outlook forecasts  0   
in 5 of 11 cases for hogs and 4 of 7 cases for cattle.  Regression tests reject one additional 
case, one-quarter ahead cattle price forecasts for Missouri.  Regression estimates of   
indicate that composite weights for outlook forecasts are surprisingly large, with an 
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average weight of 0.25 and 0.33 given to outlook across all programs and horizons in 
hogs and cattle, respectively.  By program, the average weight in hogs is 0.08 for 
Illinois/Purdue, 0.46 for Iowa, 0.27 for Missouri, and 0.16 for the USDA.  The average 
weight in cattle is 0.07 for Illinois/Purdue, 0.57 for Iowa, 0.32 for Missouri, and 0.35 for 
the USDA.  Overall, the evidence shows that a combination of futures and outlook 
forecasts generally has a lower RMSE than futures alone, and therefore, outlook forecasts 
provide incremental information relative to futures prices.   
While the encompassing results are positive with respect to the incremental 
information contained in outlook forecasts, further computations are needed to estimate 
the magnitude of the reduction in RMSE from combining outlook and futures forecasts.  
This can be obtained by first applying the λ estimates to form composite forecasts, and 
then comparing the RMSE of the resulting composite forecasts to the RMSE of futures 
alone.  Results of the composite forecast analysis for hogs and cattle are shown Table 2.6.  
Reductions in RMSE for composite forecasts in hogs range from a low of -0.1% to a high 
of -9.2% and average -2.2%.  Reductions in RMSE for cattle range from a low of -0.2% 
to a high of -6.5% and average -2.8%.  By program, the largest incremental reductions 
are provided by Iowa, with RMSE reductions averaging -5.7% and -4.8% for hogs and 
cattle, respectively. 
Whether the RMSE reductions are large enough to justify the cost of the outlook 
programs is a difficult question to answer.  This requires the specification and estimation 
of an equilibrium model of the hog and/or cattle markets and then simulation of market 
outcomes with and without the information provided by outlook programs (e.g., Hayami 
and Peterson 1972); a task beyond the scope of this study.  A useful perspective on this 
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question can be derived from expected utility simulations in Adam, Garcia, and Hauser 
(1996).  Their results indicate that a one-percent improvement in mean price forecast 
accuracy increases the certainty equivalent return of a risk-averse hog producer by 
$0.47/cwt., or about $1.15 per head ($0.47/cwt. x 2.45 cwt./head).  Using this figure, the -
2.2% average RMSE reduction in hogs translates into $2.53 of certainty equivalent return 
for each hog produced, or $25,300 for a representative hog operation producing 10,000 
head per year.  These computations suggest that the economic value of the RMSE 
reductions to individual hog producers is non-trivial in at least some cases.   
 Finally, it should be emphasized that the composite results do not necessarily 
imply that futures trading profits can be generated based on the composite forecasts 
(Sanders and Manfredo 2005).  First, a trading rule would have to be specified to 
translate differences in composite and futures forecasts into futures trading positions.  A 
number of assumptions could be used to do so, and returns may be sensitive to the 
different assumptions (Garcia et al. 1988).  Second, returns would have to be adjusted for 
transactions costs and risk.   
 
Structural Change Tests 
The third step of the analysis is to test whether the informational content of outlook 
forecasts relative to futures prices has changed over time.  In other words, is there 
evidence that   in encompassing regression (6) changes at some point during the sample?  
This parameter could change for a variety of reasons, including turnover of outlook 
analysts, changes in the resources devoted to outlook programs, and changes in market 
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structure and efficiency.  The long samples of forecasts available in this study allow such 
tests to be conducted with reasonable power.   
The test of structural change used here is the unknown breakpoint test (QLR) 
originally proposed by Quandt (1960) and analyzed extensively by Andrews (1993) and 
Andrews, Lee, and Ploberger (1996).  The test assumes there is not enough information a 
priori to specify the timing of a structural break, and thereby avoids the arbitrary 
specification of breakpoints often found in empirical analysis (Hansen 2001).  The QLR 
statistic is the largest Chow F-test of structural change across all possible sample 
breakpoints, with a percentage of the sample observations trimmed from each end to 
improve the performance of the test.  Andrews (1993) recommends trimming 30% of 
sample observations (15% on each end of the sample).  Formally, the QLR statistic is,  
(7)  
1 2
maxQLR F       
 
where  F   is the Chow F-statistic for sample breakpoint   and 1 and 2 are the first 
and last sample breakpoints, respectively, after symmetrically trimming 15% of 
observations from each end of the sample.13  The sampling distribution of the QLR 
statistic is non-standard.  Tables of critical values for the QLR statistic can be found in 
Andrews (1993). 
QLR structural change tests (not shown) provide limited evidence that the 
informational content of outlook forecasts relative to futures prices has changed over the 
                                                 
13 It is impossible to test for every possible breakpoint in the sample due to degrees of freedom limitations 
in estimating regressions.  More specifically, the statistical power of the test is reduced as more alternative 
break points closer to the sample boundaries are analyzed.  
 
 30
last three decades.14  Statistically significant structural change is found in only 3 of 18 
cases: two-quarter ahead hog and cattle price forecasts for Illinois/Purdue and one-quarter 
ahead cattle price forecasts for Iowa.  No evidence of structural change is found for the 
Missouri or USDA in either hogs or cattle.  The estimated break dates for Illinois/Purdue 
are 1984.III for two quarter-ahead hog price forecasts and 1995.III for two quarter ahead 
cattle price forecasts.   Interestingly, these break dates do not align with the change in 
relative RMSE accuracy discussed previously for Illinois/Purdue.  The estimated break 
date for one-quarter ahead Iowa cattle price forecasts is 1992.III.  It is also interesting to 
note that in two of the three cases with significant structural change, estimated 
 coefficients decline after the break date.  For example, the estimated  coefficient for 
one-quarter ahead Iowa cattle price forecasts declines from 0.47 before 1992.III to -0.86 
afterwards.   
 
Summary and Conclusions 
The purpose of this essay is to provide a comprehensive evaluation of the accuracy of 
outlook forecasts relative to futures prices in hog and cattle markets.  Published forecasts 
from four prominent livestock outlook programs are available for analysis: University of 
Illinois/Purdue University, Iowa State University, University of Missouri, and the 
Economic Research Service of the U.S. Department of Agriculture (USDA).  One-, two- 
and up to three-quarter-ahead hog and one-and two-quarter ahead cattle price forecasts 
                                                 
14 Andrews (1993) and Andrews and Ploberger (1994) propose two related tests that may be more powerful 
than the QLR test.  The alternative tests involve simple or exponentially-weighted averages of the sample 
values for  F  .  Hypothesis test results based on the alternative test statistics are the same as tests based 
on QLR statistics.  In addition, a 10% trimming percentage (5% on each side) is also considered for QLR 
tests.  Hypothesis test results are the same under the smaller trimming percentage.  All results are available 
from the authors upon request.   
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are available for each program over the last three decades.  Most of the series begin in the 
mid- to late-1970s and end in 2007.  Two-thirds of the forecast series have 100 or more 
observations, providing by far the largest sample of outlook forecasts examined to date.  
Live/lean hog and live cattle futures forecasts are constructed based on futures prices 
available on the day before and the day of release for outlook forecasts. 
Root mean squared error (RMSE) comparisons indicate the difference between 
outlook and futures RMSE is relatively small in most cases.  Despite the relatively small 
magnitude of RMSE differences, statistical significance is evident for all cases in hogs 
except two- and three-quarter ahead forecasts for Iowa and three-quarter-ahead forecasts 
for Missouri.  By comparison, statistical significance is found in only two cases for cattle 
(one-quarter ahead Illinois/Purdue and USDA forecasts).  In directional terms, outlook 
forecasts beat futures prices only 2 out of 11 times in hogs and 1 out of 7 times in cattle.   
 Encompassing test results provide more favorable evidence on the performance 
of outlook forecasts than RMSE tests.  The null hypothesis that futures forecasts 
encompass outlook forecasts is rejected in 5 of 11 cases for hogs and 4 of 7 cases for 
cattle.  Regression estimates indicate that composite weights for outlook forecasts are 
surprisingly large, with an average weight of 0.25 and 0.33 given to outlook across all 
programs and horizons in hogs and cattle, respectively.  There is limited evidence that the 
informational content of outlook forecasts relative to futures prices has changed over the 
last three decades. 
In sum, the results of this study show that a combination of futures and outlook 
forecasts generally has a lower RMSE than futures alone, and therefore, outlook forecasts 
of hog and cattle prices provide incremental information relative to futures prices.  
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Previous studies of livestock outlook forecasts and futures typically reach less favorable 
conclusions.  For example, Sanders and Manfredo (2004, p.129) conclude that, “…a 
simple futures-based forecast may be the best alternative for agribusiness decision 
makers.”  The difference in conclusions is most likely due to the use of small samples of 
outlook forecasts and/or the omission of encompassing-type tests.  Additional research is 
needed to determine whether the findings of this study generalize to other agricultural 
markets, especially major grain markets such as corn, soybeans, and wheat.  Further 
research also is needed to determine whether the incremental value of outlook forecasts is 
large enough to justify the cost of the outlook programs.   
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Figure 2.2. Difference between futures and Illinois/Purdue one-quarter ahead 
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CHAPTER 3: Improving the Accuracy of Outlook Price Forecasts 
 
Abstract 
This study investigates the predictive ability of outlook hog price forecasts released by 
Iowa State University relative to alternative time-series and market forecasts.  The 
findings indicate that predictive performance of the outlook forecasts can be improved 
substantially.  Under root mean squared error (RMSE), vector autoregressions (VARs) 
estimated with Bayesian procedures that allow for some degree of flexibility and model 
averaging consistently outperform Iowa outlook estimates at all forecast horizons.  
Evidence from encompassing tests indicates that alternative price forecasts provide 
incremental information to Iowa forecasts.  Simple combinations of these models and 
outlook forecasts reduce forecast errors by economically significant levels.  For instance, 
basic VARs with or without parameter updates are able to reduce RMSE between -10.4% 
and -23.8% when combined with the Iowa forecasts.  Both individually and in a 
composite framework, the performance of futures prices at the first horizon is stellar but 
weaker at distant horizons, suggesting that the value of market forecasts lies primarily in 
the short-run. 
 
Introduction 
Public situation and outlook programs are cooperative efforts between the U.S. 
Department of Agriculture (USDA) and land-grant universities.  These programs provide 
producers and market participants with extensive information on the current market 
situation, including estimates of supply, demand, and future cash prices.  Because 
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forecasts of price in the future can influence production, marketing, and inventory 
decisions, there has been interest in the ability of outlook forecasts to accurately reflect 
market conditions.  Research has compared outlook price forecasts to predictions from a 
variety of econometric and time-series models (e.g., Bessler and Brandt 1981; Sanders 
and Manfredo 2003).  Similarly, outlook price forecasts have been compared to forecasts 
embedded in futures markets (e.g., Bessler and Brandt 1992; Irwin, Gerlow, and Liu 
1994; Sanders and Manfredo 2004, 2005; Colino and Irwin 2007).  Overall, evidence on 
the accuracy of outlook price forecasts is mixed, but it suggests the forecasts often 
contain valuable information. 
Despite its importance, little recent research exists on price forecasting in 
agricultural markets and how outlook forecasts compare to alternatives.  Few papers have 
been published in the last 15 years that focus on the specification and estimation of price 
forecasting methods for crop and livestock markets and their efficiency relative to 
outlook (see Wang and Bessler 2004 for an example).  The lack of research is somewhat 
understandable since developing predictive models is challenging in an environment like 
agriculture where markets are subject to large changes.  For instance, the U.S. hog 
industry has faced significant transformations during the last two decades, as the industry 
has become more industrialized, highly concentrated, and vertically coordinated by 
production contracts (McBride and Key 2003).  Technological innovations in nutrition, 
reproductive management, breeding and genetics also have contributed to changes in the 
production process.  Further challenging to forecasters is the highly volatile environment 
seen in recent years, due to demand growth from developing nations, the diversion of row 
crops to biofuel production, and U.S. monetary policy (Trostle 2008).  Nevertheless, it is 
  45
precisely during these periods of change when accurate forecasts take on added economic 
value. 
This absence of recent research becomes more notable in light of the forecasting 
techniques and procedures recently developed in other fields that have not been tested in 
agricultural markets.  New procedures and strategies have been designed to improve 
forecast accuracy when underlying series are subject to instabilities.  Many procedures 
have emerged based on the notion that a forecasting model is a simple approximation to 
reality that is changing due to shifts in institutions and technology.  In this context, 
flexible and combinatory methods may be useful for representing the true but unknown 
data generating process.  In practice, this calls for the estimation of a variety of flexible 
models that allow for different weighting schemes between old and new data and for 
averaging or weighting of individual forecasts.  Recent papers by Clark and McCracken 
(2006a, b) and Elliott and Timmermann (2008) are representative of the recent and 
extensive research on forecasting found in the economics literature.   
The purpose of this essay is to investigate the predictive accuracy of hog price 
forecasts provided by the Iowa State University outlook program relative to alternative 
time-series and market price forecasts.  We focus on the cash hog market because of its 
importance and a well-documented background with respect to earlier forecasting 
models.  We investigate the Iowa State program because of its reputation for providing 
sound fundamental analysis, its long and well-documented history of price forecasts, and 
forecasting performance that is representative of other prominent outlook programs, as 
shown in the first essay of this dissertation.  Outlook price forecasts are compared to 
forecasts from ARIMA, vector autoregression (VAR), and Bayesian vector 
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autoregression (BVAR) models, as well as specifications designed to allow for 
instabilities in market relationships.  A futures-based market forecast also is considered 
as a comparison.  Models are fit over the 1975.I—1999.IV sample period and evaluated 
over 2000.I—2007.IV.  Efforts are also made to combine forecasts to improve cash price 
predictive accuracy and to identify the most relevant sources of forecast information for 
outlook economists.  
Results show that some Bayesian procedures and model averaging consistently 
perform better than outlook forecasts, but differences are not statistically robust in a mean 
squared error context.  However, results from the encompassing tests strongly support the 
benefits of combining information from market outlook specialists and time-series 
models.  Even with the use of simple time-series models, the findings highlight the 
efficacy of improving Iowa’s price forecasting performance via composite procedures. 
 
Literature Review 
Early research by Leuthold et al. (1970) initiated the use of time-series models in 
forecasting livestock prices.  Subsequent investigations were stimulated by the 
development of VAR models (Sims 1980) that permitted forecasting in a multivariate 
context.  Brandt and Bessler (1984) were the first to develop and evaluate a VAR model 
to forecast hog prices.  Despite using a pre-testing procedure to reduce the number of 
parameters, they find the VAR is consistently outperformed by a univariate ARIMA 
model for all accuracy measures considered.  Comparing a variety of time-series models 
in the hog market, Kling and Bessler (1985) find that a univariate model, a Bayesian 
VAR (BVAR), and a VAR based on Hsiao’s (1979) specification approach provide 
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accurate forecasts for all variables within their specification.  Following Litterman’s 
(1986) procedures, Bessler and Kling (1986) generate a BVAR model to forecast hog 
prices.  They compare the accuracy of two BVARs with symmetric and general priors, a 
univariate model, and an unrestricted VAR, and find the BVAR with general priors yields 
the best predictions and the unrestricted VAR the worst.   
Kaylen (1988) proposes an alternative approach to reduce the number of 
parameters in a VAR model based on a modification of Hsiao (1979).  His results 
indicate that the model based on Hsiao’s modified approach outperforms all other VARs 
at most forecast horizons and for most variables.  A BVAR with general priors is the 
alternative best option.  Other studies, including Zapata and Garcia (1990) and Wang and 
Bessler (2004), address non-stationarity and cointegration in other livestock markets, 
introducing Vector Error Correction Models (VECM) and finding that any forecast 
improvement only emerges at distant horizons.   
Not surprisingly, these studies have several characteristics in common.  Most use 
data through the 1970’s and 1980’s for model specification and estimation and relatively 
small sample periods for out-of-sample forecast evaluation.  Model coefficients are 
commonly re-estimated using all of the data available up to the time of forecast 
construction.  For the hog market, the variables used in the VARs are generally similar 
and based on Brandt and Bessler (1984).  Overall the weight of the evidence suggests that 
unrestricted VARs perform poorly when forecasting livestock prices (Brandt and Bessler 
1984; Kling and Bessler 1985; Bessler and Kling 1986; Kaylen 1988).  An exception is 
the work by Zapata and Garcia (1990) who find an unrestricted VAR(2) in first 
differences is the most accurate model.  They argue that a small model size, with proper 
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lag-specification, and proper treatment of non-stationarity may have contributed to the 
results.  In contrast, BVARs have performed well, especially with asymmetric prior 
distributions (Bessler and Kling 1986; Kaylen 1988; Zapata and Garcia 1990).  While 
ARIMA models showed early success (Brandt and Bessler 1981, 1984; Kling and Bessler 
1985), BVARs and procedures to reduce the over-parameterization of the basic VAR 
seem to have provided more effective forecasting structure than univariate models 
(Zapata and Garcia 1990; Bessler and Kling 1986).  Among the exclusion-of-variables 
approaches applied to forecast livestock markets, Hsiao’s (1979) approach and an 
improved version of it developed by Kaylen (1988) have shown some efficiency relative 
to others.  
Outside of agriculture, there has been a “virtual revolution” in the forecasting 
literature, focusing on different methods to compute, apply, and evaluate forecasts (Elliott 
and Timmermann 2008).1  While the mainstays of practical applications continue to be 
VAR models and BVARs, an important component of the literature focuses on 
developing flexible and combinatory methods which may be useful for representing the 
true but unknown data generating process.  This focus has emerged from the notion that a 
forecasting model is a simple approximation to reality that is changing due to shifts in 
institutions and technology.  In practice, this calls for the estimation of a variety of 
flexible models that allow for different weighting schemes between old and new data and 
for averaging or weighting of individual forecasts.   
Forecasting models can be characterized into parametric, semi-parametric, and 
nonparametric procedures.  While semi-parametric and nonparametric procedures offer a 
                                                 
1 Extensive surveys of the forecasting literature in economics exist.  For example, see De Gooijer and 
Hyndman (2006), Clark and McCracken (2006a), and Elliott and Timmermann (2008). 
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high degree of flexibility, they require considerable data and are less attractive when the 
set of variables is large.  Elliott and Timmermann (2008) argue that flexible parametric 
models are often the best that the analyst can hope to achieve.  Flexibility can arise in a 
number of ways, including allowing for variable lag lengths that change as new 
information is incorporated, estimating different models with alternative priors, and using 
different methods to select the specification of the forecasting model. 
Regardless of the specification procedures used, evidence has grown that models 
are subject to instabilities which can bias coefficients and forecasts.  Researchers have 
addressed this issue in numerous ways (Stock and Watson 1996, 2003, 2004; Tashman 
2000; Pesaran and Timmermann 2002, 2004), but the most prevalent and practical 
involve the use of rolling windows for estimation and combining forecasts from various 
models.  The use of rolling windows keeps the length of the estimation period constant, 
and after each new prediction the model is re-estimated adding the most recent 
observation and removing the oldest.  There is a clear trade off between efficiency and 
bias when using partial windows for estimation (Clark and McCracken 2004), but in the 
presence of large changes in levels and volatility of economic variables this method may 
be preferred to expanded window forecasts that are based on all available data up to the 
forecast.  Numerous studies have been performed to assess the effect of rolling window 
estimation relative to other procedures including the expanded window, discounted least 
squares in which recent observations are fully weighted while decreasing weights are 
given to more distant observations (Stock and Watson 2004), and the possibility of using 
only post-break windows for estimation (Pesaran and Timmermann 2004).  
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Evidence on the performance of these techniques is mixed.  Certainly the 
performance of rolling windows for estimation is not uniform (Stock and Watson 2003; 
Clark and McCracken 2004, 2006a).  Similarly the alternative approach of using 
discounted least squared for estimation was found to work well in some studies (Stock 
and Watson 2004) but poorly in others (Clark and McCracken 2006a).  Using only post-
break data for model fit and estimation was found to be superior to using rolling and 
expanded windows when the variance of the pre-break data is higher than the post-break 
variance (Pesaran and Timmermann 2004).  What does emerge is that the relative 
performance of the procedures depends in large part on the characteristics of underlying 
series and nature of the change.  For instance, Elliott and Timmermann (2008) find that 
for series characterized by a high noise-to-signal ratio (e.g., financial stock returns), 
estimation error can be large and there is no evidence to suggest that shortening the 
estimation window can improve forecasts.  Conversely, more systematic series can 
benefit from rolling window estimation provided the window is appropriately defined to 
reflect the nature of the change.  Further, it appears that large abrupt data breaks are best 
handled by fitting post-break data while rolling windows may work more effectively 
when changes are more gradual.   
The issue of change, model selection, and specification are also linked.  Tashman 
(2000) argues strongly for recalibration, or re-optimization, rather than simply updating 
parameters as new data become available.  Similarly, Stock and Watson (2003) suggest 
that the lag structure of the model should be updated over time.  In essence, as forecasting 
moves forward through time, the optimal lag-length of the model is periodically updated 
based on standard information criteria.  Keating (2000) also identifies an approach that 
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allows different lag order for each variable in each equation selected by the same criteria 
and regularly updating the optimal lag structure.  Again the evidence is mixed, but clearly 
the emphasis has been to allow for flexibility.   
An alternative method to allow for model instability is to combine forecasts.  The 
argument often used to explain combining forecasts is diversification against model 
uncertainty.  Since some models may adapt more quickly (or even over-respond) to a 
change in the behavior of the predicted variable, while others adapt more slowly, 
combining forecasts may provide a type of insurance for breaks or other non-
stationarities in the future.  Numerous procedures have been developed to generate the 
appropriate combinatory weights for alternative forecasts (Bates and Granger 1969; 
Timmermann 2006).  Clements and Hendry (1998) propose an encompassing method to 
determine the weights which is particularly attractive since it focuses on forecast errors 
and can be readily estimated.  Empirical evidence suggests that forecast combinations 
tend to outperform predictions from single models, but strategies used to determine the 
optimal weights perform no better than a simple average forecast in which all forecasts 
receive equal weight.   
 
Data 
The 1975.I—1999.IV time period serves as the in-sample estimation period and the 
2000.I—2007.IV period as the out-of-sample evaluation period for the time-series and 
market forecasting models considered in this study (see next section).  The U.S. hog 
industry has undergone considerable structural change during the two last decades.  The 
effects of new technologies and capital concentration provoked a significant production 
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expansion especially during the 1990’s.  For this reason, the sample period for model 
estimation extends through 1999.  A modeling effort that takes into account this 
information is more likely to provide valuable forecasts than an effort that ignores this 
information.  One-, two-, and three-quarter forecast horizons are evaluated for each 
model.     
Quarterly hog price forecasts are collected from various issues of Iowa Farm 
Outlook for the 2000.I—2007.IV period, matching the out-of-sample period for time-
series and market forecasting models. 2  One-, two-, and three-quarter-ahead forecasts of 
the cash price for Iowa-Minnesota barrows and gilts are available.  Iowa State analysts do 
not use econometric models to generate price forecasts, but instead employ a 
“spreadsheet” approach based on price flexibilities and estimates of percentage changes 
in per capita consumption of pork, beef, and poultry, consumer income, and population 
(Lawrence 2008).  The resulting point estimates may be subjectively adjusted by analysts 
based on expected market conditions. 
The selection of variables for the time-series representation of the market is an 
important issue.  Here, we base our selection on the literature and examination of several 
variables that could affect both demand and supply.  Focusing on the in-sample period of 
1975.I—1999.IV, variables were plotted to investigate cycles, trends, shifts, and 
seasonality in the series.  Variables associated with the production process clearly reflect 
the changes over time in genetics, health, nutrition and operational management so they 
become important determinants of future production and prices.  Alternative variables for 
                                                 
2 One observation is missing from each series of Iowa outlook price forecasts.  Hence, the sample of Iowa 
forecasts over 2000.I—2007.IV includes 31 one-quarter ahead forecasts, 30 two-quarter ahead forecasts, 
and 29 three-quarter ahead forecasts.  Market and time-series model forecasts for the quarters with missing 
observations for Iowa are excluded in forecasting evaluations. 
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feeding costs were also investigated.  Most variables for the demand side showed the 
same markedly upward trend over the last three decades.  Preliminary estimation of 
reduced VARs were also made, and variables were checked for signs and magnitude and 
lag lengths based on consistency with previous findings and knowledge of the market. 
As shown in Figure 3.1, the set of variables selected for VAR specifications 
include live hog prices, corn prices, sows farrowing, pork production, and beef prices.  
The five variables are highly consistent with the variables used in previous VAR models 
of the hog market (e.g., Brandt and Bessler 1984; Kaylen 1988).  Since we are interested 
in assessing the performance of outlook price forecasts from Iowa State University, Iowa-
Minnesota barrows and gilts cash prices are used in the analysis.  These prices are 
reported in $/cwt. and collected by the Agricultural Marketing Service of the U.S. 
Department of Agriculture (USDA).  The total number of sows farrowing in the U.S. is 
measured in thousand head and obtained from the National Agricultural Statistic Service 
of the USDA.  U.S. commercial pork production is measured in million pounds and also 
obtained from the National Agricultural Statistic Service of the USDA.  The price of corn 
is the central Illinois cash corn price in $/bushel as released by Illinois Ag Market News-
Agricultural Marketing Service.  Finally, the beef price is the retail beef price in $/pound 
as reported the Economic Research Service of the USDA.  All data are expressed in 
calendar quarters to be consistent with the cash hog price series.  For most variables this 
simply involves averaging monthly or daily observations.  However, the number of sows 
farrowing is provided in “hog” quarters that begin in December; consequently, the values 
were adjusted by using two-thirds of a hog quarter plus one-third of the next hog quarter.   
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Stationarity of each series was assessed using the Augmented Dickey-Fuller 
(ADF) test.  ADF regressions with and without a constant and with a trend and a constant 
were considered. Optimal lag lengths were selected by AIC (up to 8 lags).  Strong 
evidence of non-stationarity is found for pork production and beef prices in all ADF 
regressions (see Figure 3.1), indicating that both variables are integrated of order one.  
The other variables were stationary.  As result, pork production and beef prices are both 
incorporated into the analysis in first difference form.  
 
Alternative Forecasting Models 
We generate a number of forecasts to evaluate performance relative to outlook forecasts 
released by Iowa State University, and to assess whether the forecasts provide 
incremental information when combined with outlook forecasts.  Table 3.1 provides a list 
of models and their respective acronyms.  When available, futures prices are usually 
considered the “gold standard” for evaluating forecast accuracy within agricultural 
markets.3  For this reason, a futures-based forecast is constructed following the model 
developed by Hoffman (2005).  For each calendar month, the model uses the nearest-to-
maturity contract.  A simple average of the three futures prices represents the quarterly 
average futures price.  We then convert the price from lean to live hog units to make it 
comparable to outlook forecasts which are reported in live weight terms.4  A three-year 
moving average of historical basis is then added to the computed futures price.  Historical 
                                                 
3 Futures prices in an efficient market should provide forecasts of subsequent spot prices that are at least as 
accurate as any other forecast (Tomek 1997). 
 
4 An estimated ratio of 0.73673 is applied to lean-hog futures prices.  This factor is obtained by dividing an 
average weight of lean hogs (180.5) by an average weight of live hogs (245).  The adjustment is necessary 
because the Chicago Mercantile Exchange shifted the hog contract delivery terms from a live weight to 
carcass weight basis beginning with the February 1997 contract. 
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basis levels are computed on a daily basis using the futures prices in the first step and the 
target cash price specified by the outlook forecast.  As another standard of comparison, 
an ARIMA model is estimated, with an AR(5) found to fit best.  Parameter values for the 
AR(5) model are updated recursively with each new observation in the out-of-sample 
period. 
Based on the literature, we specify a number of five-variable VAR models.  As a 
relatively simple benchmark, we first specify an unrestricted VAR(5),   
 (1) 
1
p
t k t k t
k
Y Y  

    t  = 1,…..T 
where tY  denotes the 5 x 1 vector of variables included in the model for period t (live hog 
prices, corn prices, sows farrowing, pork production, and beef prices),   is the 5 x 1 
vector of constant terms, and the k are the 5 x 5 matrices of autoregressive coefficients, 
and t  is the 5 x 1 vector of error terms, assumed to be normally and independently 
distributed.  This specification is unrestricted in the sense that all tY  variables have the 
same lag order p and none of the coefficients in k  are set to zero a priori.  A lag order of 
5p   was selected based on Akaike’s Information Criteria (AIC), the Final Prediction 
Error (FPE), and Hannan and Quinn’s Information Criterion (HQIC).  We construct two 
forecasts from this structure: a forecast in which the parameters are updated with each 
new observation, and another forecast with no parameter updates.   
We also specify a Bayesian VAR(5) using “Minnesota-style priors.”  As first 
proposed by Doan, Litterman, and Sims (1984), a random walk prior is applied to the 
VAR model in equation (1).  This assumes coefficients in the k  matrices are normally 
and independently distributed as follows,  
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(2)  2( ) ~ 1, iiii k N    
 2( ) ~ 0, iiij k N    
 
where ( )ij k is the autoregressive coefficient for variable i in equation j at lag k and 2ij  
variance of the autoregressive coefficient for variable i in equation j at lag k.  The prior 
mean of lagged dependent variables in each VAR equation is set to one based on the 
belief that autoregressive effects of the dependent variable should be most important, 
while the prior mean of other variables in each equation is set to zero based on the view 
that these variables should be less important.  The prior variance determines the 
uncertainty in the prior mean.5  For all BVAR models, parameters are updated with each 
new observation. 
To permit structural instabilities, VARs with a dynamic lag structure are 
considered where the optimal lag length is updated (Stock and Watson 2003).  Four 
models are constructed using this approach.  The first two models are a VAR and BVAR 
that select the optimal lag structure for each new forecast value based on AIC.  The other 
two models are a VAR and a BVAR that select the optimal lag length for each new 
forecast based on the Bayesian Information Criteria (BIC).  
                                                 
5 Doan, Litterman, and Sims (1984) specify prior uncertainty based on a formula that is a function of three 
‘hyper-parameters: 
ˆ
( )
ˆ
i
ij d
j
wk
k
 
     
.  The tightness parameter   is assumed to equal to 0.1, which 
implies a constant standard deviation for the first lag of the dependent variable in each equation.  The rate 
of decay parameter d is assumed to equal 1, which controls the decline in the standard deviation of 
coefficients on further lags.  The weight parameter w is assumed to equal 0.5, which allows the standard 
errors on lags of other series to be smaller (tighter) than those on own-lags.  Note that ˆi and ˆ j are the 
standard errors of the residuals from a univariate autoregression for equations i and j, respectively.  The 
ratio of these two standard errors is a scaling factor to adjust for different magnitudes of the two variables. 
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As a further allowance for structural instabilities, we also estimate several models 
using a rolling window.  The window size selected is 100 observations, which is the size 
of the initial estimation sample.6  The number of observations should permit sufficient 
flexibility without increasing estimation error, and should work reasonably well since 
most of the changes in the hog industry have been longer-term institutional changes and 
gradual changes in genetic production technology that have led to increasing litter size 
and animal weights.  The rolling window estimation approach is applied to the 
unrestricted VAR(5) and to the Bayesian VAR(5). 
We estimate two models based on the Kaylen-Hsiao exclusion-of-variables 
approach which has been shown in previous studies to work reasonably well in the hog 
market.  The first version of the model does not update parameter estimates as the 
forecast period progresses.  The second version re-estimates parameters for each new 
forecast.  Here, we determine the ordering of series for each equation based on prior 
knowledge of the hog market, and in a couple of situations, on the strength of simple 
correlations.  Table 3.2 provides the optimal specification obtained for the five-variable 
VAR following Kaylen’s exclusion-of-variables approach.  Despite differences in some 
of the variables selected, ordering of the series, and sample periods, the lag structure of 
the optimal specification is similar to Kaylen’s (1988) specification. 
As another method to allow for instability, combined forecasts also are developed.  
Five different averaging models are computed using equal weights for the forecasts in 
each case.  The first is an average of all VARs and BVARs (#4 - #14 in Table 3.1).  The 
second is an average of all VARs except those using Kaylen’s procedure (#4 - #8 in 
                                                 
6  A VAR(5) and a BVAR(5) were also estimated using a rolling window size of 75 observations, but no 
significant differences in the results from the 100 observation window size were found.  These results are 
available from the authors upon request. 
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Table 3.1), while the third is an average of all BVARs (#9 - #12 in Table 3.1).  To 
maximize diversification against model uncertainty, the fourth averages the VAR(5) with 
a rolling estimation window, the BVAR(5) with parameter updating, and the VAR based 
on Kaylen’s approach with parameter updating (#8, #9, and #14 in Table 3.1).  The fifth 
averages all market and time-series models (#2 - #14 in Table 3.1). 
VARs based on Kaylen’s procedure were estimated with the STATA 8 
econometric software package.  All other VARs and BVARs were estimated with the 
Econometrics Toolbox for MATLAB 6.b software package (LeSage 1999). 
 
Results 
Root mean squared errors (RMSE) for the price forecasts are presented in Table 3.3.  
RMSE for a price forecast at a given horizon is computed as, 
where t t te p f   is the forecast error ($/cwt.), tp is the actual cash price in quarter t, 
tf is the price forecast under evaluation for quarter t, and n is the number of forecast 
observations.  The three smallest RMSE values for each horizon are listed in bold font.  
Statistical significance of differences in RMSEs between Iowa outlook and alternative 
forecasts is assessed using the modified Diebold-Mariano (MDM) test proposed by 
Harvey, Leybourne, and Newbold (1997).  The MDM statistic tests the null hypothesis of 
equality of forecast performance based on a specified loss function, 1 2[ ( ) ( )] 0t tE g e g e  .  
(3) 1 2
2
1
1
t
n
t
RMSE e
n 
      
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Assuming a quadratic loss function, the test is based on the difference in squared errors 
for outlook  1te and an alternative forecast  2te  at a given horizon, 
(4) 2 21 2 1 2( ) ( ) .t t t t td g e g e e e      
The MDM test is then specified as follows,  
(5)  1 21 1 21 2 ( 1)n h n h hMDM V d dn
               
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where d  is the sample mean of td , 1, 2,3h   is the forecast horizon (e.g., 1 = one-
quarter ahead forecast),  210
1
n
t
t
n d d 

  is the variance of td , and 
1
1
( )( )
n
k t t k
t k
n d d d d  
 
    is the thk auto-covariance of td ,  1,..., 1k h  .  Auto-
covariance terms are included to account for the overlap in two- and three-quarter ahead 
forecasts.  The MDM test statistic follows a t-distribution with n-1 degrees of freedom.   
The results in Table 3.3 suggest that it is possible to provide more accurate 
forecasts than Iowa outlook at every horizon.  At the one-quarter horizon, the futures 
market forecast provides the most accurate forecast (RMSE = $3.44/cwt.) by a substantial 
margin.  The superiority of futures prices relative to Iowa outlook and relative to the 
other forecast methods decreases considerably at the second and third forecast horizons.  
Among the individual models, the Bayesian specification with rolling window estimation 
generally performs well, and consistently better than the AR(5), VAR(5) with no 
updating, and VAR-Kaylen.  In fact, the AR(5) model and, with one exception, the VARs 
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estimated by Kaylen’s procedure have RMSEs equal to or larger than those from Iowa at 
all horizons.  Averaging forecasts provides consistently smaller RMSEs.   
We also find it difficult to detect statistical differences among forecast models 
based simply on their out-of-sample mean squared errors.  The only case where an 
alternative model provides a statistically smaller RMSE than Iowa is the futures market at 
the one-quarter horizon.  As Figure 3.2 highlights, forecast errors for Iowa and the 
alternative models tend to track one another relatively closely.  This degree of correlation 
makes it difficult for statistical tests to distinguish between the accuracy of Iowa and 
alternative model forecasts with the sample sizes considered here.  Elliot and Timmerman 
(2008) note that this result is not unusual in studies of economic forecasting. 
As first identified by Granger and Newbold (1973), it is possible for a forecast to 
have a larger MSE than another forecast but still provide useful information.  Granger 
and Newbold define a forecast as conditionally efficient if alternative forecasts do not 
add incremental information to the forecast.  Sanders and Manfredo (2005) argue that 
conditional efficiency, or encompassing, represents a more stringent and powerful 
criterion for evaluating the performance of alternative forecasts.  Following this criterion, 
Harvey, Leybourne, and Newbold (1998) develop a test of forecast encompassing based 
on the principle that one forecast encompasses another if the optimal weight of the 
inferior forecast in a composite forecast is zero.  This can be formalized in the following 
regression equation, 
(6) 1 1 2( ) 1,...,t t t te e e t n      
where 1te is the error of the preferred forecast (outlook) and 2te is the error of the 
alternative forecast.  The null hypothesis for the encompassing test is 0  , which 
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implies zero covariance between 1te and 1 2t te e .  Harvey, Leybourne, and Newbold 
(1998) recommend testing the null hypothesis of 0   in equation (6) using a version of 
the MDM test.  This is accomplished by re-defining td in equation (4) to equal 
1 1 2( )t t te e e and then computing the MDM test statistic in the usual manner.  Rejection of 
the null hypothesis indicates that a composite forecast can be constructed based on the 
two forecast series that has a smaller RMSE than the preferred forecast.  In other words, 
rejection of the null implies that a combination of Iowa forecasts and the alternative 
forecast will provide a smaller RMSE than obtained by Iowa alone.   
Encompassing test results are shown in Table 3.4.  The table provides the 
regression λ-estimate for each horizon and the significance of the estimate based upon the 
MDM test discussed above.  The tests reject the null hypothesis that Iowa outlook 
forecasts encompass futures and time-series models  0   in 48 of 54 cases.  On 
average, alternative models receive a weight of 0.56, 0.50, and 0.50 at one-, two-, and 
three-quarter ahead horizons, respectively.  Based on individual models, the most 
important is the futures price at the first horizon which has a weight of 1.03.  After that it 
becomes difficult to identify which model consistently has a larger weight.  Averaging 
across forecast models again helps, generating among the larger weights.  The AR(5) 
model has the smallest weight averaged across the horizons.  Overall, the evidence shows 
that a combination of outlook forecasts released by Iowa and alternative time-series and 
futures forecasts generate a lower RMSE than Iowa alone. 
Using the results from Table 3.4, composite forecasts are constructed by assigning 
a weight ˆ  to the alternative forecast and (1- ˆ ) to the outlook forecast.  The RMSE of 
the resulting composite forecasts are then compared to the RMSE of Iowa alone, and 
  62
their performance is ranked.  To highlight the value of the composite forecasts, the 
RMSE of Iowa is also compared to the RMSE of each individual forecast model, and 
performance is ranked.  Results of this analysis are shown in Table 3.5.  Positive 
(negative) values for % change indicate RMSE for the given composite forecast or 
individual model is higher (lower) than the RMSE for Iowa outlook.  The three best 
forecasts for each horizon and comparison are in bold.  On average, the composite 
forecasts reduce the RMSE of the Iowa forecasts more than the reduction that would arise 
from the use of individual alternative forecasts.  The RMSE reductions obtained from the 
composite forecast average -18.9%, -13.0%, and -9.7% at the one-, two-, and three-
quarter horizons, respectively, across all the alternative models considered. 7  By 
comparison, the RMSE reductions obtained from the individual alternative forecast 
average -5.2%, 0.9%, and 0.5% at the one-, two-, and three-quarter horizons, 
respectively.  Previous research on the value of improved forecast information in 
livestock markets suggests that the magnitude of composite RMSE reductions generally 
is economically significant (Antonovitz and Roe 1984; Adam, Garcia, and Hauser 1996).  
It is interesting to note that the most accurate forecast models in a conventional 
RMSE comparison are not necessarily the forecasts that generate the largest RMSE 
reductions when combined with the Iowa forecast.  Rankings based on the effectiveness 
of RMSE reduction of the Iowa forecast change depending on whether a composite or an 
individual model is used.  This pattern arises at all horizons, but becomes more prominent 
                                                 
7 To investigate the source of improvement in the Iowa outlook forecasts, MSE decompositions (MSE = 
BIAS2 + VAR) are analyzed.  For the first and second horizons, percent reductions in the Iowa MSEs with 
the use of the composite models are primarily due to a reduction of the variance of the forecast error.  For 
example, at the first horizon, with the composite based on a VAR(5)-update model, 87% of the reduction in 
the Iowa MSE was due to a decline in the variance of the forecast error.  At the more distant horizon, the 
importance of variance reduction declines.  At the third horizon, with use of the same model, 45% of the 
reduction in Iowa MSE was due to a decline in the variance of the forecast error.  In part this pattern is a 
reflection of a larger relative bias in Iowa hog price forecasts at the third horizon.  
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for two- and three-quarter ahead horizons.  For example, at the two-quarter horizon, 
model average 5 leads to the largest error reduction compared to Iowa (-7.5%), but when 
combined with Iowa forecasts unrestricted VARs provide the most accurate forecasts (-
22.6%).  A similar result is found at the three-quarter horizon.  
Overall, forecasts based on the average of several VARs perform among the best, 
individually or in combination with Iowa, at all forecast horizons.  Results also suggest 
that simple VARs, and even a univariate model, may help reduce forecast errors 
considerably when combined with Iowa forecasts, despite stand-alone RMSE 
performance that is moderate to poor.  For instance, basic VARs with or without 
parameter updates are able to reduce RMSE between   -10.4% and -23.8% when 
combined with the Iowa forecasts.  Further details are provided in Figure 3.3, which 
compares the performance of Iowa two-quarter ahead forecasts to a composite forecast 
made up of Iowa and the VAR(5) model with updating.  The left plot illustrates the 
substantial “smoothing” effect on forecast errors from combining Iowa forecasts with the 
VAR model, while the right plot shows that the benefits of combining are not limited to a 
few quarters, but instead, are positive almost two-thirds of the time.  Finally, in the case 
of futures prices, both individually and in a composite framework, performance at the 
first horizon is stellar, but weaker at distant horizons, suggesting that the value of market 
forecasts lies primarily in the short-run.8 
 
 
                                                 
8 Forecast errors also were computed in percentage form.  RMSE comparisons of percentage errors were 
similar those reported in Table 3.3 except that Iowa and the futures market performed better at the two- and 
three-quarter ahead horizons.  Encompassing test results based on percentage errors were quite similar to 
those reported in Tables 3.4 and 3.5.  These results are available from the author upon request. 
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Summary and Conclusions 
The predictive ability of outlook hog price forecasts released by Iowa State University is 
compared to alternative time-series and market forecasts in this study.  The time-series 
models include ARIMA, vector autoregression (VAR), and Bayesian vector 
autoregression (BVAR) models with no updating, as well as other specifications designed 
to allow for instabilities in market relationships.  A futures-based market forecast also is 
considered.  The 2000.I—2007.IV time period serves as the out-of-sample evaluation 
period for the outlook, time-series, and market forecasts. 
Overall, the findings suggest that predictive performance of the outlook hog price 
forecasts can be improved.  Under root mean squared error (RMSE), VARs estimated 
with Bayesian procedures that allow for some degree of flexibility and model averaging 
consistently outperform Iowa outlook estimates at all forecast horizons.  Evidence from 
encompassing tests, more stringent tests of forecast performance, indicates that many 
price forecasts can add incremental information to the Iowa forecast.  Simple 
combinations of these models and outlook forecasts are able to reduce forecast errors by 
economically significant levels.  For instance, basic VARs with or without parameter 
updates are able to reduce RMSE between -10.4% and -23.8% when combined with the 
Iowa forecasts.  RMSE reductions obtained from composite forecasts average -18.9%, -
13.0%, and -9.7% at the one-, two-, and three-quarter horizons, respectively, across all 
the alternative models considered.  Finally, both individually and in a composite 
framework, the performance of futures prices at the first horizon is stellar, but weaker at 
distant horizons, suggesting that the value of market forecasts lies primarily in the short-
run.    
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In a forecasting context, our findings are consistent with several lessons from the 
recent literature (Elliot and Timmerman 2008).  We find it difficult to differentiate among 
forecast models based simply on their out-of-sample mean squared errors.  Nevertheless, 
Bayesian models and other representations that allow for flexibility through updating, 
optimizing lag structure, or through rolling window estimation tend to perform better 
than simple univariate and basic VARs.  Encompassing test comparisons show that most 
of these models provide information relative to outlook forecasts.  Consistent with the 
literature which highlights the benefits of forecast combination, significant forecast error 
reductions are obtained from combining Iowa and alternative models, even with simpler 
time-series forecasts.  It is difficult to identify which model is preferred, but from a 
practical perspective, combining Iowa outlook and a simple unrestricted VAR could be a 
useful and low-cost approach to improving performance. 
It appears that recent innovations in the forecasting literature have the potential to 
substantially improve the accuracy of outlook price forecasts.  While it is hard to 
generalize Iowa’s results to other outlook programs, our finding is important since the 
agricultural economics profession has largely abandoned traditional price forecasting 
work in the last 15 years.  Given the mixed track record of previous modeling efforts and 
the negative implications of the Efficient Market Hypothesis for the likelihood of 
forecasting success, the decline in resources devoted to the development and testing of 
price forecasting models is not entirely surprising.  Nonetheless, Timmerman and 
Granger (2004) argue that innovation in forecasting methods is an integral component of 
market efficiency, in the sense that markets are always in a “race for innovation” to adopt 
new generations of forecasting methods.  The dearth of research on price forecasting 
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models over the last 15 years raises the issue of whether the pendulum has swung too far.  
That is, has the agricultural economics profession under-invested in price forecasting 
research during recent years. 
 
List of References 
Adam, B.D., Garcia, P., and R.J. Hauser. 1996. “The Value of Information to Hedgers in 
the Presence of Futures and Options.” Review of Agricultural Economics 18:437-
447. 
Antonovitz, F., and T. Roe. 1984. “The Value of a Rational Expectations Forecast in a 
Risky Market: A Theoretical and Empirical Approach.” American Journal of 
Agricultural Economics 66:717-723. 
Bates, J.M. and C.W.J. Granger. 1969. “The Combination of Forecasts.” Operational 
Research Quarterly 20:451-468. 
Bessler, D.A., and J.A. Brandt. 1981. “Forecasting Livestock Prices with Individual and 
Composite Methods.” Applied Economics 13:513-522. 
Bessler, D.A., and J.A. Brandt. 1992. “An Analysis of Forecasts of Livestock Prices.” 
Journal of Economic Behavior and Organization 18:249-263. 
Bessler, D.A., and J.L. Kling. 1986. “Forecasting Vector Autoregressions with Bayesian 
Priors.” American Journal of Agricultural Economics 68:144-151. 
Brandt, J.A., and D.A. Bessler. 1981. “Composite Forecasting: An Application with U.S. 
Hog Prices.” American Journal of Agricultural Economics 63:135-140. 
  67
Brandt, J.A., and D.A. Bessler. 1984. “Forecasting with Vector Autoregressions versus a 
Univariate ARIMA Process: An Empirical Example with U.S. Hog Prices.” North 
Central Journal of Agricultural Economics 6:29-36. 
Clark, T.E., and M.W. McCracken. 2004. “Improving Forecast Accuracy by Combining 
Recursive and Rolling Forecasts.” Research Division, Research Working Paper 
04-10, Federal Reserve Bank of Kansas City. 
Clark, T.E., and M.W. McCracken. 2006a. “Forecasting with Small Macroeconomic 
VARs in the Presence of Instabilities.” Research Working Paper 06-09, Federal 
Reserve Bank of Kansas City, Economic Research Department. 
Clark, T.E., and M.W. McCracken. 2006b. “Averaging Forecasts from VARs with 
Uncertain Instabilities.” Research Working Paper 06-12, Federal Reserve Bank of 
Kansas City, Economic Research Department. 
Clements, M.P., and D.F. Hendry. 1998. Forecasting Economic Time Series. Cambridge, 
UK: Cambridge University Press.  
Colino, E.V., and S.H. Irwin. 2007. “Outlook vs. Futures: Three Decades of Evidence in 
Hog and Cattle Markets.” Proceedings of the NCCC-134 Conference on Applied 
Commodity Price Analysis, Forecasting, and Market Risk Management. Chicago, 
IL.  
De Gooijer, J.G., and R.J. Hyndman. 2006. “25 Years of Time Series Forecasting.” 
International Journal of Forecasting 22:443-473. 
Doan, T., R.B. Litterman, and C.A. Sims. 1984. “Forecasting and Conditional Projections 
Using Realistic Prior Distributions." Econometric Reviews 3:1-100. 
  68
Elliot, G., and A. Timmermann. 2008. “Economic Forecasting.” Journal of Economic 
Literature 46:3-56. 
Granger, C.W.J., and P. Newbold. 1973. “Some Comments on the Evaluation of 
Economic Forecasts.” Applied Economics 5:35-47. 
Harvey, D.I., S.J. Leybourne, and P. Newbold. 1997. “Testing the Equality of Prediction 
Mean Squared Errors.” International Journal of Forecasting 13:281-291. 
Harvey, D.I., S.J. Leybourne, and P. Newbold. 1998. “Tests for Forecast Encompassing.” 
Journal of Business and Economic Statistics 16:254-259. 
Hoffman, L.A. 2005. "Forecasting the Counter-Cyclical Payment Rate for U.S. Corn: An 
Application of the Futures Price Forecasting Model.” U.S. Department of 
Agriculture, Economic Research Service, Electronic Outlook Report No. 
FDS05a01. 
Hsiao, C. 1979. “Autoregressive Modeling of Canadian Money and Income Data.” 
Journal of the American Statistical Association 74:533-560. 
Irwin, S.H., M.E. Gerlow, and T.R. Liu. 1994. “The Forecasting Performance of 
Livestock Futures Prices: A Comparison to USDA Expert Predictions.” Journal 
of Futures Markets 14:861-875. 
Kaylen, M.S. 1988. “Vector Autoregression Forecasting Models: Recent Development 
Applied to the U.S. Hog Market.” American Journal of Agricultural Economics 
70:701-712. 
Keating, J.W. 2000. “Macroeconomic Modeling with Asymmetric Vector 
Autoregressions.” Journal of Macroeconomics 22:1-28. 
  69
Kling, J.L., and D.A. Bessler. 1985. “A Comparison of Multivariate Forecasting 
Procedures for Economic Time Series.” International Journal of Forecasting 1:5-
24. 
Lawrence, J.D. “Email Communication.” Iowa State University, March 15, 2008. 
LeSage, L.B. 1999. “Applied Econometrics with MATLAB.” University of Toronto.  
[http://www.spatial-econometrics.com/html/mbook.pdf] 
Litterman, R. 1986. “Forecasting with Bayesian Vector Autoregressions-Five Years of 
Experience.” Journal of Business and Economic Statistics 4:25-38. 
Leuthold, R.M., A.J.A MacCormick, A. Schmitz, and D.G. Watts. 1970. “Forecasting 
Daily Hog Prices and Quantities: A Study of Alternative Forecasting Techniques.” 
Journal of the American Statistical Association 65:90-107. 
McBride, W.D., and N. Key. 2003. “Economic and Structural Relationships in U.S. Hog 
Production.” U.S. Department of Agriculture, Economic Research Service, 
Resource Economic Division. Agricultural Economic Report No. 818. 
Pesaran, M.H., and A. Timmermann. 2002. “Market Timing and Return Prediction under 
Model Instability.” Journal of Empirical Finance 9:495-510. 
Pesaran, M.H., and A. Timmermann. 2004. “How Costly is it to Ignore Breaks when 
Forecasting the Direction of a Time Series?” International Journal of Forecasting 
20:411-425. 
Sanders, D.R., and M.R. Manfredo. 2003. “USDA Livestock Price Forecasts: A 
Comprehensive Evaluation.” Journal of Agricultural and Resource Economics 
28:316-334. 
  70
Sanders, D.R., and M.R. Manfredo. 2004. “The Value of Public Price Forecasts: 
Additional Evidence in the Live Hog Market.” Journal of Agribusiness 22:119-
131. 
Sanders, D.R., and M.R. Manfredo. 2005. “Forecast Encompassing as the Necessary 
Condition to Reject Futures Market Efficiency: Fluid Milk Futures.” American 
Journal of Agricultural Economics 87: 610-620. 
Sims, C. 1980. “Macroeconomics and Reality.” Econometrica 48:1-48. 
Stock, J.H., and M.W. Watson. 1996. “Evidence on Structural Stability in 
Macroeconomic Time Series Relations.” Journal of Business and Economic 
Statistics 14:11-30. 
Stock, J.H., and M.W. Watson. 2003. “Forecasting Output and Inflation: The Role of 
Asset Prices.” Journal of Economic Literature, 41:788-829. 
Stock, J.H., and M.W. Watson. 2004. “Combination of Forecasts of Output Growth in a 
Seven-Country Data Set.” Journal of Forecasting 23:405-430. 
Tashman, L.J. 2000. “Out-of-Sample Tests of Forecasting Accuracy: An Analysis and 
Review.” International Journal of Forecasting 16:437-450. 
Timmermann, A. 2006. “Forecast Combinations.” in G. Elliot, C.W.J. Granger, and A. 
Timmermann, eds., Handbook of Economic Forecasting, Volume 1. Amsterdam, 
NL: North Holland, pp. 135-196. 
Timmermann, A., and C.W.J. Granger. 2004. “Efficient Market Hypothesis and 
Forecasting.” International Journal of Forecasting 20:15-27. 
Tomek, W.G. 1997. “Commodity Futures Prices as Forecasts.” Review of Agricultural 
Economics 19:23-44. 
  71
Trostle, R. 2008. “Global Agricultural Supply and Demand: Factors Contributing to the 
Recent Increase in Food Commodity Prices.”  Outlook Report No. WRS-0801, 
Economic Research Service, U.S. Department of Agriculture. 
Wang, Z., and D.A. Bessler. 2004. “Forecasting Performance of Multivariate Time Series 
Models with Full and Reduced Rank: An Empirical Examination.” International 
Journal of Forecasting 20:683-695. 
Zapata, H.O., and P. Garcia. 1990. “Price Forecasting with Time-Series Methods and 
Nonstationary Data: An Application to Monthly U.S. Cattle Prices.” Western 
Journal of Agricultural Economics 15:123-132. 
 
#
Fo
re
ca
st
in
g 
M
od
el
A
bb
re
vi
at
io
n
1
Io
w
a 
St
at
e 
U
ni
ve
rs
ity
 o
ut
lo
ok
 fo
re
ca
st
s
Io
w
a
2
Fu
tu
re
s-
ba
se
d 
fo
re
ca
st
s
Fu
tu
re
s
3
U
ni
va
ria
te
 m
od
el
 - 
A
R
(5
) -
 n
o 
pa
ra
m
et
er
 u
pd
at
e
A
R
(5
)
4
U
nr
es
tri
ct
ed
 V
A
R
(5
) -
  n
o 
pa
ra
m
et
er
 u
pd
at
e 
V
A
R
(5
)-n
o 
up
da
te
5
U
nr
es
tri
ct
ed
 V
A
R
(5
) -
  p
ar
am
et
er
 u
pd
at
e 
V
A
R
(5
)-u
pd
at
e
6
V
A
R
 - 
op
tim
al
 la
g 
st
ru
ct
ur
e 
by
 A
IC
 - 
pa
ra
m
et
er
 u
pd
at
e
V
A
R
-A
IC
7
V
A
R
-o
pt
im
al
la
g
st
ru
ct
ur
e
by
B
IC
-p
ar
am
et
er
up
da
te
V
A
R
-B
IC
T
ab
le
 3
.1
. L
is
t o
f a
lte
rn
at
iv
e 
ho
g 
pr
ic
e 
fo
re
ca
st
in
g 
m
od
el
s 
Tables and Figures
7
V
A
R
 - 
op
tim
al
 la
g 
st
ru
ct
ur
e 
by
 B
IC
 - 
pa
ra
m
et
er
 u
pd
at
e
V
A
R
-B
IC
8
V
A
R
(5
) -
 ro
lli
ng
 w
in
do
w
 e
st
im
at
io
n
V
A
R
(5
)-r
ol
lin
g 
w
in
do
w
9
B
ay
es
ia
n 
V
A
R
(5
) -
 p
ar
am
et
er
 u
pd
at
e
B
V
A
R
(5
)
10
B
ay
es
ia
n 
V
A
R
 - 
op
tim
al
 la
g 
st
ru
ct
ur
e 
by
 A
IC
 - 
pa
ra
m
et
er
 u
pd
at
e
B
V
A
R
-A
IC
11
B
ay
es
ia
n 
V
A
R
 - 
op
tim
al
 la
g 
st
ru
ct
ur
e 
by
 B
IC
 - 
pa
ra
m
et
er
 u
pd
at
e
B
V
A
R
-B
IC
12
B
ay
es
ia
n 
V
A
R
(5
) -
 ro
lli
ng
 w
in
do
w
 e
st
im
at
io
n 
B
V
A
R
(5
)-r
ol
lin
g 
w
in
do
w
13
V
A
R
 b
as
ed
 o
n 
H
si
ao
-K
ay
le
n'
s p
ro
ce
du
re
 - 
no
 p
ar
am
et
er
 u
pd
at
e 
V
A
R
-K
ay
le
n-
no
 u
pd
at
e
14
V
A
R
 b
as
ed
 o
n 
H
si
ao
-K
ay
le
n'
s p
ro
ce
du
re
 - 
pa
ra
m
et
er
 u
pd
at
e
V
A
R
-K
ay
le
n-
up
da
te
15
A
ve
ra
ge
 fo
re
ca
st
 (a
ll 
V
A
R
s:
 #
4 
- #
14
)
A
ve
ra
ge
 1
16
A
ve
ra
ge
 fo
re
ca
st
 (V
A
R
s:
 #
4 
- #
8)
A
ve
ra
ge
 2
17
A
ve
ra
ge
 fo
re
ca
st
 (B
V
A
R
s:
 #
9 
- #
12
)
A
ve
ra
ge
 3
18
A
ve
ra
ge
 fo
re
ca
st
 (V
A
R
 a
nd
 B
V
A
R
s:
 #
8,
#9
,#
14
)
A
ve
ra
ge
 4
19
A
ve
ra
ge
 fo
re
ca
st
 (a
ll 
m
ar
ke
t a
nd
 ti
m
e-
se
rie
s m
od
el
s:
 #
2 
- #
14
)
A
ve
ra
ge
 5
72
D
ep
en
de
nt
 v
ar
ia
bl
e
H
og
 p
ri
ce
s
So
w
s f
ar
ro
w
in
g 
Po
rk
 p
ro
du
ct
io
n
C
or
n 
pr
ic
es
B
ee
f p
ri
ce
s
H
og
 p
ric
es
1,
4,
5
1,
2,
5
1,
2,
3,
4
1,
2
3,
4,
5
So
w
s f
ar
ro
w
in
g 
1,
3,
4
1,
2,
4,
5
-
2,
4
4
Po
rk
 p
ro
du
ct
io
n
1,
2,
3,
4
2,
3,
4,
5
2,
3,
4,
5
-
3
C
or
n 
pr
ic
es
-
3,
5
3,
4
1,
2,
3,
5
5
B
ee
f p
ric
es
3,
4
5
-
2,
4,
5
2,
3,
4,
5
T
ab
le
 3
.2
. V
ar
ia
bl
es
 a
nd
 la
gs
 c
ho
se
n 
us
in
g 
K
ay
le
n'
s e
xc
lu
si
on
-o
f-v
ar
ia
bl
e 
ap
pr
oa
ch
73
 
Fo
re
ca
st
 m
od
el
1-
qt
r.
-a
he
ad
2-
qt
r.
-a
he
ad
3-
qt
r.
-a
he
ad
Io
w
a
4.
54
5.
86
7.
00
Fu
tu
re
s
3.
44
5.
86
7.
11
A
R
(5
)
5.
02
6.
71
7.
53
V
A
R
(5
)-n
o 
up
da
te
4.
40
5.
54
7.
01
V
A
R
(5
)-u
pd
at
e
4.
28
5.
76
7.
27
V
A
R
-A
IC
4.
06
6.
53
6.
93
V
A
R
-B
IC
4
49
6
68
6
85
T
ab
le
 3
.3
. R
oo
t m
ea
n 
sq
ua
re
d 
er
ro
rs
 (R
M
SE
) f
or
 h
og
 p
ri
ce
 fo
re
ca
st
s d
ur
in
g 
th
e 
ou
t-
of
-
sa
m
pl
e 
ev
al
ua
tio
n 
pe
ri
od
, 2
00
0.
I-
20
07
.IV
Fo
re
ca
st
 h
or
iz
on
**
V
A
R
-B
IC
4.
49
6.
68
6.
85
V
A
R
(5
)-r
ol
lin
g 
w
in
do
w
4.
63
5.
98
7.
70
B
V
A
R
(5
)
4.
21
5.
65
6.
85
B
V
A
R
-A
IC
4.
39
6.
22
7.
02
B
V
A
R
-B
IC
4.
54
6.
45
7.
04
B
V
A
R
(5
)-r
ol
lin
g 
w
in
do
w
4.
19
5.
56
6.
86
V
A
R
-K
ay
le
n-
no
 u
pd
at
e
4.
86
5.
94
7.
51
V
A
R
-K
ay
le
n-
up
da
te
4.
68
5.
52
7.
13
A
ve
ra
ge
 1
4.
02
5.
56
6.
75
A
ve
ra
ge
 2
3.
89
5.
58
6.
70
A
ve
ra
ge
 3
4.
14
5.
74
6.
77
A
ve
ra
ge
 4
4.
36
5.
68
7.
14
A
ve
ra
ge
 5
3.
90
5.
42
6.
56
74
N
ot
es
: A
ll 
fig
ur
es
 a
re
 re
po
rte
d 
as
 $
/c
w
t. 
 O
ne
, t
w
o,
 a
nd
 th
re
e 
as
te
ris
ks
 in
di
ca
te
 si
gn
ifi
ca
nt
 d
iff
er
en
ce
s f
ro
m
 
th
e 
Io
w
a 
fo
re
ca
st
 a
t t
he
 1
0%
, 5
%
 a
nd
 1
%
 le
ve
l, 
re
sp
ec
tiv
el
y,
 u
si
ng
 th
e 
M
od
ifi
ed
 D
ie
bo
ld
-M
ar
ia
no
 (M
D
M
) 
te
st
. T
he
 fi
gu
re
s i
n 
bo
ld
 a
re
 th
e 
th
re
e 
lo
w
es
t v
al
ue
s a
t e
ac
h 
fo
re
ca
st
 h
or
iz
on
. 
**
*
1-
qt
r.
-a
he
ad
2-
qt
r.
-a
he
ad
3-
qt
r.
-a
he
ad
Fo
re
ca
st
 M
od
el
λ-
es
tim
at
e
λ-
es
tim
at
e
λ-
es
tim
at
e
Fu
tu
re
s
1.
03
0.
50
0.
43
A
R
(5
)
0.
41
0.
38
0.
44
V
A
R
(5
)-
no
 u
pd
at
e
0.
52
0.
54
0.
50
V
A
R
(5
)-
up
da
te
0.
54
0.
55
0.
49
V
A
R
-A
IC
0.
59
0.
41
0.
52
V
A
R
-B
IC
0.
51
0.
34
0.
55
V
A
R
(5
)-
ro
lli
ng
w
in
do
w
0
49
0
48
0
38
T
ab
le
 3
.4
. F
or
ec
as
t e
nc
om
pa
ss
in
g 
te
st
 r
es
ul
ts
 b
et
w
ee
n 
Io
w
a 
ou
tlo
ok
 a
nd
 a
lte
rn
at
iv
e 
ho
g 
pr
ic
e 
fo
re
ca
st
s d
ur
in
g 
th
e 
ou
t-
of
-s
am
pl
e 
ev
al
ut
io
n 
pe
ri
od
, 2
00
0.
I-
20
07
.IV
Fo
re
ca
st
 h
or
iz
on
** ** ** ***** *
** ** ***
** ** *** ***
*
*
V
A
R
(5
)-
ro
lli
ng
 w
in
do
w
0.
49
0.
48
0.
38
B
V
A
R
(5
)
0.
56
0.
54
0.
53
B
V
A
R
-A
IC
0.
53
0.
43
0.
51
B
V
A
R
-B
IC
0.
50
0.
36
0.
50
B
V
A
R
(5
)-
ro
lli
ng
 w
in
do
w
0.
57
0.
56
0.
53
V
A
R
-K
ay
le
n-
no
 u
pd
at
e
0.
45
0.
49
0.
44
V
A
R
-K
ay
le
n-
up
da
te
0.
47
0.
56
0.
48
A
ve
ra
ge
 1
0.
60
0.
56
0.
55
A
ve
ra
ge
 2
0.
62
0.
55
0.
56
A
ve
ra
ge
 3
0.
59
0.
52
0.
55
A
ve
ra
ge
 4
0.
53
0.
56
0.
48
A
ve
ra
ge
 5
0.
64
0.
60
0.
60
N
ot
es
: T
he
 n
ul
l h
yp
ot
he
si
s f
or
 th
e 
en
co
m
pa
ss
in
g 
te
st
 is
 th
at
 th
e 
"p
re
fe
rr
ed
" 
fo
re
ca
st
 (o
ut
lo
ok
) e
nc
om
pa
ss
es
 th
e 
al
te
rn
at
iv
e 
fo
re
ca
st
 (m
od
el
s)
. T
he
 λ-
es
tim
at
es
 a
re
 b
as
ed
 o
n 
a 
re
gr
es
si
on
 o
f t
he
 o
ut
lo
ok
 fo
re
ca
st
 e
rr
or
 o
n 
th
e 
di
ffe
re
nc
e 
be
tw
ee
n 
th
e 
ou
tlo
ok
 a
nd
 m
od
el
 fo
re
ca
st
 e
rr
or
s w
ith
ou
t a
n 
in
te
rc
ep
t. 
O
ne
, t
w
o,
 a
nd
 th
re
e 
as
te
ris
ks
 in
di
ca
te
 st
at
is
tic
al
 
si
gn
ifi
ca
nc
e 
at
 th
e 
10
%
, 5
%
 a
nd
 1
%
 le
ve
l, 
re
sp
ec
tiv
el
y,
 u
si
ng
 th
e 
M
od
ifi
ed
 D
ie
bo
ld
-M
ar
ia
no
 (M
D
M
) t
es
t o
f 
en
co
m
pa
ss
in
g.
75
** **** ** ** ****** ** ** ** ** *** ** * *
** **** ** ** **** ** ** ** ** ***
**** ** ** **** ** * * * * ***
* *
*
 
Fo
re
ca
st
 m
od
el
%
 c
ha
ng
e
ra
nk
%
 c
ha
ng
e
ra
nk
%
 c
ha
ng
e
ra
nk
%
 c
ha
ng
e
ra
nk
%
 c
ha
ng
e
ra
nk
%
 c
ha
ng
e
ra
nk
Io
wa
 o
ut
lo
ok
 R
M
SE
 ($
/c
wt
.)
4.
54
5.
86
7.
00
Fu
tu
re
s
-2
4.
2
2
-2
4.
2
1
-2
.5
18
0.
1
11
-2
.1
18
1.
5
12
A
R
(5
)
-1
1.
5
18
10
.5
18
-8
.5
14
14
.6
18
-9
.8
10
7.
6
17
V
A
R
(5
)-
no
 u
pd
at
e
-2
3.
8
3
-3
.2
12
-2
2.
6
1
-5
.4
3
-1
4.
6
1
0.
1
9
V
A
R
(5
)-
up
da
te
-2
3.
7
4
-5
.8
9
-2
0.
0
2
-1
.7
10
-1
0.
4
8
3.
9
15
V
A
R
-A
IC
-2
1.
0
7
-1
0.
6
5
-1
0.
8
13
11
.5
16
-9
.6
12
-1
.0
8
V
A
R
-B
IC
-1
3.
5
16
-1
.1
13
-5
.1
16
14
.1
17
-9
.1
14
-2
.1
5
V
A
R
(5
)-
ro
lli
ng
 w
in
do
w
-1
9.
8
9
1.
9
15
-1
5.
2
8
2.
2
13
-6
.8
16
9.
9
18
B
V
A
R
(5
)
-1
9.
6
10
-7
.4
8
-1
5.
1
9
-3
.5
7
-1
1.
2
6
-2
.1
6
B
V
A
R
-A
IC
-1
6.
0
13
-3
.5
11
-8
.4
15
6.
2
14
-8
.2
15
0.
2
10
B
V
A
R
-B
IC
-1
3.
1
17
-0
.1
14
-4
.9
17
10
.2
15
-5
.9
17
0.
5
11
B
V
A
R
(5
)-
ro
lli
ng
 w
in
do
w
-2
0.
2
8
-7
.7
7
-1
4.
8
11
-5
.1
4
-1
0.
4
7
-2
.1
7
V
A
R
-K
ay
le
n-
no
 u
pd
at
e
-1
4.
7
14
7.
0
17
-1
6.
4
4
1.
5
12
-1
2.
9
2
7.
3
16
V
A
R
-K
ay
le
n-
up
da
te
-1
4.
4
15
3.
0
16
-1
5.
0
10
-5
.8
2
-1
0.
3
9
1.
8
13
A
ve
ra
ge
 1
-2
1.
3
6
-1
1.
5
4
-1
5.
3
7
-5
.0
5
-1
1.
2
5
-3
.7
3
A
ve
ra
ge
 2
-2
4.
3
1
-1
4.
4
2
-1
6.
7
3
-4
.7
6
-1
1.
6
4
-4
.3
2
A
ve
ra
ge
 3
-1
8.
8
12
-8
.9
6
-1
1.
4
12
-1
.9
9
-9
.6
13
-3
.3
4
A
ve
ra
ge
 4
-1
8.
9
11
-4
.1
10
-1
6.
0
5
-3
.0
8
-9
.7
11
1.
9
14
A
ve
ra
ge
 5
-2
1.
9
5
-1
4.
2
3
-1
5.
3
6
-7
.5
1
-1
1.
9
3
-6
.4
1
A
ve
ra
ge
 %
 c
ha
ng
e
-1
8.
9
-5
.2
-1
3.
0
0.
9
-9
.7
0.
5
76
In
di
vi
du
al
 m
od
el
Fo
re
ca
st
 h
or
iz
on
N
ot
es
: F
or
 c
om
po
si
te
 m
od
el
s, 
th
e 
%
 c
ha
ng
e 
re
pr
es
en
ts
 th
e 
ch
an
ge
 in
 R
M
SE
 o
f a
 c
om
po
si
te
 fo
re
ca
st
 c
on
si
st
in
g 
of
 th
e 
gi
ve
n 
m
od
el
 a
nd
 Io
w
a 
ou
tlo
ok
 re
la
tiv
e 
to
 Io
w
a 
ou
tlo
ok
 a
lo
ne
.  
Fo
r i
nd
iv
id
ua
l m
od
el
s, 
th
e 
%
 c
ha
ng
e 
re
pr
es
en
ts
 th
e 
ch
an
ge
 in
 R
M
SE
 o
f t
he
 g
iv
en
 m
od
el
 re
la
tiv
e 
to
 Io
w
a 
ou
tlo
ok
. P
os
iti
ve
 (n
eg
at
iv
e)
 v
al
ue
s f
or
 %
 c
ha
ng
e 
in
di
ca
te
 R
M
SE
 fo
r t
he
 g
iv
en
 m
od
el
 o
r c
om
po
si
te
 fo
re
ca
st
 is
 h
ig
he
r (
lo
w
er
) t
ha
n 
th
e 
R
M
SE
 fo
r I
ow
a 
ou
tlo
ok
. R
an
k 
or
de
r t
he
 %
 c
ha
ng
e 
fr
om
 la
rg
es
t R
M
SE
 re
du
ct
io
n 
 (1
) t
o 
sm
al
le
st
 re
du
ct
io
n 
(1
8)
.  
Th
e 
fig
ur
es
 in
 b
ol
d 
ar
e 
th
e 
th
re
e 
la
rg
es
t R
M
SE
 re
du
ct
io
ns
 fo
r e
ac
h 
fo
re
ca
st
 h
or
iz
on
 a
nd
 c
om
pa
ris
on
. 
In
di
vi
du
al
 m
od
el
C
om
po
si
te
 m
od
el
C
om
po
si
te
 m
od
el
C
om
po
si
te
 m
od
el
T
ab
le
 3
.5
. P
er
fo
rm
an
ce
 c
om
pa
ri
so
ns
 o
f i
nd
iv
id
ua
l h
og
 p
ri
ce
 fo
re
ca
st
s a
nd
 c
om
po
si
te
 fo
re
ca
st
s b
et
w
ee
n 
Io
w
a 
ou
tlo
ok
 a
nd
 
al
te
rn
at
iv
e 
ho
g 
pr
ic
e 
fo
re
ca
st
s d
ur
in
g 
th
e 
ou
t-o
f-s
am
pl
e 
ev
al
ut
io
n 
pe
ri
od
, 2
00
0.
I-
20
07
.IV
In
di
vi
du
al
 m
od
el
3-
qt
r.
 a
he
ad
1-
qt
r.
 a
he
ad
2-
qt
r.
 a
he
ad
203040506070
H
og
 P
ric
e 
($
/c
w
t.)
2,
40
0
2,
80
0
3,
20
0
3,
60
0
4,
00
0
S
ow
 F
ar
ro
w
in
gs
 (t
ho
us
an
d 
he
ad
)
3,
00
0
4,
00
0
5,
00
0
6,
00
0
7,
00
0
P
or
k 
P
ro
du
ct
io
n 
(m
ill
io
n 
lb
s.
)
Fi
gu
re
 3
.1
. T
im
e-
se
ri
es
 p
lo
ts
 o
f v
ar
ia
bl
es
 u
se
d 
in
 V
A
R
 m
od
el
s o
f U
.S
. h
og
 p
ri
ce
s, 
19
75
.I-
20
07
.IV
77
10203040506070
19
75
19
80
19
85
19
90
19
95
20
00
20
05
H
og
 P
ric
e 
($
/c
w
t.)
2,
00
0
2,
40
0
2,
80
0
3,
20
0
3,
60
0
4,
00
0 1
97
5
19
80
19
85
19
90
19
95
20
00
20
05
S
ow
 F
ar
ro
w
in
gs
 (t
ho
us
an
d 
he
ad
)
2,
00
0
3,
00
0
4,
00
0
5,
00
0
6,
00
0
7,
00
0 1
97
5
19
80
19
85
19
90
19
95
20
00
20
05
P
or
k 
P
ro
du
ct
io
n 
(m
ill
io
n 
lb
s.
)
12345 1
97
5
19
80
19
85
19
90
19
95
20
00
20
05
C
or
n 
P
ric
e 
($
/b
u.
)
3040506070809010
0 1
97
5
19
80
19
85
19
90
19
95
20
00
20
05
R
et
ai
l B
ee
f P
ric
e 
($
/c
w
t.)
 
-1
5
-1
0-505101520
20
00
20
01
20
02
20
03
20
04
20
05
20
06
20
07
1-
qt
r.
 I
ow
a 
E
rr
or
 (
$/
cw
t.
)
1-
qt
r.
 F
ut
ur
es
 E
rr
or
 (
$/
cw
t.
)
-1
5
-1
0-5051
0
1
5
2
0
2
00
0
2
00
1
2
00
2
20
0
3
20
0
4
2
00
5
20
0
6
20
0
7
2-
qt
r.
 I
ow
a
 E
rr
or
 (
$
/c
w
t.
)
2-
qt
r.
 A
ve
ra
ge
 2
 E
rr
o
r 
($
/c
w
t.
)
Fi
gu
re
 3
.2
. H
og
 p
ri
ce
 fo
re
ca
st
 e
rr
or
s f
or
 th
e 
Io
w
a 
ou
tlo
ok
 p
ro
gr
am
 a
nd
 m
os
t a
cc
ur
at
e 
al
te
rn
at
iv
e 
m
od
el
, 2
00
0.
I-
20
07
.IV
78
-1
5
-1
0-505101520
20
00
20
01
20
02
20
03
20
04
20
05
20
06
20
07
1-
qt
r.
 I
ow
a 
E
rr
or
 (
$/
cw
t.
)
1-
qt
r.
 F
ut
ur
es
 E
rr
or
 (
$/
cw
t.
)
-1
5
-1
0-5051
0
1
5
2
0
2
00
0
20
0
1
2
00
2
20
0
3
2
00
4
2
00
5
2
00
6
20
0
7
3
-q
tr
. I
o
w
a
 E
rr
o
r 
($
/c
w
t.
)
3
-q
tr
. A
ve
ra
ge
 3
 E
rr
or
 (
$/
c
w
t.
)
-1
5
-1
0-5051
0
1
5
2
0
2
00
0
2
00
1
2
00
2
20
0
3
20
0
4
2
00
5
20
0
6
20
0
7
2-
qt
r.
 I
ow
a
 E
rr
or
 (
$
/c
w
t.
)
2-
qt
r.
 A
ve
ra
ge
 2
 E
rr
o
r 
($
/c
w
t.
)
 
1520
2-
qt
r.
 Io
w
a 
E
rr
or
 ($
/c
w
t.
)
2-
qt
r.
 C
om
po
si
te
 E
rr
or
 ($
/c
w
t.
)
20
0
25
0
D
iff
er
en
ce
 in
 S
qu
ar
ed
 F
or
ec
as
t E
rro
rs
, I
ow
a 
m
in
us
 C
om
po
si
te
7
5101520
2-
qt
r.
 Io
w
a 
E
rr
or
 ($
/c
w
t.
)
2-
qt
r.
 C
om
po
si
te
 E
rr
or
 ($
/c
w
t.
)
10
0
15
0
20
0
25
0
D
iff
er
en
ce
 in
 S
qu
ar
ed
 F
or
ec
as
t E
rro
rs
, I
ow
a 
m
in
us
 C
om
po
si
te
9
15-1
0-505101520
2-
qt
r.
 Io
w
a 
E
rr
or
 ($
/c
w
t.
)
2-
qt
r.
 C
om
po
si
te
 E
rr
or
 ($
/c
w
t.
)
5005010
0
15
0
20
0
25
0
D
iff
er
en
ce
 in
 S
qu
ar
ed
 F
or
ec
as
t E
rro
rs
, I
ow
a 
m
in
us
 C
om
po
si
te
Fi
3
3
H
i
f
t
f
th
I
tl
k
d
V
A
R
(5
)
ith
d
ti
it
20
00
I
20
07
IV
-1
5
-1
0-505101520
20
00
20
01
20
02
20
03
20
04
20
05
20
06
20
07
2-
qt
r.
 Io
w
a 
E
rr
or
 ($
/c
w
t.
)
2-
qt
r.
 C
om
po
si
te
 E
rr
or
 ($
/c
w
t.
)
-5
005010
0
15
0
20
0
25
0
20
00
20
01
20
02
20
03
20
04
20
05
20
06
20
07
D
iff
er
en
ce
 in
 S
qu
ar
ed
 F
or
ec
as
t E
rro
rs
, I
ow
a 
m
in
us
 C
om
po
si
te
Fi
gu
re
 3
.3
. H
og
 p
ri
ce
 fo
re
ca
st
 e
rr
or
s f
or
 th
e 
Io
w
a 
ou
tlo
ok
 p
ro
gr
am
 a
nd
 V
A
R
(5
) w
ith
 u
pd
at
in
g 
co
m
po
si
te
, 2
00
0.
I-
20
07
.IV
-1
5
-1
0-505101520
20
00
20
01
20
02
20
03
20
04
20
05
20
06
20
07
2-
qt
r.
 Io
w
a 
E
rr
or
 ($
/c
w
t.
)
2-
qt
r.
 C
om
po
si
te
 E
rr
or
 ($
/c
w
t.
)
-5
005010
0
15
0
20
0
25
0
20
00
20
01
20
02
20
03
20
04
20
05
20
06
20
07
D
iff
er
en
ce
 in
 S
qu
ar
ed
 F
or
ec
as
t E
rro
rs
, I
ow
a 
m
in
us
 C
om
po
si
te
80 
CHAPTER 4: Do Composite Procedures Really Improve the  
Accuracy of Outlook Forecasts? 
 
Abstract 
This essay investigates whether the accuracy of outlook hog price forecasts can be 
improved through composite forecasts in a true out-of-sample context.  Price forecasts 
from four well recognized outlook programs are combined with futures-based forecasts, 
univariate ARIMA, and unrestricted Vector Autoregressive (VAR) models.  Quarterly 
data is available from 1975.I through 2007.IV for the analysis, allowing for a relatively 
long out-of-sample evaluation after accounting for model specification and an appropriate 
composite-weight training period.  Results show that futures and numerous composite 
procedures beat outlook forecasts alone with several differences statistically significant.  
The superiority of futures and composite forecasts decreases at longer horizons except for 
the equal-weighted approach.  This method together with other approaches that do not 
require estimating error covariances as do OLS regressions are significantly superior, 
especially at longer horizons.  In terms of directional accuracy tests, outlook forecasts 
have a low percentage of correct predictions while the simple average shows an 
outstanding performance.  Overall, findings favor the usage of the simple equal-weighted 
composite, a result that is consistent with previous findings in the literature.   
 
Introduction 
U.S. public outlook forecasts are viewed as a valuable source of information and have 
traditionally played an important role in agricultural decision-making.  As a consequence, 
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agricultural economists have devoted considerable effort towards evaluation of the 
performance of these forecasts (e.g., Allen 1994).  The first and second essays in this 
dissertation address the accuracy of livestock price outlook forecasts and assess whether 
they can be improved through combination with other forecasts.  The first essay evaluates 
the accuracy of four outlook programs relative to futures prices in the hog and cattle 
markets.  Results indicate that futures prices beat outlook forecasts in most of the root 
mean squared error (RMSE) comparisons with some differences statistically significant.  
However, in a forecast encompassing framework, forecast combinations between outlook 
and futures were found to outperform futures alone, with some improvements 
economically significant.   
The second essay investigates whether the predictability of an outlook program to 
forecast hog prices can be improved.  Numerous time-series forecasts and futures-based 
forecasts are considered in the analysis.  The findings suggest that these alternative 
forecasts can substantially improve the performance of the outlook forecasts.  Evidence 
from the encompassing analysis indicates that simple combinations of outlook and any of 
the alternative forecasts were able to reduce the errors of the outlook alone by 
economically significant levels. Simple model averaging of multiple forecast models also 
was shown to improve the accuracy of outlook forecasts.  
These findings highlight the promising benefits of forecast combinations in 
livestock markets, but raise further unanswered questions.  Forecast combination is a 
well-established approach when two or more competing forecasts are available since a 
smaller variance generally can be obtained by combining individual forecasts.  Also, 
pooling forecasts is rewarding when alternative forecasts contain useful information not 
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included in the other, a concept closely related to forecast encompassing tests (e.g., 
Granger and Newbold 1986; Diebold and Lopez 1995).  That is, results from 
encompassing tests provide a simple but useful framework to identify the weights of the 
composite forecasts (Fang 2003).  However, in this framework the same data or sub-
period is often used both to estimate the composite weights—often as a product of 
encompassing regressions—and to compute the performance of the composite forecasts.  
Results from the first essay are subject to this constraint.  This leads to a problem in 
which the out-of-sample performance of individual forecasts is not compared to the true 
out-of-sample performance of combined forecasts.  A true out-of-sample evaluation of 
composite forecasts requires dividing the data set into three sub-periods: 1) individual 
model fitting, 2) out-of-sample performance of individual models and optimal composite 
weights estimation, and 3) final out-of-sample comparison of individual and composite 
forecasts accuracy.  This is an important issue not always fully considered in assessing 
forecast performance.  A relevant question then is whether forecast combination in 
livestock markets is still a useful and valuable technique in a “true” out-of-sample 
evaluation.   
A second issue is related to the idea of pooling multiple forecasts rather than just 
outlook and futures and under alternative combination methods.  Results from the second 
essay are robust and identify potential benefits from introducing time-series models into 
the combinations.  At the same time, theoretical research and applications of 
combinatorial forecast methods have grown significantly in the recent decades, from 
simple combination schemes to more sophisticated approaches (Bates and Granger 1969; 
Granger and Ramanathan 1984; McIntosh and Bessler 1988; Bessler and Chamberlain 
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1988; Clark and McCracken 2004, 2006; Stock and Watson 2004; Capistran and 
Timmermann 2009).  A systematic comparison of alternative combinatorial techniques 
would provide insight into which procedures lead to more accurate forecasts.  This notion 
is consistent with Clemen (1989) who emphasizes, “…combining forecasts has been 
shown to be practical, economical, and useful…We no longer need to justify this 
methodology.  We do need to find ways to make the implementation of the technique 
easy and efficient.” 
The purpose of this essay is to analyze whether the accuracy of outlook hog price 
forecasts can be improved through composite forecasts in a true out-of-sample context.  
Price forecasts from four well recognized outlook programs are combined with futures-
based forecasts, univariate ARIMA models, and unrestricted Vector Autoregressive 
(VAR) models.  The outlook programs are the same as those evaluated in the first essay 
of this dissertation.  The time-series models are relatively simple and performed well in 
the composite analysis conducted in the second essay.  Quarterly data is available from 
1975.I through 2007.IV for the analysis, allowing for a relatively long out-of-sample 
evaluation after accounting for model specification and an appropriate composite-weight 
training period.   
Relatively simple and easy-to-implement pooling techniques are considered in 
this study.  Some of these procedures have never been applied in agricultural markets 
before and their forecasting accuracy will be compared to those from simple combination 
procedures seen previously in the literature.  Composite methods include: equally-
weighted averages, equally-weighted averages with bias corrections, weights based on 
restricted and unrestricted regressions, time-varying weights based on mean squared 
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error, an odds matrix approach and a simple and easy-to-compute shrinkage approach.  
These procedures represent nearly all of the categories of composite procedures outlined 
in Timmerman (2006). 
 
Individual Forecast Models 
Composite forecasts are created through the combination of four individual forecasts: an 
outlook forecast, a futures-based forecast, and two basic time-series models, a VAR and a 
simple univariate AR model.  These four models are a good representation of the three 
main types of forecasts available for agricultural markets.  Outlook forecasts and 
forecasts based on futures prices are probably the most relevant instruments for 
agricultural decision-makers when planning future action.  Quarterly finished hog price 
forecasts from four different outlook programs are available for comparison.  The outlook 
price forecasts evaluated are those released by University of Illinois in combination with 
Purdue University, Iowa State University, University of Missouri, and the Economic 
Research Service of the USDA.  Information about sample periods, timing of release, 
target cash prices, and publication sources for each outlook forecast series can be found 
in the first essay. 
Price forecasts generated from futures prices are constructed following the model 
developed by Hoffman’s (2005).  For each calendar month, the model uses the nearest-to-
maturity contract.  A simple average of futures prices observed on the day of release for 
the outlook forecasts is used to represent the quarterly average futures price.  We then 
convert the price from lean to live hog units to make it comparable to outlook forecasts 
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which are reported in live weight terms.1  Following Garcia and Sanders (1996), 
univariate ARMA model basis forecasts are estimated and added to the computed futures 
price.  Historical basis levels are computed by: 1) averaging daily futures prices for each 
quarter and 2) substracting the quarterly target cash price specified by the outlook 
forecast. 
The third and fourth individual forecast models are an AR(5) and an unrestricted 
VAR(5).  These time-series models have been widely used in the livestock forecasting 
literature, are relatively simple to compute, and exhibited good forecast performance in 
the second essay.  The VAR(5) specification is highly consistent with previous hog price 
forecasting models and is the result of a thorough process of examining potential 
variables, structural changes undergone by the industry, and preliminary estimations of 
reduced VARs.  It is a five-variable system with a five fixed-lag structure, which was 
determined by the Akaike’s Information Criteria (AIC), Final Prediction Error (FPE), and 
Hannan and Quinn’ Information Criterion (HQIC).  The variables composing the VAR 
are live-hog prices, corn prices, number of sows farrowing, pork production, and beef 
prices. More information about the VAR specification and variables selected can be 
found in the second essay.   
Each outlook forecast has a different target cash price, which also has varied over 
time.  In order to combine models in an appropriate way, the futures and time series 
forecasts need to be applied to the same target cash prices.  Futures forecasts are adjusted 
                                                            
1  An estimated ratio of 0.73673 is applied to lean-hog futures prices.  This factor is obtained by dividing 
the average weight of lean hogs (180.5) by the average weight of live hogs (245) (e.g., Sutton and Albrecht 
1996).  The adjustment is necessary because the Chicago Mercantile Exchange shifted the hog contract 
delivery terms from a live weight to carcass weight basis beginning with the February 1997 contract. 
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by basis forecasts using historical cash prices of the relevant outlook program, and time-
series models also are specified and estimated for cash prices of the relevant program.   
 
Methods for Forecast Combination 
Theoretical and empirical research on alternative methods of forecast combination is 
extensive (Timmermann 2006).  The key question in this field is whether combination 
weights should be estimated or whether simple averages should be used.  Empirical 
evidence has shown that it is difficult to outperform simple procedures such as the 
arithmetic average (Clemen 1989; Makridakis and Hibon 2000; Stock and Watson 2004).  
The effect of parameter estimation error can be a significant determinant of the 
performance of composite forecasting models.  For instance, least squares weight (slope) 
estimation procedures (e.g., Granger and Ramanathan 1984) require the estimation of 
covariances between forecast errors, which can introduce an additional source of error in 
weight estimation.  Simple combinations schemes like arithmetic averages, although 
biased, do not require the estimation of covariances across model errors so they offer a 
potentially attractive option in terms of forecast performance (Timmermann 2006).  That 
is, on one side there exists a bias for imposing equal weights for each individual forecast, 
independent of relative accuracy, which is clearly a suboptimal scheme.  But there also 
exists a cost in efficiency by estimating the weights with methods that require the 
estimation of the error covariances. This bias-efficiency trade-off gives rise in the 
literature to the so-called forecast combination puzzle formally analyzed by Smith and 
Wallis (2009) and Issler and Lima (2009).   
After a review of the broad list of combination approaches proposed in the 
forecasting literature, we follow similar procedures to those found in Capistran and 
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Timmermann (2009).  The composite approaches represent nearly all of the categories of 
composite procedures outlined in Timmermann (2006).  They are simple and easy-to-
implement techniques and some of them have never been applied in agricultural markets 
before.  All approaches assume that the combination rule takes a linear additive form, 
(1) / /
1
( )
k
c i i
t h t t t h t
i
f P w f 

   
where, ݓ௧௜ is the estimated weight on model i at time t, ܭ is the number of h-step-ahead 
forecasts of the hog price ܲ, ௧݂ା௛|௧௜ ൌ ෠ܲ௧ା௛|௧௜  is the ith forecast model available at time ݐ, 
and ௧݂ା௛|௧௖  is the composite forecast.  The task of each approach is to derive the optimal 
weight to be assigned to each individual forecast. 
The first approach we follow is the most naïve decision when alternative forecasts 
of the same variable are available.  Specifically, at each forecast origin t, we identify the 
individual forecast with the most accurate historical performance and use that single 
model to forecast into the future (Clark and McCracken 2006; Capistran and 
Timmermann 2009).  That is, under this approach, identified as best-previous model, the 
forecast model with the lowest mean-squared error (MSE) receives all the weight, 
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The second composite forecast we consider is the simple arithmetic average of the 
four individual forecasts considered, also called the equal-weighted composite forecast, 
(3) 
1 ( )
/ /
1
ˆ
tk
i
t h t t t h t
i
P K P 

   
We also include in the evaluation a simple procedure proposed by Capistran and 
Timmerman (2009) which is a projection on the equal-weighted combination, 
(4) / /
ˆˆt h t t t t h tP P     
This regression on the equal-weighted forecast includes a constant to adjust for potential 
biases in the individual forecasts as well as in the aggregate and allows for a slope 
coefficient different from unity.  It is an extension of the simple average and only 
requires the estimation of α and β.  This is a potentially useful technique since it uses 
information from the set of all individual forecasts considered in the average but adjusts 
for possible bias and noise in this aggregate forecast.  Capistran and Timmermann (2009) 
found this procedure to have a good overall performance. 
Probably the most common procedure for estimating combination weights is 
through least squares regressions (Bates and Granger 1969; Nelson 1972; Granger and 
Ramanathan 1984).  In matrix notation, the k-vector of weights, ෡ܹ  is estimated by 
regressing the actual values of the target variable, ேܲ on the K-vector of forecasts, 
෠ܲே|ேି௛ over the period ܰ ൌ 1, … , ܶ 
(5) 
1 1
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As in Granger and Ramanathan (1984), three versions of the least squares procedure are 
considered 
(6) /ˆ . . 1t h t t h t t h tP w P e s t w        
(7) /ˆ
o
t h t t t h t t hP w w P e      
(8) /ˆt h t t h t t hP w P e     
Equation (6) is a constrained regression that requires the composite weights to sum up 
to unity and the individual forecasts to be unbiased in order to guarantee the combined 
forecast is also unbiased.  This regression is directly related to the encompassing test of 
Harvey, Leybourne and Newbold (1998).  The forecast combination analysis performed 
in the first and second essays use this constrained regression.  Equation (7) is the so 
called unconstrained regression since it allows for bias in the individual forecasts, 
which can be corrected by the constant ݓ௧଴, and does not require the weights to sum up to 
unity.  Equation (8) is a simple variation of equation (6) without a constant.  These 
equations can be easily estimated by standard OLS. 
As mentioned before, estimation errors in the combination weights tend to be high 
in procedures like least squares regressions that require the estimation of the covariance 
matrix of forecast errors.  An alternative is to ignore the correlations of forecast errors 
across models and value each particular forecast by its relative performance.  That is, 
reduce the regression-based approach to a simple procedure in which the weight given to 
each forecast is the inverse of its MSE in relation to the sum of those for the other models 
(Bates and Granger 1969; Newbold and Granger 1974).  That is, 
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Gupta and Wilton (1987, 1988) propose a non-parametric combination approach 
that incorporates empirical information about prior forecast accuracy but still shows 
robustness and superiority to alternative methods in the presence of small samples. This 
combination approach is based on a matrix of pair-wise odds ratios.  Composite forecasts 
based on the odds matrix approach are constructed with weights on each individual 
forecast derived from this particular matrix.  Let ߨ௜௝ be the probability that forecast 
model i will outperform forecast j in the next realization.  Then, each element of the 
matrix O, ݋௜௝ ൌ ߨ௜௝ ߨ௝௜,⁄  can be viewed as the odds that forecast i will outperform 
forecast j.  Combination weights are obtained from the solution to the system of 
equations,  
(10) ( ) 0O KI w   
where I is the identity matrix and ݓ is the weight vector.  The solution (the 
estimated weight vector) is given by the eigenvector corresponding to the largest positive 
eigenvalue (the one that solves ܱݓ ൌ ߬௠௔௫ೢ) which, when normalized, is unique.  To 
estimate the pair-wise probabilities ߨ௜௝ we follow Gupta and Witlon’s (1987) empirical 
application, 
(11) 
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ij
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where ܽ௜௝ is the number of times forecast i had a smaller absolute error than forecast j in 
the past. 
Shrinkage methods are a set of combination approaches widely used in the 
macroeconomic literature with successful results but, to the best of our knowledge, have 
yet to be applied in livestock price forecasting.  Shrinkage methods offer a trade-off 
between bias in the combination weights and reduced parameter estimation error when 
estimating combination weights (Timmermann 2006).  Probably the most common 
approach is shrinking toward equal-weights, or the arithmetic average of forecasts (Stock 
and Watson 2004, Diebold and Pauly 1990).  Here, we follow the method proposed by 
Stock and Watson (2004).  Let ݓෝ௧௜ be the least-squares estimator of the weight given to 
model i in the forecast combination obtained from regression (6) in this study on data up 
to period t.  The combination weights of Stock and Watson (2004) take the form, 
(12) 
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where ߠ is the shrinkage parameter. For fixed values of K and N, as the values of ߠ 
become larger (lower ߮௧), the greater the degree of shrinkage towards equal-weights.  
Similarly, as the sample size N rises, relative to the number of forecasts K, more weight is 
given to the least-squares estimate.  Following Stock and Watson (2004) and Capistran 
and Timmermann (2009) we consider two alternative values for the θ shrinkage 
parameter, 0.25 and 1, in order to compare the effects of different degrees of shrinkage in 
the performance of this approach. 
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Finally, for those pooling techniques that require historical data for each particular 
forecast, weights are recursively estimated.  That is, weights are estimated using all the 
data available through the time of the prediction.  Alternatively, for those same pooling 
techniques, weights are estimated using a fixed-rolling window of 60 observations to 
allow estimated weights to reflect only the information in the most recent 15-year period. 
 
Data and Estimation Procedures 
It is widely known that out-of-sample forecasting is a rigorous procedure to check the 
adequacy of a model since significant in-sample predictability does not necessarily imply 
significant out-of-sample predictability (e.g.,Tashman 2000).  With few exceptions, out-
of-sample forecasts from individual models are not compared with true out-of-sample 
composite forecasts in previous studies.  A true out-of-sample evaluation of composite 
forecasts requires dividing the data set into three sub-periods: 1) individual model fitting, 
2) out-of-sample performance of individual models and optimal composite weights 
estimation, and 3) final out-of-sample comparison of individual and composite forecasts 
accuracy.  Simple averages of individual models are an exception since equal weights are 
imposed on each forecast model and no weight estimations are required. 
Quarterly data for outlook forecasts, hog prices, and related variables are 
available for 1975.I-2007.IV.  This large sample period was carefully examined in order 
to determine an appropriate partitioning of the data into three sub-periods.  Following 
Ashley (2003), a sample size of at least 50 observations for the out-of-sample evaluation 
was first specified.  Next, the appropriate amount of data needed for the composite 
training period was considered and an initial sample size of 32 observations was 
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specified. A final examination was then given to the data leftover as an initial model 
fitting period. Accordingly, time series models are initially specified and estimated over 
the 1975.I-1984.IV sub-period.  Out-of-sample forecasts for the individual models are 
then estimated recursively over 1985.I-2007.IV by adding the latest available observation 
to the estimation window for each forecast date.  Forecasts from 1985.I through 1993.IV 
are used as the initial sub-period to estimate the weights for those combination methods 
that require historical forecasts.  Composite forecasts are computed recursively, or over 
rolling windows of a fixed number of observations, depending on the method, over the 
out-of-sample test period of 1994.I-2007.IV.  The performance of all composite forecasts 
is finally compared to the performance of the individual forecasts over an out-of-sample 
period that goes from 1994.I to 2007.IV.  For instance, the univariate and VAR models 
are initially specified and estimated over 1975.I to 1984.IV.  Out-of-sample forecasts of 
the time-series recursively estimated during the period 1985.I-1993.IV, together with the 
ex-ante  outlook and futures forecasts over same period are used to estimate the initial 
optimal composite weights.  These weights are used for the first out-of-sample composite 
forecast of 1994.I.  For the 1994.II composite forecast weights are reestimated using data 
from 1985.I to 1994.I. The process is repeated forecast by forecast by adding the latest 
observation.  Once the training period reaches the size of 60 observations weights are 
reestimated either recursively or through a fixed rolling window of 60 observations.     
One-, two-, and three-quarter-ahead price forecasts are analyzed for all outlook 
programs except the USDA, whose availability is limited to one- and two-quarter-ahead 
forecasts.  This means that evaluation periods include 54 to 56 quarters.  The number of 
missing observations is less than 5% of the sample size in all series.   
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Results 
Overall, the forecast combination analysis applied to each of the four outlook programs 
studied in this essay yielded strong similarities.  Therefore, we only focus on the analysis 
of the results obtained from forecasts released by Iowa State University and reference is 
then made to any particular difference found among outlook programs. Tables and graphs 
summarizing the results for the other three outlook programs are presented in the 
Appendix of this dissertation. 
 
Descriptive Analysis 
Previous to the analysis of the performance of composite forecasts, it is useful to examine 
the accuracy of each individual forecast over time.  Table 4.1 shows the individual 
forecasts with the highest frequency of superiority across programs and horizons.  At 
each quarter, from 1994.I to 2007.IV, the performance of each forecast is based on the 
historical MSE recursively computed from 1985.I through the previous quarter.  Results 
indicate that at one-quarter ahead, futures are the most accurate individual model 100% 
of the time, except for the USDA, where the VAR(5) is always the best model.  At two- 
and three-quarters ahead, the VAR(5) is also the forecast with highest performance in the 
vast majority of the time.  That is, at each observation along the 1994.I-2007.IV period, 
futures are in general, the forecast with the best historical performance, but only at one-
quarter ahead.  At further horizons, the superiority of futures decreases and the simple 
unrestricted VAR(5) outperform the others consistently across programs. 
In this direction, it is also interesting to analyze the evolution of the recursively 
estimated weights assigned to each forecast under the combinations over the out-of-
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sample period.  Due to space constraints we only focus on weights estimated under the 
restricted-OLS regression, an approach directly connected to the encompassing 
framework.2  Plots of the estimated weights for Iowa at each of the forecast horizons are 
presented in Figures 4.1.  Table A.15 through Table A.17 in the Appendix of this 
dissertation report the respective plots of estimated weights for the other three outlook 
forecasts under the same procedure.  The most interesting finding when comparing all 
figures across outlook programs and forecast horizons is the small weights associated 
with outlook forecasts.  The average combination weight that Iowa receives across 
horizons is 0.036 (3.6%) and if all outlook programs are considered the average weight 
assigned to them across horizons is -0.002 (-0.2%).  Time-series forecast models instead, 
receive surprisingly large weights in the composite forecasts at the second and third 
horizons.  For instance, the average weight assigned to the VAR(5) for the two-quarter 
ahead Iowa combinations is 0.638 (64%).  Weights assigned to futures are quite large at 
one-quarter ahead but deteriorate at further horizons.  We can also orientate the analysis 
of the estimated composite weights under the restricted-OLS regression by comparing 
them to the fixed and arbitrary weights assigned to each forecast in the simple equal-
weighted combination.  We can also orientate the analysis of the estimated composite 
weights Estimated weights under least-squares regression, for all individual forecasts and 
at all horizons, display persistent deviations from the 25% (1/4) assigned by the simple 
average.   
 
 
                                                            
2 Under the restrictive-OLS regression, combination weights are constrained to sum up to one and allowed 
to be negative.  
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RMSE Analysis 
Table 4.2 presents the list of the individual and composite models compared to the 
outlook forecasts released by Iowa.  Table 4.2 also provides the identification number of 
these models and their respective RMSE over the out-of-sample period 1994.I-2007.IV.  
RMSE for a price forecast at a given horizon is computed as 
(13) 
1/ 2
2
1
1 ( )
N
t t
t
RMSE P f
N 
      
where, as before, ௧ܲ is the actual cash price in quarter t, ௧݂ is the forecast price evaluated 
for quarter t and N is the number of forecast observations.  For each forecast horizon the 
three forecast models (individual or composite) with the smallest RMSE are in bold font.  
If compared individually, Iowa forecasts are superior to those from the time series 
models.  Iowa outperforms the AR(1) and VAR(5) models, on average, by 10.98% and 
3.73% respectively, across horizons.  However, futures forecasts beat Iowa at the first 
and second horizon by almost 13% on average3.  Interesting results emerge when these 
four individual forecast models are combined.  By following any of the combination 
procedures listed in the table (from #6 to #22) RMSE is reduced an average of -18.23%, -
12.17%, and -3.19% at one-, two-, and three-quarter ahead relative to Iowa alone.   
To analyze whether differences in RMSEs among forecasts are statistically 
different from zero the modified Diebold-Mariano (MDM) test proposed by Harvey, 
Leybourne, and Newbold (1997) is computed.  The MDM statistic tests the null 
                                                            
3  Futures are superior to the other three outlook forecasts at all horizons.  Relative to the time series 
models, Missouri beat the VAR and AR at most of the forecast horizons, Illinois/Purdue beat them only at 
first horizon and the USDA is outperformed by these models at all forecast horizons (See Table A.1, A.2, 
and A.3 in the Appendix) 
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hypothesis of equality of forecast performance between forecast 1 and forecast 2 based 
on a specified loss function, ܧ൫݃ሺ݁ଵ௧ሻ െ ݃ሺ݁ଶ௧ሻ൯ ൌ 0.  Assuming a quadratic loss 
function, the test is based on the difference in squared errors for two particular forecasts 
at a given horizon, 
(14) 
2 2
1 2 1 2( ) ( )t t t t td g e g e e e     
The MDM test is then specified as  
(15) 
1/ 21 1/2
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               
       
 
where ҧ݀ is the sample mean ݀௧, h=1,2,3 is the forecast horizon, ߛ଴ ൌ ܰିଵ ∑ ሺ݀௧ െ ҧ݀ሻଶே௧ୀଵ  
is the variance of ݀௧, and ߛ௦ ൌ ܰିଵ ∑ ሺ݀௧ െ ҧ݀ே௧ୀ௦ାଵ ሻሺ݀௧ି௦ െ ҧ݀ሻ is the ݏ௧௛ auto-covariance 
of ݀௧, (k=1,…h-1).  Auto-covariance terms are included to account for the overlap in two- 
and three-quarter ahead forecasts.  The MDM test statistic follows a t-distribution with n-
1 degrees of freedom.   
Results from the MDM test for one-, two-, and three-quarter ahead are presented 
in Tables 4.3, 4.4, and 4.5, respectively.  The MDM test of significance is computed for 
each possible pair of forecast comparisons in order to analyze not only the statistical 
improvement of forecast combination relative to outlook alone but also to investigate 
meaningful differences between alternative approaches to combination.  The non-empty 
cells in the diagonal matrix in the tables correspond to those comparisons between the 
particular row- and column-forecast that are statistically significant.  The number in 
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parentheses is the forecast with smaller RMSE and one, two, or three stars represent a 
10%, 5%, or 1% significance level, respectively.  Results show that at one-quarter ahead, 
futures forecasts (#2), all composite forecasts (#6 - #22), and even the naïve approach of 
following the best previous model (#5) provide statistically smaller RMSEs than those 
from Iowa alone.  The advantage from using futures and composite forecasts decreases at 
further horizons with the exception of the equal-weighted combination (#6).  This method 
shows a significant superiority over Iowa at all forecast horizons4.  Note also that 
numerous combinatory methods are significantly more accurate than the VAR(5) and 
AR(5) individually at all horizons.  In terms of differences between alternative composite 
models some patterns emerge besides the comparable accuracy shown in Table 4.1.  The 
equal-weighted approach, the composite forecasts based on the odds matrix and those 
based on the historical MSE show a statistically significant superiority that tends to 
increase at longer horizons.5  
Overall, results suggest that most of the forecast combination models can 
significantly improve the performance of outlook forecasts in isolation with an average 
percentage reduction in RMSEs across all four programs of -19.43%, -19.22%, and -
5.45% across horizons.  Results also imply that the accuracy of combination methods that 
require the estimation of the covariances between individual forecast errors deteriorates 
with the number of forecast horizons considered relative to that of simple procedures 
such as equal-weighting, inverse MSE, or posterior odds.  These results are consistent 
                                                            
4 Numerous composite forecasts have significantly smaller RMSEs than those from the other outlook 
forecasts at most of the horizons.  Still, the equal-weighted approach significantly outperforms all outlook 
forecasts at all forecast horizons except for Missouri at one- and three-quarter ahead. 
 
5 This tendency can be also generalized to the composite analysis performed for the other three outlook 
programs. 
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with previous findings in the literature (Clemen 1989; Makridakis and Hibon 2000; Stock 
and Watson 2004, Capistran and Timmerman 2009).  Then, by the principle of parsimony 
these findings favor the usage of the simple equal-weighted composite procedure. 
Considerable benefits from the combination of outlook and alternative forecasts 
of hog prices were already found in the previous two essays.  As specified in the 
introduction of this essay, the purpose of this study is to evaluate alternative combination 
procedures and the benefits of forecast combination in a true out-of-sample context.  
Table 4.6 summarizes the benefits of pooling four individual hog price forecasts using a 
simple equal-weighted approach, which showed relative superiority among other 
composite procedures in a true out-of-sample evaluation.  The table shows the percentage 
RMSE reductions (increments) obtained from the combinations relative to futures 
forecasts alone and relative to outlook forecasts alone.  Percentage RMSE changes from 
futures are also of interest since they are usually considered the “gold standard” for 
comparison in agricultural price forecasting.  Comparisons are made over the period 
1994.I-2007.IV.   
At one-quarter ahead, the simple average composite forecast does not provide 
smaller RMSEs than those from futures in isolation, except for the composite in which 
USDA is the outlook forecast considered.  Excluding the USDA, simple average forecast 
errors are on average, 5.41% larger than those from futures.  However, the simple 
average does a better job at two- and three-quarter ahead.  RMSE reductions from futures 
average -5.89% across outlook programs and horizons.  The advantages of forecast 
combination are much noticeable when outlook forecasts are the benchmark.  
Independently of the outlook program considered, the equal-weighted composite forecast 
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consistently provides smaller RMSEs than those obtained from outlook alone.  Across 
programs, the average forecast error reductions are -16.39%, -18.17%, and -7.21% at 
one-, two-, and three-quarter ahead, respectively.  Within programs, the largest reduction 
is obtained in terms of the USDA, while Missouri receives the minimum benefits from 
the combinations.  On average, the equal-weighted composite reduces the Missouri, 
Illinois/Purdue, Iowa, and the USDA forecast errors by -9%, -11.41%, -15.66%, and -
19.62%, respectively. 
To better understand the successful performance of forecast combination the 
evolution of Iowa forecast errors over time is compared to those from the restrictive-OLS 
regression and the simple equal-weighted composite approach.  The first composite 
model is of interest not only because of its connection to the encompassing tests but also 
because it represents those approaches that require the estimation of the error 
covariances.  The second model instead, represents those combinatory techniques that 
ignore any correlation between individual forecasts.  Plots of these forecast errors at one-, 
two-, and three-quarter ahead are reported in Figure 4.26. Even though all errors move 
closely together across time it is possible to detect how forecast errors of the simple 
average tend to fall within the outlook and the OLS-regression range of errors.  This 
means that equal-weighted composite forecasts tend to have less variability in the errors 
across time and therefore, more precise estimations.  This tendency becomes even more 
evident at two- and three-quarter ahead7. 
 
                                                            
6  Tables A.18 through Table A.20 in the Appendix show the plots of forecast errors that correspond to the 
comparison of other outlook programs to their respective composite forecasts. 
 
7  Same effects are seen for Missouri, Purdue/Illinois, and the USDA. 
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Qualitative Analysis 
For a complete evaluation of the goodness of composite forecasts we complement the 
traditional RMSE analysis of forecast errors with a qualitative analysis that focuses on 
the economic usefulness of a price forecast and in particular, of a composite forecast.  We 
perform the Henriksson and Merton (1981) test of directional accuracy which has been 
widely used in the forecasting literature (e.g.; Sanders and Manfredo 2003; Pons 2001).  
This statistic tests the timing market ability of a price forecast to predict the future 
direction of the variable, that is to say, an increase or a decrease in its value relative to the 
previous quarter.  A forecast will be valuable to a decision maker if it has market timing 
ability.   
As demonstrated by Pessaran and Timmermann (1994), the HM test is 
asymptotically equivalent to a chi-squared test for independence in a {2x2} contingency 
table.  An error in the direction of the forecast implies that while the forecast predicted an 
increase (decrease) in the value of the variable of interest a decrease (increased) occurred.  
In Table 4.7, n11 is the number of quarters in which the actual value of the price and that 
of the forecasts indicate an increase in the price and n22 represents the number of years in 
which both the forecast and the actual values indicate a decrease.  In contrast, n12 and n21 
are the number of quarters in which a contradiction exists between the direction predicted 
and that actually observed.  Henriksson and Merton show the null hypothesis of no 
timing ability –i.e., independence between the directional forecast and the actual 
evolution of prices- implies that the sum of the conditional probabilities of correct 
forecasts (n11/N1 + n22/N2) equals one.  The test is assymptotically equivalent to a chi-
squared test for independence in a {2x2} contingency table.  The test is given by 
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Table 4.8 reports the percentage of directionally correct forecasts, the chi-squared 
statistic, and the p-value for each price forecast analyzed in this essay and for all forecast 
horizons.  Iowa predictions at one-, two-, and three-quarter ahead are in the correct 
direction 65.5%, 64.8%, and 62.3% of the time, respectively.  All other individual and 
composite forecasts have in general, a relatively higher performance than Iowa.  On 
average, the percentage of correct predictions made by composite forecasts (models #6 to 
#22) is 76.8%, 73.5%, and 72% at one-, two-, and three-quarter horizons, respectively.8  
In terms of the performance of the simple average, it shows a correct direction in its 
predictions 76.4% of the time.  This is an outstanding performance if compared to the 
average of all composite forecasts of 74.9% across programs and horizons.  In terms of 
the timing ability test, with only two exceptions, all price forecasts evaluated reject the 
null of no timing ability implying they all have value for decision makers.  The two cases 
for Iowa in which the null of independence can not be rejected are the directional 
predictions based on the VAR(5) forecasts and those based on the previous best 
approach, both at the three-quarter horizon.9 
                                                            
8 Similar patterns in terms of percentage of correct predictions are seen for Missouri, Purdue/Illinois, and 
the USDA outlook forecasts in relation to their alternative forecast approaches (Appendix, Tables A.12, 
A.13, and A.14).   
 
9 The null hypothesis of no timing ability is strongly rejected for most of the models at all horizons when 
the analysis is performed for the other three outlook programs.  The null can not be rejected only for the 
VAR(5) computed for Missouri at the third horizon and for Purdue/Illinois forecasts at second horizon 
(Appendix, Tables A.12, A.13, and A.14).   
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Summary and Conclusions 
This study analyzes whether the accuracy of outlook hog price forecasts can be improved 
through composite forecasts in a true out-of-sample context.  This requires a sub-sample 
for individual model fitting, a composite forecasts training period and a final sub-period 
for evaluation.  Price forecasts from four well recognized outlook programs are combined 
with futures-based forecasts, a univariate ARIMA model, and an unrestricted Vector 
Autoregressive (VAR) model under several alternative combining techniques.   
RMSE results over the out-of-sample 1994.I-2007.IV period indicate that taken 
alone, futures beats outlook forecasts at most horizons.  However, based on the MDM 
test of significance in RMSE differences, futures are statistically superior to outlook in 5 
out of 11 cases.  In terms of the forecast combinations, results show that most procedures 
provide smaller RMSEs than outlook forecasts alone with numerous comparisons being 
statistically significant.  However, the advantage from using futures and composite 
forecasts seems to decrease the longer the forecast horizon considered, with the exception 
of the equal-weighted combination.  This method significantly outperforms all outlook 
forecasts at most forecast horizons.  Differences among alternative composite procedures 
demonstrate that the equal-weighted approach, the odds matrix and the composite based 
on the historical MSE, all methods that do not require the estimation of the error 
covariances, show a statistically significant superiority that tends to increase at further 
horizons. 
The improvements obtained from forecast combinations in a true out-of-sample 
comparison are estimated in terms of the performance of outlook and futures forecasts 
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alone.  Given its relative superiority the simple equal-weighted composite forecast is 
selected for the analysis.  Results clearly indicate how outlook forecasts can benefit from 
a simple equal-weighted average combination.  On average, the simple average provides 
smaller RMSEs than those from outlook by -16.39%, -18.17%, and -7.21% at first, 
second and third horizon, respectively.  Relative to the futures-based forecasts, the 
improvements are not necessarily large but they are in a similar direction, especially at 
longer horizons.  It is hard for the simple average to beat futures at the first horizon but it 
reduces futures errors by an average of -5.89% at the second and third horizons.     
Results from the Henriksson and Merton (1981) test of directional accuracy show 
that, with only four exceptions, all price forecasts evaluated, across outlook programs and 
horizons, reject the null of no timing ability implying they all have value for decision 
makers.  In terms of the percentage of directionally correct forecasts, outlook forecasts 
are in general outperformed by all individual and composite forecasts.  The simple 
average have a correct direction in its predictions 76.4% of the time, which is an 
outstanding performance if compared to the average of all composite forecasts of 74.9% 
across programs and horizons.   
In sum, results from this study identify noticeable advantages, statistically 
significant in some cases, from the combination of outlook forecasts, market and time-
series forecasts under several different techniques.  In contrast to previous research, 
composite forecasts are estimated and evaluated in a true out-of-sample context.  The 
trade-off between bias and efficiency extensively discussed in the forecast combination 
literature immediately arises in this study.  On one side there exists a bias for imposing 
equal weights for each individual forecast, independent of relative accuracy, which is 
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clearly a suboptimal scheme.  But there also exists a cost in efficiency by estimating the 
weights with methods that require the estimation of the error covariances.  Results from 
this essay provide evidence that the cost of error estimations in the parameters generally 
is higher than the cost of biased and arbitrary equal weights.  These results are consistent 
with previous findings in the literature (Clemen 1989; Makridakis and Hibon 2000; Stock 
and Watson 2004; Capistran and Timmerman 2009; Issler and Lima 2009; Smith and 
Wallis 2009).   
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Figure 4.1. Estimated weights using the restricted-OLS composite approach, Iowa, 
one-, two-, and three-quarter ahead, 1994.I-2007.IV
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Figure 4.2. Forecast errors for Iowa, equal-weights and restrictive-OLS composite 
approaches, one-, two-, and three-qtr. ahead ($/cwt.), 1994.I-2007.IV
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SUMMARY AND CONCLUSION 
 
The performance and economic value of public outlook forecasts has been of continuing 
interest to agricultural economists and market participants.  The predictive accuracy of 
the price forecasts released by these programs has been evaluated in terms of the 
performance of alternative forecasts obtained through econometric models, time-series 
models and futures markets (e.g., Bessler and Brandt 1981, 1992; Irwin, Gerlow, and Liu 
1994; Sanders and Manfredo 2003, 2004, 2005).   
This dissertation expands previous research by investigating the overall 
performance of public outlook forecasts in livestock markets.  In particular, this 
dissertation provides new and powerful evidence on the performance of outlook forecasts 
relative to futures prices in hog and cattle markets over the last three decades and 
evaluates numerous time-series models and combinatory procedures as forecasting 
techniques to improve the predictability of hog price outlook forecasts.  Many of these 
forecasting techniques have never been applied to livestock markets.  Quarterly data from 
the mid- to late-1970s through 2007 for up to three-quarter ahead is available from four 
prominent outlook programs: University of Illinois/Purdue University, Iowa State 
University, University of Missouri, and the Economic Research Service of the U.S. 
Department of Agriculture (USDA). 
In the first essay, a comprehensive evaluation of the performance of outlook 
forecasts relative to futures prices over the last three decades is conducted.  Based on the 
efficient market hypothesis, futures prices, when available, are considered the “gold 
standard” for evaluating forecast accuracy.  With few exceptions, previous research finds 
that outlook forecasts are no more accurate, and often less accurate, than comparable 
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futures prices.  Results of this essay indicate that the difference between outlook and 
futures in root mean squared error (RMSE) terms is relatively small in most cases.  
Despite this, differences are found to be statistical significant for most of the cases in 
hogs and two cases in cattle.  In directional terms, outlook forecasts beat futures prices 
only 2 out of 11 times in hogs and 1 out of 7 times in cattle.  Encompassing test results 
provide more favorable evidence on the performance of outlook forecasts than RMSE 
tests.  The null hypothesis that futures forecasts encompass outlook forecasts is rejected 
in 5 of 11 cases for hogs and 4 of 7 cases for cattle.  Composite weights given to outlook 
forecasts in the regression estimates are relatively large across programs, horizons, and 
markets.  Results provide limited evidence of changes in the informational content of 
outlook forecasts relative to futures over the last three decades.  Overall, our findings 
show that a combination of futures and outlook forecasts generally provide a lower 
RMSE than futures alone, and therefore, outlook forecasts of hog and cattle prices 
provide incremental information relative to futures prices.  Previous studies of livestock 
outlook forecasts and futures typically reach less favorable conclusions and the difference 
in conclusions is most likely due to the use of small samples of outlook forecasts and/or 
the omission of encompassing-type tests.   
The second essay investigates the predictive accuracy of hog price forecasts 
provided by the Iowa State University outlook program relative to numerous time-series 
and market price forecasts.  Outlook price forecasts are compared to forecasts from 
ARIMA, vector autoregression (VAR), and Bayesian vector autoregression (BVAR) 
models, as well as specifications designed to allow for instabilities in market 
relationships and a futures-based market forecast.  Models are fit over the 1975.I—
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1999.IV sample period and evaluated over 2000.I—2007.IV.  Findings suggest that the 
accuracy of the outlook hog price forecasts can be improved.  In RMSE comparisons, 
VARs estimated with Bayesian procedures that allow for some degree of flexibility and 
model averaging consistently outperform Iowa outlook estimates at all forecast horizons 
but differences are not statistically robust.  However, results from the encompassing tests 
indicate that many price forecasts can add incremental information to the Iowa forecast.  
Even with the use of simple time-series models, the findings highlight the efficacy of 
improving Iowa’s price forecasting performance via composite procedures.  It is difficult 
to identify which model is preferred, but from a practical perspective, combining Iowa 
outlook and a simple unrestricted VAR could be a useful and low-cost approach to 
improving performance.  Finally, both individually and in a composite framework, the 
performance of futures prices at the first horizon is stellar, but weaker at distant horizons, 
suggesting that the value of market forecasts lies primarily in the short-run.    
Findings on the first and second essay of this dissertation highlight the promising 
benefits of forecast combinations in livestock markets.  Forecast combination is a well-
established approach when two or more competing forecasts are available and theoretical 
and empirical research on combinatorial forecast methods is extensive.  The weight of the 
evidence suggests it is difficult to outperform simple averages.  The focus on the third 
essay is to investigate whether the accuracy of outlook hog price forecasts can be 
improved through alternative composite procedures in a true out-of-sample context.  A 
true out-of-sample forecast evaluation requires a sub-sample for individual model fitting, 
a composite forecast training period and a final third sub-period for evaluation.  This is an 
important step, not always fully considered, in assessing forecast performance.  Results 
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from the first and second essay are subject to this constraint.  Price forecasts from the 
same outlook programs analyzed in the first essay are combined with futures-based 
forecasts, univariate ARIMA models, and unrestricted Vector Autoregressive (VAR) 
models.  Composite methods considered include: equally-weighted averages, equally-
weighted averages with bias corrections, weights based on restricted and unrestricted 
regressions, time-varying weights based on mean squared error, an odds matrix approach 
and a simple and easy-to-compute shrinkage approach.   
RMSE results over the true out-of-sample period of 1994.I-2007.IV indicate that futures 
and most of the composite procedures outperform outlook forecasts alone with numerous 
comparisons being statistically significant based on the MDM test.  However, the 
advantage from using futures and composite forecasts decreases with the number of 
forecast horizons considered, with the exception of the equal-weighted combination.  
This method significantly outperforms all outlook forecasts at almost all forecast 
horizons.  Differences among composite procedures imply that the equal-weighted 
average and those approaches that do not require the estimation of the entire covariance 
matrix show a significant superiority that tends to increase at further horizons.  Results 
from the Henriksson-Merton directional test show that even though most of the forecasts 
reject the null of no market timing ability, outlook forecasts are in general outperformed 
by the others in terms of the percentage of directionally correct forecasts and the simple 
average shows an outstanding performance relative to other composite methods.  Overall, 
results clearly indicate how outlook forecasts can benefit from a simple average 
combination with significant RMSE reductions.  Forecast improvements from the simple 
average combination relative to futures alone are not always seen at the first horizon but 
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increase at longer horizons.  The findings are consistent with previous research (e.g., 
Clemen 1989; Smith and Wallis 2009) in the sense that the cost of estimation error in the 
weight parameters seems to be higher than any bias resulting from imposition of arbitrary 
equal weights in a simple average.   
Future research ideas emerge from this dissertation. For instance, additional 
research is needed to determine whether the findings of these three essays can be 
generalized to other agricultural markets, especially major grain markets such as corn, 
soybeans, and wheat.  Further research also is needed to determine whether the 
incremental value of outlook forecasts found in the first essay and the potential benefits 
of incorporating new techniques in the forecasting process is large enough to justify the 
cost of the outlook programs.  The point forecast evaluation performed in this dissertation 
could also be expanded to a performance evaluation of probability density forecasts 
(Bessler and Moore 1979; Tay and Wallis 2000).  Density forecast provide an estimate of 
the probability distribution of the possible futures values of the variable of interest, not 
only the expected value but also the uncertainty associated to it.  An increasing attention 
has been given to the theoretical and empirical research in this field and its application 
could provide interesting and new information to this research.  
In closing, the combined research in these three essays leads to a more 
comprehensive understanding of the performance of public outlook forecasts in livestock 
markets and potential ways of improving their accuracy through innovative forecasting 
techniques developed in the literature.  Results of this dissertation make a contribution to 
the ongoing debate about the economic value of public situation and outlook programs.  
The value of these programs has been debated for several reasons, including the growth 
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of private firms that provide relatively low cost information and market analysis of the 
type traditionally provided by public programs and evolving priorities within the USDA 
and Land-Grant Colleges of Agriculture.  Our findings also provide important new 
information about the efficiency of live/lean hog and live cattle futures markets.  Not 
only outlook specialists, but producers, agribusiness companies, and financial and 
livestock market users in general can benefit from this information.   
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Panel A.
Panel B.
-0.50
-0.30
-0.10
0.10
0.30
0.50
0.70
0.90
$/
cw
t.
Year.Quarter
Missouri futures var5 ar5
0.1
0.3
0.5
0.7
0.9
$/
cw
t.
Panel C.
Table A.15. Estimated weights using the restricted-OLS composite approach, 
Missouri, one-, two-, and three-quarter ahead, 1994.I-2007.IV
$/
cw
t.
-0.5
-0.3
-0.1
$/
cw
t.
Year.Quarter
Missouri futures var5 ar5
-0.5
-0.3
-0.1
0.1
0.3
0.5
0.7
0.9
$/
cw
t.
Year.Quarter
Missouri futures var5 ar5
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Panel A.
Panel B.
-0.5
-0.3
-0.1
0.1
0.3
0.5
0.7
0.9
$/
cw
t.
Year.Quarter
Purdue/Ill. futures var5 ar5
0.1
0.3
0.5
0.7
0.9
$/
cw
t.
Panel C.
Table A.16. Estimated weights using the restricted-OLS composite approach, 
Purdue/Illinois, one-, two-, and three-quarter ahead, 1994.I-2007.IV
$/
cw
t.
-0.5
-0.3
-0.1
$/
cw
t.
Year.Quarter
Purdue/Ill. futures var5 ar5
-0.5
-0.3
-0.1
0.1
0.3
0.5
0.7
0.9
$/
cw
t.
Year.Quarter
Purdue/Ill. futures var5 ar5
 142
Panel A.
-0.5
-0.3
-0.1
0.1
0.3
0.5
0.7
0.9
$/
cw
t.
Year.Quarter
USDA futures var5 ar5
Panel B.
Table A.17. Estimated weights using the restricted-OLS composite approach, 
USDA, one- and two-quarter ahead, 1994.I-2007.IV
$/
cw
t.
-0.5
-0.3
-0.1
0.1
0.3
0.5
0.7
0.9
$/
cw
t.
Year.Quarter
USDA futures var5 ar5
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Panel A.
Panel B.
-20
-15
-10
-5
0
5
10
15
20
$/
cw
t.
Year.Quarter
rest-OLS eq-weights Missouri
0
5
10
15
20
$/
cw
t.
Panel C.
Table A.18. Forecast errors for Missouri, equal-weights and restrictive OLS 
composite approaches, one-, two-, and three-qtr ahead ($/cwt.), 1994.I-2007.IV
$/
cw
t.
-20
-15
-10
-5
$/
cw
t.
Year.Quarter
rest-OLS eq-weights Missouri
-20
-15
-10
-5
0
5
10
15
20
$/
cw
t.
Year.Quarter
rest-OLS eq-weights Missouri
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Panel A.
Panel B.
-23
-18
-13
-8
-3
2
7
12
17
$/
cw
t.
Year.Quarter
rest-OLS eq-weights Purdue/Ill.
3
2
7
12
17
cw
t.
Panel C.
Table A.19. Forecast errors for Purdue/Illinois, equal-weights and restrictive OLS 
composite approaches, one-, two-, and three-qtr ahead ($/cwt.), 1994.I-2007.IV
$/
cw
t.
-23
-18
-13
-8
-$/
cw
t.
Year.Quarter
rest-OLS eq-weights Purdue/Ill.
-23
-18
-13
-8
-3
2
7
12
17
$/
cw
t.
Year.Quarter
rest-OLS eq-weights Purdue/Ill.
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Panel A.
-20
-15
-10
-5
0
5
10
15
20
$/
cw
t.
Year.Quarter
rest-OLS eq-weights USDA
Panel B.
Table A.20. Forecast errors for the USDA, equal-weights and restrictive OLS 
composite approaches, one- and two-quarter ahead ($/cwt.), 1994.I-2007.IV
$/
cw
t.
-20
-15
-10
-5
0
5
10
15
20
$/
cw
t.
Year.Quarter
rest-OLS eq-weights USDA
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