Automatic content extraction, classification and content-based retrieval are highly desired goals in intelligent remote sensing databases. Pixel level processing has been the common choice for both academic and commercial systems. We extend the modeling of remotely sensed imagery to three levels: Pixel level, region level and scene level. Pixel level features are generated using unsupervised clustering of spectral values, texture features and ancillary data like digital elevation models. Region level features include shape information and statistics of pixel level feature values. Scene level features include statistics and spatial relationships of regions. This chapter describes our work on developing a probabilistic visual grammar to reduce the gap between low-level features and high-level user semantics, and to support complex query scenarios that consist of many regions with different feature characteristics. The visual grammar includes automatic identification of region prototypes and modeling of their spatial relationships. The system learns the prototype regions in an image collection using unsupervised clustering. Spatial relationships are represented by fuzzy membership functions. The system automatically selects significant relationships from training data and builds visual grammar models which can also be updated using user relevance feedback. A Bayesian framework is used to automatically classify scenes based on these models. We demonstrate our system with query scenarios that cannot be expressed by traditional region or scene level approaches but where the visual grammar provides accurate classifications and effective retrieval.
Introduction
Remotely sensed imagery has become an invaluable tool for scientists, governments, military, and the general public to understand the world and its surrounding environment. Automatic content extraction, classification and content-based retrieval are highly desired goals in intelligent remote sensing databases. Most of the current systems use spectral information or texture features as the input for statistical classifiers that are built using unsupervised or supervised algorithms. The most commonly used classifiers are the minimum distance classifier and the maximum likelihood classifier with a Gaussian density assumption. Spectral signatures and texture features do not always map conceptually similar patterns to nearby locations in the feature space and limit the success of minimum distance classifiers. Furthermore, these features do not always have Gaussian distributions so maximum likelihood classifiers with this assumption fail to model the data. Image retrieval systems also use spectral or texture features 2 to index images and then apply distance measures 3 in these feature spaces to find similarities. However, there is a large semantic gap between the low-level features and the high-level user expectations and search scenarios.
Pixel level processing has been the common choice for both academic and commercial land cover analysis systems where classifiers have been applied to pixel level measurements. Even though most of the proposed algorithms use pixel level information, remote sensing experts use spatial information to interpret the land cover. Hence, existing systems can only be partial tools for sophisticated analysis of remotely sensed data where a significant amount of expert involvement becomes inevitable. This motivated the research on developing algorithms for regionbased analysis with examples including conceptual clustering, 38 region growing 9 and Markov random field models 34 for segmentation of natural scenes; hierarchical segmentation for image mining; 41 rule-based region classification for flood monitoring; 20 region growing for object level change detection; 13 boundary delineation of agricultural fields; 32 and task-specific region merging for road extraction and vegetation area identification.
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Traditional region or scene level image analysis algorithms assume that the regions or scenes consist of uniform pixel feature distributions. However, complex query scenarios and image scenes of interest usually contain many pixels and regions that have different feature characteristics. Furthermore, two scenes with similar regions can have very different interpretations if the regions have different spatial arrangements. Even when pixels and regions can be identified correctly, manual interpretation is necessary for studies like landing zone and troop movement planning in military applications and public health and ecological studies in civil applications. Example scenarios include studies on the effects of climate change and human intrusion into previously uninhabited tropical areas, and relationships between vegetation coverage, wetlands and habitats of animals carrying viruses that cause infectious diseases like malaria, West Nile fever, Ebola hemorrhagic fever and tuberculosis. 12, 30 Remote sensing imagery with land cover maps and spatial analysis is used for identification of risk factors for locations to which infections are likely to spread. To assist developments in new remote sensing applications, we need a higher level visual grammar to automatically describe and process these scenarios.
Insightful Corporation's VisiMine system 17, 18 supports interactive classification and retrieval of remotely sensed images by modeling them on pixel, region and scene levels. Pixel level characterization provides classification details for each pixel with regard to its spectral, textural and ancillary (e.g. DEM or other GIS layers) attributes. Following a segmentation process that computes an approximate poly-gon decomposition of each scene, region level features describe properties shared by groups of pixels. Scene level features describe statistical summaries of pixel and region level features, and the spatial relationships of the regions composing a scene. This hierarchical scene modeling bridges the gap between feature extraction and semantic interpretation. VisiMine also provides an interactive environment for training customized semantic labels from a fusion of visual attributes.
Overviews of different algorithms in VisiMine were presented in our recent papers. 26, 25, 23, 24, 19, 17, 16, 18 This chapter describes our work on developing a probabilistic visual grammar 4 for scene level image mining. Our approach includes learning prototypes of primitive regions and their spatial relationships for higher-level content extraction, and automatic and supervised algorithms for using the visual grammar for content-based retrieval and classification.
Early work on spatial relationships of regions in image retrieval literature included the VisualSEEk project 37 where Smith and Chang used representative colors, centroid locations and minimum bounding rectangles to index regions, and computed similarities between region groups by matching them according to their colors, absolute and relative locations. Berretti et al. 5 used four quadrants of the Cartesian coordinate system to compute the directional relationship between a pixel and a region in terms of the number of pixels in the region that were located in each of the four quadrants around that particular pixel. Then, they extended this representation to compute the relationship between two regions using a measure of the number of pairs of pixels in these regions whose displacements fell within each of the four directional relationships. Centroids and minimum bounding rectangles are useful when regions have circular or rectangular shapes but regions in natural scenes often do not follow these assumptions.
Previous work on modeling of spatial relationships in remote sensing applications utilized the concept of spatial association rules. Spatial association rules 15, 24 represent topological relationships between spatial objects, spatial orientation and ordering, and distance information. A spatial association rule is of the form X → Y (c%), where X and Y are sets of spatial or non-spatial predicates and c% is the confidence of the rule. An example spatial association rule is prevalent endmember(x,concrete) ∧ texture class(x,c 1 ) → close to(x,coastline) (60%). This rule states that 60% of regions where concrete is the prevalent endmember and that texture features belong to class c 1 are close to a coastline. Examples of spatial predicates include topological relations such as intersect, overlap, disjoint, spatial orientations such as left of and west of, and distance information such as close to or far away.
Similar work has also been done in the medical imaging area but it usually requires manual delineation of regions by experts. Shyu et al. 36 developed a contentbased image retrieval system that used features locally computed from manually delineated regions. Neal et al. 28 developed topology, part-of and spatial association networks to symbolically model partitive and spatial adjacency relationships of anatomical entities. Tang et al. 39, 40 divided images into small sub-windows, and trained neural network classifiers using color and Gabor texture features computed from these sub-windows and the labels assigned to them by experts. These classifiers were then used to assign labels to sub-windows in unknown images, and the labels were verified using a knowledge base of label spatial relationships that was created by experts. Petrakis and Faloutsos 29 used attributed relational graphs to represent features of objects and their relationships in magnetic resonance images. They assumed that the graphs were already known for each image in the database and concentrated on developing fast search algorithms. Chu et al.
7 described a knowledge-based semantic image model to represent image objects' characteristics. Graph models are powerful representations but are not usable due to the infeasibility of manual annotation in large databases. Different structures in remote sensing images have different sizes so fixed sized grids cannot capture all structures either.
Our work differs from other approaches in that recognition of regions and decomposition of scenes are done automatically, and training of classifiers requires only a small amount of supervision in terms of example images for classes of interest. The rest of the chapter is organized as follows. An overview of hierarchical scene modeling is given in Sec. 2. The concept of prototype regions is defined in Sec. 3. Spatial relationships of these prototype regions are described in Sec. 4. Algorithms for image retrieval and classification using the spatial relationship models are discussed in Secs. 5 and 6, respectively. Conclusions are given in Sec. 7.
Hierarchical Scene Modeling
In VisiMine, we extend the modeling of remotely sensed imagery to three levels: Pixel level, region level and scene level. Pixel level representations include land cover labels for individual pixels (e.g. water, soil, concrete, wetland, conifer, hardwood). Region level representations include shape information and labels for groups of pixels (e.g. city, residential area, forest, lake, tidal flat, field, desert). Scene level representations include interactions of different regions (e.g. forest near a water source, city surrounded by mountains, residential area close to a swamp). This hierarchical scene representation aims to bridge the gap between data and highlevel semantic interpretation.
The analysis starts from raw data. Then, features are computed to build classification models for information fusion in terms of structural relationships. Finally, spatial relationships of these basic structures are computed for higher level modeling. Levels of the representation hierarchy are described below.
Raw Data
The lowest level in the hierarchy is the raw data. This includes multispectral data and ancillary data like Digital Elevation Models (DEM) or GIS layers. Examples are given in Figs. 1(a)-1(b).
Features
Feature extraction is used to achieve a higher level of information abstraction and summarization above raw data. To enable processing in pixel, region and scene levels, we use the following state-of-the-art feature extraction methods:
• Pixel level features:
(1) Statistics of multispectral values, (2) Spectral unmixing for surface reflectance (spectral mixture analysis), (6) Elevation, slope and aspect computed from DEM data, (7) Unsupervised clustering of spectral or texture values.
• Region level features:
(1) Segmentation to find region boundaries (a Bayesian segmentation algorithm under development at Insightful, a hierarchical segmentation algorithm, 41 and a piecewise-polynomial multiscale energy-based region growing segmentation algorithm 14 ), (2) Shape information as area, perimeter, centroid, minimum bounding rectangle, orientation of the principal axis, moments, and roughness of boundaries, (3) Statistical summaries (relative percentages) of pixel level features for each region.
• Scene level features:
(1) Statistical summaries of pixel and region level features for each scene, 
Structural Relationships
We use a Bayesian label training algorithm with naive Bayes models 35 to perform fusion of multispectral data, DEM data and the extracted features. The Bayesian framework provides a probabilistic link between low-level image feature attributes and high-level user defined semantic structure labels. The naive Bayes model uses the conditional independence assumption and allows the training of class-conditional probabilities for each attribute. Training for a particular semantic label is done using user labeling of pixels or regions as positive or negative examples for that particular label under training. Then, the probability of a pixel or region belonging to that S. Aksoy et al. show features computed from DEM data using 3 × 3 windows around each pixel. These pixel level features are used to compute structural relationships for image classification and retrieval.
semantic class is computed as a combination of its attributes using the Bayes rule (e.g. probability of a region being a residential area given its spectral data, texture features and DEM data). Figures 2(b) and 2(d) show examples for labels assigned to regions using the maximum a posteriori probability rule.
Spatial Relationships
The last level in the hierarchy is scene modeling in terms of the spatial relationships of regions. Two scenes with similar regions can have very different interpretations if the regions have different spatial arrangements. Our visual grammar uses region labels identified using supervised and unsupervised classification, and fuzzy modeling of pairwise spatial relationships to describe high-level user concepts (e.g. bordering, invading, surrounding, near, far, right, left, above, below). Fuzzy membership functions for each relationship are constructed based on measurements like region perimeters, shape moments and orientations. When the area of interest consists of multiple regions, the region group is decomposed into region pairs and fuzzy logic is used to combine the measurements on individual pairs. Combinations of pairwise relationships enable creation of higher level structures that cannot be modeled by individual pixels or regions. For example, an airport consists of buildings, runways and fields around them. An example airport scene and the automatically recognized region labels are shown in Fig. 3 . As discussed in Sec. 1, other examples include a landing zone scene which may be modeled in terms of the interactions between flat regions and surrounding hills, public health studies to find residential areas close to swamp areas, and environmental studies to find forests near water sources. The rest of the chapter describes the details of the visual grammar. 
Prototype Regions
The first step to construct a visual grammar is to find meaningful and representative regions in an image. Automatic extraction of regions is required to handle large amounts of data. To mimic the identification of regions by experts, we define the concept of prototype regions. A prototype region is a region that has a relatively uniform low-level pixel feature distribution and describes a simple scene or part of a scene. Spectral values or any pixel-level feature listed in Sec. 2.2 can be used for region segmentation. Ideally, a prototype is frequently found in a specific class of scenes and differentiates this class of scenes from others. In addition, using prototypes reduces the possible number of associations between regions and makes the combinatorial problem of region matching more tractable. (This will be discussed in detail in Secs. 5 and 6.)
VisiMine uses unsupervised k-means and model-based clustering to automate the process of finding prototypes. Before unsupervised clustering, image segmentation is used to find regions in images. Interesting prototypes in remote sensing images can be cities, rivers, lakes, residential areas, tidal flats, forests, fields, snow, clouds, etc. Figure 4 shows example prototype regions for different LANDSAT images. The following sections describe the algorithms to find prototype regions in an image collection.
K-means Clustering

K-means clustering
8 is an unsupervised algorithm that partitions the input sample into k clusters by iteratively minimizing a squared-error criterion function. Clusters are represented by the means of the feature vectors associated with each cluster.
In k-means clustering the input parameter k has to be supplied by the user. Once the training data is partitioned into k groups, the prototypes are represented by the cluster means. Then, Euclidean distance in the feature space is used to match regions to prototypes. The degree of match, τ ij , between region i and prototype j is computed as
where x i is the feature vector for region i and µ t is the mean vector for cluster t.
Model-based Clustering
Model-based clustering 8 is also an unsupervised algorithm to partition the input sample. In this case, clusters are represented by parametric density models. Parametric density estimation methods assume a specific form for the density function and the problem reduces to finding the estimates of the parameters of this specific form. However, the assumed form can be quite different from the true density. On the other hand, non-parametric approaches usually require a large amount of training data and computations can be quite demanding when the data size increases. Mixture models can be used to combine the advantages of both parametric and non-parametric approaches. In a mixture model with k components, the probability of a feature vector x is defined as
where α j is the mixture weight and p(x|j) is the density model for the j'th component. Mixture models can be considered as semi-parametric models that are not necessarily restricted to a particular density form but also have a fixed number of parameters independent of the size of the data set.
The most commonly used mixture model is the Gaussian mixture with the component densities defined as
where µ j is the mean vector and Σ j is the covariance matrix for the j'th com-ponent respectively, and q is the dimension of the feature space, x ∈ R q . The Expectation-Maximization (EM) algorithm 27 can be used to estimate the parameters of a mixture. The EM algorithm first finds the expected value of the data log-likelihood using the current parameter estimates (expectation step). Then, the algorithm maximizes this expectation (maximization step). These two steps are repeated iteratively. Each iteration is guaranteed to increase the log-likelihood and the algorithm is guaranteed to converge to a local maximum of the likelihood function.
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The iterations for the EM algorithm proceed by using the current estimates as the initial estimates for the next iteration. The k-means algorithm can be used to determine the initial configuration. The mixture weights are computed from the proportion of examples belonging to each cluster. The means are the cluster means. The covariance matrices are calculated as the sample covariance of the points associated with each cluster. Closed form solutions of the EM algorithm for different covariance structures 6,1 are given in Table 1 . As a stopping criterion for the EM algorithm, we can use a threshold for the number of iterations or we can stop if the change in log-likelihood between two iterations is less than a threshold. 
Variable
Estimate
The number of components in the mixture can be either supplied by the user or chosen using optimization criteria like the Minimum Description Length Principle.
31,1 Once the mixture parameters are computed, each component corresponds to a prototype. The degree of match, τ ij , between region i and prototype j becomes the posterior probability τ ij = p(j|x i ). The maximum a posteriori proba-bility (MAP) rule is used to match regions to prototypes where region i is assigned to prototype j * as
Region Relationships
After the regions in the database are clustered into groups of prototype regions, the next step in the construction of the visual grammar is modeling of their spatial relationships. The following sections describe how relationships of region pairs and their combinations can be computed to describe high-level user concepts.
Second-order Region Relationships
Second-order region relationships consist of the relationships between region pairs. These pairs can occur in the image in many possible ways. However, the regions of interest are usually the ones that are close to each other. Representations of spatial relationships depend on the representations of regions. VisiMine models regions by their boundary pixels and moments. Other possible representations include minimum bounding rectangles, 37 Fourier descriptors 33 and graph-based approaches.
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The spatial relationships between all region pairs in an image can be represented by a region relationship matrix. To find the relationship between a pair of regions represented by their boundary pixels and moments, we first compute
• perimeter of the first region, π i • perimeter of the second region, π j • common perimeter between two regions, π ij • ratio of the common perimeter to the perimeter of the first region, r ij = πij πi
• closest distance between the boundary pixels of the first region and the boundary pixels of the second region, d ij • centroid of the first region, ν i • centroid of the second region, ν j • angle between the horizontal (column) axis and the line joining the centroids, θ ij where i, j ∈ {1, . . . , n} and n is the number of regions in the image. The distance d ij is computed using the distance transform. 11 Given a particular region A, to each pixel that is not in A, the distance transform assigns a number that is the spatial distance between that pixel and A. Then, the distance between region A and another region B is the smallest distance transform value for the boundary pixels of B. The angle θ ij is computed as
where ν ir and ν ic are the row and column coordinates of the centroid of region i, respectively (see Fig. 5 for illustrations) . Then, the n × n region relationship matrix is defined as . Orientation of two regions is computed using the angle between the horizontal (column) axis and the line joining their centroids. In the examples above, θ ij is the angle between the c-axis and the line directed from the second centroid ν j to the first centroid ν i . It is used to compute the orientation of region i with respect to region j. θ ij increases in the clockwise direction, in this case θ 24 < 0 < θ 43 < θ 31 < θ 12 .
One way to define the spatial relationships between regions i and j is to use crisp (Boolean) decisions about r ij , d ij and θ ij . Another way is to define them as relationship classes. 33 Each region pair can be assigned a degree of their spatial relationship using fuzzy class membership functions. Denote the class membership functions by Ω c with c ∈ {DIS, BOR, INV, SUR, NEAR, FAR, RIGHT, LEFT, ABOVE, BELOW} corresponding to disjoined, bordering, invaded by, surrounded by, near, far, right, left, above and below, respectively. Then, the value Ω c (r ij , d ij , θ ij ) represents the degree of membership of regions i and j to class c.
Among the above, disjoined, bordering, invaded by and surrounded by are perimeter-class relationships, near and far are distance-class relationships, and right, left, above and below are orientation-class relationships. These relationships are divided into sub-groups because multiple relationships can be used to describe a region pair, e.g. invaded by from left, bordering from above, and near and right, etc. Illustrations are given in Fig. 6 .
For the perimeter-class relationships, we use the perimeter ratios r ij with the following trapezoid membership functions: • disjoined :
• bordering: 
• invaded by: 
• surrounded by: 
These functions are shown in Fig. 7(a) . The motivation for the choice of these functions is as follows. Two regions are disjoined when they are not touching each other. They are bordering each other when they have a common perimeter. When the common perimeter between two regions gets closer to 50%, the larger region starts invading the smaller one. When the common perimeter goes above 80%, the relationship is considered an almost complete invasion, i.e. surrounding. For the distance-class relationships, we use the perimeter ratios r ij , distances between region boundaries d ij and sigmoid membership functions with the constraint Ω NEAR (r ij , d ij ) + Ω FAR (r ij , d ij ) = 1. The membership functions are defined as:
• near :
otherwise.
(11)
• far :
These functions are shown in Fig. 7(b) . β is the parameter that determines the cut-off value when a region becomes more far than near, and α is the parameter that determines the crispness of the function. We first choose β to be a quarter of the image width, i.e. β = 0.25w where w is the image width, and then choose α to give a far fuzzy membership value less than 0.01 at distance 0, i.e. For the orientation-class relationships, we use the angles θ ij and truncated cosine membership functions with the constraint Ω RIGHT (θ ij ) + Ω LEFT (θ ij ) + Ω ABOVE (θ ij ) + Ω BELOW (θ ij ) = 1. The membership functions are defined as:
• right:
• left:
• above:
• below :
These functions are shown in Fig. 7(c) .
Note that the pairwise relationships are not always symmetric, i.e. Ω c (r ij , d ij , θ ij ) is not necessarily equal to Ω c (r ji , d ji , θ ji ). Furthermore, some relationships are stronger than others. For example, surrounded by is stronger than invaded by, and invaded by is stronger than bordering, e.g. the relationship "small region invaded by large region" is preferred over the relationship "large region bordering small region". The class membership functions are chosen so that only one of them is the largest for a given set of measurements r ij , d ij , θ ij . We label a region pair as having the perimeter-class, distance-class and orientation-class relationships
with the corresponding degrees
Higher-order Region Relationships
Higher-order relationships (of region groups) can be decomposed into multiple second-order relationships (of region pairs). Therefore, the measures defined in the previous section can be computed for each of the pairwise relationships and can be combined to measure the combined relationship. The equivalent of the Boolean "and" operation in fuzzy logic is the "min" operation. For a combination of k regions, there are
pairwise relationships. Therefore, the relationship between these k regions can be represented as lists of k 2 pairwise relationships using Eq. (17) as
with the corresponding degrees computed using Eq. (18) as
Example decompositions are given in Fig. 8 . These examples show scenarios that cannot be described by conventional region or scene level image analysis algorithms which assume the regions or scenes consist of pixels with similar feature characteristics.
Image Retrieval
To use the automatically built visual grammar models for image mining, users can compose queries for complex scene scenarios by giving a set of example regions or by selecting an area of interest in a scene. VisiMine encodes and searches for a query scene with multiple regions using the visual grammar as follows:
(1) Let k be the number of regions selected by the user. Find the prototype label for each of the k regions. (2) Find the perimeter ratio, distance and orientation for each of the k 2 possible region pairs. (3) Find the spatial relationship and its degree for these k regions using Eqs. (19) and (20) . Denote them byc t = {c t ij | i, j = 1, . . . , k, ∀i < j}, t = 1, 2, 3 and ρ t , t = 1, 2, 3, respectively. (4) For each image in the database, (a) For each query region, find the list of regions with the same prototype label as itself. Denote these lists by U i , i = 1, . . . , k. These regions are the candidate matches to query regions. Using previously defined prototype labels simplifies region matching into a table look-up process instead of expensive similarity computations between region features.
or alternatively according to max t=1,2,3
(c) The equivalent of the Boolean "or" operation in fuzzy logic is the "max" operation. To rank image tiles, use the distance
or alternatively the distance
Residential area is bordering city In some cases, some of the spatial relationships (e.g. above, right) can be too restrictive. The visual grammar also includes a DONT CARE relationship class that allows the user to constrain the searches based on the relationship groups he is interested in using the VisiMine graphical user interface. Relevance feedback can also be used to find the most important relationship class (perimeter, distance or orientation) for a particular query.
Example queries on a LANDSAT database covering Washington State in the U.S.A. and southern part of British Columbia in Canada are given in Figs. 9-13 . Traditionally, queries that consist of multiple regions are handled by computing a single set of features using all the pixels in the union of those regions. However, this averaging causes a significant information loss because features of pixels in different regions usually correspond to different neighborhoods in the feature space and averaging distorts the multimodal characteristic of the query. For example, averaging features computed from the regions in these query scenes ignores the spatial organization of concrete, soil, grass, trees and water in those scenes. On the other hand, the visual grammar can capture both feature and spatial characteristics of region groups. Fig. 9 . Search results for a scene where a residential area is bordering a city and both are bordering water, and a park is surrounded by a residential area and is also near water. Identified regions are marked by their minimum bounding rectangles. Decomposition of the query scene is given in Fig. 8(a) . Fig. 10 . Search results for a scene where a forest is bordering water and is also to the north of a residential area. Decomposition of the query scene is given in Fig. 8(b) . Fig. 11 . Search results for a scene where buildings, runways and their neighboring dry grass field are near a residential area. Decomposition of the query scene is given in Fig. 8(c) . Fig. 12 . Search results for a scene where a lake is surrounded by tree covered hills. Fig. 13 . Search results for a scene where a residential area and its neighboring park are both bordering water.
Image Classification
Image classification is defined here as a problem of assigning images to different classes according to the scenes they contain. Commonly used statistical classifiers require a lot of training data to effectively compute the spectral and textural signatures for pixels and also cannot do classification based on high-level user concepts because of the lack of spatial information. Rule-based classifiers also require significant amount of user involvement every time a new class is introduced to the system.
The visual grammar enables creation of higher level classes that cannot be modeled by individual pixels or regions. Furthermore, learning of these classifiers require only a few training images. We use a Bayesian framework that learns scene classes based on automatic selection of distinguishing (e.g. frequently occurring, rarely occurring) relations between regions.
The input to the system is a set of training images that contain example scenes for each class defined by the user. Let s be the number of classes, m be the number of relationships defined for region pairs, k be the number of regions in a region group, and t be a threshold for the number of region groups that will be used in the classifier. Denote the classes by w 1 , . . . , w s . VisiMine automatically builds classifiers from the training data as follows:
(1) Count the number of times each possible region group with a particular spatial relationship is found in the set of training images for each class. This is a combinatorial problem because the total number of region groups (unordered arrangements without replacement) in an image with n regions is n k and the total number of possible relationships (unordered arrangements with replacement) in a region group is m+(
. A region group of interest is the one that is frequently found in a particular class of scenes but rarely exists in other classes. For each region group, this can be measured using class separability which can be computed in terms of within-class and between-class variances of the counts as
where
} is the within-class variance, v i is the number of training images for class w i , z j is the number of times this region group is found in training image j, σ 2 B = var{ j∈wi z j | i = 1, . . . , s} is the between-class variance, and var{·} denotes the variance of a sample. (2) Select the top t region groups with the largest class separability values. Let x 1 , . . . , x t be Bernoulli random variables for these region groups, where x j = T if the region group x j is found in an image and x j = F otherwise. Let p(x j = T ) = θ j . Then, the number of times x j is found in images from class w i has a Binomial(
where v ij is the number of training images for w i that contain x j . The maximum likelihood estimate of θ j becomes
Using a Beta(1, 1) distribution as the conjugate prior, the Bayes estimate for θ j is computed as
Using a similar procedure with Multinomial and Dirichlet distributions, the Bayes estimate for an image belonging to class w i (i.e. containing the scene defined by class w i ) is computed as
In other words, discrete probability tables are constructed using v i and v ij , i = 1, . . . , s, j = 1, . . . , t, and conjugate priors are used to update them when new images become available via relevance feedback. (3) For an unknown image, search for each of the t region groups (determine whether x j = T or x j = F, ∀j) and compute the probability for each class using the conditional independence assumption as
Assign that image to the best matching class using the MAP rule as
Classification examples are given in Figs. 14-16. We used four training images for each of the classes defined as "clouds", "tree covered islands", "residential areas with a coastline", "snow covered mountains", "fields" and "high-altitude forests". These classes provide a challenge where a mixture of spectral, textural, elevation and spatial information is required for correct identification of the scenes. For example, pixel level classifiers often misclassify clouds as snow and shadows as water. On the other hand, the Bayesian classifier described above could successfully eliminate most of the false alarms by first recognizing regions that belonged to cloud and shadow prototypes and then verified these region groups according to the fact that clouds are often accompanied by their shadows in a LANDSAT scene. Other scene classes like residential areas with a coastline or tree covered islands cannot be identified by pixel level or scene level algorithms that do not use spatial information. The visual grammar classifiers automatically learned the distinguishing region groups that were frequently found in particular classes of scenes but rarely existed in other classes. 
Conclusions
In this chapter we described a probabilistic visual grammar to automatically analyze complex query scenarios using spatial relationships of regions and described algorithms to use it for content-based image retrieval and classification. Our hierarchical scene modeling bridges the gap between feature extraction and semantic interpretation. The approach includes unsupervised clustering to identify prototype regions in images (e.g. city, residential, water, field, forest, glacier), fuzzy modeling of region spatial relationships to describe high-level user concepts (e.g. bordering, surrounding, near, far, above, below), and Bayesian classifiers to learn image classes S. Aksoy et al. based on automatic selection of distinguishing (e.g. frequently occurring, rarely occurring) relations between regions.
The visual grammar overcomes the limitations of traditional region or scene level image analysis algorithms which assume that the regions or scenes consist of uniform pixel feature distributions. Furthermore, it can distinguish different interpretations of two scenes with similar regions when the regions have different spatial arrangements. We demonstrated our system with query scenarios that could not be expressed by traditional pixel, region or scene level approaches but where the visual grammar provided accurate classification and retrieval. Fig. 16 . Classification results for the "residential areas with a coastline" class which is automatically modeled by the distinguishing relationships of regions containing a mixture of concrete, grass, trees and soil (residential areas) with their neighboring blue regions (water).
Future work includes using supervised methods to learn prototype models in terms of spectral, textural and ancillary GIS features; new methods for user assistance for updating of visual grammar models; automatic generation of metadata for very large databases; and natural language search support (e.g. "Show me an image that contains a city surrounded by a forest that is close to a water source."). Insightful Corporation's InFact product is a natural language question answering platform for mining unstructured data. A VisiMine-InFact interface will be an alternative to the query-by-example paradigm by allowing natural language-based searches on large remote sensing image archives. This will especially be useful for users who do not have query examples for particular scenes they are looking for, or when transfer of large image data is not feasible over slow connections.
