Fuzzy systems, neural networks and its combination in neuro-fuzzy systems are already well established in data analysis and system control. Especially, neurofuzzy systems are well suited for the development of interactive data analysis tools, which enable the creation of rule-based knowledge from data and the introduction of a-priori knowledge into the process of data analysis. However, its recurrent variants -especially recurrent neuro-fuzzy models -are still rarely used. In this article a (hybrid) recurrent neuro-fuzzy model is presented which is designed for application in time series prediction and identification of dynamic systems. It has been implemented in a tool for the interactive design of hierarchical recurrent fuzzy systems.
Introduction
The main idea of neuro-fuzzy systems is to combine the advantages of fuzzy systems (e.g. interpretability, use of prior knowledge for initialization) with the learning capabilities of neural networks. Thus, using fuzzy rules, it is possible to interpret the network structure and to introduce prior knowledge to the learning process in a convenient way. A disadvantage of these approaches is that in most cases the quality of the solution result is reduced due to the constraints that ensure the interpretability. However, meanwhile a lot of models have been proposed for control [1, 2, 3] , classification [4, 5] and function approximation [6, 7] . For a detailed overview of neuro-fuzzy systems see, for example, [8, 2, 9] . Despite of the research that has already been done in the area of neuro-fuzzy systems the recurrent variants of this architecture are still rarely studied. One of the first approaches was presented in [10] . However, in contrast to pure feed-forward architectures, that have a static input-output behavior, recurrent models are able to store information of the past (e.g. prior system states) and are thus more appropriate for the analysis of dynamic systems. If pure feed-forward architectures are applied to these types of problems (e.g. prediction of time series data or physical systems), the obtained system data usually has to be preprocessed or restructured to map the dynamic information appropriately. In this paper a model is presented that was designed to learn and optimize a hierarchical fuzzy rule base with feedback connections. The model is restricted to optimize fuzzy systems using Mamdani-like fuzzy rules. Logistic or Gaussian-like fuzzy sets can be used to define the membership functions of the antecedents and Gaussian-like fuzzy sets to define the consequents. In the following the structure of the model and the used learning methods are described. Furthermore, an application example is presented.
Model Structure
The main idea of this model is to combine simple feedforward fuzzy systems -which may consist of just one rule -to arbitrary hierarchical models. Therefore, the interpretability of every part is ensured before, during and after optimization. Backward connections between the models are realized by time-delayed feedback links. The interpretability of the fuzzy sets is ensured by the use of coupled weights in the consequents (fuzzy sets, which are assigned to the same linguistic terms share their parameters) and in the antecedents (layer two). Furthermore, constraints can be defined, which have to be observed by the learning method, e.g. that the fuzzy sets have to cover the considered state space. A possible structure is shown in Figure 1 . A formal definition is given in the following. (iv) The output of the system for each output variable y k is computed by a weighted sum: To simplify the definition of recurrent systems, a fuzzy set may be used in a rules consequent and antecedent. Therefore, also fuzzy sets
might share the same parameters. Nevertheless, a fuzzy set may be used at most once in a rules consequent and antecedent, respectively. The used defuzzification method is a modified center of gravity approach (COG). The area below the Gaussian-like fuzzy sets is approximated -for performance reasons -by a triangle, where the center is defined as , respectively. Therefore, the area below
can be approximated by a trapezoid:
For the considered Gaussian-like fuzzy sets, this leads to
Learning Method
The learning approach is separated in two learning phases: rule base learning and rule base optimization.
The main idea of the rule base learning approach is to learn a hierarchically structured rule base of local sub- systems. This simplifies the introduction of prior knowledge and the interpretability of the complete rule base. To be able to learn subsystems, i.e. systems that use just a subset of input and output variables and probably additional inner variables, the algorithm supports the use of rule templates. These templates are used to define the variables and the belonging time delays that should be used for the creation of a specific subsystems. Thus, it is possible to optimize each subsystem independently of another, but it is also ensured that each subsystem, and thus the complete rule base, is still interpretable. The learning method used for each subsystem is motivated by the heuristics used in the NEFPROX model [7] . The algorithm requires an existing fuzzy partitioning for each considered domain. The proposed method for rule base optimization is motivated by the real-time recurrent learning method (RTRL) for recurrent neural networks [11] . The idea is to propagate the error obtained at the output units back through the rules of the (hierarchical) fuzzy system and adapt the fuzzy sets accordingly. If feed-back connections have to be considered, the fuzzy rule base is unfolded in time and the error is propagated back through time. A detailed description of the algorithm is given in the following. Let E be the total error (cost function to be minimized) of all output neurons k over all time steps t=0, ..., T:
be an error measure for output node k. Then the error gradient of error E(t) for an arbitrary parameter p of the considered fuzzy rule base is
Since the activation of a rule ) (t a r may depend on parameter p, the partial derivatives with respect to ) (t a r have to be considered. (For formal reasons a parameter of the fuzzy system is represented in the following by a function f, with f p (p):=p.) This leads to Furthermore, the derivatives of the input ) (t x i with respect to p have to be considered: Therefore, we finally obtain
Now, the specific derivatives have to be determined.
( four cases have to be considered: is an external input to the system, then
since the external input is independent from any parameter of the system (neglecting any external recurrences, which could not be handled by the system itself). We obtain and for logistic functions we obtain ( ). The remaining derivatives with respect to the considered parameter ) ( p f p are given in the following.
Derivations for Consequent Parameters
For the adaptation of the parameters can, analogous to ) (t a r and ) (t x i in the previous section, be considered as independent from the parameters, since the indirect dependencies have already been taken into account in (3.7) ). Let p be one of the considered parameters
we have (since p represents a parameter of the j-th fuzzy set assigned to input 
)) ( ( Based on Equations (3.4) and (3.7) we can now compute the error gradients for the parameters of the fuzzy sets.
Application Example
In the simple example presented in the following we try to identify a spring-mass-model, which can be defined by the differential equation As system parameters the values c=40, m=1 and x 0 =1 were used. A data set was generated by simulating the system for a period of 20 sec. with a (fixed step size ∆t=0.1) explicit fourth-order Runge-Kutta method and storing the values x(t) and v(t). To obtain a rule base that can be interpreted with respect to each variable, two rule templates -one for the computation of x and one for the computation of v -were defined for the rule base learning method. The domains x and v were partitioned by three Gaussian-like fuzzy sets (neg, zero, pos), while for each subsystem and delay independent fuzzy sets were defined with similar initial parameters. The use of independent fuzzy sets for output and (time-delayed) input is necessary to allow each system to scale between the output and input values. The rule base learning method yielded the following rules:
The learned rule base of the subsystems for the computation of x and v are similar to the rule base of a simple integrator (adder). So, we can suppose, that x is computed by integration of v, and v by integration of (negated) x. A comparison to the formal definition proved this assumption (Equation (4.1)). After rule base learning, the rule base was optimized for 4000 training cycles (complete propagations through time) using x and v as training data. Figure 2 depicts the learning progress. The learning terminated with a summed square error of E = 12.872, which is caused by the deviation from the frequency and amplitude of the physical system. In Figure 3 the position x and velocity v of the trained system and the validation data over time is shown (x and v given). To evaluate the performance of the presented approach for inner variables, in following runs either x or v was presented to the system for learning, thus the other variable was considered as unknown. The simulation run using just x for training yielded the best approximation of the amplitudes for x and v, while the system which was trained by use of v fits the frequencies very well (see Figure 3) . It has to be emphasized, that the only input to the system are the initial values x(0)=1 and v(0)=0. The system used its own output as input and just the error signal E i (t) -the difference between the system output and training data -for learning. 
Conclusions
As presented, the proposed model can be used to learn and optimize recurrent fuzzy rule bases using rule templates. Furthermore, the rule base optimization method can be used to optimize arbitrary hierarchical recurrent rule bases. Unfortunately, recurrent systems are usually more sensitive to small changes in the variables, since the (error prone) output of the system is also used as feedback input and therefore the error might reinforce itself. For that reason, it is usually more important to obtain a good approximation performance, than to ensure a good interpretability as it is usually the goal in the design of feed-forward neuro-fuzzy approaches. The learning constraints, which are used in feed-forward architectures to ensure a good interpretability of the learned fuzzy rule base, usually have to be relaxed or even neglected to obtain a working solution. However, as it is shown in the presented examples, it is still possible to interpret the obtained rule base and thus to extract knowledge about the analyzed system.
