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Experiments in Supersonic Turbulent Flow 
with Large Distributed Surface Injection 
F. L. FERNANDEZ* AND E. E. ZUKOSKIt 
California Institute of Technology, Pasadena, Calif. 
The mean velocity and pressure fields in a turbulent boundary layer on a Hat plate at Moo = 
2.6 are investigated for ratios of mass-How per unit area injected at the wall to that at the edge 
of the boundary layer (>'e) between 0 and 0.03. Two-dimensionality is demonstrated, and a 
similar How approached with linear growth of momentum and displacement thicknesses. A 
Howarth-Dorodnitsyn transformation for the normal coordinate is found to bring the data 
into good agreement with incompressible results for the same value of >'e. At the highest in-
jection rate, the transformed velocity profiles agree well with incompressible turbulent mixing 
layer results. Finally, the induced side forces are found to be comparable to those obtained 
by equivalent injection through a slot. 
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I. Introduction 
T HE normal injection of gas through a porous wall into a two-dimensional, turbulent boundary layer bounded by a 
supersonic stream can produce large changes in flow inclina-
tion angles and can induce an appreciable increase in surface 
pressure. At least three regimes exist for the uniform blow-
ing problem in a supersonic flow. First, when the skin-fric-
tion term in the integrated momentum equation is compar-
able to or larger than the injectant term, both skin friction 
and injectant flow rate influence the problem. Although the 
boundary-layer theory is applicable, no simple, self-similar 
solution can be obtained because of the skin-friction term. 
Second, when the injectant term is very large compared with 
the skin-friction term but the injectant momentum flux is 
small compared with the freestream momentum flux, the 
boundary-layer approach is still valid, and now self-similar 
solutions with a uniform external flow become possible. 
Finally, when the momentum flux of the injectant and free-
stream are comparable, the boundary-layer approach is not 
applicable. The problem studied in this paper is the second 
one, and the terms "large blowing rate" or "strong blmying 
rate" will be used to describe this (second regime), in contrast 
to the first one. The conditions obtained in this study neyer 
approach those of the third regime. A schematic diagram for 
the flowfield and pressure distribution for the second case is 
shown in Fig. 1. 
A survey of the literature indicates that both for low-speed 
and compressible flow, the effect of injection has been ex-
perimentally investigated, primarily with the vim\! of deter-
mining the effects on skin friction and heat transfer. Be-
eause of this, the data quoted in the literature are for injec-
tion rates so low that the velocity profiles, though altered, 
ean still be regarded as slightly perturbed boundary-layer 
profiles. 
Recent experiments have been performed by Hartunian 
and Spencerl at Moo = 4.5 for flow that was probably laminar 
and for truly massive injection rates. Unfortunately, the 
nature of their experiment did not allow for careful probing 
of the layer to determine velocity profiles. 
Incompressible data on turbulent flows with large injection 
have been reported by McQuaid,2 Mugalev,3 and Simpson. 4 
::'IIugalev's experiments were conducted on a plate mounted 
in a free jet. Because velocity profiles are given for only two 
stations in the flow, and no attempt was made to monitor or 
control the static pressure, these data are suspect. In a more 
carefully controlled experiment, McQuaid used a fle:-.:ible 
tunnel wall to maintain the tunnel static pressure constant 
and made detailed velocity measurements for a wide range of 
injection rates. Simpson's data are likewise characterized by 
a careful set of velocity surveys, although his injection rates 
are somewhat lower than McQuaid's. 
For compressible turbulent flows with large injection, only 
the data of Mugalev5 seem available, and these are included 
with the results presented herein. 
This paper discusses an experiment in which a similar, 
two-dimensional turbulent flow is approached by large blow-
ing into a turbulent boundary layer. The mean-flow quanti-
ties are measured and analyzed to determine the effect of the 
blowing rate and compressibility. A more detailed discussion 
of these results is given in Ref. 7. 
n. Experilllental Procedure 
The experiments were conducted in the ~upersonic ,,"ind 
tunnel of the Graduate Aeronautical Laboratories, Califol'llia 
Institute of Technology (GALCIT). The tunnel test section 
is 2 in. by 2t in. and the tunnel operates at a l\Iach number of 
2.6. The stagnation conditions for all runs were a pressure of 
740 mm Hg and a temperature of 80°F. The boundary layer 
on the tunnel wall was tripped near the nozzle throat to insure 
turbulent flow in the test section. At the start of injection, 
the boundary layer is about 0.12-in. thick. The model con-
sists of a uniformly porous, stainless-steel insert, 3.5-in. long 
by 2-in. wide, which forms part of the test-section wall and is 
separated from the tunnel side walls by swept fences. Figure 
2 is a schematic of the model mounted in the tunnel. Air was 
used as the primary injectant in the experiments, although 
some cases were run using helium to provide a check on the 
observed effect of compressibility. The total mass flow of air 
through the plate was measured, along with the temperature 
of the air in the model plenum and the back-face temperature 
of the porous plate. Both of these temperatures were found 
to be within a few degrees of the tunnel stagnation tempera-
ture for all runs. The ratio of wall mas~ flow per unit area to 
that in the freestream was varied from 0 to 0.045. 
The measurements taken included schlieren photographs to 
determine shock angles, static I)ressure, centerline Pitot pres-
sure, and hot-wire fluctuation measurements. The Pitot-
tube measurements were made using a flattened boundary-
layer probe at a series of stations in the flow for each of the 
injection rates considered. The Pitot tube used in the ex-
periments was fabricated from 0.083-in. o.d. stainless-steel 
tubing with a tip flattened to 0.007 in. by 0.100 in. and an 
opening of about 0.004 in. Thus, readings to \\-ithin 0.004 
in. from the wall were possible. The Pitot was pitched down 
at an angle of about 10° to the horizontal to allow minimum 
angle-of-attack effect within the injection layer. Experi-
ments showed that the probes used in these tests were in-
sensitive to angle-of-attack variations of ± 10° for subsonic 
and supersonic flows. The hot wire used was O.l-mil-diam 
platinum-rhodium mounted between two needles approxi-
mately 0.01 in. apart. The instrumentation used with the 
hot wire has been described by Behrens.6 
The Pitot pressure and y-position data were recorded w.;ing 
a Staham pressure transducer and a 40-turn helipot who~e 
outputs were connected directly to an x-y plotter. The 
horizontal and vertical Pitot drives used were accurate to 
within 0.001 in. Pi tot-tube contact with the wall was deter-
mined electrically. Very near the surface of ·the plate. where 
the streamlines are strongly curved, the Pitot reaukgs will 
have large errors due to the large angle of attack of the flow 
relative to the Pi tot axis. Static pressures were directly 
measured ahead of and behind the model (centerline and span-
SEPTEMBER 1969 SUPERSONIC TURBULENT FLOW WITH LARGE INJECTION 1761 
wise) and on the fences. Pressure tap locations are shown 
schematically in Fig. 2. 
Porous Plate Calibration 
The first stage of the experiment was devoted to determin-
ing the spatial uniformity of the porous plate. The plates 
used in the experiments were prepared from 10JL and 25JL 
sintered stainless-steel particles and had an average porosity 
of 40-45%. Although the porous section is best calibrated 
under actual tunnel operating conditions, this was not found 
practical in the present experiments, and instead, the as-
"embled plate and plenum configuration was surveyed under 
atmospheric external conditions using a constant-tempera-
ture hot-wire anemometer and a specially constructed plate-
facing Pitot tube. The wire used was O.l-mil-diam platinum-
rhodium, mounted between two needles approximately 0.030 
in. apart. The Pitot tube used was compoEed of thin-wall 
stainless-steel tubing with an o.d. of about 0.040 in. 
Very close to the surface of the 25JL plate, some large 
spatial fluctuations (",50%) in velocity were observed with 
both the Pitot and hot-wire probes. The wavelength of the 
fluctuations was about 0.04 in. and the mean velocities, 
calculated for lengths of this order, were found to be within 
10% of the over-all plate average value, indicating no large-
scale nonuniformity. Furthermore, the fluctuations decayed 
rapidly with distance from the surface, and at a distance of 0.1 
in. were within ± 5% of the over-all mean value. The decay 
with distance away from the plate would be expected to be 
more rapid in the low-density tunnel operating conditions. 
It might be mentioned here that the fluctuations observed 
on the 10JL plate were much smaller than those on the 25JL 
plate. Both plates were used during the experiments, and the 
resulting mean and fluctuating measurements indicated no 
effect of porosity. Details are included in Ref. 7. Finally, 
and perhaps most important, the over-all mean injection 
velocity at the plate calculated directly from the hot-wire 
measurements agreed in all cases within ± 5% with the value6 
obtained by taking the measured total mass flow to the plate 
and dividing by the ambient density and the measured plate 
surface area. Under tunnel operating conditions, the same 
agreement should exist between the mass flow per unit area 
determined by dividing the total (measured) mass flow to the 
plate by the plate area and that which would be measured 
directly. Hence, the quoted values of Am which follow can be 
considered accurate to within ± 5% (including flow-meter 
inaccuracies) . 
Schlieren Results 
The first set of tunnel runs were made to determine crudely 
the nature of the flowfield, and only schlieren photographs 
were taken (with and without side fences). These photo-
graphs showed remarkably straight bow shocks and linear 
growth of the edge of the mixing layers, and hence indicated 
the possibility that a similar flowfield had been established. 
However, the photographs als? indicated that transition re-
gions existed at either end of the porous plate, e.g., see Fig. 1. 
At the upstream end, the transition region required for ad-
justment of the initial turbulent layer to the injection ap-
peared to occupy about 5-10 initial boundary-layer thick-
nesses. At the downstream end, the expansion required by 
the end of injection appeared to propagate upstream over the 
porous plate a distance of about two boundary-layer thick-
nesses. 
Care was necessary at the higher blowing rates to insure 
that separation of the boundary layer did not occur at the 
downstream portion of the porous plate. Separation was 
prevented by redesign of the tunnel diffuser and by increasing 
the pumping capacity of the tunnel. 
In addition to this problem of dowrlstream separation, a 
separation of the initial boundary layer upstream of the 
Fig. 2 Schelllatic 
of lllodel in tunnel. 
.A-A ~ '-POROUS PLATE 
porous plate was encountered when the turning angle pro-
duced by blowing was greater than about 14°. This result is 
to be expected from earlier studies of turbulent boundary-
layer separation.8 
When all separation phenomena are avoided, the external 
flow produced by injection resembles that produced by a wall 
that turns toward the flow through a small angle and then, 
after a space, returns to its original direction. The transition 
regions at both turns and the uniform region between are 
present. This general picture of the flow is confirmed by 
Pitot pressure measurements discussed later. 
Static Pressure 
Perhaps the most difficult mean-flow quantity to determine 
in this kind of experiment is the static pressure. The use of 
standard pressure taps in the porous region may give results 
that are in error due to blowing, and, furthermore, any such 
taps may cause large nonuniformities in the injection distribu-
tion. In an attempt to circumvent this problem, pressure 
taps were installed on the fences as shown in Fig. 2. The 
question now becomes one of determining the correlation be-
tween the values of pressure as measured by the fence taps 
and the porous-plate static pressure. For no injection, the 
fence pressure-tap values agreed with the normal static taps 
ahead of and behind the model within a few percent. 
For the case of injection, the following procedure was fol-
lowed. First, Pitot traces were taken from the wall out to 
and across the induced shock wave. Figure 3 shows a typical 
Pitot trace taken (with side fences) at an intermediate injec-
tion rate. Two points are worth mentioning. The first is 
that the raw Pi tot traces were found to be similar when 
scaled with the thickness as determined from the maximum 
slope intercept shown in Fig. 3; the second is that, unlike 
normal turbulent boundary-layer Pitot profiles, the traces 
for large injection are quite inflected near the wall (i.e., slowly 
varying). 
Using the measured jump in Pitot pressure across the shock 
wave and knowing freestream conditions, the static pressure 
and flow deflection angle just behind the shock wave were 
calculated from the oblique shock equations. The angle was 
checked with that measured from the schlieren photographs. 
The flatness of the Pitot trace from the boundary-layer edge 
to the shock for various x stations and the uniformity of the 
shock Pitot pressure jump indicated a uniform (constant 
pressure) flow behind the shock. 
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Secondly, the fact that the Pitot pressure is slowly varying 
near the wall indicates that, regardless of angle of attack, 
the flow near the wall has a very small dynamic pressure, and 
the Pitot reading should be close to the static pressure. If 
this is so, then very near the wall there should be only a 
negligible effect of Pitot orientation. To verify this idea, a 
Pitot tube with an opening facing the plate was constructed 
and vertical traverses made. N ear the wall, good agreement 
was found between pressure measurements obtained with the 
modified and standard probes. This result indicates the 
validity of the preceding hypothesis. 
Finally, all four of these pressure values, i.e., the fence 
values, the values deduced from the shock jump, the plate-
facing Pitot value, and the value for the standard Pitot at the 
wall, were compared in the region where similar flow was ob-
served from the raw Pitot data. For all injection rates, these 
data agreed within 8%, and in the constant pressure region, the 
scatter showed no discernable trends due to various means of 
measurement. Hence, the fence taps give a valid value of 
plate static pressure and indicate the absence of any appreci-
able y-pressure gradient. 
In the region near the end of the plate, where the abrupt 
cessation of injection dominates the flow and causes severe 
streamline curvature, the readings from the fences were used 
alone to determine the pressure. As would be expected from 
the discussion under "Schlieren Results," a positive pressure 
gradient in the y direction shows the effect on the flow of the 
rapid expansion ncar the end of the injection. 
Data Reduction 
The Pitot data were reduced by using the measured static 
pressure and the Rayleigh Pitot formula to calculate the Mach 
number distribution. No corrections were made for the ef-
fect of angle of attack on the Pitot data, since at least two 
other effects must be included in this region to correct the Pitot 
data accurately. The first is the effect of Reynolds num-
ber on the reading, because the region of high angle of attack 
is also the region of low flow velocities and low densities. The 
second, a~d probably not as important, effect is that of the 
wall on thIS measurement. Hence, the data presented can be 
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Fig. 5 Hot-wire fluctuation measurmnents. 
expected to be in error (large relative error but small absolute 
error) near the wall. 
The final assumption made concerns the total temperature 
distribution in the layer. Since both the tunnel and model 
plenums are at room temperature, it was assumed that the 
total temperature everywhere in the layer was equal to the 
ambient value. With these assumptions, then, the velocity 
profiles were obtained and relevant integral properties were 
calculated using standard integration techniques and for-
mulas. 
III. Experill1ental Results 
Similarity and Two-Dimensionality 
Both the Pitot-tube traces and the schlieren photographs 
discussed in the previous section suggest that a region of flow 
over the plate exists where the velocity profiles are self-simi-
lar, i.e., scale linearly with the distance along the surface x. 
An example of this is shown in Fig. 4, where the velocity pro-
files for an intermediate injection rate are plotted. In Fig. 4, 
the momentum thickness () has bcen used to normalize the y 
coordinate, simply because it is subject to the minimum ex-
perimental error as compared, for example, wih the mixing-
layer edge. It is seen that in about 5-10 initial boundary 
thicknesses the velocity profiles become independent of x, 
and that this similarity continues until one reaches the rear 
region of the plate where the effect of the rapid expansion de-
stroys the similarity. Of course, the fact that mean-flow 
profiles appear similar does not necessarily indicate a self-
similar turbulent flow, and the small physical scale of this 
experiment is certainly subject to criticism. 
In or'der to try to verify this approach to similarity hot-
wire surveys were made at various stations on the ~orous 
plate. Figure 5 shows some of the results at an intermediate 
injection rate. In Fig. 5, the mean-square fluctuation value 
of the hot-wire voltage is plotted as a function of distance nor-
mal to the wall, y/o. The value of 0 used to normalize the 
y scale was obtained from maximum slope intercept point of 
the hot-wire data and agreed very well with the value of 0 
similarly obtained from the Pitot traces (e.g., Fig. 3). Al-
though quantitative reduction of the hot-wire data is ex-
tremely tedious in this flow, the raw hot-wire output can be 
used to check for similarity. This figure shows traces taken 
at various stations on the plate at a band width of 1-320 kHz. 
The rapid adjustment of the fluctuations from the no-blowing 
values to a reasonably similar trace would seem to verify the 
previous conclusions drawn from the mean-flow data. Fur-
ther results obtained using the hot wire as to similarity of, 
say, spectral distribution of fluctuation energies, showed the 
same approach to similarity. These are included in more 
detail in Ref. 7. 
The question of two-dimensionality of the flow is not as 
straight-forward to decide as is similarity. For example, if 
the fl{)w is two-dimensional, spanwise pressure measure-
ments taken ahead of and behind the model should be uni-
form (as indeed they are in these experiments). The con-
verse, however, is not true. Two methods were used to 
check for the two-dimensionality of the flow. The first was to 
integrate the continuity equation from the wall to the shock. 
In this case, one obtains 
(1) 
where 
0,* = IY' (1 - pu) dy, Aoo = pwVw (2) 
o P2U2 pooUoo 
e = the flow angle behind the shock, y, = the location of the 
shock, and where the subscript 2 refers to quantities directly 
behind the shock wave. The quantities contained on each 
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side of Eq. (1) can be obtained independently from experi-
mental measurements, and since it was found that in the 
similar region the shock is straight, the last term in Eq. (1) 
contributes nothing. Figure 6 presents a check of Eq. (1). 
In Fig. 6, the angle 8 deduced from the schlieren-measured 
shock angle and the results obtained by evaluating the right 
side of Eq. (1) from the measured velocity profiles is plotted as 
a function of Aw. The good agreement between the values of 
8 calculated by the two methods indicates that the flow is very 
close to two-dimensional. 
Figure 6 also shows independently one of the more interest-
ing results of the experiment: 8, the induced angle of flow 
deflection due to surface injection. It is seen that for Aoo as 
low as 0.04, deflection angles greater than 10° are induced, and 
these large angles produce significant pressures and side forces. 
The value of 8 increases very nearly linearly with Aoo up to 
about 8 = 12° at Aoo = 0.03, and more slowly for larger 
values of Aoo. The maximum value obtained is fixed by the 
upstream separation phenomena described under "Schlieren 
Results." 
A second check of two-dimensionality is to consider the 
integrated x-momentum equation. Assuming a boundary-
layer type flow, one obtains, for zero x-pressure gradient, the 
result 
dO 
dx [ C, ] J:0 pu ( u) A, 1 + - ; 0 == - 1 - - dy 2A, 0 p,u, U, (3) 
For the injection rates of this experiment, it can easily be 
shown that Ct/A, « 1, so that to a first approximation, 
dO/dx ~ A, or 0 = 00 + A,x (4) 
if the flow is two-dimensional. Figure 7 presents the values 
of 0 obtained from the velocity profiles plotted vs x and the 
slopes required to agree with Eq. (4). At the highest injec-
tion rate, where the uncertainty in calculating 0 is a maxi-
mum, the deviation is about 10%, and it is much less at 
lower injection rates. Hence, both methods indicate that a 
reasonably two-dimensional flow has been achieved. (Note 
that without the fences, agreement achieved by either 
method was much worse.) 
Since it has been shown that a similar, two-dimensional flow 
has been established, the velocity profiles measured in the 
similar region should be unique, i.e., should be independent of 
such incidental experimental details as the initial boundary-
layer thickness, and should depend only on such parameters 
as Mach number or blowing rate. From Eq. (1) it is seen 
that the natural parameter for the blowing rate is Ae = 
(Pwvw)/(p,u,) where the subscripts e denote conditions at the 
edge of the layer (p,u, = P2U2 for the uniform external flow 
caused by a straight shock). Plots of u/u, vs y/O are shown 
in Fig. 8. By increasing the value of Ac , a whole range of 
profile shapes can be obtained. At the highest injection rate, 
the velocity profiles are fully inflected and approach the free 
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Fig. 7 MOlnentum thickness variation. 
mixing-layer curve. Note that despite the great change in 
profile shape, the thickness of the layer, in terms of the 
momentum thickness, does not change greatly and remains 
close to 100 for A, :2: 0.004 (compared with the no-injection 
value at this Mach number 0 "" 130).§ 
Compressibility and Turbulent Mixing 
Two difficult questions that have not been answered for 
this type of flow are: first, the question of the effect of 
density variation across the layer on the mean-flow quantities; 
and second, the process by which the turbulent-fluid motion 
entrains the mass injected at the wall and mixes it with the 
external flow. Since a direct experimental explanation of the 
second question in supersonic flow is extremely difficult, it is 
useful to attempt first to determine the over-all effects of com-
pressibility on the mean-flow properties. If this can be done, 
then low-speed experiments, where direct, quantitative 
measurements of turbulent shearing stress are considerably 
simplified, can be used to help understand the mixing. 
For constant pressure flows with mass addition, corre-
spondence laws have been proposed by Jeromin,t4 Econo-
mos,t5 and Lewis. 16 However, all of these investigations 
have been concerned with injection rates that are low enough 
so that the skin friction is an important aspect of the problem 
and they cannot be directly extended to the case where 
C,/A,« 1. In particular, Jeromin's transformation does not 
reduce uniformly to the impermeable case (A, = 0). The 
point of view taken herein is to determine a correspondence 
rule directly from the data, without reference to the hypothe-
ses inherent in Refs. 14-16. 
As stated previously, the data of McQuaid2 and Simpson4 
include moderately high injection rates, and their careful 
monitoring of pressure by adjusting the tunnel walls insures 
he= 0 
Ae = 0.0038 
o >"e = 0.0080 
o Ae = 0.0126 
4 Ae =0.0190 
v Ae = 0.0290 
12 14 16 
Fig. 8 Effect of injection on mean-velocity profiles. 
§ At the lowest injection rate shown (Ae = 0.004), the ratio 
Ct/2AC = (C,/C,o)C,o/2AC "" t for C,o "" 0.0025 and Ct/C,o ob-
tained from the experiments of J eromin.14 Assuming C, /2Ae « 1 
is probably marginal for this case. 
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Fig. 9 COlnparison with low-speed data. 
a minimum pressure gradient in the flow direction. In addi-
tion, because the results of Fig. 8 indicate that boundary-layer 
velocity profiles approach the free mixing-layer values for 
large injection rates, the mixing-layer data of Liepmann and 
Laufer" will also be useful for comparison with the results ob-
tained at the high injection rates. 
According to Coles,lO sufficient conditions for transforma-
tion of a boundary-layer type flow from a low-speed or in-
compressible flow (barred quantities) to a compressible flow 
are: 
If;N = u(x), dx/dx = Hx), pay = 7J(x)poy (5) 
A result of this transformation is 
u = [u(x)/7J(x)]u 
which implies that at corresponding points 
u/u, = u/u, 
From (5), 
(6) 
(7) 
(8) 
where we assume y(y = 0) = 0, i.e., assume wall transforms 
into wall. The momentum thickness is given by 
.J:
oopu ( u) l.J:oou( u)po_ 8 == - 1 - - dy = - - 1 - ~ - dy 
o p,U, u, 7J(x) 0 U, U, p, 
or 
pO = 7J(x)p,8 
Combining (8) and (9), one obtains 
(9) 
~ = IoY ;. d (~) (10) 
at corresponding stations, which is a general form of the 
Howarth-Dorodnitsyn transformation. 
If the transformation shown in Eq. (10) is applicable, and 
if the only relevant parameter is the mass flow at the wall 
'''' co ....
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Fig. 10 Forll1 parall1eter cOll1parison. 
normalized by the edge value A, then the velocity profile 
u/u,{y/O} obtained at Moo = 2.6 should agree with the low-
speed data obtained for the same value of A, for large injec-
tion where A,/C, »1. However, note that this is not a. 
statement of fact. It is an assumption that must be verified 
experimentally. 
Figure 9 shows a comparison of the present data with the 
subsonic data for the injection rates closely corresponding to 
McQuaid's experiments. Also shown are the profiles obtained 
at the largest injection values and the data of Liepmann and 
Laufer. The good agreement indicates that for large injec-
tion rates the normalized velocity profiles do depend only on 
the properly normalized mass-flow rate. Note that at Moo = 
2.6 (compare Figs. 8 and 9), the transformation shown in. 
Eq. (10) gives about a factor of two reduction in scale. 
Hence, the good agreement between compressible and in-
compressible data is a sensitive check on the transformation. 
The profile obtained at the highest injection value also 
agrees well with the data of Liepmann and Laufer except near 
the wall. This discrepancy is to be expected, since the maxi-
mum injection rate shown is about 10-20% lower than the 
value obtained for the mixing layer. For this highest injec-
tion-rate data, the hot-wire surveys indicate (Ref. 7) a 
mean-square fluctuation voltage distribution through the 
layer which closely resembles the turbUlent-fluctuation in-
tensity data on free mixing layers. 9 However, quantitative 
verification of this agreement (i.e., actual reduction of the 
hot-wire fluctuation measurements) was not performed and, 
hence, no comparison is presented herein. 
The success of the transformation in comparing the velocity 
profiles suggests that the form p[trameter H = B* /0 can be 
similarly correlated. With the assumption of constant total 
temperature and the transformation of Eq. (10), one can 
show that 
H=(~) = [1'; IM,2+(I+ 1';1 JlU)H(A,)] (11) 
where H = b*/O is the value for an incompressible flow. 
Figure 10 shows the values of H determined from Eq. (11) 
and the measured values of M" 0*, and 8 at Moo = 2.6, and 
compares them with the results of McQuaid and Simpson at 
Ai 00 = O. Also included in Fig. 10 are the data of Danbergll 
at illoo = 6.2 and Mugalev5 at Ai 00 = 2.5 for both air-air and 
CO2-air injection. The agreement is good for the range where 
overlap exists. Furthermore, at the highest injection rate 
where the boundary layer is nearly separated, the value of H 
obtained from the experiments is close to the value for sepa-
rated flows (~4). Hence, it appears that H can be expressed 
solely as a function of A, for large injection rates regardless of 
density variation, and that the limiting velocity profile 
reached at A, '" 0.03 is the standard mixing-layer profile. 
'Vith this correspondence between the compressible and 
incompressible data established (A, = ~,), for large injection, 
the velocity defect relation proposed by Stevenson13 can be 
examined. For constant pressure flows with injection, 
Stevenson argues for a modified velocity defect law of the 
form 
2(Cd2Ae2)1/2[(1 + 2A,/C,)1/2 -
(1 + 2A,/C1U/U,)1/2] = BCY/B) (12) 
where BCY/b) is the same as that for the impermeable wall. 
For A,/C, « 1, Eq. (12) reduces to the normal velocity defect 
law and hence BCY/fJ) can be written as 
BCY/8he/Cf-+O = (2?r/KJ)[W(I) - W(y/B)] -(I/KJ InCY/b) (13) 
where Wand ?r are as given by ColesY 
For the other extreme, CdA, « 1, Eq. (12) reduces to 
2/A,1/2[1 - (U/U,)1/2] = BCY/b) (14) 
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Using the correspondence criteria obtained from Fig. 9, the 
compressible data can be plotted directly in defect form. fI 
As shown in Fig. 11, the defect relation shown in Eq. 14 does a 
fairly good job of collapsing the large injection data on a 
single curve even though A, varies by almost a factor of four. 
The low-speed data of McQuaid for high injection are also 
included in Fig. 11 and lie within the scatter of the compres-
sible data. Also indicated in Fig. 11 is a plot of Eq. 13, the 
defect function for no injection. The large injection data dif-
fer from the impermeable defect curve by about 15%. This 
difference, though small, was previously observed by Mc-
Quaid2 for the low-speed case. Since the main difference 
occurs in the region fij8 < 0.5, it a.ppears tha.t the data can be 
brought into reasonable agreement with Eq. (13) if the em-
pirical constant Kl varies by about 15% as injection is in-
creased. 
However, an important discrepancy exists between these 
results and the correlation Alberl2 obtained for compressible 
mixing layers. In examining the available experimental 
data on these layers, Alber found that the mass entrained 011 
the low-speed side of these layers was proportional to the 
square of the density ratio across the layer. In the present 
experiment, as injection was increased, the velocity profile 
of the layer approached that of the free mixing layer, but the 
mass entrained by the supersonic layer, at maximum blowing 
rate where its velocity profile was similar to that of a mixing 
layer, was about the same as for the low-speed mixing-layer 
case. In these experiments, the ratio of edge density to that 
at the wall was about two, and hence Alber's correlation 
predicts an entrainment rate about 300% too low. Further-
more, for Danberg's data in Fig. 10, the injection rate for 
which the H has been calculated is three times the value given 
by Alber's correlation. Clearly, Danberg's data do not repre-
sent a "blown off" boundary layer. 
Further experiments with a heated or cooled wall, at higher 
Mach numbers, or with foreign gas injection are necessary to 
establish rigorously this result and the appropriate coordi-
nate transformation. The problem also remains of establish-
ing what would occur to H and the velocity profiles if A, > 
0.03 could be obtained without the upstream separation oc-
curring. Both these problems are currently being examined 
at GALCIT. 
Shear-Stress Distribution 
With similar flow established, it is possible to use the 
velocity profiles shown in Fig. 8 to calculate the flow angles 
through the layer and the shear-stress distribution if one as-
sumes boundary-layer flow. The equations in the zero pres-
sure-gradient similar region are: 
Continuity 
(ojox)(pu) + (ojoy)(pv) = 0 (15) 
Momentum 
puaujox + pvoujoy = OT joy (16) 
Integrating Eq. (16) and using Eq. (15), together with the 
fact that dO j dx "'" A. and puj p.U, = fey j 0), one gets 
A {~_ ~ rille pu d (it) + 
• u. u, J 0 p,u, 0 
rille PU
2
2 
d (If)} (17) J 0 p,u, 0 
where Tw is the wall shear stress. Figure 12 shows the results 
of Eq. (17) as applied to the data presented in Fig. 8. From 
Eq. (17) one sees that the maximum value of (T - Tw)j 
'Ii For the experimental data 8 was taken to be such that 
U/U.!ji=8= 0.99. 
I.e 
+ 0,0126 
X D.D077} 
o 0.019 Mw '" 2.6 
~ 0.029 
• 0.0078) (2) 
.& 0.0126 MIJ)"" 0 (McQuaid ) 
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Fig.11 Velocity defect plot for eIlA,« 1. 
(PeU,2) occurs when 
rillS ~ d(!f) = 1 Jo p.U, 0 (18) 
The dividing streamline (1/; = 0) is defined by the point where 
Ic y pu d Icx pwVw d ~ y- - x o p,u. 0 p.u. (19) 
For constant injection and similar flow with dOjdx = A" 
Eqs. (18) and (19) are the same if the initial boundary laye;' 
is zero thickness. Hence, for a truly similar flow, indepen-
dent of initial boundary-layer thickness, the maximum value 
of shear stress should occur along the dividing streamline. 
The effect of finite initial boundary-layer thickness is to 
cause a discrepancy in the measured maximum in shear 
stress and the dividing streamline location as determined 
from Eq. (19). 
In Fig. 12, the point 1/; = 0 determined from (19) (a mass 
balance) is plotted. The close agreement with the maximum 
of T is still another check on the two-dimensional, similar 
nature of the experimental flow. It should be emphasized 
that in using Eq. (19), x is the actual distance from the be-
ginning of the porous plate and has not been corrected for any 
virtual origin effects. It might also be noted that factors 
other than the initial boundary-layer thickness might cause 
the small bias shown in Fig. 12; for example, the assumption 
of constant total temperature or the effect of Pitot-probe 
angle of attack might be responsible. 
The most important result shown in Fig. 12 is that, al-
though the shear stress at the wall is expected to be quite 
small, the maximum shear stress in the layer is several times 
the maximum value in the boundary layer with no injection, 
and this result emphasizes the important of turbulent mixing 
in this problem. For example, for the approaching boundary 
layer at the Reynolds number and Maeh number of these 
tests (ReO", 2000, M. = 2.6), 
IC/o = 2T",jp.u.2 Ixe=0 "'" 0.0025 
At the highest injection rate shown in Fig. 12, 
Tm.xj p.u.2IXe = 0.029 "'" 0.01 
Fig. 12 Boundary-
layer shear stress. 
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and this value is about four times larger than C/o. If one 
assumes Newtonian shearing stress, then at the wall one ob-
tains (from Fig. 8) 
[o(u/u)/o(y/8)h.e~0.029 0<.05 
So 
Tw/ p.u.21>.e = 0.029 = (I/Re8) (ILw/ ILe)O(U/Ue)/o(y/8) < 5 X 10-6 
for 8 ~ 0.09 in. and Re/in. ~ 2.2 X 105• Hence, for these 
high-injection rates, the wall stress is of no importance. 
Figure 13 presents an interesting combination of the results 
shown in Figs. 8 and 12 with Simpson's4 and Liepmann's9 
data. In Fig. 13, the normalized shear stress is plotted as a 
function of velocity for various injection rates and compared 
with the incompressible results. Note that in Fig. 13, for the 
present data, .the effect of wall shear is neglected, i.e., (T -
Tw)/(Tmax - Tw) ~ r/Trnax, for most of the layer. The plot 
shows an interesting insensitivity to both density and injec-
tion rate when C,/Ae «1. This insensitivity is most ap-
parent in the outer (wake) portion of the layer where u/u. ~ 
0.5. 
Induced Side Forces 
Another result that can be obtained from the data is the in-
duced side forces caused by the interaction of the injectant 
with the external stream. Assuming that C,/Ae« 1 and that 
H = ~* /8 can be expressed only as a function of Ae (regardless 
of density ratio across the layer) and using a Crocco integral 
relation for the total enthalpy in the layer, Lees18 has com-
bined the integral form of the boundary-layer continuity and 
momentum equations to obtain the following expression for 
the induced angle: 
tanS = A.ll + [(-y - 1)/21Me21 [1 + 
(Tw/T'oo)HIA.ll (20) 
By an iterative process, it is possible to obtain S { Ae,M e I or 
S{Aro,Mro} from Eq. (20) and Fig. 10. 
Calculations of the total side force produced by injection 
were made without taking account of upstream and down-
stream end effects, and consequently the total force for a 
plate of length L and unit width was calculated from F = 
(PelS) - Poo)L. Values of F ll!;>rmalized by the thrust of a 
sonic jet of the same mass-flow rate flowing into a vacuum, 
F •• , were calculated for 2.6 :'S: M", :'S: 8; O:'S: S :'S: 14°; 'Y = 
1.4, and 0.33 :'S: Tw/T,,,, :'S: 1.5. 
As would be expected from the excellent agreement between 
calculated and measured values of S { A",), shown in Fig. 6, 
calculated and experimental values of F /F •• for the M", = 2.6 
case agree well. The thrust ratio increased from 2.9 for 
very small values of /I.e to 3.5 at the maximum blowing rate of 
0.03 = A.. In addition, calculated values of F / F •• were 
within ± 10% of 3.2 for the whole range of parameters 
examined in the calculations. This value is slightly larger 
than similarly normaiized side forces obtained experimentally 
for concentrated injection of gases from narrow slots and into 
supersonic streams. 19 
Effect of the Finite-Plate Length 
Since the effect of large injection is to cause inflection of the 
mean velocity profiles and to move the sonic line away from 
the wall, the fact that the porous plate is finite in length could 
be felt upstream. The termination of injection causes an 
abrupt expansion of the flow with noticeable pressure varia-
tions normal to the wall and large pressure gradients in the 
stream wise direction. This effect is also readily observed in 
the velocity profiles. 
For all injection rates examined, the effect of the rapid 
expansion propagates about two final layer thicknesses up-
stream. Since the induced angles depend only on A. and Me, 
it seems reasonable to suppose that, in any experiment that 
attempts to investigate higher injection rates than the 
present values, the "few" thicknesses that are influenced by 
the end of the porous region will essentially cover the entire 
porous plate. For example, if the induced angle is 20°, and 
if the corner effect propagates upstream two or three layer 
thicknesses, then it is easily seen that regardless of the plate 
length, about 75-100% of the plate will be demoninated by 
the effect of the termination of injection. 
Hence, any theoretical analysis of the flowfield produced by 
injection rates much larger than the maximum used here 
must include this downstream interaction region. In this 
case, the flow will not be similar over most of the injection 
region. 
IV. Conclusions 
1) A self-similar, two-dimensional flowfield with linear 
growth has been established experimentally and its mean-
flow properties have been investigated. 
2) The results obtained at Moo = 2.6 can be brought into 
agreement with the available incompressible data on bound-
ary layers with moderately large injection by using a Howarth-
Dorodnitsyn type transformation. 
3) At the highest injection rate, the transformed mean-velo-
city profiles approach the free mixing-layer results. The 
amount of mass entrained at this point is close to that for a 
low-speed mixing layer (Ae ~ 0.025-0.03). 
4) Forces obtained with distributed injection are compar-
able to those obtained with injection through a slot for a given 
total mass-flow rate. 
5) At induced flow angles greater than about 140 , upstream 
separation of the boundary layer is observed. For any 
finite, porous plate length, the effect of the discontinuity in 
injection at the end of the region is felt increasingly farther 
upstream and is expected to dominate the entire flowfield for 
induced flow angles of about 20° or greater. 
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