This paper proposes a tutorial on the Data Clustering technique using the Particle Swarm Optimization approach. Following the work proposed by Merwe et al.
A gentle introduction
What is Clustering? Clustering can be considered the most important unsupervised learning problem so, as every other problem of this kind, it deals with finding a structure in a collection of unlabeled data [2] . We can also define the problem as the process of grouping together similar multidimensional data vectors into a number of clusters, or "bins" [1] . According to the methodology used by the algorithm, we can distinguish four standard categories: Exclusive Clustering, Overlapping Clustering, Hierarchical Clustering and Probabilistic Clustering [3] . Along with these well-established techniques, several authors have tried to leverage the Particle Swarm Optimization (PSO) [4] to cluster arbitrary data like, as an example, images. The contribution of Merwe and Engelbrecht [1] goes exactly along these lines, presenting two approaches for using PSO to cluster data along with an evaluation on six datasets and a comparison with the standard K-Means clustering algorithm.
While the reader can find an exhaustive description of the proposed algorithms on the original paper, in the rest of the work we will discuss our Matlab implementation of those algorithms together with a short but complete handbook for its usage. The remainder of this work is organized as follows. Section 2 provides a brief introduction to the PSO technique and its formal definition. Section 3 highlights the the benefits of PSO over state-ofthe-art K-Means algorithm. Section 4 deals with the main key points of the Matlab code, providing the insights required to tailor the code to other datasets or clustering needs. The idea behind the PSO algorithm can be traced back to a group of birds randomly searching for food in an area.
The PSO algorithm in pills
Particle Swarm Optimization (PSO) is a useful method for continuous nonlinear function optimization that simulates the so-called social behaviors. The proposed methodology is tied to bird flocking, fish schooling and generally speaking swarming the-ory, and it is an extremely effective yet simple algorithm for optimizing a wide range of functions [4] . The main insight of the algorithm is to maintain a set of potential solutions, i.e., particles, where each one represents a solution to an optimization problem. Recalling the idea of bird flocks, a straightforward example that describes the intuition of the algorithm is described in [5] and suppose a group of birds, randomly searching food in an area where there is only one piece of food. All the birds do not know where the food is but they know how far the food is in each time step. The PSO strategy is based on the idea that the best way to find the food is to follow the bird which is nearest to the food.
Moving back to the context of clustering, we can define a solution as a set of n-coordinates, where each one corresponds to the c-dimensional position of a cluster centroid. In the problem of PSOClustering it follows that we can have more than one possible solution, in which every n solution consists of c-dimensional cluster positions, i.e., cluster centroids (see Figures 2 and 3) . It is important to notice that the algorithm itself can be used in any dimensional space, even though in the this work only 2D and 3D spaces are taken into account for the sake of visualizing purposes. The aim of the proposed algorithm is then to find the best evaluation of a given fitness function or, in our case, the best spatial configuration of centroids. Since each particle represents a position in the N d space, the aim is then to adjust its position according to
• the particle's best position found so far, and
• the best position in the neighborhood of that particle.
To fulfill the previous statements, each particle stores these values:
• y i , its best position, found so far.
Using the above notation, intentionally kept as in [1] , a particle's position is adjusted according to:
In Equation (1) w is called the inertia weight, c 1 and c 2 are the acceleration constants, and both r 1,j (t) and r 2,j (t) are sampled from an uniform distribution U (0, 1). The velocity of the particle is then calculated using the contributions of (1) the previous velocity, (2) a cognitive component related to its best-achieved distance, and (3) the social component which takes into account the best achieved distance over all the particles in the swarm. The best position of a particle is calculated using the trivial Equation (3), which simply updates the best position if the fitness value in the current i-timestep is less than the previous fitness value of the particle.
The PSO is usually executed with a continuous iteration of the Equation (1) and Equation (2), until a specified number of iterations has been reached. An alternative solution is to stop when the velocities are close to zero, which means that the algorithm has reached a minimum in the optimization process.
One more time, it is important to notice that even if in [1] two kinds of PSO approaches are presented, respectively named gbest and lbest where the social components is basically bounded either to the current neighborhood of the particle rather than the entire swarm, in this work we refer only to the basic gbest proposal.
Before closing this section we need to introduce how to evaluate the PSO performance at each time step, i.e., a descriptive measure of the fitness of the whole particle set. Equation (4) implements this measure, where |C i,j | is the number of data vectors belonging to cluster C ij , z p is the vector of the input data belonging the C ij cluster, m j is the j-th centroid of the i-th particle in cluster C ij , N c is the number of clusters, and it can be described as follows.
In this example, we use two particles to cluster the given data using two clusters in 2 classes (dimensions). Each particle is represented using a green square, in which we can detect the two tracked centroids (A and B in the first particle, C and D in the second particle). Please notice that the black dots represent the data, which is the same in each green square. The IRIS dataset initialized with two particles (green and magenta in this picture) each one using two c-centroids.
The Section 4 will present an in-depth analysis of the code, where each step will be described within its relation with the formal definition just provided.
PSO vs K-Means
Before moving on the code description, some important considerations should be highlighted. In particular, this section is focused to emphasize the benefits of PSO with respect to the well-known KMeans algorithm which, even if is one of the most popular clustering algorithms, shows as its main drawback its sensitivity to the initialization of the starting K centroids. PSO tackles this problem by means of the incorporation of the three contributions stated in Section 2, i.e., inertia, cognitive and social components. It follows that the populationbased search of the PSO algorithm reduces the effect that initial conditions have, since it starts searching from multiple positions in parallel and, even if PSO tends to converge slower (after fewer evaluations) than the standard K-Means approach, it usually yields to more accurate results [6] . As a final note, the performances of PSO can be further improved by seeding the initial swarm with the results of the K-Means algorithm, e.g., using the results of K-Means as one of the particles and thus leaving the rest of the swarm randomly initialized. The latter approach, known as Hybrid-PSO and well-described in [1] , can effectively improve treacherous configurations like the one depicted in Figure 4 .
The code, explained
In this section, while mainly focusing on the key points of the PSO algorithm, i.e., a detailed analysis of the meaningful code, will also highlight some tricky lines of the Matlab code, which may be not trivial for a novice Matlab user. In all the examples shown in this paper, we used the common Fisher's IRIS dataset [7] provided in the Matlab environment, reducing its dimensionality to two or three in order to allow an easy visualization of the data and the clusters. Please notice that all the code lines provided in the listings correspond to the line numbers of the published Matlab code.
The code provides the following parameters: In the list, centroids represent the number of clusters that the user wants to discover, i.e., how many n-dimensional groups should be available in the input data, and corresponds to the K value in the K-Means algorithm. The dimension parameter specifies the n value of each centroid that is, in a two-dimensional world, the x and y coordinates. Please note that these two values, centroids and dimension, are not mutually related as it is perfectly feasible to find two clusters in a threedimensional space. The particles parameter represents how many parallel swarms should be executed at the same time. Recall that each swarm, called also particle, represents a complete solution of the problem, i.e., in the case of two centroids within a two-dimensional space, a couple two coordinates that localize the centroids. As an example, the user may refer to Figure 2 , where a set of two swarms is shown. The dataset subset parameter allows to resize the original four-dimensional Matlab IRIS dataset to the specified value, allowing a 2D or 3D visualization. The meaning of the remaining parameters should be straightforward: iterations simply counts how many times the algorithm will be reiterated before stopping its repetition, simtime allows a pleasant visualization delay during the execution of the script, write video enable the script to grab a video using as frames the image shown in each iteration, hybrid pso seeds the PSO algorithm with the output of the standard Matlab K-Means implementation and the manual init parameter allows, if the dimensions parameter is set to 2, to specify the initial position of the clusters. After this initial environment setup, the code provides three variables to specify the w, c 1 , c 2 parameters of the Equation (1) that control the inertial, cognitive and social contributions. In the code, these values were set according to [1, 8] to ensure a good convergence. Implementing the Equation (4) for calculating the fitness of a particle is trivial but the Matlab implementation may seem hard to understand at a glance. The code needed to calculate the fitness starts with line 218 checking if inside the array c there is at least one element belonging to the centroid-th centroid. The local fitness is then defined as the mean of all the distances between the points belonging to each centroid. Since multiple particles can be evaluated in parallel, an additional loop is introduced in line 216, allowing the code to iterate through the multiple swarm fitness evaluation. Please note that, during the second loop, we store and update two additional values in lines 228 and 229, i.e., the local best fitness and position found so far, while at lines 233 and 234 we extract the very best fitness value and position of all the particle swarm currently used. An overview of this process is shown in Figure 5 mean(distances(c(:,particle)== centroid,centroid,particle)); 221 average fitness(particle,1)= average fitness(particle,1)... The last part of the code concerns about updating the inertia, cognitive and social components that contribute to set the velocity of the particles. Apart from the inertia component scaled using only the w parameter, the others use the previously calculated best local and global positions, respectively for the cognitive and social aspects. All of the components, added together, creates the so-called swarm velocity, that is used to update the overall swam position. In lines 49 and 51 the r1, r2, c1 and c2 variables corresponds to the parameters defined in Equation (1). Listing 5: The code shows how update the position of the whole particle swarm
Replacing the IRIS dataset
The provided code is tailored for the Matlab IRIS dataset with a specific configuration, meaning that the visualization part mainly works only with twodimensional and three-dimensional input. This is achieved by resizing the original four-classes 150×4 IRIS dataset either by 150 × 2 or 150 × 3. We trivially resized it for visualization purposes only, since only two or three classes can be effectively shown in a graph. Tests based on the dataset provided in [9] shown the feasibility of using high dimensional dataset, i.e., more than 3 classes, using both the available approaches with basic changes in Lines 56 to 58. 
Video Grabbing
We put some extra lines in the code to allow an easy video grabbing. This feature is ensured by means of the getframe and writeVideo Matlab functions and their usage is trivial as follows. In the
(c) Figure 5 : In this example, a dataset of with 6 data points (blue points) is clustered using two centroids. In (a) the distances to the closest centroid is marked in red. In (b) only the distance to the closest centroid is shown along with a measure of distance. Two averages, i.e., local fitnesses are then calculated using line 220. In the case with multiple particles like in (c), where two swarms depicted with different colored stars are present, the process is iterated over every particle and a final value of global fitness is chosen, selecting it from the minimum local fitness set. Please note that in addition to the fitness value also the local and global positions are stored, respectively in lines 229 and 234 of Listing 4. 
Conclusions
In this paper, a systematic explanation of the PSOAlgorithm proposed in [1] was presented by means of the analysis of the code publicly available at [10] . The code provides both the standard PSO and the Hybrid-PSO options, allowing the user to master every detail of the original work. Although the code was originally tailored to be executed using the Matlab IRIS dataset, it can be easily adapted in order to perform clustering of potentially any kind of dataset with minimal code changes. 
