Abstract-A theoretical framework is proposed for accurate comparison of minimum energy coding in Coded Division Multiple Access (CDMA) Wireless Sensor Networks (WSNs). Energy consumption and reliability are analyzed for two coding schemes: Minimum Energy coding (ME), and Modified Minimum Energy coding (MME). A detailed model of consumed energy is described as function of the coding, radio transmit power, the characteristics of the transceivers, and the dynamics of the wireless channel. Since CDMA is strongly limited by multi-access interference, the system model includes all the relevant characteristics of wireless propagation. A distributed and asynchronous algorithm, which minimizes the total energy consumption by controlling the radio power, is developed. Numerical results are presented to validate the theoretical analysis and show under which conditions MME outperforms ME with respect to energy consumption and bit error rate. It is concluded that MME is more energy efficient than ME only for short codewords.
I. INTRODUCTION

W
IRELESS sensor networks have the potential of dwarfing the revolution that the Internet has brought to the world of computing, entertainment, work and human interaction. They will make it possible to connect computing with the physical environment yielding the so called Physical Internet. Given the small dimensions of the sensing devices and their inaccessibility when deployed in the environment, their computing power and the energy resources are necessarily limited. Wireless communication consumes a substantial part of energy, which is related to the need of transmitting with few errors. An optimization problem arises where the energy spent in transmitting and receiving is minimized while a given probability of correct transmission is guaranteed. Source coding, radio power control and sleep disciplines are all techniques that have been used to minimize the energy consumption of wireless sensor networks.
In this paper we focus on minimizing the energy consumption of wireless sensor networks by using low energy coding schemes. The two coding techniques analyzed here are Minimum Energy (ME) coding used in conjunction with On-Off Keying (OOK) modulation [1] , [2] , and the Modified Minimum Energy (MME) coding, a variant of the ME coding with sleep disciplines at the receiver [3] , [4] .
In ME and MME coding, information is coded in digital form so that zero-one patterns determine in large part energy consumption by the transmitter and the receiver. If we assume that the ones are the information that is actually sent while zeros correspond to no transmission, then ME optimizes energy by minimizing the number of ones present in the coded message to be transmitted. In particular, ME encodes high probability source codewords with coded codewords having a small number of ones. This simple yet powerful idea, proposed by Erin and Asada, has been extended by Prakash and Gupta [5] , who have proposed ME coding along with channel coding for the case of sources with unknown statistics. Tang et al. [6] have investigated the bit error rate of ME coding and OOK modulation for both coherent and non coherent receivers in AWGN channels. Liu and Asada [7] have applied ME coding to CDMA wireless systems and reported that Multi-Access Interference (MAI) is reduced when using ME coding. Since small MAI implies fewer bit errors, ME has good reliability. ME and CDMA were considered also by Kim and Andrews [4] , when they proposed the MME scheme. Since radio power plays an important role in the energy balance for transmission, it is of paramount importance to consider the joint effect of radio power control and minimum energy coding on the overall energy consumption. Zurita et al. [8] presented an analysis of ME and MME for WSNs in a slow fading propagation environment using heuristic power control and detection algorithms.
In this paper we offer a complete framework to compare and optimize the ME and MME approaches with respect to energy consumption while satisfying constraints on communication errors. To do so, we develop
• an accurate characterization of the energy spent for coding, transmitting and receiving (taking into account radio power, and average number of radio module startups) including a detailed model of the MAI and wireless channel with path loss, slow and fast fading (presented in Section III); • a decentralized radio power control algorithm, which Mapping of the source codewords into the codewords of the Minimum Energy Coding (from [7] ).
minimizes the total energy spent for transmission and reception using the models above (Section IV); • an optimal decision threshold for OOK detection, as function of the ME and MME coding schemes and radio powers (Section V); • a characterization of the bit error probabilities of ME and MME coding when the radio power control algorithm is deployed (Section VI). Comparing our approach to existing contributions [1] , [2] and [4] - [7] , we are able to provide a characterization of total energy consumption with respect to all the parameters of a complete system scenario, namely: the energy due to ME, MME, CDMA, the wireless channel, and the transceiver. As a consequence of this more detailed study, our analysis leads to a different result from the literature when comparing ME and MME as shown in the numerical results presented in Section VII.
II. SYSTEM DESCRIPTION Consider a scenario where there are K transmitter-receiver pairs of nodes (see Fig. 1 ). Data sensed by a node is at first coded either with ME or with MME coding.
With ME coding [1] , [2] , each codeword having large probability is mapped into a new codeword having less number of one (or high) bits. Denote with L 0 the length of the source codeword, and with L ME the length of the ME codeword, where L 0 ≤ L ME . The extra bits added are the redundant bits needed for channel coding (see Fig. 2 ). Let α ME be the probability of having high bits in an ME codeword. MME coding [4] exploits a structure of the codeword that allows the receiver to go in a sleep state, where the radio electronic circuitry is switched off [3] . With MME, the ME Fig. 3 . MME codeword. The original codeword is mapped into a MME codeword partitioned in sub-frames. Each sub-frame starts with an indicator bit (from [4] ).
Redundant Bits
codewords are partitioned into N s sub-frames of length L s , where each sub-frame starts with an indicator bit b ind (see Fig. 3 ). When b ind is a one (high bit), it indicates that there are no high bits in that sub-frame, so there is no need for decoding, and the receiver can go to the sleep state. Conversely, if b ind is a zero (low bit), it indicates that there are high bits in the sub-frame, so the decoding operation must be performed, and the receiver cannot go to sleep. The ME or MME coded bits are then handled by an OOK modulator: only bits having value one (high bits) are DS-CDMA processed and transmitted. An asynchronous DS-CDMA wireless access scheme is considered, where the same fixed bandwidth W is allocated to each transmitter-receiver pair. The processing gain is denoted with G = T b /T c , where T b is the bit interval, and T c is the chip interval. The transmitted signal, after being attenuated by the wireless channel, is received corrupted by an additive Gaussian noise and MAI caused by other transmitting nodes. The output of the coherent correlation receiver of link i can be expressed as [9] Z
where D i (t) is the signal bearing the information for the pair i, I i (t) is the interference due to the presence of multiple transmitting nodes (causing MAI) and N g (t) is the AWGN noise, which is modeled as a Gaussian random variable with zero mean and variance N 0 T b /4. In particular, it can be proved that [9] 
and that the variance of the MAI plus the AWGN, on a bit time scale and conditioned to the distribution of the high bits and the wireless channel, is Fig. 4 . Relation among the system parameters (wireless channel, coding, transmit radio power) and the bit error rate (BER) and the energy consumption of ME and MME.
In (2) and (3), P i , i = 1, . . . , K, denotes the radio power of the sender node in link i. We introduce the vector
The term ν j (t) is a binary random variable abstracting the transmission of a high bit (ν j (t) = 1) or low bits (ν j (t) = 0), with probability mass function Pr[ν j (t) = 1] = a and Pr[ν j (t) = 0] = 1 − a, respectively. In particular, a = α ME for ME coding, whereas a = α MME + N s /(N s L s ) = α MME + 1/L s for MME coding, because indicator bits have been added to the MME codeword with respect to the ME codeword (recall Fig. 2 and Fig. 3) . Throughout the paper, we assume that α ME = α MME . Let
T denote the nodes' coding activity.
In (2) and (3), the wireless channel coefficient associated to the path from the transmitter of link j to the receiver of link i is h ji (t) = l ji r ji (t) exp ξ ji (t) where l ji is the path loss, which is dependent on the distance and propagation environment [10] . We consider the Nakagami distribution for the fast fading, with correlation 1 and parameter m, so r j (t) has a gamma distribution having average μ ri and correlation ρ ri [10] . The term exp ξ ji (t) is the shadow fading component, with ξ ji (t) being a Gaussian random variable having zero average and standard deviation σ ξji . We introduce the vector
T to denote the wireless channel coefficients seen by the receiver of the pair i.
III. ENERGY MODEL
Here we present an original characterization of the energy spent to transmit information using ME and MME as function of the coding activity, the transmit radio powers, the wireless channel, and the hardware platform. The relation among these system parameters with the bit error rate and the energy consumption of ME and MME is summarized in Fig. 4 .
A. ME Coding
Consider link i between a pair of transmitter and receiver nodes. The energy consumption per ME codeword spent over the link can be expressed as follows:
where
are the average energy consumption of a node while transmitting and receiving, respectively. The power consumption of the electronic circuits, while transmitting and processing a codeword, is denoted with P (tx,ckt) , and while receiving is denoted with P (rx,ckt) . Note that P (tx,ckt) and P (rx,ckt) do not include the radio power, which is P i . The function f (P i ) accounts for the energy spent by the radio module to transmit at radio power P i . f (P i ) is an increasing function of P i , since the higher is the radio power transmitted, the higher is the energy drained by the transmit antenna. T (tx,ME) is the transmitter activity time per ME codeword, and T (rx,ME) is the receiver activity time per codeword; finally, T s is the start up time of the radio transceiver, i.e., the time employed to go from the sleep state to the active state.
B. MME Coding
By adopting the same parameter definition used in (4), we model the energy consumption per MME codeword as follows:
In (5), T (tx,MME) is the transmitter activity time per MME codeword, and T (rx,MME) is the receiver activity time per codeword. We will see later that T (rx,MME) depends on the radio powers. P (rx,ckt,st) is the extra energy overhead spent in the start-up phase. In (5), we have introduced the average number of times, denoted with N i , that the receiver has to awake from the sleep state. This term, as T (rx,MME) , depends on the bit error rate, and hence on the radio powers. It plays a fundamental role when evaluating MME energy consumption: each time the radio receiver module is turned on, it spends an amount of energy given by P (rx,ckt) T s . The term P (rx,ckt) + P (rx,ckt,st) (N i + 1) T s may be an important piece of energy, because P (rx,ckt) is the largest term among the power components at the receiver (it is comparable with the largest value of f (P i )T (tx,MME) in off-the-shelf nodes [11] [12]), T s is not negligible, and neither is N i . f (P i ) and N i have not been included in the energy model proposed in [4] . The consequence of taking all these parameters into account will lead to the conclusion that MME offers adequate performance improvement with respect to ME only in some but not all cases, as we shall see later.
In the following sections, we investigate the components that concur to the energy consumption of ME and MME coding, namely, the energy needed for radio transmission, and the bit error rate, which determines the number of starts-up of the radio module.
IV. OPTIMAL TRANSMIT RADIO POWER
In this section, we propose an algorithm for minimizing the total energy consumption by optimally selecting the radio powers P i . Radio powers must be allocated to ensure a given quality of the received signal. The Signal to Interference plus Noise Ratio (SINR) is a typical quality measure. Consider link i between a pair of transmitter and a receiver nodes. The SINR is defined as
Note that the SINR is a random variable, since it depends on the wireless channel coefficients h i (t), as well as on the coding ν i (t). Moreover, it is function of the transmit powers P. When ν i (t) = 0, the SINR is zero.
To minimize the total energy consumption of the overall system, we propose an optimization problem whose objective function is the sum of the energy to transmit and receive, while the constraints are expressed in terms of outage probability of the SINR:
In Problem P, E i (P) is the total energy consumption, and it is given by (4) for ME coding, and by (5) for MME coding. γ is the SINR threshold under which outages occur. Solving the optimization problem ensures that the outage probabilities remain belowP out . We assume that Problem P is feasible throughout the paper. From a physical point of view, feasibility means that all nodes can transmit with a certain radio power while satisfying the outage constraint.
To solve Problem P, the constraints related to the outage have to be modeled. Note that the outage probability depends on the distribution of the SINR, which, in turn, depends on the wireless channel h i (t) and the distribution of high bits ν(t) (i.e., the coding). Since the distribution of the SINR is unknown, we make use of an approximation.
We note that μ 2 Zi (t) in the numerator of the SINR (6) is a product of a gamma random variable, r ii (t), and a log-normal one, exp ξ ii (t). Then, as proposed in [10] , this product can be well approximated with a log-normal random variable:
where X i (t) is a Gaussian random variable having average and standard deviation, respectively μ Xi = ln( The denominator of the SINR is sum of log-normal random variables weighted by gamma and binary random variables. Therefore, following the same approach as in [13] , the Wilkinson's moment-matching method can be applied and the denominator is well approximated with a log-normal random variable σ
, where Y i (t) is a Gaussian random variable having average and standard deviation obtained by matching the first and second order moments of σ 2 Zi (t):
can be easily derived by applying the linear and distributive properties of the statistical expectation, and remembering that the vectors h i (t) and ν(t) are statistically independent [8] .
Using the previous approximations, the outage probability can be computed while taking into account the wireless coefficients, the transmission powers, and the distribution of high bits. It follows that
2 /2 dt is the complementary standard Gaussian distribution. Expression (9) can be used to rewrite the constraints in Problem P, which becomes:
and q i = Q −1 (1 −P out ). Problem P is a centralized problem, in the sense that a central entity needs to collect information related to all radio link coefficients, compute the solution, and finally dispatch the solution to all other transmitting nodes. A centralized implementation has obvious disadvantages in terms of communication resources, delays and robustness. Nevertheless, by following the method proposed in [14] , Problem P can be solved using a distributed strategy. First, it is possible to show that g i (P) does not depend on P i , because neither μ Xi − ln P i , σ Xi , μ Yi , nor σ Yi depend on P i . Furthermore, g i (P) is monotonically non-decreasing with P. From these properties, we have the following result: Theorem 1: Let E i (P) : R K → R be an increasing function of P. Then, Problem P admits a unique optimal solution P * , such that P * i = g i (P * ). Proof: The proof is similar to the proof of Theorem 1 in [14] . This theorem suggests solving Problem P just by looking at the solution of the system of non-linear equations given by the constraints. Since g i (P) is a non-decreasing function, it is also a contraction mappings in P. The component solution method, as defined in [15, , can be applied to solve Problem P in a fully distributed and asynchronous manner using the following algorithm:
where n is a local iteration time. The algorithm is stopped when |P i (n) − P i (n − 1)| ≤ ε, where ε denotes the precision of the solution. The algorithm is fully distributed, because at receiver node of link i we need not know the transmit powers of all nodes, but only the statistical moments μ Xi , σ Xi , μ Yi , and σ Yi , which can be easily estimated locally through sample averages. Algorithm (10) converges exponentially to the optimal solution [15] . The numerical results of Section VII show that convergence is fast; in the example described in Section VII, convergence was achieved in less than 5 iterations.
In the sequel, we assume that the radio powers are computed by solving Problem P. We investigate the bit error probabilities of ME and MME, and how these probabilities relate to the total energy consumption.
V. BIT ERROR PROBABILITY
The derivation of the BER using the decision variable (1) distinguishes two cases of error: the decision variable is decoded as a low bit, when a high bit was transmitted; or the decision variable is decoded as a high bit when a low bit was transmitted. We denote these probabilities with e i|0,hi(t),ν(t) and e i|1,hi(t),ν(t) , respectively, where:
where δ i is the decision threshold for the variable Z i (t) and μ Zi (t) and σ 2 Zi (t) have been defined in (8) and (3), respectively. The probabilities in (11) and (12) are computed under the obvious assumption that the decision threshold δ i must lie in the interval [0, μ Zi (t)], and adopting the usual standard Gaussian approximation [10] , where Z i (t) is modelled as a Gaussian random variable conditioned to the distribution of the channel coefficients and coding. Specifically, it is assumed
The bit error probability, conditioned to the channel coefficients and coding, is
This expression could be minimized with respect to δ i . Indeed, (13) is convex in δ i , because Q(x) is convex for x ≥ 0, whereas the arguments of the first and second Q are concave, and a convex function of a concave function is convex [16] . We can analytically solve for the optimal solution:
where the optimal threshold is dependent on the instantaneous values of the channel coefficients h i (t) via μ Zi (t) and σ Zi (t). However, there are at least two reasons that prevent using (14) : first, for every bit time, each node should be able to detect if other nodes are transmitting (i.e. instantaneous global coding activity knowledge is required); second, each receiver node should be equipped with a channel estimator that provides the vector h i (t) at each bit time instant (i.e. global instantaneous wireless channel estimation for each interfering node is required). Implementing these tasks on local nodes is prohibitive, since they have reduced computing resources. An alternative approach is based on taking the average of the BER with respect to the channel coefficient and coding, and then minimizing the resulting expression. With this approach, the optimal threshold depends only on the averages of the MAI, which is simple to compute, as we discuss below.
By averaging (13) with respect to h i (t) and ν(t) we obtain
Minimizing (15) , the following approximation follows [10] :
Now, define the random variables
Computing the average and standard deviation of a log-normal random variable from the natural logarithm of the variable, we have:
, and
Using these expressions, together with (15) and (16), we obtain
Simple optimization algorithms such as the steepest descent or the bisection algorithms [16] can be applied to compute the minimum of Φ i (δ i ). Let δ * i be the value of δ i that minimizes Φ i (δ i ). Finally, denote the average values of (11) and (12) 
These expressions are used next to derive the bit error probability for the ME and MME coding.
A. Bit Error Probability in ME Coding
The BER in the ME case, denoted with Φ (ME) i , can be easily computed by using (17) and δ * i , where α takes the value α ME .
B. Bit Error Probability in MME Coding
An analysis on the MME performance regarding its BER demands a careful study which takes into account the special nature of the MME codeword, as we see next.
We compute the average BER of the MME coding as the ratio between the average number of erroneous bits per MME codeword and the codeword length:
where N s is the number of sub-frames per codeword and n i,sf is the average number of erroneous bits in a sub-frame transmitted over link i
where Ψ i (n) stands for the probability of having n errors in the sub-frame. To characterize Ψ i (n), we need the following definitions: the event A i (n) happens when the indicator bit b ind was transmitted and there are n decoding errors in the following sub-frame; the event B i (n) happens when there are n high bits in the sub-frame. Then
Also,
Then, we have the following result Proposition 1: The probability of detecting n errors in a sub-frame is
Proof: Recalling that each sub-frame starts with an indicator bit, Ψ i (n) can be computed considering three cases:
1) The indicator bit is a one and the receiver erroneously decodes the indicator bit as a zero, with catastrophic consequences on the decoding of the sub-frame. The receiver decodes the bits of the sub-frame finding n errors with probability Pr[A i (n)|b ind = 1].
2) The indicator bit is zero and the receiver performs decoding correctly. Then the receiver detects the bits of the sub-frame, finding n bits in error with probability
3) The indicator bit is zero and the receiver erroneously interprets it as a one. Then the receiver catastrophically considers all the following bits as if it were zero, making n errors with probability Pr[B i (n)]. By summing up the probabilities of all the cases above, we obtain (20), which concludes the proof.
Finally, the BER of MME is given by (18), (19), and (20).
VI. ENERGY CONSUMPTION Here we put together the analysis presented in Sections IV and V to characterize the energy consumption of the ME and MME schema accurately.
A. ME Coding
The energy consumption of the ME coding scheme is defined as the average of the energy consumption of all the sensor nodes:
where the term E (ME) i is defined in (4) using the radio power levels as obtained by Algorithm (10) . The total energy consumption (21) is non-decreasing with P, since so does f i (P i ) in (4) . Considering the energy model for a system using ME coding (4), setting α ME = 1, and computing the radio powers with such an α, we obtain the energy consumption of the BPSK case. The energy gain of the ME coding with respect to BPSK is defined as the ratio in dB of the energy used in a BPSK system and (21)
B. MME Coding To compute the energy needed by MME coding, it is necessary to characterize T (rx,MME) and N i in (5). The older is given by the average time the receiver is in the active state per MME codeword times the bit time:
We have the following results Proposition 2: The average time the receiver is in the active state per MME codeword is
Proof: Since the sub-frame structure of an MME codeword, the receiver wakes up N s times to check the indicator bit. If the indicator bit is low and it is decoded as such, the receiver stays awake for the overall sub-frame, i.e., for L s − 1 bit. If the indicator bit is high, but it is erroneously decoded as a low one, again the receiver stays awake for the overall sub-frame. Adding up all the contributions, we obtain the expression.
Proposition 3: The average number of times that the radio module of the receiver goes from off to on is
Proof: The number of times that a receiver awakes can be computed from the number of times the receiver goes from the "on" to the "off" state. Indeed, each time the receiver turns off, it must turn on to decode the following indicator bit. The receiver is turned off each time an indicator bit is detected as high. For each of the N s sub-frames, this happens with probability Pr[b ind = 0]e i|0 + Pr [b ind = 1] (1 − e i|1 ), from which (24) is obtained.
Eq. (23) and Eq. (24) can be used with (5) to obtain the energy consumption for the generic link i. Thus, averaging over all the links, the MME energy is:
The total energy consumption (25) is non-decreasing with P, since so do f i (P i ) and T (rx,MME) + (N i + 1) T s . Finally, the MME energy gain is defined as follows:
VII. NUMERICAL RESULTS
In this section, we provide numerical evaluation of the bit error probability and the total energy consumption of ME and MME coding. Analytical results, as obtained from the analysis carried out in the previous sections, are compared with those obtained from simulations.
The results have been carried out taking as reference the Tmote Sky wireless sensor nodes [11] , which features the CC2420 radio transceiver module by Chipcon [12] . These sensors make use of DS-CDMA with a bit rate of 1/T b = 250 Kbps, and a processing gain G = 8. The simulation parameters, which are introduced in the sequel, are therefore consistent with this hardware platform. A system scenario with K = 8 pairs of nodes is analyzed. Nodes are deployed over an area where the maximum distance between a source node and a destination node of a pair is randomly chosen between 2 m and 15 m, and the maximum distance between the transmitter of an interfering pair and a receiver is 15 m. This choice is the most general and interesting, because each pair has a different distance source-destination, and each receiver will experience different interference, so that all the cases are accounted for. No larger distances are allowed, since this would require levels of radio power larger than 0 dBm, which is not possible with the Tmote Sky wireless sensor nodes. For each pair i, j = 1 . . . K, the standard deviation of the shadowing σ ξji is randomly selected between 2dB and 4dB. We assumed Raleigh fading, i.e., m = 1. The power of the noise is set to N 0 = −130 dBm. The values of the hardware energy consumption are P (tx,ckt) = 36 × 10 −3 W, P (rx,ckt) = 33.84 × 10 −3 W, and P (rx,ckt,st) = 0W. Furthermore, f (P i ) = V C(P i ), where V = 1.8V is the voltage consumption and C(P i ) is the current consumption of the electronic circuit needed to transmit with radio power P i . The following relation can be derived [17] :
We set the start-up time to T s = 10T b , a reasonable figure. Values of T s ≤ 10T b provide the same results, as those shown below. Note that the start-up time of the Chipcon radio module [12] is 0.58 × 10 −3 s. This case is however not that interesting to study because this long start-up time is not realistic for ME and MME coding. If numerical results were obtained with this figure, no advantage of MME with respect to ME would be achieved no matter what system parameters (fading, number of nodes, coding activity, codeword length) are, because this time is very long when compared to the bit time. Furthermore, such a high wake up time would put a severe limitation to packet transmission, since no bit reception is possible during that long time.
In Fig. 5 , the convergence trace of the power control Algorithm (10) is reported for the case ofP out = 0.01, α ME = 0.19, and γ = 1. Each curve refers to the radio power of a pair. Convergence is fast, with less than 5 iterations. This behavior remains the same for other choices of the system parameters.
In the sequel, we present numerical results for two representative cases: short codewords (N s = 3, L s = 20, Figs. 6 -8), and long codewords (N s = 20, L s = 20, Figs. 9 -12 ). These parameters were chosen considering that the longest codeword allowed for the payload with the Tmote Sky sensor nodes is 760 bit.
In Fig. 6 , the ME energy gain as obtained by (22) in the case of N s = 3 and L s = 20 is plotted versus the SINR threshold γ. Each curve refers to a different value of the coding α ME , as obtained after the convergence of the radio power control Algorithm (10) . It is evident that the ME coding introduces significant energy savings, in particular for low values of α ME . Surprisingly, as γ tends to 1, the gain quickly decreases. This is due to the fact that large values of γ require higher radio powers, with the consequence that the energy spent for radio power transmission α ME f (P i ) assumes large values when compared to the energy spent by the electronic circuits while transmitting and processing a codeword. No value of γ larger than 1 is admitted, because the outage constraint cannot be guaranteed, i.e., for γ > 1 there may be at least a pair in outage.
In Fig. 7 , the MME energy gain as obtained by (26) in the case of N s = 3 and L s = 20 is plotted versus the SINR threshold γ. Each curve refers to a different value of the coding α MME , as obtained after the convergence of the Algorithm (10) . MME coding does not show any advantage with respect to ME when γ < 0.7. Indeed, low values of γ imply large value of the MME bit error probability, which causes the receiver to commit frequent errors when decoding of the indicator bit. The consequence is that the receiver is awake even though it was not necessary. Furthermore, recalling that the MME energy balance (5) includes the extra Fig. 8 . BER for BPSK, ME and MME as function of the SINR threshold γ for different values of α ME = α MME = α,Pout = 0.01, Ns = 3 and Ls = 20. term N i with respect to the ME energy consumption (4), this explains the poor performance of MME when γ ≤ 0.7. On the contrary, when γ ≥ 0.7, the ME bit error probability decreases, so that the MME receiver goes often to sleep, and N i is also reduced. The MME gain increases as the the coding activity increases. Indeed, the ME coding gain worsens in such circumstances, while the MME is able to save energy by going to sleep. This is an interesting result, since it means that for large γ it is better to use short codes (i.e., codes with larger activity), rather then longer codes.
In Fig. 8 , the bit error probability in the case of N s = 3, and L s = 20 is reported for BPSK, ME and MME coding versus the SINR threshold γ as obtained in section V-A and V-B. Each curve is associated to a different value of the coding activity, as obtained after the convergence of the radio power control Algorithm (10). There is no common pattern in the behavior of the bit error rate with respect to ME and MME coding. The BER of BPSK is lower then the BER of ME and MME for γ ≥ 0.6. This is an interesting result, since one would expect that the OOK modulation increases the BER. However, ME and MME cause less interference, which explains their better performance when γ < 0.5. By the same argument, increasing the coding activity leads often to an increase of the BER of ME and MME. However, notice that small γ and large α MME yield the worst case of the BER (recall that this choice of parameters gives the best results in terms of energy). Fig. 9 presents the ME energy gain as obtained by (22) in the case of N s = 20 and L s = 20 versus the SINR threshold γ. The main difference with respect to the short codeword case in Fig. 6 is that the gain does not decrease substantially when γ increases. This is because a longer codeword rises the importance of the terms P (tx,ckt) and P (rx,ckt) in (22) and (26), respectively, so that the energy for radio power is less relevant with respect to the case of short codewords. Fig. 12 . BER for BPSK, ME and MME as function of the SINR threshold γ for different values of α ME = α MME = α,Pout = 0.01, Ns = 20 and Ls = 20.
In Fig. 10 , the MME energy gain as obtained by (26) in the case of N s = 20 and L s = 20 is plotted versus the SINR threshold γ. Each curve refers to a different value of the coding α MME . Observe that MME coding does not show any advantage with respect to ME for any value of γ. Choosing large codewords means to increase substantially the term T (tx,MME) = N s L s T b in (26), whereas notice that T (tx,ME) = N s (L s − 1)T b . The time spent to transmit is responsible also for the energy spent for radio power transmission. This explains the poor performance of MME. However, MME is still able to save energy at the receiver node, as shown in Fig. (11) . This gain is defined similarly to (26), but using only the energy E (rx) i in (4) for ME, and E (rx) i in (5) for MME. The receiver MME energy gain decreases with γ, since so does the number of starts-up N i . The major consequence that can be inferred from Fig. 7 and Fig. 10 is that MME does not allow for global energy savings when using large codewords.
Finally, In Fig. 12 , the bit error probability in the case of N s = 20 and L s = 20 is reported for BPSK, ME, and MME coding versus the SINR threshold γ. The same considerations made for Fig. 8 still hold. The main difference is that there is just a slight increase of the BER, as obvious consequence of longer codewords.
VIII. CONCLUSIONS
We presented a general framework for the comparison of ME and MME coding in CDMA-based wireless sensor networks. The analysis took into account radio power consumption, energy consumption of the electronic circuit transceivers, and bit error probability. A distributed minimization of the total energy consumption was proposed, and a novel detection threshold method for OOK modulation was suggested.
Numerical results show that ME coding always outperforms BPSK in terms of energy consumption, and, for certain regions of outage and coding activity, also in terms of bit error rate. MME coding outperforms ME only for small-size codewords, while it shows poor performance for large codewords, because of the significant energy spent for start-up. However, as technology evolves and smaller start-up times and energy are possible, MME may be favorable also with longer codewords.
