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Soft elastic composite materials containing particulate rigid inclusions in a soft elastic matrix are
candidates for developing soft actuators or tunable damping devices. The possibility to reversibly
drive the rigid inclusions within such a composite together to a close-to-touching state by an external
stimulus would offer important benefits. Then, a significant tuning of the mechanical properties
could be achieved due to the resulting mechanical hardening. For a long time, it has been argued
whether a virtual touching of the embedded magnetic particles with subsequent detachment can
actually be observed in real materials, and if so, whether the process is reversible. Here, we present
experimental results that demonstrate this phenomenon in reality. Our system consists of two
paramagnetic nickel particles embedded at finite initial distance in a soft elastic polymeric gel matrix.
Magnetization in an external magnetic field tunes the magnetic attraction between the particles and
drives the process. We quantify the scenario by different theoretical tools, i.e., explicit analytical
calculations in the framework of linear elasticity theory, a projection onto simplified dipole-spring
models, as well as detailed finite-element simulations. From these different approaches, we conclude
that in our case the cycle of virtual touching and detachment shows hysteretic behavior due to the
mutual magnetization between the paramagnetic particles. Our results are important for the design
and construction of reversibly tunable mechanical damping devices. Moreover, our projection on
dipole-spring models allows the formal connection of our description to various related systems, e.g.,
magnetosome filaments in magnetotactic bacteria.
I. INTRODUCTION
The fabrication of soft elastic composite materials that
consist of rigid particles embedded in a soft elastic envi-
ronment serves to develop soft actuators [1–7], tunable
dampers and vibration absorbers [8–11], components of
tunable anisotropic electric conductivity [12], or devices
for energy storage [13–18]. For instance, actuation is
achieved by exposing composites that contain para- or
ferromagnetic particles to an external magnetic field gra-
dient [2, 19, 20]. In this way, forces are directly imposed
onto the embedded particles that are drawn into the field
gradient [21]. Indirectly, magnetic or electric moments
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can be induced on the particles by external magnetic or
electric fields. Then, overall distortions result from the
induced mutual particle interactions [22–30].
At the same time, inducing, altering, or reorient-
ing magnetic moments by external magnetic fields af-
fects the overall mechanical properties of the materials
due to the modified particle interactions. As a conse-
quence, the static and dynamic elastic moduli are tuned
[2, 24, 26, 31–45], and also the nonlinear stress-strain be-
havior can be qualitatively affected [46, 47].
In both situations of actuator applications and tuning
the mechanical properties it is often desired to achieve
a maximum of the externally induced relative displace-
ments between the particles. For inclusions that ap-
proach each other during such displacements, the maxi-
mum is reached when the particles come into close con-
tact and virtually touch each other. In such a situa-
tion, the overall material can significantly harden as the
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2steric interactions between the virtually touching parti-
cles now come into effect and contribute to overall me-
chanical stiffness [44, 48]. Moreover, as the magnetic
interactions strongly increase with reduced distance be-
tween the particles, such an approach of the particles can
show hysteretic behavior when compared to a subsequent
detachment [43, 46, 47, 49–54].
Experimentally, observing and tracking externally in-
duced rearrangements of magnetic particles within elas-
tic environments is standard. For example, this concerns
active magnetic microrheology [55–63], or, in fact, quan-
tifying the structural rearrangement within samples of
magnetic elastic composite materials [28, 64–66]. Re-
cently, in different samples of initially rather isotropically
distributed and well separated inclusions, the formation
of short chain-like arrangements has been observed ex-
perimentally [34, 50, 66, 67]. Still, in the final state of
the induced textures in Ref. 66, there are gaps between
the individual particles. If the particles could be driven
basically into contact by further increasing the magnetic
interactions between them, a strong increase of the elastic
moduli may be observed as indicated above.
To really observe such an approach in actual experi-
ments has so far been difficult to conceive. On the one
hand, elastic polymeric systems are typically rather in-
compressible. Yet, the material between the particles
would need to be significantly compressed or be squeezed
out laterally. On the other hand, the elastic matrix could
be ruptured by the particle approach to allow a touching
of the particles. However, in this case, the desired re-
versibility of the whole process, to allow repeated usage
in practice, is questioned.
In spite of these legitimate concerns, we have found
that the described process is possible and actually ob-
servable in experiments. We have embedded two mag-
netizable nickel particles into a soft elastic polymeric gel
matrix. Stepwise increasing the magnetic attraction be-
tween the two particles by an external magnetic field, the
particles approached until they finally snapped together
into close contact. Switching off the magnetic attraction,
the particles returned to their initial state. The process
appeared reversible, and we were able to start this cycle
repeatedly from the beginning.
Reduced minimal models that come into question to
describe such situations address rigid spherical magnetic
particles of finite size. In such models, some elastic con-
tribution, representing the embedding elastic environ-
ment, tries to maintain a preset distance between the two
particles. This can be achieved by an elastic spring-like
interaction [18, 27, 42, 44, 48, 50, 68–71], more refined
contributions such as elastic bars and rods [51, 52], or
discretized volume elements describing the elastic ma-
trix [30, 46, 47, 72, 73]. Apart from that, the elastic
restoring forces resulting from deformations of the sur-
rounding elastic environment can also be calculated ana-
lytically in the framework of linear elasticity theory [74–
80]. Often, the magnetic moments on the particles are
represented by magnetic dipoles of permanent magnitude
[22, 37, 39, 42, 44, 46–48, 68, 69, 81–84]. Addressing mag-
netization of dipolar particles by a non-saturating exter-
nal magnetic field is possible by including “loop correc-
tions”, i.e., an iterative numerical loop that calculates the
additional contributions to the dipole moments resulting
from the mutually induced magnetization between the
magnetic particles [18, 85]. More refined approaches re-
solve the finite size of the particles and take into account
spatial variations of the induced magnetization across the
particle interior [30, 39, 52, 72, 86].
Below, we first report our experimental observations
in Sec. II. We then continue by an analytical descrip-
tion of the situation in terms of linear elasticity theory
in Sec. III. Despite the strong relative distortions, we find
that the experimental results can be described reasonably
well by the linearly elastic approach. An effective local
elastic modulus for the elastic matrix can be extracted in
this way. This allows to map the whole situation to sim-
plified dipole-spring approaches in Sec. IV. Moreover, we
predict significant hysteretic behavior on this basis. After
that, we present results from significantly more detailed
finite-element (FE) simulations in Sec. V. They include
nonlinear contributions to the response of the elastic ma-
trix and resolve the magnetization across the inside of the
magnetic particles. Particularly, they support the ana-
lytical approaches in the still separated state, but imply
quantitative corrections close to touching of the parti-
cles and for the predicted hysteretic behavior. Several
conclusions are given in Sec. VI.
II. EXPERIMENTAL OBSERVATIONS
Our experimental system was generated in a way sim-
ilar to the one presented in Ref. 78. Two nickel par-
ticles (purchased from Alfa Aesar −100 ± 325 mesh,
purity 99.8%) were embedded in the center plane of a
polydimethylsiloxane-based soft gel [28] enclosed in a
plastic mold (diameter ∼ 24 mm, height ∼ 6 mm). For
this purpose, we first filled the sample volume only to
half height with the reaction solution and allowed for a
first cross-linking (for about 0.5 h). We then placed the
particles by hand on top of the surface of this first gel
layer with a center-to-center distance of initially r12 =
(302.4± 1.9) µm as defined in Fig. 1 (a). Thereafter, we
filled in the top half layer of the gel. To guarantee a good
connection between the two gel layers, a cross-linking for
at least 7 days at room temperature was allowed. Despite
a careful adjustment of the composition, the final mod-
ulus had some uncertainty and could not be measured
by a rheometer on a separate sample. The underlying
unavoidable variations in the composition resulted from
the close proximity to the percolation threshold of cross-
linking.
Our nickel particles had a diameter of 170 ± 10 µm.
Fig. 2 shows the corresponding magnetization curve de-
termined by a vibrating sample magnetometer, Lake
Shore 7407. It indicates a small remanence of∼ 7.5 kA/m
3FIG. 1: (a) Schematic illustration of our set-up. Two mag-
netic nickel particles are embedded in an elastic polymer ma-
trix, separated by a distance r12. An external magnetic field
Bext is applied along the center-to-center vector of the two
particles. (b–i) Experimental snapshots for increasing the
magnetic field strength as indicated by the given magnitudes.
At high enough field strengths (i) the particles come into close
contact. This snapping together is reversible, that is, switch-
ing off the field, the particles separate again (b).
and a low coercive field of ∼ 2.4 mT. In our experiment,
an external magnetic field was applied along the center-
to-center vector of the two particles, see Fig. 1 (a). This
field was generated by a Halbach array of four magnets.
To allow for an adjustable magnitude of the field, the
magnets in the array could be moved radially in discrete
steps from distances of ∼ 2 cm to ∼ 10 cm from the center
of the sample. In this way, the magnetic field strength
could be varied in a range from 0 mT to ∼ 100 mT. For
each used position of the magnets, the magnetic field at
the sample center was measured by a Lake Shore Model
425 Gaussmeter with a transverse probe [28].
In the experiment, the magnetic field was increased
in 6 steps from 0 mT to 60.8 mT. After applying the
next possible field strength ∼ 65.1 mT, the particles re-
versibly snapped into close contact. To determine the
center-to-center distance of the particles, their positions
were imaged using a CCD camera (MATRIX VISION
mvBlueCOUGAR-S) equipped with a zoom macro lens
(Navitar Zoom 7000). The particle tracker module of Im-
ageJ was employed [87]. Due to little variations of the
image quality, the uncertainty in the measured particle
positions varied slightly during the experiment, but was
always below 4% of the particle diameter.
As a result, we observed that the center-to-center dis-
FIG. 2: Bulk magnetization curve M(Bext) for the investi-
gated nickel particles. The experimentally measured data
curve (blue dots) reveals minor remnant magnetization, where
a small hysteresis between increasing and decreasing external
magnetic field can be identified (see also the inset). A fit
of the data points using a Langevin function, see Eq. (1), is
performed (red line). Linearizing the function, a slope of the
curve at Bext = 0 T is found as indicated by the orange dash-
dotted line. It leads to a value for the relative permeability of
µr = 14.10± 0.58. In the inset, the applied field strengths in
our two-particle experiment are marked by the vertical lines.
tance with increasing magnetic field smoothly decreased
up to a field strength ∼ 60.8 mT. Fig. 3 contains the mea-
sured experimental data points and Fig. 1 (b–i) shows
the corresponding snapshots. Applying fields of strength
∼ 65.1 mT, we observed that the particles snap into close
contact, see Fig. 1 (i). However, this approach is re-
versible. Switching off the external magnetic field, the
particles separated again and took their initial position,
at least within the experimental errors. We also re-
peated the procedure several times, reversibly observing
the snapping at the same magnetic field strength.
An interesting question is whether there is some hys-
teresis involved in the approach of the particles. Does the
separation of the particles, when continuously reducing
the strength of the magnetic field, occur at lower field
magnitudes than when increasing the magnetic field?
Unfortunately, our experimental set-up does not al-
low to clarify this question. To alter the field strength,
we have to take away the magnets, readjust their hold-
ers, and then reinsert the magnets at the new distance
from the center of the sample. The reinsertion always
corresponds to an increase of the magnetic field ampli-
tude, with an intermediate state of vanishing field. It
is therefore up to theoretical approaches and simulations
to clarify the question about possible hysteresis when de-
creasing the magnetic field.
4FIG. 3: Interparticle center-to-center distance r12 as a func-
tion of the magnitude Bext of the externally applied magnetic
field. Open squares with error bars mark the experimentally
measured distances as a function of the applied magnetic field.
The solid (red) curve is obtained analytically from linear elas-
ticity theory and a magnetic dipole model as described in
Sec. III. Fitting to the experimental data points, we extract
a shear modulus of µ = 226.0± 2.8 Pa. The shaded area cor-
responds to the uncertainty in the theoretical result because
of the uncertainties in the fit and the experimental input pa-
rameters [78]. A collapse of the separated state is predicted
at Bext ≈ 61.7 mT (r12/a = 2 corresponds to a touching
state where the particle surfaces are in contact). For decreas-
ing magnetic field strength, the theory indicates pronounced
hysteresis and a detachment at Bext ≈ 38.3 mT. We have
mapped the theory to simplified dipole-spring models as de-
scribed in Sec. IV, represented by the dashed line. The curve
shows good agreement with the results obtained from linear
elasticity theory. Apart from that, we performed additional
finite-element simulations as detailed in Sec. V and marked
by the light blue data points. They include effects of nonlin-
ear elasticity of the polymeric matrix, nonlinear magnetiza-
tion, and spatially resolved magnetization within the spheri-
cal particles. To good approximation, they confirm the field
magnitude at which the particles approach. As may have
been expected, they reveal an even more pronounced hystere-
sis relatively to the linearly elastic theory. Additionally, we
have included simulation results for linearized magnetization
behavior as marked by the (orange) triangles. Moreover, as
shown by the inset, the simulations indicate that a finite gap
may remain between the particles in the collapsed state.
III. DESCRIPTION BY LINEAR ELASTICITY
THEORY
Consequently, we now compare our experimental re-
sults in Fig. 3 with different theoretical approaches. In
this way, we can extract from the theories the effective
local elastic shear modulus µ that, as described above,
could not be measured by a rheometer. Using this re-
sult, we will be able to address the question of underlying
hysteresis.
We start by a description in the framework of linear
elasticity theory [88]. The advantage of this approach is
that, assuming a homogeneous, isotropic, and infinitely
extended elastic matrix, the situation of two displaced
spheres can, in principle, be solved analytically to any
desired accuracy. On the downside, of course, only a lin-
early elastic response of the matrix is described. In Fig. 3,
the experimental data points before the collapse are con-
fined to relative distance changes . 15 % between the
particle centers, in favor of a linearly elastic characteri-
zation of the investigated soft elastic gel matrix. More-
over, we consider the elastic matrix to be incompressible
and set the Poisson ratio ν = 0.5. This, likewise, rep-
resents a reasonable approximation for the system under
investigation.
Our two idealized rigid spherical inclusions, both of
radius a and labeled by 1 and 2, are initially centered
at positions r1 and r2, respectively. If an external mag-
netic field Hext is applied from outside, the spheres are
magnetized. To present our results, we use the quantity
Bext = µ0H
ext, where µ0 is the magnetic vacuum per-
meability. For an infinitely extended bulk material, the
corresponding magnetization curve is given by Fig. 2.
Assuming magnetic isotropy within our particles, we
describe their internal magnetization M by the Langevin
function
M = M s
[
coth
(
α|Hin|)− 1
α|Hin|
]
Hin
|Hin| , (1)
where M s, α, and Hin denote the magnitude of the satu-
ration magnetization, a scaling parameter, and the mag-
netic field inside the material, respectively. Considering
only one spherical particle exposed to a homogeneous ex-
ternal magnetic field Hext, also M and Hin are homoge-
neous. Because of the spherical geometry, a demagneti-
zation effect with a demagnetization factor of 1/3 occurs,
so that [21]
Hin = Hext − 1
3
M. (2)
Fitting Eq. (1) to the experimental data given in Fig. 2,
we find the values M s = (3.333± 0.290)× 105 A m−1
and α = (1.179± 0.057)× 10−4 m A−1, respectively.
The experimentally measured data points displayed in
Fig. 3 before the collapse were obtained at Bext . 61 mT,
and the collapse of the particles occurred below 65.1 mT.
Fig. 2 demonstrates that the overall magnetization curve
of the material in this regime can be well approximated
by a straight line. We may thus treat the problem within
the framework of linear magnetization behavior by [21]
M = (µr − 1)Hin, (3)
with µr the relative magnetic permeability [21]. A lin-
earization of Eq. (1) for small values of H in leads to
µr =
αMs
3 + 1, so that in our case µr = 14.10± 0.58.
Combining Eqs. (2) and (3) yields
Hin =
3
µr + 2
Hext, M = 3
µr − 1
µr + 2
Hext. (4)
5Outside the spherical particle, the induced magnetic field
resulting from the internal magnetization coincides with
the one of a magnetic point dipole [21]
mi =
4pi
3
a3M, (5)
located at the center of the sphere.
Since the magnetic particles in the states correspond-
ing to the experimental data points before the collapse
are well separated from each other, we maintain this pic-
ture also in our situation of two particles. That is, we
approximate the magnetic moment of each particle by
a point dipole mi, i = 1, 2, located at the particle cen-
ter. However, the role of Hext in Eq. (4) is now not
only played by the external magnetic field itself. Also
the field induced by the other dipole contributes at this
point. We denote the magnetic field induced by dipole
mj at position r as
Hdipj (r) =
1
4pi
(
3(r− rj) mj · (r− rj)
|r− rj |5 −
mj
|r− rj |3
)
.
(6)
Together, from Eqs. (4)–(6), we obtain
mi = 4pia
3µr − 1
µr + 2
[
Hext +Hdipj (ri)
]
. (7)
Obviously, Eqs. (6) and (7) need to be solved by iteration
[18, 85]. After convergence, the final magnetic moments
are obtained for a certain particle configuration. For the
dipole configurations resulting for the experimental data
points in Fig. 3 we have estimated Hdip/Hext . 6 %,
which supports our approximation in terms of magnetic
dipoles.
Next, we need to determine the magnetic forces result-
ing from the mutual interaction between the two induced
magnetic moments. For our set-up and in the regime of
linear magnetization, a corresponding expression for the
change in overall magnetic energy when including the
magnetic particles into the external magnetic field [21]
reads
Wmag = − 1
2
(m1 +m2) ·Bext. (8)
Here, m1 and m2 are the magnetic moments obtained
from the above iteration and contain the mutual magne-
tization between the two particles. The magnetic forces
on the two particles then are obtained as
Fi = −∇riWmag (9)
for i = 1, 2. Our set-up is axially symmetric with respect
to the center-to-center direction rˆij = rij/rij , with rij =
ri − rj and rij = |rij |. Moreover, it is symmetric with
respect to the center position between the two particles
that we choose as the origin. Then, we may discretize
Eq. (9) as
Fi = −rˆi lim
∆↘0
Wmag|(ri+∆)rˆi −Wmag|(ri−∆)rˆi
2∆
, (10)
where i ∈ {1, 2}, ri = rirˆi with ri = |ri|, and rˆ1 = −rˆ2 =
rˆ12. In this expression, the mi for each modification in
position ∆ need to be reevaluated by the iterative proce-
dure described above.
As the magnetic forces act on the particulate inclu-
sions, the particles are pressed against the surrounding
elastic matrix. This leads to matrix deformations and,
in turn, to elastic restoring forces on the particles that
limit their induced displacements. Moreover, the final
displacements Ui of the particles are elastically coupled
to each other through the induced matrix deformations.
If one of the particles distorts the environment, the other
particle, likewise embedded in the elastic matrix, is dis-
placed together with the induced matrix relocation, and
vice versa. Recently, we have derived analytical expres-
sions to quantify these coupled particle displacements us-
ing no-slip boundary conditions for the matrix on the sur-
faces of the particles [78, 79]. The resulting displacements
for our two-particle system in response to the magnetic
forces Fi are given by
Ui = Mii · Fi +Mi6=j · Fj , (11)
where (i, j) ∈ {(1, 2), (2, 1)}, while Mii and Mi 6=j are
called displaceability matrices [78, 79] (we mark tensors
of second rank and mathematical matrices by an under-
score). Here, the corresponding expressions read
Mii = M0
[
Iˆ− 15
4
(
a
r
(0)
ij
)4
rˆ
(0)
ij rˆ
(0)
ij
]
, (12)
Mi6=j = M0
3
4
a
r
(0)
ij
[
(ˆI+ rˆ
(0)
ij rˆ
(0)
ij )
+2
(
a
r
(0)
ij
)2(
1
3
Iˆ− rˆ(0)ij rˆ(0)ij
)]
, (13)
with M0 = 1/6piµa, Iˆ the unity matrix, rˆ
(0)
ij = r
(0)
ij /r
(0)
ij ,
r
(0)
ij =
∣∣∣r(0)ij ∣∣∣, and the distance vector r(0)ij = r(0)i − r(0)j
refers to the initial state at Hext = 0. These displace-
ability matrices essentially contain all matrix-mediated
elastic interactions between the two spheres mediated by
the embedding elastic environment up to (including) or-
der
(
a/r
(0)
ij
)4
.
Naturally, the stronger the magnetic forces Fi on
the particles, the larger the particle displacements, see
Eq. (11). Simultaneously, the magnetic forces Fi sig-
nificantly increase with decreasing particle separation.
Therefore, another iteration loop is necessary to calculate
the final configuration at each magnitude of the external
magnetic field [78–80].
Solving Eqs. (6)–(13) numerically by iteration as de-
scribed, we can for a given external magnetic field cal-
culate the resulting interparticle distance. Using a chi-
square fit [89] to the experimental data points, we ex-
tracted in this way a local shear modulus µ = (226.0 ±
62.8) Pa of the elastic matrix and an initial interparticle
distance r
(0)
12 = (303.0± 0.1) µm within the experimental
error. The resulting theoretical fitting curve for the in-
terparticle distance r12/a as a function of the magnitude
Bext of the external magnetic field is shown in Fig. 3.
At an external magnetic field strength of Bext ≈
61.7 mT, the linear elastic theory predicts a steep drop.
At this point, the magnetic forces outmatch the lin-
early elastic restoring forces. Since the magnetic forces
strongly increase with decreasing interparticle distance,
they can grow significantly more strongly than the restor-
ing elastic forces. Therefore, the separated state col-
lapses. The particles are driven towards each other,
until their steric volume exclusion hinders penetration
when their surfaces virtually get into contact and basi-
cally touch each other. Experimentally, the field strength
at which the collapse occurs could be located within the
interval Bext ∈]60.8 mT, 65.1 mT], in line with the pre-
diction of our theory.
Finally, we address the question of hysteresis within
our linearly elastic description. In our situation this
would imply that, starting from the collapsed state and
subsequently reducing the magnitude of the field, the par-
ticles separate at a lower magnetic field strength than
the one at which they collapsed. Such a behavior is con-
ceivable in our picture. The magnitude of the restor-
ing elastic forces in the collapsed state is independent
of the strength of the external magnetic field. However,
the magnitude of the mutual magnetic interaction forces
strongly depends on the actual distance between the two
particles. It scales approximately with the quartic in-
verse particle separation. Therefore, a stronger external
magnetic field is necessary to overcome the elastic barrier
when the particles are well separated than to maintain
the collapsed state when the particles have already ap-
proached.
To calculate the value of Bext at which the separation
occurs, we thus first determined the magnitude of the
restoring elastic force in the collapsed state. This was
performed by stepwise increasing an external force that
drives the particles together, the magnitude of which not
depending on the particle separation. The force at which
we reach r12 ≈ 2a identifies the strength of the elastic
restoring forces. Then, artificially keeping the particles
in the collapsed situation, we decreased Bext from a very
high value until the attractive magnetic forces just bal-
anced the previously determined elastic restoring forces.
From this procedure, we obtained Bext ≈ 38.3 mT for
the separation of the particles. This detachment is in-
dicated in Fig. 3 and, in this simplified picture, signals
pronounced hysteresis.
The interparticle distance at which the collapse starts
is not too far away from the last experimental data point,
which is still well represented by the theory. Moreover,
its magnitude of r12/a ≈ 3 is still significantly larger
than in the collapsed state (r12/a ≈ 2). Therefore, we
expect that our theory, despite its simplifications, par-
ticularly the dipolar picture and the restriction to linear
(b)
(a)
FIG. 4: Two reduced spring models that exploit the sym-
metry of the set-up (all vector quantities characterizing and
affecting the particles are projected onto the symmetry axis
along Bext). (a) Three-spring model. Each particle is an-
chored by one harmonic spring of spring constant K0 to its
ground-state position (red). Moreover, it is connected to the
other particle by one additional harmonic spring of spring
constant K12 (blue). (b) One-spring model. The three-spring
approach can further be reduced to a one-spring model in-
volving only one effective harmonic spring of spring constant
K connecting the two particles.
elasticity, still captures the point of collapse reasonably
well. The situation is different in the collapsed state,
when the surfaces of the particles virtually touch each
other. In this state, the material between the particles
is strongly distorted, and nonlinear elastic effects cer-
tainly play a central role. Moreover, the magnetization
across the interior of the particles becomes inhomoge-
neous, which challenges our reduced description in terms
of magnetic dipoles. Therefore, in the collapsed state a
nonlinear approach and a spatially resolved treatment of
the magnetization are necessary to describe the behav-
ior quantitatively correctly, see Sec. V. Before we address
this issue, however, we demonstrate that a mapping onto
significantly reduced models is possible in the present
set-up.
IV. MAPPING ONTO REDUCED
DIPOLE-SPRING MODELS
To the given order in the inverse particle separation
and within the framework of linear elasticity theory, our
approach in Sec. III is exact concerning the treatment
of the elastic polymer matrix. In previous approaches,
simplified spring-like interactions had been introduced to
model the matrix elasticity [18, 27, 42, 44, 48, 50, 68–
71]. We now argue that in the present highly symmetric
and simplified set-up the reduction to effective harmonic
spring-like interactions is exact within the framework of
linear elasticity theory. Moreover, the spring constants
can be calculated as a function of the given parameters.
We consider the interparticle unit vector rˆ21 = −rˆ12
7to point along Bext. Then, by the symmetry of the set-
up, all particle displacements, magnetic moments, and
magnetic forces are oriented parallel to rˆ21‖Bext. Thus,
we project all vector quantities by scalar multiplication
onto this axis of symmetry. This leads to a scalar formu-
lation of the theory in Sec. III in terms of Ui = Ui · rˆ21,
mi = mi · rˆ21, and Fi = Fi · rˆ21, i ∈ {1, 2}. In this way,
Eq. (11) reduces to U1
U2
 =
M0

1− 154
(
a
r
(0)
ij
)4
3
2
a
r
(0)
ij
−
(
a
r
(0)
ij
)3
3
2
a
r
(0)
ij
−
(
a
r
(0)
ij
)3
1− 154
(
a
r
(0)
ij
)4
 ·
 F1
F2
 .
(14)
A. Three-spring model
Illustratively, the matrix term in Eq. (14) suggests to
introduce three harmonic springs to model the elastic sit-
uation, see Fig. 4 (a). On the one hand, its diagonal con-
tains the zeroth-order contributions in the particle sepa-
ration that arise already when one single particle is dis-
placed against the surrounding elastic matrix. The corre-
sponding counteracting force by the surrounding elastic
matrix makes us introduce two harmonic springs of con-
stant K0 that anchor each particle to its ground state
position. The coefficient K0 further contains a fourth-
order correction that results from the displacement field
induced in the matrix by one particle when this field is
“reflected” by the rigidity of the other particle [78, 79].
On the other hand, the off-diagonal entries describe the
displacements of the particles due to the forces exerted
on the respective other particle. These particle interac-
tions are mediated by the elastic matrix. Consequently,
we introduce another harmonic spring of constant K12
coupling the two particles to each other. Together, this
spring-model leads to the elastic potential energy
W el =
1
2
K0
(
U21 + U
2
2
)
+
1
2
K12 (U1 − U2)2 . (15)
From this expression, the elastic restoring forces F eli , i ∈
{1, 2}, follow as
F eli = −
∂
∂Ui
W el. (16)
To calculate the spring constants K0 and K12 from our linear elasticity theory, we invert Eq. (14) and obtain, up
to (including) order
(
a/r
(0)
ij
)4
,
 F1
F2
 = 1
M0

1 + 94
(
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r
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ij
)2
+ 9316
(
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r
(0)
ij
)4
− 32 ar(0)ij −
19
8
(
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r
(0)
ij
)3
− 32 ar(0)ij −
19
8
(
a
r
(0)
ij
)3
1 + 94
(
a
r
(0)
ij
)2
+ 9316
(
a
r
(0)
ij
)4
 ·
 U1
U2
 . (17)
This equation lists the forces F1 and F2 that need to be imposed onto the particles to achieve their displacements U1
and U2. Corresponding expressions for the forces as functions of the displacements have been derived directly, i.e.,
without the intermediate inversion, already in Ref. 76 and agree with ours to the given order.
In a stationary state, the forces F1 and F2 in Eq. (17)
imposed on the particles need to be equal in magnitude
but oppositely oriented to the forces F el1 and F
el
2 ex-
erted onto the particles by the elastic matrix, respec-
tively. Comparing Eqs. (16) and (17), we read off the
spring constants
K0 =
1
M0
[
1− 3
2
a
r
(0)
ij
+
9
4
(
a
r
(0)
ij
)2
− 19
8
(
a
r
(0)
ij
)3
+
93
16
(
a
r
(0)
ij
)4 ]
, (18)
K12 =
1
M0
[
3
2
a
r
(0)
ij
+
19
8
(
a
r
(0)
ij
)3 ]
. (19)
Overall, in this dipole-spring model, the total energy
characterizing a certain configuration is given by
W tot = Wmag +W el. (20)
8Here, the magnetic contribution follows from Eq. (8) and
is calculated in the same way as described in Sec. III.
To find the state of our system for a given Bext, we
minimize W tot using a simple relaxational method [89].
In this way, we can stepwise increase and decrease Bext,
inserting as an initial condition after each modification
of Bext the previously relaxed state of the system. As
a result, we naturally obtain the hysteresis loop in the
particle separation, depicted in Fig. 3 by the dashed line.
There, the deviations from the solid line obtained from
the calculation using linear elasticity theory in Sec. III
can be traced back to our matrix inversion from Eq. (14)
to Eq. (17). As the overall formalism, this inversion is
exact only to (including) order
(
a/r
(0)
ij
)4
. If, instead,
we invert Eqs. (16), i ∈ {1, 2}, and obtain the spring
constants by comparison with Eq. (14), the two curves
collapse. Thus the deviations in Fig. 3 between the di-
rect calculation using continuum elasticity theory as in
Sec. III and our dipole-spring reduction represent higher-
order effects.
B. One-spring model
Further exploiting the symmetry of our geometry, it
is straightforward to additionally reduce Eq. (15) to the
situation of one effective spring of constant K connecting
the two particles, see Fig. 4 (b). Mirror symmetry of the
set-up dictates the relations U1 = − U2, F1 = − F2,
as well as m1 = m2 = m for the magnetic moments.
Defining U = U1 = − U2, we obtain
W el =
1
2
KU2, (21)
with the effective spring constant K = 2K0 + 4K12
and the elastic forces on the two particles given by
∓∂W el/2∂U . Naturally, we obtain the same hysteresis
loop in Fig. 3 after rewriting the theory into the effec-
tive one-spring model in Eq. (21). To the given order,
it contains the same information as the linearly elastic
approach in Sec. III, therefore representing an effective
reduction of the theory.
Using the total energy of the system W tot in Eq. (20)
together with the elastic energy of the effective one-spring
model in Eq. (21), we can readily illustrate the origin of
the hysteretic behavior. Figure 5 shows the shape of
the total energy for increasing amplitude of the external
magnetic field.
At Bext = 0 mT, the overall energy features one mini-
mum at a distance r12/a = r
(0)
12 /a ≈ 3.57 as displayed in
Fig. 5 (a). Starting from Bext & 37.9 mT, see Fig. 5 (b),
a second minimum begins to develop at the distance of
close approach r12/a ≈ 2. As depicted in Fig. 5 (c), two
local minima in the overall energy then coexist over a
broader range of external field amplitudes. Only around
Bext & 60.9 mT, the initial minimum has vanished and
FIG. 5: Total energy W tot for the one-spring dipole-spring
model as a function of the interparticle distance r12 for in-
creasing amplitude Bext of the external magnetic field. (a)
At Bext = 0 T, W tot = W el is given by Eq. (21), with one
minimum at r
(0)
12 /a ≈ 3.57. (b) Starting from the threshold
field Bext ≈ 37.9 mT, a second local minimum starts to de-
velop at r12/a ≈ 2. (c) With increasing Bext, the minimum at
r12/a ≈ 2 deepens, whereas the minimum for r12/a & 3 flat-
tens out. (d) Finally, for Bext & 60.9 mT, only the minimum
at r12/a ≈ 2 remains. In the absence of thermal fluctuations
and external perturbations, the system cannot cross the en-
ergetic barrier between the two local minima at intermediate
field strengths 37.9 mT . Bext . 60.9 mT. Only when one of
the two minima vanishes at one of the two threshold strengths,
a jump to the other minimium can occur, which explains the
hysteresis loop in Fig. 3.
the one remaining minimum at r12/a ≈ 2 represents the
collapsed state, see Fig. 5 (d).
If thermal fluctuations and external perturbations are
negligible, the energetic barrier separating the two min-
ima in the range of magnetic fields 37.9 mT . Bext .
60.9 mT cannot be crossed. Then, the state of the sys-
tem in this regime depends on its history. If the ex-
ternal field is increased and the particles had previously
been well separated, the system is trapped in the min-
imum at r12/a & 3. Only at the threshold ampli-
tude Bext ≈ 60.9 mT, where this minimum vanishes, see
Fig. 5 (d), the particles collapse to the state of r12/a ≈ 2.
Vice versa, upon then decreasing the field amplitude, the
particles only re-separate at the lower threshold ampli-
tude Bext ≈ 37.8 mT. There, the minimum at r12/a ≈ 2
vanishes, see Fig. 5 (b). In this way, the hysteresis loop
in Fig. 3 can be directly read off from the energy curves
in Fig. 5.
V. RESULTS FROM FINITE-ELEMENT
SIMULATIONS
To test our theoretical conclusions and the conse-
quences of our approximations, we performed additional
9FE simulations. They are based on a coupled magneto-
mechanical continuum formulation including nonlinear
contributions to the magnetic and elastic properties of
the magnetic particles and elastic matrix, respectively
[72, 90]. In addition to the theoretical approaches above,
the magnetic field is spatially resolved also within the
two particles.
A. Continuum approach
We consider a piece of the material described above
with density distribution %(r), containing the two spher-
ical particles. In the stationary case, the magnetic part
of the corresponding coupled continuum formulation is
given by the two Maxwell equations
∇ ·Bin(r) = 0 with nˆ(r) · JBin(r)K = 0 on Sd
(22)
and
∇×Hin(r) = 0 with nˆ(r)× JHin(r)K = 0 on Sd.
(23)
In these expressions, Bin(r) and Hin(r) denote the lo-
cal magnetic flux density and magnetic field inside the
material, respectively, both in the magnetic particles
and in the elastic matrix [21]. They are connected via
Bin(r) = µ0
(
Hin(r) +M(r)
)
, with M(r) describing the
magnetization field. Sd denotes a surface of disconti-
nuity, here the interface between the particles and the
elastic matrix. The brackets J·K quantify the jump of the
contained quantity across Sd, while nˆ(r) corresponds to
the unit normal vector on Sd.
The magnetic fields cause magnetic coupling
terms that enter the mechanical part of the
problem, e.g., the magnetic body force density
fmag(r) =
(∇Bin(r))T ·M(r). Here, the superscript T
denotes the transpose. Since fmag(r) can be expressed
as the divergence of the magnetic stress tensor σmag(r),
the balance of linear momentum is given by the relation
[72, 90–92]
∇ · σtot(r) = 0 with nˆ(r) · Jσtot(r)K = 0 on Sd.
(24)
Here, the total stress tensor σtot(r) is defined as the
sum of the mechanical and the magnetic stress tensors,
σtot(r) = σ(r) + σmag(r). A detailed discussion of the
complete magneto-mechanical field equations is given,
e.g., in Refs. 91–94.
The constitutive behavior of the considered particle-
matrix system can be described by a specific free-energy
density (per mass) Ψ, split into a magnetic and a me-
chanical part [30, 72, 86, 90, 95–97]
Ψ
(
F(r),Hin(r)
)
= Ψmag
(
Hin(r)
)
+ Ψel
(
F(r)
)
. (25)
In this expression, F(r) denotes the deformation gradient
tensor. Hence, the constitutive relations
M(r) = −%(r)
µ0
∂Ψmag
(
Hin(r)
)
∂Hin(r)
(26)
and
σ(r) = %(r)F(r) · ∂Ψ
el
(
F(r)
)
∂FT(r)
− µ0
2
(M(r) ·M(r)) Iˆ
(27)
can be found from the evaluation of the second law of
thermodynamics, see, e.g., Refs. 93, 94.
Eq. (1) already defines a relation between the magneti-
zation and the magnetic field within the particles, while
M(r) = 0 within the elastic matrix, so that we choose
Ψmag in Eq. (26) accordingly. We specify the mechanical
part Ψel in both components, the particles and the elastic
matrix, following an elastic Neo-Hookean model [72, 90].
Accordingly, σtot(r) is expressed as
σtot(r) =
1
J(r)
[
µ(r)
(
b(r)− Iˆ
)
+
µ(r)ν(r)
1− 2ν(r)
(
(J(r))
2 − 1
)
Iˆ
]
+Bin(r)Hin(r)− µ0
2
(
Hin(r) ·Hin(r)) Iˆ,
(28)
where b(r) is the left Cauchy–Green deformation tensor,
J(r) = detF(r) denotes the Jacobi determinant of the
deformation gradient tensor, µ(r) is the local elastic shear
modulus, and ν(r) is the local Poisson ratio. Within
the elastic matrix, the material is characterized by the
shear modulus µ determined in Sec. III and the Poisson
ratio ν = 0.49, corresponding to a nearly incompressible
material. Inside the magnetizable nickel particles, we set
the parameters of elasticity to µ = 80.77 GPa and ν = 0.3
(which is of the order of magnitude of the values listed,
e.g., in Ref. 98). The exact numerical values for the nickel
particles are not significant because of their much higher
mechanical stiffness relatively to the polymeric matrix.
B. Numerical solution
In our FE simulations, we address a cuboid region of
the system with fixed boundary and dimensions 22a ×
10a× 10a. Exploiting the symmetries of the set-up, only
one eighth of this region needs to be evaluated explicitly
with appropriate boundary conditions. Major challenges
result from the underlying bifurcation scenario and the
extremely high degrees of deformation of the elastic ma-
trix between the two particles in the virtual touching
state. As a consequence, it was not possible to solve
the problem in a direct way using the fully coupled FE
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FIG. 6: FE simulation results for the magnitudes Fmag
and F el of the attractive magnetic and counteracting elastic
restoring forces, respectively, at various separation distances
r12 between the two particles. Values for F
mag are inter-
polated using cubic splines, and example curves for magnetic
field amplitudes Bext = 13 mT, 39 mT, and 65 mT are shown.
Values for the mechanical restoring force F el due to the de-
formation of the elastic matrix are fitted by an elastic rod
model according to Eq. (29). Actual distances between the
two particles for a given value of Bext are identified from the
intersections between the curves for the two different forces.
solution scheme [72, 90]. Therefore, we separately cal-
culated the magnitudes Fmag of the attractive magnetic
force and the magnitude F el of the counteracting me-
chanical restoring force on each particle for decreasing
particle distances. Afterwards, we identified the states
in which these two forces balance each other.
First, for each evaluated magnitude of the external
magnetic flux density Bext, we determined Fmag for 22
different particle distances 2.001 ≤ r12/a ≤ 3.565. For
this purpose, in total 22 different FE meshes were gener-
ated. Fmag is calculated for each distance by fixing the
center positions of the particles. We then determine the
necessary mechanical force to keep the particle positions
fixed within a coupled magneto-mechanical FE simula-
tion [30, 72, 90]. The magnitude Bext of the external
magnetic field is increased in 100 increments from 0 mT
to 65 mT. The obtained values for Fmag for each con-
sidered magnitude Bext are then interpolated between
the evaluated distances r12 using cubic splines. Example
curves for Bext = 13 mT, 39 mT, and 65 mT are shown
in Fig. 6.
Second, to determine F el, the centers of the non-
magnetized particles are moved towards each other
within another FE simulation that addresses this purely
mechanical problem of nonlinear elasticity. Since it is
not possible to simulate interparticle distances arbitrar-
ily close to r12/a ≈ 2 because of the strong distortion
of the FE meshes, a reduced fitting function of sufficient
physical significance needs to be employed to extrapo-
late F el in this regime. We chose the heuristic rod model
introduced in Ref. 51 for this purpose. It replaces the ac-
tion of the elastic matrix by five nonlinearly elastic rods
of lengths l0,i and radii r0,i in the undeformed configu-
ration (i = 1, ..., 5). This rod model allows to calculate
F el analytically and to extrapolate the simulation results
down to r12/a → 2. As a benefit, the constitutive elas-
tic behavior of the rods can be described by the same
Neo-Hookean material model that we use for the elastic
matrix in the FE simulation. In this framework, F el is
given by
F el =
5∑
i=1
pir20,i
[
µ
(
λl,i − 1
λl,i
)
+
β
2
(
λl,iλ
4
t,i −
1
λl,i
)]
with λt,i = − µ
βλ2l,i
+
√
µ2
β2λ4l,i
+
2µ
βλ2l,i
+
1
λ2l,i
. (29)
Here, λl,i = li/l0,i and λt,i = ri/r0,i denote the deforma-
tion ratios of the rods in the directions parallel (longi-
tudinal) and perpendicular (transversal) to the rod axes,
respectively, with li and ri the corresponding rod dimen-
sions in the deformed state. Moreover, β = 2µν/(1− 2ν),
where µ is the elastic shear modulus and ν is the Pois-
son ratio of the elastic polymer matrix. This effective
rod model is fitted to the FE-simulation results using the
radii r0,i as fit parameters, with the corresponding values
listed in Tab. I. Fig. 6 displays the results for F el from
the FE simulation together with the fitted rod model ac-
cording to Eq. (29). With a maximum error of 3.3 %, the
model shows acceptable deviations from the FE simula-
tion. Furthermore, it describes the expected behavior of
diverging restoring force for r12 → 2a.
Finally, we determine the resulting particle center-to-
center distances r12 for each considered magnitude B
ext
of the external magnetic field as a function of the history
of the system. To this end, we identify the intersections
between the curves for Fmag(r12) (spline curves) and
F el(r12) (rod model), see Fig. 6. As the figure also illus-
trates, there are three qualitatively different situations:
(i) only one intersection between F el(r12) and F
mag(r12)
close to r12/a ≈ 3.5, see the case of Bext = 13 mT; (ii)
three intersections, one located at r12/a ≈ 3.5, one at
r12/a ≈ 2, and one between these values, see the case of
Bext = 39 mT; and (iii) only one intersection close to
r12/a ≈ 2, see the case of Bext = 65 mT.
Increasing the magnetic field from 0 mT, our evalua-
tions demonstrate that there are states of balanced mag-
netic and mechanical forces and significant particle sep-
aration for center-to-center distances down to r12/a ≈
2.95. Initially, this corresponds to the intersection de-
TABLE I: Parameters of the rod model Eq. (29): lengths l0,i
and fitted radii r0,i of the five rods.
i 1 2 3 4 5
l0,i r12−2a r12−a r12−a (20a−r12)/2 (20a−r12)/2
r0,i/µm 2.80 72.17 72.17 273.15 273.15
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FIG. 7: Color plot of the magnitudes of the spatially re-
solved magnetization field within the spherical particles (a)
for Bext = 63.05 mT shortly before the collapse and (b) for
Bext = 65.00 mT after the collapse in the state of virtual
touching of the particles.
scribed by case (i), then to the first intersection of case
(ii). The intermediate intersection of case (ii) corre-
sponds to a metastable saddle configuration in the over-
all energy, see Fig. 5(c). At an external field strength of
Bext ≈ 63.05 mT, the simulation predicts a switch from
case (ii) to case (iii). Thus the state of separated particles
collapses towards a state of virtual touching of r12/a ≈ 2.
Subsequently decreasing Bext, the system switches from
case (iii) back to case (ii). However, the particles now
remain in the state of virtual touching of r12/a ≈ 2 cor-
responding to the third intersection of case (ii). Only
at Bext ≈ 30.55 mT, the set-up switches back to case
(i), which implies that the particles re-separate. Conse-
quently, the FE simulations confirm the scenario of hys-
teresis predicted qualitatively by the theoretical analysis
in Secs. III and IV. The corresponding simulation results
are shown by the filled circles in Fig. 3.
More precisely, the FE simulations provide the follow-
ing additional and more quantitative insights. As Fig. 3
demonstrates, the theoretical analyses in Secs. III and
IV describe the system in the non-collapsed state quanti-
tatively correctly in a broad initial interval of increasing
amplitude of the magnetic field. Thus, for well-separated
spherical particles in an elastic matrix, the theoretical
schemes developed in Refs. 75, 76, 78–80 provide an effi-
cient and accurate characterization.
The point of collapse is predicted correctly by the an-
alytical theory to good approximation. Our FE simula-
tions indicate a slightly elevated amplitude of the mag-
netic field at which the collapse occurs. We thus have
repeated the simulations, now following a linearized law
of magnetization as in Eq. (3) instead of the nonlinear re-
lation of Eq. (1). The linearized law allows for an in prin-
ciple unbounded growth of the magnetization, resulting
in stronger magnetic attraction. Consequently, the cor-
responding simulations predict an earlier collapse of the
separated state in quite good agreement with the theo-
retical results, see the triangles in Fig. 3. However, the
situation is more complex than might be expected from
this agreement of the data. In the simulations, which
resolve the spatial inhomogeneity of the magnetization
across the particles, see below, the linearization mainly
affects those parts of the particles that are closest to each
other and thus are most strongly magnetized. In contrast
to that, in our theory the dipoles are concentrated in the
more distanced particle centers and are not as severely
affected by the linearization.
In the collapsed state, the extrapolation of the sim-
ulation curves predict that a complete touching of the
particles does not occur. In such a situation, an extreme
compression of the elastic material between the particles
would be necessary, if the assumed no-slip anchoring of
the polymeric matrix on the surfaces of the particles per-
sists. This leads to values of r12/a slightly larger than
2 as stressed by the inset in Fig. 3. Our experimental
resolution did not allow us to further clarify this issue on
the actual experimental system.
Most importantly, the FE simulations reveal an even
more pronounced hysteretic behavior. The magnitude of
the external magnetic field for re-separation of the parti-
cles is found to be significantly lower than predicted from
the theoretical analyses in Secs. III and IV, see Fig. 3.
Particularly, this is due to the approximation in terms
of magnetic dipoles located at the particle centers. Our
FE simulations reveal that, in the state of virtual touch-
ing, the magnetization within the particles is strongly
inhomogeneous. Around the virtual contact points of
the nearly touching particles, local magnetic field ampli-
tudes of up to 0.66 T are found inside the particles, de-
spite the relatively small value of the maximum external
magnetic field amplitude of 65 mT. In this case, a spatial
resolution of the magnetization field inside the particles
becomes important, together with the nonlinear magne-
tization behavior according to Eq. (1) in the vicinity of
the virtual contact points between the particles. The lo-
cal magnitude of the magnetization within quarters of
the particles is illustrated in Fig. 7 for a separated state
at Bext = 63.05 mT and a state of virtual touching at
Bext = 65.00 mT. Naturally, not bounding the magneti-
zation by using a linearized magnetization law allows for
even stronger magnetization in the near-touching parts
of the particles. In such a case, corresponding simulation
results predict an even more pronounced hysteresis, see
the triangles in Fig. 3.
Nevertheless, from Fig. 3 we note that the different
ways of description all lead to results that agree well with
the experimental data within the experimental error bars.
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A higher resolution of measurement will allow to further
develop and specify the theoretical and numerical tools
in the future.
VI. CONCLUSIONS
In summary, we have experimentally observed the re-
versible approach and separation of two paramagnetic
metallic particles in a soft elastic gel matrix, induced by
adjusting the magnitude of an external magnetic field.
Above a certain threshold of the magnetic field, the par-
ticles collapsed into a virtually touching state. We have
analyzed the scenario theoretically using a dipolar ap-
proximation for the magnetic interactions and linear elas-
ticity theory to describe the distortions of the elastic
matrix. This description was further simplified by pro-
jecting it onto reduced dipole-spring models. Significant
hysteretic behavior was revealed in this way. That is,
the collapse into the state of virtual touching occurred
at a significantly larger magnetic field than their sudden
separation back into a well-distanced state when subse-
quently decreasing the field amplitude. Finally, we fur-
ther quantified the situation by additional finite-element
simulations. They spatially resolve the magnetic field
also inside the magnetic particles and allow for nonlinear
elasticity of the elastic environment. Our simulations are
in agreement with the experimental observations and to
good approximation confirm our theoretical analysis un-
til the collapse into the virtually touching state occurs.
However, they predict a more pronounced hysteresis with
the separation of the particles occurring at a lower mag-
netic field amplitude than calculated from the linearized
analytical theory.
We expect our results, which explicitly demonstrate
the reversible externally induced virtual touching and
separation of hard particles in a soft elastic matrix, to
be of high practical relevance from an application point
of view. A very illustrative example is certainly a switch-
able damping device. Instead of using only two particles,
one may arrange many particles in parallel rows. Then,
in the absence of magnetic fields, the material of sepa-
rated particles is soft under compression along the axis
of the rows. When the particles enter a state of virtual
touching under magnetic fields, the resulting aggregates
significantly harden [48].
In a broader framework, our investigations are related
to various studies in several other areas. Far away from
the two particles, the distortion induced in the elastic ma-
trix resembles that of a point-like mechanical force dipole.
In such an approximation, for example, the stress exerted
by active biological cells on their environment has been
addressed [99, 100]. For instance, preferred mutual orien-
tations were explained via induced long-ranged elasticity-
mediated interactions between the cells [101, 102]. Simi-
larly, localized force dipoles and their mutual interactions
by distortion of their elastic environment are treated in
the theory of defects in crystal structures [103]. In a
different context, the question of whether the separated
state of the two magnetic particles is stable, and at which
point this state collapses and the particles touch each
other, has recently been studied in the context of magne-
tosome filaments [104]. These elastic elements are found,
for instance, in magnetotactic bacteria that detect the
magnetic field of the earth for their orientation. Elas-
tic filaments connecting the magnetic particles need to
provide sufficient rigidity to avoid the particle collapse.
We believe that our results are important for the future
construction of tunable dampers and vibration absorbers,
soft actuators, and energy storage devices from elastic
composite materials. Here, we mainly concentrated on
magnetically induced effects. Yet, many of the described
properties may carry over to the case of electric fields
[18, 27]. There, also the question of energy storage will
be more prevalent [13–18]. In that case, however, touch-
ing of the particles together with the formation of chained
structures should be hindered to avoid electric short cir-
cuits.
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