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A readily implementable algorithm is proposed for minimizing any convex, not 
necessarily differentiable, function/of several variables subject to a finite number 
of linear constraints. The algorithm requires only the calculation ofjat designated 
feasible points. At each iteration a lower polyhedral approximation to / is 
constructed from a few previously calculated subgradients and an aggregate 
subgradient. The recursively updated aggregate subgradient accumulates the 
subgradient information to deal with nondifferentiability of J The polyhedral 
approximation and the linear constraints generate constraints in the search direction 
tinding subproblem that is a quadratic programming problem. Then a step length is 
found by approximate line search. It is shown that the algorithm converges to a 
solution. if any. Ic‘ 1985 Academic Press. Inc. 
1. INTRODUCTION 
We consider the following problem: 
P: minimizeJ(x). subject to hi(x) < 0, i E: I, 
where f and hi, i E I, are real-valued convex functions defined on R”, each hi 
is afftne and I is finite. The function f is not necessarily differentiable. The 
reason for investigating this kind of problem has been stressed in many 
papers; see, for instance, [ 1, 5, I 1, 131. 
Several iterative feasible point methods have been proposed. Given a 
starting point x’ E S = (y E K”: h,(y) < 0, i E I}, they generate a sequence 
of points xk E S, k = 2, 3,.... that is intended to converge to the required 
solution. The methods usually require only the calculation off and one 
subgradient offat designated (feasible) points. The cutting plane method of 
Kelly 131, see also ] 1, Sect. 11.81, uses subgradients of J for constructing 
successive piecewise linear (polyhedral) approximations to J The approx- 
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imations are minimized over S by solving linear programming suproblems. 
At any iteration of the linearization method of Ermolev and Gupal [2], one 
minimizes over S a linear approximation to f, which is generated by a 
certain convex combination of the past subgradients of f. Poljak’s 
subgradient projection method [lo] uses quadratic programming 
subproblems for projecting certain trial points onto S. The algorithms 
mentioned above are non-descent methods, i.e., they do not guarantee that 
f(xk+ ‘) <f(x”) for each k. 
In a descent method of Miftlin [ 9 1, subgradients off and subgradients of 
the constraint function h(x) = max(h,(x): I’ E 11 define linear constraints in 
successive quadratic programming subproblems; there are k such constraints 
at the kth iteration. This would present serious problems with storage and 
computation after a large number of iterations. 
In this paper, a descent method for solving problem P is proposed. At 
each iteration a lower polyhedral approximation to f is constructed from a 
few previously calculated subgradients and a so-called aggregate subgradient 
[4], which is a certain convex combination of the past subgradients. The 
recursively updated aggregate subgradient accumulates the past subgradient 
information to deal with nondifferentiability off. A search direction is found 
by minimizing over S the polyhedral approximation augmented by a simple 
quadratic term. This amounts to solving a quadratic programming 
subproblem, which is an extension of Mangasarian’s subproblems [ 8 1. Next, 
a step length is found by approximate line search. 
Except for aggregation, our treatment of nondifferentiability off is closely 
related to the work in IS, 9 1. But, owing to subgradient aggregation, our 
method is implementable in the sense that it requires a uniformly bounded 
storage and a finite number of operations per iteration; see also [ 4 1. We may 
add that another type of subgradient aggregation was used by Lemarechal et 
al. in [ 71. However, no global convergence of their method seems to have 
been established, and their approach differs from ours. 
In Section 2. we outline the algorithm and obtain certain results that will 
be useful in the sequel. In Section 3 we prove, under no additional 
assumptions on problem P, that the algorithm proposed generates a 
minimizing sequence {xk}, which converges to a solution of problem P 
whenever problem P has any solution. This seems to be the first such result 
for implementable descent methods for solving problem P. Finally, we have a 
conclusion section. 
We denote by (., .) and 1.1, respectively, the usual inner product and 
norm in finite-dimensional, real Euclidean space. We use xi to denote the ith 
component of the vector x. All vectors are row vectors. For each E > 0, the 
c-subdifferential off at x is the convex set defined by 
2, f(x) = ( g E l?‘:f(y) >f(x) + (g, y  - x) for each y E R”}. 
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We denote by 8f(x) the set a,f(x), i.e., the ordinary subdifferential. a. f( . ) 
is locally bounded [ 1, Sec. 1.71, i.e., if (x, E) remains bounded in R” X R ‘, 
then a,f(x) remains bounded in R”. Vh, denotes the gradient of hi. “con? 
denotes the convex hull. 
2. STATEMENT OF THE ALGORITHM 
The following algorithm for solving problem P requires a function g such 
that g(x) E af( x ) f or each x E S, but requires no knowledge offat infeasible 
points. 
Algorithm 2. I 
Step 0 (initialization). Choose a final accuracy parameter E, 2 0 and a 
line search parameter m E (0, 1). Select a starting point x1 E S and set 
y’ =x’. Set 
P” = S’CV’), f;=f:=fw) and J’=(l). (2.1) 
Set the counters k = 1, I= 0 and k(0) = 1. 
Step 1 (direcrion finding). Compute the multipliers A: E R ‘, j E Jk, 





\‘k $gi+Lppk-’ + y uiVh,: 
jsJ is1 
(2.2) 
subject to A, > 0, j E Jk, A,, > 0. vi > 0, i E I, LjcJh ~j t A,, = 1, 
where hf = hi(xk), i E I. Set 
(P"93;) = \‘, qd,f;) + g(Pk-‘.f;). 
j=zJ 
(2.3) 
jTk =pk + \’ v:Vh 
f- I* IEl 
dk = -ek, 
ok=- /,fik~2tf(xk)-J;;- x v;h; 
iaf 
Step 2 (stopping criterion). Set 






If wk < Ed, then terminate. Otherwise, go to Step 3. 
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Step 3 (line search). Set ykt ’ = xk + dk. If 
f(xk + dk) &f(xk) + mu&, (2.8) 
set ti = 1 (a serious step), increase 1 by 1 and set k(l) = k t 1; otherwise, 
i.e., if (2.8) does not hold, set t: = 0 (a null step). 
Step 4 (s&gradient updating). Set xkt ’ = .xk t ttdk, gkt ’ = g(yk’ ‘) and 
j-p; =f(yk")+ (gk+',Xk+' -y&t'). (2.9) 
Select an index set Jkt ’ satisfying 
k+lEJk+‘c(l,...,kt 1) 
and update the linearization values according to 
(2.10) 
f;+’ =f? t (gi,xk-’ -Xk), jEJk-‘(k), (2.1 la) 
f;-'=$;+(pk,Xk+'-Xk). (2.1 lb) 
Increase k by 1 and go to Step 1. 
The following remarks are helpful in interpreting the above algorithm. 
1. The algorithm calculates subgradients g’ = g(y’) at trial points y’. 
With each such subgradient we may associate the following linearization 
OfJ 
&) =f(v’) + ( d x - Y9 for each x E R”. (2.12) 
Then (2.9) and (2.1 la) yield, by induction, that 
1;.(x) =fi” t (g’, x - Xk), (2.13a) 
fi" =.I@") (2.13b) 
for each x E R”’ and 1 <j ,< k. Moreover, by convexity, we have 
f(x)>f/k+(dex"> for each x E R,‘. (2.14) 
In view of the above inequality, we shall call the (N + I)-vector (g’, f;) the 
jth subgradient off at iteration k, for any 1 <j < k. Next, define aggregate 
linearizations fk and Sk, associated with aggregate subgradients (p”- ‘Ji) 
and (p&,7:) at iteration k > 1, as follows: 
f&(x)=f:,+ (pk-',X-X&), 
S”(x) =f; + ( pk, x - x”). 
Their nature is elucidated by 
(2.15) 
(2.16) 
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LEMMA 2.2. Suppose that the algorithm did not stop before iteration 
k > 2. Then 
(p”-‘,f~)Econv((g’,S~): l<j<k- I}, 
f k(~) E conv(fj(x): 1 <j < k - 1 I, 
(p”,fi) E conv{(gj,Sjk): 1 ,<j< kl, 
p(x) E conv(J,(x): 1 <j < k 1, 





f(x)>f:, t (P” ‘,.Y-X1), (2.19a) 
f(x) >$;: t ( pk, x - Xk>. (2.19b) 
Proof: We shall use induction. Suppose that (2.17a) holds for some 
k > 2, i.e., there exist multipliers 
k I 






(pk-‘,fi) = V’ x; ‘(g’&). 
]?I 
(2.21) 
ljk>O,jEJk,l~>O, \’ Ajk+Ai= 1, 
1% 
(2.22) 
because these multipliers solve (2.2). Define 
l; = 1; + Ail;- ’ , j E Jk. lT=A$-‘,jE (l,..., k)\J”, (2.23) 
and note that these multipliers form a convex combination by (2.20) and 
(2.22). Moreover, (2.3), (2.21) and (2.23) yield 
which implies (2.18a). By (2.10), (2.11) and (2.24), we have 
(2.24) 
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Therefore, by (2.24), (2.17a) holds for k increased by 1. But (2.1), (2.3) 
(2.22) and (2.11) yield (p’, 7;) = (g’, f:) and (p’, fi) = (g’&), hence 
,? = 1 satisfies (2.20) and (2.21) for k = 2. Thus we have proved (2.17a) 
and (2.18a) for each k > 2. By taking convex combinations of (2.14) and 
using (2.15), (2.16), (2.17a) and (2.18a), we complete the proof. 
2. Subproblem (2.2) is the dual of the following primal kth search 
direction finding subproblem 
minimize t ldl* + U, 
(d,u)ERNxR’ 
subject tof; t (8, d) < U, jE Jk, (2.25) 
$:,+(pk-‘.d)<u, 
h: t (Vhi,d)~O, i E I. 
This follows from standard results of convex duality theory; see, e.g., (5, 9, 
121. Subproblem (2.25) has the unique solution (dk, uk), which satisfies 
Uk = vk +f(xk), (2.26) 
(2.5) and (2.6). M oreover, any solution to (2.2) is a (possibly nonunique) 
Lagrange multiplier vector for (2.25), and vice versa. Thus one may 
equivalently solve subproblem (2.25) in Step 1 of the algorithm. Recall that 
we always have h: + (Vh,, d) = h,(xk t d), because hi is afline. Hence, if we 
define 
p(x) = max(f/(x)Jk(x): j E Jk) for x E RN, 
then (2.13) and (2.15) imply that subproblem (2.25) is equivalent to the 
following problem: 
minimizefk(xk + d) + f 1 dl*, 
subject to xk t d E S, 
with uk =T”(x” + dk). The above problem may be interpreted as a local 
approximation to problem P, sinceSk is a lower polyhedral approximation to 
J; see (2.14) and (2. Isa). Note that xk + dk E S. 
3. In Step 2 we always have 
f(xk) ,< inf(f(x): x E S) t wk + (2wk)“* sup{ Ix - xk I : x E S). 
This will follow from subsequent results. The above estimate justifies the 
stopping criterion. 
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4. Step 3 is always entered with ck < 0, as will be proved in the next 
section. By the preceding results (see (2.26)). the value of 
ck =J’“(x” + dk) -j-(x”) 
is a first-order prediction off(xk + dk) -f(x”). If (2.8) holds, i.e., the actual 
reduction in the objective function value is within m . 100% of the predicted 
value, then the trial point yk- ’ is accepted as the next iterate xkA i (a serious 
step). Otherwise the algorithm stays at xk + ’ = xk (a null step), but the new 
subgradient information collected at the trial point will influence the next 
search direction finding owing to the requirement (2.10). Since each trial 
point yk+ ’ = xk + dk E S, the algorithm is a feasible point method. 
5. One may set Jk+ ’ = (k + I } in Step 4. In general, one may expect 
faster convergence if more subgradients are employed for search direction 
finding. However, using larger sets Jk requires more storage and work in 
solving subproblem (2.2) or (2.25). 
We end this section by remarking that if S = R”, then the algorithm 
reduces to the aggregate subgradient method in [ 4 1. 
3. CONVERGENCE 
In this section we show that the sequence {x”} generated by the proposed 
algorithm is minimizing, i.e., f(xk) 1 inf(f(x): x E S) as k -+ 03; moreover, 
(xk} converges to a solution of problem P whenever problem P admits of 
any solution. Naturally, convergence results assume that the final accuracy 
tolerance E, is set to zero. For convenience, we precede the main results by 
several lemmas that analyze the algorithm. 
Our analysis hinges on the interpretation of the variables of the algorithm 
in terms of c-subgradients of the problem functions. In what follows, suppose 
that the algorithm did not terminate before the kth iteration, for some k > 1. 
Let 6 denote the indicator function of set S, i.e., 
d(x) = 0 if x E S, 6(x) = +a3 if x E S, 
and note that &xk) = 0. Define the variables 
c?:, =f(xk) -$:, , 







cik=ii:+ak,, (3. Id) 
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which may be associated with the subgradients calculated by the algorithm, 
as follows. 
LEMMA 3.1. At the kth iteration of Algorithm 2.1, we haoe 
pk- ' E a,f(xk) for & = a,k > 0, (3.2) 
Pk E Wxk) for & = C?:, > 0, (3.3) 
x v:Vh, E a&x”) for & = a”h > 0, (3.4) 
iel 
Pk E af+ 4(Xk) for c = Ck > 0. (3.5) 
Proof: If k = 1, then the rules of the algorithm yield (p’, fi) = (p’, 
$A)= (g’,ff); hence (3.2) and (3.3) follow from (2.13) and (3.la, b). For 
k > 2, we obtain (3.2) and (3.3) from (3.19) and (3.la, b). Next, for each 
y E S we have 
6(y) = 0 > h,(Y) = hi(xk) t (Vh,,y -x”) = 6(xk) t (Vh,,y -x”) - [-h; 1 
for each i E I. Multiplying the above inequality by L$ > 0 and summing. we 
obtain 
6(y) > 6(xk) + 
( 
1 @hi, y - xk 
iEl ) 
- a;. (3.6) 
But (3.6) holds for any y E R”, since 6(y) = too if y @ S. This gives (3.4). 
By (3.3), we have 
f(Y) >f(xk) + (Pk.Y -x”> - c:, (3.7) 
for each y E R”. Adding (3.6) to (3.7), and using (2.4) and (3. Id), we obtain 
(3.5). This completes the proof. 
To justify the stopping criterion of the algorithm, we shall need 
LEMMA 3.2. At the kth iteration of the algorithm, 
wk={i)jk)Z+(p, (3.8) 
ck=-(iCk)2 tcTk}<-wk<O, (3.9) 
f(x) >f(Xk) - Wk - (2Wk)“2 ix - Xki for each x E S. (3.10) 
Proof: Equations (3.8) and (3.9) follow easily from (2.6), (2.7), (3.1) and 
(3.5). By (3.5), for each x E S we have 
f(x) hmk) + <p” ,X-Xk)-a’>f(Xk)-i/kiIX-XkI-a’k. (3.11) 
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But (3.8) and the nonnegativity of Ck yield 1 ek I< (2~~)“~ and cZk < wk. 
Therefore (3. I I) implies the desired relation (3.10). 
In the sequel we assume that the final accuracy tolerance E, of the 
algorithm is set to zero. Then we have the following result. 
LEMMA 3.3. If the algorithm terminates at the kth iteration, then xk 
solves problem P. 
ProoJ By (3.9) and the rules of Step 2, the algorithm stops if and only if 
0 < wk < E, = 0, i.e., wk = 0. Then (3.10) completes the proof. 
From now on we suppose that the algorithm does not terminate, i.e., 
wk > 0 for all k. Since the line search rules imply that we always have 
f(xk+ ‘) <f(xk) + rnti vk (3.12) 
with m > 0 and tf > 0, the negativity of vk (see (3.9)) yields that the 
sequence {f(xk)} is nonincreasing. 
The following results are fundamental for establishing convergence of the 
algorithm. 
LEMMA 3.4. Suppose that there exist an infinite set KC ( 1, 2,...,} and a 
point X E S satisfying xk +K - x and wk +K 0. Then X solves problem P. 
Proof: .This follows easily from (3.10). 
LEMMA 3.5. Suppose that the sequence {f (x”)} is bounded from below. 
Then 
\“; p;I,jk,* t t:Gk) < +a. (3.13) 
rl 
ProoJ: It follows from (3.12) that 
f(x')-f(xk)= [f(x')-f(x')] + *.. + [f(x"-')-f(X")] 
k -. I 
> m & t:(-vi). 
Dividing the above inequality by m > 0, letting k approach infinity and using 
(3.9) and the boundedneso of (f (xk) 1, we obtain the desired result. 
Note that the rules of the algorithm imply 
Xk = XkU) for k = k(l), k(1) + l,..., k(1 + 1) - 1, (3.14) 
where we let k(l+ 1) = +co if the number 1 of serious steps stays bounded, 
i e . *, if xk = xk”’ for some 1 and all k > k(1). Our first convergence result deals 
with the case of infinitely many serious steps. 
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LEMMA 3.6. Suppose that there exist an infinite set EC (1,2,...,} and a 
point 2 E S such that xk(” + 2 as I+ co, 1 E L. Then 2 solves problem P. 
Proof: Let K = (k(/ + 1) - 1: 1 E L). Observe that the line search rules 
imply tt = 1 if k E K, while (3.14) yields 
XkAX. (3.15a) 
Since the sequence (f(xk)) is nonincreasing, (3.15a) implies f(xk) if(x). 
Then Lemma 3.5, (3.9) and the fact that ti = 1 for all k E K imply 
wk -hL 0. (3.15b) 
Equation (3.15) and Lemma 3.4 yield the desired conclusion. 
Our next result analyzes the case of a finite number of serious steps. 
LEMMA 3.1. Suppose that the number I of serious steps of the algorithm 
stays bounded, i.e., xk = xk(” for some 1 and all k > k(1). Then the point 
2 = xW’ is a solution to problem P. 
Proof: If we show that wk -+ 0 as k + co, then the desired conclusion will 
follow from Lemma 3.4 and the fact that xk = f for large k. We shall show 
that wk vanishes by demonstrating that wk- ’ is less than a fraction of wk 
after a null step. 
(i) We start by observing that wk is always the optimal value of the 
following problem: 
(3.16) 
subject to Aj > 0,j E Jk, 1, > 0, vi > 0, i E I, \‘ 
,;k 
lj + A, = 1, 
where 
at =f(xk) -fj” for 1 <j < k. (3.17) 
This follows from (2.3), (2.4), (2.7) and the fact that (A”, Ai, v”) solves 
subproblem (2.2). 
(ii) Next we analyze the relations of the subgradient gkt ’ with the 
direction dk = -Fk. We suppose that k > k(1) t 1, so that t: = 0. Then 
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Y 
k-l = .r~~ + dk and xkt’ = xk, hence ykt ’ = xk* ’ + dk. By the line search 
rules, we have f(yk + ‘) -f(.x’ ’ ‘) > mck; hence (2.9) and (3.17) yield 
-~~~f+(gk+‘,dk)=-[f(~k”)-f(yk+‘)-(gk+’,,~k+’-~k+‘)~ 
+ ( gk ’ ‘t dk) 
= -f (Xk + ’ ) +f(yk + ‘) > mck. 
The above inequality, (2.5) and (3.9) show that 
(p’“-‘,gk) < m{j pk-‘l’ + gk-‘) - ai for each k > k(l). (3.18) 
(iii) For each ,U E 10, I] and any fixed k > k(l), define the multipliers 
&b) = P, A,@) = o,j E Jk\!k}, A,,@) = 1 -PI, 
vi@)= (1 -/fu)v;y, i E I. 
and check that these multipliers satisfy the constraints of (3.16), because 
vk- ’ > 0, i E I and k E Jk by (2. IO). Moreover, I 
y ~,/O1>g’+~,tp)pk--‘+ 1 v,(u)Vhi=(l -p))dk-‘+pgk, 
id iEI (3.19) 
“ qJ4a;+&w 
j=k 
a;- 1 l$(L+r;=(l -/f)a’k-’ +/Kr: 
ICI 
for each P E [O, 11. This follows from (2.4), (2.1 lb), (3.1) and the fact that 
xk =xk-’ for k > k(f). Next, define the function 
Qk@)=;](l-~)p’k-’ t~gk(*+(l -p)cTk-‘tpa~, puE (0, I]. (3.20) 
Since wk is the optimal value of (3.16), we obtain from (3.19) and (3.20) 
that 
tilk < min(Q’@):p E 10. 1 ]}. (3.21) 
In particular, (3.8), (3.9), (3.20) and (3.21) yield 
O,<wk<Qk(0)=wk-‘. (3.22) 
(iv) It follows from (3.22) and (3.8) that 4 : p^” 1’ + cYk = wk < wk”’ for 
each k > k(l). Therefore, since yk = xk-’ t dk- ’ = X-p’” ’ for k > k(l), we 
deduce from the local boundedness of af that there exists a constant C < co 
such that 
max{jp’k-‘I,Igk),&k, 1) <C for all k 2 k(l). (3.23) 
CONVEX NONDIFFERENTIABLE MINIMIZATION PROBLEMS 463 
(v) It is shown in the proof of Theorem 3.5 in [4] that (3.18), (3.20) 
through (3.23) and the fact that m E (0, 1) imply that 
0 < wk < wk-’ - (1 - m)’ (wk-‘)‘/8C2 for each k > k(1). 
We conclude that wk 1 0, as desired. 
Combining Lemma 3.6 with Lemma 3.7 and using (3.14), we obtain 
THEOREM 3.8. Every accumulation point of the sequence {xk} generated 
by the algorithm solves problem P. 
The following lemma provides a sufficient condition for the sequence (xk 1 
to have accumulation points. 
LEMMA 3.9. Suppose that a point .? CZ S and a sequence {xk} generated 
by the algorithm satisfy f (a) <f(xk) f or each k. Then {xk ] is bounded and 
I.?-x~)~<)~--x~I~+ ;-’ (J~‘-‘-x~~~+2t~,a”~ fork>n>l, 
,T” 
7’ llxitl -xi/* + 21jf?‘t+o asn+ co. 
,z 
Proof. If J(Z) = 0 and f(2) <S(x”), then (3.5) yields 0 >f(.?) -f(xk) > 
( pk, x - 2”) - a -k. Therefore we always have (fik, .? - x”) < L?, and one may 
use the proof of Lemma 3.6 in [4] to obtain the desired result. 
We may now state our principal result. 
THEOREM 3.10. If problem P has any solution, then the sequence (xk 1 
calculated by the algorithm converges to a solution of problem P. 
Proof Using Theorem 3.8 and Lemma 3.9, the proof may proceed 
similarly to the proof of Theorem 3.7 in 141. 
Even when problem P has no solution, we still have the following result. 
THEOREM 3.11. The algorithm generates a minimizing sequence (xk 1: 
f (xk) 1 inf( f (x): x E S 1. 
ProoJ We omit the proof, because it is similar to the proof of 
Theorem 3.8 in [4]. 
The following lemma is useful for analyzing finite termination of the 
algorithm. 
LEMMA 3.12. If the algorithm generates an infinite sequence (xk }, then 
eitherf(xk)+-oo or wk+Oas k-+oo. 
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ProoJ Using the preceding results, the proof may be constructed 
similarly to the proof of Lemma 3.9 in [4]. 
In view of (3.10), we conclude from Lemma 3.12 that if the level set 
j-y E S:./-(x) Gm’)~ is bounded and the final accuracy tolerance E, is 
positive, then the algorithm will terminate after finding an approximate 
solution to problem P. 
4. CONCLUSIONS 
We have extended the aggregate subgradient method 14 ] for convex 
unconstrained minimization to linearly constrained problems. Owing to 
suitable subgradient aggregation rules, the proposed algorithm seems to be 
the first descent method for solving the problem considered that is both 
globally convergent and implementable. 
We may add that for efftciency one may incorporate in the algorithm a 
more general line search rule from [ 5 ] (see also [ 9 ]), and a variable metric 
in the search direction finding subproblems, see [5,9]. 
Computational experience with similar methods [6 ] indicates that such 
algorithms are very promising. 
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