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Abstract
In this paper we establish sufficient conditions for the solution set of parametric multivalued vector
quasiequilibrium problems to be semicontinuous. All kinds of semicontinuity are considered: lower
semicontinuity, upper semicontinuity, Hausdorff upper semicontinuity and closedness. Moreover, we
investigate both the “weak” and “strong” solutions of quasiequilibrium problems.
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1. Introduction
The equilibrium problem is being intensively studied, beginning with the paper [6],
where the authors proposed it as a generalization of optimization and variational inequality
problems. It turns out that this problem includes also other problems such as the fixed point
and coincidence point problems, the complementarity problem, the Nash equilibria prob-
lem, etc. Because of the general form of this problem, in fact it was investigated earlier
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has extended to a very high level. The main efforts have been made for existence results
[1,2,4,5,7–9,12,15,16,24,25]. We observe the only paper [26], which is devoted to stability
of solutions to equilibrium problems. Of course such an important topic as stability must
be the aim of many works, including stability for the variational inequality problem, which
is very close to the equilibrium problem. However, most of stability investigations were
devoted to continuity, Lipschitz continuity and (generalized) differentiability of solutions
with respect to parameters, see, e.g., [11,13,14,17,22,27–29]. To the best of our knowl-
edge, the semicontinuity of solutions to the variational inequalities was considered only in
[10,18,19,23,26]. In many practical applications, the assumptions for guaranteeing the con-
tinuity of the solutions are not satisfied. Fortunately, a semicontinuity property of solutions
may be sufficient. For instance, it is the case for an equilibrium of the Walras–Ward model
and Arrow–Deubreu–Mckenzie model for a competitive economy to exist, see, e.g., [21].
These observations motivate our aim for this paper: to study the semicontinuity of the
equilibrium problem in a general setting. Since there have been already a variety of exis-
tence results for equilibrium problems, we always assume the existence of solutions in a
neighborhood of the considered point. The problems under our consideration are as fol-
lows.
Let X, M and Λ be Hausdorff topological spaces and Y be a topological vector space.
Let K :X × Λ → 2X and F :X × X × M → 2Y be multifunctions. Let C ⊆ Y be closed
and intC = ∅. We consider the following parametric vector quasiequilibrium problems, for
each λ ∈ Λ and µ ∈ M:
(QEP) finding x¯ ∈ clK(x¯, λ) such that, for each y ∈ K(x¯, λ),
F(x¯, y,µ)∩ (Y \ − intC) = ∅;
(SQEP) finding x¯ ∈ clK(x¯, λ) such that, for each y ∈ K(x¯, λ),
F(x¯, y,µ) ⊆ Y \ − intC,
where cl(.) and int(.) stand for the closure and the interior, respectively, of the set (.).
(SQEP) would be “strong quasiequilibrium problem.”
Recall first some notions. Let X and Y be as above and G :X → 2Y be a multifunc-
tion. G is said to be lower semicontinuous (lsc) at x0 if G(x0) ∩ U = ∅ for some open
set U ⊆ Y implies the existence of a neighborhood N of x0 such that, for all x ∈ N ,
G(x) ∩ U = ∅. An equivalent formulation is that: G is lsc at x0 if ∀xα → x0, ∀y ∈ G(x0),
∃yα ∈ G(xα), yα → y. G is called upper semicontinuous (usc) at x0 if for each open set
U ⊇ G(x0), there is a neighborhood N of x0 such that U ⊇ G(N). G is termed Hausdorff
upper semicontinuous (H-usc) at x0 if for each neighborhood B of the origin in Y , there
is a neighborhood N of x0 such that G(N) ⊆ G(x0) + B . G is said to be continuous at
x0 if it is both lsc and usc at x0 and to be H-continuous at x0 if it is both lsc and H-usc
at x0. G is called closed at x0 if for each net (xα, yα) ∈ graphG := {(x, y) | y ∈ G(x)},
(xα, yα) → (x0, y0), y0 must belong to G(x0). The closedness is closely related to the up-
per (and Hausdorff upper) semicontinuity (see also Section 3). We say that G satisfies a
certain property in a subset A ⊆ X if G satisfies it at every points of A. If A = X we omit
“in X” in the statement.
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in Z, there is a continuous mapping ϕ : [0,1] → X such that ϕ(0) = x and ϕ(1) = y .
The rest of the paper is organized as follows. In Section 2 we establish sufficient con-
ditions for the solution sets of both (QEP) and (SQEP) to be lsc at the considered point.
Section 3 is devoted to all three kinds of upper semicontinuity of the solution sets of the two
problems. We discuss the relations of the two solution sets in Section 4. The last section
includes special cases of our general problems.
2. Lower semicontinuity
For λ ∈ Λ and µ ∈ M we denote the set of the solutions of (QEP) by S1(λ,µ) and that
of (SQEP) by S2(λ,µ). Let E(λ) := {x ∈ X | x ∈ clK(x,λ)}.
Throughout the paper assume that S1(λ,µ) = ∅ and S2(λ,µ) = ∅ for all λ in a neigh-
borhood of λ0 ∈ Λ and all µ in a neighborhood of µ0 ∈ M .
Theorem 2.1. Assume for problem (QEP) that
(i) K(. , .) is usc and has compact values in X × {λ0} and E(.) is lsc at λ0;
(iil) F(. , . , .) is lsc in X × X × {µ0};
(iii1) ∀x ∈ S1(λ0,µ0), ∀y ∈ K(x,λ0), F(x, y,µ0) ∩ (Y \ −C) = ∅.
Then S1(. , .) is lsc at (λ0,µ0).
Proof. Suppose to the contrary that S1(. , .) is not lsc at (λ0,µ0), i.e., ∃x0 ∈ S1(λ0,µ0),
∃λα → λ0, ∃µα → µ0, ∀xα ∈ S1(λα,µα), xα → x0. Since E(.) is lsc at λ0, there is a net
x¯α ∈ E(λα), x¯α → x0. By the above contradiction assumption, there must be a subnet x¯β
such that, ∀β , x¯β /∈ S1(λβ,µβ), i.e., for some yβ ∈ K(x¯β, λβ),
F(x¯β, yβ,µβ) ⊆ − intC. (1)
As K(. , .) is usc at (x0, λ0) and K(x0, λ0) is compact one has y0 ∈ K(x0, λ0) such that
yβ → y0 (taking a subnet if necessary). By (iii1), ∃f0 ∈ F(x0, y0,µ0), f0 /∈ −C. By the
lower semicontinuity of F(. , . , .), there is a net fβ ∈ F(x¯β, yβ,µβ), fβ → f0, contradict-
ing (1). 
The following example shows that the rather strong and oddly looking assumption (iii1)
cannot be dropped.
Example 2.1. Let X = Y = R, Λ ≡ M = [0,1], C = R+, K(x,λ) = [−λ,1 − λ],
F(x, y,λ) = {λ(x − y)} and λ0 = 0. Then (i) and (iil) are clearly satisfied. One has
S1(0) = [0,1] and S1(λ) = {1 − λ} for each λ = 0 and hence S1(.) is not lsc at 0. It is
equally clear that (iii1) is violated.
Examining the proof of Theorem 2.1, we see that the lower semicontinuity of F(. , . , .)
together with (iii1) can be replaced by one property relating F(. , . , .) and C as follows,
although (iii1) cannot be dropped alone.
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and C ⊆ Y be such that intC = ∅.
(a) A multifunction H :X → 2Y is said to have the C-inclusion property at x0 if, for any
xα → x0, H(x0) ∩ (Y \ − intC) = ∅ ⇒ ∃α¯, H(xα¯) ∩ (Y \ − intC) = ∅.
(b) H is called to have the strict C-inclusion property at x0 if, for all xα → x0, H(x0) ⊆
Y \ − intC ⇒ ∃α¯, H(xα¯) ⊆ Y \ − intC.
Theorem 2.2. Assume for problem (QEP) that
(i) K(. , .) is usc and has compact values in X × {λ0} and E(.) is lsc at λ0;
(iv1) F (. , . , .) has the C-inclusion property in X × X × {µ0}.
Then S1(. , .) is lsc at (λ0,µ0).
Proof. We can retain the first part of the proof of Theorem 2.1, which employs only as-
sumption (i). Since x0 ∈ S1(λ0,µ0), one has
F(x0, y0,µ0) ∩ (Y \ − intC) = ∅.
Since (x¯β, yβ,µβ) → (x0, y0,µ0), assumption (iv1) implies the existence of an index β¯
such that
F(x¯β¯ , yβ¯ ,µβ¯) ∩ (Y \ − intC) = ∅,
which contradicts (1). 
The main advantage of assumption (iv1) is that it does not require any information on
the solution set S1(λ0,µ0). Moreover, (iv1) may be satisfied even in cases, where (iil) and
(iii1) are not fulfilled as shown by the following example.
Example 2.2. Let X = Y = R, Λ ≡ M = [0,1], C = R+, K(x,λ) = [0,1], λ0 = 0 and
F(x, y,λ) =
{ [−3,0] if λ = 0,
[−2 + λ,0] otherwise.
Then, it is not hard to see that (i) and (iv1) are satisfied and, according to Theorem 2.2,
S1(.) is lsc at 0 (in fact S1(λ) = [0,1] for all λ ∈ [0,1]). Evidently (iil) and (iii1) are not
fulfilled in this case.
If the set S1(λ0,µ0) is known then it follows from the proof of Theorem 2.2 that we can
replace (iv1) by the C-inclusion property of F(. , . , .) at (x0, y,µ0) for all x0 ∈ S1(λ0,µ0),
y ∈ K(x0, λ0). This weakened form of (iv1) is in fact strictly weaker than (iil) and (iii1)
together.
We pass to problem (SQEP).
Theorem 2.3. Let the following conditions hold for problem (SQEP):
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(iiu) F(. , . , .) is usc in X × X × {µ0};
(iii2) ∀x ∈ S2(λ0,µ0), ∀y ∈ K(x,λ0), F(x, y,µ0) ⊆ Y \ −C.
Then S2(. , .) is lsc at (λ0,µ0).
Proof. Arguing by contradiction suppose that there are x0 ∈ S2(λ0,µ0), λα → λ0,
µα → µ0 such that ∀xα ∈ S2(λα,µα), xα → x0. By the lower semicontinuity of E(.) there
is a net x¯α ∈ E(λα), x¯α → x0. The contradiction assumption implies the existence of a sub-
net x¯β such that x¯β /∈ S2(λβ,µβ) for all β , i.e., for some yβ ∈ K(x¯β, λβ),
F(x¯β, yβ,µβ) ∩ (− intC) = ∅. (2)
Since K(. , .) is usc at (x0, λ0) and K(x0, λ0) is compact, there is y0 ∈ K(x0, λ0) such that
yβ → y0 (taking a subnet if necessary). By (iii2),
F(x0, y0,µ0) ⊆ Y \ −C. (3)
Since Y \ −C is open and since F(. , . , .) is usc at (x0, y0,µ0), we see a contradiction
between (2) and (3). 
Example 2.1 asserts also that (iii2) cannot be dropped for Theorem 2.3, since S1(λ) =
S2(λ) and (iil) coincides with (iiu) by the fact that F(. , . , .) is single-valued.
Similarly as for (QEP) we can use a C-inclusion property to replace (iiu) and (iii2) as
follows.
Theorem 2.4. Assume for problem (SQEP) that
(i) K(. , .) is usc and has compact values in X × {λ0} and E(.) is lsc at λ0;
(iv2) F(. , . , .) has the strict C-inclusion property in X × X × {µ0}.
Then S2(. , .) is lsc at (λ0,µ0).
Proof. We can repeat the first part of the proof for Theorem 2.3 to have (2) and y0 ∈
K(x0, λ0) such that yβ → y0.
Since x0 ∈ S2(λ0,µ0), we have
F(x0, y0,µ0) ⊆ Y \ − intC.
By (iv2), there is β¯ such that
F(x¯β¯ , yβ¯ ,µβ¯) ⊆ (Y \ − intC),
which contradicts (2). 
Like assumption (iv1), (iv2) does not require any information on S2(λ0,µ0). It is weak
and may be fulfilled even when (iiu) and (iii2) are violated as indicated in the following
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[0, λ + 1) and λ0 = 0. Then, F(. , . , .) is not usc at any (x, y,0). Indeed, take open
set (−1,1) ⊇ [0,1) = F(x, y,0), one cannot find any neighborhood N of (x, y,0) such
that (−1,1) ⊇ F(N). Now consider (iii2). One has S2(0) = [0,1] and, for any x, y ,
F(x, y,0) = [0,1) ⊆ Y \−C, i.e., (iii2) is not satisfied. Since, for any x and y , F(x, y,0) =
[0,1) ⊆ Y \− intC, (iv2) is fulfilled. Since (i) is clearly satisfied, we can apply Theorem 2.4
to get the lower semicontinuity of S2(.) at 0, while Theorem 2.3 does not work.
3. Upper semicontinuity
In this section we investigate sufficient conditions for both solution sets S1 and S2 to be
usc in each of the three senses.
First we mention some relations between the three notions of upper semicontinuity. Let
X be a Hausdorff topological space, Y be a topological vector space and G :X → 2Y be a
multifunction.
Proposition 3.1.
(i) If G is usc at x0 then G is H-usc at x0. Conversely if G is H-usc at x0 and if G(x0)
compact, then G usc at x0.
(ii) If G is H-usc at x0 and if G(x0) is closed, then G is closed at x0.
(iii) If G(A) is compact for any compact subset A of domG and if G is closed at x0 then
G usc at x0.
(iv) If Y is compact and if G is closed at x0 then G is usc at x0.
Proof. It seems that this proposition is known, but we could not find all of the assertions
in the literature. So we supply here a proof for them.
(i) The first implication is obvious from the definition.
For the inverse suppose to the contrary that there are an open superset U of G(x0) and
xα → x0, yα ∈ G(xα), yα /∈ U for all α. By the Hausdorff upper semicontinuity of G and
the compactness of G(x0), by extracting a subsequence if necessary we can assume that
yα → y0 for some y0 ∈ G(x0). This contradicts the fact that yα /∈ U .
(ii) Suppose that (xα, yα) → (x0, y0) and yα ∈ G(xα) but y0 /∈ G(x0). Since G(x0)
is closed, there is a neighborhood B of 0 such that y0 /∈ G(x0) + B . Indeed, since
(Y \ G(x0)) − y0 := V is a neighborhood of 0 = 0−0 and since the subtraction is continu-
ous one has a neighborhoodB of 0 such that B−B ⊆ V . Then (B−B)∩(G(x0)−y0) = ∅.
Therefore, B ∩ (G(x0) + B − y0) = ∅. Hence, y0 /∈ G(x0) + B . Since G is H-usc at
x0, there is a neighborhood N of x0 such that G(N) ⊆ G(x0) + B/2. Then we can
assume that xα ∈ N for all α. So yα ∈ G(x0) + B/2, for all α and cannot tend to
y0 /∈ G(x0) + B .
(iii) See Proposition 1.4.8 of [20].
(iv) See Proposition 2.1.1 of [3]. 
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essential take G :R → 2R with G(x) = (x, x + 1). Then G is H-usc but not usc and not
closed.
Theorem 3.2. Consider (QEP). Assume that
(i) K(. , .) is lsc in X × {λ0}, clK(. , .) is usc and has compact values in X × {λ0};
(iiu) F(. , . , .) is usc in X × X × {µ0}.
Then S1(. , .) is both usc and closed at (λ0,µ0).
Proof. Suppose that S1(. , .) is not usc at (λ0,µ0), i.e., there is an open superset U of
S1(λ0,µ0) such that for all nets (λα,µα) → (λ0,µ0), there is xα ∈ S1(λα,µα), xα /∈ U ,
∀α. By the upper semicontinuity of clK(. , .) and the compactness of clK(x0, λ0) one
can assume that xα → x0 ∈ clK(x0, λ0). If x0 /∈ S1(λ0,µ0) then there is y0 ∈ K(x0, λ0)
such that F(x0, y0,µ0) ⊆ − intC. The lower semicontinuity of K(. , .) in turn shows the
existence of yα ∈ K(xα,λα) such that yα → y0. By (iiu) there must be then an index α¯
such that F(xα¯, yα¯,µα¯) ⊆ − intC, which is impossible as xα¯ ∈ S1(λα¯,µα¯). Thus, x0 ∈
S1(λ0,µ0) ⊆ U , which is again a contradiction, since xα /∈ U , ∀α.
Now suppose that S1(. , .) is not closed at (λ0,µ0), i.e., there is a net (λα,µα, xα) →
(λ0,µ0, x0) with xα ∈ S1(λα,µα) but x0 /∈ S1(λ0,µ0). The further argument is the same
as above. 
Note that K(. , .) may be not usc (and then not continuous) even for the case where
K(. , .) is lsc and clK(. , .) is usc. For an example, take K(x,λ) = (λ,λ + 1). Note further
that this K(. , .) is H-usc. For this weaker upper semicontinuity of S1(. , .) we can weaken
correspondingly assumption (iiu) as follows. In (QEP) let X be a Hausdorff topological
vector space.
Theorem 3.3. Assume for (QEP) that
(i) K(. , .) is H-continuous and has compact values in X × {λ0};
(iihu) F(. , . , .) is H-usc in X × X × {µ0};
(iiiu) ∀BX (open neighborhood of 0 in X), ∀x /∈ S1(λ0,µ0) + BX , ∃BY (neighborhood
of 0 in Y ), ∃y ∈ K(x,λ0),
F(x, y,µ0) + BY ⊆ − intC.
Then S1(. , .) is H-usc at (λ0,µ0).
Proof. Suppose to the contrary that S1(. , .) is not H-usc at (λ0,µ0), i.e., ∃BX (open neigh-
borhood of 0 in X), ∃λα → λ0, ∃µα → µ0, ∃xα ∈ S1(λα,µα), xα /∈ S1(λ0,µ0) + BX . By
the compactness of K(x0, λ0) and the Hausdorff upper semicontinuity of K(. , .) we can
assume that xα → x0 for some x0 ∈ K(x0, λ0). If x0 /∈ S1(λ0,µ0) + BX , then (iiiu) yields
some neighborhood BY of 0 in Y and some y0 ∈ K(x0, λ0) such that
F(x0, y0,µ0) + BY ⊆ − intC.
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By (iihu), one can assume that
F(xα, yα,µα) ⊆ F(x0, y0,µ0) + BY ⊆ − intC,
which is impossible, since xα ∈ S1(λα,µα). Thus, it remains the case, where x0 ∈
S1(λ0,µ0)+BX . This in turn contradicts the fact that xα /∈ S1(λ0,µ0)+BX for all α. 
We see that, to ensure the Hausdorff upper semicontinuity of S1(. , .) all the upper semi-
continuity conditions in Theorem 3.3 are reduced to be Hausdorff. However, we have to
add assumption (iiiu). The following example ensures us that this additional assumption is
essential.
Example 3.2. Let X = Y = R, Λ ≡ M = [0,1], C = R+, K(x,λ) = [0,1], F(x, y,λ) =
x(−1 − λ,λ) and λ0 = 0. It is easy to see that (i) and (iihu) are satisfied and S1(0) = {0},
S1(λ) = [0,1] for each λ ∈ (0,1]. So S1(.) is not H-usc at 0. The reason is that (iiiu) is
violated. Indeed, take BX = (−1,1) and x = 1. Then, for each BY := (−ε, ε) and each
y ∈ [0,1],
F(1, y,0)+ BY ≡ (−1,0)+ (−ε, ε) ⊆ (−∞,0).
Passing to problem (SQEP) we will see a complete symmetry of the two semicontinuity
property of the solution sets and the semicontinuity assumptions on F : (iiu) for S2 to be
lsc and for S1 to be usc and, symmetrically, (iil) for S1 to be lsc and for S2 to be usc, as
follows.
Theorem 3.4. For problem (SQEP) let the following conditions hold:
(i) K(. , .) is lsc in X × {λ0}, clK(. , .) is usc and has compact values in X × {λ0};
(iil) F(. , . , .) is lsc in X × X × {µ0}.
Then S2(. , .) is both usc and closed at (λ0,µ0).
Proof. Arguing by contradiction suppose the existence of an open neighborhood U of
S2(λ0,µ0), of nets λα → λ0, µα → µ0 and xα ∈ S2(λα,µα) such that xα /∈ U , ∀α. We
can assume xα → x0 for some x0 ∈ clK(x0, λ0). If x0 /∈ S2(λ0,µ0) then there exist y0 ∈
K(λ0,µ0) and f0 ∈ F(x0, y0,µ0) ∩ (− intC).
The lower semicontinuity of K(. , .) implies the existence of yα ∈ K(xα,λα), yα → y0
and then the same property of F(. , . , .) yields fα ∈ F(xα, yα,µα), fα → f0. Since xα ∈
S2(λα,µα), fα /∈ − intC, ∀α, and hence fα cannot tend to f0 ∈ − intC, a contradiction.
Thus, S2(. , .) is usc at (λ0,µ0).
Now suppose that S2(. , .) is not closed at (λ0,µ0), i.e., there is (λα,µα, xα) →
(λ0,µ0, x0) with xα ∈ S2(λα,µα) but x0 /∈ S2(λ0,µ0). Then as above we also get a con-
tradiction. 
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that clK(. , .) or K(. , .) has compact values can be omitted if merely the closedness of S1
and S2 is desired.
4. Comparison of the two solution sets
We have seen a symmetry between the sufficient conditions for the two solution sets S1
and S2 to be lower or upper semicontinuous. The following examples show that these are
far from necessary conditions and the two sets may be or not be semicontinuous to very
different extends.
Example 4.1 (S1 is continuous, S2 is not lsc). Let X = Y = R, Λ ≡ M = [0,1], C = R+,
K(x,λ) = [0,1], F(x, y,λ) = x[−λ,1 − λ] and λ0 = 0. One easily sees that S1(λ) =
[0,1], ∀λ ∈ Λ. So S1(.) is continuous at 0. It is equally easy to see that S2(0) = [0,1] and
S2(λ) = {0}, ∀λ ∈ (0,1]. Hence S2(.) is not lsc at 0. In this case (iii1), (iii2) and (iv2) are
not fulfilled, but (iv1) is satisfied.
Example 4.2 (S1 is not lsc, S2 is continuous). Let X, Y , Λ, M , C, K and λ0 be as in
Example 4.1 and F(x, y,λ) = x[−1 − λ,−λ]. One sees that S1(0) = [0,1], S1(λ) = {0}
for λ ∈ (0,1] and S2(λ) = {0} for all λ ∈ [0,1]. Hence S1(.) is not lsc at 0 and S2(.) is
continuous at 0. It can be checked that all (iii1), (iii2), (iv1) and (iv2) are violated.




(y − x)[0,1] if λ = 0,
{1} otherwise.
Then S1(λ) = [0,1], ∀λ ∈ Λ, S2(0) = {0} and S2(λ) = [0,1] for λ ∈ (0,1]. So S1(.) is
continuous at 0 and S2(.) is not H-usc at 0. We easily verify for Theorems 3.2–3.4 that (i),
(iihu), (iiu) are satisfied, but (iil)and (iiiu) are violated.
Example 4.4 (S1 is not H-usc, S2 is continuous). Let X, Y , Λ, M , C, K and λ0 be as in
Example 4.1 and
F(x, y,λ) =
{ {y − x} if λ = 0,
{y − x,1} otherwise.
In this case S1(0) = {0}, S1(λ) = [0,1], ∀λ ∈ (0,1], and S2(λ) = {0} for all λ ∈ Λ. So S1(.)
is not H-usc at 0 and S2(.) is continuous at 0. Checking the assumptions of Theorems 3.2–
3.4 one sees that (i), (iil) are satisfied and (iihu), (iiu) and (iiiu) are not fulfilled.
Clearly, S2(λ) ⊆ S1(λ). The following example shows that it may even happen that, for
each λ ∈ Λ, S1(λ) = K(X,Λ), but S2(λ) = ∅.
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as in Example 4.1 and
F(x, y,λ) =
{
{1} if 0 λ 12 ,
{−1} if 12 < λ 1.
Then, for all λ ∈ [0,1], S1(λ) = [0,1] and S2(λ) = ∅.
Theorem 4.1. Assume that ∀x ∈ S1(λ0,µ0), ∀y ∈ K(x,λ0), F(x, y,µ0) is arcwisely con-
nected and does not meet the boundary of −C. Then S2(λ0,µ0) = S1(λ0,µ0).
Proof. We always have S2(λ0,µ0) ⊆ S1(λ0,µ0). To see the reverse inclusion let x /∈
S2(λ0,µ0) then ∃y ∈ K(x,λ0), ∃z1 ∈ F(x, y,µ0), z1 ∈ intC. Suppose that x ∈ S1(λ0,µ0).
Then ∃z2 ∈ F(x, y,µ0) \ (−C). Since F(x, y,µ0) is arcwisely connected, there exists
a continuous mapping ϕ : [0,1] → F(x, y,µ0) such that ϕ(0) = z1 and ϕ(1) = z2. Let
T = {t ∈ (0,1]: ϕ([t,1]) ⊆ Y \ (−C)} and t0 = infT . Since z1 ∈ − intC there is an
open set A such that A ∩ F(x, y,µ0) is arcwisely connected and z1 ∈ A ⊆ − intC. Then
ϕ−1(A ∩ F(x, y,µ0)) ∩ T = ∅. Since ϕ−1(A ∩ F(x, y,µ0)) is open in [0,1] it is of the
form [0, t1). So it contains 0 and 0 < t1  t0. Similarly, t0 < 1. Then, for all large n, there is
tn ∈ (t0 −1/n, t0] such that ϕ(tn) ∈ −C. Then ϕ(t0) ∈ −C since tn → t0 and −C is closed.
On the other hand, for all large n, there is tn ∈ (t0, t0 + 1/n) such that ϕ(tn) ∈ Y \ (−C).
So ϕ(t0) ∈ cl(Y \ (−C)). Thus ϕ(t0) is in the boundary of −C, contradicting the fact that
ϕ(t0) ∈ F(x, y,µ0). 
5. Special cases
In this section we will go into further details for several special cases of (QEP) and
(SQEP), mentioned in the Introduction.
If
F(x, y,µ) = (T (x,µ), y − g(x,µ)), (4)
where T :X × M → 2L(X,Y ) is a multifunction, with L(X,Y ) being the space of all con-
tinuous linear mappings of X into Y , and g :X × M → X is a continuous mapping, then
(QEP) and (SQEP) become quasivariational inequalities considered in [18,19].
It is clear that Theorem 2.1 includes Theorem 3.1 of [19] and Theorem 2.3 for the
case (4) improves Theorem 3.3 of [19], avoiding the compactness in assumption (ii). Even
for the special case (4). Theorems 2.2 and 2.4 are new. The following example shows a
case where Theorem 2.2 is applicable while Theorem 3.1 of [19] does not work.
Example 5.1. Let X = Y = R, Λ = M = [0,1], K(x,λ) = [0,1], λ0 = 0 and
T (x,λ) =
{
(−∞,0] if λ = 0,
[−2 + λ,0] otherwise.
Then (i) and (iv1) of Theorem 2.2 are clearly satisfied, but 〈T (. , .), .〉 is not lsc in X ×X ×
{λ0} as required in (ii) of Theorem 3.1 of [19]. Therefore, this theorem cannot be applied,
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S1(λ) = [0,1] for all λ ∈ Λ.) Notice by the way that Theorem 2.1 does not work in this
case, since assumptions (iil) and (iii1) are violated.
For upper semicontinuity, Theorems 3.2 and 3.4 include Theorems 2.2 and 2.3 of [18],
Theorems 4.1 and 4.3 of [19], respectively, while Theorem 3.3 is new even for variational
inequalities.
Another special case of (QEP) and (SQEP), which extends (4) to a nonlinear setting but
is restricted to the single-valued case, is
F(x, y,µ) = f (x, y,µ)− f (x, x,µ), (5)
where f :X×X×M → R is a functional. For the case (5), since F(. , . , .) is single-valued,
assumptions (iil), (iiu) and (iihu) coincide and S1 and S2 coincide. We can combine all the
above theorems into one theorem as follows. Here we also improve assumptions (iii1) and
(iii2).
Theorem 5.1. Consider problem (5). Assume that
(i) K(. , .) is usc and has compact values in X × {λ0} and E(.) is lsc at λ0;
(iil) f (. , . , .) is continuous in X × X × {λ0};
(iii3) ∀x ∈ S1(λ0,µ0), ∀y ∈ K(x,λ0), f (y, x,µ0) = f (y, y,µ0) only if x = y;
(v) ∀x ∈ S1(λ0,µ0), ∀y ∈ K(x,λ0), f (. , . ,µ0) is pseudomonotone at (x, y) in the
sense that[
f (x, y,µ0) f (x, x,µ0)
] ⇒ [f (y, y,µ0) f (y, x,µ0)].
Then S1(. , .) is lsc at (λ0,µ0).
Proof. Suppose that there are x0 ∈ S1(λ0,µ0), λα → λ0 and µα → µ0 such that any net
xα ∈ S1(λα,µα) does not tend to x0. Since E(.) is lsc at λ0, there is a net x¯α ∈ E(λα),
x¯α → x0. For any yα ∈ S1(λα,µα), since K(. , .) is usc and has compact values, one has a
subnet yβ and y0 ∈ K(x0, λ0) such that yβ → y0. As x0 ∈ S1(λ0,µ0), one has also
f (x0, y0,µ0) − f (x0, x0,µ0) 0.
If it appears the strict inequality here, then, by the pseudomonotonicity of f ,
f (x0, y0,µ0) − f (x0, x0,µ0) 0. (6)
On the other hand, as yβ ∈ S1(λβ,µβ),
f (yβ, x¯β,µβ) − f (yβ, yβ,µβ) 0. (7)
The continuity of f together with (6) and (7) imply that f (y0, x0,µ0) = f (y0, y0,µ0).
Assumption (iii3) then implies that x0 = y0. This is impossible by the contradiction as-
sumption. 
For the special case of (5), where X = Rn, Λ ≡ M , f (x, y,λ) = 〈t (x, λ), y − x〉,
K(x,λ) = K(λ) for all x , where t :X × Λ → Rn is a mapping, problem (5) collapses to a
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the following result.
Corollary 5.2. Assume for (VI) that
(i) K(.) is usc at λ0 and K(λ0) is compact;
(iil) t (. , .) is continuous in X × {λ0};
(iii3) ∀x ∈ S1(λ0), ∀y ∈ K(λ0), 〈t (y, λ0), y − x〉 = 0 only if x = y;
(v) ∀x ∈ S1(λ0), ∀y ∈ K(λ0), t (. , λ0) is pseudomonotone at (x, y) in the sense that[〈
t (x, λ0), y − x
〉
 0
] ⇒ [〈t (y, λ0), y − x〉 0].
Then S1(.) is lsc at λ0.
This corollary improves Theorem 4.1 of [23], since here K(.) needs not be lsc and (iii3)
and (v) need to be fulfilled only at x ∈ S1(λ0) and y ∈ K(λ0).
Notice that Theorem 5.1 cannot be derived from the results on lower semicontinuity
in Section 2, since assumption (iii3) and (v) are different from the corresponding ones in
Section 2.
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