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Kapittel 1
Innledning
Snapshot Isolation er en multiversjonsprotokoll for samtidighetskon-
troll, først presentert i [3]. Den er attraktiv fordi den tilbyr et isolasjons-
nivå som unngår mange av de vanligste samtidighetsfenomenene, i til-
legg til at SI tillater en mye høyere grad av samtidighet enn for eksempel
streng to-faselåsing. Snapshot Isolation er mye brukt i praksis, og både
Oracle, PostgreSQL og Microsoft SQL Server har implementert en versjon
av den [4].
1.1 Problemstilling
Snapshot Isolation ble plassert i hierarkiet av isolasjonsnivåer allerede i
[3], hvor det ble fastslått at isolasjonsnivået Serializable er sterkere enn
Snapshot Isolation ettersom SI tillater enkelte samtidighetsfenomener.
Det meste av forskning på området har dermed dreid seg om å identi-
fisere tilfeller hvor Snapshot Isolation ikke sikrer full serialiserbarhet,
samt foreslå endringer blant annet på applikasjonsnivå for å håndtere
disse. Det har derimot vært gjort lite teoretisk forskning for å plassere
Snapshot Isolation i forhold til eldre teori. Formålet med oppgaven har
derfor vært å undersøke formelle egenskaper ved Snapshot Isolation, og
sette SI i sammenheng med kjent teori for serialiserbarhet og gjenopp-
rettelse.
1.2 Definisjoner
Transaksjon En transaksjon ti er en sekvens, eller streng ordning <, av
lese- og skriveoperasjoner på objekter fra én eller flere databaser,
sammen med et sett av start- og commit-operasjoner. Alle start-
operasjoner kommer før alle lese- og skriveoperasjoner i rekkeføl-
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gen < og alle commit-operasjoner etterfølger alle andre operasjo-
ner med tanke på < [8].
Plan En plan for transaksjonene T = {t1, . . . } er en sekvens, eller streng
ordning <, av unionen av alle operasjoner i transaksjonene i T slik
at rekkefølgen av operasjonene innad i transaksjonene blir ivare-
tatt.
Planer og historier La T = {t1, . . . , tn} være et (endelig) sett av transak-
sjoner, hvor hver ti ∈ T har formen ti = (opi, <i), hvor opi står for
settet av operasjoner i ti og <i står for rekkefølgen, 1 ≤ i ≤ n.
1. En historie for T er et par s = (op(s),<s) slik at:
(a) op(s) ⊆
⋃n
i=1 opi ∪
⋃n
i=1{ai, ci} og
⋃n
i=1 opi ⊆ op(s)
s består altså av unionen av operasjonene i de gitte trans-
aksjonene, pluss en avslutningsoperasjon som er enten en
ci (commit) eller en ai (avbryt), for hver ti ∈ T .
(b) (∀i,1 ≤ i ≤ n) ci ∈ op(s)⇔ ai ∉ op(s)
For hver transaksjon finnes det altså én commit- eller én
avbryt-operasjon i s, men ikke begge.
(c)
⋃n
i=1 <i⊆<s
Rekkefølgen gitt i s overholder rekkefølgen innad i trans-
aksjonene.
(d) (∀i,1 ≤ i ≤ n)(∀p ∈ opi)p <s ai eller p <s ci
Commit- eller avbryt-operasjonen er alltid den siste ope-
rasjonen i transaksjonen.
(e) Hvert par av operasjoner p,q ∈ op(s) fra distinkte trans-
aksjoner som aksesserer det samme objektet og hvor minst
én av dem er en skriveoperasjon, er ordnet i s slik at enten
p <s q eller q <s p.
2. En plan er en prefiks av en historie.
(definisjon 3.1 i [9])
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Kapittel 2
Samtidighetsfenomener
I Berenson et al. [3] kritiseres samtidighetsfenomenene presentert av AN-
SI [2] for å være for unøyaktige, og nye, strengere definisjoner av fenome-
nene foreslås. Det er disse nye definisjonene som brukes som grunnlag
for beskrivelsene under. Berenson et al. [3] skiller mellom samtidighets-
fenomener (P) — subsekvenser av operasjoner som kan føre til at feil-
situasjoner oppstår, og faktiske feilsituasjoner (A). At et isolasjonsnivå
ikke tillater fenomener, er et sterkere forbud enn å ikke tillate en bestemt
feil: samtidighetsfenomener behøver ikke alltid føre til en feilsituasjon
— en Dirty Read kan for eksempel være uproblematisk dersom begge
transaksjonene faktisk committer. Phenomena (P) oversettes til samti-
dighetsfenomener (S), og anomalies (A) oversettes til feilsituasjoner (F).
Nummereringen av feil og fenomener er beholdt fra Berenson et al. [3],
eksemplene er også hentet herfra.
2.1 Fenomener
Samtidighetsfenomenene S1–S4 er de “klassiske” samtidighetsfenome-
nene brukt i for eksempel [3, 1] til å definere isolasjonsnivåer i databa-
ser. S0 ble først presentert i [3] som et tillegg til ANSI-standarden [2] for
å gi en mer presis beskrivelse av de laveste isolasjonsnivåene.
2.1.1 S0 — Dirty Write
S0: w1(x) . . .w2(x) . . . (c1 eller a1)
Beskrivelse: t1 oppdaterer x, deretter oppdaterer t2 x før t1 committer
eller avbryter. Dersom én av transaksjonene forsøker å gjøre en
rollback vil det være uklart hvilken verdi av x som er den korrekte
— t2’s endringer forsvinner dersom t1 gjør en rollback. Tillates
Dirty Writes vil ikke gjenopprettelsessystemer fungere [3].
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Dirty Writes kan også føre til at databasen ikke har en konsis-
tent sluttilstand: anta at det finnes en integritetsregel mellom x
og y (for eksempel x = y), og at t1 og t2 ikke bryter denne der-
som transaksjonene kjøres separat. Tillates Dirty Writes, tillates
det også planer som lar t1 og t2 skrive x og y i forskjellig rekke-
følge — dermed kan integritetsregelen bli brutt.
Eksempel:
s =w1(x = 1)w2(x = 2)w2(y = 2)c2w1(y = 1)c1
Selv om både t1 og t2 isolert sett vil gi riktig resultat, vil sluttresul-
tatet her bli x = 2 og y = 1, og x ≠ y .
2.1.2 S1 — Dirty Read
S1: w1(x) . . . r2(x) . . . (c1 eller a1)
Beskrivelse: t1 oppdaterer x, deretter leser t2 x før t1 committer eller
avbryter. Dersom t1 avbryter vil t2 ha lest en verdi som ikke “fin-
nes”. I tillegg er det mulig for t2 å lese inkonsistente data når den
leser før t1 har committet sine endringer — for eksempel dersom
t1 overfører et beløp mellom to kontoer og t2 sjekker saldoen på
begge kontoene.
Eksempel:
s =r1(x = 50)w1(x = 10)r2(x = 10)r2(y = 50)c2r1(y = 50)
w1(y = 90)c1
t1 flytter 40 fra x til y , men beholder en total saldo på 100 — t2
leser derimot en total saldo på 60.
2.1.3 S2 — Fuzzy/Non-Repeatable Read
S2: r1(x) . . .w2(x) . . . (c1 eller a1)
Beskrivelse: t1 leser x, deretter oppdaterer eller sletter t2 x. Dersom
t1 forsøker å lese x en gang til, vil x ikke lenger finnes eller ha
en annen verdi. Denne feilen kan også oppstå uten at t1 leser x to
ganger.
Eksempel: Bruker samme type eksempel som ved Dirty Read: t1 over-
fører et beløp mellom to kontoer, og t2 sjekker saldoen på begge
kontoene.
s =r2(x = 50)r1(x = 50)w1(x = 10)r1(y = 50)w1(y = 90)c1
r2(y = 90)c2
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Her leser ingen av transaksjonene ucomittede data, men t2 leser
allikevel en total saldo på 140 mens den “egentlige” saldoen er
100.
2.1.4 S3 — Phantom
S3: r1(P) . . .w2(y i P) . . . (c1 eller a1)
Beskrivelse: Et predikat spesifiserer et subsett av databasen som skal
låses, uavhengig av det nåværende innholdet i tabellene. Predika-
ter spesifiseres vanligvis som et uttrykk i WHERE-betingelsen i en
SQL SELECT, UPDATE eller DELETE-setning [9]. S3 forbyr enhver
skriveoperasjon (write, delete, update) på en tuppel som tilfreds-
stiller predikatet P etter at t1 har lest P . Samtidighetsfenomenet
oppstår altså når t1 leser et predikat som modifiseres av en samti-
dig transaksjon.
Eksempel:
s =r1(P)w2(insert y to P)r2(z)w2(z)c2r1(z)c1
t1 henter ut en liste over ansatte. t2 oppretter en ny ansatt, og
oppdaterer deretter z — totalt antall ansatte i selskapet. Når t1
deretter leser z, vil ikke dette tallet stemme overens med antallet i
listen t1 hentet ut tidligere.
2.1.5 S4 — Lost Update
S4: r1(x) . . .w2(x) . . .w1(x) . . . c1
Beskrivelse: t1 leser x, deretter oppdaterer t2 x (muligens basert på
en tidligere leseoperasjon). Når så t1 oppdaterer x basert på den
tidligere leste verdien og committer, “forsvinner” oppdateringen
gjort av t2 uavhengig av om t2 committer eller ikke.
Eksempel:
s =r1(x = 100)r2(x = 100)w2(x = 120)c2w1(x = 130)c1
t1 og t2 leser begge verdien av x, og øker den med henholdsvis 30
og 20. Her blir den endelige verdien av x = 130, i stedet for 150
som resultatet hadde blitt ved å utføre t1 og t2 serielt.
2.2 Feilsituasjoner
Feilsituasjonene under F5 er situasjoner som oppstår ved brudd på en
integritetsregel C() mellom x og y , og ble først presentert i [3]. F6 er en
feilsituasjon som først ble presentert i [5] i 2004.
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2.2.1 F5A — Read Skew
F5A: r1(x) . . .w2(x) . . .w2(y) . . . c2 . . . r1(y) . . . (c1 eller a1)
Beskrivelse: Dersom t2 oppdaterer x og y før t1 har avsluttet sine lese-
operasjoner, kan t1 produsere inkonsistent output. Read Skew er
en versjon av Non-Repeatable Read ( 2.1.3 på side 4), ettersom beg-
ge lar t2 oppdatere data som har blitt lest av en ennå aktiv trans-
aksjon. Forskjellen er at S2 har x = y .
Eksempel:
s =r1(x = 10)r2(x = 10)r2(y = 10)w2(x = 20)w2(y = 20)c2
r1(y = 20)c1
La integritetsregelen C() her være x = y — t2 oppdaterer x og
y fra 10 til 20 før t1 har gjort ferdig sine leseoperasjoner, og t1
vil dermed vise output som bryter integritetsregelen: x = 10 og
y = 20.
2.2.2 F5B — Write Skew
F5B: r1(x) . . . r2(y) . . .w1(y) . . .w2(x) . . . (c1 og c2 inntreffer)
Beskrivelse: t1 leser x og y , som begge tilfredsstiller C(). t2 leser også
x og y , skriver x og committer. Dersom t1 nå skriver y , kan in-
tegritetsregelen C() være brutt. Write Skew er også, som Read Skew,
en versjon av Non-Repeatable Read ( 2.1.3 på side 4). Write Skew
kan oppstå ved en integritetsregel i en bank, hvor saldo på én en-
kelt konto kan bli negativ så lenge total saldo på alle kundens kon-
toer er positiv.
Eksempel:
s =r1(x = 50)r1(y = 50)r2(x = 50)r2(y = 50)w1(y = −40)
w1(x = −40)c1c2
Her leser både t1 og t2 en total saldo på 100 — deretter gjør begge
et uttak på 90 fra hver sin konto. Total saldo blir dermed -80, og
integritetsregelen er brutt.
2.2.3 F6 — Read-Only Transaction Anomaly
F6: r2(x) . . .w1(y) . . . c1 . . . r3(x) . . . r3(y) . . . c3 . . .w2(x) . . . c2
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Beskrivelse: Fekete et al. [5] presenterer denne feilsituasjonen som opp-
står når en transaksjon leser to objekter med en integritetsregel
mellom seg, hvorav det ene modifiseres av en samtidig transak-
sjon.
Eksempel: La x og y representere saldoene til henholdsvis en budsjett-
konto og en sparekonto — x = 0 og y = 0. Uttak fra budsjettkon-
toen får et gebyr på 1 dersom x + y < 0. Transaksjon t1 setter 20
inn på sparekontoen, t2 tar ut 10 fra budsjettkontoen, og t3 er en
read-only transaksjon som leser verdiene av x og y og skriver ut
resultatet:
s =r2(x = 0)r2(y = 0)r1(y = 0)w1(y = 20)c1r3(x = 0)
r3(y = 20)c3w2(x = −11)c2
t3 vil skrive ut resultatet x = 0 og y = 20, mens de faktiske verdi-
ene registrert i databasen er x = −11 og y = 20.
2.3 Isolasjonsnivåer
Definisjonen av isolasjonsnivåene tilgjengelig i SQL baseres ofte på bruk
av låser i scheduleren, ettersom valg av varighet på låser har tillatt at
man fjerner seg fra streng to-fase låsing.
Streng to-fase låsing kan defineres som følger:
Definisjon 2.1. En låseprotokoll er to-fase dersom den for hver transak-
sjon har en fase hvor låser settes, etterfulgt av en fase hvor låser slippes.
Etter at en lås er sluppet, settes det altså ingen nye låser [9].
Under streng to-fase låsing (S2PL) holdes alle (eksklusive) skrivelåser
en transaksjon har satt til transaksjonen har avsluttet (definisjon 4.4 i
[9]).
Isolasjonsnivåene beskrevet i SQL-standarden:
Read Uncommitted En plan s kjøres under isolasjonsnivået read un-
committed dersom skrivelåser settes og slippes etter S2PL-reglene.
Ingen leselåser er nødvendig.
Read Committed En plan s kjøres under isolasjonsnivået read commit-
ted dersom skrivelåser settes og slippes etter S2PL-reglene, og lese-
låser er av kort varighet — det vil si, leselåsene slippes idet den
aktuelle leseoperasjonen avsluttes.
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Samtidighetsfenomener Read Read Repeatable Seriali-
Uncommitted Committed Read zable
S0 Dirty Write Nei Nei Nei Nei
S1 Dirty Read Ja Nei Nei Nei
S2 Non-Repeatable Read Ja Ja Nei Nei
S4 Lost Update Ja Ja Nei Nei
F5A Read Skew Ja Ja Nei Nei
F5B Write Skew Ja Ja Nei Nei
F6 Read-Only Anomaly Ja Ja Nei Nei
S3 Phantoms Ja Ja Ja Nei
Tabell 2.1: Samtidighetsfenomener som kan oppstå ved de forskjellige
isolasjonsnivåene
Repeatable Read En plan s kjøres under isolasjonsnivået repeatable re-
ad dersom skrivelåser og leselåser på dataobjekter settes og slip-
pes etter S2PL-reglene. Leselåser på predikater er derimot av kort
varighet, og slippes i det predikatet er lest.
Serializable En plan s kjøres under isolasjonsnivået serializable dersom
den kan genereres av S2PL-protokollen [9].
I [2], og senere presisert i [3], blir isolasjonsnivåene definert på bak-
grunn av hvilke samtidighetsfenomener som kan oppstå under de for-
skjellige nivåene for å kunne tillate implementasjoner av SQL-standarden
som ikke er basert på låsing — se tabell 2.1.
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Kapittel 3
Serialiserbarhet
Samtidighetskontroll går i korthet ut på å koordinere samtidige aksesser
av forskjellige transaksjoner mot en database, slik at effekten blir den
samme som om transaksjonene ble kjørt én og én [10]. For at en parallell
utførelse av transaksjoner skal være korrekt, må den være serialiserbar,
det vil si at den må være ekvivalent med en seriell utførelse av de samme
transaksjonene [7]. En seriell historie defineres som følger:
Definisjon 3.1. En historie s er seriell hvis den, for alle par av transak-
sjoner ti og tj i s hvor i ≠ j, ordner alle ti’s operasjoner før tj ’s eller
omvendt (definisjon 3.2 i [9]).
For å definere ekvivalens mellom planer benyttes Herbrand seman-
tikk til å beskrive semantikken til hvert steg i en plan, og deretter se-
mantikken av hele planen.
3.1 Herbrand semantikk
Definisjon av Herbrand semantikk for et steg (definisjon 3.3 i [9]):
Definisjon 3.2. La s være en plan. Herbrand semantikken Hs for stegene
ri(x),wi(x) ∈ op(s) defineres rekursivt som følger:
1. Hs(ri(x)) := Hs(wj(x)), hvor wj(x), j ≠ i, er den siste skriveope-
rasjonen på x i s før ri(x).
2. Hs(wi(x)) := fix(Hs(ri(y1)), . . . ,Hs(ri(ym))), hvor ri(yj),1 ≤ j ≤
m, representerer alle leseoperasjoner i ti som inntreffer i s før
wi(x), og hvor fix er et uinterpretert m-ært funksjonssymbol.
Definisjon av Herbrand universet (definisjon 3.4 i [9]):
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Definisjon 3.3. “Let D = x, y, z, . . . be a (finite) set of data items (re-
presenting the data of the underlying data server(s)). For a transaction
t, let op(t) denote the set of all steps of t. The Herbrand Universe HU
for transactions ti, i > 0, is the smallest set of symbols satisfying the
following conditions:
1. f0x() ∈ HU for each x ∈ D, where f0x is a 0-ary function symbol
(i.e., a constant);
2. if wi(x) ∈ op(ti), |{ri(y)|(∃y ∈ D)ri(y) <ti wi(x)}| = m, and
if v1, . . . , vm ∈ HU , then fix(v1, . . . , vm) ∈ HU , where fix is an
m-ary function symbol.”
Da har vi at semantikken til en plan s er mappingen
H[s] : D → HU
definert av
H[s](x) := Hs(wi(x))
hvor wi(x) er den siste operasjonen fra s som skriver x for hver x ∈ D
(definisjon 3.5 i [9]).
3.2 Final-State serialiserbarhet
Definisjon av final-state ekvivalens mellom to planer (definisjon 3.6 i [9]):
Definisjon 3.4. La s og s′ være planer. s og s′ kalles final-state ekviva-
lente, s ≈f s
′, dersom op(s) = op(s′) og H[s] = H[s′]. Dvs: s og s′
inneholder det samme settet med operasjoner og har samme Herbrand
semantikk.
Definisjon 3.5. En plan s er final-state serialiserbar dersom den er final-
state ekvivalent med en seriell plan s′. La FSR stå for klassen av alle
final-state serialiserbare historier (definisjon 3.8 i [9]).
3.2.1 Levende lese-fra relasjoner
Final-state ekvivalens, og dermed også final-state serialiserbarhet, kan
også påvises ved hjelp av levende lese-fra relasjoner. For å definere lese-
fra relajonen til en plan s, må s utvides med to transaksjoner:
• En initialiserende transaksjon t0 som skriver alle objekter og deret-
ter committer. Alle operasjoner i t0 inntreffer før noen andre trans-
aksjoner i s starter. t0 skriver altså databasens tilstand i det s star-
ter [7].
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• En avsluttende transaksjon t∞ som leser alle objekter som er lest
eller skrevet i s. Alle operasjoner i t∞ inntreffer etter at alle andre
transaksjoner i s har avsluttet, og t∞ leser altså den nye tilstanden
produsert av s [9].
Definisjon av lese-fra relasjon — nyttige, levende og døde steg (defini-
sjon 3.7 i [9]):
Definisjon 3.6. “Let s be a schedule.
1. Let tj ∈ trans(s), and let rj(x) be a read operation of tj . rj(x) reads
x in s from wi(x), j ≠ i, if wi(x) is the last write operation on x
such that wi(x) <s rj(x).
2. The reads-from relation of s is defined by
RF(s) := {(ti, x, tj)|an rj(x) reads x from a wi(x)}
3. A step p is directly useful for a step q, denoted p → q, if q re-
ads from p, or if p is a read step and q a subsequent write step
from the same transaction. Let
∗
→ (“useful”) denote the reflexive
and transitive closure of →.
4. A step p is alive in s if it is useful for some step from t∞, i.e.,
(∃q ∈ t∞)p
∗
→ q
and dead otherwise.
5. The live reads-from relation of s is defined by
LRF(s) := {(ti, x, tj)|an alive rj(x) reads x from a wi(x)}.”
Teorem 3.1. La s og s′ være historier. Da er
s ≈f s
′ hvis, og bare hvis op(s) = op(s′) og LRF(s) = LRF(s′)
(teorem 3.1 i [9]).
Final-state ekvivalens ser kun på om sluttilstanden er konsistent, og tar
bare hensyn til leseoperasjoner som er direkte “nyttige” for sluttilstan-
den. Dette betyr i praksis at read-only transaksjoner ikke vil ha noen
innvirkning på om to planer er final-state ekvivalente eller ikke.
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3.2.2 Samtidighetsfenomener og final-state serialiserbarhet
Vi skal nå se på hvilke samtidighetsfenomener som kan oppstå under
final-state serialiserbarhet. Ved å benytte Herbrand semantikk kan en
plan for hvert av de kjente samtidighetsfenomenene beskrevet i 2.1 på
side 3 sammenlignes med en eller flere serielle planer. En oversikt over
hvilke samtidighetsfenomener som er final-state serialiserbare er gitt i
tabell 3.1 til 3.2 på side 18.
S0 — Dirty Write
S0: w1(x) . . .w2(x) . . . (c1 eller a1) ( 2.1.1 på side 3)
Plan: Antar at det finnes en integritetsregel mellom x og y (for eksem-
pel x = y):
s =w1(x)w2(x)w2(y)c2w1(y)c1
s1 =t1t2 = w1(x)w1(y)c1w2(x)w2(y)c2
s2 =t2t1 = w2(x)w2(y)c2w1(x)w1(y)c1
Herbrand Semantikk:
H[s](x) =Hs(w2(x)) = f2x(f0x())
H[s1](x) =Hs1(w2(x)) = f2x(f0x())
H[s2](x) =Hs2(w1(x)) = f1x(f0x())
H[s](y) =Hs(w1(y)) = f1y(f0y())
H[s1](y) =Hs1(w2(y)) = f2y(f0y())
H[s2](y) =Hs2(w1(y)) = f1y(f0y())
H[s](x) =H[s1](x) men H[s](y) ≠ H[s1](y)
H[s](y) =H[s2](y) men H[s](x) ≠ H[s2](x)
Konklusjon: s ≉f s1, s ≉f s2.
Planen over er ikke final-state serialiserbar fordi den fører til at inkonsis-
tente data blir lagret i databasen — denne typen Dirty Writes kan dermed
ikke være final-state ekvivalent med en seriell plan (som ikke vil føre til
en inkonsistent tilstand i databasen). Det finnes derimot en annen “type”
Dirty Writes, som oppstår dersom minst én av transaksjonene må avbry-
tes:
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Plan: s = w1(x)w2(x)c1c2
Beskrivelse: Denne planen fører i utgangspunktet ikke til en inkonsis-
tent tilstand i databasen, problemet oppstår dersom t1 må avbry-
tes. Ved å gjenopprette x forsvinner t2’s oppdatering — men der-
som x ikke gjenopprettes (for å ikke miste t2’s oppdatering), vil
ikke x kunne gjenopprettes dersom t2 senere må avbrytes. Data-
basens gjenopprettelsessystemer vil med andre ord ikke fungere
uten en garanti mot denne typen feilsituasjoner [3]. Selv de laveste
isolasjonsnivåene garanterer derfor mot Dirty Writes — Read Un-
committed garanterer heller ikke mot noen andre samtidighetsfe-
nomener. Final-state serialiserbarhet alene garanterer derimot ikke
mot Dirty Writes.
S1 — Dirty Read
S1: w1(x) . . . r2(x) . . . (c1 eller a1) ( 2.1.2 på side 4)
Plan: Eksempel fra Berenson et al. [3]: overføring av et beløp mellom to
kontoer x og y
s =r1(x)w1(x)r2(x)r2(y)c2r1(y)w1(y)c1
s′ =t1t2 = r1(x)w1(x)r1(y)w1(y)c1r2(x)r2(y)c2
Herbrand Semantikk:
H[s](x) =Hs(w1(x)) = f1x(f0x()) = Hs′(w1(x)) = H[s
′](x)
H[s](y) =Hs(w1(y)) = f1y(f0y(), f0x()) = Hs′(w1(y)) = H[s
′](y)
Levende lese-fra relasjon:
RF(s) ={(t0, x, t1), (t1, x, t2), (t0, y, t2), (t0, y, t1), (t1, x, t∞),
(t1, y, t∞)}
LRF(s) ={(t0, x, t1), (t0, y, t1), (t1, x, t∞), (t1, y, t∞)}
Konklusjon: Herbrand semantikk viser at s ≈f s
′ — planen s er final-
state serialiserbar. Den levende lese-fra relasjonen til s viser også
at t2’s operasjoner er døde steg som ikke påvirker sluttilstanden.
Final-state serialiserbarhet garanterer ikke mot at Dirty Reads kan
oppstå — se også 3.4.2 på side 26.
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S2 — Non-Repeatable Read
S2: r1(x) . . .w2(x) . . . (c1 eller a1) ( 2.1.3 på side 4)
Plan: t2 overfører et beløp mellom to kontoer x og y , og t1 sjekker
saldoen på begge kontoene
s =r1(x)r2(x)w2(x)r2(y)w2(y)r1(y)c1c2
s′ =t2t1 = r2(x)w2(x)r2(y)w2(y)c2r1(x)r1(y)c1
Herbrand Semantikk:
H[s](x) =Hs(w2(x)) = f2x(f0x()) = Hs′(w2(x)) = H[s
′](x)
H[s](y) =Hs(w2(y)) = f2y(f0y(), f0x()) = Hs′(w2(y)) = H[s
′](y)
Levende lese-fra relasjon:
RF(s) ={(t0, x, t1), (t0, x, t2), (t0, y, t2), (t2, y, t1), (t2, x, t∞),
(t2, y, t∞)}
LRF(s) ={(t0, x, (t2), (t0, y, t2), (t2, x, t∞), (t2, y, t∞)}
Konklusjon: s ≈f s
′ — plan s er final-state serialiserbar. Den levende
lese-fra relasjonen viser at t1’s operasjoner er døde steg — final-
state serialiserbarhet garanterer altså ikke mot Non-Repeatable Re-
ads.
S3, F3 — Phantom
S3: r1(P) . . .w2(y i P) . . . (c1 eller a1) ( 2.1.4 på side 5)
F3: r1(P) . . .w2(y i P) . . . c2 . . . r1(P) . . . c1 ( 4.3 på side 33)
Beskrivelse: S3 forbyr enhver skriveoperasjon (write, delete, update) på
en tuppel som tilfredsstiller predikatet P etter at t1 har lest P [3].
Samtidighetsfenomenet oppstår altså når t1 leser et predikat som
modifiseres av en samtidig transaksjon.
Final-state serialiserbarhet kontrollerer bare at databasen har en
konsistent sluttilstand, og tar ikke hensyn til hva transaksjoner
som leser databasen får se. Phantoms er dermed et samtidighetsfe-
nomen som aldri vil bryte med final-state serialiserbarhet ettersom
feilen oppstår på grunn av en leseoperasjon som ikke har betyd-
ning for sluttilstanden.
14
S4 — Lost Update
S4: r1(x) . . .w2(x) . . .w1(x) . . . c1 ( 2.1.5 på side 5)
Plan: To samtidige transaksjoner oppdaterer det samme objektet, med
det resultat at den første oppdateringen “forsvinner:”
s =r1(x)r2(x)w1(x)w2(x)c1c2
s1 =t1t2 = r1(x)w1(x)c1r2(x)w2(x)c2
s2 =t2t1 = r2(x)w2(x)c2r1(x)w1(x)c1
Herbrand Semantikk:
H[s](x) =Hs(w2(x)) = f2x(f0x())
H[s1](x) =Hs1(w2(x)) = f2x(f1x(f0x()))
H[s2](x) =Hs2(w1(x)) = f1x(f2x(f0x()))
Levende lese-fra relasjon:
RF(s) ={(t0, x, t1), (t0, x, t2), (t2, x, t∞)}
LRF(s) ={(t0, x, t2), (t2, x, t∞)}
Konklusjon: s ≉f s1, s ≉f s2. Planen s er ikke final-state serialiserbar.
Det som forårsaker en Lost Update er plasseringen av t1’s skrive-
operasjon mellom t2’s lese- og skriveoperasjon på det samme ob-
jektet. Dette gjør at t1’s oppdatering hverken fanges opp av Her-
brand semantikken eller lese-fra relasjonen. En plan som tillater
en slik rekkefølge av operasjoner vil dermed aldri være final-state
serialiserbar.
F5A — Read Skew
F5A: r1(x) . . .w2(x) . . .w2(y) . . . c2 . . . r1(y) . . . (c1 eller a1) ( 2.2.1 på
side 6)
Plan: Read Skew oppstår når en transaksjon leser to forskjellige objek-
ter med en integritetsregel seg i mellom, og objektene oppdateres
av en samtidig transaksjon.
s =r1(x)r2(x)r2(y)w2(x)w2(y)c2r1(y)c1
s′ =t1t2 = r1(x)r1(y)c1r2(x)r2(y)w2(x)w2(y)c2
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Herbrand Semantikk:
H[s](x) =Hs(w2(x)) = f2x(f0y(), f0x()) = Hs′(w2(x)) = H[s
′](x)
H[s](y) =Hs(w2(y)) = f2y(f0y(), f0x()) = Hs′(w2(y)) = H[s
′](y)
Levende lese-fra relasjon:
RF(s) ={(t0, x, t1), (t0, x, t2), (t0, y, t2), (t2, y, t1), (t2, x, t∞),
(t2, y, t∞)}
LRF(s) ={(t0, x, t2), (t0, y, t2), (t2, x, t∞), (t2, y, t∞)}
Konklusjon: s ≈f s
′ — planen s er final-state serialiserbar. Den levende
lese-fra relasjonen til s viser også at t1’s operasjoner er døde steg
som ikke påvirker sluttilstanden. Final-state serialiserbarhet garan-
terer med andre ord ikke mot at Read Skews kan oppstå.
F5B — Write Skew
F5B: r1(x) . . . r2(y) . . .w1(y) . . .w2(x) . . . (c1 og c2 inntreffer) ( 2.2.2 på
side 6)
Plan: Eksempel fra Berenson et al. [3]: Write Skew kan oppstå ved en
integritetsregel i en bank, hvor saldo på én enkelt konto kan bli
negativ så lenge total saldo på alle kundens kontoer er positiv.
s =r1(x)r1(y)r2(x)r2(y)w1(y)w2(x)c1c2
s1 =t1t2 = r1(x)r1(y)w1(y)c1r2(x)r2(y)w2(x)c2
s2 =t2t1 = r2(x)r2(y)w2(x)c2r1(x)r1(y)w1(y)c1
Herbrand Semantikk:
H[s](x) =Hs(w2(x)) = f2x(f0y(), f0x())
H[s1](x) =Hs1(w2(x)) = f2x(f1y(f0y(), f0x()), f0x())
H[s2](x) =Hs2(w2(x)) = f2x(f0y(), f0x())
H[s](y) =Hs(w1(y) = f1y(f0y(), f0x())
H[s1](y) =Hs1(w1(y) = f1y(f0y(), f0x())
H[s2](y) =Hs2(w1(y) = f1y(f0y(), f2x(f0y(), f0x()))
H[s](x) =H[s2](x) men H[s](y) ≠ H[s2](y)
H[s](y) =H[s1](y) men H[s](x) ≠ H[s1](x)
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Konklusjon: s ≉f s1, s ≉f s2. Plan s er ikke final-state serialiserbar —
det finnes heller ingen døde steg, ettersom ingen av transaksjo-
nene er rene lese-transaksjoner, og de skriver forskjellige objekter.
Write Skews oppstår når samtidige transaksjoner skriver henholds-
vis x og y , og det finnes en integritetsregel mellom x og y . Fordi
en Write Skew gir inkonsistente data i databasen, kan ikke en plan
som fører til en write skew være final-state ekvivalent med en seri-
ell plan.
F6 — Read-Only Transaction Anomaly
F6: r2(x) . . .w1(y) . . . c1 . . . r3(x) . . . r3(y) . . . c3 . . .w2(x) . . . c2 ( 2.2.3
på side 6)
Plan:
s =r2(x)r2(y)r1(y)w1(y)c1r3(x)r3(y)c3w2(x)c2
s′ =t2t1t3 = r2(x)r2(y)w2(x)c2r1(y)w1(y)c1r3(x)r3(y)c3
Herbrand Semantikk:
H[s](x) =Hs(w2(x)) = f2x(f0y()) = Hs′(w2(x)) = H[s
′](x)
H[s](y) =Hs(w1(y)) = f1y(f0y()) = Hs′(w1(y)) = H[s
′](y)
Levende lese-fra relasjon:
RF(s) ={(t0, x, t2), (t0, y, t2), (t0, y, t1), (t0, x, t3), (t1, y, t3),
(t2, x, t∞), (t1, y, t∞)}
LRF(s) ={(t0, x, t2), (t0, y, t2), (t0, y, t1), (t2, x, t∞), (t1, y, t∞)}
Konklusjon: s ≈f s
′ — planen s er final-state serialiserbar. Den levende
lese-fra relasjonen viser også at t3’s operasjoner er døde steg og
dermed ikke påvirker sluttilstanden. F6 oppstår på grunn av plas-
seringen av en read-only transaksjon, hvor operasjonene alltid vil
gi døde steg. Da følger det at planer som bare fører til denne feilsi-
tuasjonen alltid vil være final-state serialiserbare.
Oppsummering
Final-state serialiserbarhet tar kun hensyn til databasens sluttilstand,
og ikke hva de enkelte transaksjonene får se eller hva de produserer
av output. Av samtidighetsfenomenene beskrevet tidligere, er både S1,
S2, S3, F5A og F6 forårsaket av “dårlig” plasserte leseoperasjoner som
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Samtidighetsfenomener som er final-state serialiserbare
S0 Dirty Write
S1 Dirty Read
S2 Non-Repeatable Read
S3 Phantoms
F5A Read Skew
F6 Read-Only Transaction Anomaly
Tabell 3.1: Fenomener ∈ FSR
Samtidighetsfenomener som ikke er final-state serialiserbare
S4 Lost Update
F5B Write Skew
Tabell 3.2: Fenomener ∉ FSR
isolert sett ikke påvirker sluttresultatet i databasen — rene lesetransak-
sjoner er døde steg [9]. Disse samtidighetsfenomenene gir altså “bare”
inkonsistent output til brukeren, og gir ingen feil i selve databasen. Pla-
ner som bare forårsaker disse samtidighetsfenomenene vil derfor alltid
være final-state serialiserbare.
Til sammenligning fører de resterende samtidighetsfenomenene (S0,
S4, F5B) til at inkonsistente data blir lagret i databasen, og planer som
bare forårsaker disse fenomenene vil derfor ikke kunne være final-state
serialiserbare. Unntaket fra dette er den typen Dirty Write som forårsa-
kes av at én av transaksjonen avbrytes, og ellers ikke produserer inkon-
sistente data eller output. Final-state ekvivalens fanger ikke opp plasse-
ring/betydningen av en transaksjons avslutning, og tillater dermed en-
kelte varianter av Dirty Write.
3.2.3 FSR og isolasjonsnivåer
Definisjoner
• Isolasjonsnivået N1 er svakere enn isolasjonsnivået N2 (eller N2 er
sterkere enn N1), N2 ⊂ N1, dersom alle ikke-serialiserbare historier
som oppfyller kravene til N2 også oppfyller N1, og det er minst én
ikke-serialiserbar historie som kan opptre ved nivå N1 men ikke
ved nivå N2 [3].
• To isolasjonsnivåer er usammenlignbare, N1≫≪ N2, dersom hvert
av isolasjonsnivåene tillater en ikke-serialiserbar historie som ikke
tillates av det andre [3].
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Isolasjonsnivåer
Final-state serialiserbarhet godkjenner enkelte planer som kan føre til
enkelte Dirty Writes, i motsetning til Read Uncommitted. Read Uncom-
mitted godkjenner derimot Lost Updates, og Read Uncommitted og final-
state serialiserbarhet er usammenlignbare:
Read Uncommitted≫≪ Final-State serialiserbarhet
Isolasjonsnivået Read Committed godkjenner ikke Dirty Reads, i motset-
ning til FSR — derimot kan Lost Updates oppstå ved Read Committed,
men ikke under FSR. Read Committed og final-state serialiserbarhet er
dermed usammenlignbare:
Read Committed≫≪ Final-State serialiserbarhet
Repeatable Read godkjenner kun Phantoms av samtidighetsfenomenene,
og er dermed sterkere enn final-state serialiserbarhet:
Repeatable Read ⊂ Final-State serialiserbarhet
Ettersom Serializable er sterkere enn Repeatable Read følger det at FSR
også er svakere enn Serializable.
3.3 View-serialiserbarhet
Final-state serialiserbarhet er åpenbart ikke et godt nok korrekthetskri-
terie, ettersom så mange av de kjente samtidighetsfenomenene slippes
igjennom. View-ekvivalens er et kriterie som sammenligner hva de for-
skjellige transaksjonene får “se” i stedet for å bare se på sluttilstanden i
databasen.
Definisjon 3.7. La s og s′ være to planer. s og s′ kalles view-ekvivalente,
s ≈v s
′, dersom det følgende holder:
1. op(s) = op(s′)
2. H[s] = H[s′]
3. Hs(p) = Hs′(p) for alle lese- og skriveoperasjoner p
(definisjon 3.9 i [9]).
Definisjon 3.8. En historie s er view-serialiserbar dersom det eksisterer
en seriell historie s′ slik at s ≈v s
′. La VSR stå for klassen av alle view-
serialiserbare historier (definisjon 3.10 i [9]).
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3.3.1 Lese-fra relasjoner
Lese-fra relasjonen til en plan s ble i definisjon 3.6 på side 11 definert
som følger:
RF(s) := {(ti, x, tj)|en rj(x) leser x fra en wi(x)}
s må også utvides med t0 og t∞, se 3.2.1 på side 10.
Definisjon 3.9. For en gitt plan s kan vi konstruere en graf D(s) = (V , E)
som følger:
V := op(s)
E := {(p, q)|p,q ∈ V , p → q}
Da kan view-ekvivalens også karakteriseres på følgende måte (teorem
3.2 i [9]):
Teorem 3.2. La s og s′ være planer. De følgende tre påstandene er ekvi-
valente:
1. s ≈v s
′
2. D(s) = D(s′)
3. RF(s) = RF(s′)
For å teste view-serialiserbarhet, benytter vi lese-fra relasjonen.
3.3.2 Samtidighetsfenomener og view-serialiserbarhet
Vi skal nå undersøke om planer som tillater noen av de kjente samti-
dighetsfenomenene er view-serialiserbare. Ettersom VSR ⊆ FSR, under-
søkes bare de samtidighetsfenomenene som er vist å være final-state
serialiserbare — fenomener som ikke godkjennes under FSR kan heller
ikke godkjennes under VSR.
S0 — Dirty Write
S0: w1(x) . . .w2(x) . . . (c1 eller a1) ( 2.1.1 på side 3)
Plan:
s = w1(x)w2(x)c1c2
Beskrivelse: Det er kun plassering av commit-operasjonene som skiller
s fra en seriell plan. Ettersom view-ekvivalens med en seriell plan
ikke tar hensyn til plassering av commit-operasjoner, er s åpenbart
view-serialiserbar. Planen viser at VSR ikke garanterer mot de tilfel-
lene av Dirty Writes der fenomenet skyldes at minst én av transak-
sjonene avbrytes. Se også diskusjon i 5.4.2 på side 43.
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S1 — Dirty Read
S1: w1(x) . . . r2(x) . . . (c1 eller a1) ( 2.1.2 på side 4)
Plan: Eksempel fra Berenson et al. [3]: overføring av et beløp mellom to
kontoer x og y
s =r1(x)w1(x)r2(x)r2(y)c2r1(y)w1(y)c1
s1 = t1t2 =r1(x)w1(x)r1(y)w1(y)c1r2(x)r2(y)c2
s2 = t2t1 =r2(x)r2(y)c2r1(x)w1(x)r1(y)w1(y)c1
Lese-fra relasjoner:
RF(s) ={(t0, x, t1), (t1, x, t2), (t0, y, t2), (t0, y, t1), (t1, x, t∞),
(t1, y, t∞)}
RF(s1) ={(t0, x, t1), (t0, y, t1), (t1, x, t2), (t1, y, t2), (t1, x, t∞),
(t1, y, t∞)}
RF(s2) ={(t0, x, t2), (t0, y, t2), (t0, x, t1), (t0, y, t1), (t1, x, t∞),
(t1, y, t∞)}
Konklusjon: RF(s) inneholder (t0, y, t2) som ikke finnes i RF(s1) og (t1, x, t2)
som ikke finnes i RF(s2) — s ≉v s1, s ≉v s2.
Planen over viser et tilfelle av Dirty Read som fører til at t2 leser inkon-
sistente data, og godkjennes ikke under view-serialiserbarhet. Men det
finnes også planer som, selv om de tilfredsstiller beskrivelsen av samti-
dighetsfenomenet Dirty Read, allikevel er view-serialiserbare:
Plan: Eksempel fra Weikum & Vossen [9], hvor s er “uproblematisk” så
lenge t1 commiter. Problemet oppstår hvis t1 må avbrytes — da vil
t2 ha lest inkonsistente data.
s =r1(x)w1(x)r2(x)c1w2(x)c2
s′ = t1t2 =r1(x)w1(x)c1r2(x)w2(x)c2
Lese-fra relasjoner:
RF(s) ={(t0, x, t1), (t1, x, t2), (t2, x, t∞)}
RF(s′) ={(t0, x, t1), (t1, x, t2), (t2, x, t∞)}
Konklusjon: s ≈v s
′.
For at et isolasjonsnivå/korrekthetskriterie skal gi full beskyttelse mot
fenomenet Dirty Reads, må også planer som denne forbys, selv om de
i utgangspunktet ikke fører til feil hverken i databasen eller i output til
brukeren. Se også diskusjon i 5.4.2 på side 43.
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S2 — Non-Repeatable Read
S2: r1(x) . . .w2(x) . . . (c1 eller a1) ( 2.1.3 på side 4)
Plan: t2 overfører et beløp mellom to kontoer x og y , og t1 sjekker
saldoen på begge kontoene
s =r1(x)r2(x)w2(x)r2(y)w2(y)r1(y)c1c2
s1 = t1t2 =r1(x)r1(y)c1r2(x)w2(x)r2(y)w2(y)c2
s2 = t2t1 =r2(x)w2(x)r2(y)w2(y)c2r1(x)r1(y)c1
Lese-fra relasjoner:
RF(s) ={(t0, x, t1), (t0, x, t2), (t0, y, t2), (t2, y, t1), (t2, x, t∞),
(t2, y, t∞)}
RF(s1) ={(t0, x, t1), (t0, y, t1), (t0, x, t2), (t0, y, t2), (t2, x, t∞),
(t2, y, t∞)}
RF(s2) ={(t0, x, t2), (t0, y, t2), (t2, x, t1), (t2, y, t1), (t2, x, t∞),
(t2, y, t∞)}
Konklusjon: RF(s) inneholder (t2, y, t1) som ikke finnes i RF(s1), og (t0, x, t1)
som ikke finnes i RF(s2) — s ≉v s1, s ≉v s2. Planer som tillater Non-
Repeatable Reads er ikke view-serialiserbare.
S3 — Phantoms
S3: r1(P) . . .w2(y i P) . . . (c1 eller a1) ( 2.1.4 på side 5)
Plan: t1 henter ut en liste over ansatte basert på et predikat P , og leser
totalt antall ansatte i z. t2 legger til en ansatt som tilfredsstiller
predikatet P og oppdaterer totalt antall ansatte i z.
s =r1(P)w2(insert y to P)r2(z)w2(z)c2r1(z)c1
s1 = t1t2 =r1(P)r1(z)c1w2(insert y to P)r2(z)w2(z)c2
s2 = t2t1 =w2(insert y to P)r2(z)w2(z)c2r1(P)r1(z)c1
Lese-fra relasjoner:
RF(s) ={(t0, P , t1), (t0, z, t2), (t2, z, t1), (t2, y, t∞), (t2, z, t∞)}
RF(s1) ={(t0, P , t1), (t0, z, t1), (t0, z, t2), (t2, y, t∞), t2, z, t∞)}
RF(s2) ={(t0, z, t2), (t2, P , t1), (t2, z, t1), (t2, y, t∞), t2, z, t∞)}
Konklusjon: RF(s) inneholder (t2, z, t1) som ikke finnes i RF(s1), og (t0, P , t1)
som ikke finnes i RF(s2) — s ≉v s1, s ≉v s2. Planer som tillater
Phantoms er ikke view-serialiserbare.
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F5A — Read Skew
F5A: r1(x) . . .w2(x) . . .w2(y) . . . c2 . . . r1(y) . . . (c1 eller a1) ( 2.2.1 på
side 6)
Plan: Read Skew oppstår når en transaksjon leser to forskjellige objek-
ter med en integritetsregel seg i mellom, og objektene oppdateres
av en samtidig transaksjon.
s =r1(x)r2(x)r2(y)w2(x)w2(y)c2r1(y)c1
s1 = t1t2 =r1(x)r1(y)c1r2(x)r2(y)w2(x)w2(y)c2
s2 = t2t1 =r2(x)r2(y)w2(x)w2(y)c2r1(x)r1(y)c1
Lese-fra relasjoner:
RF(s) ={(t0, x, t1), (t0, x, t2), (t0, y, t2), (t2, y, t1), (t2, x, t∞),
(t2, y, t∞)}
RF(s1) ={(t0, x, t1), (t0, y, t1), (t0, x, t2), (t0, y, t2), (t2, x, t∞),
(t2, y, t∞)}
RF(s2) ={(t0, x, t2), (t0, y, t2), (t2, x, t1), (t2, y, t1), (t2, x, t∞),
(t2, y, t∞)}
Konklusjon: RF(s) inneholder (t2, y, t1) som ikke finnes i RF(s1), og (t0, x, t1)
som ikke finnes i RF(s2) — s ≉v s1, s ≉v s2. Planer som tillater Read
Skews er ikke view-serialiserbare.
F6 — Read-Only Transaction Anomaly
F6: r2(x) . . .w1(y) . . . c1 . . . r3(x) . . . r3(y) . . . c3 . . .w2(x) . . . c2 ( 2.2.3
på side 6)
Plan:
s =r2(x)r2(y)r1(y)w1(y)c1r3(x)r3(y)c3w2(x)c2
s1 = t1t2t3 =r1(y)w1(y)c1r2(x)r2(y)w2(x)c2r3(x)r3(y)c3
s2 = t1t3t2 =r1(y)w1(y)c1r3(x)r3(y)c3r2(x)r2(y)w2(x)c2
s3 = t2t1t3 =r2(x)r2(y)w2(x)c2r1(y)w1(y)c1r3(x)r3(y)c3
s4 = t2t3t1 =r2(x)r2(y)w2(x)c2r3(x)r3(y)c3r1(y)w1(y)c1
s5 = t3t1t2 =r3(x)r3(y)c3r1(y)w1(y)c1r2(x)r2(y)w2(x)c2
s6 = t3t2t1 =r3(x)r3(y)c3r2(x)r2(y)w2(x)c2r1(y)w1(y)c1
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Lese-fra relasjoner:
RF(s) ={(t0, x, t2), (t0, y, t2), (t0, y, t1), (t0, x, t3), (t1, y, t3),
(t2, x, t∞), (t1, y, t∞)}
RF(s1) ={(t0, y, t1), (t0, x, t2), (t1, y, t2), (t2, x, t3), (t1, y, t3),
(t2, x, t∞), (t1, y, t∞)}
RF(s2) ={(t0, y, t1), (t0, x, t3), (t1, y, t3), (t0, x, t2), (t1, y, t2),
(t2, x, t∞), (t1, y, t∞)}
RF(s3) ={(t0, x, t2), (t0, y, t2), (t0, y, t1), (t2, x, t3), (t1, y, t3),
(t2, x, t∞), (t1, y, t∞)}
RF(s4) ={(t0, x, t2), (t0, y, t2), (t2, x, t3), (t0, y, t3), (t0, y, t1),
(t2, x, t∞), (t1, y, t∞)}
RF(s5) ={(t0, x, t3), (t0, y, t3), (t0, y, t1), (t0, x, t2), (t1, y, t2),
(t2, x, t∞), (t1, y, t∞)}
RF(s6) ={(t0, x, t3), (t0, y, t3), (t0, x, t2), (t0, y, t2), (t0, y, t1),
(t2, x, t∞), (t1, y, t∞)}
Konklusjon:
RF(s) inneholder (t0, y, t2) og (t0, x, t3) som ikke finnes i RF(s1)
— s ≉v s1.
RF(s) inneholder (t0, y, t2) som ikke finnes i RF(s2) — s ≉v s2.
RF(s) inneholder (t0, x, t3) som ikke finnes i RF(s3) — s ≉v s3.
RF(s) inneholder (t0, x, t3) og (t1, y, t3) som ikke finnes i RF(s4)
— s ≉v s4.
RF(s) inneholder (t1, y, t3) og (t0, y, t2) som ikke finnes i RF(s5)
— s ≉v s5.
RF(s) inneholder (t1, y, t3) som ikke finnes i RF(s6) — s ≉v s6.
Planer som tillater Read-Only Transaction Anomalies er ikke view-
serialiserbare.
Oppsummering
Det viser seg altså at de fleste av de kjente samtidighetsfenomenene
ikke kan forekomme i view-serialiserbare planer, fordi de enten gir in-
konsistente data i databasen, eller produserer inkonsistent output. Unn-
taket er Dirty Writes og Dirty Reads hvor en transaksjon må avbrytes —
dette håndterer ikke view-serialiserbarhet fordi plassering av commit-
operasjoner ikke påvirker lese-fra relasjoner. View-serialiserbarhet er
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heller ikke et korrekthetskriterie som kan benyttes i praksis, ettersom
det har vist seg å være NP-komplett å teste det [9, 7].
3.3.3 VSR og isolasjonsnivåer
View-serialiserbarhet godkjenner enkelte typer Dirty Writes, og kan der-
med ikke være sterkere enn isolasjonsnivået Read Uncommitted. Read
Uncommitted godkjenner på den annen side alle andre samtidighets-
fenomener — view-serialiserbarhet og Read Uncommitted er usammen-
lignbare:
Read Uncommitted≫≪ View-serialiserbarhet
Ettersom VSR ikke godkjenner noen av de andre samtidighetsfenomene-
ne, er den usammenlignbar med Read Committed som godkjenner alt
over S1, og Repeatable Read som godkjenner Phantoms:
Read Committed≫≪ View-serialiserbarhet
Repeatable Read≫≪ View-serialiserbarhet
Serializable er dermed det eneste isolasjonsnivået som er sterkere enn
view-serialiserbarhet:
Serializable ⊂ View-serialiserbarhet
3.4 Konfliktserialiserbarhet
Konfliktserialiserbarhet er den “nyttigste” av serialiserbarhetstypene etter-
som den er enkel å teste og lett å implementere i en scheduler. Den base-
res på ordning av konflikter mellom transaksjoner i en plan (definisjon
3.12 i [9]):
Definisjon 3.10. La s være en plan, t, t′ ∈ trans(s), t ≠ t′:
1. To operasjoner p ∈ t og q ∈ t′ er i konflikt i s dersom de aksesserer
det samme objektet og minst én av dem er en skriveoperasjon:
(p = r(x)∧q = w(x))∨(p = w(x)∧q = r(x))∨(p =w(x)∧q =w(x))
2. konf(s) := {(p, q)|p,q er i konflikt i s og p <s q} kalles konfliktre-
lasjonen til s.
Konfliktekvivalens kan da defineres slik (definisjon 3.13 i [9]):
Definisjon 3.11. La s og s′ være to planer. s og s′ er konfliktekvivalente,
s ≈s s
′, dersom de har de samme operasjonene og de samme konfliktre-
lasjonene:
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1. op(s) = op(s′) og
2. konf(s) = konf(s′).
To planer er altså konfliktekvivalente dersom alle par av operasjoner
fra distinkte transaksjoner som er i konflikt med hverandre opptrer i
samme rekkefølge i begge planene [9].
Definisjon 3.12. En historie s er konfliktserialiserbar hvis det finnes en
seriell historie s′ slik at s ≈s s
′. La CSR stå for klassen av alle konfliktse-
rialiserbare historier (definisjon 3.14 i [9]).
3.4.1 Konfliktgraf
Konfliktserialiserbarhet kan også påvises ved hjelp av konflikt- eller se-
rialiseringsgrafen til en plan. Konfliktgrafen abstraherer bort individuel-
le konflikter mellom par av transaksjoner, og representerer flere konflik-
ter mellom de samme (committede) transaksjonene med bare én kant.
Definisjon 3.13. La s være en plan. Konfliktgrafen, også kjent som seria-
liseringsgrafen, G(s) = (V , E) til s, defineres av
V = commit(s),
(t, t′) ∈ E⇔ t ≠ t′ ∧ (∃p ∈ t)(∃q ∈ t′) (p, q) ∈ conf(s)
(definisjon 3.15 i [9])
Det følgende er kjent som (konflikt)serialiserbarhetsteoremet (teorem
3.10 i [9]):
Teorem 3.3. La s være en historie. Da har vi at
s ∈ CSR hvis, og bare hvis, G(s) er asyklisk.
3.4.2 Samtidighetsfenomener og konfliktserialiserbarhet
Ettersom CSR ⊂ VSR [9], kan ikke samtidighetsfenomener som ikke
er view-serialiserbare være konfliktserialiserbare. Konfliktserialiserbar-
het håndterer dermed de fleste samtidighetsfenomenene, med to unn-
tak:
Dirty Writes
S0: w1(x) . . .w2(x) . . . (c1 eller a1) ( 2.1.1 på side 3)
Plan:
s = w1(x)w2(x)c1c2
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Konflikter: s har bare én konflikt, og er åpenbart konfliktserialiserbar.
Planen viser at CSR ikke garanterer mot de tilfellene av Dirty Writes
der fenomenet skyldes at minst én av transaksjonene avbrytes.
Dirty Reads
S1: w1(x) . . . r2(x) . . . (c1 eller a1) ( 2.1.2 på side 4)
Plan:
s = r1(x)w1(x)r2(x)c1w2(x)c2
Konfliktgraf:
t1
(w1(x),r2(x))
// t2
Konfliktgrafen er asyklisk — s er konfliktserialiserbar. Planen viser
at CSR ikke garanterer mot de tilfellene av Dirty Reads der fenome-
net skyldes at én av transaksjonene avbrytes.
Oppsummering
Planene vist her fører i utgangspunktet ikke til inkonsistente data eller
output — problemet oppstår når én av transaksjonene avbrytes. Grun-
nen til at akkurat denne “typen” Dirty Write og Read ikke fanges opp av
hverken FSR, VSR eller CSR, er at ingen av dem tar hensyn til plassering
av commit-operasjoner i definisjonen av ekvivalens med en seriell plan.
Se også 5.4.2 på side 43.
3.4.3 CSR og isolasjonsnivåer
På grunn av at enkelte tilfeller av Dirty Writes kan opptre i konfliktse-
rialiserbare planer, kan ikke CSR være sterkere enn Read Uncommitted.
Read Uncommitted tillater derimot alle andre samtidighetsfenomener,
og er dermed usammenlignbar med CSR:
Read Uncommitted≫≪ Konfliktserialiserbarhet
Ettersom Read Committed tillater alle fenomener over S1 (Dirty Reads),
og Repeatable Read tillater Phantoms, er disse nivåene usammenlignbare
med konfliktserialiserbarhet:
Read Committed≫≪ Konfliktserialiserbarhet
Repeatable Read≫≪ Konfliktserialiserbarhet
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Konfliktserialiserbarhet alene er altså ikke et sterkt nok korrekthetskri-
terie til å garantere isolasjonsnivået serializable, som ikke tillater noen
av samtidighetsfenomenene:
Serializable ⊂ Konfliktserialiserbarhet
Derimot er alle planer generert av en S2PL-scheduler konfliktserialiser-
bare — klassen av mulige planer som kan genereres av S2PL er dermed
et subsett av klassen CSR.
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Kapittel 4
Snapshot Isolation
Snapshot Isolation er en multiversjonsprotokoll for samtidighetskon-
troll, først presentert i [3]. Snapshot Isolation er attraktiv fordi den tilbyr
et isolasjonsnivå som unngår mange av de vanligste samtidighetsfeno-
menene, og både Oracle, PostgreSQL og Microsoft SQL Server har imple-
mentert en versjon av den [4].
4.1 Multiversjonsplaner
Definisjon 4.1. La s være en historie med en initialiserende transak-
sjon t0 og en avsluttende transaksjon t∞. En versjonsfunksjon for s er
en funksjon h, som assosierer hver leseoperasjon i s med en tidligere
skriveoperasjon på det samme objektet (definisjon 5.1 i [9]).
Definisjon på en multiversjonshistorie (definisjon 5.2 i [9]):
Definisjon 4.2. La T = {t1, . . . , tn} være et (endelig) sett transaksjoner.
1. Enmultiversjonshistorie (eller komplett multiversjonsplan) for T er
enm = (op(m),<m), hvor <m er en rekkefølge på op(m) og
(a) op(m) = h(
⋃n
i=1 op(ti)) for en versjonsfunksjon h
(b) for alle t ∈ T og alle operasjoner p, q ∈ op(t) holder det
følgende:
p <t q ⇒ h(p) <m h(q)
(c) hvis h(rj(x)) = rj(xi), i ≠ j, og cj er i m, da er ci i m og
ci <m cj.
2. En multiversjonsplan er en prefix av en multiversjonshistorie.
En multiversjonshistorie inneholder altså versjonerte lese- og skrive-
operasjoner for transaksjonene som inngår, hvor rekkefølgen på opera-
sjonene er den samme som i de individuelle transaksjonsrekkefølgene.
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4.2 Beskrivelse av Snapshot Isolation
Snapshot Isolation er en multiversjonsprotokoll med en spesiell ver-
sjonsfunksjon. En transaksjon som utføres under Snapshot Isolation le-
ser alltid data fra et commit-snapshot som implementeres ved å tids-
stemple alle transaksjoner ved oppstart og commit. Et commit-snapshot
for en transaksjon ti vil dermed være databasens “siste” konsistente til-
stand på et tidspunkt før ti’s første leseoperasjon.
Når en transaksjon leser fra et commit-snapshot, vil den aldri kunne
se “midlertidige” eller delvise data fra andre, samtidige transaksjoner.
To transaksjoner regnes som samtidige dersom transaksjonsperiodene
deres overlapper:
[start(t1), commit(t1)]∩ [start(t2), commit(t2)] ≠ 0 [5]
ti vil se alle endringer gjort av transaksjoner som har committet før
ti’s starttidspunkt, men ingen endringer som committes av andre trans-
aksjoner etter dette tidspunktet. Resultatene av transaksjonens egne
skriveoperasjoner vil lagres lokalt, slik at dersom ti leser data den selv
har skrevet, vil den lese sine “egne” verdier.
Når en transaksjon ti er klar til å committe, får den et nytt tidsstem-
pel sommå være større enn alle andre eksisterende start- og committids-
stempler. Deretter sammenlignes ti med alle transaksjoner som har et
committidsstempel som er mindre enn ti’s, og større enn ti’s starttids-
stempel. Dersom ingen samtidige transaksjoner allerede har committet
oppdateringer av de samme dataene som ti ønsker å oppdatere, kan
transaksjonen committes — i motsatt tilfelle må ti avbryte. Dette kal-
les “First committer wins” [3]. Når en transaksjon ti committer, blir alle
endringene den har foretatt synlige for alle transaksjoner med et start-
tidspunkt større enn ti’s committidspunkt.
Weikum og Vossen gir følgende formelle definisjon av Snapshot Iso-
lation (definisjon 10.3 i [9]):
Definisjon 4.3. “A multiversion schedule of transactions T = {t1, . . . , tn}
satisfies the criterion of snapshot isolation if the following two conditions
hold:
1. The version function maps each read action ri(x) to the most re-
cent committed write action wj(x) as of the time of the begin of
ti; that is: ri(x) is mapped to wj(x) such that wj(x) < cj < bi <
ri(x) and there are no other actions wh(x) and ch(h ≠ j) with
wh(x) < bi and cj < ch < bi, where bi denotes the beginning of ti.
2. The write sets of two concurrent transactions are disjoint; that is,
if for two transactions ti and tj , either bi < bj < ci or bj < bi < cj,
then ti and tj must not write a common object.”
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Den formelle definisjonen av Snapshot Isolation begrenser altså hva sam-
tidige transaksjoner får “se” av hverandres operasjoner, og sier i tillegg
at dersom to samtidige transaksjoner ikke har disjunkte skrivesett, må
én av dem avbrytes. Alle planer vil derfor i utgangspunktet godkjennes
under Snapshot Isolation — en plan som bryter reglene må dermed være
en plan som følger definisjonen, men allikevel fører/kan føre til et sam-
tidighetsfenomen.
4.2.1 Serialiseringsgraf for Snapshot Isolation
Snapshot Isolation-kriteriet kan beskrives ved å konstruere en serialise-
ringsgraf (definisjon 10.4 i [9]):
Definisjon 4.4. Snapshot Isolation serialiseringsgrafen for en multiver-
sjonshistorie s er en rettet graf med transaksjonene som noder og kanter
som følger:
• For hver operasjon rj(xi) i planen er det en kant ti → tj merket x.
• For hvert par av operasjoner rk(xj) og wi(xi) hvor i, j og k er
forskjellige, er det en kant
1. ti → tj hvis ci < cj og
2. tk → ti hvis cj < ci
merket med x i begge tilfeller.
s ∈ SI dersom det ikke finnes et objekt x slik at den tilhørende SI seria-
liseringsgrafen har en løkke kun bestående av kanter merket x [8, 9].
4.2.2 First Updater Wins
Oracles implementasjon av Snapshot Isolation benytter en versjon av
“first committer wins” som Fekete et al. [5] har kalt “first updater wins.”
I stedet for å kontrollere om samtidige transaksjoner oppdaterer de sam-
me dataene ved commit, gjøres denne sjekken på oppdateringstidspunk-
tet.
Dersom ti og tk er samtidige og ti oppdaterer x, vil ti sette en skri-
velås på x. Dersom tk prøver å oppdatere x mens ti fortsatt er aktiv, vil
ti’s skrivelås hindre tk i å gå videre. Hvis ti slipper låsen ved commit vil
tk avbrytes med en gang (i motsetning til å fullføres, for så å avbrytes
når den prøver å commite). tk kan bare fortsette dersom ti slipper låsen
fordi den selv må avbrytes. Rekker derimot ti å commite og slippe låsen
på x før tk prøver å oppdatere, vil tk allikevel avbrytes i det øyeblikket
den forsøker å oppdatere x.
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Effekten av de to variantene er den samme: dersom to samtidige
transaksjoner forsøker å oppdatere de samme dataene, vil en av dem
måtte avbrytes [5].
4.3 Samtidighetsfenomener i Snapshot Isolation
Vi skal nå se på hvilke av samtidighetsfenomenene som kan oppstå un-
der Snapshot Isolation. En oppsummering er gitt i tabell 4.1 til 4.2 på
side 34.
S0 — Dirty Write
S0: w1(x) . . .w2(x) . . . (c1 eller a1) ( 2.1.1 på side 3)
Under SI: Oppstår ikke i Snapshot Isolation ettersom skrivesettene til to
samtidige transaksjoner må være disjunkte.
S1 — Dirty Read
S1: w1(x) . . . r2(x) . . . (c1 eller a1) ( 2.1.2 på side 4)
Under SI: Oppstår ikke i Snapshot Isolation ettersom endringer t1 gjør
ikke vil være synlige for samtidige transaksjoner.
S2 — Fuzzy/Non-Repeatable Read
S2: r1(x) . . .w2(x) . . . (c1 eller a1) ( 2.1.3 på side 4)
Under SI: Oppstår ikke i Snapshot Isolation av samme grunn som for
S1: endringer gjort av en transaksjon er ikke synlige for samtidige
transaksjoner.
S3 — Phantom
S3: r1(P) . . .w2(y i P) . . . (c1 eller a1) ( 2.1.4 på side 5)
Under SI: S3 kan føre til en feilsituasjon som kan oppstå i Snapshot Iso-
lation — også beskrevet i Fekete et al. [5] som Predicate-Based Write
Skew: En integritetsregel C() sier at et sett med oppgaver bestemt
av et predikat P ikke kan ha et totalt antall timer som overstiger
8. t1 leser predikatet, finner at timeantallet er 7, og legger til en
ny oppgave y med varighet på 1 time. En samtidig transaksjon t2
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legger til en oppgave z med samme varighet. Ettersom de to trans-
aksjonene setter inn forskjellige oppgaver vil ikke dette fanges opp
av “first committer wins”-regelen, og integritetsregelen blir brutt.
En strengere tolkning av S3 kan beskrives som en spesifikk feilsituasjon
F3, hvor det kreves at spørringen som tilfredsstiller et predikat P utføres
to ganger:
F3 — Phantom
F3: r1(P) . . .w2(y i P) . . . c2 . . . r1(P) . . . c1
Under SI: t1 utfører en spørring som tilfredsstiller et predikat P to gan-
ger, og finner at resultatet har endret seg. Denne situasjonen opp-
står ikke i Snapshot Isolation ettersom endringene gjort av t2 ikke
vil være tilgjengelige for den samtidige transaksjonen t1.
S4 — Lost Update
S4: r1(x) . . .w2(x) . . .w1(x) . . . c1 ( 2.1.5 på side 5)
Under SI: En av de to transaksjonene vil måtte avbrytes, ettersom skrive-
settet til to samtidige transaksjoner må være disjunkt.
F5A — Read Skew
F5A: r1(x) . . .w2(x) . . .w2(y) . . . c2 . . . r1(y) . . . (c1 eller a1) ( 2.2.1 på
side 6)
Under SI: Read Skew er en versjon av Non-Repeatable Read, ettersom
begge lar t2 oppdatere data som har blitt lest av en ennå aktiv
transaksjon — tillates følgelig ikke i Snapshot Isolation.
F5B — Write Skew
F5B: r1(x) . . . r2(y) . . .w1(y) . . .w2(x) . . . (c1 og c2 inntreffer) ( 2.2.2 på
side 6)
Under SI: Write Skew er også en versjon av Non-Repeatable Read. I mot-
setning til Read Skew vil derimot Write Skew kunne opptre i Snap-
shot Isolation — “first committer wins”-regelen vil ikke fange opp
situasjonen fordi de to samtidige transaksjonene skriver forskjel-
lige objekter.
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Samtidighetsfenomener som kan oppstå under Snapshot Isolation
F3 Phantoms
F5B Write Skew
F6 Read-Only Transaction Anomaly
Tabell 4.1: Fenomener ∈ SI
Samtidighetsfenomener som ikke kan oppstå under Snapshot Isolation
S0 Dirty Write
S1 Dirty Read
S2 Non-Repeatable Read
S3 Phantoms
S4 Lost Update
F5A Read Skew
Tabell 4.2: Fenomener ∉ SI
F6 — Read-Only Transaction Anomaly
F6: r2(x) . . .w1(y) . . . c1 . . . r3(x) . . . r3(y) . . . c3 . . .w2(x) . . . c2 ( 2.2.3
på side 6)
Under SI: Det har vært antatt at read-only transaksjoner aldri vil pre-
sentere ukorrekte data under Snapshot Isolation så lenge update-
transaksjonene de er samtidige med ikke skriver ukorrekte verdier.
Fekete et al. [5] presenterer en feilsituasjon som viser at det ikke
er tilfelle. Snapshot Isolation tillater en commit-rekkefølge som er
forskjellig fra den serielle rekkefølgen, og ettersom t1 og t2 skri-
ver forskjellige objekter vil denne Read-Only feilsituasjonen kunne
oppstå under Snapshot Isolation [5].
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Kapittel 5
Snapshot Isolation vs
Serialiserbarhet
5.1 Multiversjons view-serialiserbarhet
Definisjon på en monoversjonsplan fra Weikum & Vossen (definisjon 5.3
i [9]):
Definisjon 5.1. En multiversjonsplan kalles en monoversjonsplan der-
som versjonsfunksjonen mapper hver leseoperasjon til den forrige skrive-
operasjonen på det samme objektet.
View-ekvivalens kan brukes til å definere multiversjons view-serialiserbarhet
(definisjon 5.5 i [9]):
Definisjon 5.2. La m og m′ være to multiversjonsplaner med de sam-
me transaksjonene: trans(m) = trans(m′). m og m′ er view-ekvivalente,
m ≈v m
′, hvis RF(m) = RF(m′).
Definisjon 5.3. La m være en multiversjonshistorie. m kalles multiver-
sjons view-serialiserbar hvis det finnes en seriell monoversjonshistorie
m′ for de samme transaksjonene slik atm ≈v m
′. La MVSR stå for klas-
sen av multiversjons view-serialiserbare historier (definisjon 5.6 i [9]).
Snapshot Isolation er et spesialtilfelle av klassen multiversjons view-
serialiserbarhet ettersom den benytter en spesiell versjonsfunksjon. Snap-
shot Isolation er strengere enn MVSR på grunn av kravet om at samtidige
transaksjoner skal ha disjunkte skrivesett. Det finnes også planer som
er multiversjons view-serialiserbare uten å godkjennes under Snapshot
Isolation:
s = r1(x0)r2(y0)w2(y2)c2r1(y2)w1(y1)c1 [8]
I dette tilfellet er det versjonsfunksjonen som ikke tilfredsstiller SI — t1
leser y fra t2, i stedet for fra t0.
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MVSR krever derimot en lese-fra relasjon som er ekvivalent med en
seriell monoversjonsplan, men på dette punktet er SI mer liberal. SI til-
later for eksempel planer som fører til samtidighetsfenomener (se ta-
bell 4.1 på side 34), noe som ikke kan skje i en plan som tilfredsstiller
MVSR. Snapshot Isolation og multiversjons view-serialiserbarhet er der-
med usammenlignbare [9, 8]:
Snapshot Isolation≫≪Multiversjons view-serialiserbarhet
5.2 Samtidighetsfenomener
Snapshot Isolation skal nå sammenlignes med de definerte isolasjons-
nivåene, og deretter med de forskjellige “nivåene” av serialiserbarhet.
Sammenligningen baseres på hvilke samtidighetsfenomener som god-
kjennes.
5.2.1 Isolasjonsnivåer
Snapshot Isolation vs Read Committed
Isolasjonsnivået Read Committed tillater alle samtidighetsfenomener over
S1 ( 2.1.2 på side 4). Ettersom Snapshot Isolation hverken tillater S2 eller
F3, er Read Comitted et svakere krav enn Snapshot Isolation:
Snapshot Isolation ⊂ Read Committed [3]
Ettersom Read Uncommitted er et svakere isolasjonsnivå enn Read Com-
mitted, følger det at
Snapshot Isolation ⊂ Read Uncommitted [3]
Snapshot Isolation vs Repeatable Read
Mens Snapshot Isolation ikke tillater F3 ( 4.3 på side 33), vil isolasjonsni-
vået Repeatable Read tillate alle versjoner av S3 ( 2.1.4 på side 5). Repea-
table Read vil derimot, i motsetning til Snapshot Isolation, ikke tillate
F5B ( 2.2.2 på side 6). Repeatable Read og Snapshot Isolation er dermed
usammenlignbare:
Snapshot Isolation≫≪ Repeatable Read [3]
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Snapshot Isolation vs Serializable
Snapshot Isolation tillater feilsituasjonene F3, F5B og F6. Isolasjonsnivå-
et Serializable tillater ingen av samtidighetsfenomenene eller feilsitua-
sjonene — Serializable er dermed sterkere enn Snapshot Isolation:
Serializable ⊆ Snapshot Isolation [3]
Observasjon 5.1. Serializable er et svært strengt krav til hvilke planer
som slipper igjennom scheduleren, ettersom disse planene må tilfreds-
stille S2PL som bare godtar et subsett av alle konfliktserialiserbare pla-
ner.
S2PL innebærer at alle skrivelåser holdes til en transaksjon avsluttes,
og at alle skrivelåser er eksklusive. Det vil altså hverken finnes skrive/skrive-,
skrive/lese- eller lese/skrive-konflikter mellom ucommittede transaksjo-
ner i en S2PL-plan.
Snapshot Isolation tillater ingen skrive/skrive-konflikter. I tillegg sør-
ger versjonsfunksjonen for at transaksjoner i en Snapshot Isolated-plan
bare leser fra committede data — det vil dermed ikke finnes skrive/lese-
konflikter mellom ucommittede transaksjoner.
Ettersom S2PL forbyr både skrive/skrive- og skrive/lese-konflikter
mellom ucommittede transaksjoner, vil ikke en S2PL-scheduler kunne
lage en plan som bryter med Snapshot Isolation. Når Snapshot Isolation
også tillater planer som ikke kan genereres av S2PL-protokollen, følger
det at inklusjonen er streng:
Serializable ⊂ Snapshot Isolation
5.2.2 Final-State serialiserbarhet vs Snapshot Isolation
Forholdet mellom Snapshot Isolation og Final-State serialiserbarhet un-
dersøkes ved å sammenligne hvilke samtidighetsfenomener de tillater,
se tabell 5.1 på neste side.
Observasjon 5.2. Planer som tillater samtidighetsfenomenene Dirty Re-
ad, Non-Repeatable Read, enkelte Phantoms og Read Skew er final-state
serialiserbare, men godtas ikke under Snapshot Isolation. Planer som
kan føre til Write Skew er derimot ikke final-state serialiserbare, men
godtas under Snapshot Isolation. Konklusjonen er at Snapshot Isolation
og Final-State serialiserbarhet er usammenlignbare:
Snapshot Isolation≫≪ Final-State serialiserbarhet
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Samtidighetsfenomener Tillates i FSR Tillates i SI
S0 Dirty Write Nei Nei
S1 Dirty Read Ja Nei
S2 Non-Repeatable Read Ja Nei
F3 Phantoms Ja Nei
S3 Phantoms Ja Ja
S4 Lost Update Nei Nei
F5A Read Skew Ja Nei
F5B Write Skew Nei Ja
F6 Read-Only Transaction Anomaly Ja Ja
Tabell 5.1: Sammenligning av samtidighetsfenomener
5.2.3 View- og konfliktserialiserbarhet vs Snapshot Isolation
Planer som kan føre til enkelte Phantoms, Write-Skew og Read-Only Ano-
maly godtas under Snapshot Isolation, men er hverken view- eller kon-
fliktserialiserbare. Derimot er planer som tillater enkelte typer av samti-
dighetsfenomenet Dirty Read både view- og konfliktserialiserbare (se 3.4.2
på side 26), men godtas ikke under Snapshot Isolation.
Konklusjonen blir at Snapshot Isolation er usammenlignbar med både
view- og konfliktserialiserbarhet:
Snapshot Isolation≫≪ View-serialiserbarhet
Snapshot Isolation≫≪ Konfliktserialiserbarhet
5.3 Montonitet
Egenskapen montonitet diskuteres i både [9, 10], og beskrives slik i [10]:
“The greater the number of transactions that run concurrently in the
system, the less the chances that a request of a transaction to read or
write some data will be granted immediately. Or in other words, if a
request is granted under a given load, it would also be granted if the load
were lighter (i.e., if some of the other transactions were not present).”
For å kunne gi en mer formell beskrivelse introduserer Yannakakis
[10] begrepet subplan, som i Weikum & Vossen [9] blir kalt projeksjon.
Det defineres som følger:
Definisjon 5.4. La s være en plan, T ⊆ trans(s). ΠT (s) står for projeksjo-
nen av s på T — altså, planen s′ med operasjonene op(s′) = op(s)−
⋃
t∉Top(t)
som man får ved å fjerne alle steg som ikke er med i transaksjonene i T
fra s.
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Et eksempel på en projeksjon (hentet fra [9]):
Dersom
s = w1(x)r2(x)w2(y)r1(y)w1(y)w3(x)w3(y)c1c2c3
og T = {t1, t2}, da er
ΠT (s) =w1(x)r2(x)w2(y)r1(y)w1(y)c1c2
For at en klasse av planer skal være monoton må det følgende stemme:
dersom en plan er i klassen, må også alle subplaner av planen være i
klassen [10].
Definisjon 5.5. “A class E of histories is calledmonotone if the following
holds: if s is in E, then ΠT (s) is in E for each T ⊆ trans(s). In other words,
E is closed under arbitrary projections” (definisjon 3.11 i [9]).
Det er ønskelig at en klasse E for historier skal være monoton — dersom
en projeksjon av en historie s ikke tilhører en gitt klasse E i en dynamisk
scheduling-situasjon, gir det liten mening å prosessere s videre [9].
5.3.1 VSR og FSR er ikke monotone
På tross av at VSR i utgangspunktet virker som et godt korrekthetskri-
terie (teoretisk sett, ettersom det er NP-komplett å teste om en plan
s ∈ VSR), viser det seg at hverken klassen VSR eller klassen FSR er
monoton. Dette betyr at det er mulig å konstruere en view- eller final-
state serialiserbar plan av planer som ikke er view- eller final-state seria-
liserbare.
Bevis. Viser en historie s ∈ VSR, hvor det finnes en T ⊆ trans(s) slik at
ΠT (s) ∉ FSR, for å bevise at VSR og FSR ikke er monotone:
s =w1(x)w1(y)r2(x)r3(y)w4(x)w4(y)w4(z)w3(y)w2(x)c1c2c3c4 [10]
Lese-fra relasjon:
s′ =t4t1t2t3
=w4(x)w4(y)w4(z)c4w1(x)w1(y)c1r2(x)w2(x)c2r3(y)
w3(y)c3
RF(s) ={(t1, x, t2), (t1, y, t3), (t4, z, t∞), (t3, y, t∞), (t2, x, t∞)}
RF(s′) ={(t1, x, t2), (t1, y, t3), (t4, z, t∞), (t3, y, t∞), (t2, x, t∞)}
Konklusjon: Da har vi at s ≈v s
′ — s ∈ VSR, og dermed også ∈ FSR.
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Projeksjon:
Πt2,t3,t4(s) =p
=r2(x)r3(y)w4(x)w4(y)w4(z)w3(y)w2(x)c2c3c4
p1 = t2t3t4 =r2(x)w2(x)c2r3(y)w3(y)c3w4(x)w4(y)w4(z)c4
p2 = t2t4t3 =r2(x)w2(x)c2w4(x)w4(y)w4(z)c4r3(y)w3(y)c3
p3 = t3t2t4 =r3(y)w3(y)c3r2(x)w2(x)c2w4(x)w4(y)w4(z)c4
p4 = t3t4t2 =r3(y)w3(y)c3w4(x)w4(y)w4(z)c4r2(x)w2(x)c2
p5 = t4t2t3 =w4(x)w4(y)w4(z)c4r2(x)w2(x)c2r3(y)w3(y)c3
p6 = t4t3t2 =w4(x)w4(y)w4(z)c4r3(y)w3(y)c3r2(x)w2(x)c2
Herbrand semantikk:
H[p](x) = Hs(w2(x)) = f2x(f0x())
H[p1](x) = H[p2](x) = H[p3](x) = Hs(w4(x)) = f4x(f0x())
H[p4](x) = H[p5](x) = H[p6](x) = Hs(w2(x)) = f2x(f4x(f0x()))
Ettersom H[p](x) er ulik semantikken til x i alle de serielle planene
er det unødvendig å sjekke semantikken til y og z.
Konklusjon: Πt2,t3,t4(s) ∉ FSR.
VSR og FSR er ikke monotone klasser.
5.3.2 CSR er monoton
Bevis. Enhver subplan av en plan s vil ha en serialiseringsgraf som er en
subgraf av G. Serialiserbarhetsteoremet (se teorem 3.3 på side 26) sier at
en plan s ∈ CSR hvis, og bare hvis, serialiseringsgrafen G er asyklisk. Alle
subgrafer av en asyklisk graf vil også være asykliske — og alle subplaner
av s vil dermed være konfliktserialiserbare. Klassen CSR er monoton.
5.3.3 SI
Snapshot Isolation defineres av to regler (se også 4.3 på side 30) [8]:
SI versjonsfunksjon: versjonsfunksjonen mapper hver leseoperasjon ri(x)
til den sist committede skriveoperasjonen wj(x) på det tidspunk-
tet ti begynner.
Disjunkte skrivesett: skrivesettene til to samtidige transaksjoner må
være disjunkte.
En plan som er Snapshot Isolated må altså mappe til riktig versjon iflg.
versjonsfunksjonen — og det kan ikke finnes skrive/skrive-konflikter
ettersom skrivesettene til samtidige transaksjoner må være disjunkte.
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Projeksjon i en multiversjonsplan
Definisjon av projeksjon i en multiversjonsplan byr på en utfordring
fordi transaksjonene leser fra forskjellige versjoner av de samme objek-
tene. Når et subsett av transaksjoner skal plukkes ut, må det avgjøres
hvilke versjoner et subsett av en plan skal forholde seg til. Det ser ikke
ut til at projeksjon i en multiversjonsplan er berørt i faglitteraturen, og
definisjonen av en projeksjon slik den er gitt i [9, 10] gir ikke et enty-
dig svar på hvordan dette skal tolkes i en multiversjonsplan. Jeg ser to
muligheter for hvilke versjoner et subsett av en plan skal forholde seg
til:
1. Transaksjonene leser fra de samme versjonene som i den opprin-
nelige planen. Dette kan føre til at transaksjoner i subplaner kan
mappe leseoperasjoner til en versjon/transaksjon som ikke eksis-
terer i subplanen.
Opprinnelig plan:
s = r1(x0)r1(y0)r2(y0)w2(y2)c2r3(x0)r3(y2)c3w1(x1)c1
T: T = {t1, t3}
Projeksjon:
ΠT (s) = r1(x0)r1(y0)r3(x0)r3(y2)c3w1(x1)c1
Her vil t3 lese y fra en t2 som ikke er med i subplanen.
2. Transaksjonene leser fra de “riktige” versjonene etter versjons-
funksjonen, alt etter hvilke transaksjoner som er med i projeksjo-
nen.
Opprinnelig plan:
s = r1(x0)r1(y0)r2(y0)w2(y2)c2r3(x0)r3(y2)c3w1(x1)c1
T: T = {t1, t3}
Projeksjon:
ΠT (s) = r1(x0)r1(y0)r3(x0)r3(y0)c3w1(x1)c1
Her oppfyller også projeksjonen kravet til SI-versjonsfunksjonen,
og t3 leser y fra t0.
Hvilken versjon en transaksjon i en multiversjonsplan får se av et gitt
objekt, avgjøres først i det leseoperasjonen på det gitte objektet skal ut-
føres. For planen s som vist over, vil det si at dersom t1 av en eller annen
grunn avbrytes før t3 forsøker å lese y , vil r3(y) i henhold til versjons-
funksjonen mappes til t0. Det virker derfor rimelig å tolke projeksjon i
en multiversjonsplan i henhold til punkt 2 over.
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Bevis av montonitet i klassen Snapshot Isolation
Bevis. En Snapshot Isolated plan må følge versjonsfunksjonen. Enhver
subplan av en Snapshot Isolated plan vil også følge versjonsfunksjo-
nen, se diskusjon over. I tillegg kan ikke en Snapshot Isolated plan ha
skrive/skrive-konflikter — skrive/skrive-konflikter kan dermed heller ikke
opptre i en subplan av en Snapshot Isolated plan. Ettersom alle subpla-
ner av en Snapshot Isolated plan følger reglene for SI, følger det at Snap-
shot Isolation er en monoton klasse.
Montonitetsegenskapen er nyttig ved feilsituasjoner — dersom det
oppstår en feil, vil det kunne garanteres at alle committede transak-
sjoner er utført korrekt i forhold til korrekthetskriteriet. Med en view-
serialiserbar plan vil det være mulig å committe historier som ikke er
view-serialiserbare:
s = w1(x)w2(x)w2(y)c2w1(y)c1w3(x)w3(y)c3 [9]
Dersom det oppstår en feil etter at t1 og t2 har committet, men før t3
har rukket å kjøre, vil to transaksjoner som ikke er view-serialiserbare
ha blitt committet. Dette er ikke tilfellet med planer i klassen Snapshot
Isolation.
5.4 Gjenopprettelse
For at en plan skal være fullt ut akseptabel, må den ta hensyn til både
serialiserbarhet og mulighet for gjenopprettelse av transaksjoner [9]. Se-
rialiserbarhet alene er ikke nok, illustrert ved samtidighetsfenomenet
Dirty Read som godkjennes i en konfliktserialiserbar plan. Alle klassene
som beskrives her, er korrekthetskriterier for gjenopprettelse av trans-
aksjoner, basert på syntaktiske restriksjoner i de tillatte planene [9].
5.4.1 Gjenopprettbarhet (“Recoverability”)
Gjenopprettbarhet defineres som følger:
Definisjon 5.6. En plan s er gjenopprettbar dersom det følgende holder
for alle transaksjoner ti, tj ∈ trans(s), i ≠ j: hvis ti leser fra tj i s og
ci ∈ op(s), da må cj <s ci.
La RC stå for klassen av alle gjenopprettbare planer (definisjon 11.5 i
[9]).
I en gjenopprettbar plan kan hver transaksjon bare committes etter
at alle transaksjoner den har lest fra har blitt committet [9].
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Observasjon 5.3. Alle Snapshot Isolation-planer er åpenbart gjenopp-
rettbare, ettersom en transaksjon t bare leser verdier fra transaksjoner
som allerede var committet ved t’s starttidspunkt. Planer ∈ Snapshot
Isolation er dermed også ∈ RC:
Snapshot Isolation ⊆ RC
Det finnes også planer som er gjenopprettbare, men ikke er Snapshot
Isolated:
s = r1(x)r2(x)w1(x)w2(x)c1c2
Plan s viser en Lost Update — s er gjenopprettbar ettersom både t1 og
t2 leser x fra t0, men ikke Snapshot Isolated ettersom den inneholder en
skrive/skrive-konflikt. Da følger det at inklusjonen er streng:
Snapshot Isolation ⊂ RC
RC og serialiserbarhet
Dette er derimot ikke tilfelle for konfliktserialiserbare planer:
s1 =w1(x)w1(y)r2(u)w2(x)r2(y)w2(y)w3(u)c3c2w1(z)c1
s1 er konfliktserialiserbar, ettersom serialiseringsgrafen er asyklisk:
t1
(w1(x),w2(x))
(w1(y),r2(y))
// t2
(r2(u),w3(u))
// t3
s1 er derimot ikke gjenopprettbar, ettersom t2 leser y fra t1, men c1 6<s1
c2. Dersom t2’s commit-operasjon i stedet flyttes til etter t1’s commit-
operasjon, får vi følgende plan:
s2 =w1(x)w1(y)r2(u)w2(x)r2(y)w2(y)w3(u)c3w1(z)c1c2
s2 er, som s1, konfliktserialiserbar, men s2 er nå også gjenopprettbar
[9]. Ettersom det også finnes Snapshot Isolation-planer som ikke er final-
state serialiserbare (se 5.2.2 på side 37), er klassene CSR og RC usam-
menlignbare:
RC ≫≪ CSR [9]
5.4.2 Cascading Rollback
Samtidighetsfenomenet Dirty Read kan føre til at en plan blir utsatt for
en cascading rollback (“cascading abort” i Weikum & Vossen [9]). Et en-
kelt eksempel på en slik plan er
s = r1(x)w1(x)r2(x)c1w2(x)c2
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Selve “problemet” med plan s oppstår ikke før t1 eventuelt må avbrytes
— t2 vil da ha lest (og kanskje basert sin skriveoperasjon på) ucommit-
tede data som ikke finnes lenger. Dermed vil det måtte utføres en “cas-
cading rollback” [6]: når en transaksjon t avbrytes, må også alle transak-
sjoner som har lest “skitne” data skrevet av t avbrytes. I tillegg må alle
transaksjoner som har lest data fra avbrutte transaksjoner selv avbrytes.
For å kunne garantere at cascading rollbacks ikke inntreffer, må trans-
aksjoner bare lese verdier skrevet av committede transaksjoner [6]:
Definisjon 5.7. En plan s unngår cascading rollbacks dersom det følgen-
de holder for alle transaksjoner ti, tj ∈ trans(s), i ≠ j: hvis ti leser x fra
tj i s, må cj <s ri(x).
La UCR stå for klassen av planer som unngår cascading rollbacks (defi-
nisjon 11.6 i [9]).
Både final-state, view- og konfliktserialiserbare planer vil kunne opp-
leve cascading rollbacks i forbindelse med dirty reads, i motsetning til
Snapshot Isolation: en scheduler basert på en timestamp-mekanisme vil
aldri tillate at en transaksjon som leser ucommittede data får fortsette,
og opplever dermed aldri en cascading rollback [6].
Observasjon 5.4. Versjonsfunksjonen til Snapshot Isolation vil sørge for
at alle transaksjoner kun leser verdier skrevet av committede transaksjo-
ner — alle planer som godkjennes under Snapshot Isolation er dermed
UCR-planer.
Snapshot Isolation ⊆ UCR
Eksempelet fra gjenopprettbare planer gjelder også her:
s = r1(x)r2(x)w1(x)w2(x)c1c2
Plan s viser en Lost Update — s unngår cascading rollbacks ettersom
ingen transaksjoner leser ucommittede data, men bryter med Snapshot
Isolation ettersom den inneholder en skrive/skrive-konflikt. Da følger
det at inklusjonen er streng:
Snapshot Isolation ⊂ UCR
UCR og serialiserbarhet
Planer under FSR, VSR og CSR kan være UCR-planer, men medlemskap i
én av disse klassene er ingen garanti for at planen også er i klassen UCR.
Eksempel:
s1 = r1(x)w1(x)r2(x)c1w2(x)c2
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s1 er konfliktserialiserbar, og dermed også ∈ klassene VSR og FSR etter-
som CSR ⊂ VSR ⊂ FSR. s1 er derimot ikke i UCR, ettersom t2 leser ucom-
mittede data fra t1.
s2 = r1(x)r2(x)w2(y)w1(x)c2c1
s2 er både konfliktserialiserbar og ∈ UCR ettersom både t1 og t2 leser x
fra t0, og ikke fra en ucomitted transaksjon.
s3 = r1(x)r2(x)w2(x)w1(x)c1c2
s3 er et eksempel på samtidighetsfenomenet Lost Update, og er derfor
ikke final-state serialiserbar (se 3.2.2 på side 15). s3 er derimot ∈ UCR
ettersom både t1 og t2 leser x fra t0, og ikke fra en ucomitted transak-
sjon. Klassen av konfliktserialiserbare og UCR-planer er dermed usam-
menlignbare:
UCR≫≪ CSR [9]
Klassen av planer som genereres av en S2PL-scheduler vil derimot
kunne garantere medlemskap i UCR, ettersom alle låser holdes til en
transaksjon committes eller avbrytes. Dermed vil ingen transaksjoner
kunne lese verdier skrevet av transaksjoner som ikke er committet —
alle S2PL-planer er også UCR-planer.
5.4.3 Strenghet (“Strictness”)
I en streng plan blir ingen objekter lest eller overskrevet før transaksjo-
nen som sist skrev objektet har avsluttet, enten ved commit eller abort
[9]. Strenge planer unngår altså skrive/lese- og skrive/skrive-konflikter
mellom ucommitede transaksjoner.
Definisjon 5.8. En plan s er streng dersom det følgende holder for alle
transaksjoner ti ∈ trans(s) og for alle pi(x) ∈ op(ti), p ∈ {r , w}: hvis
wj(x) <s pi(x), i ≠ j, så er aj <s pi(x)∨ cj <s pi(x).
La ST stå for klassen av alle strenge planer (definisjon 11.7 i [9]).
Observasjon 5.5. I en Snapshot Isolated plan vil det ikke finnes skrive/skrive-
konflikter, så p = r :
hvis
wj(x) <s ri(x), i ≠ j
så er
aj <s ri(x)∨ cj <s ri(x)
Versjonsfunksjonen i Snapshot Isolation vil alltid mappe en ri(x) til sist
committede versjon av x idet ti starter. ti vil dermed kun lese x fra tj
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dersom tj er den siste, committede transaksjonen som har skrevet x ved
ti’s starttidspunkt. Det er mulig at andre transaksjoner har commitet x
etter ti’s starttidspunkt, men ettersom Snapshot Isolation ikke tillater
skrive/skrive-konflikter, vil dette bety at ti avbrytes når den forsøker å
committe.
Uavhengig av om tj er den siste transaksjonen som har skrevet x
ved ti’s start eller i det ri(x) utføres, vil ti aldri lese x fra en ucom-
mittet transaksjon — Snapshot Isolation tillater med andre ord ikke
skrive/lese-konflikter mellom ucommittede transaksjoner. Da følger det
at alle Snapshot Isolated planer er strenge:
Snapshot Isolation ⊆ ST
For å vise at inklusjonen er streng, må vi finne en streng plan som bryter
reglene for Snapshot Isolation. Ettersom hverken strenge eller Snapshot
Isolated-planer kan ha skrive/skrive-konflikter, må denne planen bryte
versjonsfunksjonen til Snapshot Isolation:
s = r1(x0)r2(y0)w1(x1)c1r2(x1)c2
s har ingen skrive/skrive-konflikter, og t2 leser x fra en committet trans-
aksjon — s er dermed streng. Derimot brytes versjonsfunksjonen til
Snapshot Isolation, som sier at et objekt skal mappes til den sist com-
mittede versjonen av objektet ved oppstart av transaksjonen. Ettersom
t2 har startet før t1 committer, vil en Snapshot Isolated versjon av den
samme planen se slik ut:
s′ = r1(x0)r2(y0)w1(x1)c1r2(x0)c2
Når s ∈ ST, men s ∉ SI, følger det at inklusjonen er streng:
Snapshot Isolation ⊂ ST
ST og serialiserbarhet
I likhet med klassene RC og UCR, er heller ikke klassen ST sammenlign-
bar med konfliktserialiserbarhet.
s1 = w1(x)w1(y)r2(u)w2(x)w1(z)c1r2(y)w2(y)w3(u)c3c2
s1 er konfliktserialiserbar ettersom konfliktgrafen er asyklisk:
t1
(w1(x),w2(x))
(w1(y),r2(y))
// t2
(r2(u),w3(u))
// t3
s1 er derimot ∉ ST: både t1 og t2 skriver x, og t2 skriver x før t1 har
committet.
s2 = w1(x)w1(y)r2(u)w1(z)c1w2(x)r2(y)w2(y)w3(u)c3c2
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s2 er fortsatt konfliktserialiserbar, men ved å flytte t2’s skriveoperasjon
på x til etter at t1 har committet, blir s2 også ∈ ST.
s3 = r1(x)r1(y)r2(x)r2(y)w1(y)w2(x)c1c2
s3 er et eksempel på en Write Skew, og den er dermed ikke final-state
serialiserbar (se 3.2.2 på side 16). s3 er også streng ettersom både t1 og
t2 leser x og y fra t0, i tillegg til at de ikke skriver det samme objektet.
Klassen av konfliktserialiserbare og strenge planer er dermed usammen-
lignbare:
ST ≫≪ CSR [9]
5.4.4 Rigorøshet (“Rigorousness”)
En rigorøs plan er en streng plan, og vil i tillegg unngå lese/skrive-
konflikter mellom ucommittede transaksjoner — et objekt x blir aldri
skrevet før alle transaksjoner som leste x sist, har avsluttet.
Definisjon 5.9. En plan er rigorøs dersom den er streng, og i tillegg til-
fredsstiller det følgende kravet: for alle transaksjoner ti, tj ∈ trans(s),
hvis rj(x) <s wi(x), i ≠ j, så er aj <s wi(x)∨ cj <s wi(x).
La RG stå for klassen av alle rigorøse planer (definisjon 11.8 i [9]).
Klassen RG er et subsett av klassen CSR:
RG ⊂ CSR (teorem 11.3 i [9])
Observasjon 5.6. Lese/skrive-konflikter mellom ucommittede transak-
sjoner kan finnes i en Snapshot Isolated plan, for eksempel i en plan
som fører til fenomenet Write Skew:
s1 = r1(x)r1(y)r2(x)r2(y)w1(y)w2(x)c1c2
s1 er ikke rigorøs, ettersom t1 skriver y før t2 har committet (og tilsva-
rende for t2 og x).
s2 = r1(x)r2(x)w2(y)c2w1(x)c1
s2 er Snapshot Isolated ettersom det ikke finnes skrive/skrive-konflikter.
Planen er også rigorøs ettersom t1 ikke skriver x før t2 har committet.
Snapshot Isolation er følgelig ikke et subsett av klassen RG, ettersom
det finnes SI-planer som ikke er rigorøse. Spørsmålet er da om det finnes
rigorøse planer som ikke er Snapshot Isolated, i hvilket tilfelle klassene
SI og RG vil være usammenlignbare, eller om klassen RG er et subsett
av klassen Snapshot Isolation. For å vise at RG er et subsett av SI, må vi
bevise at alle rigorøse planer også er Snapshot Isolated.
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Bevis. For at en plan s skal være rigorøs, kan det ikke finnes skrive/skrive-,
skrive/lese- eller lese/skrive-konflikter mellom ucommittede transaksjo-
ner. Dersom en plan s skal bryte med Snapshot Isolation, kan den ikke
ha skrive/skrive-konflikter, og må overholde SI-versjonsfunksjonen.
En rigorøs plan vil alltid overholde SI-versjonsfunksjonen ettersom
den ikke kan ha skrive/lese-konflikter mellom ucommittede transaksjo-
ner. En rigorøs plan kan ikke ha skrive/skrive-konflikter mellom ucom-
mittede transaksjoner, noe som heller ikke kan opptre i en Snapshot
Isolated plan. Ettersom lese/skrive-konflikter mellom ucommittede pla-
ner ikke bryter med reglene for Snapshot Isolation, følger det at rigorøse
planer også vil være Snapshot Isolated. Plan s1 som er ∈ SI men ∉ RG vi-
ser at inklusjonen er streng:
RG ⊂ Snapshot Isolation
5.4.5 Oppsummering
Forholdet mellom de forskjellige klassene (teorem 11.2 i [9]):
Rigorøshet ⊂ Strenghet ⊂ UCR ⊂ Gjenopprettbarhet
Se også figur 6.3 på side 53.
Konfliktserialiserbarhet viser seg å være usammenlignbar med alle
klassene bortsett fra RG. Både serialiserbarhet og gjenopprettbarhet må
altså vurderes for å kunne sikre presise korrekthetskriterier for både
planer og historier.
Snapshot Isolation viser seg derimot å være overraskende “sterk”
med tanke på gjenopprettbarhet — SI ⊆ ST, og dermed også UCR og
RC. I tillegg er RG ⊂ SI.
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Kapittel 6
Oppsummering av resultater
6.1 Serialiserbarhet
Snapshot Isolation er et svakere krav til korrekthet enn isolasjonsnivået
Serializable [3], som i praksis tilsvarer streng to-fase låsing (S2PL). Etter-
som det finnes flere “nivåer” av serialiserbarhet som er svakere enn S2PL,
ville jeg undersøke hvor sterk eller svak Snapshot Isolation er i forhold
til dem.
6.1.1 Samtidighetsfenomener
For å kunne sammenligne Snapshot Isolation med de forskjellige nivå-
ene for serialiserbarhet, har jeg gjennomgått de kjente samtidighetsfe-
nomenene og sett på hvilke som godkjennes av serialiserbare planer.
Sammenligningen med Snapshot Isolation kunne da baseres på disse re-
sultatene.
Final-state serialiserbarhet godtar ikke planer som fører til inkonsis-
tente data i databasen, men tar ikke hensyn til om en transaksjon
produserer inkonsistent output. Det viste seg dermed at de fleste
samtidighetsfenomener kan opptre i final-state serialiserbare pla-
ner, med unntak av Lost Updates, Write Skews og enkelte typer
Dirty Writes (se også tabell 3.1 til 3.2 på side 18).
View- og konfliktserialiserbarhet er mer restriktive, og samtidighetsfe-
nomener som fører til inkonsistente data eller inkonsistent output
kan ikke opptre i en view- eller konfliktserialiserbar plan. Derimot
kan samtidighetsfenomenene Dirty Write og Dirty Read forårsake
problemer som ikke direkte fører til inkonsistente data — feilsi-
tuasjonene oppstår idet minst én transaksjon avbryter. Disse feil-
situasjonene fanges hverken opp i final-state, view- eller konflikts-
erialiserbare planer, ettersom det ikke tas hensyn til plassering av
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Figur 6.1: Sammenligning av Snapshot Isolation og serialiserbarhet, ba-
sert på samtidighetsfenomener
commit-operasjoner i en plan. De kjente formene for serialiserbar-
het har med andre ord store svakheter ettersom grunnleggende
feilsituasjoner som Dirty Writes og Dirty Reads faktisk kan inn-
treffe i en konfliktserialiserbar plan.
Berenson et al. identifiserte hvilke samtidighetsfenomener som kun-
ne oppstå under Snapshot Isolation i [3]; i tillegg identifiserte Fekete
et al. en feilsituasjon i [5]. En sammenligning av disse resultatene med
resultatene for serialiserbarhet viste at Snapshot Isolation er usammen-
lignbar med både final-state, view- og konfliktserialiserbarhet. Konflikts-
erialiserbare planer godtar enkelte typer Dirty Writes og Dirty Reads,
mens Snapshot Isolation tolererer Write Skews, som ikke kan opptre i en
final-state serialiserbar plan. Se også figur 6.1. Snapshot Isolation viste
seg altså å ha en fordel i forhold til serialiserbarhet, i form av at Dirty
Writes og Dirty Reads aldri kan opptre i en Snapshot Isolated plan.
Isolasjonsnivåer
Snapshot Isolation ble plassert i hierarkiet av isolasjonsnivåer av Beren-
son et al. i [3], se figur 6.2 på neste side.
Identifiseringen av hvilke samtidighetsfenomener som kan opptre i
serialiserbare planer, gjorde det også mulig å gjøre en sammenligning
av serialiserbarhet og de definerte isolasjonsnivåene.
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Figur 6.2: Isolasjonsnivåer — forholdet mellom klassene
Serializable Fordi konfliktserialiserbare planer godkjenner enkelte Dir-
ty Writes og Dirty Reads, er Serializable det eneste isolasjonsnivået
som er sterkere enn både konflikt-, view- og final-state serialiser-
barhet:
Serializable ⊂ CSR ⊂ VSR ⊂ FSR
Repeatable Read Repeatable Read er også sterkere enn final-state seria-
liserbarhet, ettersom Phantoms (det eneste samtidighetfenomenet
Repeatable Read tillater) kan opptre under FSR:
Repeatable Read ⊂ FSR
Konflikt- og view-serialiserbarhet er derimot usammenlignbare med
Repeatable Read ettersom ingen av dem tillater Phantoms, men
godtar Dirty Writes og Dirty Reads.
Read Committed og Read Uncommitted Igjen på grunn av at konflikts-
erialiserbarhet tillater enkelte Dirty Writes og Dirty Reads, er hver-
ken FSR, VSR eller CSR sterkere enn de laveste isolasjonsnivåene.
Begge disse isolasjonsnivåene er usammenlignbare med både final-
state, view- og konfliktserialiserbarhet.
I en sammenligning med isolasjonsnivåer gjør altså Snapshot Isola-
tion det bedre enn konfliktserialiserbarhet, ettersom Snapshot Isolation
ihvertfall garanterer for samme beskyttelse som ved isolasjonsnivået Re-
ad Committed.
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6.2 Gjenopprettelse
For at en plan skal være fullt ut akseptabel, må den ta hensyn til mulighet
for gjenopprettelse i tillegg til serialiserbarhet. Jeg har derfor undersøkt
noen egenskaper ved en plan som er nyttig for gjenopprettelse, og sam-
menlignet Snapshot Isolation med konfliktserialiserbarhet på bakgrunn
av resultatene.
6.2.1 Montonitet
Montonitet betyr at dersom en plan s oppfyller et korrekthetskriterie,
skal også alle subplaner av s oppfylle korrekthetskriteriet. I situasjoner
der transaksjoner må avbrytes, er dette en viktig egenskap ved en plan,
ettersom en monoton plan vil garantere at subplaner som committes
allikevel oppfyller korrekthetskriteriet — uavhengig av hvilke(n) trans-
aksjon(er) i planen som avbrytes. Yannakakis viser i [10] at klassen CSR
er monoton, mens klassene FSR og VSR ikke har denne egenskapen.
For å undersøke om klassen av Snapshot Isolated planer er monotone
har jeg definert projeksjon i en multiversjonsplan, ettersom dette ikke
ser ut til å være behandlet i faglitteraturen. Alle multiversjonsplaner føl-
ger en spesifikk versjonsfunksjon, og det er min mening at projeksjon
i en multiversjonsplan m skal tolkes slik at enhver subplan av m også
følger den samme versjonsfunksjonen.
Med definisjon av projeksjon i en multiversjonsplan på plass er det
enkelt å vise at Snapshot Isolation, i likhet med konfliktserialiserbarhet,
er en monoton klasse.
6.2.2 Gjenopprettbarhet
Weikum & Vossen ([9]) beskriver fire klasser som er korrekthetskriterier
for gjenopprettelse av transaksjoner, basert på syntaktiske restriksjoner
i de tillatte planene:
• Gjenopprettbarhet (RC)
• Unngå Cascading Rollbacks (UCR) — forby skrive/lese-konflikter
mellom ucommittede planer
• Strenghet (ST) — forby skrive/lese- og skrive/skrive-konflikter mel-
lom ucommittede planer
• Rigorøshet (RG) — forby alle typer konflikter mellom ucommittede
planer
Weikum & Vossen viser også forholdet mellom klassene,
RG ⊂ ST ⊂ UCR ⊂ RC [9]
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Figur 6.3: Gjenopprettbarhet — forholdet mellom klassene
samt at konfliktserialiserbarhet er usammenlignbar med klassene RC,
UCR og ST. Derimot er RG ⊂ CSR.
For å kunne si noe om Snapshot Isolations egenskaper ved gjenopp-
rettelse, har jeg sammenlignet SI med disse fire klassene basert på hvilke
typer konflikter som tillates (skrive/skrive-, lese/skrive- og skrive/lese-
konflikter). Det viser seg at Snapshot Isolation er strengere enn klassen
ST:
SI ⊂ ST
Snapshot Isolation er dermed også strengere enn klassene RC og UCR. I
tillegg viser det seg at alle rigorøse klasser er Snapshot Isolated:
RG ⊂ SI
En oversikt over klassene er vist i figur 6.3.
Snapshot Isolation har åpenbart svært gode egenskaper for gjenopp-
rettelse.
6.3 Konklusjoner
Snapshot Isolation er usammenlignbar med konfliktserialiserbarhet, men
viser seg allikevel å ha en rekke egenskaper som er sterkere enn CSR. SI
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garanterer for eksempel isolasjonsnivå Read Committed, noe konflikts-
erialiserbarhet ikke gjør. Derimot tolererer SI enkelte samtidighetsfeno-
mener som konfliktserialiserbarhet garanterer mot — enkelte Phantoms,
Write Skews, og den SI-spesifikke feilsituasjonen Read-Only Anomaly.
Snapshot Isolation viste seg å ha meget gode egenskaper når det gjel-
der gjenopprettelse av transaksjoner. Samtidighetsfenomenene som gjør
at SI og CSR er usammenlignbare, forårsakes nettopp av transaksjonsav-
brudd — her gir SI klart bedre beskyttelse enn CSR. Snapshot Isolation
har også en attraktiv egenskap for gjenopprettbarhet i form av å være
en monoton klasse, i tillegg til å oppfylle alle “krav” i klassene som er
korrekthetskriterier for gjenopprettelse av transaksjoner.
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