Abstract. Partial learning is a criterion where the learner infinitely often outputs one correct conjecture while every other hypothesis is issued only finitely often. This paper addresses two variants of partial learning in the setting of inductive inference of functions: first, confident partial learning requires that the learner also on those functions which it does not learn, singles out exactly one hypothesis which is output infinitely often; second, essentially class consistent partial learning is partial learning with the additional constraint that on the functions to be learnt, almost all hypotheses issued are consistent with all the data seen so far. The results of the present work are that confident partial learning is more general than explanatory learning, incomparable with behaviourally correct learning and closed under union; essentially class consistent partial learning is more general than behaviourally correct learning and incomparable with confident partial learning. Furthermore, it is investigated which oracles permit to learn all recursive functions under these criteria: for confident partial learning, some non-high oracles are omniscient; for essentially class consistent partial learning, all PA-complete and all oracles of hyperimmune Turing degree are omniscient.
Introduction
Gold [8] initiated the study of inductive inference, which investigates various forms of learning recursive functions and r.e. sets in the limit. Gold originally considered recursive learners which receive piecewise information about the graph of an unknown recursive function, presented in the natural ordering of the input values, while they conjecture a sequence of hypotheses which syntactically converges to a correct conjecture. Osherson, Stob and Weinstein [16] generalised Gold's paradigm to partial learning by weakening the convergence requirement in such a way that one correct hypothesis is required to be conjectured infinitely often while every other hypothesis is conjectured only finitely often.
On one hand, many natural examples of classes of recursive functions fail to be identifiable in the limit by any recursive learner, even in the broadest sense of semantic convergence [1] ; this deficiency has motivated alternative approaches to learnability in the inductive inference such as the above mentioned one of partial learning. Feldman [5] , for example, showed that a decidable rewriting system (drs) is always learnable from positive information sequences in a certain restricted sense. When introducing their criterion, Osherson, Stob and Weinstein [16] discovered that the whole class REC of recursive functions is partially learnable and that partial learnability is much more general even than behaviourally correct learnability. Subsequently, researchers thought that partial learning is too general and studied what happens when partial learning is combined with more restrictive constraints, most notably consistency which was introduced by Bārzdiņš [1] and which means that each hypotheses e for some data f (0), f (1), . . . , f (n) satisfies that ϕ e (m) is defined and equal to m for all m ≤ n. Indeed, consistent partial learners can easily be shown to fail learning the class of all recursive functions. Wiehagen and Zeugmann [19] and later Grieser [9] and Jain and Stephan [12] studied consistent learning and partial consistent learning. Other constraints of partial learning were neglected, mostly as the corresponding notions coincided with partial learning itself.
The present work wants to fill this gap; as a start, the notion of confident partial learning is brought over to function learning from the original setting of language learning for which it was introduced by Gao, Stephan, Wu and Yamamoto [7] . In addition the present work introduces the notions of essentially class consistent and essentially globally consistent partial learning; these learning notions align as follows with other notions of inductive inference: the data of one given object, even if this object does not belong to the target class. In the case of language learning, the notion turned out to be restrictive [7] : even the class of all cofinite sets is not confidently partially learnable.
On the other hand, confident partial learning has some regularity properties. In the here investigated case of function learning, one can show that the union of confidently partially learnable classes is confidently partially learnable (this is parallel to the corresponding result for confidently explanatory learning of classes of functions); furthermore, this notion is more general than Gold's original notion of explanatory learning [3, 8] and incomparable to the more general notion of behaviourally correct learning [1] . Confidence, though restrictive, is nevertheless a desirable quality of a learner as the learner tries always to come up with a hypothesis, even in the case that the data is arbitrary. This property permits to prove some desirable aspects of confidently learnable classes, for example, that the union of two confidently learnable classes is again confidently learnable.
Consistency, whilst a fairly stringent learning constraint, may be quite a desirable quality of learners, especially when the inductive inference paradigm is viewed as a model for scientific discovery. It is conceivable that a scientific theory with any epistemic value must be developed in accordance with empirical data, and, while allowing for a certain margin of error due to experimental inaccuracies, should possess a set of potential falsifiers that determine the consistency or non-consistency of its fundamental assumptions under the conditions of a controlled experiment [14] . Briefly, the falsificationist methodological rule expounded by Popper [17] states that a scientific theory is to be rejected if it is inconsistent with some basic statement unanimously accepted by the scientific community. In view of this benchmark by which science progresses, one may argue that consistency with empirical data is an essential characteristic of the hypotheses issued by scientists modelled as recursive learners.
Jain and Stephan [12] showed that the class REC of all recursive functions can be consistently partially learnt relative to an oracle A iff A has hyperimmune degree. In the present paper, we show that by weakening this learning constraint to essential consistency, under which a recursive learner is only required to be consistent on cofinitely many segments of a sequence input, REC can be partially inferred relative to any PA-complete oracle. Thus, by the result of Jockusch and Soare [13] that there are hyperimmune-free PA-complete sets, one can conclude that there is a strictly larger family of oracles relative to which REC is essentially class consistently partially learnable. The main result for this notion is that it is still more general than behaviourally correct learning; this is a surpising result as usually the generalisations of behaviourally correct learning are either obtained by varying the concept of semantic convergence (for example, by augmenting it with errors) or by taking a notion which is already learning the full class REC. Further results on essentially class consistent learning in the present work are that this notion is neither closed under union nor comparable to confident partial learning.
Notation
The notation and terminology from recursion theory adopted in this paper follows the book of Rogers [18] in the main. Background on inductive inference can be found in [11] . N denotes the set of natural numbers. Let ϕ 0 , ϕ 1 , ϕ 2 , . . . denote a fixed acceptable numbering of all partialrecursive functions. Given a set S, S denotes the complement of S, and S * denotes the set of all finite sequences whose elements are drawn from S. Let W 0 , W 1 , W 2 , . . . be a universal numbering of all r.e. sets, where W e is the domain of ϕ e . x, y denotes Cantor's pairing function, given by x, y = 1 2 (x + y)(x + y + 1) + y. W e,s is an approximation to W e ; without loss of generality, W e,s ⊆ {0, 1, . . . , s}∩W e,s+1 and the set { e, x, s : x ∈ W e,s } is primitive recursive. ϕ e (x) ↑ means that ϕ e (x) remains undefined; ϕ e,s (x) ↓ means that ϕ e (x) is defined, and that the computation of ϕ e (x) halts within s steps. Turing reducibility is denoted by ≤ T ; A ≤ T B holds iff A can be computed via a machine which knows B, that is, for any given x, it gives information on whether or not x belongs to B. A ≡ T B means that A ≤ T B and B ≤ T A both hold, and {A : A ≡ T B} is called the Turing degree of B. The class of all recursive functions is denoted by REC; the class of all {0, 1}-valued recursive functions is denoted by REC 0,1 . For any two partial-recursive functions f and g, f = * g denotes that for cofinitely many x, either f (x) and g(x) are both undefined or f (x) ↓= g(x) ↓; for any number a, f = a g denotes that for all but at most a values of x, either f (x) and g(x) are both undefined or f (x) ↓= g(x) ↓. The symbol K denotes the halting problem. The jump of a set A is denoted by A and denotes the relativised halting problem A = {e : ϕ A e (e) ↓}. For any two sets A and B, A ⊕ B = {2x : x ∈ A} ∪ {2y + 1 : y ∈ B}. Let pad be a two-place recursive function such that ϕ pad(e,d) = ϕ e and pad(e, d)
For any σ, τ ∈ (N ∪ {#}) * , σ τ iff σ = τ or τ is an extension of σ, σ ≺ τ iff σ is a proper prefix of τ , and σ(n) denotes the element in the nth position of σ, starting from n = 0. |σ| is the length of σ. σ(n) ↓ means that σ(n) is defined, that is, n < |σ|. The domain of σ, denoted by dom(σ), is the set of values of n for which σ(n) ↓. Given a number a and some fixed n ≥ 1, denote by a n the finite sequence a . . . a, where a occurs n times. a 0 denotes the empty string. The concatenation of two strings σ and τ shall be denoted by στ and occasionally by σ • τ . For a total function f , f [k] denotes the sequence f (0)f (1) . . . f (k).
Jockusch and Soare [13] , as well as Hanf [10] , studied the Turing degrees which permit to compute an infinite branch in every infinite recursive binary tree. They showed that these Turing degrees coincide with those which permit to compute a complete extension of the first order version of Peano Arithmetic; thus such degrees are called PA-complete. The following definition provides an easy way to formalise PA-completeness and other basic recursion-theoretic notations like low, high, high 2 and the various levels of genericity.
Definition 1.
A set A is PA-complete iff, given any partial-recursive and {0, 1}-valued function ψ, one can compute relative to A a total extension Ψ of ψ.
Let K denote the halting problem and let A denote the halting problem relative to A: (e, x) ∈ A ⇔ ϕ A e (x) is defined. Here, for any function g which might be computed relative to some oracle, the notation g A means that the oracle used for the computation is A.
A set A is low iff its jump is Turing equivalent to the halting problem: A ≡ T K. A set A is high iff its jump is Turing above the jump of the halting problem: A ≥ T K .
A set A is high 2 iff its double jump is Turing above the double jump of the halting problem:
* there is an n such that either
In the above, the common convention is used that if x ∈ A then A(x) = 1 else A(x) = 0.
Note that the low and high sets have an alternate characterisation. An oracle A is high iff there is an A-recursive function f which dominates all recursive functions g, that is, which satisfies ∀ recursive g ∃n ∀m
]. An oracle A is low iff A ≤ T K and there is a K-recursive function which dominates all A-recursive functions.
Learnability
Let C be a class of recursive functions. Throughout this paper, the mode of data presentation is that of an infinite sequence whose ith term is f (i), where f is some total function. The main learning criteria studied in this paper are partial learning, explanatory learning and behaviourally correct learning. M is a recursive function mapping N * into N.
i. Osherson, Stob and Weinstein [16] defined that M partially (P art) learns C iff, for each f in C, there is exactly one index e such that M (f [k]) = e for infinitely many k; this index e also satisfies f = ϕ e . ii. Gold [8] defined that M explanatorily (Ex) learns C iff, for each f in C, there is a number n for which f = ϕ M (f [n]) and, for any
. iii. Bārzdiņš [1] defined that M behaviourally correctly (BC) learns C iff, for each f in C, there is a number n for which f = ϕ M (f [j]) whenever j ≥ n.
The next two definitions impose additional constraints on the learner.
Definition 2. i. Gao, Stephan, Wu and Yamamoto [7] defined that a recursive learner M confidently partially learns C iff it partially learns C and outputs on every infinite sequence exactly one index infinitely often. ii. A recursive learner M is said to essentially class consistently partially learn C iff it partially learns C and, for each f in C,
holds whenever m ≤ n for cofinitely many n. iii. A recursive learner M is said to essentially globally consistently partially learn C iff it partially learns C and, for each function f , ϕ M (f [n]) (m) ↓= f (m) holds whenever m ≤ n for cofinitely many n.
Confident partial learning
The first learning constraint proposed here as a means of sharpening partial learnability is that of confidence. Osherson, Stob and Weinstein [16] introduced confidence for explanatory and other learning notions. They defined that a confident learner provides on each input function a hypothesis with respect to the given learning criterion, and this hypothesis has to be correct on all functions in the class to be learnt. For example, in the case of explanatory learning, this means that the learner converges on every function syntactically to some hypothesis, even if the function is not recursive and therefore cannot have an index at all. Similarly, in the case of behaviourally correct learning, the convergence is semantic and so for every f , the corresponding sequence e 0 , e 1 , . . . of hypotheses of the learner satisfies that there is a partial-recursive function ψ with ϕ en = ψ for almost all n. The constraint of confidence in partial learning is, correspondingly, that on every f the learner outputs exactly one index infinitely often. It is known that confidence is a real restriction for explanatory and behaviourally correct learning compared to the nonconfident versions of the respective learning criteria. The following result shows that confidence is also restrictive for partial learning; there is, in fact, a class which is behaviourally correctly learnable but not confidently partially learnable.
Theorem 3.
There is a behaviourally correctly learnable class of recursive functions which is not confidently partially learnable.
Proof. Given a recursive function g to be specified below, consider the class C = {f : f is recursive and {0, 1}-valued and there is an e such that
is defined for almost all x ∧ ϕ g(e) (x) is always either undefined or equal to f (x)}.
A behaviourally correct learner M outputs a default index 0 until it witnesses the first number e with f (e) = 1; subsequently, on the input
The function g will be chosen such that the existence of an A-recursive confident partial learner N will give an A -recursive procedure to decide whether d ∈ {e : W e is cofinite} for any given d; this will then enforce that such an A must be high 2 . More precisely, let g be a recursive function for which ϕ g(d) is defined in stages as follows:
− At stage t + 1, choose i, j such that t = i, j and consider the marker a i,t which sits on a position a i,t = i, j + d + 1 with j ≤ j. − Now do the first of the following cases which applies:
− If ϕ i,t (a i,t ) is defined and in {0, 1} then let
It shall be shown that the partial-recursive function ϕ g(d) as defined above possesses the following properties: 
Item 1 follows from the construction and the way the markers move. Item 2 follows from the fact that if i > |W d | and a i,t = i, j + d + 1 then there is some j > t and t = i, j such that in stage t + 1 it holds that |{0, 1, . . . , j} − W d,t | ≤ i and so the marker leaves position i, j + d + 1 latest in stage t + 1 due to the first or second of the conditions on its movement.
Item 3 follows from the fact that if W d is coinfinite then {0, 1, . . . , j } − W d contains for almost all j more than i elements and therefore either the marker a i will eventually move due to the first condition which makes ϕ i and ϕ g(d) explictly to be different or the marker a i will eventually reach a position from which it abstains to move and where ϕ i is undefined or takes a value in {2, 3, . . .}. Thus no total function ϕ i extends ϕ g(d) and the domain of ϕ g(d) must be non-recursive and coinfinite. Now let A be any oracle such that there is an A-recursive confident partial learner N for the class. By the Low Basis Theorem of Jockusch and Soare relativised to A there is an oracle B ≥ T A which is PA-complete and satisfies B ≡ T A . Hence, as B is PA-complete, there is a uniformly B-recursive {0, 1}-valued extension G 
As this condition may be checked using the oracle B , as B ≡ T A and as B ≡ T A , K ≡ T {d : W d is cofinite} ≤ T A and A is a high 2 oracle, in particular, A is not recursive. Therefore the class C cannot be confidently partially learnt in the unrelativised world.
The following theorem formulates a criterion that may appear at first sight to be less stringent than confident partial learnability, but is in fact equivalent to it. The proof illustrates a padding technique, dependent on the underlying hypothesis space of the learner, that is often applied throughout this work to construct confident partial learners. Proof. Suppose that there is a recursive learner M of C which satisfies the learning criteria laid out in the statement of the theorem. One may define a learner N which confidently partially learns C as follows: on the input sequence
− N has output d many indices of the form pad(e , d ) with e < e among its first n hypotheses, and − either ϕ e (x) ↓= f (x) for all x < n or M has output e at least n times.
For the verification, assume that e is the least index such that either M outputs e infinitely often or f = ϕ e . Consider e < e and the least d e such that ϕ e (x) differs from f (x) for some x < d e and M does not output e d e times. Then N will also at most d e times output an index of the form pad(e , d ). Furthermore, let d be the number of times an index of the form pad(e , d ) with e < e ∧ d ∈ N is output by N . Then N will output pad(e, d) infinitely often and that is the only index output infinitely often by N when processing f .
For the converse direction, any given confident partial learner of C clearly satisfies the conditions on M given in the statement of this theorem.
Definition 5. A class is Ex
1 -learnable iff there is a learner M which converges on the sequence f (0)f (1)f (2) . . . for any function f in this class to an index e such that, for all but at most one x, ϕ e (x) ↓ = f (x).
Theorem 6. Every Ex
1 -learnable class is confidently partially learnable.
Proof. Assume that M is an Ex 1 -learner for a class C, where, without loss of generality, M (σ • τ ) ≥ M (σ) for all σ, τ . Furthermore let patch be a recursive function with ϕ patch(e,x,y) (x) = y and ϕ patch(e,x,y) (z) = ϕ e (z) for all z = x; without loss of generality, patch is a one-one function. Now one constructs a new confident partial learner N as follows:
− N outputs patch(e, x, f (x)) at least n times if M has at least n times output the index e and ϕ e (x) does not output f (x) within n steps while ϕ e (z) is defined and equal to f (z) for all z < x; − N outputs patch(e, 0, f (0)) at least n times if M has at least n times output the index e and ϕ e (z) is defined and equal to f (z) for all z < n; − N outputs patch(0, 0, 0) at least n times if M makes on f at least n mind changes.
One can see the following: If M diverges on f then N outputs the hypothesis patch(0, 0, 0) infinitely often and all other hypotheses only finitely often. If M converges to a correct index e on f then N outputs patch(e, 0, f (0)) infinitely often and all other indices only finitely often. If M converges on f to an index e which differs on at least one value from f by either being undefined or being wrong then N outputs patch(e, x, f (x)) infinitely often where x is the least number where ϕ e is either undefined or different from f . This shows that N is a confident partial learner for the given class.
Remark 7. The preceding result is a generalisation of the statement that every explanatorily learnable class is confidently learnable. Indeed, note that the class C = {f : f (0) is an index for f which is correct at all but at most one inputs} is Ex 1 -learnable and behaviourally correctly learnable but not explanatorily learnable. One could easily generalise the result such that one shows that every Ex a -learnable class where the learner converges to an index with at most a errors is confidently partially learnable where a ∈ {0, 1, 2, . . .} is a fixed constant. The more general criterion of Ex * -learnable classes is not covered by confident partial learning as the class from Theorem 3 shows. Case and Smith [4] studied the learnability of these type of self-describing function classes extensively.
One might also ask, how confident partial learning is related to confident behaviourally correct learning which is a more restrictive notion than normal behaviourally correct learning. The definition of this learning notion is the following. Definition 8. A class of recursive functions C is confidently behaviourally correctly learnable iff there is a learner M which behaviourally correctly learns every f ∈ C and in addition has the property that it on every function f , even on non-recursive ones, outputs a sequence of conjectures e 0 , e 1 , e 2 , . . . which stabilises semantically, that is, which satisfies ϕ en = ϕ e n+1 for almost all n. Theorem 9. If C is confidently behaviourally correctly learnable then C is confidently partially learnable.
Proof. Assume that M is a behaviourally correct learner for C and that f is any function. Now let e 0 , e 1 , e 2 , . . . be the sequence of hypotheses issued by M on f ; without loss of generality one can assume padding so that e 0 < e 1 < . . . which is important for having a simpler algorithm for N . N now mainly copies and repeats hypotheses of M . Each hypothesis d n of N is equal to some e m . The basic idea of N is to do a mix of repeating and cancelling indices; indices which are cancelled will never be repeated again while all others might, but do not need to, qualify for future repeats. In step n, the learner N selects d n as follows: − Say i qualifies on level k at step n if i has not yet been cancelled at previous steps and for all x < k, either it holds that for all j ∈ {i, i + 1, . . . , i + k} the values ϕ e j ,n (x) are defined and equal or it holds that for all j ∈ {i, i + 1, . . . , i + k} the values ϕ e j ,n (x) are undefined; − For each i let k i = |{m < n : d m = e i }| and select the least i which qualifies on level k i ; − For the i selected, let d n = e i and cancel e i+1 , e i+2 , . . . , e i+n .
Note that every i for which there is a j > i with ϕ e j = ϕ e i will qualify only finitely often. As the sequence e 0 , e 1 , e 2 , . . . converges semantically to a partial function, there are only finitely many j > i with this property. Therefore there is a first step n from which onwards only i qualify which satisfy ϕ e j = ϕ e i for all j > i. Now let i be the least number such that ϕ e j = ϕ e i for all j > i and i has not yet been cancelled before step n. Then from step n onwards, no i < i will be selected and hence i will never be cancelled; furthermore, there will be infinitely many steps
Remark 10. The notion of confident behaviourally correct learning is incomparable to Ex alearning. On one hand, the class of the almost everywhere constant functions is explanatorily learnable but not confidently behaviourally correctly learnable. On the other hand, the class {f : f = f (0) ϕ f (0) } is confidently behaviourally correctly learnable but not Ex a -learnable for any a ∈ N. The cylindrification of this class would result in a confidently behaviourally correctly learnable class which is not Ex * -learnable.
It is quite a curious feature of confident learning under various success criteria that it is closed under finite unions. In particular, it is known that the union of finitely many confidently vacillatorily learnable classes is also confidently vacillatorily learnable; the analogous result for confident behaviourally correct learning also holds true. The next theorem states that this property of confident learning even extends to partial learnability. That is to say, if C 1 and C 2 are confidently partially learnable classes of recursive functions, then C 1 ∪ C 2 is also confidently partially learnable.
Theorem 11. Confident partial learning is closed under finite unions; that is, if C 1 and C 2 are confidently partially learnable classes, then C 1 ∪ C 2 is confidently partially learnable.
Proof. Let M and N be confident partial learners of the classes C 1 and C 2 respectively. Now using Theorem 4, one can construct a new learner R which outputs i, j at least n times iff M outputs i and N outputs j at least n times. Now assume that f is a function which is learnt by at least one of the machines M and N . So let i and j be the two indices which M and N , respectively, output infinitely often when processing f and let e be the least index of f . Note that either i ≥ e ∨ j ≥ e. Now R outputs i, j infinitely often. As Cantor's pairing function is monotone in both parameters, i, j ≥ max{i, j} ≥ e and so R also partially learns f in the sense of Theorem 4. Thus C 1 ∪ C 2 is confidently partially learnable.
Corollary 12.
There is a confidently partially learnable class which is not behaviourally correctly learnble.
Proof. Blum and Blum's Non-Union Theorem [3] provides classes C 1 and C 2 which are explanatory learnable while their union is not behaviourally correctly learnable. By Theorem 6 the two classes are confidently partially learnable and by Theorem 11 their union C 1 ∪ C 2 is confidently partially learnable as well.
Theorem 3 demonstrates that the class of all total recursive functions is not confidently partially learnable. Nonetheless, there is a less restrictive notion of confident partial learning, somewhat analogous to a blend of behaviourally correct learning and partial learning, that permits the class of all recursive functions to be learnt. This notion of learning is spelt out in the following theorem.
Theorem 13. There is a recursive learner M such that for all functions f and the sequence of conjectures e 0 , e 1 , . . . of M when learning f the following two conditions hold:
− There is exactly one partial-recursive function ψ f for which there are infinitely many n with ψ f = ϕ en ; − If f is recursive then the ψ f defined in the first item is equal to f .
Proof. The learner M works in stages n which are executed in parallel (as some simulations might provide additional indices which have to be taken into account on a stage): M first searches for the first e n found such that for all m < n it holds that e n ≥ e m and ϕ en (x) ↓= f (x) for all x < n. From then onwards, the learner searches all d ≤ e n with ∀x < n [ϕ d (x) ↓= f (x)]; for each such d it outputs the index d itself and a further index h(d, n, f (n)) where ϕ h(d,n,f (n)) = ϕ c for the first c ≤ d found such that ∀x ≤ n [ϕ c (x) ↓= f (x)]; if such a c does not exist then ϕ h(d,n,f (n)) is everywhere undefined.
In the case that e is the least index of f , it follows that M outputs only finitely often an index of the type d or h(d, n, f (n)) with d < e. M will infnitely often output e. Furthermore, for almost all n, each index of the form h(d, n, f (n)) output by M satisfies that d ≥ e and that therefore ϕ h(d,n,f (n)) = ϕ c for some
Also, the indices of the form d with d = e issued at stage n satisfy that ϕ d coincides with f strictly below n. Therefore, the learner issues for each partial function different from f only finitely often an index.
In the case that f is not recursive, then the sequence e 0 , e 1 , . . . is increasing and unbounded. For each e m there is a maximal n > m such that M outputs an index h(d, n, f (n)) with d ≤ e m . Then ϕ h(d,n,f (n)) is the everywhere undefined function, as there is no ϕ c with c ≤ n such that
• f (n). Hence M outputs infinitely often an index of the everywhere undefined function. Furthermore, there is no other partial function for which M infinitely often outputs an index: whenever M outputs an index for it at stage n then the corresponding partial function is defined and equal to f (x) at every input x < n; as no partial-recursive function coincides with f , M only finitely often outputs an index of that partial function. This completes the proof.
The remainder of the present section is devoted to the study of confident partial learning relative to oracles. As a first step towards characterising the Turing degrees of oracles relative to which all recursive functions can be confidently partially learnt, one may observe that, since the class C in the proof of Theorem 3 is confidently partially learnable only with respect to high 2 oracles, one has the following corollary.
Theorem 14.
There is a behaviourally correctly learnable class C ⊆ REC 0,1 such that C is confidently partially learnable only relative to high 2 oracles.
The next lemma, in whose proof the padding property of the default hypothesis space {ϕ 0 , ϕ 1 , ϕ 2 , . . .} is pivotal, will be applied in the subsequent theorem.
Lemma 15. For every A -recursive function F
A , there is an A-recursive function f A such that for all numbers d, if F A (d) = e, then there is a unique number e for which there are infinitely many t with f A (d, t) = e and ϕ e = ϕ e .
Proof. Given that F A ≤ T A , there exists a sequence of A-recursive approximations {f i,j } i,j∈N such that for all numbers e, ∃i∀i ≥ i∃j∀j ≥ j[f i,j (e) = F A (e)] holds. One may define an A-recursive function G which satisfies G(e, t) = pad(e , i, s ) for some i, s and infinitely many t iff F
A (e) = e . First, let a e,0 , a e,1 , a e,2 , . . . be an A-recursive sequence in which pad(d, i) occurs at least n times iff for all i ∈ {i, i + 1, . . . , i + n}, there are n numbers j such that f i ,j (e) = d. This condition ensures that pad(d, i) occurs in a e,0 , a e,1 , a e,2 , . . . infinitely often for some i iff d = F
A (e); however, the i is not unique and there might be i > i such that also pad(d, i ) also occurs infinitely often in the sequence.
Second, let a e,0 , a e,1 , a e,2 , . . . be a further A -recursive sequence in which pad(d, i, s ) occurs n times iff there is a stage t ≥ s such that there are n numbers u ≤ s with a e,u = pad(d, i) and s is the least number with pad(d, i ) / ∈ {a e,s , a e,s+1 , . . . , a e,t } for all i < i. Subsequently, one may produce the two-valued A-recursive function G by setting G(e, t) = a e,t for all such sequences a e,0 , a e,1 , a e,2 , . . . constructed for each e. By the above construction, the A-recursive function G satisfies the condition that for all e, there is exactly one index e with G(e, t) = e for infinitely many t and this e is of the form pad(F A (e), i, s ) for some i, s. This establishes the lemma.
Having established a necessary condition on the computational power of confident learners that can learn REC, one may hope for an analogous sufficient condition. By means of the above lemma, the theorem below proposes several oracle conditions that, when taken together, enable REC to be confidently partially learnt.
Theorem 16. If B is low, P A-complete and A ≥ T B, A ≥ T K , then there is an A-recursive confident partial learner for REC.
Proof. First it is shown that the class of all recursive {0, 1}-valued functions, REC 0,1 , is explanatorily learnable by a B-recursive learner which outputs B-recursive indices. For this goal and using that B is PA-complete, one may construct a numbering {ϕ Due to adequate use of padding in the construction of g, one can assume that g(e) ≥ e for all e. There is an B-recursive explanatory learner which conjectures on the input f (0)•f (1)•. . .•f (n) the index g(e) for the least e with ϕ B g(e) (x, f (x)) = 1 for all x ≤ n; let M be an equivalent Brecursive confident partial learner and let g (d 0 ), g(d 1 ), g(d 2 ) , . . . be the hypotheses issued by M when it is learning some f ∈ REC.
Second it is shown how to transform this M into the desired A-recursive confident partial learner N . Define the B -recursive function F B by Furthermore, since B ≤ T A by assumption, it follows that F B = F A . One can now define an A-recursive confident partial learner N : by Lemma 15, there is an A-recursive function f
. As M outputs one index d infinitely often, it follows that N outputs exactly one index infinite often and this index is of the form pad(e , d) for some e satisfying ϕ The condition that the double jump of the oracle be Turing above K is not, however, sufficient for confidently partially learning REC, as the following theorem demonstrates.
Theorem 17.
There is a set A with A ≥ T K such that A is 2-generic and REC 0,1 is not confidently partially learnable relative to A.
Proof. The proof of this result is based on the existence of a 2-generic set A such that K ≤ T K ⊕ A, so that A is high 2 , that is, A ≥ T K . It shall be shown that REC 0,1 is not confidently partially learnable relative to any such set A. Fix such a set A, as well as a {0, 1}-valued total function f which is 2-generic relative to A; one then has that A ⊕ { x, y : y = f (x)} is also 2-generic.
Assume towards a contradiction that M A were a confident partial learner of REC 0,1 . By the confidence of M A , it must output some index, say e, infinitely often on the sequence for f , where f was chosen as above. Now the following claim is shown. 
Now it is shown that this property of M A follows from the 2-genericity of A⊕{ x, y : y = f (x)}. For a proof by contradiction, assume that the prefixes α, σ do not exist and consider the following co-r.e. set W of binary strings:
where the join of two strings β ⊕ θ is defined to be the string ξ of length 2 max(|β|, |θ|) such that ξ(2x) = β(x), ξ(2x+1) = θ(x) whenever β(x), θ(x) are defined; otherwise, ξ(2x) = ξ(2x+1) = 0. By assumption, for all m, n there exist extensions
respectively such that for any strings γ ∈ {0, 1}
The constant m and string τ may be chosen so that • τ )(x) and θ( x, y ) = θ( x, z ) = 1 iff y = z. Moreover, there cannot exist an n such that, if θ is a binary string of length n + 1 representing the characteristic function of the set { x, y ≤ n :
by the hypothesis that M
A outputs e infinitely often on the sequence for f , there must exist β ∈ {0, 1} * and τ ∈ N * satisfying
this would thus contradict the condition for A[n] ⊕ θ to be in W . The preceding two conclusions contradict the 2-genericity of A ⊕ { x, y : y = f (x)}, which means that the prefixes α and σ with the required properties must exist. This completes the proof of the claim; from now on, fix the two prefixes α and σ. The proof of the theorem proceeds next by constructing two different {0, 1}-valued recursive functions, f 0 and f 1 , such that M
A outputs e infinitely often on the sequences for f 0 and f 1 . Let f 0 and f 1 be defined as follows.
− At the initial stage, put f 0 (x) = σ(x) for all x < |σ|, and f 0 (|σ|) = 0; f 1 (x) = σ(x) for all x < |σ|, and f 1 (|σ|) = 1. Let σ 0,0 = σ • 0 and σ 1,0 = σ • 1. − At stage s + 1, consider all 2 s+1 binary strings of length s + 1; call them β 0 , β 1 , . . . , β 2 s . Search for a sequence of binary strings τ 0,s,0 , τ 0,s,1 , . . . , τ 0,s,2 s+1 with τ 0,s,0 = σ 0,s , and for k = 0, 1, . . . , 2 s , τ 0,s,k+1 is a proper extension of τ 0,s,k such that
) ↓= e for some γ k ∈ {0, 1} * . Similarly, find a sequence of binary strings τ 1,s,0 , τ 1,s,1 , . . . , τ 1,s,2 s+1 with τ 1,s,0 = σ 1,s , and for k = 0, 1, . . . , 2 s , there is a δ k ∈ {0, 1} * such that τ 1,s,k ≺ τ 1,s,k+1 and s,k+1 ) ↓= e. Let σ 0,s+1 = τ 0,s,2 s+1 and σ 1,s+1 = τ 1,s,2 s+1 . By the properties of α and σ, the chains of string extensions {τ 0,s,1 , τ 0,s,2 , . . . , τ 0,s,2 s+1 }, {τ 1,s,1 , τ 1,s,2 , . . . , τ 1,s,2 s+1 }, as well as the strings γ k , δ k must exist, since it may be assumed inductively that σ is a prefix of both τ 0,s,k and τ 1,s,k for k = 0, 1, . . . , 2 s . Set f 0 (x) = σ 0,s+1 (x) for all x ∈ dom(σ 0,s+1 ) if f 0 (x) is not already defined. Likewise, set f 1 (x) = σ 1,s+1 (x) for all x ∈ dom(σ 1,s+1 ) if f 1 (x) has not been defined.
It shall be shown that for infinitely many s and binary strings γ k found in the algorithm at stage s + 1,
Assume for the sake of a contradiction that there is an s 0 such that for all stages s + 1 > s 0 , whenever
) ↓= e fails to satisfy the condition that (2) • . . .; this contradicts the 2-genericity of A. Hence there are infinitely many stages s at which M A(0)•A (1)•...•A(k) (τ 0,s,n ) = e for some numbers k, n, and so M outputs e infinitely often on the sequence for f 0 when it has access to the oracle A. An argument exactly analogous to the preceding one, with δ k in place of γ k and τ 1,s,k+1 in place of τ 0,s,k+1 , establishes that M , with access to the oracle A, also outputs e infinitely often on the sequence for f 1 . These two conclusions contradict the fact that M must confidently partially learn both the recursive functions f 0 and f 1 , since f 0 and f 1 differ on the argument |σ|, and yet M outputs the same index infinitely often on their respective sequences. In conclusion, REC 0,1 is not confidently partially learnable relative to A.
Essentially class consistent partial learning
The present section considers a weakened form of consistency in partial learning, namely, essential class consistency. Under this learning requirement, the learner is permitted to be inconsistent on finitely many segments of the sequence for some recursive function in the class to be learnt. Before developing this notion, we shall first review the more restrictive type of consistent learning, and attempt to compare it with confident partial learning.
Definition 19 (Bārzdiņš [2]).
A recursive learner M is said to be consistent on a total function f iff for all n ∈ N, M (f [n]) ↓ and ϕ M (f [n]) (x) ↓= f (x) whenever x ≤ n. A learner is said to class consistently partially learn C iff it partially learns C and is consistent on each f in C.
Whilst class consistency may appear to be a fairly restrictive learning constraint, the following theorem implies that it cannot in general guarantee that a class of recursive functions is confidently partially learnable.
Theorem 20. There is a class of recursive functions which is class consistently partially learnable but not confidently partially learnable.
Proof. The following example essentially modifies the construction of the programme g(d) in Theorem 3 so that a subclass of C may be class consistently partially learnable. For each number d, let g(d) be a programme for a partial-recursive function ϕ g(d) which is defined as follows. the markers a 0 , a 1 , a 2 , . . . by setting a i,0 = 
,s is not already defined on x. Next, check whether ϕ i,s+1 (a i,s ) ↓∈ {0, 1} holds; if so, let
is not already defined on the input a i,s . Now, for each i such that i, m + 1 ≤ s + 1 for some m, let u = max({m : i, m + 1 ≤ s + 1}). Associate the marker a i,s+1 with i, u + 1 + 1 if at least one of the following two conditions applies; otherwise, let a i,s+1 = a i,s .
1. There is a j < i with j, m + 1 ≤ s + 1 for some m such that a j,s+1 = a j,s . 2. If a i,s = i, r + 1, then the inequality |{0, 1, . . . , r} − W d,s+1 | < i holds.
Now it is shown that C is class consistently partially learnable. First, define a recursive learner N as follows.
, N first identifies the maximum i, if it exists, such that a j,n = a j,n+1 for all j ≤ i. If no such i exists, N outputs an index for a partial-recursive function φ such that φ(x) = f (x) for all x ≤ n, and φ(x) ↑ for all x > n. Otherwise, it conjectures the programme e for which
Suppose that N processes a sequence for some recursive function f ∈ C, so that
If there is a least i such that a i,n = a i,n+1 and i, m +1 ≤ n for some m, then by condition 1. above, all markers a j,n with j ≥ i and j, l +1 ≤ n for some l will be moved to a new position j, u + 1 for which u = max{m : i, m + 1 ≤ n + 1}. Hence ϕ g(d) will be defined on all inputs j, m + 1 ≤ n such that j ≥ i. This in turn implies that N is class consistent. Next, one shows that N has the following learning characteristic: it outputs incorrect indices only finitely often, and it outputs at least one correct index infinitely often. Finally, a class consistent learner M may be built from N as follows: whenever N outputs the sequence of conjectures e 0 , e 1 , e 2 , . . . , e n , . . ., M , for each e n , outputs the index pad(e n , k n ), where k n = |{m ≤ n : e m < e n }|. Then M outputs exactly one correct index for the input function infinitely often, and it is also class consistent. In conclusion, C is class consistently partially learnable. An argument exactly analogous to that in Theorem 3 shows that this class is not confidently partially learnable.
Essentially class-consistent learners can finitely often be inconsistent with the input sequence; in partial learning, this consistency requirement is still a proper restriction. The following result establishes a connection between the learning success criteria of semantic convergence in the limit and essentially class consistent partial convergence; it suggests that there may be a wealth of examples of essentially class consistently partially learnable classes of recursive functions.
Theorem 21. Every behaviourally correctly learnable class of recursive functions is essentially class consistently partially learnable.
Proof. Let C be a class of recursive functions which is behaviourally correctly learnt by a learner M . Next, define a recursive learner N as follows. On an input f , simulate the learner M and observe the conjectures e 0 , e 1 , e 2 , . . . output by M . N then outputs a conjecture e i of M at least s times iff ∀x ≤ s[ϕ e i ,s (x) ↓= f (x)] holds. If N is presented with the sequence for some f ∈ C, then M , being a behaviourally correct learner of C, will output only finitely many incorrect indices. Therefore N will output each correct index infinitely often, and every incorrect index finitely often. Now one can build a further learner P : whenever N , on the input sequence, conjectures the sequence
This learner P is then the required essentially class consistent partial learner of C.
Remark 22. Jain and Stephan [12, Theorem 15] constructed a consistently partially learnable class of recursive functions which is not behaviourally correctly learnable. It follows that the converse of the preceding theorem does not hold in general. Furthermore, they showed [12, Theorem 19] that there are classes which are explanatorily learnable with at most one mind change as well as class consistently explanatorily learnable by a partial-recursive learner, but nonetheless cannot be class consistently partially learnt on canonical texts. Consequently, Theorem 21 is no longer true if one replaces essential class consistency with general class consistency in the conclusion, and so this watered-down variant of consistency is indeed a more general learning notion than ordinary consistency.
To ascertain that essential class consistency constitutes a real learning constraint, one can show that the class of all {0, 1}-valued recursive functions is not partially learnable under this criterion.
Theorem 23. The class REC 0,1 is not essentially class consistently partially learnable.
One can take the above result one step further and construct an example of a confidently partially learnable class of recursive functions which is not essentially class consistently partially learnable. Note that this class could easily be recoded to be contained in REC 0,1 in order to prove the above result.
Theorem 24. There is a class of recursive functions which is confidently partially learnable but not essentially class consistently partially learnable.
Proof. Let M 0 , M 1 , M 2 , . . . be a recursive enumeration of all partial-recursive learners.
For each M e define a function ϕ g(e) by starting with σ e,0 = e and taking σ e,k+1 to be the first extension of σ e,k found such that M e (σ e,k+1 ) outputs an index d with ϕ d (x) ↓ = σ e,k+1 (x) for some x < |σ e,k+1 |. ϕ g(e) (x) takes as value σ e,k (x) for the first k found where this is defined.
Furthermore, for each e, k where σ e,k is defined, let ϕ h(e,k) be the partial recursive function ψ extending σ e,k such that for all x ≥ |σ e,k |, ψ(x) is the least a such that either M e (ψ(0)ψ(1) . . .
Let C 1 contain all those ϕ g(e) which are total and C 2 contain all ϕ h(e,k) where M e is total and ϕ g(e) = σ e,k , that is, the construction got stuck at stage k. The class C 1 is obviously explanatorily learnable; for the class C 2 , an explanatory learner identifies first the e and then simulates the construction of ϕ g(e) and updates the hypothesis always to h(e, k) for the largest k such that σ e,k has already been found. Hence both classes are explanatorily learnable, hence their union C is confidently partially learnable.
However C is not essentially class consistently partially learnable, as it is now shown. So consider a total learner M e . If ϕ g(e) is total then M e is inconsistent on this function infinitely often and so M e does not essentially class consistently partially learn C. So consider the k with ϕ g(e) = σ e,k . Note that the inductive definition of ϕ h(e,k) results in a total function. If M e outputs on ϕ h(e,k) each index only finitely often, then M e does not partially learn ϕ h(e,k) . If M e outputs an index d infinitely often, then for all sufficiently long τ a ϕ h(e,k) with M e (τ a) = d it holds that there is a b < a with M (τ b) = d as well. By assumption, σ e,k+1 does not exist and can be neither τ a nor τ b. Hence τ a is not extended by ϕ d and so M e outputs an inconsistent index for almost all times where it conjectures d; again M e does not essentially class consistently partially learn C.
As a consequence of the proof of the preceding theorem, one has the corollary that essentially class consistent partial learning is not closed under finite unions.
Corollary 25. Essentially class consistent learning is not closed under finite unions; that is, there are essentially class consistently partially learnable classes C 1 , C 2 , such that C 1 ∪ C 2 is not essentially class consistently partially learnable.
A complete characterisation of the classes of recursive functions which are consistently partially learnable relative to an oracle A, classified according to whether A has hyperimmune or hyperimmune-free Turing degree, was obtained in [12] . The theorem below asserts that a recursive learner with access to a PA-complete oracle may essentially class consistently partially learn REC. Since the class of hyperimmune-free, PA-complete degrees is nonempty, as demonstrated in [13] , one may conclude that for partial learning, essential class consistency is indeed a weaker criterion than general consistency, even when learning with oracles. The proof utilises the fact that there is a one-one numbering of all recursive functions plus all functions of finite domain.
Theorem 26. If A is a PA-complete set, then REC is essentially class consistently partially learnable using A as an oracle.
Proof. Let ψ 0 , ψ 1 , ψ 2 , . . . be a one-one numbering of the recursive functions plus the functions with finite domain. For example, Kummer [15] provides such a numbering. Let g be a recursive function such that ψ e = ϕ g(e) for all e. There is a recursive sequence (e 0 , x 0 , y 0 ), (e 1 , x 1 , y 1 ) , . . . of pairwise distinct triples such that ψ e (x) ↓= y iff the triple (e, x, y) appears in this sequence.
On
• f (n), the learner M searches for the first s ≥ n such that for all t ≤ s either e t = e s or x t > n or y t = f (x t ); that is, s is the first stage where ψ es -to the extent it can be judged from the triples enumerated until stage s -is consistent with σ. Then M determines using the PA-complete oracle an d ≤ e s such that either ψ d extends σ or there is no c ≤ e s such that ψ c extends σ; note that in that second case the d provided by the oracle does not need to satisfy any condition beyond d ≤ e s . The learner conjectures then g(d) for the index d determined this way.
If now e is the unique ψ-index of the function f to be learnt, then for all sufficiently long inputs σ, the above e s satisfies e s ≥ e as for each d < e either there are only finitely many triples having d in the first component with all of them appearing before n or there is a t ≤ n with e t = d ∧ x t ≤ n ∧ y t = f (x t ). Hence, the s selected satisfies e s ≥ e and therefore the d provided satisfies that ψ d extends σ. Furthermore, there are infinitely many n with e n = e and for those the choice is s = n and, if n is sufficiently large, d = e. Hence the learner outputs infinitely often a correct index and almost always an index which is consistent with the input seen so far.
Essentially globally consistent partial learning
Recall that an essentially globally consistent partial learner outputs on every function, even a non-recursive one, almost always a hypothesis which is consistent with the data seen so far. This has the following consequence: if an essentially globally consistent partial learner outputs a hypothesis e infinitely often then this hypothesis e is correct. The next results establish the basic properties of this learning notion.
Theorem 27. Every confidently behaviourally correctly learnable class is essentially globally consistently partially learnable.
Proof. If a class is confidently behaviourally correctly learnable, then there is by Theorem 9 a learner N which outputs on each function f a sequence d 0 , d 1 , d 2 , . . . of indices such that there is exactly one index e with d n = e for infinitely many n; furthermore, the sequence satisfies ϕ dm = ϕ e for this e and almost all m. In addition to this, whenever f is in the class to be learnt then ϕ e = f for the index e mentioned above. One uses now this sequence These properties establish that in either case, whether N learns f or not, the learner M only finitely often outputs an index inconsistent with the data seen so far; hence M is essentially globally consistent. Furthermore, M partially learns every function which N partially learns, hence M is an essentially globally consistent partial learner for the given class.
The next statement is quite obvious and shows that essentially consistent partial learning is more general than confident behaviourally correct learning, as for example the class of all almost everywhere constant functions has a consistent explanatory learner but no confident behaviourally correct learner.
Proposition 28. Every globally consistent explanatory learner is also an essentially globally consistent partial learner for the same class.
The notion of essentially globally consistent partial learning is closed under union, which stands in contrast to essentially consistent partial learning.
Theorem 29. If C 1 and C 2 are both essentially globally class consistently learnable then so is C 1 ∪ C 2 .
Proof. Assume that M 1 and M 2 essentially globally class consistently learn the classes C 1 and C 2 , respectively. Now, on input f , let e n = min{M 1 (f [n]), M 2 (f [n])} and let d n be the number of m < n where e m < e n . The new learner N conjectures on input f [n] the index pad(e n , d n ). First, note that for any function f , for almost all n, M 1 (f [n]) and M 2 (f [n]) are both consistent with f [n] and therefore so is ϕ en and ϕ pad(en,dn) .
Second, there is a least n such that e n = e for infinitely many n. Furthermore, let d be the number of n with d n < e which is finite. One can easily see that N (f [n]) = pad(e, d) for infinitely many n. Furthermore, this is the only index which is output infinitely often.
Third, whenever M 1 or M 2 output some index infinitely often then it holds that e n is infinitely often below this upper bound. Hence there is a least index e which is output infinitely often by either function and N will then on f output pad(e, d) infinitely often for some d. As N is essentially globally consistent, N then learns f .
The class of Theorem 24 is not essentially class consistently partially learnable but the union of two explanatorily learnable classes. As essentially globally consistent partial learning is more restrictive than essentially class consistent partial learning and furthermore closed under union, one of these two explanatorily learnable classes cannot be essentially globally consistently partially learnable.
Corollary 30. There is an explanatorily learnable class which is not essentially globally consistently partially learnable.
Conclusion
In conclusion, confident partial learning appears to be a fairly robust learning notion that is neither too restrictive nor too powerful. Essentially class consistent partial learning may be a more balanced criterion compared to global consistency, for there is quite a rich collection of essentially class consistently partially learnable classes of recursive functions, which includes all classes that are behaviourally correctly learnable. Though the results on these two notions are quite complete, there is still potential for further work on characterising the omniscient degrees of inference for confident partial learning and essentially class consistent partial learning.
