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Claims have been made that the failure of empirical
studies to establish the efficacy of structured programming
is due to the lack of psychological models of the program-
ming task. Many authors have pointed out that psychological
research on the human information processing model might
provide substance to the claim that structured programming
facilitates a programmers understanding of program logic.
This thesis reviews the results of current psychological
research and shows that at this time it is not possible to
build a satisfactory psychological model of the programmer
and his/her task. In order tc define the programming task
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I. IHTBODDCTION
A major topic of computer science thinking and research
over the past 15 years has beer the concept of programming
and programming design known as structured programming.
Despite its rather extensive treatment in the literature as
a basis for improving software guality, conceptual develop-
ments have been much more prevalent than the corresponding
empirical developments. In fact, the set of empirical
studies undertaken on structured programming is in a "sorry
state and result from poor theory, poor hypotheses and poor
methodology [Eef. 1: p. 401 ]. " Good theory is a prerequi-
site to good empirical work
—
gcod theory not only contrib-
utes significantly to the success of the empirical work, it
also helps the empiricist to identify strategic propositions
in order to achieve parsimony (the desire to prove, improve,
or disprove a theory guickly and with minimal effort). Good
theory helps to develop research directed toward under-
standing as well as prediction £Ref. 1: p. 398].
According to Vessey and Weber [Ref. 1 ], work on struc-
tured programming has tended to follow two streams which
they have termed the "characteristics" stream and the
"effects" stream. The characteristics stream seeks to show
any program can be written using well defined control struc-
tures and/or that a program that uses these structures can
be proven correct. The effects stream, on the other hand,
attempts to model how the use of structured programming
might affect the guality of programming practice, such as
the readability, clarity, and understandability of the
program, greater programmer productivity and reduction of
testing difficulties.
Claims are made that the use of structured programming
produces these and other cost-effective changes in software
practice, yet little progress has been made in building
models that support these claims. Rudiments of such theory
do exist. Many authors have pointed out that the results of
psychological research on the human information processing
model might provide some substance to the claim that struc-
tured programming facilitates a programmer's productivity.
A. STATE OF CURRENT STUDIES
Vessey and Weber [Ref. 1] and Sheil [Ref. 2] have
conducted reviews of the studies done on structured program-
ming. Vessey and Weber have not attempted an exhaustive
investigation of the literature. However, they do take an
empiricist's view in evaluating a subset of the literature
with which they are familiar: namely, the laboratory
studies, field studies and surveys undertaken on the effects
of structured programming on programming practices. They
focused specifically on the practices of program under-
standing, composition, modification and debugging. In
setting the framework for their analysis, they define the
programming task as a function of life-cycle versus program
activity and suggest that for a more extensive analysis,
additional dimensions should be added [Ref. 1: p. 399].
Most of their analysis deals with whether a theory underlies
the hypothesis tested and whether the level of abstraction
chosen facilitates understanding or prediction. They treat
traditional methodological issues in a cursory way. Sheil,
on the other hand, evaluates the research done from a metho-
dological point of view. In either case, the reviews are
detailed and quite lengthy. They will not be covered here.
However, it will be commented that these authors have come
to similar conclusions: that the studies done to
substantiate the claims for structured programming have not
been well done or well thought out, and that is a major
reason that the results do not support the claims. Vessey
and Weber [Ref. 1: p. 401] state:
What we have attempted to do is convince, through
example, that the claims made for structured programming
are in a sorry state. primarily because the underlying
theory on which the hypotheses depend is weak or nonex-
istect and the choice made of a level of abstraction for
the research so far has been inappropriate if under-
standing is to be ottained.
Sheil deals with behavioral issues as a guide to
computer practice as well as to psychological investigation.
Sheil [Bef. 2: p. 112] states:
As a group they are unsatisfactory in that they are
methodically weak. the effects they report are
small. ... These failings can, in turn, be traced to an
underlying naive view of programming skill which has
been shaped more by the fashions of contemporary
computing practice than by any reasonable appreciation
of the complexity of the behavior.
Sheil notes that since the tests are methodically weak,
the results, many of which report negatively on the claim
attempted to be proven, are not credible.
It therefore appears that although these authors take a
different point of view in their review, they are in the
general agreement that the research conducted so far has not
produced many worthwhile results. Worthwhile, that is, in
terms of supporting the many claims made for structured
programming. Here is found the motivation behind this
thesis.
B. SCCPE OF THIS THESIS
The intention here is to reiterate that the work done so
far has, indeed, been atheoretical and has produced no
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definitive results. Further, that although Sheil was
partially correct in his view that the programming task has
been naively defined, the programming task has also been
incorrectly defined. Vessey and Heber, although presenting
a good review of the work done, also did not choose the
proper perspective from which tc view the problem. A better
definition of the programming task is necessary, not in
terms of the life-cycle as Vessey and Weber chose to do,
but, since programming is a human activity, in terms of the
human processes involved, e.g., attention, perception,
recall, learning, understanding and problem solving.
The intent is to show that with the current state of
knowledge in psychology, it will not be possible to build a
satisfactory psychological model of the programmer and
his/her task. A second objective is to show one can do
better than previous work by identifying the components of
such a theory and then based or that define the programming
task more clearly. In support of this, we investigate the
necessary psychological issues en the capabilities and limi-
tations of human memory and the (varied) issues regarding
structured programming. It nust be emphasized that an
in-depth review of these issues is not the intent of this
thesis. Rather, only the necessary issues will be expounded
upon, while other issues will be dealt with in a cursory way
or not at all.
Two questions are of concern: First, given the
complexity of these psychological issues, is the research
into the effects of structured programming worthwhile to
pursue? Second, are measurable benefits derived from struc-
tured programming methodology? Even if perceived benefits
are real, it is not clear thej can be quantified or moni-
tored in order to confirm the effectiveness of the
methodologies.
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II. THE PSYCHOL CGICAL ISSUES
The programmer brings a variety of tools, experiences
and capabilities to bear on the programming task. One of
the most important and perhaps the most often overlooked
capability is the human mind. The human mind controls how
we think. The structure of the human mind determines its
capabilities and limitations and our thought processes.
As psychologists have become increasingly interested in
issues dealing with the human mind—its thought processes,
its organization and, particularly, its capabilities and its
limitations, many computer scientists have also begun
exploring this area of research. Computer scientists have
rightfully looked to this area cf psychology in an effort to
understand the human ingredient in computer science. In
fact, they have delved into it so much that they have been
dubbed "armchair psychologists" by Sheil in [Ref- 2]. They
have recognized that research in this area is critical if we
wish to know how programmers are to apply what mental
facility they have to a task at hand in the most effective
and efficient manner possible.
The purpose of this chapter is to define and discuss the
human aspects that bear upon understanding the programming
process: the human informatioc processing model, a clear
view of what it means to "understand" a program, a better
definition of task and task complexity, problem solving and
programming as learned skills, and individual differences
among humans. The intent here is to limit the discussion to
mature adults (ignoring developmental issues) and focus on
the experienced programmer rather than the novice.
12
A. COGNITIVE PSYCHOLOGY
Definitions of cognitive psychology are broad and may
include topics others would place in related fields. The
cognitive psychologist studies how people perceive,
organize, process and remember information, as well as the
different cognitive abilities and how they differ across
people. This is guite different from the behavioralist
doctrine which for years dominated human experimental
psychology and was more frequently associated in computer
science with human factors. Human factors has been typi-
cally characterized as fitting knobs, displays and work-
station layouts to the idiosyncrasies of the human anatomy.
Under the behavioralist perspective, the mind, the human
information processing system, is treated as an inaccessible
"black box" and is essentially ignored and not used to
explain relationships between stimuli and responses.
However, this same black box is now the primary target of
the cognitive psychologist who is primarily interested with
how people take in, transform, store and retrieve
information.
B. THE HUMAN INFORMATION PROCESSOR
There are many models of the human information
processing system, or IPS. Most of these are guite
similar. The model to be referred to here is discussed by
Tracz [ Ref . 3: p. 130-133]. figure 2.1 is his version of
the human information processor. Here, the major compo-
nents are memory and the processes that control information
flow. This conceptual flew assumes a series of
processing mechanisms that accept information about the
environment, perform general central processing opera-
tions, and control motor output.
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The organization and limitations on the types of
memory components, which will be discussed below, are
perhaps the most significant aspect of the human thought
process which affects the computer programmer. Other
aspects, such as individual differences and expertise, will
be discussed later.
C. MEMOBY AND ITS PBCCESSES
It should be apparent from Figure 2.1 and associated
terminology that modern cognitive psychology has been
influenced by developments in computer science. There
are several types of memories, all differing in their
completeness, their duration, and the manner by which
material flows in and out of, or between them.
This model of the human IPS consists of four levels of
memory: very-short-term memory (VSTM) , short-term memory
(STM) i long-term memory (LTM) and external memory (EM)
.
Other authors such as Newell £ Eef . 4] and Norman [Eef. 5],
establish the existence of other types of memories or varia-
tions to these memories. Therein lies the differences
between many IPS models—the definition of memory levels.
The processes which govern the flow of information into,
out of and between these memories are the processes of
attention, perception, learning, recall and rehearsal.
Each emphasizes a different aspect of processing, but all
are related. None can be separated from the others.
Attention and perception are associated with VSTM while
learning, recall and rehearsal are associated with
the interactions between STM aid LTM. What is known about
the capabilities and limitations of these processes will
help determine how these processes affect and limit the
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The study of attention is, in part, the study of the
limitations on these interactirg processes. Attention is
defined by William James in £Eef. 5: p. 6] as:
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taking possession by the mind, in clear and vivid form,
of one out of what seem several simultaneously possible
objects or trains of thought. Focaliza tion, concentra-
tion, of consciousness are of its essence. It implies
withdrawal from some things in order to deal effectively
with others.
Perception (also called recognition) depends on the
characteristics of the stimulus and the context in which
the characteristics are presented.
Neither attention nor perception operates in isola-
tion. Both require that incoming sensory messages be
interpreted with the aid of the context of the messages
and their past history. Both context and history are made
relevant only through the action of memory. To determine
the immediate context of events , a temporary storage system
to keep a memory of the recent past is needed. 1
According to Tracz [fief. 3], VSTM acts as a buffer
for this initial sensory data, holding it for 0.5 to one
second with rapid decay thereafter. 2 The process of
attention samples the data. The amount of attention given
to VSTM controls the amount of information perceived.
Through attention, STM can sample the contents of VSTM. Ihe
processes of attention and perception, and the mind's inter-
pretation of the information, depends on the characteristics
of the stimulus and the context in which the characteris-
tics cccur.
This interpretation process has been classified into
two major types, differing by how the analysis is guided.
In the data driven or bottom-up process, analysis proceeds
from the incoming data, through increasingly sophisti-
cated analysis, to the final recognition of the output.
1 To examine the entire past history of an event requires
a permanent storage system (LTM).
2 Access and duration times in the Tracz IPS are based on
experiments done on free recall, reaction time, and rote
learning.
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Whereas this type of analysis does not take into account
one's expectations [Ref. 5: p. M1 ], the second type does.
The second type of analysis is a conceptually driven
or top-down process which starts with the conceptualizations
of the incoming information. This analysis starts with the
highest level of expectation and further refines this by
analyzing the context of the stimulus and yielding expecta-
tions. This type of analysis can be quite powerful, but its
accuracy relies heavily on the selection of expectations
[Ref- 5: p. 41 J- An inaccurate selection is the major cause
for errors in the interpretation of stimulus.
Bottom-up and top-down analyses interact simultane-
ously. The arrival of infornation triggers a series of
analyses, one of which starts with the components and
proceeds to higher processing levels (bottom-up processing)
.
Simultaneously, top-down analysis helps complete the
overall 'sense 1 of the information by taking the context of
the stimulus and triggering expectations based on past
experience and general knowledge. These expectations
produce the top-down processes that eventually merge with
the bottcm-up processes [Ref. 5: p. 58]. Although both
processes are essential and must proceed simultaneously,
top-down analysis overrides bottom-up analysis. As already
mentioned, this is the major cause of errors [Ref. 3].
2. Short-Term Memory
Recall that the contents of VSTM can be sampled by
STM through the process of attention. Rehearsal, on the
other hand, is the process by which information is
transferred from short- to long-term memory. It is
described as a type of inner steech by which we maintain a
limited amount of information in memory indefinitely. It
is not necessarily conducted using speech mechanisms, but
rather, is a simple repetition of items, either silently
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and mentally or verbally. Rehearsal is a serial process.
Only one item can be rehearsed at any one time.
Rehearsal is also a slow process, occuring at the rate of
three to six items per second [ Ref . 5: p. 100].
As with VSTM, information in STM is highly
volatile. Rehearsal maintains, or refreshes an item in
STM via this process of silent repetition. Once rehearsal
stops, perhaps by switching attention, the item will
"fade from consciousEess" after 20-30 seconds [Ref. 3: p.
132]. Rehearsal of an item increases its likelihood of
being fixed into LTM (learned) .
The nature of rehearsal is highly dependent on the
nature of the items that are being rehearsed [Ref. 5: p.
100]. For the normal person, when items being rehearsed
are words, rehearsal tends to be vocal in nature. When
items are not words, but rather sensory in nature
(actions, sounds, tastes, smells, visual scenes), then
rehearsal tends to mimic the properties of these items.
Little is known about rehearsal of nonvocal items.
There have been many studies on rehearsal. From
these studies, it appears people perform different opera-
tions when rehearsing an item. Maintenance rehearsal is
simply a repetitive type rehearsal as described above, and
is a natural process. Elaborative rehearsal is
described as a "meaningful connections strategy 11 and char-
acterized by the formation of associations, sentences,
images, et cetera [Ref. 5: p. 119]. This type of operation
appears to be a learned process.
Miller [Ref. 6] found that STM was limited to
holding and processing (7+/-2) pieces of information
(commonly called chunks) , regardless of the information
content of the items. Because of this, Miller found that
this apparent limitation could be compensated for by a
recoding process known as chunking. Chunking is the
18
process of grouping information by function and
labelling it. According to Miller, the number of pieces of
information that STM can contain can be increased by
building larger and larger chunks, each chunk containing
more information than before.
learning is the fixation of information into 1TM
by rehearsal. Like rehearsal, learning is also a slow
process, taking five to ten seconds per chunk [Bef. 3: p.
132]. As one might think, the learning time is dependent on
the item of information and past experience and knowledge.
The learning of familiar pieces of information is faster
than the learning of unfamiliar information. Confusion
(errors in processing) tend to occur with similar
sounding pieces of information.
To recall the past, one needs to retrieve it,
recall it back to "conscious" awareness. Consciousness
is closely linked to the concepts of attention and to STM,
as well as the inner voice within ourselves that appears to
analyze our experiences and actions £Ref. 5: p. 217].
3 . Long-Term Memory
If there is information to be retrieved from memory,
it is useless unless it can be reached. In order to
successfully retrieve information, one must be able to
determine where it has been stored. This implies organiza-
tion. How does one search their memory for a fact that is
known to be there—somewhere? People tend to group and
categorize information they intend to learn [fief- 5: p.
117], This can be seen virtually everywhere in society.
Telephone numbers are subdivided into small sequences.
Children naturally form rhymes of lists they wish to
remember. These lists are normally chunked into two or
three pieces of information per chunk.
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The representation of knowledge in memory is a
fundamental and difficult issue to which there is no
single answer. There is no evidence that the human LTM is
fillable in a lifetime, or that there is a limit on the
number of distinguishable symtols it can store. It is
generally assumed the IPS has potentially infinite capacity.
Memory retrieval is cften a process of problem
solving. When a person attempts to retrieve some previously
experienced event, the process of retrieval can follow some
interesting routes. Problem solving strategies will be
addressed in a later section.
Human memory is usually described as associative.
Associativity is achieved in the IPS by storing information
in LTM in symbol structures. These structures consist of a
set of symbols connected by relations [Ref. 4: p. 797]. It
is through learning that stimuli or patterns of stimuli
become recognizable.
4. External Memory
External memory, like ITM, is essentially infinite
in capacity. External memory can be thought of, in the
context of this thesis, as the hardcopy listing of a
computer program. It is an archive by which exact sequences
of statements and subprograms can be retrieved.
EM is not associative, tut must be accessed by means
ranging from linear scanning to random accessing from
addresses built in STM. An IPS with only STM and LTM will
behave differently in problem solving than one with EM also.
5. Summary of Memory Processes
One must be wary of comparisons of human
psychology with any man-made device. The human mind is
not a computer, and the human is not always logical. The
differences between the computer and the human mind far
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outweigh their similarities. But both do process informa-
tion. This could cause them to have a number of similar
principles, such as the organization of information into
meaningful and useful structures.
The answer to memory issues are only partially known
today. Unfortunately, much of what is known is still hypo-
thetical in nature. The processes of memory or of learning
and recall have not been unravelled sufficiently well to
enable all questions to be answered. However, some tenta-
tive conclusions can be deduced via these similar
principles.
D. PBOBIEM SOLVING
Computers were devised tc overcome some of our more
obvious limitations, yet their use forces us to de \elop new
skills. As computers solve our old problems, they create
new ones. As we expand our capabilities through software
development, we are challenged to be more effective in
developing programs.
Problem solving can be thought of as a multistage
process consisting of: (1) gathering information relevant
to the problem, (2) analyzicg the data relevant to the
problem and proposing solutions, (3) an incubation period
during which solutions begin to appear, (4) final synthesis
of the solution and (5) verification of the result [Ref. 3:
p. 133]. A person uses a variety of methods to analyze the
problem. The result of that analysis determines their accu-
racy in understanding the problem. The primary method to
understand the problem is to fcreak down the problem into
'intellectually manageable' pieces to be manipulated be STM.
It is natural to think of problem solving as the accumu-
lation of knowledge. Problem solving depends on the pres-
ence of previously learned rules, simpler cases or concepts.
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When a problem is first presented it must first be recog-
nized and understood. Then, a problem space must be
constructed or if a representation already exists in LTM, it
must be invoked. Problem solving takes place by search in
the problem space. Ihat is, the process of problem solving
considers one knowledge state after another until a desired
knowledge state is reached. If the determinant of the
problem space and problem are history-dependent, then the
problem will change gradually on the basis of experience in
problem solving. Therefore, problem spaces can modified
during the course of problem solving.
The particular memories and processing rates that char-
acterize humans determine that the problem space is a major
invariant of problem solving. (All problem solving occurs
in seme problem space.) The task environment determines the
structure of that space.
In reviewing the works in problem solving, it is impor-
tant to understand the approaches taken by the authors in
the literature in order to evaluate the potential and the
limitations of their work.
As a point of introduction to problem solving, Newell
and Simon [Ref. 4: p, 3] attempted to compress into one
diagram many of the dimensions along which humans vary (See
Figure 2.2). Its purpose is not to present a total view.
The focus is the individual human being as a system of parts
or subsystems. As most authors, they limit their discussion
to a few of those parts. The task dimension depicts that
humans do a number of different tasks and so behave in a
number of different situations, or task environments. The
performance-learning-development dimension, which for
purposes here will be referred to as the expert-novice
dimension, distinguishes among these different activities
and correlates them over a time scale to depict maturation.
This dimension distinguishes between someone performing a
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task, someone learning to perform a task and someone devel-
oping with respect to a task- The individual difference
dimension distinguishes man as a member of various popula-
tions. Differences include age, socioeconomic status,
cultures, religion.
1 • lh.£ E°.!§ 21. Individual Differences
Programming is a mental activity. Programmers
differ from each other in many ways. It is not clear that
we have assessed all the important mental abilities related
to programming. Even with differences commonly noted, e.g.
intellectual capability, knowledge base, motivation, person-
ality, and behavior to name a few, the full set of differ-
ences which characterize programmer performance has not been
modelled and studied under the same data set.
A major belief of most cognitive psychologists is
that the basic processes of memory, attention and cognition
are similar for all people. That is, all people have the
same form of memory. All people have short-term memory of
about the same size. All have the same rehearsal processes
and similar representational powers available to them. But,
all people are different and their differences are guantita-
tive. One person's short-term memory span might be larger
while another person's rehearsal rate might be higher.
While the individual differences paradigm provides a
method for explaining performance differences in program-
mers, it offers no explanation of why these differences
occur or how to reduce them. Although the individual
differences paradigm attempts to assess the mental structure
of the human being, it rarely captures the dynamic growth or
interaction among those structures. Therefore, its limita-
tion is that it presents a static model of human beings.
Since people change over time, a better model is be needed
to explain how individual differences occur.
23
Figure 2.2 Various Dimensions of the Human System.
With respect to programming, there are two major
ways in which people might differ. One way concerns mental
strategies, particularly with problem solving, and the other
concerns the role of prior knowledge and experience. These
differences are complementary in that a programmer could
24
posess a large knowledge base while not having the experi-
ence in problem solving to effectively develop and execute
the solution to a programming task.
It appears from work in cognitive science that the
most important determinant of individual differences in
programmer performance is the knowledge base posessed by the
programmers. The performance cf someone tackling a compli-
cated programming task is related to the extent of their
knowledge about that programming area, be it engineering,
medicine, physics or any other area.
2. Expert- Novice D imens ion
A person's ability as a problem solver is highly
dependent on his or her experience. The learning of new
information depends critically on what has been previously
acquired. We develop expertise in the things we do. One
major difference among individuals is their exposure to
information. The difference in the knowledge base of the
expert over the novice includes a superior facility with
specific problem solving methods— the ability to classify
problems in a fruitful way, the skill to incorporate new,
problem relevant information into memory.
The study of expert-novice differences in program-
ming has generated information on how the programming
knowledge base is developed. Results of expert-novice
differences in programming determined that experts are
not necessarily better at encoding new information than
novices. However, the broader knowledge base of experts
guides them to quickly cue on the most important aspects of
new information, analyze them, and relate them to appro-
priate schema in long term memory-
It has been demonstrated that novices comprehend a
program based on its surface structure (the particular
applications area) while experts analyze a program based on
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its deep structure (the solution or algorithmic structure of
the program.) Further, it was found that knowledge
structures developed by experts were more similar to each
other than were those of novices, enhancing the ability
of experienced programmers tc assimilate new informa-
tion. Another study modelled the programming knowledge
base as a collection of plans cr templates and demonstrated
that programmers can work more effectively when the
language they use supports the structure of the templates in
their knowledge base [Ref. 7].
There are large differences among individuals in the
speed and accuracy with which they accomplish a given task.
Theorists in the last decade have devoted increasing atten-
tion to analyzing individual differences in the context of
information processing models.
People are not all the same. Some may do better at
one task than others. Some are good at sports while ethers
are good at painting. Some have an extremely good ability
to remember items while others have great difficulty. What
are the sources of these distinctions?
STM provides one of the greatest limitations on our
ability to develop large scale computer systems. Because of
our limits on attention, we are unable to simultaneously
keep track on the interwoven processes of a large scale
system. Chunking expands the capacity of our STM. Through
training and experience, programmers are able to build
increasingly large chunks based on solution patterns which
occur frequently in problems they solve. On a small scale,
for example, an experienced programmer will chunk the
calculation of the sum of an array as a single entity rather
than a specific sequence of program statements.
Much of a programmer's maturation involves observing
more of these patterns and building larger chunks. The
particular elements and how they are chunked together
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maximize the likelihood of building useful chunks as the
knowledge base matures. That is to say, the effects of both
expertise and education are en the knowledge base they
construct in LTM. The construction is not just the accumu-
lation of facts, but also of organization of those facts
into a rich network of semantic material. Experts have more
elaborate structures in LTM for encoding designs. They are
able to retain to a greater depth since they can use
existing structures for reference. New knowledge can be
linked to existing knowledge structures then shifted tc LTM.
We can see from the aboTje that expertise is specific
to knowledge domains. A programmer can be an expert in one
domain and a novice in another. The development of exper-
tise involves building a massive knowledge base of recogni-
zable patterns and abstracting a set of rules which govern
their behavior. Learning styles play an important role in
how quickly, accurately and thoroughly an individual learns.
3 . What is Learned?
Simon £Ref. 8] poses the question "What is
learned?". When a person learns a task, it is not known
what a subject has stored in LTM or in exactly what form he
has stored it. Yet the precise nature of what is learned
may have considerable influence on both retention over time
and the ability to transfer skills to new tasks. Simon
contends that different strategies have different degrees of
transferability, place different burdens on short term
memory and perception, and present different learning
processes for their acquisition
4 • Strateg ies
Problem solving strategies are plans for executing
actions in a coordinated way so the solution to the problem
is likely to be reached. Peofle vary greatly in how they
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choose to represent problems tc themselves. The list of
strategies are therefore endless- People may be unable to
use a particular strategy because it places an excessive
demand on their information processing capabilities. People
can trade off strengths and weaknesses in information
processing capability, general problem solving abilities and
expertise in specific areas. Strategies can be used to make
up for a loss of basic capabilities (memory deficiency or
weaknesses) in solving a problem or learning a task.
Most problem solving research has been done on well
defined problems with a finite solution space. In prob-
lems such as Towers of Hanoi, used by Simon [Eef. 8],
there is an optimal path to the solution. Simon used
this problem to show that even in a simple problem envi-
ronment, numerous distinct solution strategies are avail-
able, and different subjects ma^ learn different strategies.
Simon identified four distinct strategies that might
represent the knowledge a subject holds after he has learned
to solve the Towers of Hanoi problem: rote strategies,
goal-recursion strategies, perceptual strategies and move-
pattern strategies. The psychological significance of the
availability of multiple strategies is severalfold. First,
different strategies have different degrees of transfer-
ability. Second, different strategies place different
burdens on short-term memory, in particular those strat-
egies that depend on a goal stack to hold * n* chunks of
information. Finally, different learning processes may be
reguired for acguiring different strategies £Ref- 8].
a. Strategy for Slicing Programs
Weiser £Eef. 9] introduced the strategy of
slicing programs. He defined slicing as "the process of
stripping a program of some statements without influencing
a given variable at a given statement. " Program slicing
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is a method used by experienced programmers for abstracting
from programs. Starting from a subset of a program^
behavior, slicing reduces that program to a minimal form
which still produces that behavior. The reduced program is
called a slice. Weiser observed that most programmers
unconsciously use this strategy. Limited to code already
written, research on slicing may lead to a more complete
understanding of the many skills that make up the program-
ming ability and may prove useful during the debugging,
testing, and maintenance portions of the software life-
cycle and in training programmers.
E. PBOGBAMMING TASKS
Webster defines 'task* as "any undertaking or piece of
work." The psychological concept of the programming 'task'
involves much more. A programming task is an undertaking or
piece of work that requires icteraction with the program-
mer's mental processes and knowledge base to arrive at a
solution, or the completion of the task. Programming tasks
range all the way from learnicg a language and coding in
that language, to debugging, testing and otherwise main-
taining the program.
The task environment refers to an environment (or
context) coupled with a goal, problem or task. It is the
task that defines the point of view about the environment
and that allows the environment to be delimited. There is
no neutral way to describe the task environment. That is,
there is no neutral way to describe the task environment
independent of its representation in terms of a particular
problem space [Bef. 4: p. 849]- The task environment deter-
mines the structure of the problem space.
The task addressed here will focus less on the creation
of programs and more on the understanding of programs—
a
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task of reading and rereading. When a programmer is given
an existing program and is 'tasked 1 with the responsi-
bility of, say, modifying some function within the
program, what mental facilities must the programmer call
upon? Further, what does our knowledge of the organization
and capabilities of normal human memory say about the char-
acteristic of understanding code in the most efficient
manner possible?
The scenario of any task can be thought of as a hier-
archy of tasks, the completion of the lower level tasks
serving as a criteria to fulfill the task at the next
higher level. For example, the decomposition of the modi-
fying task can be depicted as in Figure 2.3. Our interest








Figure 2.3 Decomposition of the Modifying Task.
1 . Beading and Rereading
First, what mental tasks are involved in
reading and rereading existing code that a programmer may
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have written or may have never seen before? Let us assume
the complexity of the program is sufficiently high. That
is to say that the length of the program is such that even
if the programmer had actually written the program but had
not seen the program for a sufficient length of time, the
same processes would have tc be dealt with as with the
programmer who is seeing the code for the first time. As
already discussed, the advantage of the original coder is
that as the code is read and reread, certain pieces of
information already stored in ISM may be recalled and reorg-
anized, bringing along with it forgotten details. In this
way, the original coder is able to move through the under-
standing processes more quickly than the first time reader.
With this, then, the reading/rereading task at hand
could be described as:
1. read the program one or nore times for general under-
standing of program function and organization
2. accumulate (learn) with each repetition some f act (s)
about the program, building slices of program
organization
What happens with rereading? Once someone learns
something, there is something more to be gained by
rereading. To understand the program thoroughly, not just
the basic principle, but in all its ramifications the
details must be thought through. Once the second level is
reached, each repetition of rereading produces a more
detailed understanding of how the program works. It is at
this point that there is sufficient understanding to apply
the accumulated slicing knowledge to the task of debugging
or modifying the program.
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2 . Understand in cj the Process of a Program
Understanding, in philosophical terms, is "the power
to render experience intelligible by bringing perceived
particulars under appropriate concepts. " Programming, like
problem solving, is a multistage process. Understanding
the problem is the first stage. Understanding the problem
can be applied to two situations: generating a new program
and modifying an old one. Kote that the latter often
becomes the former.
Eecall that human memory is associative. The
process of perception plays an important role in both
learning and problem solving. learning is the fixation of
an item into LTM by rehearsal. Understanding additionally
involves the association of the concept at hand with stored
information (information already learned) and the modifica-
tion and/or reorganization of that stored information in
order to match its associated representation. This reorgan-
ization is the result of the recognition of the relationship
between two representations cf the same thing— the one
stored and the one perceived. This understanding task
always involves a comparison tetween two representations.
If a second representation is not available, it must be
created. If the programming process is difficult to under-
stand (from one programmer's point of view) then it is
difficult for that programmer tc discover and/or create the
relationship between the concept and the alternate represen-
tation, or it is difficult to build the second representa-
tion. The understanding task is then said to be complex for
that programmer. What is complex for one programmer,
however, may or may not be complex for another programmer.
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a. Understanding in Software Complexity
Two different approaches in relation to software
complexity have emerged: computational complexity and
psychological complexity. Computational complexity has been
fairly well defined and is not of interest here.
Psychological complexity, however, is important here because
of our interest in how software characteristics affect
program understanding. Curtis [Ref. 7] proposes that the
unifying thrust for the field of complexity research will be
best achieved not by treating complexity as a tangible,
readily measurable characteristic of software. Rather, that
complexity is an abstract concept which allows us to
organize our attack on the problem. He suggests the
following definition:
Complexity is a characteristic of the software interface
which inrluences the resources another system will
expend while interacting with the software.
Here, the focus is not just on the software, but
its interactions with other systems, such as people.
Complexity is defined as a property of the software inter-
face that affects the interactions between the software and
another system.
If a program is readable, then it has a textual
structure, or format, that gives the reader easy perceptual
clues on the details of the program. The limitations of STM
mandate the program must be readable to develop the program
understanding. To overcome the limitations of STM, the
organization of the program should be such that a complete
description is presented in a sequential, unambiguous
manner. Being complete and concise adds to the manage-
ability of the information and facilitates chunking the
components. It also reduces the overall complexity
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associated with trying to folio* the dynamic structure of a
program.
t. Commenting: An Aid to Understanding
When a programmer creates a program, he/she has
a wealth of semantic informatior associated with each chunk
he or she manipulates. Unless this information is preserved
through commenting (EM) , the understander may not he able to
reconstruct the subtleties of the program. A program should
also complement the human thought process. Abstraction, the
process cf gathering detail intc a workable unit (chunk) in
STM, compensates for the limitations of STM and LTM.
The task of understanding the process of a
program involves a trace on bcth specific data and on a
class of data, much like the slicing strategies discussed by
Weiser in [Ref- 9] and [Ref. 10]- It also suggests a




A. MEASURING THE "GOODNESS" OF A PROGRAM
Good program design is decomposing in a good way, but
what is "good"? little is known about the goodness of
programs and programmers that can be quantified and meas-
ured. Most of what is known is in terms of guidelines and
philosophies. A good program not only works, but works
according to specifications. A good program is flexible
and has bugs (which is inevitable) that can be fixed
guickly. A good program is veil-documented, executes
quickly and makes efficient use of memory. A good program
is understandable even to programmers other than its
creators. A program is good if there exists a "simple"
relationship between its specification and its code. Here,
"simple" is in human terms. This recognizes the limitations
of human processing.
As will be seen, structured programming provides a
programmer-independent hierarchical decomposition of
programs which relieves much of the difficulty in under-
standing another person's code. Because programmers develop
their own programming style, which is often disorganized,
structured programming provides a facility to avoid random
programming and so offers a way to narrow the gap in style
between programmers. Simplicity in programming style is
important to the understanding task. Structured programming




One of the driving forces in the movement towards struc-
tured programming has been Professor Edsger W. Dijkstra. In
1965 he suggested to the IFIP Congress that the GO-TO could
be eliminated from programming languages and that 'the
quality of the programmer is inversely proportional to the
number of GO-TO statements in his program.' Despite the
fact that this conference was well attended, the impact of
his statement was at the time, small. People had just
gotten comfortable with Fortran II and were getting ready
for the release of Fortran IV, a language embracing the
GO-TO statement. There were also other languages, like
COBOL, that programmers had gotten used to and liked.
Dijkstra repeated his ideas in a now famous letter to
the editor of the Communications of the ACM in March 1S68
titled "GO-TO Statement Considered Harmful" £Ref. 11]- This
letter stated that the GO-TO should be abolished from all
high-level languages. Dijkstra contended that the diffi-
culty involved in understanding programs which made heavy
use of the GO-TO statement was the conceptual gap between
the static structure of a program (spread over pages of
printout) and the dynamic structure of the corresponding
computations (spread over time.) This has since been called
the structure principle: The static structure of a program
should correspond in a simple way to the dynamic structure
of the corresponding computations [ Ref . 12].
Later in 1968, Dijkstra again emphasized top-down
design, a design that seemed to go hand in hand with struc-
tured programming. By 1972 he grabbed the attention of the
computer world in what was fondly known as the 'GO-TO
controversy.' This led to the loose body of program methods
and techniques known as structured programming and to a
greater awareness of the need for reliable programming.
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By the early 1970 f s many researchers were interested in
these problems, but they chose to direct more of their
interests toward programming languages and formal comput-
ability theory than to applications of structured program-
ming. Some pointed out that the GO-TO could be eliminated
from A1GCL-60 while others developed specialized programming
languages and programming styles that eliminated the GO-TO.
IBM conducted an experiment where structured programming and
top-down design played a large role [Ref. 13].
Dijkstra's objectives seemed relatively constant--
guestioning whether it was conceivable to increase program-
ming ability by an order of magnitude and what techniques
(mental, mechanical, organizational) could be applied to
achieve this objective. Dijkstra was also interested in
proving the correctness of computer programs. He recognized
that this would help eliminate costly, tedious and largely
unsuccessful ad hoc testing methods. He did not focus,
however, on questions like 'how do we prove a program
correct? 1 but rather 'for what program structures can we
give correctness proofs without undue labor, even when
programs are large? 1 and 'for a given task, how can we make
such a well-structured program?'
Dijkstra's ideas were simple, but profound. He is noted
for having summarized the following characteristics about
humans limitations: (1) the human's inability to handle
dynamic processes, (2) the human need for a simple corre-
spondence between the static program and the dynamic process
and (3) the limited human brain which required a 'separation
of concerns.'
C. DEFIBITION
Much has been written about the variety of methodologies
for computer software development, most of which are founded
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on sound, logical principles. In particular, software
designers and programmers having practiced structured
programming, have asserted qualitatively that they got the
job done faster, made fewer errors or produced a better
product. Unfortunately, as we have seen, solid empirical
evidence that assesses the benefits of structured program-
ming is scarce.
A definition for structured programming is also scarce,
and seemingly nonexistent. Structured Programming is not
simply 'GO-TO-less 1 programming, an overly simplistic view
that early researchers and others have taken. Structured
programming is a systematic way of designing programs, of
which eliminating or restricting the use of the GO-TO state-
ment is but a single attribute.
Early on Dijkstra described the principle behind struc-
tured programming as: the static structure of the program
should correspond in a simple way to the dynamic structure
of the corresponding computations. This structure is
defined by a set of programming rules and restrictions that
force the program to follow this tight form. These rules
and restrictions eliminate much of the randomness, poor
readability, and complexity that leads to bugs and increased
testing and maintenance problems.
It is worthwhile to note here, that just as people have
different perspectives on the psychological issues involved
with the human IPS, so they have different concepts of
structured programming. Structured programming has been
frequently thought of as (1) a programming style, (2) a
programming methodology, and/or (3) a programming technique.
Included in style is pretty printing and commenting- Style
is observable but can be done mechanically and in a way that
yields no improvement. Viewing structured programming as a
methodology results in too broad a view. There is no oppor-
tunity to view structured programming in an unbiased way
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since there is too much to observe and measure. Technique,
on the other hand, offers observable properties. It is from
this point of view we will discuss structured programming:
the technique of writing programs according to a set of
rigid rules, using well-structured branching and control
constructs.
Other conventions include the notion of top-down design,
modularization, the concept of levels of abstraction, and
lesser important programming restrictions and conventions.
Software development, including structured programming, is
still very artistic and spontaneous in style, and this is
perhaps why an exact definition is difficult to pin down.
D. OBJECTIVES AHD M01IVATI0NS
Objectives and motivations for structured programming
should be obvious by now. The primary objective, as always,
is to develop minimum cost systems, systems that are as
inexpensive as possible to develop, operate, maintain and
modify. Seme observers have stated that all things consid-
ered, structured programming accomplishes this objective
since introducing any degree cf structure makes a more
complex system less complex by some factor. If a program is
less complex, it is more readable, more manageable and
easier to test and debug than an equivalent unstructured
program.
1 • Clarity, and Readability of Programs
An obvious benefit of structured programming, but
worth mentioning again, is ircreased readability of the
program. If a program is readable, then it has a textual
structure, or format, that gives easier perceptual clues on
the details of the program. The behavior of unstructured
programs, particularly larger programs containing several
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thousand lines of code, are psychologically too complicated,
by nature of their unorderliness, for the human train to
keep organized. Any attempt to read a listing where the
program executes a few statements, jumps to a point pages
away, executes a few more statements, jumps again perhaps in
a different direction and so en, is intellectually chal-
lenging and very difficult for the normal human brain to
remember.
A structured program, on the other hand, is more
likely to proceed in a straight-line fashion and is most
often accompanied by various formatting (pretty printing,
for example) and modularity conventions. This makes the
program more organized, appear less complex, and ultimately,
more readable.
2 . Few er Testing Problems
Increased readability generally leads to fewer test
problems. The review of the literature on structured
programming alone, from which a multitude of papers are
found, will attest to the fact that researchers largely
believe the original motivation of Dijkstra's early work
remains the most critical today. The problems of testing
are well known. Dijkstra pointed out that testing shows the
presence of bugs, but never their absence. It seems bugs
remain forever in large programs, particularly those that
require continual maintenance, improvements or other modifi-
cations. The effort and cost of testing large programs rise
exponentially with program size. And with the cost of main-
tenance experimentally determined to be up to 80 percent of
life-cycle costs, it is small wonder so many researchers
have devoted so much time and energy on this aspect of
structured programming.
One of Dijkstra 1 s objectives in the development of
structured programming was that mechanical proofs might be
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much easier for a program written with some structure versus
no structure. Many others since then have come to feel
salvation lies in mechanically proving a program correct.
Others suggest testing techniques to help reduce the random-
ness and lack of organization that accompany many testing
efforts. Still, all of these test procedures remain ad hoc
in nature. There are many reasons for this. Exhaustive
testing for a program of any appreciable size is not only
costly, but often impossible. Tests considered often
reflect the tester's knowledge of the system or simply the
tester*s subjective, but perhaps knowledgeable, decisions on
choosing a good test case.
The use of structured programming, by way of its
hierarchical structure, lends itself to testing modules
separately from other modules at the same or different
levels. This aids in testing and reduces, at least, seme of
the "ad hoc-ness" of current testing methods.
3 • Increased Programmer Pr cductivity
It is also claimed that reducing testing and associ-
ated problems generally leads to greater programmer produc-
tivity in that the programmer can generate more debugged
statements using the structured programming approach than
the unstructured approach. Backing up in the life-cycle, it
has also been suggested that each programmer, when using the
structured programming approach, is twice as productive in
writing code. Brooks [Eef. 14: p. 16] reminds us that "men
and months are interchangeable commodities only when a task
can be partitioned among workers with no communication among
them." This means that although these programmers are twice
as productive, less than half of the programmers are
required to complete a project, freeing the remaining
programmers to take en other projects.
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4 • Efficiency
Many complain there are negative aspects to struc-
tured programming: too many rules and restrictions, elimi-
nating the GO-TO is not good, structure takes away from
creativity, less program efficiency, to name a few.
One of the most common complaints against structured
programming, primarily among the systems programmers, is
that it leads to less efficient programs. Subroutine calls
replace the use of the GO-TO statement. The increased
emphasis on subroutine calls increases the CPU time of a
program. In addition, it could add significantly to the
memory requirements cf the program.
While there may be some element of validity in the
complaint of inefficiency for some types of programmers
(like systems programmers)
,
productivity remains but one of
the many (claimed) benefits of structured programming.
Structured programming produces savings in productivity
which many others feel far outweigh the inefficiency
inherent in the structured programming approach.
E. TEEOEY OF STEDCTDEED PBOGEABMING
Design is concerned with devising artifacts about goals
[Bef. 15]. All problems, particularly large and complex
ones, have a large number of possible design solutions.
Design goes from the general to the specific statement of
the problem by making a succession of design decisions. The
choices are based on the desired goals: maintainability,
efficiency and correctness are just a few. These goals are
conflicting. There are many tradeoffs among goals when
settling each design decision.
As we have seen, structured programming design is often
considered a philosophy of writing programs with the primary
technique being the use of well-structured branching and
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control statements- Formal systems of computability theory
do not require the notion of the GO-TO. The GO-TO state-
ment, as Dijkstra pointed out long ago, is not needed to
compute all functions but many feel it is convenient.
A number of researchers have been attacking the prac-
tical goal of writing programs (specifically large and
complex ones) in such a way that their correctness can be
proven- For the reasons pointed out by Dijkstra in his
early work, their efforts have been directed towards
programs that are developed in a top-down or hierarchical
fashion.
To understand this one must realize the program is never
a goal in itself. The purpose of a program is to evoke
computations and the purpose of computations is to estab-
lish a desired effect. Eecall the structure prin-
ciple, the motivation for which was to narrow the
conceptual gap between the static program (timeless
object) and the dynamic computation (makes sense only via
execution) - The goal for writing programs so that their
correctness can be proven is to use our understanding
of each program and make assertions about the ensuing
computations. The ease and reliability in doing this
depends on the simplicity of the relationship [Bef. 11]
[Ref. 16].
A natural way to simplify the relationship is to
develop the program in a top-down fashion- Each design
decision has a context. The designer can control the size
and complexity of the context by a number of techniques.
Abstraction and decomposition are just two techniques.
1 . Abs traction and Decompo siti on
In this scheme, an entire program is considered
to be an independent "callable" module. At the next
stage of design, the original program is broken down into
43
subordinate modules. Each of these submodules are then
decomposed further into submcdules. The decomposition
continues until the only things left are the building
blocks that are small enough to code easily.
In order to test the entire program, it is impor-
tant to be able to define the behavior of the submodule
at the k-th level independently of the context in which it
occurs. The correctness of the submodules at the (k + 1)st
level can then be proven independently of their context in
the k-th step. This suggests that each submodule should be
designed with a single entry point and a single exit,
and in turn, the entire program can by described as a set
of nested modules, each of which has one entry and one exit
[Ref. 16].
The aim is, in a rough sense, to understand a
program with effort that is proportional to the program
length, and to avoid an exploding of the amount of enumera-
tive reasoning by using a "divide and conquer" strategy.
The aim also is to characterize the progress of the computa-
tions. In order to achieve this, a program should be
restricted to a set of sequential computations (time-
succession of a number of subactions).
Three kinds of constructs aid in viewing a program
as the sequential set of computations as implied in the
structure principle.
The first of these constructs is concatenation. As
shown in Figure 3.1, this construct can be thought of as
linear code, parsed and enumerated into a fixed number of
subactions, or sequential computational statements. The
concatenation construct can be thought of as a single
computational statement symbolized by a process box. This
process box is often thought of as a "black box" whose most
important features are the existance of a single entry and
UU
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^ Figure 3. 1 Concatenation Construct.
Figure 3.2 Selection Construct.
single exit point and the performance of some function
within, the specifics of which are irrelevant.
The second construct, shown in Figure 3.2, deals
with selection such as with the IF-THEN-ELSE and CASE mecha-
nisms. The third construct, shown in 3. J, is a looping or
repetition construct such as the DO-WHILE, REPEAT- UNTIL or
unary decision mechanism. The selection and repetition
constructs can also le thought of as a single process hex
since each construct has only one entry and one exit.
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Figure 3-3 Repetition Construct.
likewise, any program which is composed of concatenation,
selection and repetition constructs can be thought of as a
single process box itself, with one entry and one exit.
This sequence of transformations can be used as a
guide to proving a frogram ccrrect, and conversely, to
design a program in a top-down fashion, starting with a
single process box and gradually expanding it to a
complex structure built from atomic parts. These transfor-
mations can also aid in understanding a program at one
level without regard to what happens inside a given
construct at another level.
2 • lJ5Ei§§£!lta t i on
The theoretical basis of structured programming
lends itself to i inclement a ti en in many of the current
programming languages [ Ref . 13: p. 148]. All processing in
the program must be a single computational statement or a
control statement. The control statement is to be a proce-
dure or subroutine call, a selection construct or a
repetition construct.
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Although these mechanisms are sufficient to write
a computer program, some organizations have added exten-
tions. One such extension deals with the tightness of
control of the GO-TO statement. For example, if using the
GO-TO statement, the programmer must always branch forward
in the program, never backwards. Another extention does
not allow the GO-TO to branch outside the context of the
module in which the GO-TO occurs. [ Eef . 13,: p. 152].
Other common programming conventions have been used
along with structured programming to further aid program
development. These conventions include increasing the
readability of the program using formatting techniques
such as pretty printing, and increasing the understand-
ability of the program by placing restrictions on the
size of the modules. To ensure the integrity of the
module, other conventions do net allow a module to modify
any other module. To further ensure integrity,
local variables and temporary storage for any given module
are not allowed to be shared between modules. The notion of
top-down design ensures that the principles of structured
programming are firmly embedded within the program.
All these additional conventions, however, are not
necessary to support the theory of structured program-
ming, but instead are convenient and aid in augmenting the
guality of programming practice.
3 . Conversion
Several computer scientists have shown that any
computer program could be constructed from combining the
basic constructs of concatenation, selection and
repetition. However, they ncted that many programmers
experienced difficulties since structured programming
required a different approach to designing and thinking
about programs.
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The scientists further posed the question:
Could any unstructured prograii be converted into a struc-
tured program? The answer is "no": an arbitrarily selected
unstructured program can not be converted into a
structured one that performed the same algorithm with the
same primitives and no additional variables. Only with
the introduction of additional variables (called state
variables) is conversion possitle. The proofs are lengthy
and will not be discussed here, but can be found in
[Bef. 17].
F. STEOCTOBED AID UNSTRUCTURED PEOGBAMS
Just as with most cost-benefit analyses in computer
science, there is no accurate way to measure the good-
ness of a program given a set of criteria. There is
no correct or incorrect way of measuring the tradeoffs
between the various desirable characteristics of a
program. Even given two programs which do the same thing,
there is no easy way to compare them with these desirable
characteristics.
While there may be no way tc evaluate the "goodness" (or
"badness" for that matter) of a program, educated conclu-
sions can be made based on our knowledge of the human IPS,
it's capabilities and limitations, and these two opposing
techniques of designing programs.
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IV. SDMHARX
Given the previous discussion, it is now possible to
view the value of structured programming in terms that are
more closely related to psychological characteristics. The
intent of this thesis is to show that, with the current
state of knowledge in psychology, it is not possible to
build a satisfactory model of the programmer and his/her
task. However, one can do tetter than previous work by
identifying the components of such a theory and then based
on that define the programming task more clearly.
Two guestions were of concern at the beginning of this
thesis: First, given the complexity of the psychological
issues presented, is the research on the effects of struc-
tured programming worthwhile to pursue? Is it worth contin-
uing to study, is it provable, or are there too many
variables? The second question asked if there were measur-
able benefits derived from structured programming method-
ology. Even if perceived benefits were real, it was not
clear they could be guantified cr even monitored in order to
confirm the effectiveness of structured programming.
To help answer these guestions, let us ask: Can a
viable model be built which accurately describes the task of
understanding the processes of a program?
A. DEVELOPING A MODEL FOR THE UNDERSTANDING TASK
Curtis [Ref. 7: p. 102] proposed steps to develop some
aspect of software complexity. From this guideline, the
steps to develop a model of the understanding task can be
proposed as follows:
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1. define (and quantify) the criterion that the metric
will be developed to predict
2. propose a model of the processes of the human system
which affect this criterion
3. identify the properties of the program which affect
the operation of these processes
4. quantify program characteristics
5. validate this model with empirical research
A model of the understanding task implies not only the
guantif ication of the software characteristic, but also a
theory of the human system involved. The starting point for
developing a way to measure the under standability of a
program is 'not an ingenious parsing of software character-
istics' as Curtis put it, but an understanding of the human
system when it interacts with the program. Of course, the
accuracy of this measurement depends on the validity of the
assumptions made about the human processes.
1. The Criterion
Claims have teen made that the use of structured
programming produces cost-effective changes in programming
practice. The claims have beec broad: its use aids read-
ability, under standability, improves programmer productivity
and decreases testing difficulties, to name only a few. The
focus of this thesis has been toward understanding the
processes of a program, which is an all-encompassing charac-
teristic that appears rudimentary to each of the other
claimed benefits. It is for this reason we ask: Does the
use of structured programming produce cost-effective changes
in the understandability of a program?
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2- Evaluation of the Variables
It was established that programming is a human
activity. The human is limited by the organization and
capabilities of the human memory system. Our attention is
limited such that it is very difficult to follow the dynamic
structure of long, complex programs. The accuracy of our
perception of a program's processes is dependent upon the
characteristics of the program and the amount of attention
applied. If a program is unorganized and causes a person to
keep track of many things at one time, their attention will
be distracted and their perception will not be accurate.
Therefore, for an unorganized program, the structure does
not allow the details of the program to be easily perceived
and the program is not as readalle.
One's accuracy in perception, strategies in problem
solving, and one's knowledge base are factors in under-
standing. To understand means to relate one thing (here a
program) tc another (a representation that is in LTM or is
created by the human). It does not mean to memorize, but
rather to be able to answer questions about the program with
limited access to EM (the program listing) . Therefore, it
also involves the ability to slice. That is to say, the
task of understanding always involves the comparison of two
things— the one perceived (the program) and a representation
in LTM that it can be associated with, either existing or
created. The understanding task also involves a relation
between these two representations which identifies them as
representations of the same thing. A characteristic of
understanding is the ability tc answer questions about the
program's dynamic process based on an understanding of the
static program.
Given a specification, the program and its corre-
sponding dynamic process, the programmer's reading task
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involves understanding the problem in two different senses.
The program must be understood as it relates to the specifi-
cation and as it relates to its dynamic process when
executed on a computer. This correspondence is represented
in Figure 4. 1.
Specification < > Program < > Process
Figure 4. 1 Two Senses of Program Understanding.
This task is easier, of course, when the relation-
ship between the specification and the program and the rela-
tionship between the program and its dynamic process are
simple. In this way, the programmers task to establish an
understanding of the program by creating a relationship
between the specification and the process is also simple.
"Simple" must be in human terms. For example, the process
is the result of the compilation and execution of a program
on a computer, which is a well defined and "simple" process
mechanically speaking. In the same case, the programmer
needs to mentally build a relationship that can be recalled,
manipulated and with which assertions about the program can
be made. Limited to managing small amounts of information
in STM, for programs of any large size it is unlikely that
the programmer will be capable of establishing a direct
relationship between the program and the process. The
programmer must then decompose the program-to-process rela-
tionship into many subrelationships. This means that in
addition to the understanding of the pieces, the programmer
must also have the mechanism tc build understanding of the
whole relationship frcm an understanding of the pieces.
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3- The Program P^operties^Characteristics
He have our limitations. Using the strengths of our
facilities, we have devised strategies in program organiza-
tion and technigue that help overcome our limitations in
processing information.
Structured programming employs one such technigue.
When these mental concepts are applied to structured
programming, they imply that structured programming provides
a simple, programmer-independent mechanism for hierarchical
decomposition of the relationship and combining of
subrelation ships.
Use of the three branching and control constructs
yields a hierarchical decomposition that enforces the struc-
ture principle and eliminates much of the randomness and
spontaneousness in developing programs. The structure prin-
ciple helps lessen the conceptual gap between the static
program and the dynamic process, making the program appear
less complex and easier to decoipose. Without this, decom-
position rules become numerous and more complex and the
program becomes more difficult to understand.
This simpler structure places less of a burden on
STM. The programmer is able to better and more easily build
an understanding of the pieces, and the relationships neces-
sary to recombine them for an urderstanding of the whole.
The number of ways the program can be represented is
more restricted than the same unstructured program. These
constructs force organization and a more readable structure.
Fewer, simpler, more readable representations imply it would
be easier to develop a relationship with a knowledge struc-
ture already constructed and stored in LTM. This implies
the structured technigue increases the understandabili ty of
a program.
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4. Quantification of Program Characteristics
With all these seemingly obvious implications, it
would appear possible to identify and then measure the
psychological variables associated with understanding
programs. This is not now possible. Here is why: From our
understanding, the programming task involves the task of
understanding the process of a given program. Understanding
in turn, relies on complex behaviors like reading, decom-
posing, building, and combining. There are mechanisms, the
psychological variables that are the nuts and bolts of the
model we wish to build, that link these behaviors with the
internal framework of our human processor model
—
particularly STM, LTM and how information is stored, organ-
ized and retrieved from our knowledge base. The
psychological variables that would explain these complex
behaviors have not even been identified let alone measured.
There remains a huge gap between clearly identifying psycho-
logical variables and the complex high level behavior we
wish to model.
5- Validation of the Model
Even if we could build a plausible psychological
model of the understanding task, the nature of the software
environment and the influence of individual differences
among programmers limit the generalizability of the results
from any empirical study. Problems arise when research
involves human performance. The dramatic variation in
performance among individuals easily disguises any relation-
ship between any software characteristic and its associated
criteria. The differences in the performance of some task
can often be attributed more toward the differences among
programmers performing the task than to differences in the




Results in psychology research have helped to frame the
structured programming guesticn in psychological terms.
However, the current state of psychology makes it impossible
to build a model of the value of structured programming
which can be validated through empirical research. Several
areas of psychology will reguire further advancements.
While not intended to be an inclusive list, the first has
been mentioned above: the need to better understand human
performance differences so biases in empirical work can be
lessened if not eliminated. Second and closely coupled with
this, to gain a better perspective on the burdens placed on
1TM more detailed knowledge is needed on how knowledge
structures are stored, organized and retrieved into L1M.
This would help to define the understanding process more
clearly. Thirdly, to provide the basis for all the above,
we are in need of both vocabulary and metrics with which to
accurately and consistently describe higher level human
processes. We are without the very foundation needed to
support our assertions. We do not have a vocabulary to
describe the decomposition, analysis and composition
processes in the understanding task and we have no way to
directly observe them. Even if we had this capability, we
would need a metric with which to determine the cognitive
difficulty (or simplicity) of these processes. We do not
even have a metric to define what is "simple". Thus, we do
not have the ability to determine whether the cognitive
difficulty of structured programming is smaller than that of
competing technology. There is also the problem of
describing the non-structured programming alternative. It
is not sufficient to define ncn-struct ured programming as
"the absence of structured programming". Rather, it would
need to be described in the same terms as structured
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programming—that is, the components, such as knowledge base
and processes.
While the absence of a complete model of the programming
task and associated terminology and metrics is somewhat
disappointing, it is this author's subjective opinion that
this is the best we can do with the current state of
psychology. The missing mechanisms have been identified.
Without these, our model of the programming task can not be
completed. Furthermore, without a theory, the difficulties
with empirical work are to be expected. Improving method-
ology can not compensate for a lack of theory to suggest
these critical variables and how to measure them.
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