We report the first successful reconstruction of the real space image from coherent X-ray diffraction patterns of membrane-supported nanoparticles using single ultrafast pulses. The particles consisted of 145-nm spherical polystyrene spheres that were size-selected by differential mobility analysis. We investigated the dependence of signal intensity on the number of spherical nanoparticles irradiated by single ultrafast pulses at the FLASH FEL facility. We demonstrate detection of as few as two 145-nm diameter particles irradiated by a single 32 nm fs-long FLASH pulse focused to 2.4 J cm −2 . In this case the noise in the diffraction pattern, due to photon-counting statistics and scattering from the supporting silicon nitride membrane, was the largest contributor to the recorded intensity. We were able to reconstruct high-resolution images of the nanoparticles using a strong scattering reference object to aid the phase retrieval of the coherent diffraction pattern. This method of reference-enhanced diffractive imaging may allow the imaging of weakly scattering objects at FLASH and other future X-ray FEL sources.
Introduction
The FLASH (Free-electron-LASer in Hamburg) soft-X-ray freeelectron-laser (FEL) [1, 2] located on the Deutsches ElektronenSynchrotron (DESY) site in Hamburg, Germany, has recently been used to image nanostructured nonperiodic objects by reconstructing images from coherent diffraction patterns using phase retrieval algorithms [3] . Single-shot diffraction experiments on nanofabricated samples and nanoparticles have been performed with 32 and 13.5 nm photons, and FLASH is currently lasing at 7 nm. The technique of flash diffractive imaging, in which an intense X-ray pulse which destroys the sample is used to image the sample before the onset of radiation damage, was demonstrated successfully at a resolution limited only by the wavelength of the X-rays and the detector geometry [3, 4] . The sub-nm wavelength photon pulses from future hard-X-ray free-electron-lasers are anticipated to eventually facilitate near-atomic resolution imaging of nanometerto-micrometer-sized objects without the need for crystallization [5] [6] [7] .
Since radiation damage during the exposure limits the resolution of the data obtained, pulses shorter than the manifestation of damage in the sample are required to reduce the effect. To investigate the practical limitations of single pulse X-ray diffractive imaging, spherical nanoparticles are being used as a standard test sample due to favorable experimental characteristics, such as size-uniformity, and the ease of signal and damage modeling. A continuum model for the imaging experiments performed at FLASH [8] and femtosecond time-resolved measurements of nanoscale dynamics [9] show that irradiated spherical nanoparticles maintain their integrity for structures at least larger than 3 Å during the 25 fs pulses. Although data was collected with many hundreds of nanoparticles irradiated per pulse, these results give credence to the concept of flash imaging individual nanometer and subnanometer-sized objects such as single nanoparticles, molecules, or larger clusters of molecules.
Here we investigate the dependence of signal intensity on the number of spherical nanoparticles irradiated by single focused femtosecond X-ray pulses. Samples were mounted on supporting silicon nitride membranes that contributed a relatively large degree of background scattering to the measurements yet we demonstrate detection of as few as two 145 nm diameter particles irradiated by a single 32 nm fs-long FLASH pulse, focused to 10 14 W cm −2 . We also show that a strong scattering reference object can be used to aid reconstruction of individual supported nanoparticles irradiated by a single 13.5 nm FLASH pulse. These results are important for future work focused on injected and supported nanoparticles at FLASH and other future X-ray FEL sources.
Experimental
Experiments were performed at FLASH during two separate runs. During the first run, the FEL produced a laser beam with a wavelength of 32 nm while the wavelength was 13.5 nm for the second run. The nanoparticles were held on 20 ± 5 nm thick Si 3 N 4 membranes. The free-standing membranes were supported on silicon wafers (20 mm × 25 mm), with a total of 282 square openings (referred to as windows) of four different widths (200, 100, 50 and 20 m). The transmission of the beam through the supporting membrane was 44% and 84% at 32 and 13.5 nm respectively. Despite the relatively high absorption of these membranes, especially at longer wavelengths, these membranes have many advantageous characteristics which made them ideal for these experiments. They are very sturdy which made the sample handling straightforward with minimal loss of the membranes despite their very thin structure. They can be fabricated in a large quantity, allowing many samples to be mounted on the same large wafer, which reduces the need to often vent the sample chamber. Nanoparticles deposited as described below adhere to the membranes very well allowing essentially loss-less sample transport and transfer to vacuum. The supporting Si wafer effectively acts as an aperture located at the interaction plane, which is ideal for diffractive imaging measurements. And finally, nanofabricated objects can be accurately machined on these Si 3 N 4 membranes without disturbing the nanoparticles using a focused ion beam (FIB), for example. These fabricated patterns can be designed to act as reference scatterers, as described below.
The spherical nanoparticles used in this work were polystyrene spheres (PostNova, Germany) with a reported diameter of 140 nm and a coefficient of variance of 6.2%. They were provided in a surfactant-free solution at a concentration of 1.5 × 10 14 particles/ml (p/ml). To characterize the sphere size distribution and to reduce their size-polydispersity we used scanning mobility particle spectrometry [10] . The method and apparatus for positioning sizeselected spheres onto Si 3 N 4 foils has been described in detail [11] . An electrospray aerosol generator (TSI model 3480) was used to aerosolize solutions of 1.5 × 10 12 to 1.5 × 10 13 p/ml prepared in 25 mM ammonium acetate in water. The electrospray droplets were introduced into a flow of 1.5 lpm air and 0.1 lpm CO 2 to minimize corona discharge. The droplets were immediately chargereduced by exposure to ionized air created by a 210 Po ␣-source and allowed to evaporate to dryness, resulting in an aerosol of discrete aerosolized spheres with a known charge distribution [12] . A bipolar equilibrium charge distribution was achieved via the presence of positively charged ions and free electrons in the ionized carrier gas of the aerosol. As a result the charge carried by the spheres was predominantly zero, while a small fraction was singly charged (positively or negatively), and an even smaller fraction was doubly charged. The size-polydisperse spheres passed into a differential mobility analyzer (DMA) (TSI, model 3081) via a conductive silicone tube and were size-classified based on their electrical mobility. A portion of the size-selected aerosol was sampled into a condensation particle counter (CPC) (TSI, model 3786) to monitor the gas phase particle concentration (number/cm 3 ) and the remaining aerosol was delivered to a nanometer aerosol sampler (NAS) (TSI, model 3089) for electrostatic capture onto a substrate. The Si wafers supporting the Si 3 N 4 foils were positioned with electrically conductive tape onto a 5 cm diameter electrode (−10 kV) in the NAS.
At FLASH, the sample wafer was placed at the focal plane of an ellipsoidal mirror with a 2 m focal length which focused the FLASH beam to a 17 m FWHM Gaussian spot. A sample window was centered on the focused beam using beam-based alignment with the attenuated beam in the case of the 32 nm run and optically with the aid of a long-range microscope (Infinity, model K2) for the 13.5 nm run. The attenuation necessary to ensure the sample would not get damaged by the X-ray beam was achieved with a differentially pumped gas attenuator provided by the FLASH facility. Two orders of magnitude attenuation was necessary to prevent damage of the sample during alignment since the focused FLASH laser beam at full power is capable of vaporizing all material. The average pulse energy delivered was 4 and 20 J for the 32 and 13.5 nm runs respectively. This corresponds to 6.5 × 10 11 and 1.4 × 10 12 photons per pulse respectively. The pulses were 25 ± 5 fs long in both cases. The pulse duration was deduced from the energy spectrum measured over many shots as described in Ref. [2] .
The experimental geometry is represented schematically in Fig. 1 . The Si 3 N 4 membrane, with a certain number of nanoparticles is supported by the Si wafer. The technique of diffractive imaging aims to measure the appropriately sampled diffraction pattern from the illuminated object and it is therefore very simple in concept. No imaging optic is required. Only a two-dimensional detector is needed a certain distance downstream of the sample (54 mm in these experiments). However, with ∼10 12 photons per 25 fs long pulse delivered by FLASH and focused to such a small area, the power density is on the order of 10 13 W cm −1 , which is more than sufficient to cause all material within the Rayleigh volume to turn into a plasma. Using the known absorption cross section of the material at the wavelength used [23] and assuming this cross-section is constant during the pulse, we can calculate that the sample was heated to up to 60,000 K if we assume all the energy deposited by the photons becomes thermal energy. On average, each atom in the sample received a deposited dose of roughly 5 eV. A hole in the detector is required to let the direct beam pass without damaging the detector. A simple beamstop in front of the detector would be ablated by the beam and create undesired background on the detector. Since no detector with a central hole was available, a 45 • graded multilayer mirror with a central hole was developed and used to separate the direct beam from the diffracted X-rays. An upward facing CCD camera with 20 m pixel pitch from Roper Scientific (model PI-MTE) was used to measure the diffraction patterns. This novel mirror-detection system has been described in detail [13] . The entire beamline, sample chamber and detector system was held under high vacuum due to the strong absorption of VUV photons in air at the wavelength used in these experiments.
Results

32-nm results
A sample wafer was prepared by depositing size-selected 145-nm diameter polystyrene spheres on different areas of the wafer for different periods of time. The sample wafer contained a regular array of Si 3 N 4 , windows and the masking of certain areas during particle deposition allowed the preparation of columns of windows with different particle densities. The particle density was measured for two entire rows of windows after the FLASH measurement by counting the number of spheres visible on an electron micrograph over a certain area. The two rows characterized were those immediately above and below the row that was probed and destroyed with the FLASH beam. These electron micrographs are shown in Fig. 2 . An average particle density was measured for four columns of windows and values of 0.66, 0.24, 0.049 and 0.0089 particles/m 2 were obtained. Some other windows were left intentionally blank, with no particles on other parts of the wafer for calibration purposes.
Diffraction patterns from a window belonging to each of these four columns in addition to a blank window were measured using the 32 nm FEL radiation from FLASH. These windows were 100 m × 100 m. The images collected by the CCD for the blank window as well as the two lowest particle densities are shown in Fig. 3 . The strong horizontal and vertical streaks come from scattering off the edges of the windows. These streaks were present even though the main Gaussian focal spot was 17 m FWHM [2, 9] due to the presence of a weak broad halo surrounding the main beam.
The size of the focal spot has been accurately characterized as a Gaussian with a FWHM of 17 m in both directions. When the Si 3 N 4 membrane is irradiated by this spot, a hole is created where the intensity is above the damage threshold of Si 3 N 4 . An example electron micrograph is shown in threshold intensity. We calculate an effective number of spheres illuminated by the beam. The five sample windows studied correspond to 300 ± 17, 108 ± 10, 22 ± 5, 4 ± 2 and 0 particles hit by the Gaussian beam.
The measured diffraction intensities were averaged over circles of constant scattering angle Â to give the radial average intensity as a function of momentum transfer q = 2/ sin(Â/2), where is the wavelength. The radially averaged intensity was calculated for all four particle densities as well as the blank window and they are shown in Fig. 5a . The integrated intensity with the intensity from the blank window subtracted is also shown for each particle density in Fig. 5b . Each of these curves was normalized to the same incident intensity. The energy of the pulses delivered by FLASH follows a Gamma distribution and strong fluctuations, up to 100% from shot to shot are observed. A gas ionization detector upstream of the focusing mirror is used to measure the incident pulse energy for every shot. The accuracy of the gas ionization detector is roughly 10% introducing a relatively large error in the normalized intensity.
The total integrated diffracted intensity scales with the independently measured particle densities to within the statistical error on the number of particles hit by the beam and the statistical error due to the normalization of every shot. The signal is very weak for the lowest density but a few particles on a window can still be differentiated from a blank sample. Close inspection of the diffraction pattern of Fig. 3b reveals the presence of periodic oscillations in a direction roughly 15 • from the vertical. These oscillations suggest the presence of only two scattering centers and the period of the oscillation suggests the two particles are roughly 4 ± 1 m apart. The low signal level makes it difficult to fit the diffraction pattern and the spacing between the two scattering centers was only estimated from the average spacing of the fringes in the diffraction pattern. Verification that 2 latex spheres were indeed the scattering sources is not possible due to the low signal level of the data. However, characterization of the sample with a scanning electron microscope before the measurement at FLASH showed very low level of impurities on the sample and we therefore can confidently identify the two scattering centers as two 145 nm latex spheres. Despite the presence of a large supporting membrane generating a background signal more than 10 times larger than the two particles, the data shows that it is still possible to observe the presence of as few as two 145 nm polystyrene spheres with a single 25 fs FEL pulse containing ∼6.5 × 10 11 photons focused to a peak intensity of 2.4 J cm −2 . The signal is however too weak to allow an image to be reconstructed using phase retrieval algorithms.
13.5-nm results
A second sample was prepared by depositing a very small amount of the same 145 nm polystyrene nanospheres onto a different wafer. The deposition time was such that only between 1 and 3 particles were present on every 20 m square Si 3 N 4 window on the wafer. The sample was then taken to a FIB instrument and nanostructured patterns were milled through the 20 nm thick Si 3 N 4 membranes, away from the nanoparticles. An electron micrograph of such a sample is shown in Fig. 6e . The letter F and a representation of a flash of light were milled all the way through the membrane. The width if the lines of the milled structure were between 150 and 200 nm. Two 145 nm polystyrene spheres are present, one to the right of the flash (particle 1) and the second roughly 7 m above This sample was placed in the focused beam of FLASH which was lasing at 13.5 nm. The diffraction pattern was measured using the same camera system as for the 32 nm measurements except that a different graded multilayer mirror capable of reflecting 13.5 nm X-rays was used [13] . The diffracted intensity measured is shown in Fig. 6a . The data shown had a dark image subtracted, was corrected for the curvature of the Ewald sphere and also corrected for the reflectivity gradient and the non-flatness of the 45 • mirror. The mirror corrections were calculated using regular arrays of holes in Si 3 N 4 membranes to generate arrays of Bragg peaks on the CCD. A correction map was calculated that would make these patterns centrosymmetric and this same map was applied to the data shown here.
A faint cross is present in the center of the diffraction pattern and this is due to the presence of the 20 m frame of the Si 3 N 4 window. The cross is weaker than for the 32 nm data because the penetration length of 13.5 nm X-rays in Si is 4.8 times larger than at 32 nm. The transmission through the wedged edge of the anisotropically etched Si frames has an exponential profile with a 1/e width of 0.47 m. This soft edge scatters less than the sharper 0.21 m wide transmission edge at 32 nm wavelength. The center of the diffraction pattern was misaligned with the hole in the mirror and some of the missing data was later filled in using centrosymmetric equivalent data. This reduced the number of missing data points near the origin. This data is very important since the low angle diffraction corresponds to the overall shape of the object. Good knowledge of the low angle data puts strong constraints on the possible low frequency modes in the image and therefore puts a strong constraint on the shape of the object which favors convergence to a single solution [14] .
The phases of the diffracted wave are lost in the measurement since only the intensity or the square of the wave is measured. Knowledge of the phase for each pixel in the data would provide a complete complex wave exiting the sample. A simple Fourier transform of the complex diffraction pattern yields the exit wave since the measurement was performed in the far-field. Phases can be retrieved if the diffraction pattern is sampled more finely than the Nyquist frequency of the band-limited diffraction intensity pattern [15] . The Fourier transform of the diffraction intensities gives the autocorrelation function of the object, and the diffraction band limit is set by the finite extent of this function. That is, the autocorrelation function of the scattering object should fit within the field of view of the detector (although this is not a strict requirement [16] ). Equivalently, the scattering object should be smaller than the field of view of the detector by typically at least a factor of two. This is typically achieved with an isolated object although it is also possible to isolate a small part of a large object by limiting the illuminated area.
With a properly sampled diffraction pattern, the phases can be retrieved iteratively using Gerchberg-Saxton iterative transform algorithms as has been demonstrated multiple times for various types of samples [3, 4, 15, 17, 18] . These algorithms consist of performing successive projections of the current iterate on the set of solutions satisfying the modulus constraint and the set of solutions satisfying the support constraint [19] . The modulus constraint is simply that the diffracted amplitudes of the solution match the measured diffracted amplitudes. The support constraint is applied at the image plane and corresponds at the very least to the fact that the object is isolated and therefore an area of zero density is known to exist around the object. By successively imposing the modulus constraint at the diffraction plane and the support constraint at the image plane, a fixed point where a solution satisfies both constraints can in principle be reached. A better knowledge of the overall shape of the object and therefore a tighter support leads to more rapid and more reproducible convergence of the algorithm to a solution.
The shrinkwrap algorithm [20] was used to reconstruct the complex wave exiting the sample. This algorithm used a periodically updated support constraint which is based on the latest iterate. It requires no prior knowledge of the sample other than that it is isolated. A large support is used at the beginning and after every 70 iterations the current iterate is used to calculate a tighter support by thresholding the current solution image. This works well for high contrast compact objects and tends to fail more often with discontinuous objects since a detached part of the support can shrink away completely.
Multiple reconstructions were performed starting with random phases and using a support consisting only of the thresholded autocorrelation obtained by Fourier transforming the measured intensity. The solution that was deemed best was chosen as that with the smallest value of 2 =˙A m 2 − A r 2 , where A m is the measured diffracted amplitude and A r is the reconstructed amplitude. This solution was used to set a tight support around the entire object consisting of the FIB pattern, the two nanoparticles, as well as the frame of the Si 3 N 4 window. Then 50 reconstructions starting with random phases and using this fixed support were performed. Each of these reconstructions converged rapidly, within a hundred iterations or less. The rapid convergence was due to the very tight support and the lack of fine structure within the object. All 50 reconstructed images were properly aligned and averaged together and the resulting image is shown in Fig. 6b for the whole window. The frame of the window can be seen although it is very faint compared to the object itself due to the softness of the edge. The image is shown to represent the complex exit wave, with amplitude mapped onto the color saturation and the phase represented by the hue on a white background, which makes the frame visible. Fig. 6c shows a zoomed in view of the reconstructed complex wavefield but this time on a dark background to emphasize the presence of the polystyrene spheres. Comparison of the reconstructed image and the electron micrograph shows excellent agreement. The phase advance of the wave passing through the FIB cutout is constant for the whole pattern. A different phase advance is obtained for the two polystyrene spheres, which are 180 ± 20 • out-of-phase with the FIB pattern. The resolution of the reconstruction was estimated by calculating the phase retrieval transfer function (PRTF) [21] which is a measure of the reproducibility of the phases retrieved as a function of the resolution shell. A value of 1 corresponds to 100% agreement of the retrieved phases between all images. The PRTF is shown in Fig. 7 and was calculated using the 50 reconstructions used to pro- duce the image of Fig. 6b-c . Using the point where the PRTF drops below 1/e as the resolution measure, we determine that the image was accurately recovered to a resolution of 40 nm. This is not quite diffraction limited since the edge of the CCD corresponds to a 28 nm resolution. This is not surprising looking at the diffraction pattern.
While there is signal all the way out to the edge of the detector along some directions, a large part of the high angle data is mostly noise and reliable phases cannot be expected to be retrieved from this noise.
Discussion
To a first approximation when absorption is negligible the exit wave can be interpreted as being proportional to the electron density of the sample. The density profile of each of the nanoparticles obtained from the reconstruction is shown in Fig. 8a . The density curve of particle 1 was offset for clarity. The expected result for a 145 nm polystyrene sphere was calculated using the TEMPEST program [22] which solves Maxwell's equations numerically for a given geometry. Using the known index of refraction of polystyrene at 13.5 nm [23] , the amplitude of the exit wave was calculated, convolved with a 40 nm Gaussian corresponding to the resolution of the image and is shown in Fig. 8a . While the fit is excellent for particle 2, some unexpected shoulder appears on the edges of particle 1. Furthermore, particle 1 has roughly twice the electron density of particle 2. The possibility that this was due to the presence of a dimer aligned with the FEL beam was investigated. At 13.5 nm, refraction and absorption are significant and a focusing of the beam by the first sphere leads to a non-uniformly illuminated second sphere which could generate the shoulder observed. Simulations using TEMPEST did reveal a slight narrowing of the central peak of the exit wave along with the presence of shoulders but the agreement with the data was no better than the single sphere. Based on this and the lack of other evidence from the electron micrograph, we cannot unequivocally conclude whether particle 1 is a dimer. It seems unlikely to have been the case due to the low concentration of dimers in the solution. However, such dimers aligned perpendicular to the membrane where observed on other samples prepared under similar conditions. A likely explanation may simply be that the beam was twice as intense on particle 1 as it was on particle 2, the one farther away from the FIB structure. The reconstructed exit wave can only be proportional to the electron density if the illumination is uniform over the entire object. For non-uniform illumination, the reconstruction is proportional to the electron density multiplied by the illumination function. Since the FWHM of the beam was 17 m and the two particles were 7 m apart, it is likely that the illumination was weaker on the second particle, leading to the factor of two difference in reconstructed density. There is no way to know for sure if the illumination is the cause due to the absence of a shot-to-shot beam profile diagnostic. We therefore cannot conclusively determine the cause for the density difference observed between the two particles.
Although a quantitative interpretation of the density of each nanoparticle is difficult, it is quite interesting to compare the 32 and 13.5 nm results. In the first case, 2 polystyrene spheres on a Si 3 N 4 provided barely enough signal to even conclusively determine the presence of the 2 particles. However, in the second case, the addition of a strongly scattering reference object, even if this object is a priori unknown, not only made obvious the presence of 2 particles but it also allowed a real space image of the nanoparticles to be retrieved. This real space image could also have been recovered, to a lower resolution using 32 nm light. Although the reference object was not technically unknown in this case, the image was retrieved without using any knowledge of it. This idea of using a complicated reference in holography is not new [24, 25] , and in fact diffractive imaging is itself an extension of this idea where the interference between every small part of the object and the rest of it is used to retrieve the phases.
In the future, clever engineering may allow small unknown biomolecules to be attached to larger well-known particles and this would greatly boost the diffraction signal. This could allow imaging of very small proteins that scatter too weakly to be imaged alone using hard X-ray FEL sources such as the Linac Coherent Light Source (LCLS), the European X-ray free electron laser (XFEL) and the Spring-8 Compact SASE Source (SCSS), which will come online in the coming years. The future single molecule imaging experiments planned for these facilities [5, 6, 26] are not expected to provide sufficient signal for particles on the order of a few tens of nanometers or less [25] and including a large known reference could extend the applicability of the technique to smaller objects. It is possible to extract extremely weak signal that is buried in the noise of the large object as was the case with the data presented here. The radially integrated intensity from each part of the sample was extracted using the reconstructed image. The diffracted intensity of the FIB structure alone was calculated by setting the density outside the FIB object to zero and performing a Fourier transform. The obtained pattern was then radially integrated. This curve is plotted in Fig. 8b along with the integrated intensity from each particle individually, the window frame along with the noise and the entire field of view of the image. These curves display real photon counts per resolution shell. One can see that the FIB structure or reference object makes up most of the scattered intensity and over a large range of angles it is indistinguishable from the intensity from the entire field of view. The intensity from the particles is more than two orders of magnitudes smaller than that of the FIB structure, and over most of the scattering range it is one order of magnitude or more below the intensity of the window frame and the noise. Even so, an accurate reconstruction of the particles to a resolution close to 40 nm was achieved. However, these reconstructions are not perfect as can be seen from a comparison with the expected integrated intensity curve from a 145 nm polystyrene sphere also shown in Fig. 8b . The expected curve for a dimer aligned with the FEL beam is also shown for comparison. These were calculated using the exit wave calculated with TEMPEST. The position of the minima in the intensity from the nanospheres does not match what is expected from the particle size.
Conclusions
The discrepancy between the theory and the data highlights the need to properly design the reference object. The total signal level at high angles determines the resolution of the entire object and therefore a strong signal from the reference (the FIB structure) allows in theory to image the unknown part of the object (the spheres) with the same resolution. However, just any random reference such as the one used here is likely to have deep minima in the diffracted intensity leading to high noise for some Fourier components. An object with no zeros in the diffracted intensity and with a flat noise spectrum over all Fourier components can be shown to be an ideal holographic reference object [27] and such an object would be an ideally suited reference to enhance the diffraction signal. However, it should be pointed out that in these zeroes of the reference-structure transform the diffraction intensity is equal to the intensity in the case of having no reference structure at all. Phase retrieval is still robust in this case because we are phasing the entire pattern as a whole and are not relying on a particular knowledge of the reference structure to obtain the object structure.
We also note that adding a large reference signal to a small object signal will actually increase the noise in the measurement of the object signal, in the case of photon-counting statistics. However, it appears that adding the reference signal is advantageous: when the signal from the object is weaker than one photon per pixel, or more generally when the signal is less than the threshold required for reliable phase retrieval [28] . As we have seen in this study, adding the reference structure is also advantageous when there is a background noise source such as the scattering from the supporting membrane.
The diffracted signal from the small object is obviously not increased by the addition of the reference. The interference between the two objects is the key factor allowing imaging of the small object. If one were to subtract the reference signal from the total signal, then the larger the reference is, the more noise from it would contribute to the signal of interest. The signal-to-noise ratio would then be, after subtraction of the noisy reference, O 2 /R, where O is the diffracted amplitude of the object and R is the diffracted amplitude of the reference. However, this is not what is done here. We do not separate the signal from each part of the image. We use the entire signal, equal to R 2 + O 2 + 2RO to retrieve the phases. The noise of this diffraction pattern is (R 2 + O 2 + 2RO) 1/2 and grows with the strength of the reference signal, which would seem to indicate a larger reference contributes more noise and is therefore not preferable. However, the signal-to-noise ratio also grows with the strength of the reference signal by the same factor. Therefore, since a higher signal-to-noise ratio allows more reliable phases to be retrieved, a clear image can be reconstructed. If we assume the signal O to be small compared to the reference R, then R itself determines the resolution of the image one can obtain for the combination of the reference and the object. The resolution will be limited to the scattering angle at which R is on the order of 1 and the signal is of the same order as the noise. The signal from the object only represents a small fractional change to the total signal but as far as the phase retrieval algorithm is concerned, it represents a small part of the image in the same way as any other part of the image. Therefore, the small object can be reconstructed to the same resolution as the large reference and the more signal from the reference, the better the resolution will be since the signal-to-noise ratio of the entire pattern grows as R.
Our results clearly show that a large reference object allows imaging of single nanoparticles on a membrane which could not be imaged without the presence of the reference. Clever use in the future of known references with a proper scattering strength as well as the development of artificially made biostructures with ideal holographic reference properties [29] could prove invaluable in pushing the limits of diffractive imaging to small particles. The resolution achievable on a small particle would only be limited by the resolution achievable on the large reference by itself. Therefore, if a reference object can be imaged with atomic resolution, then another particle next to it of any size smaller than the reference object can be imaged with atomic resolution as well.
The results presented here clearly demonstrate the feasibility of imaging single 145 nm particles with a single FEL shot and represent a key step toward imaging of biomolecules using hard X-ray FEL in the coming years. With a sample delivery system which removes the need for a supporting membrane, the signal-to-noise ratio can be sufficiently high to allow a single free-standing nanoparticle to be imaged in a single shot [4] . The method of enhanced-reference diffraction may also be beneficial to molecular imaging, for example by attaching the unknown molecule of interest to a much larger (known or unknown) reference molecule.
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