In this paper, a collocation method based on Laguerre wavelets is proposed for the numerical solutions of linear and nonlinear singular boundary value problems. Laguerre wavelet expansions together with operational matrix of integration are used to convert the problems into systems of algebraic equations which can be efficiently solved by suitable solvers. Illustrative examples are given to demonstrate the validity and applicability of this technique, and the results have been compared with the exact solutions.
Introduction
Singular boundary value problems (BVPs) for ordinary differential equations occur frequently in the fields of engineering and science such as gas dynamics, nuclear physics, atomic structures and chemical reactions [] . In most cases, we do not always find the exact solutions for the singular boundary values problems via analytical methods. In this case, it is very meaningful to give the high precision numerical solutions for this kind of problem by numerical methods.
The purpose of this paper is to develop a Laguerre wavelets collocation method as an alternative method to solve singular two-point boundary value problems of the form []
subject to the following initial and boundary conditions:
Type II : μ (a) = α  ,
Type III : μ(a) = α  , μ (a) = β  ,
and the most general mixed boundary conditions , and Bernoulli polynomials [] . Note that these polynomials are supported on the whole interval. This is obviously a defect for certain analysis work, especially problems involving local functions vanishing outside a short interval. However, one advantage of wavelet analysis is the ability to perform a local analysis. This characteristic of time-frequency localization can overcome the defect and allows us to obtain very accurate numerical solutions.
There are two different approaches for solving differential equations. One approach is based on converting differential equations into integral equations through integration, approximating various signals involved in the equation by truncated orthogonal series, and using the operational matrix of integration, to eliminate the integral operations [] . Another one is based on using operational matrix of derivatives in order to reduce the problem into solving a system of linear or nonlinear algebraic equations. There are some papers in the literature about using the operational matrix of derivatives to solve differential equations [, , ].
The rest of this paper is organized as follows. In Section , we introduce the Laguerre wavelets and the operational matrix of integration. The error estimation of the Laguerre wavelets expansion is also given. In Section , the proposed method is used to approximate solutions of the problems. Section  gives several examples to test the proposed method. A conclusion is drawn in Section .
Laguerre wavelets and their properties

Wavelets and Laguerre wavelets
Wavelets constitute a family of functions constructed from dilation and translation of a single function called the mother wavelet. When the dilation parameter a and the translation parameter b vary continuously, we have the following family of continuous wavelets:
If we restrict the parameters a and b to discrete values as a = a
 , where a  > , b  > , and j, m are positive integers, we have the following family of discrete wavelets:
which form a wavelet basis for L  (R). In particular, when a  =  and b  = , then ψ j,m (t)
form an orthonormal basis. The Laguerre wavelets ψ n,m (t) = ψ(k, n, m, t) have four arguments: k can assume any positive integer, n = , , , . . . ,  k- , m is the degree of Laguerre polynomials, and t is the normalized time. They are defined on the interval [, ) as
where m = , , , . . . , M - and M is a fixed positive integer, L m (t) are the Laguerre polynomials of degree m which are orthogonal with respect to the weight function ω(t) = e -t on the interval [, ∞) and satisfy the following recursive formula:
may be expanded by Laguerre wavelets as
If the infinite series in equation () is truncated, then it can be written by
where C and (x) are  k- M ×  matrices given by
Since the truncated Laguerre wavelets series can be an approximate solution of singular BVPs, one has an error function E(x) for μ(x) as follows:
The following theorem gives the error estimation of the Laguerre wavelets expansion.
is the approximate solution using
Laguerre wavelets. Then the error bound would be given by
where P m (x) is the interpolating polynomial of degree m which approximates μ(x) on I n . By using the maximum error estimate for the polynomial on I n , we have
where we have used the well-known maximum error bound for the interpolation.
Operational matrix of integration (OMI)
In this section, we give the structure of OMI for Laguerre wavelets with k =  and M = . In this case, the six basis functions are given by
on [,   ) and
T . By integrating () and () from  to t and representing them in the matrix form, we obtain
where
In fact, the matrix P × can be written as
Unfortunately, for general k and M, operational matrix of integration does not have a regular expression. So when dealing with the problems, we need to pre-calculate the corresponding operational matrix of integration P and (t) for different k and M such that t  (s) ds = P (t) + (t).
()
For example, for k =  and M = , the operational matrix of integration is given by
where A and B are  ×  matrices given by
Description of the proposed method
In this section, we will use Laguerre wavelets operational matrix of integration combining collocation method to solve linear or nonlinear singular boundary value problems. Assume that
where C is an unknown vector which should be determined and (x) is the vector defined in (). Equation () is integrated two times with respect to x. In this way, the solution μ(x) and its two derivatives are expressed in terms of Laguerre wavelets functions and their integrals. Consider the collocation points
The expressions of μ(x), μ (x), and μ (x) are substituted in the given differential equations and discretization is applied using the collocation points. Thus we get a system of equations with  k- M unknowns
Then we can obtain the unknown vector C by solving this system through the well-known Newton iterative method with the aid of Matlab. The approximate solution can easily be recovered by inserting C into the corresponding expression of μ(x). We further explain the method with the help of specific boundary conditions. In this paper, we consider the four different types of boundary conditions ()-() and derive the expressions of μ(x), μ (x), and μ (x), respectively. For simplicity, we take a =  and b = . Before the further description of the proposed method, we introduce the following notations first: Type I. Consider boundary conditions (). Assume
By integrating () two times with respect to x and together with relation (), we obtain
Type II. Consider boundary conditions (). Assume
By integrating () two times with respect to x and by equation (), we get
Type III. Consider boundary conditions (). Assume
By integrating () two times with respect to x and by relation (), we obtain
Type IV. Consider boundary conditions (). Assume
By integrating () two times with respect to x and by relation (), we have
Putting x =  in () and () leads to
Hence equations in () turn into the following forms:
Observe that we consider μ() and μ() as unknown variables in equations () and (). Equations () together with () and () generate  k- M +  equations, which can be solved by using Newton's iterative method.
Numerical examples
In order to demonstrate the efficiency and applicability of the proposed method, several linear or nonlinear singular two-point BVPs are studied. We also compare the approximate solution with the exact solution. All computations are performed by Matlab.
Example  Consider the following linear singular two-point BVP:
subject to the boundary conditions
The exact solution is given by μ(x) = x  cos x. 2.77371e-6 3.32497e-7 9.96594e-9 3.16979e-9 0.9 0.444858066222941 1.55830e-5
1.84094e-6 1.50285e-7 1.09891e-8 1.10573e-9 subject to the boundary conditions
The exact solution is μ(x) = e -x  . We solve this equation by the proposed method with Example  Consider the singular initial value problem 3.30368e-7 7.10777e-8 1.72866e-9 1.16419e-9 0.6 0.857492925712544 6.98583e-6
1.99788e-7 1.14244e-7 5.91857e-9 1.36581e-9 0.7 0.81923192051904 1.05020e-5 6.25059e-7 1.43766e-7 9.14354e-9 1.45891e-9 0.8 0.78086880944303 1.36172e-5
1.04964e-6 1.59582e-7 1.10759e-8 1.41417e-9 0.9 0.743294146247166 1.60925e-5
1.51021e-6 1.60847e-7 1.20134e-8 1.26230e-9 subject to the boundary conditions 7.99963e-8 7.54245e-9 8.38618e-11 2.46411e-11 0.3 -0.172355392482105 1.45496e-6
1.90341e-7 3.52023e-8 4.66119e-10 5.31878e-10 0.4 -0.296840010236547 7.54378e-6 7.77384e-7 8.52194e-8 1.55276e-10 1.16498e-9 0.5 -0. 44628710262842 7.18512e-6 1.12532e-6 1.07965e-7 6.28860e-10 1.47615e-9 0.6 -0.614969399495921 1.65622e-5
1.03010e-7 1.82404e-7 7.06173e-9 1.72201e-9 0.7 -0.797552239914736 2.32175e-5 6.06844e-7 2.25375e-7 1.22023e-8 1.80556e-9 0.8 -0.989392483672214 2.86341e-5
1.40638e-6 2.44832e-7 1.51659e-8 1.67463e-9 0.9 -1.18665369055547 3.30731e-5 2.31416e-6 2.41118e-7 1.67655e-8 1.39453e-9 subject to the boundary conditions 
The exact solution is μ(x) = x  -x  . Next, we will give the approximate solution for this equation by the proposed method with k =  and M = . In this case, we have a linear system of six equations. By solving this system, we obtain So the approximate solution is given by
Obviously, the Laguerre wavelets solution is very close to the exact solution. Table  
The exact solution is μ(x) =  ln(
). Table  . Table 13 The numerical results of Example 7 with k = 3 Table  . Example  Consider the following nonlinear singular two-point BVP:
x( -x) =  arctan x +  + x 
Conclusion
The main goal of this paper is to develop an efficient and accurate method to solve linear or nonlinear singular boundary value problems with four different types' initial boundary conditions and mixed boundary conditions. The Laguerre wavelets operational matrix of integration together with the collocation method is utilized to reduce the problem to the solution of linear or nonlinear algebraic equations. One of the main advantages of the developed algorithm is that it does not require any modification while switching from the linear case to the nonlinear case. Another one is that high accuracy approximate solutions are achieved using very small values of k and M. Illustrative examples are included to demonstrate the validity and applicability of the proposed method.
