Note on the robustification of the Student t-test statistic using the median and the median absolute deviation
Asymptotic properties of the proposed methods
We propose the test statistic defined as follows:
whereμ m is the median estimator andσ M is the median absolute deviation (MAD) estimator which are defined aŝ 
Proof. Using Theorem 3.5.6 of Casella and Berger (2002) , we can write
where the distribution of Z i has the distribution of Z i with µ = 0 and σ = 1.
Note that the distribution of Z i does not include any unknown parameters.
Next, it is easily seen that
and median
It is immediate upon substituting (3) and (4) into (2) that we have
which shows that the expression in (2) does not include any unknown parameters. This completes the proof.
Proposition 2. Let X 1 , X 2 , . . . , X n be a random sample from a normal distribution with µ and variance σ 2 . Then we have
Proof. The normal distribution is a part of the location-scale family of distributions. Thus, given Proposition 1, it is sufficient to show that
where Φ −1 (·) is the quantile function of the standard normal distribution.
From Example 2.4.9 of Lehmann (1999) , we have
, whereμ m = median 1≤i≤n X i again and f (·) is the probability density function of the random variable X i .
Since the distribution of Z i is the standard normal, we have f (0) = 1/ √ 2π.
Using Example 2.4.9 of Lehmann (1999) , we have
Therefore, it clearly follows that 2n π median
Next, we consider the rescaled MAD estimator
In Section 5.1 of Huber and Ronchetti (2009) , it is proven that the rescaled MAD estimator is Fisher-consistent under the normal distribution. Clearly, since Z i are independent and identically distributed standard normal random variables, the rescaled MAD estimator is Fisher-consistent for σ = 1. Now, it is well known that Fisher-consistency implies weak consistency. For more details, see Section 9.2 (ii) of Cox and Hinkley (1974) . Therefore, combining the weak consistency result and Lemma 2.8 (Slutsky) in van der Vaart (1998), we then have: 
