Spatial separation of speech and noise in an anechoic space creates a release from masking that often improves speech intelligibility. However, the masking release is severely reduced in reverberant spaces. This study investigated whether the distinct and separate localization of speech and interference provides any perceptual advantage that, due to the precedence effect, is not degraded by reflections. Listeners' identification of nonsense sentences spoken by a female talker was measured in the presence of either speech-spectrum noise or other sentences spoken by a second female talker. Target and interference stimuli were presented in an anechoic chamber from loudspeakers directly in front and 60 degrees to the right in single-source and precedence-effect ͑lead-lag͒ conditions. For speech-spectrum noise, the spatial separation advantage for speech recognition ͑8 dB͒ was predictable from articulation index computations based on measured release from masking for narrow-band stimuli. The spatial separation advantage was only 1 dB in the lead-lag condition, despite the fact that a large perceptual separation was produced by the precedence effect. For the female talker interference, a much larger advantage occurred, apparently because informational masking was reduced by differences in perceived locations of target and interference.
INTRODUCTION
The perception of speech is improved when the source of speech is separated spatially from the source of interference, whether that interference is a steady or fluctuating noise, a second talker, or a group of talkers ͑e.g., Hirsh, 1950; Koenig, 1950; Kock, 1950; Dirks and Wilson, 1969; MacKeith and Coles, 1971; Plomp, 1976; Plomp and Mimpen, 1981; Plomp, 1988, 1992; Koehnke and Besing, 1996; Yost et al., 1996; Peissig and Kollmeier, 1997; Hawley et al., 1999͒ . However, our understanding of the size and underlying basis of this improvement as it occurs in an anechoic environment is well ahead of our understanding of this improvement in the reverberant situation. For an anechoic environment, Zurek ͑1993͒ has summarized the research on the benefits that occur when speech and noise originate from separate locations. The improvement in speech recognition is assumed to be due to the reduction in masking that occurs when signal and noise are spatially separated. The reduction is as large as 16 dB for broadband and bandlimited signals ͑Saberi et al., 1991; Good et al., 1997͒. Two basic factors are involved in the improved signal detection: head shadow and binaural interaction. The head shadow effect arises because the source-to-ear transformations vary depending on source location ͑e.g., Shaw, 1974͒ . Assuming a condition in which the source of the target is directly in front at 0 degrees azimuth, and a noise source is 60 degrees to the right, then at the left ear ͑away from the noise͒ the head shadow will have the effect of attenuating the noise more than the target, improving the signal-to-noise ratio at that ear relative to when target and noise come from a common location. The head shadow effect is frequency dependent, being much larger at higher than at lower frequencies due to the short wavelengths of high-frequency sounds. Zurek ͑1993͒ assumed that a listener could make full use of the ear with the more favorable signal detectability in each frequency band.
The second effect, binaural interaction, is mostly a lowfrequency phenomenon, in which the binaural auditory system takes advantage of differing interaural time delays created by signal and noise to produce less masking than in conditions in which there is identical time delay. Rabiner ͑1967a, 1967b͒ demonstrated how reductions in masking due to binaural interaction, in combination with articulation theory ͑French and Steinberg, 1947͒, could be used to predict speech intelligibility advantages for antiphasic conditions under headphones. Zurek's ͑1993͒ synthesis combined the binaural masking release with head shadow advantages to create a predictive model of the benefit of spatial separation on speech recognition in an anechoic sound field.
In comparison to the anechoic environment, the benefits of spatial separation in a room with reflections are reduced ͑e.g., Hirsh, 1950; MacKeith and Coles, 1971; Plomp, 1976; Bronkhorst and Plomp, 1988; Koehnke and Besing, 1996͒ , and the underlying bases of the remaining benefits are not immediately obvious. Assume now that the anechoic room has been modified so that the left wall is a reflective surface. The target is still at 0 degrees and the noise is at 60 degrees to the right. The attenuation of the noise at the left ear due to a͒ Electronic mail: rlf@comdis.umass.edu the head shadow effect will be partially negated by the reflection off the left wall, potentially reducing the advantage in signal-to-noise ͑S-N͒ ratio at that ear. The reflection will also obscure the simple differences in interaural phase between two separate source locations, resulting in smaller release from masking ͑see Koenig et al., 1977͒ . As a result of the reduction of head shadow and binaural interaction advantages, detection of the target would not be expected to be improved much by its spatial separation from a competing noise.
This conclusion about rooms with reflections runs counter to our intuition and our experience that even in such rooms, there is a large perceptual benefit when speech and noise are separated spatially. The purpose of the current research is to identify and quantify the contributions of an additional potential benefit that is perceptual in nature, namely that when speech and noise sources are physically separated, they also ''seem'' to be in different places, as Hirsh ͑1950͒ pointed out. Even in strongly echoic spaces, different sound sources are perceived as separate auditory events in their respective spatial locations. This phenomenon, wherein a signal and its reflections are gathered into a single image perceived near the location of the original source, is known as the precedence effect ͑see Zurek, 1987, and Gilkey and Anderson, 1997 , for reviews͒. Hirsh ͑1950͒ suggested that the precedence effect, by preserving localization of speech and noise in reverberant environments, may facilitate speech understanding in noise in such environments. When applied to the target/masker situation in a reflective environment, the precedence effect may bestow the benefits of true spatial separation, even though head shadow and binaural interaction advantages are reduced.
The extent to which Hirsh's idea is correct may well depend on whether the masker produces mostly ''energetic'' or ''informational'' masking. Energetic masking is the classic conceptualization of masking, where a signal, such as a pure tone, is inaudible in the presence of a noise because the neural elements that would normally respond to the signal are either suppressed or swamped by the masker. With informational masking, a distracting sound makes it difficult to attend to the target and perceptually disentangle it from the interference ͑see, for example, Watson et al., 1976; Leek et al., 1991; Kidd et al., 1994 Kidd et al., , 1995 Kidd et al., , 1998 Doll and Hanna, 1997͒ . It is assumed that higher level cognitive processes are involved in analyzing signals in the presence of an informational masker. Studies with nonspeech stimuli suggest that spatial separation is especially effective in reducing the informational type of masking. Kidd et al. ͑1998͒ investigated the effect of spatial separation on the identification of tone patterns in the presence of informational and energetic types of masking. The informational masker was a sequence of complex tone patterns that interfered with listeners' ability to recognize the target tone pattern, even in conditions where little energetic masking should have occurred. The energetic masker was a broadband noise. Kidd et al. ͑1998͒ showed that with the informational type of masker, the advantage of spatial separation of target and masker was in some cases greater than 30 dB, much larger than the spatial separation advantage for the broadband noise. Large spatial separation advantages for this masker were maintained even when head shadow advantages were accounted for.
Given these results with nonspeech signals and maskers, it is reasonable to assume that the degree to which the understanding of speech is improved by its spatial separation from a masker will also depend greatly on the nature of the masker. This may be particularly true in a reverberant room because, as discussed above, reverberation may minimize the release from energetic masking gained by spatial separation. On the other hand, the precedence effect creates a perceived separation of target and masker in a reverberant room that may aid performance. We hypothesize that only informational masking would benefit from perceived separation that, because of reflections, is not accompanied by substantial head shadow and binaural interaction advantages.
In the current study we investigated spatial separation advantages in speech recognition with two different types of maskers: one that we assume produced only energetic masking and one that we assume produced both energetic and informational masking. The target speech stimuli were nonsense sentences spoken by a female talker. One masker, a steady speech-spectrum noise, was considered to produce purely energetic masking. The other masker, the speech of a second female talker producing similar sentences, was assumed to create informational masking in addition to energetic masking. In the main conditions, simulated reflections were used to minimize the energetic masking advantage gained by spatial separation. For such conditions, it was predicted that a significant advantage of spatial separation would occur only for the female talker masker, not for the speech-shaped noise. Predictions for anechoic conditions are less clear, because in the case of the female talker masker, there is likely to be release from both energetic and informational masking. It is not known how these two benefits might add.
I. EXPERIMENT I: SPEECH RECOGNITION
A. Methods
Experimental conditions
A total of six loudspeaker presentation conditions were used for the target and interference stimuli, as shown in Table I . Target and masker were either single source or were TABLE I. Loudspeaker configurations for presentation of stimuli. In the text the conditions are either referred to by number ͑1-6͒ or by locations of target and interference. For example, F-F means target and interference are both from the front loudspeaker. FR-RF means that the front loudspeaker leads the right loudspeaker for the target, and the right loudspeaker leads the front for the interference. presented from two loudspeakers with a 4-ms delay to one loudspeaker. In conditions 1-4, the target was presented only from the front loudspeaker while the loudspeaker configuration of the interference varied. In condition 1 the interference was presented from the front loudspeaker only and condition 2 from the right only. The spatial separation of target and noise in condition 2 should improve audibility of the target due to head shadow and binaural interaction. In Fig. 1 ͑top panel͒, the SPL of white noise at the left ear of the KEMAR manikin placed at the listener's position in an anechoic chamber is plotted as a function of frequency when delivered from the front loudspeaker ͑condition 1͒ and the right loudspeaker ͑condition 2͒. The effect of head shadow is clearly seen in the high frequencies. Also, there should be an overall detection advantage for low frequencies in condition 2 due to binaural interaction. These advantages for detection are expected to lead to benefits for speech recognition as summarized in Zurek's ͑1993͒ model. In conditions 3 and 4, the target was again presented only from the front loudspeaker but the interference was presented from both loudspeakers. In condition 3 the right loudspeaker was delayed by 4 ms, and in condition 4 the front loudspeaker was delayed by 4 ms. This difference between conditions 3 and 4, a reversal of the lead and lag loudspeaker of the masker, has less predictable consequences for speech recognition than does the conditions 1 versus 2 difference. KEMAR measurements at the left and right ears for conditions 3 and 4 are shown in Fig. 1 ͑bottom͒. The spectral peaks show a periodicity of 250 Hz due to the 4-ms delay, but the differences in level between the two masker conditions at either ear are quite small. While this figure does not display interaural phase delays that might lead to differences in masking in the low frequencies, it does indicate that the considerable head shadow advantage seen in the top panel of the figure is essentially eliminated with this masker configuration. On the other hand, there are clear perceptual differences between the two maskers. Because of the precedence effect, in condition 3 the perceived location of the masker should be fairly close to the lead ͑front͒ location, which is the also the location of the target. In condition 4, the perceived location of the masker should be to the right, well separated perceptually from the target location.
Condition
1 The purpose of the experiment is to determine whether condition 4 is therefore a better environment for speech recognition than condition 3.
Conditions 1-4 constitute a set of conditions in which the different configurations of interference can be directly compared for a fixed single source target. As a consequence, in conditions 3 and 4 the target was single source even though the masker consisted of a source and a simulated reflection. In real rooms, both target and interference would have reflections. To create a more realistic simulation, two additional conditions were included ͑5 and 6 in Table I͒ in which the target and masker were both lead-lag pairs. The target was front-right, but the masker was either front-right ͑condition 5͒ or right-front ͑condition 6͒. Because of the added ''reflection,'' the differences in energetic masking between conditions 5 and 6 should be much less than in the 1 versus 2 comparison. However, like condition 2, condition 6 will create a large perceptual separation between target and interference. Performance on conditions 1 and 2 will be contrasted with conditions 5 and 6, with the expectation that any difference between the latter two conditions would be due to a release from informational masking due to perceived location separation.
Apparatus, stimuli, and procedures
The experiments were conducted in an IAC anechoic chamber measuring 4.9ϫ4.1ϫ3.12 m 3 . The walls, floor, and ceiling are lined with 0.72-m foam wedges. Subjects sat in the center of the room in front of a semicircular arc constructed of wood and covered with foam. Two Realistic Minimus 7 loudspeakers were positioned on the arc, one at 0 degrees ͑directly in front of the listener͒ and one at 60 degrees to the right. The loudspeakers were angled to face the listener at distance of 1.9 m from the center of the listener's head and at a height of 1.4 m from the wire mesh floor of the anechoic chamber, ear height for the average seated subject.
Speech stimuli were 320 ''nonsense'' sentences developed by Helfer ͑1997͒. The sentences are correct syntactically but are not meaningful. Examples are, ''The thorn can wake the kettle'' and ''His hand should doubt the line.'' Italicized words are key words that are scored during speech recognition testing. This type of speech material was used because the sentences have the flow of connected speech but each key word must be recognized individually and cannot be determined from the semantic context of the sentence. The sentences were spoken in an audiometric sound room ͑IAC 1604͒ by a college-aged female native speaker of standard American English. They were recorded onto digital au-FIG. 1. Spectral measurements from the ears of KEMAR for a white-noise stimulus. Top panel: the spectrum at the left ear when the noise is from 0 degrees ͑front͒ or 60 degrees to the right ͑right͒. The head shadow effect is seen above 1.5 kHz. Bottom panel: the spectrum at the two ears for twosource noises with a 4-ms delay. The spectrum is different at the two ears, but does not depend significantly upon whether the front ͑front-right͒ or right ͑right-front͒ loudspeaker is the lead. Except for some of the periodicity seen in the bottom panel, the response for the front condition in the top panel is highly similar to the left-ear responses in the bottom panel.
diotape and then replayed, low-pass filtered at 8.5 kHz, and sampled at 20 kHz using a 16-bit analog-to-digital converter ͑TDT AD1͒. The resulting digital waveforms were displayed on a computer monitor and were examined visually and auditorily for artifacts such as excessive noise or peak clipping that would require replacement of the sentence. The sentences were divided on an arbitrary basis into 16 lists of 20 sentences ͑60 scoring words͒ each.
Two types of interference were recorded on digital audiotape. One was speech-spectrum noise recorded from an audiometer ͑GS 16͒. The other was a recording by a second female college student of a different set of 25 nonsense sentences. These speech waveforms were subjected to broadband automatic gain control at the time of recording to minimize variations in peak SPLs when they were presented in the anechoic room. The taped waveforms were low-pass filtered and digitized in a manner similar to the target waveforms described above. Periods of silence before and after each sentence were removed so that the final waveform consisted of an uninterrupted stream of 25 sentences. A continuous 30-min repetition of this stream was recorded on digital audiotape for later playback during the experiments. A longterm one-third-octave band analysis of the target and two types of interferers was conducted using a spectrum analyzer ͑HP 3569A͒. For the analysis of the target, 25 sentences, chosen arbitrarily from among those used in the experiments, were concatenated in a similar manner to the talker interference. The results of the analysis, shown in Table II , reveal a reasonable similarity in long-term spectrum between the target and the talker interference, while the speech-spectrum noise interference had a flatter spectral envelope than either of the two talkers.
Target sentences were presented through 16-bit D/A conversion at 20 kHz ͑TDT DA1͒, low-pass filtering at 8.5 kHz, programmable attenuation ͑TDT PA3͒, summation with the masker when necessary ͑TDT SUM3͒, and power amplification ͑NAD 2100͒, before delivery to the Realistic loudspeakers. When two-channel presentation was used ͑condi-tions 5 and 6͒ a delayed version of the waveform was presented from a second channel. This was created by padding 80 zeros ͑4 ms at 20 kHz͒ at the beginning of the waveform file. The interference was presented from a single channel of the DAT, attenuated, and fed to a delayer ͑Klark Teknik DN716͒, one output of which was delayed by 4 ms relative to the other. The delayer outputs were mixed with the target channels using the TDT SUM3.
Calibration of target and interference was made with a microphone placed at the location of the center of the listeners' head with the listener absent. The speech stimuli were calibrated based on peak needle movement measured on a sound level meter ͑B&K 2204͒ using A weighting and a ''fast'' rms meter response. The speech-spectrum noise was calibrated to the steady rms A-weighted level. The level of the target was measured to be 47 dBA from either the 0-or 60-degree loudspeaker. Small adjustments in attenuation were applied to the individual sentences to maintain the same presentation level throughout. The 47-dBA presentation level was fixed within and across blocks of 20 sentences. The interference was varied in level from block to block to create four different signal-to-noise ratios for each type of masker.
The nominal values of S-N ratio reported in the text and tables refer to the values measured for single sources of target and interference ͑conditions 1 and 2͒ and also apply directly to conditions 5 and 6 because a delayed copy of both stimuli was added. For conditions 3 and 4, the interference ͑but not the target͒ was presented from two loudspeakers, increasing the relative level of the interference. However, no adjustment was made in the labeling of S-N ratios for these conditions. Table III indicates how the conditions were grouped to form four individual subexperiments with different sets of subjects. Within a subexperiment, the type of interference was fixed, and the loudspeaker conditions either were 1-4 or 5 and 6. In the cases where conditions 1-4 were tested, the combination with four S-N ratios yielded 16 total conditions. A within-subjects Latin square design was used in which each subject listened to all 16 conditions once in a random order, with a different list for each condition. The assignment of lists to conditions was different for each subject. For example, in the first subexperiment listed in Table III, subject 1   TABLE II . Long-term average one-third-octave spectra for the target, the talker interference ͑''Talker''͒, and the speech-spectrum noise interference ͑''SSN''͒. Values in the table are given in decibels relative to the A-weighted level.
One-third octave center frequency ͑Hz͒   250  315  400  500  630  800  1000  1250  1600  2000  2500  3150  4000  5000  6300   Target  Ϫ13  Ϫ12  Ϫ1  Ϫ6  Ϫ5  Ϫ8  Ϫ9  Ϫ14  Ϫ17  Ϫ20  Ϫ17  Ϫ21  Ϫ24  Ϫ25  Ϫ25  Talker  Ϫ7  Ϫ12  Ϫ3  Ϫ4  Ϫ5  Ϫ9  Ϫ12  Ϫ14  Ϫ13  Ϫ16  Ϫ18  Ϫ18  Ϫ22  Ϫ25  Ϫ30  SSN  Ϫ15  Ϫ15  Ϫ13  Ϫ12  Ϫ11  Ϫ11  Ϫ10  Ϫ10  Ϫ10  Ϫ10  Ϫ11  Ϫ12  Ϫ14  Ϫ16  Ϫ18 might have initially been presented with list 4 in loudspeaker condition 1 with a Ϫ6-dB S-N ratio. The next block could have been list 5 presented in loudspeaker condition 4 at a 0-dB S-N ratio, and so on. This design eliminated the difficulties inherent in creating lists that are reliably equivalent across stimulus conditions, because the data set for each condition consisted of all 320 sentences, or 960 scored items ͑320 sentencesϫ3 key words per sentence͒. A similar design was used when conditions 5 and 6 were presented, although there were eight total stimulus conditions ͑2 loudspeaker conditionsϫ4 S-N ratios͒. Each of eight subjects listened to two 20-sentence lists for each of the eight conditions. However, for the female talker interference the entire experiment was repeated with a different set of eight subjects for a total of 16 because variability seemed to be higher. Listeners were a total of 56 young college students with self-reported normal hearing. Their participation consisted of one listening session lasting approximately 1 h. Following initial instructions they were given 15 practice trials with several loudspeaker conditions in order to become familiar with the task. During the experiment subjects listened to 16 blocks of 20 sentences with a short break after eight blocks. Individual trials were initiated by a listener's button press. The interference was gated on first followed by a single sentence spoken by the target talker which began 0.6 to 1.2 s later. This delay provided a basis for the subject to attend to the target in conditions where female talker interference was presented from the same location͑s͒ as the target. Because the female talker interference was presented from a continuously running tape, the initial words heard were variable, occurring at any point during any of the 25 sentences. The target and interference ended simultaneously. The listener was instructed to then repeat the target sentence to the best of his/her ability. An experimenter seated approximately 5 ft behind the listener scored the key words.
B. Results

Speech-spectrum noise interference
The percentage of correct key words for the speechspectrum noise interference, displayed in Fig. 2͑a͒ , demonstrates the effects of the first four loudspeaker conditions. For the F-F ͑masker from front͒ condition, only 11% of words were correctly identified at the poorest S-N ratio. As S-N ratio increased, performance grew approximately linearly with a slope of about 7% per dB. By contrast, when the masker was presented from the right loudspeaker ͑the F-R condition͒, 69% of words were correctly identified at the Ϫ9-dB S-N ratio, and performance grew to above 90% correct at the higher S-N ratios. Using a criterion of 70% correct, the advantage of the masker being presented from the right as opposed to the front was approximately 8.2 dB. This 8.2-dB advantage is consistent with comparable data and predictions in the literature. For example, it is within 1 dB of the 9-dB advantage measured by Bronkhorst and Plomp ͑1988͒ with the target speech at 0 degrees and a speechspectrum noise interference at 60 degrees. It is also within 1 dB of the predictions by Zurek ͑1993, Figure 15 .4͒ for a 60-degree separation. This adds additional support for Zurek's ͑1993͒ model; i.e., the improvement in speech recognition is due to increases in the articulation index which result from greater in-band detectability created by head shadow and binaural interaction effects.
Also displayed in Fig. 2͑a͒ is the percent correct performance for the conditions with the two source maskers ͑F-FR and F-RF͒. Both functions fall slightly below the front-only masker data ͑F-F͒, probably because of the additional masker energy resulting from the presentation of the masker from two loudspeakers ͑which did not affect the reported S-N ratio, as described in Sec. A.2͒. There was little difference in results for the RF and FR maskers, suggesting that the perceived location of the masker in relation to the signal was not important. Thus, although the RF masker was heard well to the right of the target ͑due to the precedence effect͒, while the FR masker appeared to be close to the target, this had no major effect on speech recognition. Figure 2͑b͒ displays the results for conditions 5 and 6 where the target talker was FR and the speech-spectrum interference was either FR or RF. Not surprisingly, the FR-FR data are highly similar to the F-F data from the left panel, which are replotted in the right panel as a dashed line. Compared to the FR-FR data, the results for FR-RF are 5% to 10% better at each S-N ratio, resulting in a horizontal shift of less than 1 dB. Thus, despite the fact that the FR masker is perceived to be right on top of the target and the RF masker is perceived to be well separated from the target, these two configurations do not create large differences in masking, at least when the target is speech and the masker is a steady noise. This condition may therefore serve as a baseline for considering perceptual separation advantages with maskers that contain a substantial informational component and are highly confusable with the target.
Female talker interference
The speech recognition data for the female talker interference are substantially different from the data obtained for the speech-spectrum interference. The data for the front-only targets, shown in Fig. 3͑a͒ , show shallow growth in performance with increasing S-N ratio. For example, in the F-F condition, the percentage of words correctly identified improved by only approximately 30 percentage points over a 12-dB range, in contrast to the 60 percentage points over a 9-dB range obtained for the speech-spectrum interference. It follows that recognition performance, which is reasonably similar at the 0-dB S-N ratio across the two types of interference ͑comparing Figs. 2 and 3͒, is much better for the talker interference at low S-N ratios. The more gradual slope obtained with the talker interference is consistent with earlier data on speech or speechlike maskers ͑Dirks and Bower, 1969; Festen and Plomp, 1990͒ . In the case of Dirks and Bower ͑1969͒, the psychometric function for speech recognition in single talker interference extended down to Ϫ40-dB S-N ratio for some conditions. The difference in the slopes of the talker and noise interference functions in the current study is also consistent with differences between maskers found for nonspeech stimuli by Kidd et al. ͑1998͒ . They found much shallower masking functions for their informational masker than for their energetic masker.
Performance in the F-R condition was again much better than in the F-F condition. The difference in S-N ratio at 70% correct was at least 12 dB; with small linear extrapolations of both the F-F and F-R functions it is estimated to be 13.7 dB. This is in contrast to the 8.2-dB difference found for the speech-spectrum interference. The larger effect of spatial separation, we propose, is due to the fact that the female talker produces informational masking as well as energetic masking, and spatial separation creates an additional release from this type of masking. When the target speech is separated spatially from this type of interference, the listener is assumed to benefit from head shadow and binaural interaction advantages and, in addition, from the fact that the interference is perceived to be well separated from the target.
The similarity of the data for the FR and RF maskers, also shown in Fig. 3͑a͒ , seems inconsistent with the above interpretation, at least on first examination. Due to the precedence effect, the FR masker is perceived to be near the front, close to the location of the target, while the RF masker appears well to the right. Yet there seems to be little or no advantage of this wider perceptual separation of target and masker. One clue to this inconsistency may be found in the fact that both the FR and RF maskers produced considerably less masking of speech performance than the F masker, despite the fact that the overall level of the masker was higher in the two-loudspeaker conditions. The additional overall energy provided by the second loudspeaker decreased performance slightly for the speech-spectrum noise interference, as seen in Fig. 2͑a͒ , but just the opposite was seen for the female talker interference. This difference may be explained by considering that the existence of the precedence effect does not imply that the delayed sound has no effect. First, the FR masker is probably heard nearly but not exactly from directly in front. Using values of the weighting of lead and lag reported by Shinn-Cunningham et al. ͑1993͒, the centroid of the image is expected to be shifted 6 to 12 degrees to the right due to the small influence of the delayed right loudspeaker. Even small shifts have been shown to improve speech recognition in previous studies ͑Speith et Dirks and Wilson, 1969͒ . The addition of the sound from the delayed loudspeaker also affects timbre and produces a bigger, more spacious image than that which occurs with a single source sound ͑Blauert, 1983; Bech, 1998͒. Any of these subtle differences might have been useful to the subject in segregating the target and interference. Carhart et al. ͑1969͒ reported that interaurally delayed maskers that produced distinct images and clear intracranial separation between target speech and talker interference produced no more, and sometimes less release from masking than interaurally phase-reversed maskers that created diffuse images and less pronounced spatial separation from the target. In the current study, it appears that the FR masking condition provides sufficient differences between target and interferer to allow optimal performance and the greater spatial separation in the RF condition does not enhance performance. These perceptual differences are apparently not useful for the speech-spectrum noise interference, which is assumed to produce no informational masking.
The two conditions which employed the FR target provide a better test of whether the difference in perceived location of the FR and RF interference was important. This is because the FR-FR condition clearly did not create the differences in timbre, spaciousness, and location of the auditory image that are assumed to have occurred for the F-FR condition. The results for the FR target, displayed in Fig. 3͑b͒ , show a large, 4 to 9 dB, improvement in required S-N ratio for the RF masker in comparison to the FR masker. This is in stark contrast to the mere 1-dB difference obtained for the same conditions with the speech-spectrum noise interference ͓see Fig. 2͑b͔͒ . The dashed line in Fig. 3͑b͒ is a replotting of the F-F results from the left panel. Because one would expect F-F and FR-FR to be the same, the similarity again demonstrates the reliability of the measurement ͑see also the dashed line in Fig. 2͑b͒ . This also suggests that the lack of change in performance that occurred between Ϫ8 and Ϫ4 dB for these conditions is more than a random occurrence. One possible explanation is that informational masking was actually less at Ϫ8 dB S-N ratio than at Ϫ4 dB and canceled the effect of greater energetic masking. At the poorer S-N ratios, the difference between the levels of the target and interference could have helped listeners segregate the two talkers ͑see also Egan et al., 1954; Dirks and Bower, 1969͒ . In summary, the FR-FR vs FR-RF loudspeaker presentation conditions that produced little difference in intelligibility for the speechspectrum interference produced large differences for the female talker interference. This suggests that the benefits of spatial separation of target and masker can be large even in an environment with reflections, if a masker produces informational as well as energetic masking.
The design of the experiments and interpretations of the results to this point have made the assumption that the speech-spectrum noise interference produces purely energetic masking. Because the speech and noise are so dissimilar, the speech is not confused with the noise, only masked by it. When target and interference are separated, binaural interaction and head shadow effects produce an advantage, but there is presumably no additional advantage to having the target and interference appear to be in different places. This type of continuous noise interference can therefore serve as a baseline for studying maskers with informational components. The assumption is supported by the agreement between the size of the advantage for F-R vs F-F ͓Fig. 2͑a͔͒ and Zurek's ͑1993͒ predictions based on head shadow and binaural interaction. However, there is uncertainty about precisely what is predicted for the FR and RF maskers with either the F or FR targets. Predicting masking level differences for such stimuli is possible, in theory, but is not straightforward and is untested. We determined that it was necessary to measure the detectability of signals in the presence of these maskers so that direct predictions of the data based on energetic masking could be made.
II. EXPERIMENT II: FREE FIELD DETECTION THRESHOLDS
In this experiment, detection thresholds for narrow-band noises with 15 center frequencies were obtained in the presence of the speech-spectrum noise used in experiment I. Thresholds were obtained for all six of the loudspeaker conditions used in the speech recognition experiments.
A. Methods
The signals were bursts of digitally synthesized narrowband noise, 200 ms in duration ͑including 20-ms linear rise/ fall periods͒, and one-third octave in bandwidth, with center frequencies ͑CFs͒ of 250, 315, 400, 500, 630, 800, 1000, 1250, 1600, 2000, 2500, 3150, 4000, 5000 , and 6300 Hz. The bursts were created by low-pass filtering two independent Gaussian noises with a cutoff frequency of 0.1155ϫCF ͑one-half of the third-octave bandwidth͒, multiplying one of the noises by a sine waveform at the CF and the other by a cosine waveform at the CF, and summing the resultants. The spectra of the signals created this way were verified using a spectrum analyzer. Ten independent samples of each signal were stored on a computer. The masker was the speech spectrum noise used in experiment I.
During the collection of the threshold data, the speech spectrum noise masker was presented continuously at an overall level of 47 dBA per loudspeaker as measured with a microphone at the position at the center of the listeners' head ͑with the listener absent͒. Calibration of the signals followed the same procedure. Detection thresholds for the signals were estimated using a four-alternative-forced-choice adaptive tracking procedure. On each trial, the signal was presented in one of four temporal intervals marked by lights on a response box. The signal interval was chosen randomly from trial to trial. After recording their responses, subjects were provided with feedback on each trial. The signal level varied adaptively according to a two-hits down, one-miss up stepping rule, which tracks 70.7% correct performance ͑Lev-itt, 1971͒. The initial presentation level was well above threshold and the initial step size was 16 dB. The step size decreased with subsequent reversals in the adaptive tracking, reaching a minimum of 2 dB. Threshold was taken as the average of the SPLs existing on the last six of ten total reversals. Each of three normal-hearing subjects ͑confirmed by audiometry͒ obtained three such threshold estimates for each of the 15 CFs.
The six loudspeaker conditions used in experiment I were also used here. For the purposes of data collection the conditions were paired as shown in Table I , with conditions 5 and 6 run first, followed by 1 and 2 and then 3 and 4. In a block of trials all 15 frequencies were tested in a different random order for each block. Three blocks were run for each loudspeaker condition, six for each pair of conditions. Within the six blocks required for each pair, the two conditions were interspersed ͑e.g., 5, 6, 6, 5, 6, 5͒. These orders varied randomly from subject to subject.
B. Results
The mean data from the three subjects are displayed in Table IV . As expected with detection of narrow-band signals in broadband noise, good consistency was observed across the three runs for each subject and across subjects. Standard errors ͑not shown͒ were low, typically in the 1-to 2-dB range. Not surprisingly, the F-F versus F-R difference was the largest by far, as large as 13 dB at some frequencies, and encompassed the entire frequency range. In comparison, the FR-FR versus FR-RF difference was much less, averaging about 5 dB in the low frequencies through 630 Hz, and approximately 1 dB at 1000 Hz and above. The purpose of these latter conditions was to create perceptual separation while minimizing the head shadow and binaural interaction advantages. It is clear from the results that detection advantages were reduced considerably with this set of conditions, although they were not eliminated. The small differences in high-frequency thresholds suggest that intensity differences due to head shadow were reduced to near zero ͑see also Fig.  1͒ , but some phase differences at low frequencies were sufficient to create release from masking of 4 to 6 dB. This release from masking was not as large as what was obtained for F-R versus F-F conditions. The F-RF thresholds were only minimally different from the F-FR thresholds. Both were also very close to the F-F data. The similarity of the thresholds for the F-F, F-FR, and F-RF conditions is consistent with the finding that the speech recognition scores were very similar across these conditions for the speech spectrum interference ͑see Fig. 2͒ .
The thresholds obtained at the 15 frequencies were used to predict changes in S-N ratio required for criterion performance using the articulation index ͑AI͒ ͑Kryter, 1962͒. With the thresholds for the F-F condition as the baseline, thresholds for the other conditions were used to calculate the change in articulation index for each condition with the speech-spectrum interference.
2 Weights for each one-third octave were taken from values for ''average speech'' from Pavlovic ͑1987͒. 3 The difference in AI was multiplied by 30 dB to convert it to an approximate S-N ratio difference relative to the F-F condition for an equivalent level of performance. In addition to the mean masked thresholds described above, Table IV also includes the AI weights, predicted AI differences, and predicted S-N ratio differences. It is worth noting that the 9-dB advantage predicted for F-R versus F-F is very close to Zurek's ͑1993͒ predictions for the 60-degree separation, and the predicted advantage is reduced to 2 dB when simulated reflections are added for both signal and masker ͑FR-RF͒. Figure 4 displays the predicted spatial separation advan-TABLE IV. Mean thresholds from three subjects for one-third-octave bands of noise in the presence of a speech spectrum noise background. The change in articulation index relative to the F-F condition was computed for each of the other conditions by ͑1͒ subtracting each threshold from the corresponding threshold for the F-F condition, ͑2͒ dividing the difference by 30 dB, ͑3͒ multiplying the resultant by the articulation index weights for ''average speech'' from Pavlovic ͑1987͒, and ͑4͒ summing the resultants across 15 frequency bands. The approximate S-N ratio advantage for each condition was then computed by multiplying the change in articulation index by 30 dB. tages taken from the bottom row of Table IV together with the actual advantages measured from the data. These actual advantages were estimated by linearly interpolating and extrapolating the data in Figs. 2 and 3 to find the S-N ratio corresponding to 70% correct for each condition and subtracting the S-N ratio obtained for the F-F condition from each of the others. This was done separately for the speech spectrum interference and the female talker interference. The criterion of 70% correct was used because the majority of the functions passed through or near that performance level, so the need to extrapolate was minimal. For the speechspectrum noise interference, the good correspondence between the predictions and the data demonstrates the utility of the articulation index, in that the difference in performance across conditions with the speech spectrum interference can be accounted for by the differences in binaural detection thresholds that presumably result from head shadow and binaural interaction. For comparison, the filled triangles show the actual differences relative to the F-F data for the female talker interference. The S-N ratio advantages relative to the F-F condition are 5-8 dB better than they are for the speech spectrum noise interference except for the FR-FR condition, where there were no spatial separation cues.
III. DISCUSSION
The findings of the current study are in agreement with previous studies which show that the benefit of spatially separating speech and a steady background noise is severely reduced in a reverberant environment relative to the anechoic situation ͑e.g., Koehnke and Besing, 1996͒ . The advantage of separating the original sources of target speech and speechspectrum noise interference by 60 degrees, measured as the difference in S-N ratio required for 70% correct, was reduced from 8 dB to 1 dB or less by adding a single simulated ''reflection'' for target and masker. The reflection disrupted the interaural differences that produce release from masking in an anechoic environment. As shown in Fig. 4 , the reduced advantage of spatial separation on speech recognition was predictable from the reduction in release from energetic masking observed in experiment II. There appeared to be no additional advantage from the fact that speech and noise were perceived to originate from different locations.
Relative to the speech-spectrum noise interference, the advantages of spatial separation were considerably greater when the interference was a single talker of the same sex. In the anechoic condition, the spatial separation advantage for the female talker interference was approximately 14 dB, compared with 8 dB obtained for the speech-spectrum interference. In the simulated reflection condition, the spatial separation advantage was approximately 9 dB for the female talker interference compared with less than 1 dB for the speech-spectrum noise interference.
Substantial differences between the two types of interference complicate the interpretation of the differences in results. In addition to the fact that one was noise and the other was speech, the interferers were different in their longterm average spectrum and, perhaps more importantly, in their short-term spectral and amplitude fluctuations. However, the previous literature indicates that maskers with fluctuations are not necessarily associated with unusually large advantages of spatial separation in speech recognition ͑e.g., Duquesnoy, 1983; Bronkhorst and Plomp, 1992͒ . For example, using a noise masker modulated by the envelope fluctuations of a single talker, Bronkhorst and Plomp ͑1992͒ found only an 8-dB advantage in speech recognition threshold when the masker was moved from 0 degrees ͑the target position͒ to a location 90 degrees to the right. This 8-dB difference obtained with a fluctuating noise is well predicted by Zurek's ͑1993͒ model, even though the model was intended for steady background noise conditions.
While the considerable differences between the maskers in this study make it impossible to be certain about the reasons for the differences in the data, we hypothesize that the larger spatial separation advantages observed for the talker interference were because that type of interference produced informational as well as energetic masking. When target and interference were both speech, spatial separation helped to segregate the target message from the interfering message. This interpretation is consistent with the substantial benefit of spatial separation found with nonspeech informational maskers ͑Kidd et al., 1998͒. There may be practical implications if the larger benefit of spatial separation with informational maskers turns out to be a general finding. Specifically, it may be sensible to consider using such maskers to evaluate technology intended to improve spatial hearing ͑e.g., binaural and multi-microphone hearing aids͒.
The generality of the finding of a larger benefit of spatial separation with the talker interference is a question that must be answered by future research. The results with the female talker interference are an example, not a global description, of how spatial separation of target and interference can improve speech recognition. Presumably, there exist talkers whose speech is more difficult to segregate from the target, and other talkers whose speech is less disruptive. The advantages of spatial separation are likely to vary depending on talker characteristics. Using male target and interfering talkers, Plomp ͑1976͒ did not find a larger advantage of spatial separation compared with a condition where speechspectrum noise was used as the interference. However, the 0-degree target, 0-degree interference condition used two separate loudspeakers, so there was a small amount of spatial separation even in that condition. This might be an important difference from the current study. The effect of two or more interfering talkers should be considered as well. Yost et al. ͑1996͒ found that spatial separation advantages were greater when there were a total of three talkers than when there were two.
The sex of the target talker relative to the interference is also likely to be an important variable. Duquesnoy ͑1983͒ used a female talker as the target and a male talker or a continuous noise as the interference. Both masker conditions benefitted from spatial separation in an anechoic environment. However, unlike the current data from our F-R condition, Duquesnoy ͑1983͒ did not find a greater effect of spatial separation for the speech masker than for the continuous noise masker. For the speech masker, that study found that the S-N ratio required for 50% correct sentence recognition in the F-F condition was Ϫ17.6 dB, which is considerably lower than the current result of approximately Ϫ8 to Ϫ4 dB ͑see Fig. 3͒ . Perhaps the cues to distinguish between the two talkers were so obvious that it was easy to attend to the target in the presence of the interference and, therefore, there was little release from informational masking in the spatial separation conditions. Interestingly, Duquesnoy ͑1983͒ found that presenting the talker interference backwards had no effect on the amount of masking for either the F-F or spatially separated conditions. Hygge et al. ͑1992͒ reported a similar finding with a female talker target and spatially separated male talker interference. However, Bower ͑1969͒ and Sperry et al. ͑1997͒ showed that presenting the masker backwards in monaural conditions did have an effect when target and interference contained talkers of the same sex. In the Dirks and Bower ͑1969͒ study, target and interference were the same male talker. When the interference was presented normally, but not backwards, a plateau was observed in the performance versus intensity function in the region just below 0-dB S-N ratio. Speech recognition performance did not improve as the S-N ratio increased from Ϫ10 to 0 dB. With similar conditions, Egan et al. ͑1954͒ observed the same type of discontinuity in the region of Ϫ8 to Ϫ4 dB S-N ratio. These results are similar to the plateau in the current experiment between the Ϫ8 and Ϫ4-dB S-N ratio when target and interference were not spatially separated ͑F-F and FR-FR in Fig. 3͒ . It appears that segregation of two talkers without spatial separation is particularly difficult when the two are similar in level, but this difficulty disappears when other cues are available to distinguish the target from the interference ͑e.g., different sex of target and interference, or interference presented backwards͒.
Why does perceived spatial separation appear to only aid performance when the stimuli are highly confusable? When two streams of information come in simultaneously, the subject must decide which words to concentrate on and decipher. Unless some additional cue is provided, the two messages are difficult to segregate. In our study the cue was a spatial separation of the two talkers; what is remarkable is that the separation could be an illusion, created by the precedence effect. In a recent study, Driver ͑1996͒ furnished an illusory visual cue, using the ventriloquist effect. Driver ͑1996͒ showed that it was easier to distinguish target and competing words spoken simultaneously by the same talker if a visual display of the talker producing the target words was separated spatially from the loudspeaker delivering both sets of words. In this case a release from informational masking occurred in the absence of acoustic differences because the displaced visual display pulled out the target words to its spatial location. As in the current experiment, the benefit was created by perceived differences in target and distracter locations. Both experiments illustrate how an illusory spatial separation can help direct attention to the designated target sounds.
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1 Informal listening by the experimenters to all the conditions verified that the localizations of target and interference were in the vicinity of the front and right loudspeakers as specified in the right columns of Table I . Formal testing may have revealed small shifts in perceived location toward the lag loudspeaker for the precedence effect stimuli, as predicted by ShinnCunningham et al. ͑1993͒ and Litovsky and Macmillan ͑1994͒. 2 The computation of changes in the articulation index based on changes in threshold requires the assumption that all of the audible speech spectrum is within the dynamic region of the AI, i.e., within the 0-to 30-dB range relative to the noise ͑Ϫ12 to ϩ18 dB for rms-to-rms comparison͒. We used the long-term spectrum measurements shown in Table II to check the validity of this assumption at the point of comparison ͑70% correct͒. Out of 90 possibilities ͑15 frequencies for six conditions͒, the S-N ratio fell out of this range only twice, and then only by 1 dB. Therefore, we believe that our assumptions concerning the use of the AI are reasonable. 3 The ''average speech'' AI computations include also the frequencies of 160, 200, and 8000 Hz. However, the weightings of these extreme frequencies are very low. For efficiency we limited the threshold testing to 15 frequencies, for which the articulation index weightings sum to more than 0.96 out of a possible 1.0.
