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Abstract
We shall prove that a moduli space of flat irreducible Lie algebroid connections over a compact
manifold has locally a natural structure of a smooth differentiable space. This is a generaliza-
tion of some well known results for the moduli space of holomorphic structures on a complex
vector bundle over a compact complex manifold.
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Introduction
Moduli spaces arise naturally in classification problems in geometry. Typically, one has a set whose
elements represent algebro-geometric objects of some fixed kind and an equivalence relation on
this set saying when two such objects are the same in some sense, and the problem is to describe
the set of equivalence classes. One would like to give the set of equivalence classes some structure
of a geometric space (usually a smooth manifold, a scheme or an algebraic stack). If it can be
done, then one can parametrize such objects by introducing coordinates on the resulting space.
The word moduli is due to B.Riemann, who used it as a synonym for parameters when he
showed that the space of equivalence classes of Riemann surfaces of a given genus g (for g > 1)
depends on 3g− 3 complex numbers. Moduli spaces were first understood as spaces of parameters
rather than spaces of objects.
Moduli spaces have many important applications in mathematics and physics. In geometry,
they allow us to construct invariants of manifolds, for example, Donaldson and Seiberg–Witten in-
variants of compact four-manifolds, Gromov–Witten invariants of symplectic manifolds and many
others. Another application is the deformation theory describing small perturbations of a given
object.
The motivation for the study of moduli spaces of flat Lie algebroid connections on vector
bundles over compact manifolds is based on the two most important special cases. The first one
is the moduli space of holomorphic structures on complex vector bundles over compact complex
manifolds (more about this and the closely related Hitchin–Kobayashi correspondence can be found
in [1], [2] and [3]). The second one is the moduli space of Higgs bundles on compact Riemann
surfaces, see [4], [5] and [6].
The main purpose of this paper is to prove that certain moduli spaces of Lie algebroid connec-
tions on real (complex) vector bundles over compact manifolds carry a natural structure of real
(complex) smooth differentiable spaces.
Let L be a real (complex) Lie algebroid over a compact manifold M such that L satisfies
the condition of ellipticity and let E be a real (complex) vector bundle over M . In the first
part of the paper, we develop the theory of Lie algebroid connections. In the second part, we
∗The author of this article was supported by the grant LC 505 of the Ministry of Education, Youth and Sports
(MŠMT).
give a differential geometric construction of the moduli space M∗(E,L) of isomorphism classes of
irreducible flat Lie algebroid connections. This moduli space is a locally Hausdorff real (complex)
smooth differentiable space of a finite dimension. We use the Kuranishi’s method to describe local
models for M∗(E,L). Locally around any point [∇] ∈ M∗(E,L) this space is a zero set of the
smooth mapping
Φ: O ⊂ H1(E,∇)→ H2(E,∇)
of finite dimensional cohomology spaces, and O is an open subset in H1(E,∇).
1 Lie algebroids – definitions and examples
Lie algebroids were first introduced and studied by J. Pradines [7], following the substantial work
of C.Ehresmann and P.Libermann on differential groupoids (later called Lie groupoids), as in-
finitesimal objects for differential groupoids. Just as Lie algebras are the infinitesimal objects of
Lie groups, Lie algebroids are the infinitesimal objects of Lie groupoids. They are generalization
of both – Lie algebras and tangent vector bundles.
1.1 Lie algebroids
Definition 1. A real (complex) Lie algebroid (L
π
−→M, [· , ·], a) is a real (complex) vector bundle
π : L → M together with a real (complex) Lie algebra bracket [· , ·] on the space of sections
Γ(M,L) and a homomorphism of vector bundles a : L → TM (a : L → TMC), called the anchor
map, covering the identity on M , i.e., the following diagram
M M
idM
//
L
π

TM
a //
πM

resp.
M M
idM
//
L
π

TMC
a //
πM

commutes. Moreover, the anchor map fulfills
i) a([ξ1, ξ2]) = [a(ξ1), a(ξ2)] resp. a([ξ1, ξ2]) = [a(ξ1), a(ξ2)]C,
ii) [ξ1, fξ2] = f [ξ1, ξ2] + (a(ξ1)f)ξ2, (the Leibniz rule)
for all ξ1, ξ2 ∈ Γ(M,L) and f ∈ C∞(M,R) resp. f ∈ C∞(M,C).
Definition 2. If (L1 → M, [· , ·]L1, aL1) and (L2 → M, [· , ·]L2 , aL2) are Lie algebroids, then a
vector bundle homomorphism ϕ : L1 → L2 covering the identity onM is a Lie algebroid morphism
if aL2 ◦ ϕ = aL1 and ϕ induces a Lie algebra homomorphism form XL1(M) to XL2(M).
Remark. Let A be a commutative K-algebra1 with unit. We denote by DerK(A) the A-module
of K-linear derivations of A. Recall that DerK(A) is naturally a Lie algebra over K with respect
to the usual commutator.
A Lie–Rinehart A-algebra is an A-module L endowed with a structure of a Lie algebra over
K and with a morphism a : L → DerK(A) of A-modules, called the anchor map, satisfying the
following axioms:
i) a([x, y]L) = [a(x), a(y)] for x, y ∈ L, i.e., a is a morphism of Lie algebras over K,
ii) [x, fy]L = f [x, y]L + (a(x)f)y for x, y ∈ L and f ∈ A.
Consider the commutative R-algebra A = C∞(M,R), then DerR(A) is the Lie algebra of vector
fields on M . Afterwards, the space of sections Γ(M,L) of a real Lie algebroid (L → M, [· , ·]L, a)
is a Lie–Rinehart A-algebra.
In fact, Lie–Rinehart algebras are the algebraic counterparts of Lie algebroids, just as modules
over a ring are the algebraic counterpart of vector bundles.
1The letter K stands for the field R or C.
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1.2 Examples of Lie algebroids
Let us present now a few basic examples of Lie algebroids.
1.2.1 Real Lie algebroids
Example. (tangent bundles) One of the trivial examples of a Lie algebroid over M is the tangent
bundle L = TM of M , with the identity mapping as the anchor map and the Lie bracket of vector
fields as the Lie bracket.
Example. (Lie algebras) Any real Lie algebra g is a real Lie algebroid over a one-point manifold,
with zero anchor map.
Example. (foliations) Let L ⊂ TM be an involutive regular distribution on a manifold M . Then
L has a Lie algebroid structure with the inclusion as the anchor map and the Lie bracket is the
usual Lie bracket of vector fields. By the Frobenius theorem, the distribution L gives a regular
foliation on M . On the other hand, to any regular foliation on M is associated an involutive
regular distribution and therefore a Lie algebroid over M .
Example. (bundles of Lie algebras) A bundle of Lie algebras is a vector bundle L → M with
a skew-symmetric C∞(M,R)-bilinear mapping [· , ·] : Γ(M,L) × Γ(M,L) → Γ(M,L), i.e., [· , ·] ∈
Γ(M,Λ2L∗ ⊗ L), satisfying the Jacobi identity. If we define the anchor map by a(ξ) = 0 for
ξ ∈ Γ(M,L), then (L→M, [· , ·], a) is a Lie algebroid. On the other hand, any Lie algebroid with
zero anchor map is a bundle of Lie algebras. Because [ξ1, fξ2] = f [ξ1, ξ2] + (a(ξ1)f)ξ2 = f [ξ1, ξ2],
we obtain [· , ·] ∈ Γ(M,Λ2L∗ ⊗ L).
Note that the notion of a bundle of Lie algebras is weaker then of a Lie algebra bundle, when
one requires that L is locally trivial bundle of Lie algebras (in particular, all Lie algebras Lx are
isomorphic).
Example. (vector fields) Lie algebroid structures on the trivial real line bundle over M are in a
one-to-one correspondence with vector fields on M . Given a vector field X ∈ X(M), we denote by
LX the induced Lie algebroid. As a vector bundle LX = M ×R. Because Γ(M,LX) ≃ C∞(M,R),
the anchor map is given by the multiplication by X , i.e., a(f) = fX , and the Lie bracket of two
sections f, g ∈ Γ(M,LX) is defined by
[f, g] = fLX(g)− gLX(f). (1)
Example. (action Lie algebroids) Consider an infinitesimal right action of a real Lie algebra g on
a manifold M , i.e., a Lie algebra homomorphism ζ : g → X(M). The usual situation is when we
have a right action r : M ×G→M of a Lie group G with the Lie algebra g. Then
ζX(x) = Terx.X =
d
dt |0
x. exp(tX), (2)
where X ∈ g and x ∈M , gives an infinitesimal right action of g on M . We define a Lie algebroid
g ⋉ M , called the action Lie algebroid or the transformation Lie algebroid, by the following
way. As a vector bundle g ⋉ M = M × g, it is a trivial vector bundle over M . Seeing that
Γ(M, g⋉M) ≃ C∞(M, g), the anchor map is given by
a(f)(x) = ζf(x)(x), (3)
while the Lie bracket on sections is defined by
[f, g](x) = [f(x), g(x)]g + (ζf(x)g)(x)− (ζg(x)f)(x). (4)
The Lie bracket is uniquely determined by the Leibniz rule and the condition that
[cX , cY ] = c[X,Y ] (5)
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for all X,Y ∈ g, where cX denotes the constant section of M × g.
Example. (two forms) For any closed 2-form ω ∈ Ω2(M,R), we define a Lie algebroid Lω as
follows. As a vector bundle Lω = TM ⊕ (M × R), the anchor map is the projection on the first
component, while the Lie bracket on sections Γ(M,Lω) ≃ X(M)⊕ C∞(M,R) is given by
[(X, f), (Y, g)] = ([X,Y ],LX(g)− LY (f) + ω(X,Y )). (6)
Example. (Atiyah sequences) In 1957, Atiyah [8] constructed in the setting of vector bundles
for any principal fiber bundle (P, p,M,G) the following key example of a transitive Lie algebroid
A(P ), called the Atiyah algebroid.
If r : P ×G→ P is the principal right action, then rˆ : TP ×G→ TP denotes the right action
given by rˆg = Trg. The space of orbits TP/G of the right action rˆ has a canonical structure
of a vector bundle over M . Moreover, we have an isomorphism Φ: Γ(M,TP/G)
∼
−→ X(P )G of
C∞(M,R)-modules, where fξ = (f ◦ p)ξ for f ∈ C∞(M,R) and ξ ∈ X(P )G. Furthermore, since
Tp is constant on orbits of the right action rˆ, the diagram
A(P ) TM
p∗
//
TP
q

TM
Tp //
idTM

commutes for a uniquely determined smooth mapping p∗ : A(P )→ TM , where q : TP → A(P ) is
the quotient map.
As a vector bundle A(P ) = TP/G, the anchor map is p∗, while the Lie bracket on sections
Γ(M,A(P )) is given by
[ξ1, ξ2] = Φ
−1([Φ(ξ1),Φ(ξ2)]) (7)
for ξ1, ξ2 ∈ Γ(M,A(P )).
Because A(P ) is a transitive Lie algebroid, i.e., the anchor map p∗ is surjective, we obtain the
following short exact sequence
0 −→ ad(P ) −→ A(P )
p∗
−→ TM −→ 0 (8)
of Lie algebroids over M known as the Atiyah sequence associated to the principal G-bundle P ,
where the Lie bracket on Γ(M, ad(P )) is induced from the given one on Γ(M,A(P )).
If L is a transitive Lie algebroid over M , then the associated short exact sequence
0 −→ ker a
i
−→ L
a
−→ TM −→ 0 (9)
of Lie algebroids is called the abstract Atiyah sequence. Note that not all abstract Atiyah sequences
come from sequences associated to principal fiber bundles.
Example. (Poisson manifolds) Any Poisson structure on a manifold M induces, in a natural way,
a Lie algebroid structure on the cotangent bundle T ∗M of M . Let π ∈ Γ(M,Λ2TM) be a Poisson
bivector onM , which is related to the Poisson bracket by {f, g} = π(df, dg). If we use the notation
π♯ : T ∗M → TM (10)
for the mapping defined by β(π♯(α)) = π(α, β) for α, β ∈ Ω1(M,R), then the Hamiltonian vector
field Xf associated to a smooth function f on M is defined by Xf = π
♯(df). The anchor map is
π♯ and the Lie bracket is given by
[α, β] = Lπ♯(α)(β)− Lπ♯(β)(α)− d(π(α, β)). (11)
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This Lie algebroid structure on T ∗M is the unique one with the property that a(df) = Xf and
[df, dg] = d{f, g} for all f, g ∈ C∞(M,R). When π is nondegenerate, M is a symplectic manifold
and this Lie algebra structure of Γ(M,T ∗M) is isomorphic to that of Γ(M,TM).
Example. (Nijenhuis manifolds) Let M be a manifold with a Nijenhuis structure, i.e., a vector
valued 1-form N ∈ Ω1(M,TM) with the vanishing Nijenhuis torsion. Recall that the Nijenhuis
torsion TN ∈ Ω2(M,TM) is defined by
TN (X,Y ) = [NX,NY ]−N [NX,Y ]−N [X,NY ] +N
2[X,Y ] (12)
for X,Y ∈ X(M), note that TN =
1
2 [N ,N ] for the Frölicher–Nijenhuis bracket. A vector valued
1-form N is called a Nijenhuis tensor if its Nijenhuis torsion vanishes. To any Nijenhuis structure
N , there is associated a new Lie algebroid structure on TM . The anchor map is given by a(X) =
N (X), while the Lie bracket is defined by
[X,Y ]N = [NX,Y ] + [X,NY ]−N [X,Y ]. (13)
It is well known that powers of Nijenhuis tensors, considered as endomorphisms of the tangent
bundle, are Nijenhuis tensors. Also any complex structure J on M is a Nijenhuis tensor.
Example. (generalized Nijenhuis manifolds) Let (L → M, [· , ·], a) be a Lie algebroid and let
N : L → L be a homomorphism of vector bundles covering the identity on M , such that its
Nijenhuis torsion vanishes, i.e.,
[NX,NY ]−N [NX,Y ]−N [X,NY ] +N 2[X,Y ] = 0 (14)
for all X,Y ∈ Γ(M,L). If we define the anchor map by aN (X) = (a ◦ N )(X) and the Lie bracket
by
[X,Y ]N = [NX,Y ] + [X,NY ]−N [X,Y ], (15)
then this gives a new Lie algebroid structure on L.
Example. (trivial Lie algebroids) For any real Lie algebra g, we define a Lie algebroid Lg over a
manifold M by the following way. As a vector bundle Lg = TM ⊕ (M × g), the anchor map is the
projection on the first component and the Lie bracket on sections Γ(M,Lg) ≃ X(M)⊕C
∞(M, g)
is defined by
[(X, f), (Y, g)] = ([X,Y ], [f, g]), (16)
where the bracket on sections Γ(M,M × g) ≃ C∞(M, g) is given by
[f, g](x) = [f(x), g(x)]g. (17)
Example. (jet prolongation of Lie algebroids) Let (L
π
−→M, [· , ·], a) be a Lie algebroid, then the
r-th jet prolongation JrL of L for r ∈ N0 has a unique Lie algebroid structure. The anchor map
is given by aJrL = π
r
0 ◦ a, where π
r
0 : J
rL→ L is the canonical projection, while the Lie bracket is
uniquely determined by requiring that the r-th jet prolongation
jr : Γ(M,L)→ Γ(M,JrL) (18)
is a homomorphism of Lie algebroids. More about the relation of jet prolongation of Lie algebroids
to the Cartan’s method of equivalence one can find in [9].
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1.2.2 Complex Lie algebroids
Example. (Lie algebras) Any complex Lie algebra g is a complex Lie algebroid over a one-point
manifold, with zero anchor map.
Example. (complexification of real Lie algebroids) Let (L → M, [· , ·], a) be a real Lie algebroid,
then LC becomes a complex Lie algebroid when the Lie bracket is extended complex bilinearly
and the anchor map is extended complex linearly.
Example. (complex manifolds) Let M be a manifold with a complex structure, i.e., a vector
valued 1-form J ∈ Ω1(M,TM) with the vanishing Nijenhuis torsion and satisfying J 2 = −idTM .
As a vector bundle L = TM0,1, the anchor map a : TM0,1 → TMC = TM1,0⊕ TM0,1 is inclusion
only and the Lie bracket is the Lie bracket of complexified vector fields.
Example. (CR manifolds) An abstract CR structure on a manifold M is a complex subbundle
L of the complexified tangent bundle TMC satisfying L ∩ L¯ = 0 and [ξ1, ξ2]C ∈ Γ(M,L) for any
ξ1, ξ2 ∈ Γ(M,L). The bundle L is called an abstract CR structure on the manifold M . The CR
codimension of the CR structure is k = dimM − 2 rkL. In the case k = 1, the CR structure is
said to be hypersurface type. The complex vector bundle L together with the Lie bracket of vector
fields and the inclusion of L into TMC as the anchor map is a complex Lie algebroid.
Example. (involutive structures) The previous two examples are special cases of more general
involutive structures. An involutive structure on a manifold M is a complex subbundle L of TMC
such that [ξ1, ξ2]C ∈ Γ(M,L) for any ξ1, ξ2 ∈ Γ(M,L). The complex vector bundle L together with
the Lie bracket of vector fields and the inclusion of L into TMC as the anchor map is a complex
Lie algebroid.
2 Differential geometry of Lie algebroids
Because we can think of Lie algebroids as generalized tangent bundles, we may use similar con-
structions for them.
Given a real (complex) Lie algebroid (L
π
−→M, [· , ·], a). A section of the vector bundle ΛkL∗ for
k ∈ N0 is called a k-form of L and the space of all k-forms will be denoted by ΩkL(M). Similarly,
a section of the vector bundle ΛkL for k ∈ N0 is called a k-vector field of L and the space of all
k-vector fields will be denoted by XkL(M). Let Ω
k
L(M) = {0} and X
k
L(M) = {0} for k < 0, then
we denote by
Ω•L(M) =
⊕
k∈Z
ΩkL(M) and X
•
L(M) =
⊕
k∈Z
XkL(M) (19)
the graded vector space of forms of L and the graded vector space of multivector fields of L,
respectively. For a real (complex) vector bundle E →M a section of the vector bundle ΛkL∗ ⊗E
is called E-valued k-form of L. The space of sections will be denoted by ΩkL(M,E).
The graded vector space Ω•L(M) has a natural structure of a graded commutative algebra via
the wedge product
(ω ∧ τ)(ξ1, . . . , ξp+q) =
1
p! q!
∑
σ
sign(σ) · ω(ξσ(1), . . . , ξσ(p)) τ(ξσ(p+1) , . . . , ξσ(p+q)), (20)
where ω ∈ ΩpL(M), τ ∈ Ω
q
L(M) and ξ1, . . . , ξp+q ∈ XL(M).
Further, there is a differential operator dL : Ω
•
L(M) → Ω
•+1
L (M) on the graded commutative
algebra Ω•L(M) defined by
(dLω)(ξ0, . . . , ξk) =
k∑
i=0
(−1)ia(ξi)ω(ξ0, . . . , ξ̂i, . . . , ξk)
+
∑
0≤i<j≤k
(−1)i+jω([ξi, ξj ], ξ0, . . . , ξ̂i, . . . , ξ̂j , . . . , ξk) (21)
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for ω ∈ ΩkL(M) and ξ0, . . . , ξk ∈ XL(M). The linear differential operator dL is called the Lie
algebroid differential of L or simply the de Rham differential of L. Besides for any ξ ∈ XL(M) we
define the insertion operator iLξ : Ω
•
L(M)→ Ω
•−1
L (M) by
(iLξ ω)(ξ1, . . . , ξk) = ω(ξ, ξ1, . . . , ξk) (22)
and the Lie derivative LLξ : Ω
•
L(M)→ Ω
•
L(M) through
(LLξ ω)(ξ1, . . . , ξk) = a(ξ)ω(ξ1, . . . , ξk)−
k∑
i=1
ω(ξ1, . . . , [ξ, ξi], . . . , ξk) (23)
for ω ∈ ΩkL(M) and ξ, ξ1, . . . , ξk ∈ XL(M).
Remark. As Ω•L(M) is a graded commutative algebra, the graded vector space of graded deriva-
tions
DerΩ•L(M) =
⊕
k∈Z
DerkΩ
•
L(M), (24)
where DerkΩ
•
L(M) is the vector space of graded derivations of degree k, has a structure of a graded
Lie algebra with the Lie bracket defined by
[D1, D2] = D1 ◦D2 − (−1)
k1k2D2 ◦D1 (25)
for D1 ∈ Derk1Ω
•
L(M) and D2 ∈ Derk2Ω
•
L(M).
Lemma 1. The insertion operator iLξ : Ω
•
L(M)→ Ω
•−1
L (M) and the Lie derivative L
L
ξ : Ω
•
L(M)→
Ω•L(M) have the following properties:
i) iLξ (ω ∧ τ) = i
L
ξ ω ∧ τ + (−1)
deg(ω)ω ∧ iLξ τ , i.e., i
L
ξ is a graded derivation od degree −1,
ii) LLξ (ω ∧ τ) = L
L
ξ ω ∧ τ + ω ∧ L
L
ξ τ , i.e., L
L
ξ is a graded derivation od degree 0,
iii) [LLξ , i
L
η ] = i
L
[ξ,η],
iv) [LLξ ,L
L
η ] = L
L
[ξ,η],
v) [iLξ , i
L
η ] = 0.
Proof. The proof goes along the same lines as in the special case L = TM , see [10]. ♠
Lemma 2. The Lie algebroid differential dL : Ω
•
L(M)→ Ω
•+1
L (M) has the following properties:
i) dL(ω ∧ τ) = dLω ∧ τ + (−1)deg(ω)ω ∧ dLτ , i.e., dL is a graded derivation od degree 1,
ii) dL ◦ dL =
1
2 [dL, dL] = 0, i.e., dL is a differential,
iii) [LLξ , d] = 0,
iv) [iLξ , d] = L
L
ξ (Cartan’s formula).
Proof. The proof goes along the same lines as in the special case L = TM , see [10]. ♠
Because dL is a graded derivation of degree 1 and a differential, i.e., d
2
L = 0, the graded
commutative algebra Ω•L(M) is a differential graded commutative algebra. The cohomology of the
complex
0 −−→ Ω0L(M)
dL−−→ Ω1L(M)
dL−−→ . . .
dL−−→ ΩrL(M) −−→ 0, (26)
where r = rkL, called the Lie algebroid cohomology of L, we will denote it by H•L(M). It unifies
de Rham and Chevalley–Eilenberg cohomology. When L = TM , we obtain H•TM (M) = H
•
dR(M),
on the other hand, when L = g, i.e., L is a Lie algebroid over a one-point manifold, we receive
H•
g
(M) = H•(g, g). Moreover, because dL is a graded derivation of degree 1, the Lie algebroid
cohomology H•L(M) of L is a graded commutative R-algebra (C-algebra).
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Furthermore, we can ask when is this complex an elliptic complex? For any f ∈ C∞(M,R)
and ω ∈ ΩkL(M) we have
(ad(f)dL)ω = dL(fω)− fdLω = dLf ∧ ω + fdLω − fdLω = a
∗(df) ∧ ω.
Hence for the principal symbol σ1(dL) we get
σ1(dL)(ξx) = a
∗(ξx)∧ : (Λ
kL∗)x → (Λ
k+1L∗)x
for every x ∈M and ξx ∈ T ∗xM , i.e., the symbol is the exterior multiplication by a
∗(ξx). Therefore,
we obtain the Koszul complex
0 −−−−−→ (Λ0L∗)x
a∗(ξx)∧
−−−−−→ (Λ1L∗)x
a∗(ξx)∧
−−−−−→ . . .
a∗(ξx)∧
−−−−−→ (ΛrL∗)x −−−−−→ 0,
where r = rkL, which is an exact sequence if and only if a∗(ξx) 6= 0. Thus, the differential complex
(26) is elliptic if and only if the corresponding Koszul complex is an exact sequence for any x ∈M
and 0 6= ξx ∈ T ∗xM , in other words if and only if a
∗(ξx) 6= 0 for any x ∈M and 0 6= ξx ∈ T ∗xM .
If L
a
−→ TM is a real Lie algebroid, then the elipticity is equivalent to the requirement that
a∗ : T ∗M → L∗ is injective or that a : L→ TM is surjective. For a complex Lie algebroidL
a
−→ TMC
it corresponds to the requirement that a∗|T∗M : T
∗M →֒ (TMC)∗ → L∗ is injective.
Lemma 3. Let M be a compact manifold and let L→M be a real (complex) Lie algebroid sat-
isfying the ellipticity condition. Then ker dL consists of locally constant real (complex) functions.
Proof. Because the Lie algebroid L satisfies the ellipticity condition, the complex
0 −−→ Ω0L(M)
dL−−→ Ω1L(M)
dL−−→ . . .
dL−−→ ΩrL(M) −−→ 0,
where r = rkL, is an elliptic complex. Further, since M is a compact manifold, dimker dL < ∞.
As we can write dL(fg) = g(dLf)+f(dLg), we get that ker dL ⊂ C∞(M,K) is a finite dimensional
K-algebra.
Suppose that there exists f ∈ C∞(M,K) such that dLf = 0 and f is not locally constant
function on M . But the subset {1, f, f2, . . . , fn} of ker dL is linearly independent for any n ∈ N
which is a contradiction with the fact that ker dL is a finite dimensional vector space. ♠
3 Linear Lie algebroid connections
In this section we introduce the notion of linear Lie algebroid connections, i.e., Lie algebroid
connections on vector bundles. It is a natural generalization of linear connections on vector
bundles. Since Lie algebroids can be understood as generalized tangent bundles, it is possible to
use analogous constructions for linear Lie algebroid connections as for linear connections.
Remark. The letter K stands for the field R of real numbers or the field C of complex numbers.
Definition 3. Let (L → M, [· , ·], a) be a real (complex) Lie algebroid and let E → M be a real
(complex) vector bundle. We will denote the space of sections of the vector bundle ΛkL∗ ⊗ E for
k ∈ N0 by ΩkL(M,E) and sections will be called E-valued k-forms of L or k-forms of L with values
in E. A linear Lie algebroid connection for L or an L-connection on the vector bundle E is a
K-linear mapping
∇ : Ω0L(M,E)→ Ω
1
L(M,E) (27)
satisfying Leibniz rule ∇(fs) = dLf ⊗ s+ f∇s for any f ∈ C∞(M,K) and s ∈ Ω0L(M,E).
Remark. For any ξ ∈ XL(M) we have a K-linear mapping ∇ξ : Ω0L(M,E)→ Ω
0
L(M,E) given by
∇ξs = i
L
ξ (∇s) (28)
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for s ∈ Ω0L(M,E), called the covariant derivative along ξ. Moreover, it satisfies
∇ξ(fs) = (L
L
ξf)s+ f∇ξs, ∇fξs = f∇ξs (29)
and
∇ξ1+ξ2s = ∇ξ1s+∇ξ2s (30)
for all f ∈ C∞(M,K), ξ, ξ1, ξ2 ∈ XL(M) and s ∈ Ω0L(M,E). Therefore, a linear Lie algebroid
connection for L on the vector bundle E can be equivalently defined as a K-bilinear mapping
∇ : XL(M)× Ω
0
L(M,E)→ Ω
0
L(M,E),
(ξ, s) 7→ ∇ξs (31)
satisfying (29) for all ξ ∈ XL(M), f ∈ C
∞(M,K) and s ∈ Ω0L(M,E).
Tensorial operations on vector bundles may be extended naturally to vector bundles with L-
connections. More precisely, if E1 and E2 are two vector bundles with L-connections ∇E1 and
∇E2 , then E1 ⊗ E2 has a naturally induced L-connection ∇E1⊗E2 uniquely determined by the
formula
∇E1⊗E2ξ (s1 ⊗ s2) = ∇
E1
ξ s1 ⊗ s2 + s1 ⊗∇
E2
ξ s2 (32)
for all ξ ∈ XL(M), s1 ∈ Ω
0
L(M,E1) and s2 ∈ Ω
0
L(M,E2). If we are given a vector bundle E with
an L-connection ∇E , then the dual vector bundle E∗ has a natural L-connection ∇E
∗
defined by
the identity
LLξ〈t, s〉 = 〈∇
E∗
ξ t, s〉+ 〈t,∇
E
ξ s〉 (33)
for all ξ ∈ XL(M), s ∈ Ω0L(M,E) and t ∈ Ω
0
L(M,E
∗), where 〈· , ·〉 : Ω0L(M,E
∗) × Ω0L(M,E) →
C∞(M,K) is the natural pairing. In particular, any L-connection∇E on a vector bundle E induces
an L-connection ∇End(E) on End(E) ≃ E∗ ⊗ E by the rule
(∇
End(E)
ξ T )s = ∇
E
ξ (Ts)− T (∇
E
ξ s) = [∇
E
ξ , T ]s (34)
for all ξ ∈ XL(M), T ∈ Ω
0
L(M,End(E)) and s ∈ Ω
0
L(M,E).
For any vector bundle E the graded vector space Ω•L(M,E) is a graded Ω
•
L(M)-module through
(α ∧ ω)(ξ1, . . . , ξp+q) =
1
p! q!
∑
σ
sign(σ) · α(ξσ(1), . . . , ξσ(p))ω(ξσ(p+1), . . . , ξσ(p+q)), (35)
where α ∈ ΩpL(M), ω ∈ Ω
q
L(M,E) and ξ1, . . . , ξp+q ∈ XL(M). The graded module homomorphisms
Φ: Ω•L(M,E) → Ω
•
L(M,E) (so that Φ(α ∧ ω) = (−1)
deg(Φ) deg(α) α ∧ Φ(ω)) coincide with the
mappings µ(A) for A ∈ ΩpL(M,End(E)), which are given by
(
µ(A)ω
)
(ξ1, . . . , ξp+q) =
1
p! q!
∑
σ
sign(σ) · A(ξσ(1), . . . , ξσ(p))ω(ξσ(p+1), . . . , ξσ(p+q)), (36)
where ω ∈ ΩqL(M,E) and ξ1, . . . , ξp+q ∈ XL(M). Further, the graded vector space Ω
•
L(M,End(E))
has a natural structure of a graded associative algebra via
(ω ∧ τ)(ξ1, . . . , ξp+q) =
1
p! q!
∑
σ
sign(σ) · (ω(ξσ(1), . . . , ξσ(p)) ◦ τ(ξσ(p+1), . . . , ξσ(p+q))) (37)
and a natural structure of a graded Lie algebra through
[ω, τ ](ξ1, . . . , ξp+q) =
1
p! q!
∑
σ
sign(σ) · [ω(ξσ(1), . . . , ξσ(p)), τ(ξσ(p+1), . . . , ξσ(p+q))], (38)
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where ω ∈ ΩpL(M,End(E)), τ ∈ Ω
q
L(M,End(E)) and ξ1, . . . , ξp+q ∈ XL(M). Comparing these two
definitions we may write
[ω, τ ] = ω ∧ τ − (−1)deg(ω) deg(τ) τ ∧ ω. (39)
for ω, τ ∈ Ω•L(M,End(E)).
Let ∇ be an L-connection on a vector bundle E, then the covariant exterior derivative
d∇ : Ω•L(M,E)→ Ω
•+1
L (M,E) (40)
is defined by
(d∇ω)(ξ0, ξ1, . . . , ξk) =
k∑
i=0
(−1)i∇ξiω(ξ0, . . . , ξˆi, . . . , ξk)
+
∑
0≤i<j≤k
(−1)i+jω([ξi, ξj ], ξ0, . . . , ξˆi, . . . , ξˆj , . . . , ξk), (41)
where ω ∈ ΩkL(M,E) and ξ0, . . . , ξk ∈ XL(M).
Lemma 4. The covariant exterior derivative d∇ : Ω•L(M,E) → Ω
•+1
L (M,E) has the following
properties:
i) d∇(ΩkL(M,E)) ⊂ Ω
k+1
L (M,E),
ii) d∇|Ω0
L
(M,E) = ∇,
iii) d∇(α ∧ ω) = dLα ∧ ω + (−1)deg(α)α ∧ d∇ω for α ∈ Ω•L(M) and ω ∈ Ω
•
L(M,E) (the graded
Leibniz rule),
iv) d∇
End(E)
[ω, τ ] = [d∇
End(E)
ω, τ ] + (−1)deg(ω)[ω, d∇
End(E)
τ ] for ω, τ ∈ Ω•L(M,End(E)).
Proof. Properties i) and ii) follow immediately from the definition.
iii) It suffices to investigate decomposable forms ω = β ⊗ s for β ∈ ΩqL(M) and s ∈ Ω
0
L(M,E).
From the definition we obtain d∇(β ⊗ s) = dLβ ⊗ s + (−1)qβ ∧ d∇s. Afterwards for α ∈ Ω
p
L(M)
we have
d∇(α ∧ (β ⊗ s)) = d∇((α ∧ β)⊗ s) = dL(α ∧ β)⊗ s+ (−1)
p+q(α ∧ β) ∧ d∇s
= (dLα ∧ β) ⊗ s+ (−1)
p(α ∧ dLβ)⊗ s+ (−1)
p+q(α ∧ β) ∧ d∇s
= dLα ∧ (β ⊗ s) + (−1)
pα ∧ d∇(β ⊗ s).
iv) For decomposable forms ω = α⊗ s, τ = β ⊗ t, where s, t ∈ Ω0L(M,End(E)), α ∈ Ω
p
L(M) and
β ∈ ΩqL(M), we have [α⊗ s, β ⊗ t] = (α ∧ β)⊗ [s, t]. Hence we can write
d∇
End(E)
[α⊗ s, β ⊗ t] = d∇
End(E)
((α ∧ β)⊗ [s, t])
= dL(α ∧ β)⊗ [s, t] + (−1)
p+q(α ∧ β) ∧ d∇
End(E)
[s, t]
= (dLα ∧ β)⊗ [s, t] + (−1)
p(α ∧ dLβ)⊗ [s, t]
+ (−1)p+q(α ∧ β) ∧ [d∇
End(E)
s, t] + (−1)p+q(α ∧ β) ∧ [s, d∇
End(E)
t]
= [dLα⊗ s, β ⊗ t] + (−1)
p[α⊗ s, dLβ ⊗ t] + (−1)
p[α ∧ d∇
End(E)
s, β ⊗ t]
+ (−1)p+q[α⊗ s, β ∧ d∇
End(E)
t]
= [d∇
End(E)
(α⊗ s), β ⊗ t] + (−1)p[α⊗ s, d∇
End(E)
(β ⊗ t)],
where we used that d∇
End(E)
[s, t] = [d∇
End(E)
s, t] + [s, d∇
End(E)
t] which follows from the classical
Jacobi identity for K-linear mappings on Ω0L(M,E), thus we are done. ♠
Lemma 5. Denote by A(E,L) the set of all L-connections on a vector bundle E. Then A(E,L)
is an affine space modeled on the vector space Ω1L(M,End(E)).
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Proof. We first prove that A(E,L) is non-empty. Because on the vector bundle E there exists a
connection ∇˜ : Ω0(M,E)→ Ω1(M,E), we may define an L-connection∇ : Ω0L(M,E)→ Ω
1
L(M,E)
by the formula
∇ξs = ∇˜a(ξ)s
for ξ ∈ XL(M) and s ∈ Ω0L(M,E). The rest of the proof is very simple. We need to verify that,
if ∇ and ∇′ are two L-connections, then (∇′ −∇) : Ω0L(M,E)→ Ω
1
L(M,E) is a C
∞(M,K)-linear
mapping. As (∇′−∇)(fs) = dLf⊗s+f∇′s−dLf⊗s−f∇s = f(∇′−∇)s, there exists a uniquely
determined α ∈ Ω1L(M,End(E)) such that ∇
′ −∇ = µ(α). ♠
Remark. Thus, if we fix some ∇0 in A(E,L), we may write
A(E,L) = {∇0 + µ(α); α ∈ Ω
1
L(M,End(E))}. (42)
This description will permit us to define Sobolev completions of A(E,L).
Definition 4. If we are given an L-connection ∇ on a vector bundle E, then the curvature
R∇ ∈ Ω2L(M,End(E)) of the L-connection ∇ is defined by the formula
R∇(ξ, η)s = ∇ξ∇ηs−∇η∇ξs−∇[ξ,η]s = [∇ξ,∇η]s−∇[ξ,η]s, (43)
where ξ, η ∈ XL(M) and s ∈ Ω0L(M,E).
An L-connection with zero curvature is called a flat L-connection. We denote the set of all
flat L-connections on a vector bundle E by H(E,L).
Lemma 6. Let ∇ be an L-connection on a vector bundle E, then
(d∇◦ d∇)ω = µ(R∇)ω (44)
for all ω ∈ Ω•L(M,E).
Proof. First we verify that R∇(ξ, η)s = (d∇(d∇s))(ξ, η). This is a consequence upon the following
computation
(d∇(d∇s))(ξ, η) = ∇ξ((d
∇s)(η)) −∇η((d
∇s)(ξ)) − (d∇s)([ξ, η])
= ∇ξ∇ηs−∇η∇ξs−∇[ξ,η]s
= R∇(ξ, η)s
for all ξ, η ∈ XL(M) and s ∈ Ω0L(M,E). Further, it suffices to investigate only decomposable
forms ω = α⊗ s for α ∈ ΩkL(M) and s ∈ Ω
0
L(M,E). Afterwards, we can write
(d∇◦ d∇)(α ⊗ s) = d∇(dLα⊗ s+ (−1)
kα ∧ d∇s)
= 0 + (−1)k+1dLα ∧ d
∇s+ (−1)kdLα ∧ d
∇s+ (−1)2kα ∧ (d∇◦ d∇)s
= α ∧ µ(R∇) s
= µ(R∇) (α⊗ s)
hence we have got d∇◦ d∇ = µ(R∇) and this finishes the proof. ♠
Given an L-connection on a vector bundle E, the mapping ∇ : Ω0L(M,E)→ Ω
1
L(M,E) can be
extended to the following sequence of first order differential operators
0 −−→ Ω0L(M,E)
d∇
−−→ Ω1L(M,E)
d∇
−−→ . . .
d∇
−−→ ΩrL(M,E) −−→ 0, (45)
where r = rkL. It is a differential complex if and only if the curvature R∇ of the L-connection ∇
is zero, i.e., ∇ is a flat L-connection.
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A natural question is when is this differential complex an elliptic complex? Let f ∈ C∞(M,R),
then we may write
(ad(f)d∇)ω = d∇(fω)− fd∇ω = dLf ∧ ω + fd
∇ω − fd∇ω = a∗(df) ∧ ω
for any ω ∈ ΩkL(M,E). Therefore for the principal symbol σ1(d
∇) we obtain
σ1(d
∇)(ξx) = a
∗(ξx)∧ : (Λ
kL∗ ⊗ E)x → (Λ
k+1L∗ ⊗ E)x
for every x ∈ M and ξx ∈ T ∗xM , i.e., the symbol is the exterior multiplication by a
∗(ξx). Hence,
we have the twisted Koszul complex
0 −−−−−→ (Λ0L∗ ⊗ E)x
a∗(ξx)∧
−−−−−→ . . .
a∗(ξx)∧
−−−−−→ (ΛrL∗ ⊗ E)x −−−−−→ 0,
where r = rkL, which is an exact sequence if and only if a∗(ξx) 6= 0. Thus, the differential complex
(45) is elliptic if and only if the corresponding twisted Koszul complex is an exact sequence for
any x ∈ M and 0 6= ξx ∈ T
∗
xM , in other words if and only if a
∗(ξx) 6= 0 for any x ∈ M and
0 6= ξx ∈ T ∗xM .
If L
a
−→ TM is a real Lie algebroid, then the elipticity is equivalent to the requirement that
a∗ : T ∗M → L∗ is injective or that a : L→ TM is surjective. For a complex Lie algebroidL
a
−→ TMC
it corresponds to the requirement that a∗|T∗M : T
∗M →֒ (TMC)∗ → L∗ is injective. These are the
same conditions as for the ellipticity of the complex (26). We will call this condition the ellipticity
condition for the Lie algebroid L.
Lemma 7. If ∇ is an L-connection on a vector bundle E, then we have
d∇
End(E)
R∇ = 0. (46)
This is called the Bianchi identity for R∇.
Proof. For any ξ1, ξ2, ξ3 ∈ XL(M) we may write
(d∇
End(E)
R∇)(ξ1, ξ2, ξ3) = [∇ξ1 , R
∇(ξ2, ξ3)]− [∇ξ2 , R
∇(ξ1, ξ3)] + [∇ξ3 , R
∇(ξ1, ξ2)]
−R∇([ξ1, ξ2], ξ3) +R
∇([ξ1, ξ3], ξ2)−R
∇([ξ2, ξ3], ξ1)
=
∑
cykl
([∇ξ1 , [∇ξ2 ,∇ξ3 ]]− [∇ξ1 ,∇[ξ2,ξ3]])−
∑
cykl
([∇[ξ1,ξ2],∇ξ3 ]−∇[[ξ1,ξ2],ξ3])
= −
∑
cykl
[∇ξ1 ,∇[ξ2,ξ3]]−
∑
cykl
[∇[ξ1,ξ2],∇ξ3 ] = 0,
where we used the classical Jacobi identity for commutators of K-linear mappings. ♠
Lemma 8. Consider two L-connections ∇,∇′ on a vector bundle E. Then
R∇
′
= R∇ + d∇
End(E)
α+ α ∧ α (47)
= R∇ + d∇
End(E)
α+
1
2
[α, α], (48)
where α ∈ Ω1L(M,End(E)) such that ∇
′ −∇ = µ(α).
Proof. The proof is a straightforward computation only. We have
R∇
′
(ξ, η) = [∇′ξ,∇
′
η]−∇
′
[ξ,η]
= [∇ξ + α(ξ),∇η + α(η)] − (∇[ξ,η] + α([ξ, η]))
= [∇ξ,∇η]−∇[ξ,η] + [∇ξ, α(η)] − [∇η, α(ξ)] − α([ξ, η]) + [α(ξ), α(η)]
= R∇(ξ, η) +∇
End(E)
ξ α(η)−∇
End(E)
η α(ξ) − α([ξ, η]) + [α(ξ), α(η)]
= R∇(ξ, η) + (d∇
End(E)
α)(ξ, η) + (α ∧ α)(ξ, η)
= R∇(ξ, η) + (d∇
End(E)
α)(ξ, η) + 12 [α, α](ξ, η)
12
for all ξ, η ∈ XL(M), so we are done. ♠
Therefore, if we fix some flat L-connection ∇0 ∈ H(E,L), then, using the result of Lemma 8,
we may write
H(E,L) = {∇0 + µ(α); α ∈ Ω
1
L(M,End(E)), d
∇
End(E)
0 α+ α ∧ α = 0}. (49)
This description, similarly like in the case of A(E,L), will allow us to define Sobolev completions
of H(E,L).
4 Group of gauge transformations
Let E
p
−→M be a real (complex) vector bundle, then a vector bundle homomorphism is a smooth
mapping ϕ : E → E such that there exists mapping ϕ : M →M , the diagram
M M
ϕ
//
E
p

E
ϕ //
p

commutes and for each x ∈ M the mapping ϕx = ϕ|Ex : Ex → Eϕ(x) is K-linear. As p : E → M
is a fibered manifold and ϕ ◦ p is smooth, we get that ϕ is smooth. Moreover, if ϕ : E → E is
a vector bundle automorphism, then the previous diagram commutes for a uniquely determined
diffeomorphism ϕ : M →M .
In case we denote by Aut(E) the group of vector bundle automorphisms and by Diff(M)
the group of diffeomorphisms of M , then we get the group homomorphism from Aut(E) into
Diff(M) defined by ϕ 7→ ϕ. The kernel Gau(E) of this homomorphism is called the group of gauge
transformations and its elements are called gauge transformations. Thus Gau(E) is the group of
vector bundle automorphisms ϕ : E → E satisfying p ◦ ϕ = p. Hence, we have the following exact
sequence
{e} → Gau(E)→ Aut(E)→ Diff(M) (50)
of groups.
Furthermore, we define the Lie algebra of gauge transformations gau(E). As a vector space it
is Ω0L(M,End(E)), while the Lie bracket is given by
[γ1, γ2] = γ1 ◦ γ2 − γ2 ◦ γ1 (51)
for γ1, γ2 ∈ Ω0L(M,End(E)).
The group of gauge transformations Gau(E) has a natural left action on the vector space
ΩkL(M,End(E)) defined through
(Adϕ(ω))(ξ1, . . . , ξk) = ϕ ◦ ω(ξ1, . . . , ξk) ◦ ϕ
−1, (52)
where ϕ ∈ Gau(E), ω ∈ ΩkL(M,End(E)) and ξ1, . . . , ξk ∈ XL(M). Further, this gives a left action
of the Lie algebra of gauge transformations gau(E) on ΩkL(M,End(E)) via
adγ(ω) = [γ, ω] (53)
for γ ∈ gau(E) and ω ∈ ΩkL(M,End(E)). So we have got a representation of Gau(E) and gau(E)
on the graded vector space Ω•L(M,End(E)).
Remark. Furthermore, there is a left action of the groupAut(E) on the space of sections Ω0L(M,E)
defined by
ϕ · s = ϕ ◦ s ◦ ϕ−1, (54)
where ϕ ∈ Aut(E) and s ∈ Ω0L(M,E).
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5 Change of connections
Let (L→M, [· , ·], a) be a real (complex) Lie algebroid and let E →M be a real (complex) vector
bundle. Further, consider a gauge transformation ϕ and an L-connection ∇ on E. We can define
a K-bilinear mapping ∇ϕ : XL(M)× Ω0L(M,E)→ Ω
0
L(M,E) by
∇ϕξ s = ϕ
−1 ◦ ∇ξ(ϕ ◦ s) (55)
for any ξ ∈ XL(M) and s ∈ Ω0L(M,E). Since we may write
∇ϕξ (fs) = ϕ
−1 ◦ ∇ξ(ϕ ◦ (fs)) = ϕ
−1 ◦ ∇ξ(f(ϕ ◦ s))
= ϕ−1 ◦ ((LLξf)(ϕ ◦ s) + f∇ξ(ϕ ◦ s))
= (LLξf)s+ f(ϕ
−1 ◦ ∇ξ(ϕ ◦ s))
= (LLξf)s+ f∇
ϕ
ξ s
and moreover we have
∇ϕfξs = ϕ
−1 ◦ ∇fξ(ϕ ◦ s) = ϕ
−1 ◦ (f∇ξ(ϕ ◦ s)) = f(ϕ
−1 ◦ ∇ξ(ϕ ◦ s)) = f∇
ϕ
ξ s
for all ξ ∈ XL(M), f ∈ C∞(M,K) and s ∈ Ω0L(M,E), therefore ∇
ϕ is an L-connection on E.
As ∇ϕ is an L-connection, we can define a natural right action of Gau(E) on the space A(E,L)
of L-connections by
(∇, ϕ) 7→ ∇ · ϕ = ∇ϕ. (56)
It is easy to see that this really defines a right action.
Lemma 9. Let ∇ be an L-connection on E, then we have
R∇
ϕ
= Adϕ−1(R
∇) (57)
for any gauge transformation ϕ ∈ Gau(E).
Proof. It follows immediately that
R∇
ϕ
(ξ, η) = [∇ϕξ ,∇
ϕ
η ]−∇
ϕ
[ξ,η]
= ϕ−1 ◦ [∇ξ,∇η] ◦ ϕ− ϕ
−1 ◦ ∇[ξ,η] ◦ ϕ
= ϕ−1 ◦R∇(ξ, η) ◦ ϕ
for all ξ, η ∈ XL(M). ♠
Because H(E,L) is invariant under the action of Gau(E), as it follows from Lemma 9, we have
a right action of Gau(E) on the space of flat L-connections H(E,L). Therefore, we define the
moduli space
B(E,L) = A(E,L)
/
Gau(E) (58)
of gauge equivalence classes of L-connections and the moduli space
M(E,L) = H(E,L)
/
Gau(E) (59)
of gauge equivalence classes of flat L-connections.
Now we take up the question of reducible L-connections. Given an L-connection ∇ on a vector
bundle E, then the isotropy subgroup or the stabilizer subgroup of ∇ is the subgroup Gau(E)∇ of
Gau(E) that leaves ∇ fixed, i.e.,
Gau(E)∇ = {ϕ ∈ Gau(E); ∇ · ϕ = ∇}. (60)
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Every such group contains the subgroup Gau(E)0 defined by
Gau(E)0 = {f · idE ; f ∈ C
∞(M,K), dLf = 0, f(x) 6= 0 ∀x ∈M}.
Moreover, it is a normal subgroup of the group of gauge transformationsGau(E). Provided thatM
is a connected manifold and L is a transitive Lie algebroid, then Gau(E)0 = K∗· idE . Furthermore,
we define the Lie algebra gau(E)0. As a vector space it is
gau(E)0 = {f · idE ; f ∈ C
∞(M,K), dLf = 0},
while the Lie bracket is trivial, i.e., gau(E)0 is an abelian Lie algebra.
Definition 5. An L-connection ∇ on a vector bundle E is called irreducible or simple, in case
Gau(E)∇ = Gau(E)
0, otherwise ∇ is called reducible. We denote the set of irreducible (simple)
L-connections by A∗(E,L) and the set of irreducible flat L-connections by H∗(E,L).
Lemma 10. Let ∇ be an L-connection on a vector bundle E over a compact manifold M . Then
the following conditions are equivalent:
i) Gau(E)∇ = Gau(E)
0,
ii) ker∇End(E) = gau(E)0,
where ∇End(E) is the induced L-connection on End(E).
Proof. Consider a gauge transformation ϕ ∈ Gau(E). Then the requirement ∇·ϕ = ∇ means that
for any ξ ∈ XL(M) we have ϕ−1 ◦∇ξ ◦ϕ = ∇ξ and this is equivalent to [∇ξ, ϕ] = 0. Therefore, we
have got that ϕ ∈ Gau(E)∇ if and only if ∇End(E)ϕ = 0 and ϕ ∈ Gau(E).
Suppose that ϕ ∈ Gau(E)∇, then ∇
End(E)ϕ = 0 and, provided that the condition ii) holds, we
obtain ϕ = f · idE for some f ∈ C∞(M,K) satisfying dLf = 0. Hence we get Gau(E)∇ ⊂ Gau(E)0
and because the converse inclusion is trivial, we have proved ii) ⇒ i).
To prove the opposite implication, we use the compactness of the manifold M . Assume that
ϕ ∈ ker∇End(E). Because M is compact, there exists c ∈ K (with |c| sufficiently large) so that
c · idE + ϕ ∈ Gau(E). Moreover, we have ∇End(E)(c · idE + ϕ) = 0 and from the previous
consideration, it follows c · idE + ϕ ∈ Gau(E)∇. Besides, if we suppose Gau(E)∇ = Gau(E)0, we
obtain ker∇End(E) ⊂ gau(E)0. The converse inclusion is trivial. ♠
From the fact that Gau(E)∇ϕ = ϕ
−1 ·Gau(E)∇ · ϕ for any ϕ ∈ Gau(E) and ∇ ∈ A(E,L), we
obtain that A∗(E,L) is invariant under the action of Gau(E) and the same for H∗(E,L). Thus,
we can define, similarly as in (58) and (59), the moduli space
B
∗(E,L) = A
∗(E,L)
/
Gau(E) (61)
of gauge equivalence classes of irreducible L-connections and the moduli space
M
∗(E,L) = H
∗(E,L)
/
Gau(E) (62)
of gauge equivalence classes of irreducible flat L-connections.
Because Gau(E)0 is a normal subgroup of Gau(E), we define the reduced group of gauge
transformations Gau(E)r by
Gau(E)r = Gau(E)
/
Gau(E)0. (63)
Then the right action of Gau(E) on A(E,L) factors trough the action of the reduced group of
gauge transformations Gau(E)r since the group Gau(E)0 acts trivially on A(E,L), similarly for
H(E,L). Therefore for the moduli spaces (58), (59) of L-connections we may write
B(E,L) = A(E,L)
/
Gau(E)r and M(E,L) = H(E,L)
/
Gau(E)r (64)
and similarly for the moduli spaces (61), (62) of irreducible L-connections we have
B
∗(E,L) = A
∗(E,L)
/
Gau(E)r and M
∗(E,L) = H
∗(E,L)
/
Gau(E)r. (65)
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The set A∗(E,L) of irreducible L-connections is the maximal subset of A(E,L) on which the
reduced group of gauge transformations Gau(E)r acts freely, likewise for H∗(E,L).
If we are given a gauge transformation ϕ ∈ Gau(E) and an L-connection ∇ on a vector bundle
E, then for the changed L-connection ∇ϕ we have
∇ϕξ = ∇ξ + ϕ
−1 ◦ ∇
End(E)
ξ ϕ = ∇ξ −∇
End(E)
ξ ϕ
−1 ◦ ϕ, (66)
where ξ ∈ XL(M). The last equality follows by differentiating the identity ϕ−1 ◦ ϕ = idE . More
generally, if we fix some L-connection ∇ and express another L-connection ∇′ as ∇′ = ∇+ µ(α),
then
∇′ϕξ = ∇ξ + ϕ
−1 ◦ ∇
End(E)
ξ ϕ+ ϕ
−1 ◦ α(ξ) ◦ ϕ, (67)
hence, writing ∇′ϕ = ∇+ µ(αϕ), we obtain
αϕ(ξ) = ϕ−1 ◦ ∇
End(E)
ξ ϕ+ ϕ
−1 ◦ α(ξ) ◦ ϕ (68)
for ξ ∈ XL(M). This can be rewritten as
αϕ = ϕ−1 ∧ ∇End(E)ϕ+Adϕ−1(α) (69)
= −∇End(E)ϕ−1 ∧ ϕ+Adϕ−1(α) (70)
for ϕ ∈ Gau(E).
6 Moduli spaces
The moduli spaces B(E,L), M(E,L), B∗(E,L) and M∗(E,L) introduced in the previous section
were only sets of gauge equivalence classes of L-connections. The main goal of this paper is to
specify a geometric structure on these sets.
From now on, we will assume that M is a connected compact manifold. To endow the sets of
gauge equivalence classes of L-connections with some geometric structure it is most convenient,
and standard practise, to work within the framework of Sobolev spaces.
Let (L →M, [· , ·], a) be a real (complex) Lie algebroid satisfying the ellipticity condition and
let E →M be a real (complex) vector bundle. Further, consider a Riemannian metric g onM and
denote by hE and hL an Euclidean (Hermitian) metric on E and L, respectively. These metrics
induce natural metrics on E∗, End(E) ≃ E∗⊗E, ΛkL∗⊗End(E) and others. The metric g on M
defines the density vol(g) of the Riemannian metric and even induces a (regular) Borel measure
µg on M . Therefore, we can construct appropriate Sobolev completions L
ℓ,p(M,ΛkL∗ ⊗End(E))
of Γ(M,ΛkL∗ ⊗ End(E)) defined for 1 ≤ p < +∞ and ℓ ∈ N0. The corresponding Hilbert spaces
for p = 2 will be denoted by ΩkL(M,End(E))ℓ.
For a fixed L-connection ∇0 on a vector bundle E, we define Sobolev completions A(E,L)ℓ of
the space of L-connections A(E,L) for ℓ ∈ N0, using (42), as
A(E,L)ℓ = {∇0 + α; α ∈ Ω
1
L(M,End(E))ℓ}. (71)
As A(E,L)ℓ is an affine Hilbert space, it is in fact a Hilbert manifold modeled on Ω
1
L(M,End(E))ℓ
whose tangent space at a point ∇ is
T∇A(E,L)ℓ = Ω
1
L(M,End(E))ℓ. (72)
Sobolev completions of the group of gauge transformations Gau(E) take a bit more work since
it can not be identified with the space of sections of any vector bundle, nevertheless we have
Gau(E) ⊂ Ω0L(M,End(E)). If ℓ + 1 >
1
2 dimM , the Sobolev space Ω
0
L(M,End(E))ℓ+1 consists
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of continuous sections and, using the Sobolev multiplication theorem, we obtain that the product
ϕ · ψ = ϕ ◦ ψ in Ω0L(M,End(E)) can be extended to a continuous bilinear mapping
Ω0L(M,End(E))ℓ+1 × Ω
0
L(M,End(E))ℓ+1 → Ω
0
L(M,End(E))ℓ+1. (73)
Because the set of all invertible elements is an open subset of Ω0L(M,End(E))ℓ+1 and forms a
topological group under multiplication, we define Gau(E)ℓ+1 by
Gau(E)ℓ+1 = {ϕ ∈ Ω
0
L(M,End(E))ℓ+1; ∃ψ ∈ Ω
0
L(M,End(E))ℓ+1, ϕ · ψ = ψ · ϕ = idE}. (74)
Since Gau(E)ℓ+1 is an open subset of the Hilbert space Ω
0
L(M,End(E))ℓ+1, the group Gau(E)ℓ+1
is a Hilbert manifold modeled on Ω0L(M,End(E))ℓ+1. In fact, it is easy to see that Gau(E)ℓ+1 is
a Hilbert–Lie group with the Lie algebra
gau(E)ℓ+1 = Ω
0
L(M,End(E))ℓ+1, (75)
where the Lie bracket is given by
[γ1, γ2] = γ1 · γ2 − γ2 · γ1 (76)
for all γ1, γ2 ∈ Ω0L(M,End(E))ℓ+1.
The multiplication on the graded vector space Ω•L(M,End(E)) defined by (37) is extended,
using the Sobolev multiplication theorem, to a continuous bilinear mapping on the graded Hilbert
space Ω•L(M,End(E))k in the range k >
1
2 dimM . With this bilinear mapping
ΩpL(M,End(E))k × Ω
q
L(M,End(E))k → Ω
p+q
L (M,End(E))k,
(ϕ, ψ) 7→ ϕ ∧ ψ, (77)
the graded vector space Ω•L(M,End(E))k is a graded associative algebra.
Using the formula (67), we extend the action of Gau(E) on A(E,L) to the action of Gau(E)ℓ+1
on A(E,L)ℓ defined via
∇ · ϕ = (∇0 + α) · ϕ = ∇0 + ϕ
−1 ∧ (d∇0ϕ) + Adϕ−1(α), (78)
where α ∈ Ω1L(M,End(E))ℓ, d
∇0 : Ω0L(M,End(E))ℓ+1 → Ω
1
L(M,End(E))ℓ is a continuous exten-
sion of the linear operator d∇0 defined on Ω0L(M,End(E)) and
Ad: Gau(E)ℓ+1 × Ω
1
L(M,End(E))ℓ → Ω
1
L(M,End(E))ℓ (79)
is a continuous extension of the left action of the group of gauge transformations Gau(E) on
Ω1L(M,End(E)) defined by (52) to the appropriate Sobolev completions in the range ℓ >
1
2 dimM .
It is easy to see that this action is a smooth mapping of Hilbert manifolds and that, in case
∇ = ∇0 + α ∈ A(E,L)ℓ is fixed, the mapping from Gau(E)ℓ+1 to A(E,L)ℓ given via ϕ 7→ ∇ · ϕ
has the tangent mapping at idE equal to
d∇ : Ω0L(M,End(E))ℓ+1 → Ω
1
L(M,End(E))ℓ, (80)
where d∇ is defined through
d∇γ = d∇0γ + [α, γ] (81)
and [· , ·] : Ω1L(M,End(E))ℓ ×Ω
0
L(M,End(E))ℓ+1 → Ω
1
L(M,End(E))ℓ is a continuous extension of
(38) by Sobolev multiplication theorem in the range ℓ > 12 dimM .
Furthermore, the curvature of an L-connection ∇ = ∇0 + α ∈ A(E,L)ℓ is defined, using (48),
by the formula
R∇ = R∇0+α = R∇0 + d∇0α+
1
2
[α, α], (82)
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where α ∈ Ω1L(M,End(E))ℓ, d
∇0 : Ω1L(M,End(E))ℓ → Ω
2
L(M,End(E))ℓ−1 is a continuous exten-
sion of the linear operator d∇0 defined on Ω1L(M,End(E)) and the bracket [· , ·] is an extension of
(38) to a continuous bilinear mapping Ω1L(M,End(E))ℓ×Ω
1
L(M,End(E))ℓ → Ω
1
L(M,End(E))ℓ in
the range ℓ > 12 dimM .
It is easy to see that F : A(E,L)ℓ → Ω2L(M,End(E))ℓ−1, defined via F (∇) = R
∇, is a smooth
mapping of Hilbert manifolds, and the tangent mapping
T∇F : Ω
1
L(M,End(E))ℓ → Ω
2
L(M,End(E))ℓ−1
is given by
(T∇F )(γ) = d
∇0γ + [α, γ] = d∇γ, (83)
where ∇ = ∇0 + α ∈ A(E,L)ℓ and γ ∈ Ω1L(M,End(E))ℓ.
Remark. For ℓ > 12 dimM , we will denote by H(E,L)ℓ the set of flat Sobolev L-connections.
Because F : A(E,L)ℓ → Ω2L(M,End(E))ℓ−1 is a continuous mapping, H(E,L)ℓ is a closed subset
of A(E,L)ℓ. Moreover, if we fix some flat L-connection ∇0 ∈ H(E,L), then
H(E,L)ℓ = {∇0 + α; α ∈ Ω
1
L(M,End(E))ℓ, d
∇0α+ 12 [α, α] = 0}. (84)
Furthermore, we need to show that H(E,L)ℓ is invariant under the action of the group of gauge
transformations Gau(E)ℓ+1.
Lemma 11. Let ∇ = ∇0 + α ∈ A(E,L)ℓ be a Sobolev L-connection on a vector bundle E and
let ϕ ∈ Gau(E)ℓ+1 be a gauge transformation, then for ℓ >
1
2 dimM + 1 we have
R∇
ϕ
= Adϕ−1(R
∇), (85)
where Ad: Gau(E)ℓ+1 × Ω2L(M,End(E))ℓ−1 → Ω
2
L(M,End(E))ℓ−1 is a continuous extension of
(52) to the appropriate Sobolev spaces using the Sobolev multiplication theorem.
Proof. If ∇ = ∇0 +α ∈ A(E,L)ℓ, then R∇ = R∇0 + d∇0α+α∧α. Consider ϕ ∈ Gau(E)ℓ+1, then
we have ∇ϕ = ∇0+ϕ−1 ∧ (d∇0ϕ)+Adϕ−1(α). In case we denote ϕ
−1 ∧ (d∇0ϕ)+Adϕ−1(α) by α
ϕ,
then the curvature of the L-connection ∇ϕ is given by
R∇
ϕ
= R∇0 + d∇0αϕ + αϕ∧ αϕ.
For d∇0αϕ we can write
d∇0αϕ = (d∇0ϕ−1) ∧ (d∇0ϕ) + ϕ−1 ∧ ((d∇0 ◦ d∇0)ϕ)
+ (d∇0ϕ−1) ∧ α ∧ ϕ+ ϕ−1 ∧ (d∇0α) ∧ ϕ− ϕ−1 ∧ α ∧ (d∇0ϕ)
and if we used the fact that (d∇0 ◦ d∇0)ϕ = [R∇0 , ϕ] = R∇0 ∧ ϕ− ϕ ∧R∇0 , we obtain
d∇0αϕ = Adϕ−1(R
∇0) + Adϕ−1(d
∇0α)−R∇0
+ (d∇0ϕ−1) ∧ (d∇0ϕ) + (d∇0ϕ−1) ∧ α ∧ ϕ− ϕ−1 ∧ α ∧ (d∇0ϕ).
On the other hand, for αϕ∧ αϕ we get
αϕ∧ αϕ = ϕ−1 ∧ (d∇0ϕ) ∧ ϕ−1 ∧ (d∇0ϕ) + ϕ−1 ∧ (d∇0ϕ) ∧ Adϕ−1(α)
+ Adϕ−1(α) ∧ ϕ
−1 ∧ (d∇0ϕ) + Adϕ−1(α) ∧ Adϕ−1(α)
and if used the fact that ϕ ∧ (d∇0ϕ−1) = −(d∇0ϕ) ∧ ϕ−1, then we get
αϕ∧ αϕ = −(d∇0ϕ−1) ∧ (d∇0ϕ)− (d∇0ϕ−1) ∧ α ∧ ϕ+ ϕ−1 ∧ α ∧ (d∇0ϕ) + Adϕ−1(α ∧ α).
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Together we obtain
R∇
ϕ
= Adϕ−1(R
∇0) + Adϕ−1(d
∇0α) + Adϕ−1(α ∧ α) = Adϕ−1(R
∇)
and this finishes the proof. ♠
Similarly to the smooth case, we define the notion of the irreducibility of Sobolev L-connections.
For any Sobolev L-connection ∇ on a vector bundle E the stabilizer subgroup Gau(E)∇ℓ+1 of ∇
contains the subgroup Gau(E)0. In case Gau(E)∇ℓ+1 = Gau(E)
0, then the Sobolev L-connection ∇
is called irreducible; otherwise, ∇ is called reducible. We can prove the following characterization
of irreducibility.
Lemma 12. Let ∇ = ∇0 + α ∈ A(E,L)ℓ be a Sobolev L-connection on a vector bundle E. Then
for ℓ > 12 dimM the following conditions are equivalent:
i) Gau(E)∇ℓ+1 = Gau(E)
0,
ii) kerd∇ = gau(E)0.
Proof. The proof goes along the similar line as in Lemma 10. Let ∇ = ∇0+α be an L-connection
and consider a gauge transformation ϕ ∈ Gau(E)ℓ+1. Note that the condition ∇ · ϕ = ∇ means
that ϕ−1 ∧ d∇0ϕ + Adϕ−1(α) = α. If we multiply this equation by ϕ from the left, we obtain
d∇0ϕ + [α, ϕ] = 0 and, using (81), we have d∇ϕ = 0. Therefore, ϕ ∈ Gau(E)∇ℓ+1 if and only if
d∇ϕ = 0 and ϕ ∈ Gau(E)ℓ+1.
Suppose that ϕ ∈ Gau(E)∇ℓ+1, then d
∇ϕ = 0 and, provided that the condition ii) holds, we
obtain ϕ = f ·idE for some f ∈ C∞(M,K) satisfying dLf = 0. Thus, we getGau(E)∇ℓ+1 ⊂ Gau(E)
0
and because the converse inclusion is trivial, we have proved ii) ⇒ i).
Now assume that ϕ ∈ ker d∇. For c ∈ K such that ‖ϕ‖ℓ+1 < |c| · ‖idE‖ℓ+1 we obtain that
c · idE +ϕ ∈ Gau(E)ℓ+1. Furthermore d∇(c · idE + ϕ) = 0 hence, from the previous consideration,
we have c · idE + ϕ ∈ Gau(E)∇ℓ+1. Moreover, if we suppose Gau(E)
∇
ℓ+1 = Gau(E)
0, we obtain
ker d∇ ⊂ gau(E)0. Converse inclusion is trivial, so we have proved the converse implication. ♠
We will denote by A∗(E,L)ℓ the subset of A(E,L)ℓ consisting of all irreducible L-connections
and similarly by H∗(E,L)ℓ the subset of H(E,L)ℓ containing all irreducible flat L-connections for
ℓ > 12 dimM . It follows from the fact Gau(E)
∇ϕ
ℓ+1 = ϕ
−1 ·Gau(E)∇ℓ+1 · ϕ that the irreducibility of
L-connection is invariant under gauge transformations.
In analogy with (58), (59), (61) and (62) we define the moduli space
B(E,L)ℓ = A(E,L)ℓ
/
Gau(E)ℓ+1 and B
∗(E,L)ℓ = A
∗(E,L)ℓ
/
Gau(E)ℓ+1 (86)
of L-connections and irreducible L-connections on a vector bundle E for ℓ > 12 dimM and similarly
the moduli space
M(E,L)ℓ = H(E,L)ℓ
/
Gau(E)ℓ+1 and M
∗(E,L)ℓ = H
∗(E,L)ℓ
/
Gau(E)ℓ+1 (87)
of flat L-connections and irreducible flat L-connections on a vector bundle E for ℓ > 12 dimM +1.
Each of these is assumed to have the quotient topology and in the next we will show that B∗(E,L)ℓ
is open in B(E,L)ℓ and that M
∗(E,L)ℓ is open in M(E,L)ℓ. Furthermore, we will denote by
pℓ : A(E,L)ℓ → B(E,L)ℓ (88)
possibly by
p∗ℓ : A
∗(E,L)ℓ → B
∗(E,L)ℓ (89)
the canonical projection.
For α ∈ Ω1L(M,End(E)) the zero order operator ad(α)
∗ : Ω1L(M,End(E)) → Ω
0
L(M,End(E))
defined as a formal adjoint of ad(α) : Ω0L(M,End(E))→ Ω
1
L(M,End(E)), ad(α)(γ) = [α, γ], with
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respect to the Euclidean (Hermitian) metric on End(E) given by (f1, f2) 7→ tr(f1 ◦ f∗2 ), yields the
mapping
Ω1L(M,End(E))× Ω
1
L(M,End(E))→ Ω
0
L(M,End(E)),
(α, β) 7→ ad(α)∗(β), (90)
which is C∞(M,K)-antilinear in the first component and C∞(M,K)-linear in the second compo-
nent. This mapping can be extended through the Sobolev multiplication theorem to a continuous
antilinear-linear mapping
Ω1L(M,End(E))ℓ × Ω
1
L(M,End(E))k → Ω
0
L(M,End(E))k
in the range ℓ ≥ k > 12 dimM . Hence the mapping ad(α)
∗ : Ω1L(M,End(E))k → Ω
0
L(M,End(E))k
is continuous for all α ∈ Ω1L(M,End(E))ℓ. Similarly, the mapping
Ω1L(M,End(E))× Ω
0
L(M,End(E))→ Ω
1
L(M,End(E)),
(α, β) 7→ ad(α)(β) (91)
can be extended by the Sobolev multiplication theorem to a continuous bilinear mapping
Ω1L(M,End(E))ℓ × Ω
0
L(M,End(E))k → Ω
1
L(M,End(E))k
in the range ℓ ≥ k > 12 dimM . Therefore, for ∇ = ∇0 + α ∈ A(E,L)ℓ we may write
d∇ = d∇0 + ad(α) ◦ i, (92)
where i : Ω0L(M,End(E))k+1 → Ω
0(M,End(E))k is a compact embedding. Furthermore, we define
δ∇ : Ω1L(M,End(E))k → Ω
0
L(M,End(E))k−1 (93)
through
δ∇ = δ∇0 + i ◦ ad(α)∗, (94)
where i : Ω0L(M,End(E))k → Ω
0
L(M,End(E))k−1 is a compact embedding and δ
∇0 is a continuous
extension of a formal adjoint of d∇0 with respect to the Euclidean (Hermitian) metric on End(E)
in the range k > 12 dimM .
Lemma 13. For ℓ > 12 dimM the natural mapping
jℓ : B(E,L)→ B(E,L)ℓ (95)
is injective.
Proof. Let ∇ = ∇0 + α and ∇′ = ∇0 + α′ be smooth L-connections, and suppose we have a gauge
transformation ϕ ∈ Gau(E)ℓ+1 satisfying ∇′ = ∇ · ϕ, then for the injectivity of jℓ it suffices to
show that ϕ is smooth. If we denote β = α′ −α, then the requirement ∇′ = ∇ ·ϕ is equivalent to
d∇ϕ = ϕ ∧ β and we have
∆(ϕ) = (δ∇◦ d∇)(ϕ) = δ∇(ϕ ∧ β).
In case k ≥ ℓ+1, then ϕ ∈ Ω0L(M,End(E))k implies, by the Sobolev multiplication theorem, that
ϕ∧β ∈ Ω1L(M,End(E))k, because β is smooth. Since ∇ is a smooth L-connection, the term on the
right hand side in the equation above belongs to Ω0L(M,End(E))k−1, and the elliptic regularity
theorem, applied to the elliptic operator ∆, gives ϕ ∈ Ω0L(M,End(E))k+1. Using the induction
on k, we get ϕ ∈ Ω0L(M,End(E))k for all k ≥ ℓ+ 1. From the Rellich’s lemma it follows that ϕ is
smooth. ♠
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Lemma 14. Let ∇ = ∇0 + α ∈ A(E,L)ℓ be an L-connection, then the operator
δ∇◦ d∇ : Ω0L(M,End(E))k+1 → Ω
0
L(M,End(E))k−1 (96)
is a Fredholm operator for ℓ ≥ k > 12 dimM and ind(δ
∇◦ d∇) = 0.
Proof. For ∇ = ∇0 + α, we may write δ∇◦ d∇ = (δ∇0 + i ◦ ad(α)∗) ◦ (d∇0 + ad(α) ◦ i). Because
ad(α) ◦ i and i ◦ ad(α)∗ are compact operators,
i ◦ ad(α)∗ ◦ d∇0 + δ∇0 ◦ ad(α) ◦ i+ i ◦ ad(α)∗ ◦ ad(α) ◦ i
is also a compact operator.
The rest of the proof is to verify that δ∇0 ◦ d∇0 is a Fredholm operator. It is enough to show
that δ∇0 ◦ d∇0 : Ω0L(M,End(E)) → Ω
0
L(M,End(E)) is an elliptic operator, i.e., that the principal
symbol σ2(δ
∇0 ◦ d∇0)(ξx) : End(E)x → End(E)x is an isomorphism of vector spaces for all x ∈M
and 0 6= ξx ∈ T ∗xM . Obviously, we may write
σ2(δ
∇0 ◦ d∇0)(ξx) = σ1(δ
∇0)(ξx) ◦ σ1(d
∇0)(ξx) = −(σ1(d
∇0)(ξx))
∗◦ σ1(d
∇0)(ξx)
and this is an isomorphism if and only if σ1(d
∇0 )(ξx) is injective. But σ1(d
∇0)(ξx) = a
∗(ξx)⊗, i.e.,
the symbol is the tensor multiplication by a∗(ξx), therefore it is injective if and only if a
∗(ξx) 6= 0.
For that reason, σ2(δ
∇0 ◦ d∇0)(ξx) is an isomorphism for all x ∈ M and 0 6= ξx ∈ T ∗xM if and
only if a∗(ξx) 6= 0. However, the last condition is equivalent to the ellipticity condition for the Lie
algebroid L. Therefore, the operator δ∇0 ◦ d∇0 is a Fredholm operator. For the index we get
ind(δ∇◦ d∇) = ind(δ∇0 ◦ d∇0) = 0,
where the last equality follows from the fact that the smooth operator δ∇0 ◦ d∇0 is formally
selfadjoint. ♠
Lemma 15. Let ∇ = ∇0 + α ∈ A(E,L)ℓ be an L-connection, then we have an L
2-orthogonal
decomposition
Ω1L(M,End(E))ℓ = im d
∇ ⊕ ker δ∇ (97)
into closed subspaces for ℓ > 12 dimM + 2.
Proof. Let ∇ = ∇0+α ∈ A(E,L)ℓ be an L-connection. Further, denote ∆α,k+1 = δα,k ◦dα,k+1 the
corresponding Fredholm operator, as follows from Lemma 14, for ℓ ≥ k > 12 dimM . Therefore,
dimker∆α,k+1 <∞, dim coker∆α,k+1 <∞ and im∆α,k+1 is a closed subspace. Thus, we get an
L2-orthogonal (not L2k+1) decomposition Ω
0
L(M,End(E))k+1 = ker∆α,k+1 ⊕ (ker∆α,k+1)
⊥ into
closed subspaces of Ω0L(M,End(E))k+1.
For β ∈ Ω0L(M,End(E))ℓ−1 and γ ∈ Ω
1
L(M,End(E))ℓ we have (dα,ℓ−1β, γ) = (β, δα,ℓγ), hence
we obtain that im δα,ℓ ⊂ (ker dα,ℓ−1)⊥. Further, because im∆α,ℓ+1 ⊂ im δα,ℓ ⊂ (ker dα,ℓ−1)⊥ =
(ker∆α,ℓ−1)
⊥ and ker∆α,ℓ+1 ⊂ ker∆α,ℓ−1, we get
∞ > dim coker∆α,ℓ+1 ≥ dimker∆α,ℓ−1 ≥ dimker∆α,ℓ+1.
But ind∆α,ℓ+1 = 0, hence we obtain im∆α,ℓ+1 = im δα,ℓ. Furthermore, im∆α,ℓ+1 is a closed
subspace, thus ∆α,ℓ+1 from (ker∆α,ℓ+1)
⊥ to im∆α,ℓ+1 is a bijective continuous linear operator be-
tween Banach spaces. Therefore, using the Banach’s open mapping theorem, there exists a contin-
uous linear operator Gα,ℓ+1 : im∆α,ℓ+1 → (ker∆α,ℓ+1)
⊥ satisfying ∆α,ℓ+1 ◦Gα,ℓ+1 = id| im∆α,ℓ+1 .
Moreover, dα,ℓ+1 ◦Gα,ℓ+1 ◦ δα,ℓ in a continuous linear operator. Finally, if β ∈ Ω1L(M,End(E))ℓ,
then we have
β = (dα,ℓ+1 ◦Gα,ℓ+1 ◦ δα,ℓ)β + (β − (dα,ℓ+1 ◦Gα,ℓ+1 ◦ δα,ℓ)β)
with δα,ℓ(β − (dα,ℓ+1 ◦Gα,ℓ+1 ◦ δα,ℓ)β) = 0. So we are done. ♠
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Lemma 16. The set of all irreducible Sobolev L-connections A∗(E,L)ℓ is an open subset of
A(E,L)ℓ for ℓ >
1
2 dimM .
Proof. Let ∇ = ∇0 + α be an L-connection. From Lemma 14 it follows that
∆α = δ
∇◦ d∇ : Ω0L(M,End(E))ℓ+1 → Ω
0
L(M,End(E))ℓ−1
is a Fredholm operator. Moreover, the mapping
A(E,L)ℓ → L(Ω
0
L(M,End(E))ℓ+1,Ω
0
L(M,End(E))ℓ−1)
given by ∇0 + α 7→ ∆α is a continuous family of Fredholm operators, hence
∇0 + α 7→ dim ker∆α
is an upper semi-continuous real function on A(E,L)ℓ, see [11]. Because we have ker d
∇ = ker∆α
and dimker d∇ ≥ dim gau(E)0, the upper semi-continuity implies that A∗(E,L)ℓ is an open subset
of A(E,L)ℓ. ♠
Remark. We have just proved that A∗(E,L)ℓ is an open subset of A(E,L)ℓ. Because B(E,L)ℓ is
assumed to have the quotient topology and p−1ℓ (B
∗(E,L)ℓ) = A
∗(E,L)ℓ, we get that B
∗(E,L)ℓ is
an open subset of B(E,L)ℓ.
Now, for ∇ = ∇0 + α ∈ A(E,L)ℓ and ε > 0 we consider the Hilbert submanifold
Oα,ε = {∇0 + α+ β; β ∈ Ω
1
L(M,End(E))ℓ, δ
∇β = 0, ‖β‖ℓ < ε} (98)
of the Hilbert manifold A(E,L)ℓ. Because Oα,ε is a Hilbert manifold modeled on ker δ∇, we obtain
T∇(Oα,ε) = ker δ
∇. (99)
First note that if ∇ ∈ A∗(E,L)ℓ, then we may take ε small enough to ensure Oα,ε ⊂ A∗(E,L)ℓ,
since A∗(E,L)ℓ is open in A(E,L)ℓ. Next, we define the reduced group of gauge transformations
Gau(E)rℓ+1 by
Gau(E)rℓ+1 = Gau(E)ℓ+1
/
Gau(E)0. (100)
BecauseGau(E)0 is a closed normal Hilbert–Lie subgroup ofGau(E)ℓ+1, Theorem 1 bellow implies
that the reduced group of gauge transformations is a Hilbert–Lie group with the Lie algebra
gau(E)rℓ+1 = gau(E)ℓ+1
/
gau(E)0, (101)
where the Lie bracket descents from the one on gau(E)ℓ+1. Moreover, if
q : Gau(E)ℓ+1 → Gau(E)
r
ℓ+1 = Gau(E)ℓ+1
/
Gau(E)0 (102)
denotes the canonical projection, then q is a smooth mapping and any mapping f : Gau(E)rℓ+1 →
X , where X is a smooth Banach manifold, is smooth if and only if f ◦ q : Gau(E)ℓ+1 → X is
smooth.
Theorem 1. Let G be a Banach–Lie group over K with the Lie algebra g and suppose that
N is a closed normal Banach–Lie subgroup over K of G with the Lie algebra n. Then G/N is
a Banach–Lie group over K with the Lie algebra g/n in a unique way such that the quotient
mapping q : G→ G/N is smooth. Moreover, for any Banach manifold X a mapping f : G/N → X
is smooth if and only if f ◦ q is smooth.
Proof. See [12], [13] and [14]. ♠
Theorem 2. B∗(E,L)ℓ is a locally Hausdorff Hilbert manifold and p
∗
ℓ : A
∗(E,L)ℓ → B∗(E,L)ℓ is
a principal Gau(E)rℓ+1-bundle for ℓ >
1
2 dimM + 2.
22
Proof. Let ∇ = ∇0 + α be an irreducible L-connection. Consider the smooth mapping of Hilbert
manifolds
Ψ∇ : Oα,ε ×Gau(E)
r
ℓ+1 → A
∗(E,L)ℓ,
Ψ∇(∇0 + α+ β, [ϕ]) = (∇0 + α+ β) · ϕ,
then the tangent mapping at (∇, [idE ]) equals to
T(∇,[idE ])Ψ∇ : ker δ
∇ ⊕ gau(E)rℓ+1 → Ω
1
L(M,End(E))ℓ,
(T(∇,[idE ])Ψ∇)(β, [γ]) = d
∇γ + β.
From Lemma 15 it follows that T(∇,[idE ])Ψ∇ is surjective. Moreover, because ∇ is assumed to be
an irreducible L-connection, we obtain, using Lemma 12, that T(∇,[idE ])Ψ∇ is injective. Hence
by the Banach’s open mapping theorem T(∇,[idE ])Ψ∇ is an isomorphism. Therefore, the inverse
function theorem for Banach manifolds implies that Ψ∇ is a local diffeomorphism near (∇, [idE ]).
Consequently, there is an open neighborhood Vα of ∇ in A
∗(E,L)ℓ and an open neighborhood
N[idE ] of [idE ] in Gau(E)
r
ℓ+1 such that
Ψ∇ : Oα,ε ×N[idE ] → Vα
is a diffeomorphism for sufficiently small ε > 0.
Next we will show that, for ε small enough, the mapping pα,ε = p
∗
ℓ |Oα,ε
: Oα,ε → B∗(E,L)ℓ is
injective. We have to show that if for two elements ∇0+α+ β1,∇0 +α+ β2 ∈ Oα,ε there exists a
gauge transformation ϕ ∈ Gau(E)ℓ+1 satisfying
(∇0 + α+ β1) · ϕ = ∇0 + α+ β2,
then β1 = β2. First observe that the previous equation is equivalent to
d∇ϕ = ϕ ∧ β2 − β1 ∧ ϕ.
Further, because Ω0L(M,End(E))ℓ+1 = kerd
∇⊕ (kerd∇)⊥ is an L2-orthogonal decomposition into
closed subspaces, we can write ϕ = f ·idE+ϕ0, where f ∈ C∞(M,K), dLf = 0 and ϕ0 ∈ (ker d∇)⊥.
Moreover, im d∇ is a closed subspace of Ω1L(M,End(E))ℓ, hence we obtain by the Banach’s open
mapping theorem that
d∇ : (ker d∇)⊥ → im d∇
is an isomorphism of Hilbert spaces. Therefore, it is a lower bounded operator, i.e., there exists a
positive constant c1 such that
‖d∇ψ‖ℓ ≥ c1‖ψ‖ℓ+1
for all ψ ∈ (ker d∇)⊥. Denote by Mi, for i = 1, 2, . . . , n, connected components of M . If we
consider ψ1, ψ2 ∈ Ω0L(M,End(E))ℓ+1 such that ess suppψ1 ⊂ Mi1 and ess suppψ2 ⊂ Mi2 , then it
is easy to see that (ψ1, ψ2) = 0 provided i1 6= i2. This gives an L
2
ℓ+1-orthogonal decomposition of
Ω0L(M,End(E))ℓ+1 into closed subspaces Ω
0
L(M,End(E))
i
ℓ+1 defined by
Ω0L(M,End(E))
i
ℓ+1 = {ψ ∈ Ω
0
L(M,End(E))ℓ+1; ess suppψ ⊂Mi}
for i = 1, 2, . . . , n. For ψ ∈ Ω0L(M,End(E))ℓ+1 the corresponding elements of Ω
0
L(M,End(E))
i
ℓ+1
will be denoted by ψi.
Therefore, we may write
c1‖ϕ
i
0‖ℓ+1 ≤ ‖d
∇ϕi0‖ℓ = ‖d
∇ϕi‖ℓ = ‖ϕ
i ∧ β2 − β1 ∧ ϕ
i‖ℓ ≤ 2εc0 (‖f · id
i
E‖ℓ+1 + ‖ϕ
i
0‖ℓ+1),
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where we used the fact that ‖ψ ∧ γ‖ℓ ≤ c0‖ψ‖ℓ+1‖γ‖ℓ and ‖γ ∧ ψ‖ℓ ≤ c0‖ψ‖ℓ+1‖γ‖ℓ for all
ψ ∈ Ω0L(M,End(E))ℓ+1 and γ ∈ Ω
1
L(M,End(E))ℓ. As a consequence we have
‖ϕi0‖ℓ+1 ≤
2εc0
c1 − 2εc0
‖f · idiE‖ℓ+1 =
2εc0
c1 − 2εc0
‖ci · idiE‖ℓ+1
for ε small enough. The last equality follows from the fact that f = ci for some ci ∈ K on M i
because f is a locally constant function on M as we have from Lemma 3. Provided that ci = 0,
we obtain immediately ‖ϕi0‖ℓ+1 = 0, therefore ϕ
i = 0 and this is a contradiction. Furthermore,
because f ∈ Gau(E)0, we get
‖f−1 · ϕ− idE‖ℓ+1 = ‖f
−1 · ϕ0‖ℓ+1 ≤
2εc0
c1 − 2εc0
‖f−1f · idE‖ℓ+1 =
2εc0
c1 − 2εc0
‖idE‖ℓ+1.
Since q−1(N[idE ]) is an open set in Gau(E)ℓ+1 and idE ∈ q
−1(N[idE ]), we obtain that for ε small
enough [ϕ] is near [idE ] in Gau(E)
r
ℓ+1, i.e., [ϕ] ∈ N[idE ]. And if we use that Ψ∇ is injective, we
get β1 = β2.
Let Uα = p∗ℓ (Oα,ε), then we have (p
∗
ℓ )
−1(Uα) = R˜(Oα,ε ×Gau(E)ℓ+1), where R˜ : A∗(E,L)ℓ ×
Gau(E)ℓ+1 → A∗(E,L)ℓ is the corresponding right action. From the previous considerations,
it follows that (p∗ℓ )
−1(Uα) is open in A∗(E,L)ℓ, therefore Uα is open in B∗(E,L)ℓ. Moreover,
pα,ε : Oα,ε → Uα is a homeomorphism. The mapping
Ψ∇ : Oα,ε ×Gau(E)
r
ℓ+1 → (p
∗
ℓ )
−1(Uα),
Ψ∇(∇0 + α+ β, [ϕ]) = (∇0 + α+ β) · ϕ
is surjective because (p∗ℓ )
−1(Uα,ε) = R˜(Oα,ε×Gau(E)ℓ+1), the injectivity follows from the previous
consideration and from the fact that the action of Gau(E)rℓ+1 on A
∗(E,L)ℓ is free. In fact, we will
show that Ψ∇ is a diffeomorphism of Hilbert manifolds.
For an arbitrary [ϕ] ∈ Gau(E)rℓ+1 we find an open neighborhood W[ϕ] of [ϕ] such that the
mapping Ψ∇|Oα,ε×R[ϕ]−1(W[ϕ]) is a diffeomorphism, where R[ϕ]−1 is the right translation by [ϕ]
−1
in Gau(E)rℓ+1. In particular, we can take W[ϕ] = R[ϕ](N[idE ]). Therefore, we have
Ψ∇|Oα,ε×W[ϕ] = R˜ϕ ◦Ψ∇ ◦ (idA∗(E,L)ℓ ×R[ϕ]−1)|Oα,ε×W[ϕ] ,
which is a diffeomorphism.
Now, to show that p∗ℓ : A
∗(E,L)ℓ → B∗(E,L)ℓ is a principal Gau(E)rℓ+1-bundle over a Hilbert
manifold, we only need to glue together the local charts uα : Uα → Oα,ε, uα = p−1α,ε. Consider the
smooth mapping
ψα = pr ◦Ψ
−1
∇ : (p
∗
ℓ )
−1(Uα)→ Gau(E)
r
ℓ+1,
where pr : Oα,ε × Gau(E)rℓ+1 → Gau(E)
r
ℓ+1 is the projection. Further, for any ∇
′ = ∇0 + α′ ∈
A∗(E,L)ℓ with p
∗
ℓ (∇0 + α
′) ∈ Uα we have
uα(p
∗
ℓ (∇0 + α
′)) = (∇0 + α
′) · (ψα(∇0 + α
′))−1.
Hence it is easy to see that over uα2(Uα2 ∩ Uα1) we have
(uα1 ◦ u
−1
α2
)(∇0 + α2 + β) = uα1(p
∗
ℓ (∇0 + α2 + β)) = (∇0 + α2 + β) · (ψα(∇0 + α2 + β))
−1,
and this is clearly smooth in β. ♠
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7 Moduli spaces – local model
In this section, we give a local description of the moduli space M∗(E,L) of isomorphism classes of
irreducible flat L-connections around a given point. We will adopt to this situation the Kuranishi’s
argument used for describing the moduli space of complex structures on a compact manifold and
the moduli space of anti-self-dual connections on a compact 4-manifold given by Atiyah, Hitchin
and Singer, see [15].
The Kuranishi’s description provides local models of the moduli space, i.e., it gives an explicit
description of the germ of the moduli space in a given point. This makes it possible to estimate
the dimension of the moduli space and provides a simple smoothness criterium.
Let (L→M, [· , ·], a) be a real (complex) Lie algebroid satisfying the ellipticity condition and
let E → M be a real (complex) vector bundle. Further, assume that M is a compact manifold.
Then to any flat L-connection ∇ on E is associated the fundamental elliptic complex E(∇) playing
a cental role in the subsequent discussion.
Consider the sequence of linear differential operators of first order
0 −−→ Ω0L(M,End(E))
d∇
−−→ Ω1L(M,End(E))
d∇
−−→ . . .
d∇
−−→ ΩrL(M,End(E)) −−→ 0, (103)
where r = rkL and d∇ is the covariant exterior derivative for the induced L-connection ∇End(E)
on End(E). Because R∇ = 0 and
R∇
End(E)
(ξ, η) γ = [R∇(ξ, η), γ] = [R∇, γ](ξ, η), (104)
where ξ, η ∈ XL(M) and γ ∈ Ω0L(M,End(E)), we obtain R
∇End(E) = 0. Further, using Lemma 6
and the fact that the Lie algebroid satisfies the ellipticity condition, we get that the sequence (103)
of differential operators is an elliptic complex, called the deformation complex. We will denote the
cohomology of this elliptic compex by Hi(E,∇) for i = 0, 1, . . . , r.
Endow E and L with an Euclidean (Hermitian) metric hE and hL, respectively. This gives
an Euclidean (Hermitian) metric on each vector bundle ΛkL∗ ⊗ End(E). Furthermore, let g be a
Riemannian metric on M . Then we have the formal self-adjoint elliptic operators of second order
∆i = δ
∇
i ◦ d
∇
i + d
∇
i−1 ◦ δ
∇
i−1 : Ω
i
L(M,End(E))→ Ω
i
L(M,End(E)), (105)
where δ∇i is a formal adjoint of d
∇
i and d
∇
−1, d
∇
r are zero operators. Besides, the kernel of ∆i
Hi(E,∇) = {α ∈ ΩiL(M,End(E)); ∆iα = 0} = ker d
∇
i ∩ ker δ
∇
i−1 (106)
is a finite dimensional vector space for i = 0, 1, . . . , r and moreover there exists a natural isomor-
phism Hi(E,∇) ≃ Hi(E,∇). Because all cohomology groups are finite dimensional vector spaces,
we may define the index of E(∇) by
ind E(∇) =
r∑
i=0
(−1)i dimHi(E,∇) =
r∑
i=0
(−1)i dimker∆i. (107)
A fundamental result of the Hodge theory for the elliptic complex (103) is the Hodge decomposition
theorem, which states that there is an L2-orthogonal decomposition
ΩiL(M,End(E)) = H
i(E,∇)⊕ im d∇i−1 ⊕ im δ
∇
i . (108)
Furthermore, there exists a unique linear pseudo-differential operator
Gi : Ω
i
L(M,End(E))→ Ω
i
L(M,End(E)), (109)
of order −2, called the Green’s operator associated to ∆i, satisfying
idΩiL(M,End(E)) = Hi +∆i ◦Gi = Hi +Gi ◦∆i (110)
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and the following commutation relations
Hi ◦Gi = Gi ◦Hi, d
∇
i ◦Gi = Gi+1 ◦ d
∇
i , δ
∇
i ◦Gi+1 = Gi ◦ δ
∇
i , (111)
where Hi : Ω
i
L(M,End(E))→ H
i(E,∇) for i = 0, 1, . . . , r are L2-orthogonal projections. Further,
all the associated operators d∇i , δ
∇
i , ∆i, Gi can be extended to continuous linear operators between
appropriate Sobolev completions, e.g.
d∇i,k : Ω
i
L(M,End(E))k → Ω
i+1
L (M,End(E))k−1,
δ∇i−1,k : Ω
i
L(M,End(E))k → Ω
i−1
L (M,End(E))k−1,
∆i,k : Ω
i
L(M,End(E))k → Ω
i
L(M,End(E))k−2,
Gi,k : Ω
i
L(M,End(E))k → Ω
i
L(M,End(E))k+2,
and note that
ker∆i,k = ker∆i = H
i(E,∇). (112)
for i = 0, 1, . . . , r.
Remark. Note that H0(E,∇) = ker∆0 = kerd∇0 . Therefore, if ∇ is an irreducible L-connection,
then, using Lemma 10 and Lemma 3, we get dimH0(E,∇) = b0(M), where b0(M) is the zero
Betti number of M , otherwise dimH0(E,∇) > b0(M).
Recall that if we fix some smooth flat L-connection∇0 ∈ H(E,L), then the Sobolev completion
is defined through
H(E,L)ℓ = {∇0 + α; α ∈ Ω
1
L(M,End(E))ℓ, d
∇0α+ 12 [α, α] = 0} (113)
for ℓ > 12 dimM . Furthermore, from the previous we know that the curvature
F : A(E,L)ℓ → Ω
2
L(M,End(E))ℓ−1 (114)
given by F (∇0 + α) = d∇0α +
1
2 [α, α] is a smooth mapping of Hilbert manifolds for ℓ >
1
2 dimM
and
H(E,L)ℓ = F
−1(0). (115)
Consider a smooth irreducible flat L-connection ∇ = ∇0 + α ∈ H∗(E,L). From the proof of
Theorem 2 we have that for the Hilbert submanifold Oα,ε of A∗(E,L)ℓ, for ε > 0 small enough
and ℓ > 12 dimM + 2, the mapping pα,ε = p
∗
ℓ |Oα,ε
: Oα,ε → Uα ⊂ B∗(E,L)ℓ, where Uα = p∗ℓ (Oα,ε),
is a homeomorphism onto an open subset of B∗(E,L)ℓ, i.e., Oα,ε is a slice to the Gau(E)ℓ+1-
orbits of the action of the group of gauge transformations Gau(E)ℓ+1 on the set of irreducible
L-connections A∗(E,L)ℓ. Furthermore, consider a closed subset
Sα,ε = {∇0 + α+ β; β ∈ Ω
1
L(M,End(E))ℓ, δ
∇β = 0, d∇β + 12 [β, β] = 0, ‖β‖ℓ < ε} (116)
of Oα,ε. As Sα,ε ⊂ H∗(E,L)ℓ, we obtain that pα,ε : Sα,ε → Vα = Uα ∩M∗(E,L)ℓ is a homeomor-
phism onto an open subset of M∗(E,L)ℓ for ℓ >
1
2 dimM + 2.
Suppose that ℓ > max{ 12 dimM, 1}. Now, if we apply the Hodge decomposition (110) to the
element d∇1β +
1
2 [β, β] for some β ∈ Ω
1
L(M,End(E)ℓ, we obtain
d∇1β +
1
2 [β, β] = H2(d
∇
1β +
1
2 [β, β]) + (δ
∇
2 ◦ d
∇
2 ◦G2)(d
∇
1β +
1
2 [β, β])
+ (d∇1 ◦ δ
∇
1 ◦G2)(d
∇
1β +
1
2 [β, β])
= 12H2([β, β]) +
1
2 (δ
∇
2 ◦ d
∇
2 ◦G2)([β, β])
+ d∇1 ((δ
∇
1 ◦G2 ◦ d
∇
1 )β +
1
2 (δ
∇
1 ◦G2)([β, β])),
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where we used that G2 ◦ d∇1 = d
∇
1 ◦G1. Besides, we have
δ∇1 ◦G2 ◦ d
∇
1 = δ
∇
1 ◦ d
∇
1 ◦G1 = ∆1 ◦G1 − d
∇
0 ◦ δ
∇
0 ◦G1
= idΩ1L(M,End(E))ℓ −H1 − d
∇
0 ◦ δ
∇
0 ◦G1,
therefore substituting this into the equation above, we get
d∇1β +
1
2 [β, β] =
1
2H2([β, β]) +
1
2 (δ
∇
2 ◦ d
∇
2 ◦G2)([β, β])
+ d∇1 (β +
1
2 (δ
∇
1 ◦G2)([β, β])).
From this L2-orthogonal decomposition we have
d∇1β +
1
2
[β, β] = 0⇐⇒


d∇1
(
β + 12 (δ
∇
1 ◦G2)([β, β])
)
= 0,
(δ∇2 ◦ d
∇
2 ◦G2)([β, β]) = 0,
H2([β, β]) = 0.
(117)
Furthermore, for the smooth irreducible flat L-connection ∇ we define the Kuranishi mapping
K∇ : Ω
1
L(M,End(E))ℓ → Ω
1
L(M,End(E))ℓ
by the formula
K∇(β) = β +
1
2
(δ∇1 ◦G2)([β, β]) (118)
for β ∈ Ω1L(M,End(E))ℓ. It is a smooth mapping of Hilbert manifolds with the tangent mapping
TβK∇ : Ω
1
L(M,End(E))ℓ → Ω
1
L(M,End(E))ℓ at β equal to
TβK∇(γ) = γ + (δ
∇
1 ◦G2)([β, γ]), (119)
where γ ∈ Ω1L(M,End(E))ℓ. Since T0K∇ = idΩ1L(M,End(E))ℓ , using the inverse function theorem
for Banach manifolds, we immediately obtain that K∇ is a local diffeomorphism at 0. Further, we
define the subset
Sℓε = {β ∈ Ω
1
L(M,End(E))ℓ, δ
∇
0 β = 0, d
∇
1β +
1
2 [β, β] = 0, ‖β‖ℓ < ε} (120)
of Ω1L(M,End(E))ℓ for ε > 0.
Lemma 17. Let ℓ > max{ 12 dimM, 1}, then K∇(S
ℓ
ε) ⊂ H
1(E,∇) and Sℓε ⊂ Ω
1
L(M,End(E)).
Proof. The first observation is easy. It is enough to show that d∇1 (K∇(β)) = 0 and δ
∇
0 (K∇(β)) = 0
for β ∈ Sℓε, since H
1(E,∇) = ker d∇1 ∩ ker δ
∇
0 . But we have δ
∇
0 (K∇(β)) = δ
∇
0 β = 0 and using (117)
we obtain d∇1 (K∇(β)) = d
∇
1 (β +
1
2 (δ
∇
1 ◦G2)([β, β])) = 0.
Now consider β ∈ Sℓε and assume that β ∈ Ω
1
L(M,End(E))k for k ≥ ℓ. Because ∆1(K∇(β)) =
0, we get
∆1β = −
1
2
(∆1 ◦ δ
∇
1 ◦G2)([β, β]).
The term on the right hand side in the equation above belongs to Ω1L(M,End(E))k−1, and the
elliptic regularity theorem, applied to the elliptic operator ∆1, gives β ∈ Ω1L(M,End(E))k+1.
Using the induction on k, we get β ∈ Ω1L(M,End(E))k for all k ≥ ℓ. From the Rellich’s lemma it
follows that β is smooth. ♠
Lemma 18. For ℓ > 12 dimM + 2 the mapping jℓ : M
∗(E,L)→M∗(E,L)ℓ is injective and has an
open image.
Proof. The injectivity of jℓ follows from Lemma 13 and the fact that jℓ(M∗(E,L)) ⊂ M∗(E,L)ℓ.
Further, let ∇ = ∇0 + α be a smooth irreducible flat L-connection, then from the previous
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consideration there exists Sα,ε ⊂ H∗(E,L)ℓ such that p∗ℓ (Sα,ε) is an open neighbourhood of jℓ([∇])
inM∗(E,L)ℓ. But from Lemma 17 we get Sα,ε ⊂ H∗(E,L), hence we have p∗ℓ (Sα,ε) ⊂ jℓ(M
∗(E,L)),
so we are done. ♠
Theorem 3. The moduli space M∗(E,L) of gauge equivalence classes of irreducible flat L-
connections on E has a structure of a topological space such that for each [∇] ∈ M∗(E,L) repre-
sented by ∇ = ∇0 + α ∈ H∗(E,L) there exists an open neighbourhood Uα of [∇] in M∗(E,L), an
open neighbourhood Oα of 0 in H1(E,∇) and a smooth mapping
Φ: Oα → H
2(E,∇), (121)
called the obstruction mapping, satisfying Φ(0) = 0 and
Uα ≃ Φ
−1(0). (122)
Thus Uα is homeomorphic to a closed subset in an open subset in a finite dimensional vector space.
Proof. As the Kuranishi mapping K∇ : Ω1L(M,End(E))ℓ → Ω
1
L(M,End(E))ℓ is a local diffeomor-
phism at 0 for ℓ > 12 dimM + 1, there exist open neighbourhoods U ,V of 0 in Ω
1
L(M,End(E))ℓ
such that K∇|U : U → V is a diffeomorphism of Hilbert manifolds. We can take U = {β ∈
Ω1L(M,End(E))ℓ; ‖β‖ℓ < ε} for ε > 0 small enough, hence we have S
ℓ
ε ⊂ U . Furthermore, de-
note F = (K∇|U )
−1 : V → U . Because H1(E,∇) is a closed subspace of Ω1L(M,End(E))ℓ and
O = V ∩ H1(E,∇) is an open subset of H1(E,∇), we obtain that O is a Hilbert submanifold of
Ω1L(M,End(E))ℓ. If we define the obstruction mapping Φ: O → H
2(E,∇) by
Φ(γ) = H2
(
[F (γ), F (γ)]
)
,
then Φ is a smooth mapping of Hilbert manifolds.
From the previous we have K∇(Sℓε) ⊂ V ∩H
1(E,∇) = O. It remains to show that K∇(Sℓε) =
Φ−1(0). In case β ∈ Sℓε , then, using (117), we obtain (Φ ◦K∇)(β) = H2([β, β]) = 0. But on the
other hand, if γ ∈ Φ−1(0), then there exists a unique β ∈ U satisfying K∇(β) = γ. Hence we have
0 = Φ(γ) = (Φ ◦K∇)(β) = H2([β, β]). Since γ ∈ H1(E,∇), we get
0 = d∇1 γ = d
∇
1 (β +
1
2 (δ
∇
1 ◦G2)([β, β])),
0 = δ∇0 γ = δ
∇
0 β.
Applying the Hodge decomposition (110) to the element 12 [β, β] and using the above equations,
we obtain
d∇1β +
1
2 [β, β] = d
∇
1β +
1
2 (δ
∇
2 ◦ d
∇
2 ◦G2)([β, β]) +
1
2 (d
∇
1 ◦ δ
∇
1 ◦G2)([β, β]) +
1
2H2([β, β])
= 12 (δ
∇
2 ◦ d
∇
2 ◦G2)([β, β]) +
1
2H2([β, β]) =
1
2 (δ
∇
2 ◦ d
∇
2 ◦G2)([β, β]).
Denoting the left hand side of the equation above by ψ, we have
ψ = d∇1β +
1
2 [β, β] =
1
2 (δ
∇
2 ◦ d
∇
2 ◦G2)([β, β])
= 12 (δ
∇
2 ◦G3 ◦ d
∇
2 )([β, β]) =
1
2 (δ
∇
2 ◦G3)([d
∇
1β, β]− [β, d
∇
1β])
= (δ∇2 ◦G3)([d
∇
1β, β]) = (δ
∇
2 ◦G3)([ψ, β]),
where we used that [[β, β], β] = 0. Using the fact that there exists a positive constant c such that
‖(δ∇2 ◦G3)ϕ‖ℓ ≤ c ‖ϕ‖ℓ−1,
for all ϕ ∈ Ω3L(M,End(E))ℓ−1, we make the following estimate
‖ψ‖ℓ−1 ≤ ‖ψ‖ℓ = ‖(δ
∇
2 ◦G3)([ψ, β])‖ℓ ≤ c ‖[ψ, β]‖ℓ−1 ≤ c
′‖ψ‖ℓ−1‖β‖ℓ < εc
′‖ψ‖ℓ−1,
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where c′ is another positive constant and the last inequality is provided that ‖ψ‖ℓ−1 > 0. If we
take ε < 1
c′
, then we have ψ = 0. Thus, together with δ∇0 β = 0, we obtain that β ∈ S
ℓ
ε.
Further, because jℓ : M
∗(E,L)→M∗(E,L)ℓ is injective for ℓ >
1
2 dimM + 2, the mapping
jkℓ|jℓ(M∗(E,L)) : jℓ(M
∗(E,L))→ jk(M
∗(E,L))
is bijective for ℓ ≥ k > 12 dimM +2 since jkℓ ◦ jℓ = jk. Moreover, form Lemma 18 we know that jℓ
has open image, therefore for each ∇0+α ∈ H∗(E,L) there exists ε > 0 satisfying that p∗ℓ (S
ℓ
α,ε) is
an open neighbourhood of jℓ([∇0 + α]) in jℓ(M
∗(E,L)). Furthermore, from the previous we have
that the following mapping
p∗ℓ (S
ℓ
α,ε)
(pℓα,ε)
−1
−−−−−→ Sℓα,ε
χℓα−−→ Sℓε
K∇−−→ K∇(S
ℓ
ε) ⊂ O
ℓ
ε = V
ℓ
ε ∩H
1(E,∇),
where χℓα : S
ℓ
α,ε → S
ℓ
ε is given through χ
ℓ
α(∇0+α+β) = β, is a homeomorphism. Since K∇(S
ℓ
ε) ⊂
K∇(S
k
ε ), for ε small enough we have the following commutative diagram
p∗k(S
k
α,ε) K∇(S
k
ε )//
p∗ℓ (S
ℓ
α,ε)
jkℓ

K∇(Sℓε)//
id
H1(E,∇)

in which idH1(E,∇) is a continuous mapping with respect to the norm ‖ · ‖k and ‖ · ‖ℓ on H
1(E,∇)
because all norms on a finite dimensional vector space are equivalent. On the other hand, because
we can find ε′ ≤ ε such that K∇(Skε′) ⊂ K∇(S
ℓ
ε), we obtain the following commutative diagram
p∗k(S
k
α,ε′) K∇(S
k
ε′)
//
p∗ℓ (S
ℓ
α,ε)OO
(jkℓ)
−1
K∇(Sℓε)// OO
id
H1(E,∇)
which gives that jkℓ|jℓ(M∗(E,L)) : jℓ(M
∗(E,L))→ jk(M∗(E,L)) is a homeomorphism.
Hence we have proved that jkℓ|jℓ(M∗(E,L)) : jℓ(M
∗(E,L))→ jk(M∗(E,L)) is a homeomorphism.
Thus, jℓ gives a topology on M
∗(E,L) which is independent on the Sobolev index ℓ for ℓ >
1
2 dimM +2, and for each ∇ = ∇0+ α there exists an open neighbourhood Uα = (jℓ)
−1(p∗ℓ (S
ℓ
α,ε))
of [∇] homeomorphic to Φ−1(0). ♠
Theorem 4. The moduli spaceM∗(E,L) of irreducible flat L-connections on E is a real (complex)
manifold in a neighbourhood of [∇] ∈ M∗(E,L) if H2(E,∇) = 0, and its tangent space at [∇] is
naturally isomorphic to H1(E,∇).
Proof. It follows immediately from the previous theorem. ♠
The moduli space M∗(E,L) is non-Hausdorff in general. The pairs of non-separable isomor-
phism classes of irreducible flat L-connections on E can be detected by the following simple
criterion.
Lemma 19. If two distinct points [∇] and [∇′] can not be separated in the moduli spaceM∗(E,L),
then there exists a nontrivial homomorphism ϕ : (E,∇)→ (E,∇′) and ψ : (E,∇′)→ (E,∇) such
that ϕ ◦ ψ = 0 and ψ ◦ ϕ = 0.
Remark. By a homomorphism ϕ : (E,∇)→ (F,∇′), where ∇ and ∇′ are L-connections on E and
F , respectively, we understand a homomorphism ϕ : E → F of vector bundles moreover satisfying
the condition ϕ ◦ ∇ξ = ∇′ξ ◦ ϕ for all ξ ∈ X(M).
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Proof. Because the moduli space M∗(E,L) is homeomorphic to the image of jℓ : M∗(E,L) →
M∗(E,L)ℓ and H
∗(E,L)ℓ is a second-countable space for ℓ >
1
2 dimM +2, non-separability of [∇]
and [∇′] is equivalent to the existence of sequences ∇n in H∗(E,L)ℓ and ϕn in Gau(E)ℓ+1 such
that
∇n → ∇ and ∇
′
n = ∇n · ϕn → ∇
′
in H∗(E,L)ℓ. Since ∇n · ϕn = ∇′n, we obtain that ϕn ∈ ker∇
′′
n , where ∇
′′
n ∈ H(EndE,L)ℓ is the
corresponding induced L-connection on EndE. Moreover, we have
∇′′n → ∇
′′,
where ∇′′ ∈ H(EndE,L) is the induce L-connection on EndE given through ∇ and ∇′ on E.
Furthermore, because the real function ∇ 7→ dim ker∇ is an upper semi-continuous function
on A(EndE,L)ℓ, we get
dimker∇′′ ≥ lim sup
n→+∞
dimker∇′′n ≥ 1.
Since ∇′′ is a smooth L-connection, there is a nonzero homomorphism ϕ : (E,∇) → (E,∇′). By
interchanging the role of ∇ and ∇′ in the argument above, we obtain a nonzero homomorphism
ψ : (E,∇′)→ (E,∇).
Further, since ∇ is an irreducible L-connection and ψ ◦ϕ ∈ ker∇EndE , we have ψ ◦ϕ = c · idE
with c ∈ K. As ϕ ◦ ψ = c · idE , it follows that ϕ and ψ are isomorphism if c 6= 0. Since [∇] 6= [∇′]
by assumption, we get c = 0. ♠
8 Moduli spaces – examples
In this section we give some examples of moduli spaces of irreducible flat L-connections.
Example. (Holomorphic structures) Let M be a complex manifold, i.e., a real manifold with a
complex structure J , and consider the complex Lie algebroid (L → M, [· , ·], a) defined in the
following way. As a vector bundle L = TM0,1, the anchor map a : TM0,1 → TMC is inclusion
only and the Lie bracket is the Lie bracket of complexified vector fields.
Let E →M be a complex vector bundle, then an L-connection ∇ on E is a C-linear mapping
∇ : Γ(M,E)→ Γ(M,T ∗M0,1 ⊗ E)
which satisfies
∇(fs) = dLf ⊗ s+ f∇s,
where s ∈ Γ(M,E) and f ∈ C∞(M,C). Since we have dL = ∂¯ : C∞(M,C) → Γ(M,T ∗M0,1), we
obtain that a flat L-connection ∇ on E corresponds to a holomorphic structure ∂¯E = ∇ on E.
LetM be a connected compact Riemann surface Σg of genus g. Then the deformation complex
(103) for a flat L-connection ∇ is of the form
0 −−→ Ω0L(M,EndE)
d∇
−−→ Ω1L(M,EndE) −−→ 0
since rkL = 1. Now, using the Atiyah–Singer index theorem, the index ind E(E,∇) of this complex
is
ind E(E,∇) = dimH0(E,∇)− dimH1(E,∇) = −r2(g − 1),
where rkE = r. Moreover, if ∇ is the irreducible L-connection, then dimH0(E,∇) = 1 and we
get dimH1(E,∇) = 1 + r2(g − 1).
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Example. (Higgs and co-Higgs bundles) Let M be a complex manifold, i.e., a real manifold with
a complex structure J , and consider the complex Lie algebroid (L → M, [· , ·], a) defined in the
following way. As a vector bundle L = TM0,1 ⊕ T ∗M1,0, the anchor map a : TM0,1 ⊕ T ∗M1,0 →
TMC is given via a(X + ξ) = X , where X ∈ Γ(M,TM0,1) and ξ ∈ Γ(M,T ∗M1,0), while the Lie
bracket is given through [X + ξ, Y + η]L = [X,Y ] + LXη − iY dξ.
Let E →M be a complex vector bundle, then an L-connection ∇ on E is a C-linear mapping
∇ : Γ(M,E)→ Γ(M,L∗ ⊗ E) = Γ(M,T ∗M0,1 ⊗ E)⊕ Γ(M,TM1,0 ⊗ E)
which satisfies
∇(fs) = dLf ⊗ s+ f∇s,
where s ∈ Γ(M,E) and f ∈ C∞(M,C). For dL : C∞(M,C) → Γ(M,T ∗M0,1) ⊕ Γ(M,TM1,0) we
obtain that dLf = ∂¯f . Further, we denote by ∂¯E : Γ(M,E) → Γ(M,T
∗M0,1 ⊗ E) the C-linear
mapping defined by ∂¯E = pr1 ◦ ∇ and by Φ: Γ(M,E)→ Γ(M,TM
1,0 ⊗ E) the C-linear mapping
defined through Φ = pr2 ◦ ∇, where pr1 and pr2 are the projections onto Γ(M,T
∗M0,1 ⊗ E) and
Γ(M,TM1,0 ⊗ E), respectively. Moreover, we have ∂¯E(fs) = ∂¯f ⊗ s+ f ∂¯Es and Φ(fs) = fΦ(s)
for f ∈ C∞(M,C) and s ∈ Γ(M,E).
The flatness of an L-connection ∇ on E is equivalent to the following conditions. The mapping
∂¯E : Γ(M,E)→ Γ(M,T ∗M0,1 ⊗ E) defines a holomorphic structure on E and Φ ∈ Γ(M,TM1,0 ⊗
EndE) is a holomorphic section, i.e., Φ ∈ H0(M,TM ⊗ EndE), satisfying Φ ∧ Φ = 0, where
Φ ∧ Φ ∈ H0(M,Λ2TM ⊗ EndE). This is the so called co-Higgs bundle, see [16], [17] and [18].
In case there exists a holomorphic isomorphism between the holomorphic tangent bundle TM
and the holomorphic cotangent bundle T ∗M (e.g. holomorphic symplectic manifolds, K3 surfaces,
torus), then a flat L-connection ∇ on E can be viewed as a Higgs bundle (∂¯E ,Φ).
LetM be a connected compact Riemann surface Σg of genus g. Then the deformation complex
(103) for a flat L-connection ∇ is of the form
0 −−→ Ω0L(M,EndE)
d∇
−−→ Ω1L(M,EndE)
d∇
−−→ Ω2L(M,EndE) −−→ 0
since rkL = 2. Now, using the Atiyah–Singer index theorem, the index ind E(E,∇) of this complex
is
ind E(E,∇) = dimH0(E,∇)− dimH1(E,∇) + dimH2(E,∇) = r2(2g − 2),
where rkE = r. Moreover, if ∇ is the irreducible L-connection and ∇ is a nonsingular point of
M∗(E,L), then dimH0(E,∇) = 1 and dimH2(E,∇) = 0 and we get dimH1(E,∇) = 1−2r2(g−1).
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