Abstract. For G = GSp 4 we construct an automorphic sheaf correspinding to ǎ G-local system on a curve X such that its standard representation is an irreducible local system of rank 4 on X. This is obtained an an application of some more general results related to the geometric theta-lifting.
1. Introduction 1.1. Let X be a smooth projective curve over an algebraically closed field of characteristic p > 2. Let G = GSp 4 , writeǦ for the Langlands dual group overQ ℓ . Let EǦ be aǦ-local system on X such that its standard representation is an irreducible (rank 4) local system on X. Write Bun G for the stack of G-torsors on X. In this paper we construct an object K of the derived category D(Bun G ) ofQ ℓ -sheaves on Bun G , which is a EǦ-Hecke eigen-sheaf. It is obtained via the geometric theta-lifting and confirms a conjecture proposed ten years ago in ( [16] , Conjecture 6(ii)).
Under the additional assumption that X comes from a curve X 0 defined over a finite subfield of k, and EǦ comes from aǦ-local system on X 0 , we check that K is nonzero (by comparing with the classical theory of automorphic forms). 1 1.1.1. The above result is obtained as an application of several more general results. First, we consider the dual pairs (Sp 2n , SO 2m ), (GSp 2n , GO 2m ) and (GL n , GL m ) and the corresponding geometric theta-lifting functors as in [14, 16, 17] . If G is a 'smaller' group and H is a 'bigger' group in this pair, one has an associated embedding κ :Ǧ×G m →Ȟ for which the theta-lifting functor F H from D(Bun G ) to D(Bun H ) is known to commute with the action of Hecke functors Rep(Ȟ) via κ (cf. [14, 17] ). Let F G be the thetalifting functor from D(Bun H ) to D(Bun G ), that is, in the 'wrong' direction. We show that F G commutes with the action of Rep(Ȟ) in a suitable sense.
Second, we consider a general situation, where G, H are connected reductive groups with a given embedding κ :Ǧ ֒→Ȟ. Let now EǦ be aǦ-local system on X. Recall that Rep(Ǧ) acts on D(Bun G ) by Hecke functors. Let Rep(Ȟ) act on D(Bun G ) via the restriction by κ. Assume that K ∈ D(Bun G ) satisfies the EǦ-Hecke property for this action of Rep(Ȟ) on D(Bun G ). We show that for some particular list of embeddings κ, this property extends uniquely to the usual EǦ-Hecke property of K (cf. Theorem 2.2.1). We formulate several consequences of the above results, in particular, the construction of the desired automorphic sheaf for GSp 4 .
Our results are formulated in Section 2, and the proofs are given in the remaining sections.
1.2. Notation. We work over an algebraically closed field k of characteristic p > 2. The case p = 2 is excluded as we are using the results of [14, 15, 17, 12] on the the geometric Weil representation (they could possibly be extended to the p = 2 case using [9] ).
Use the conventions and notations from ( [14] , Section 2.1). In particular, X is a smooth projective connected curve, Ω is the canonical line bundle on X. For an algebraic stack locally of finite type S we have the categories D(S), D − (S) ! , D ≺ (S). For a connected reductive group G over k we have the spherical Hecke category Sph G and the stack Bun G of G-torsor on X. We write H G for the Hecke stack classifying (x ∈ X, F G → F ′ G | X−x ) with F G , F ′ G ∈ Bun G . It fits into the diagram
where h ← G (resp., h → G ) sends the above point to F G (resp., F ′ G ). The map supp sends the above point to x. The Hecke functors
are defined in ( [14] , Section 2.1.1). For θ ∈ π 1 (G) and x ∈ X let Gr ) for a one dimesional G-module of weightλ. Write Bun n for the stack of rank n vector bundles on X.
1.2.1. As in ( [14] , Section 2.1.2), write Loc X for the tensor category of local systems on X and set DLoc X = ⊕ i∈Z Loc X [i] ⊂ D(X). For a symmetric monoidal functor E : Sph G → DLoc X we use the notion of a E-Hecke on Bun G given in ( [14] , Definition 1). If x ∈ X then the datum of E is equivalent to a datum of a homomorphism σ : π 1 (X, x) × G m →Ǧ. For such σ we write σ ex : π 1 (X, x) × G m →Ǧ × G m for the map (σ, pr 2 ), where pr 2 is the projection.
As in ([14] , Section 2.1.2) we set DSph G = ⊕ i∈Z Sph G [i] ⊂ D(Gr G ) and use the Satake equivalence of symmetric monoidal categories
For a connected reductive group H and a given homomorphism κ :Ǧ × G m →Ȟ the geometric restriction functor gRes κ : Sph H → DSph G is the composition of the restriction via κ with the above Satake equivalence. Definition 1.2.2. Let x ∈ X,Ȟ be a connected reductive group overQ ℓ , σ : π 1 (X, x)× G m →Ȟ be a homomorphism. We say that K ∈ D ≺ (Bun G ) satisfies the σ-Hecke property with respect to a homomorphism κ :Ǧ × G m →Ȟ if for any V ∈ Rep(Ȟ) we are given isomorphisms
on X × Bun G compatible with the symmetric monoidal structure on Rep(Ȟ). In particular,
• for V →Q ℓ trivial, a V is the identity;
Here △: X → X 2 is the diagonal, and id ⊠H
If moreover,Ȟ =Ǧ and κ :Ǧ × G m →Ȟ is the projection then we say that K is a σ-Hecke eigen-sheaf.
Main results

2.1.
Partial Hecke property. Let n, m ≥ 1. Let G be the group scheme over X of automorphisms of O n X ⊕ Ω n preserving the symplectic form
We use the theta-lifting functors
Recall that for m > n (resp., m ≤ n) the functor F H (resp., F G ) commutes with Hecke functors in the sense of ( [14] , Theorem 3). The theta-functors in the opposite 'wrong' direction do not commute with Hecke functors, but satisfy the following partial Hecke property.
Then F H (K) satisfies the σ-Hecke propety with respect to κ :Ȟ × G m →Ǧ. 
be given as in ([17] , Definition 1).
Recall that the Langlands dual groups areȞ → GSpin 2m ,Ǧ → GSpin 2n+1 in the notations of ( [17] 
The analog of Corollary 2.1.2 for the pair (G, H) clearly holds also.
2.1.6. In this subsection we assume m, n ≥ 1, G = GL n , H = GL m . Let in this case the functors (2) be defined by , it is equipped with a distinguished surjection Spin m → SO m (given by the standard representation), whose kernel will be denoted {1, ι} → µ 2 . For example,
Consider the following embeddings κ: A1) GL n−1 ֒→ GL n given as the subgroup of matrices of the form y 0 0 1 . A2) for n ≥ 2 the inclusion Spin 2n−1 ֒→ Spin 2n defined in ( [10] , just after Theorem 8.1.3, p. 365). Note that κ(ι) = ι. A3) for n ≥ 2 the inclusion SO 2n−1 ֒→ SO 2n obtained from that of A2) by taking the quotient by {1, ι}. A4) for n ≥ 2 the inclusion GSpin 2n−1 ֒→ GSpin 2n obtained from id ×κ :
, where κ is given in A2), by taking the quotient by the diagonally embedded (−1, ι).
A5) letǦ,Ǧ 1 be connected reductive groups overQ ℓ with a given homomorphism G →Ǧ 1 , write κ :Ǧ ֒→Ǧ ×Ǧ 1 for its graph.
Theorem 2.2.1. Let G, H be connected reductive algebraic groups over k with a given inclusion κ :Ǧ ֒→Ȟ. Let x ∈ X, σ :
is equipped with the structure of a (κσ)-Hecke eigen-sheaf with respect to κ :Ǧ →Ȟ. Assume the map κ is one of the embeddings A1) − A5). Then the (κσ)-Hecke property of K with respect to κ :Ǧ →Ȟ extends uniquely to a structure of a σ-Hecke eigen-sheaf on K.
Remark 2.2.2. The following is easy to see. If Theorem 2.2.1 holds for the embedding κ :Ǧ ֒→Ȟ andǨ is a connected reductive group overQ ℓ then it also holds for the embedding id ×κ :Ǩ ×Ǧ ֒→Ǩ ×Ȟ.
Applications.
2.3.1. Let m ≥ 2, n = m − 1. Let (G, H) and κ :Ǧ ֒→Ȟ be as in Section 2.1 (the map κ is trivial on the G m -factor, which is omitted). Combining Corollary 2.1.2 and Theorem 2.2.1, we derive the following.
! be equipped with a structure of a κσ-Hecke eigen-sheaf. Then F G (K) is naturally equipped with a structure of a σ-Hecke eigen-sheaf.
2.3.3.
Let m ≥ 2, n = m − 1. Let (G, H) and κ :Ǧ ֒→Ȟ be as in Section 2.1.3 (the factor G m , on which κ is trivial, is omitted). Similarly we get the following.
2.3.5. Let m ≥ 2, n = m − 1. Let (G, H) and κ :Ǧ ֒→Ȟ be as in Section 2.1.6 (the factor G m , on which κ is trivial, is omitted).
2.3.7.
Case of GSp 4 . Use notations of Section 2.3.3 with m = 3. So, H = GO 0 6 , G = GSp 4 . Let EǦ be aǦ-local system on X viewed as a pair (E, χ), where E (resp., χ) is a rank 4 (resp., rank 1) local system on X with a symplectic form ∧ 2 E → χ. Let EȞ be theȞ-local system on X obtained from EǦ by the extension of scalars via κ :Ǧ ֒→Ȟ.
For the convenience of the reader recall thatȞ
The local system EȞ is the pair (E, χ), where we forget the symplectic form but keep the induced isomorphism det E → χ 2 on X.
Assume E is an irreducible GL 4 -local system on X. Under this assumption we have constructed a perverse sheaf denoted K E,χ,H on Bun H in ( [16] , Lemma 17) . The following establishes ( [16] , Conjecture 6(ii)). Theorem 2.3.8. Under the above assumptions,
is naturally equipped with a structure of a EǦ-Hecke eigen-sheaf.
Proof. By construction, K E * ,χ * ,H is a EȞ -Hecke eigen-sheaf on Bun H in the sense of Definition 1.2.2. The Hecke property of F G (K E * ,χ * ,H ) follows from Corollary 2.3.4.
In Section A we check that the complex F G (K E * ,χ * ,H ) from Theorem 2.3.8 is nonzero provided that X comes from a curve X 0 defined over a finite subfield k 0 ⊂ k, and EǦ comes from aǦ-local system E 0,Ǧ over X 0 . 
similar to that of ( [14] , Section 8.1). From definitions we get
We used the fact that 
By the base change and the projection formula, the latter complex identifies with H
ii) is proved similarly.
3.2.
Proof of Theorem 2.1.4. The proof is similar to that of Theorem 2.1.1, we give some details for the convenience of the reader. The stack Bun G classifies (M, A), where M ∈ Bun 2n , A ∈ Bun 1 with a symplectic form ∧ 2 M → A. The stack Bun H classifies (V, C), where V ∈ Bun 2m , C ∈ Bun 1 with a nondegenerate symmetric form Sym 2 V → C and a compatible trivialization det V → C m . As in [17] , let Bun G,H = Bun G × Bun 1 Bun H , where the map Bun G → Bun 1 sends (M, A) to A, and Bun H → Bun 1 sends (V, C) to Ω ⊗ C −1 .
Writeα 0 : H → G m for the character of H such that C is the extension of scalars of (V, C) ∈ Bun H underα 0 . Write a Sph H ⊂ Sph H for the full subcategory of objects that vanish off the connected components Gr θ H of Gr H satisfying θ,α 0 = −a. Writeω 0 for the character of G such that A is the extension of scalars of (M, A) ∈ Bun G underω 0 . Write a Sph G ⊂ Sph G for the full subcategory of objects that vanish off the connected components Gr
be the projections, here a p (resp., a q) sends the above point to (M, A) (resp., to (V, C)).
where supp sends the above point to x, h ← sends it to (V, C)), and h → sends it to (V ′ , C ′ ). As in loc.cit., one defines the Hecke functors
We prove i), the part ii) is similar. So, assume m > n. For a ∈ Z consider the diagram analogous to (4)
Here Aut G,H is given as in ( [17] , Definition 1). By ([17], Theorem 2),
So, (6) identifies with
By base change and the projection formula, (7) identifies with H ← G (gRes κ (S), F G (K)). We are done. Pick the maximal torus T G (resp., T H ) of diagonal matrices in G (resp., H). Note that κ gives an inclusionŤ G ⊂Ť H of the Langlands dual tori. Pick the Borel subgroups of upper triangular matrices in G and H. Write Λ H (resp.,Λ H ) for the coweights (resp., weights) lattice of H. Write Λ + H (resp.,Λ + H ) for the dominant coweights (resp., dominant weights) of H. For λ ∈ Λ + G write V λ for the irreducible representation ofǦ with highest weight λ. For µ ∈ Λ + H write W µ for the irreducible representation ofȞ with highest weight µ. We have Λ G = Z n−1 , Λ H = Z n and (a 1 , . . . , a n−1 ) ∈ Λ G | a 1 ≥ . . . ≥ a n−1 ≥ 0}. We establish the desired isomorphism for λ ∈ Λ ++ G . Since (1, . . . , 1) ∈ Λ ++ G , it will imply the isomorphism (8) for any λ ∈ Λ + G . Setω n−1 = (1, . . . , 1) ∈ Z n =Λ + G . We construct the isomorphism (8) by induction on r = λ,ω n−1 . For λ = 0 the desired isomorphism holds, so it holds for r = 0. Let r > 0. Assume the isomorphisms (8) given for all λ ∈ Λ ++ G with λ,ω n−1 < r. Let λ = (a 1 , . . . , a n−1 ) ∈ Λ ++ G with λ,ω n−1 = r. Setλ = (a 1 , . . . , a n−1 , 0) ∈ Λ + H . The restriction Res κ (Wλ) is described in ([10], Theorem 8.1.1). It is multiplicity free, and V µ appears in it iff µ interlacesλ in the sense of loc.cit, that is, for µ = (b 1 , . . . , b n−1 ) one has
G and λ − µ,ω n−1 > 0. Indeed, one has a i ≥ b i for all i, and there is 1 ≤ i ≤ n such that a i > b i .
By assumption, we have the isomorphism (1) for V = Res κ Wλ and for all V µ with µ = λ appearing in Res κ Wλ. Passing to the quotient in (1), we obtain the desired isomorphism for λ.
The compatibility of the isomorphisms (8) with the tensor structure of Rep(Ǧ) can be checked as follows. For λ, λ ′ ∈ Λ ++ G the compatibility for the inclusion V λ+λ ′ ֒→ V λ ⊗ V λ ′ follows from the corresponding compatibility for the restriction of Wλ +λ ′ ֒→ Wλ ⊗ Wλ ′ toǦ. It is easily to extended to any λ, λ ′ ∈ Λ + G . A2) Let G (resp., H) be the Langlands dual group ofǦ (resp.,Ȟ) over k. We pick the maximal toriŤ H ⊂Ȟ,Ť G ⊂Ǧ, and their positive roots as in ( [10] , Section 2.4.1, p. 94). Write Λ H (resp., Λ + H ) for the coweight (resp., dominant coweights) lattice for H, and similarly for G.
Writeω n = ( 2 ), where 1 2 appears n times. Then Λ H is the union of Z n + ǫω n for ǫ = 0, 1. Note that Λ G is the union of Z n−1 + ǫω n−1 for ǫ = 0, 1. One has 
Proof. WriteΛ G for the lattice dual to Λ G . Setω n−1 = (1, . . . , 1) ∈Λ G ⊗ Q. Our construction is by induction on r = λ,ω n−1 ≥ 0, which goes separately for integral and half-integral λ.
, where b n = 0 (resp., b n = 1 2 ) for λ integral (resp., half-integral).
The base of the induction for λ integral is given by the isomorphism (8) for λ = 0, which trivially holds. For λ half-integral the base of the induction is given by the isomorphism (8) for λ = ( = (a 1 , . . . , a n−1 ) ∈ Λ + G be integral (resp., half-integral). Assume the isomorphism (8) already constructed for all µ ∈ Λ + G integral (resp., half-integral) with µ,ω n−1 < λ,ω n−1 . Then V λ appears in Res
We have the isomorphism (1) for V = Res κ Wλ by assumption. Now we construct the isomorphism (8) using the induction hypothesis and passing to the quotient in the corresponding isomorphism (1) for V = Res κ Wλ.
The compatibility of the isomorphisms defined in Construction 4.1.2 with the tensor structure of Rep(Ǧ) is obtained as in A1).
A3) The same proof as in A2), where we restrict ourself to integral elements of Λ →Ǧ is the identity, this case is trivial.
The uniqueness of the structure of a σ-Hecke eigen-sheaf on K extending the initial (κσ)-Hecke eigen-sheaf structure also follows from the construction in all cases. Theorem 2.2.1 is proved. The phenomenon is related with the fact that the theta-lift from H to G actually produces an object on Bun O 2m . 5.1.1. Motivated by the above, we propose the following question. Let G, H be connected reductive groups with a given inclusion κ :Ǧ ֒→Ȟ. Let N be the normalizer of G inȞ. Assume N/Ǧ is finite. Find an analog of Theorem 2.2.1 in this case.
In particular, find an analog of Theorem 2.2.1 in the caseǦ = Spin 2n ,Ȟ = Spin 2n+1 and the embedding κ :Ǧ ֒→Ȟ given in ( [10] , just after Theorem 8.1.2, p. 364).
Appendix A. Finite field case A.1. Assume k 0 ⊂ k is a finite subfield, X comes from a curve X 0 defined over k 0 . Assume in the situation of Theorem 2.3.8 that EǦ comes from aǦ-local system E 0,Ǧ on X 0 . In this section we check that the function trace of Frobenius of the complex
Let A be the adèle ring of X. Recall that D. Soudry has shown in [19] that irreducible automorphic cuspidal generic representations of G(A) satisfy the strong multiplicity one property. This is the reason for which we get a particular irreducible automorphic representation of G(A) attached to E 0,Ǧ .
The local Langlands conjecture for G over a non-archimedian local field of characteristic zero has been established in [6] . It has been extended to the case of local non-archimedian field of characteristic p > 2 in [8] .
The local theta-correspondence for the dual pair (GSp 4 , GO A.1.1. The argument below is due to W. T. Gan. The proof is essentially as in ( [6] , Theorem 12.1(iii)), where a similar claim is established for number fields instead of the function field of X. Recall that H → GL 4 ×G m /{(z, z −2 ) | z ∈ G m }, so an irreducible automorphic representation of H(A) writes Π⊠ µ, where Π (resp., µ) is a representation of GL 4 (A) (resp., A * ) as in loc.cit. Let Π ⊠ µ be the irreducible automorphic cuspidal representation of H(A) attached to the extension of scalars of E 0,Ǧ via κ :Ǧ ֒→Ȟ. It suffices to check that the global theta-lift Θ(Π ⊠ µ) of Π ⊠ µ to G(A) is an irreducible cuspidal globally generic representation attached to E 0,Ǧ . By construction, the partial twisted exterior square L-function L S (s, Π, ∧ ⊗ µ −1 ) has a pole at s = 1. By a result of Jacquet-Shalika [11] , this is equivalent to Π having a nonzero Shalika period with respect to µ. In [19] and ( [7] , Proposition 3.1), the first Whittaker coefficient of Θ(Π ⊠ µ) is expressed in terms of the Shalika period of Π with respect to µ. So, this first Whittaker coefficient is nonzero. The cuspidality of Θ(Π⊠µ) is proved as in loc.cit. Thus, Θ(Π⊠µ) is a globally generic cuspidal representation of G(A). We are done.
Appendix B. Abelian categories over stacks
In this section we introduce some notions related to [3] and prove Proposition B.2.4 below.
B.1. Let K be an algebraically closed field of characteristic zero. All the stacks (and morphisms of stacks) we consider are defined over K.
All the stacks we consider in this section are assumed algebraic locally of finite type and such that the diagonal map Y → Y × Y is affine. For such a stack Y one has the notion of a sheaf of abelian categories over Y ( [3] , Section 9). We use the notions and results of [3] freely. Write Aff /Y for the category of affine schemes over Y. B.1.1. Let C be an abelian K-linear category, assume C presentable in the sense of [13] , Definition 5.5.0.1).
Let A be a K-algebra, assume C is a category over Spec A and f : Spec A → Spec B is a morphism of K-schemes. Then C can also be viewed as a category over Spec B. This is the operation of direct image of C under f , write f * C for this category over Spec B. Proof. Let (x, α) ∈ Hecke(C, G) with x ∈ A. One gets the action map a : x * O G → x as the composition
Here ǫ : O G → K is the counit, the restriction to 1 ∈ G. See also the proof of ( [3] , Theorem 18), apply it for the map Spec K → B(G).
In the other direction, let (x, a) ∈ O G − mod r (C), where a :
B.2.3. Let f : B(G) → B(H) be the natural map. Then f * C is the same category C viewed as a category with the action of Rep(H) via G ֒→ H. Note that
Assume C 0 is an abelian K-linear category, in which every object has a finite length, and C → Ind(C 0 ). Since C 0 admits finite colimits, C is presentable by ([13], 5.5.1.1). Assume for any x ∈ C 0 , dim K End C (x) < ∞. Assume the action of Rep(G) on C comes (by the functoriality of Ind) from an action of Rep(G) on C 0 .
Write O G\H for the space of functions on G\H, we view it as an algebra object in Rep(G), where G acts by right translations.
Remark B.2.5. View O H (resp., O G ) as an algebra in Rep(G), where G acts by the right translations. We may view x in Proposition B.2.4 as x ∈ C 0 together with a structure of a right O H -module given by the action map a :
B.2.6. Proof of Proposition B.2.4. The forgetful functor C × B(G) G\H → C is exact and faithful. So, x is of finite length as an object of C × B(G) G\H. If y ∈ C × B(G) G\H is irreducible such that its image in C lies in C 0 then dim K End C× B(G) G\H (x) < ∞. So, the space of functions O G\H acts on y via some closed point ξ : B.2.7. The rest of Section B.2 is not used in the paper and is added for convenience of the reader. Let A be a K-algebra of finite type, D is an abelian presentable category over Spec A. Assume D 0 is an abelian K-linear category, in which every object has a finite length, and D → Ind(D 0 ). Assume for any irreducible object
The following is an analog of Nakayama's lemma.
Proof. 1) Assume our claim true for any Y irreducible. The functor C → C, X → X ⊗ A K is right exact. If X → Y is a surjection with Y irreducible then Y ⊗ A K = 0 for any closed point of Spec A, so Y = 0. Since X is of finite length, X = 0. So, it suffices to prove our claim for any X irreducible.
2) Assume X irreducible. By Lemma B.2.8, A acts on X via some closed point Spec K → Spec A. For this point we get X ⊗ A K → X. So, X = 0.
The following is an immediate consequence of Lemma B.2.9.
Here is a kind of application we have in mind. Use notations of Section 1.2. Let G be a connected reductive group over k,Ǧ its Langlands dual group overQ ℓ . Pick x ∈ X. Let Rep (π 1 (X, x) ) be the category of finite-dimensional continuous representations of π 1 (X, x) overQ ℓ . Let C be an abelian presentableQ ℓ -linear category with commuting actions of Rep(π 1 (X, x)) and Rep(Ǧ). Both action functors C × Rep(Ǧ) → C, (x, V ) → x * V and C × Rep(π 1 (X, x)) → C, (x, W ) → x * W are assumed exact in each variable. Let σ : π 1 (X, x) →Ǧ be a homomorphism. For V ∈ Rep(Ǧ) write V σ for the composition π 1 (X, x) σ →Ǧ → GL(V ).
B.3.1. One defines the category Hecke(C, σ) of σ-Hecke eigen-sheaves in C as the category of pairs (x, α), where x ∈ C, α is a collection of isomorphisms α V : x * V → x * V σ for V ∈ Rep(Ǧ) satisfying the compatibility conditions as in ([1], Section 2.2). Assume that for any W in Rep(π 1 (X, x)) or in Rep(Ǧ) the functor C → C, x → x * W is right adjoint to the functor C → C, x → W * * x.
Consider OǦ as an algebra object in Rep(Ǧ×π 1 (X, x)), whereǦ (resp., π 1 (X, x)) act on OǦ via left translations (resp., right translations via the homomorphism σ). Then OǦ − mod r (C) → Hecke(C, σ) as in Lemma B.2.2.
Another way to spell this is as follows. The category C aquires a new action of Rep(Ǧ) as the composition
We refer to it as a new action. Let Rep(Ǧ ×Ǧ) act on C so that the first factor acts through the old action, and the second one through the new one. Then In the latter formula, (Ǧ ×Ǧ)\(Ȟ ×Ȟ)/Ȟ is the stack quotient ofȞ ×Ȟ byǦ×Ǧ ×Ȟ, whereǦ ×Ǧ (resp.,Ȟ) acts by left (resp., right) translations.
Assume C 0 is an abelianQ ℓ -linear category, in which every object has a finite length, and C → Ind(C 0 ). Assume the action of π 1 (X, x) ×Ǧ on C comes by functoriality of Ind from its action on C 0 .
There is a relation between Hecke(C, σ) and Hecke(C, κσ) analogous to Proposition B.2.4, whose precise formulation is left to a reader. B.3.3. Example. Assume K 1 , . . . , K r are irreducible perverse sheaves on Bun G such that for any V ∈ Rep(Ǧ), H ← G (V, K i ) → ⊕ r j=1 (E j ⊠ K j [1] ) for some local systems E j on X. Let Perv(X × Bun G ) be the category of perverse sheaves on X × Bun G . Let Rep (π 1 (X, x) ) act on Perv(X ×Bun G ) so that W ∈ Rep(π 1 (X, x)) sends K to π * 1 W ⊗K for the projection pr 1 : X × Bun G → X. Let C 0 ⊂ Perv(X × Bun G ) be the smallest full abelian subcategory containingQ ℓ ⊠ K i [1] for all i, stable under extensions and the action of Rep(π 1 (X, x) ). Then it satisfies all the assumptions of Section B.3.
