Abstract-Frequent failure occurrences are becoming a serious concern to the community of high-end computing, especially when the applications and the underlying systems rapidly grow in size and complexity. In order to better understand the failure behavior of such systems and further develop effective faulttolerant strategies, we have collected detailed event logs from IBM Blue Gene/L, which has as many as 128K processors, and is currently the fastest supercomputer in the world. Due to the scale of such machines and the granularity of the logging mechanisms, the logs can get voluminous and usually contain records which may not all be distinct. Consequently, it is crucial to filter these logs towards isolating the specific failures, which can then be useful for subsequent analysis. However, existing filtering methods either require too much domain expertise, or produce erroneous results. This paper thus fills this crucial void by designing and developing an Adaptive Semantic Filtering (ASF) method, which is accurate, light-weight, and more importantly, easy to automate. Specifically, ASF exploits the semantic correlation between two events, and dynamically adapts the correlation threshold based on the temporal gap between the events. We have validated the ASF method using the failure logs collected from Blue Gene/L over a period of 98 days. Our experimental results show that ASF can effectively remove redundant entries in the logs, and the filtering results can serve as a good base for future failure analysis studies.
I. INTRODUCTION
Meta-scale scientific and engineering applications have been playing a critical role in many aspects of the society, such as economies of countries, health development, and military/security. The large processing and storage demands of these applications have led to the development and deployment of IBM Blue Gene/L, the fastest supercomputer on the TOP500 supercomputer list [2] . Blue Gene/L is currently deployed at Lawrence Livermore National Laboratory (LLNL), hosting applications that span several thousand processors, in the domains such as hydrodynamics, molecular dynamics, and climate modeling.
As applications and the underlying platforms scale to this level, failure occurrences have become a norm, rather than an exception [21] , [19] , [20] , [24] , [10] , [7] , [17] , [12] , [11] , [25] , [18] . Failures can be broadly categorized into two classes: software failures and hardware failures. Software failures can be further categorized into application software failures such as bugs in application development, and system software failures such as bugs in the kernel domain and system configuration errors. Hardware failures are often observed in memory, storage and network subsystems, but more recently they are also found in combinational units [14] , [15] . Both system software failures and hardware failures can have severe impact on the system performance and operational costs. For instance, failures can make nodes unavailable, thereby lowering system uti-1-4244-0910-1/07/$20.00 ©2007 IEEE lization. Furthermore, failures can cause applications executing on the nodes (probably having run for a long time) to abort, thus wasting the effort already expended. Additionally, failures can also greatly increase the system management costs. The system administrator may need to detect failures, diagnose the problem, and figure out the best remedial actions. On the hardware end, this may entail resetting a node, changing the motherboard/disk, etc., and on the software end it may require migrating the application, restarting the application, reinitializing/rejuvenating [23] a software module, etc. Indeed, the resulting personnel involvement will increase the Total Cost of Operation (TCO), which is becoming a serious concern in numerous production environments [8] , [1] .
Understanding the failure behavior in large scale parallel systems is crucial towards alleviating the above problems. This requires continual online monitoring and analysis of events/failures on these systems over long periods of time. The failure logs obtained from such analysis can be useful in several ways. First, the failure logs can be used by hardware and system software designers during early stages of machine deployment in order to get feedback about system failures and performance. It can also help system administrators for maintenance, diagnosis, and enhancing the overall health (uptime). Finally, it can be useful in fine-tuning the runtime system for checkpointing (e.g. modulating the frequency of checkpointing based on error rates), job scheduling (e.g. allocating nodes which are less failure prone), network stack optimizations (e.g. employing different protocols and routes based on error conditions), etc.
While failure logs have the above-mentioned potential uses, the raw logs cannot be directly used. Instead, redundant and/or unimportant information must be first removed. There are several reasons for doing so. First, there are many recorded warnings that do not necessarily lead to a failure. Such warnings need to be removed (note that a sequence of warnings which do lead to a failure should remain). Second, the same error could get registered multiple times in the log, or could get flagged in different ways (e.g. network busy and message delivery error). For III. FILTERING METHODS In this section, we present two event filtering methods. First, we briefly introduce the Spatio-Temporal Filtering (STF) method that was proposed in [12] . Then, we propose an Adaptive Semantic Filtering (ASF) method, which exploits the semantic correlations between events, and can help automate the filtering process for large systems such as IBM Blue Gene/L.
A. A Spatio-temporal Filtering Method
In our previous work [12] , we have developed a SpatioTemporal Filtering (STF) method for parsing Blue Gene/L event logs and filtering out redundant/unimportant event records. STF involves three steps: (1) extracting and categorizing failure events; (2) performing temporal filtering to compress events from the same chip locations; and (3) performing spatial filtering to coalesce records of the same event across different locations.
First, the raw logs have to be preprocessed, such as reformatting the entries and handling missing attributes. After the preprocessing step, the next step is to extract all the events with FATAL severity. As pointed out in Section II, an event can be associated with six levels of severity, and STF is designed to focus on filtering events with severity level FATAL because these events can terminate job executions and thus have the most severe impact on system performance. Once all the FATAL events are extracted, based on the involved hardware components, they are categorized into the following six groups: memory related failures (mem), network related failures (net), midplane switch related failures (mps), application I/0 related failures (aio), node card related failures (nc), and unknown failures. The unknown category includes those FATAL events that do not have self-explanatory entry-data fields. In order to correctly categorize an event, we have to examine its entry data field carefully, and often a domain expert is needed. After the categorization step, a temporal filtering is conducted at every chip location, with failures that are from the same job and are close to each other coalesced into one record, and the filtering results from different locations are merged in the temporal order using the sort-merge method. The temporal filtering is a simple threshold-based scheme, and the threshold is chosen with the help of domain knowledge. Finally, due to the parallel nature of these systems and applications, an event may be reported by multiple locations at the same time. Therefore, we adopt a spatial filtering after the temporal filtering phase, which removes redundant records from different locations. Like the temporal filtering step, spatial filtering also employs a threshold, which is again determined by domain experts.
B. An Adaptive Semantic Filtering Method While STF can effectively compress Blue Gene/L data logs, as shown in [12] , it has the following drawbacks. First, it requires extensive domain knowledge, both when categorizing fatal events and when adopting suitable threshold values. Second, it requires manual operations. For example, upon the addition of a new event entry, a human operator is needed to categorize it into different types. As another example, after each step, manual operations are needed to process the partial results to enable operations in the next step. Third, STF only employs simple thresholding-techniques, which cannot handle many tricky situations, and may lead to incorrect results.
To address these challenges, in this paper, we propose an Adaptive Semantic Filtering (ASF) method, which exploits the semantic context of the event descriptions for the filtering process. ASF involves the following three steps: (1) building a dictionary containing all the keywords that appear in event descriptions, (2) translating every event description into a binary vector where each element of the vector represents whether the corresponding keyword appears in the description or not, and (3) filtering events using adaptive semantic correlation thresholds.
1) Keyword Dictionary: The keyword dictionary is the base for developing the ASF method. The keywords in the dictionary should capture the semantic context of all the events. Building the dictionary is an iterative process. In each iteration, we examine an event entry, identify its keywords, and append new keywords into the dictionary. In order to identify the keywords of an event description, we have adopted the following removal/replacement rules: 1) Remove punctuation, equal signs, single quotes, double quotes, parentheses (including the content in the parentheses). 2) Remove indefinite articles a, an, and definite article the.
3) Remove words such as be, being, been, is, are, was, were, has, have, having, do or done. 2) Correlation Computation: Following the construction of the keyword dictionary, we next convert each event description into a binary vector for the purpose of semantic correlation calculation. Suppose there are N keywords. Then the vector will have N elements, with each element corresponding to one keyword. In this way, assigning vectors to event descriptions becomes straightforward: 1 denoting the description includes the associated keyword, and 0 denoting otherwise. In order to make this step more automatic, we can choose a reasonably large value for N so that adding new logs will not require re-doing the translations for earlier logs, even when these new logs may introduce new keywords. This approach is further supported by the observation that the number of raw events may be huge, but the number of keywords stays more or less constant after it reaches a certain level.
After generating a binary vector for event record, we can then compute the correlation between any two events using the a correlation coefficient [16] , the computation form of Pearson's Correlation Coefficient for binary variables. For a 2 x 2 two-way table as shown in Figure 1 , the calculation of the X correlation coefficient reduces to (00)P(11)-P(01)P(10) (1) where P(ij) denotes the number of samples that are classified in the i-th row and j-th column of the table. Furthermore, we let P(i+) denote the total number of samples classified in the ith row, and P(+j) the total number of samples classified in the jth column. Thus, we have P(i+) = E1=o P(ij) and P(+j) = El oP(ij). In the two-way table, N is the total number of samples.
3) Adaptive Semantic Filtering: ASF tells whether a record is redundant or not based on its semantic context. An intuitive semantic correlation based approach would regard two records with a high correlation between their descriptions as redundant. A closer look at the logs, however, reveals that in addition to the correlation coefficient, the interval between two records also plays an important role in determining whether these two records are redundant. For example, if two events are very close to each other, even though their correlation may be low, they may still be triggered by the same failure. On the other hand, two records that are far away from each other, though their descriptions may be exactly the same, are more likely to report unique failures. As a result, it is insufficient to adopt a simple thresholding technique solely based on the correlation coefficients between events. Instead, we propose to adopt an adaptive semantic filtering mechanism, which takes into consideration both semantic correlation and temporal information between events to locate unique events. timestamp of the current anchor event is greater than the largest time threshold, the ASF algorithm deletes this anchor event from the joblD table; otherwise, in line 8, the algorithm computes the semantic correlation between the current event and the anchor event. Line 9 obtains the temporal gap between the current event and the anchor event. If either the temporal or the correlation criteria is satisfied, the current record is filtered out as indicated in Line 12. The above process is iterated for every event record.
IV. EXPERIMENTAL RESULTS
In this study, we have applied the proposed adaptive semantic filtering technique to the raw RAS event logs collected from the Blue Gene/L machine. We report the detailed filtering results in this section.
A. ASF Versus STF First, we would like to compare the effectiveness of the new semantic filter ASF, and the earlier non-semantic filter STF. Please note that STF is expected to accurately extract unique events from voluminous raw logs because it has involved extensive domain knowledge in the organization of the hardware platform, as well as the logging procedure, and because it has involved a considerable amount of manual effort from these domain experts.
Due to the space limit, instead of presenting the filtering results for all types of events, we only present the results for FATAL events here. For the sake of fairness, we first need to carefully tune the parameters of both algorithms to reach their optimal operating ranges. The main parameters involved in STF include the threshold in the temporal filtering phase tth, and the threshold in the spatial filtering phase Sth. Figure 2 (a) plots the number of remaining FATAL events after applying different temporal values tth. We take the viewpoint that a job is likely to encounter only one fatal event of the same type. Hence, a threshold that is too small will result in several fatal events from the same type for a job. On the other hand, since the log has a large portion of entries that do not have a valid JobID field, then a large threshold may filter away failures encountered by different jobs. Both factors considered, we have chosen tth = 20 minutes, and this threshold yields 145371 fatal events. Of course, after choosing this threshold, we have validated our choice by examining both the original log and the resulting log manually.
Compared to the temporal threshold, the spatial threshold is easier to set. Similarly, Figure 2(b) gives the number of remaining fatal events after applying different spatial filtering threshold values Sth. We have two main observations from this figure. First, applying spatial filtering is very important. Even a zero-second spatial filtering threshold can bring down the number of FATAL events from 145371 to 1746. The second observation is that, the impact of different spatial threshold values is not as pronounced as that of the temporal filtering threshold. This is because the fact that spatial filtering is adopted dominates the filtering effect. As a result, we choose 20-minute as the value for Sth.
Using the chosen threshold values, STF can bring down the number of FATAL records from 281462 to 998, which only constitutes 0.3546% of the raw log. Now, let us switch our attention to the proposed adaptive semantic filter (ASF). As presented in Section III, ASF adopts different correlation coefficient threshold values according to the intervals between subsequent event records. Specifically, we take the viewpoint that two records that are temporally close to each other are likely to be correlated, and therefore, should be coalesced into one event. As a result, we adopt a lower correlation threshold for shorter intervals between subsequent records. On the other hand, two records that are far apart from each other should only be considered correlated when the semantic correlation between them is high, which suggests that we should adopt a higher threshold for events with larger intervals from their preceding events.
In order to develop suitable threshold values, we have partitioned the data sets into two halves, the first half being training data while the second half being test data. On the training data, we have applied different correlation coefficient and interval pairs, and chosen the following values which have produced similar results as those from STF: (2) where T denotes the interval between the current record and the previous record, and the time unit is a minute. Equation 2 specifies correlation coefficient threshold values for different intervals. For example, if the gap between the current record and the previous record, T, is greater than or equal to 20 minutes, then the current record will be kept in the result log if the semantic correlation between it and its previous record is less than or equal to 1.0. (Of course, since 1.0 is the maximum correlation coefficient, all the events that occur within a window longer than 20 minutes after their preceding events will be kept.) As another example, Equation 2 specifies that if T is less than 30 seconds, then the current event will be filtered out if the semantic correlation between itself and its previous event is less than -1.0. In another word, all the events that occur within 30 seconds after their previous events will be filtered out.
After we extract the parameters in Equation 2 from the training data, we have applied them to the test data to examine whether they are only specific to the training data or they can be used to the test data as well. Fortunately, we find that these values are effective for all the data after careful inspection.
Using In this example, all three events occur at the same time, but at different locations, and they correspond to the same fatal failure that affects all three locations. However, in the spatial filtering phase, STF only filters out records if their descriptions are the same. As a result, it has kept all three entries. This problem, however, can be avoided by ASF because ASF considers semantic correlation instead of exact word-by-word match. Hence, the result from ASF only contains one entry: This example emphasizes the importance of semantic correlations in filtering error logs. Advantage II. ASF can prevent non-correlated events from beingfiltered out. The previous example shows that ASF can filter out semantically correlated events even when their descriptions are not identical. Similarly, ASF can also prevent non-correlated events from being blindly filtered out just because they are close to each other. This is because STF, in its temporal filtering phase, simply treats all the events that are more than 20 minutes apart as unique while all the events that are less than 20 minutes apart as redundant. Compared to STF, ASF employs a much more sophisticated mechanism, which not only exploits correlation coefficient between two events, and the threshold for the correlation coefficient also adapts to the gap between the events. As a result, if the gap between two events (from the same location) is less than 20 minutes, STF will filter out the second event, but ASF will only do so if their correlation coefficient is above a ceratin level.
As an example, ASF has produced the following sequence:
[ In the above sequence, ASF chooses to keep both records because the semantic correlation between them is less than 0.0, and according to parameters in Equation 2, they are unique events. On the other hand, STF condenses the same example scenario to the only entry because the gap between these two events is 4 minutes: Fortunately, this problem of ASF does not affect the filtering results much because the likelihood of having two failures within 30 seconds is very low. In fact, we have checked the log carefully, and found that the above example is the only case where two distinct events occur so close to each other. Even in such cases, the problem will be further alleviated by the fact that the production Blue Gene/L usually runs one job at a time, which spans all the processors of that machine. As a result, the adverse effect of compressing failures that occur at the same time is negligible because they hit the same job anyway.
B. The Blue Gene/L RAS Event Analysis
In addition to filtering fatal events, it is also equally important to filter other non-fatal events, since such information can depict a global picture about how warnings evolve into fatal failures, or about how a fatal failure is captured by different levels of logging mechanisms. STF, however, cannot be used to filter non-fatal events due to its complexity, especially when the number of non-fatal events (1, 172, 766 in our case) is substantially larger than that of fatal events (281,462). Fortunately, this void can be filled by the introduction of ASF, which involves much less overhead and can thus yield an automatic execution. severity. An example cluster is shown in Table II It has also been recognized [4] , [6] , [9] , [22] that it is critical to coalesce related events since faults propagate in the time and error detection domain. The tupling concept developed by Tsao [22] groups closely related events, and is a method of organizing the information in the log into a hierarchical structure to possibly compress failure logs [4] .
Filtering raw logs becomes more important for larger parallel and distributed systems. In our previous study [17] , we studied the failure behavior for a large-scale heterogeneous AIX cluster involving 400 nodes over a 1.5 year period. In that study, we used a simple thresholding technique to filter out redundant entries, and the threshold was 5 minutes. In another previous study [12] , we developed a spatio-temporal tool (STF) to filter logs collected from a Blue Gene/L prototype consisting of 8192 processors. STF was the first filtering tool that could deal with large failure data sets, and is used as the baseline technique in this exercise.
VI. CONCLUSIONS AND FUTURE WORK Parallel system event/failure logging in production environments has widespread applicability. It can be used to obtain valuable information from the field on hardware and software failures, which can help designers make hardware and software revisions. It can be used by system administrators for diagnosing problems in the machine, scheduling maintenance and down-times. Finally, it can be used to enhance fault resilience and tolerance abilities of the runtime system for tuning checkpointing frequencies and locations, parallel job scheduling, etc. With fine-grain event logging, the volume of data that is accumulated can become unwieldy over extended periods of time (months/years), and across thousands of nodes. Further, the idiosyncracies of logging mechanisms can lead to multiple records of the same events, and these need to be cleaned up in order to be accurate for subsequent analysis.
In this paper, we have presented an Adaptive Semantic Filtering (ASF) method, which exploits the semantic correlation as well as the temporal information between events to determine whether they are redundant. The ASF method involves three steps: first building a keyword dictionary, then computing the correlation between events, and finally choosing appropriate correlation thresholds based on the temporal gap between events. Compared to existing filtering tools, the proposed filter (1) produces more accurate results, (2) incurs less overhead, and (3) avoids frequent human intervention. We have validated the design of the filter using the failure logs collected from Blue Gene/L, which consists of 128K processors, and is the fastest supercomputer on the Top 500 Supercomputers List, over a period of 98 days.
Fault-tolerance for large-scale systems requires long-term efforts from the entire community, and this study only serves as a starting point towards this goal. There are several interesting possibilities for future work, and we are particularly interested in investigating online statistical analysis of this data for predictability. Also, we are planning to use this information for enhancing the runtime fault-tolerance mechanisms such as checkpointing and job scheduling.
