An Efficient Primal-Dual Approach to Chance-Constrained Economic
  Dispatch by Martinez, Gabriela et al.
ar
X
iv
:1
41
0.
48
79
v1
  [
ma
th.
OC
]  
17
 O
ct 
20
14
An Efficient Primal-Dual Approach to
Chance-Constrained Economic Dispatch
Gabriela Martinez∗, Yu Zhang†, Georgios B. Giannakis†
∗Dept. of Biological & Environmental Engineering, Cornell University, Ithaca, USA
Email: gabriela.martinez@cornell.edu
†Dept. of ECE and the Digital Technology Center, University of Minnesota, Minneapolis, USA
Emails: {zhan1220,georgios}@umn.edu
Abstract—To effectively enhance the integration of distributed
and renewable energy sources in future smart microgrids,
economical energy management accounting for the principal
challenge of the variable and non-dispatchable renewables is
indispensable and of significant importance. Day-ahead economic
generation dispatch with demand-side management for a micro-
grid in islanded mode is considered in this paper. With the goal
of limiting the risk of the loss-of-load probability, a joint chance
constrained optimization problem is formulated for the opti-
mal multi-period energy scheduling with multiple wind farms.
Bypassing the intractable spatio-temporal joint distribution of
the wind power generation, a primal-dual approach is used to
obtain a suboptimal solution efficiently. The method is based on
first-order optimality conditions and successive approximation
of the probabilistic constraint by generation of p-efficient points.
Numerical results are reported to corroborate the merits of this
approach.
Index Terms—Microgrids, renewable energy, economic dis-
patch, chance constraints, primal-dual approach.
I. INTRODUCTION
As modern, small-scaled counterparts of the bulk power
grids, microgrids are promising to achieve the goals of improv-
ing efficiency, sustainability, security, and reliability of future
electricity networks. The very motivation of the infrastructure
of microgrids is to bring power generation closer to the point
where it is consumed. In this way, distributed energy resources
(DERs) and industrial, commercial, or residential electricity
end-users are deployed across a limited geographic area [1],
thereby incurring fewer thermal losses while bypassing other
limitations imposed by the congested transmission networks.
Microgrids can operate either in grid-connected or islanded
mode (a.k.a. isolated mode). A typical microgrid configuration
is depicted in Fig. 1. The communications between each local
controller (LC) of DERs and controllable loads is coordinated
via the microgrid energy manager (MGEM).
Besides the distributed storage (DS), a critical component
comprising the DERs is the renewable energy sources (RES)
such as wind power, solar photovoltaic, biomass, hydro, and
geothermal. Because of the eco-friendly and price-competitive
advantages, renewable energy has been developing rapidly
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Fig. 1. The typical infrastructure of a microgrid with communications (black)
and energy flow (red) networks. Each of the DERs and loads has a local con-
troller (LC), which coordinates with the microgrid energy manager (MGEM)
the scheduling of resources through the communications infrastructure.
over the last few decades. Recently, both the U.S. Department
of Energy (DoE) and European Union (EU) proposed a very
clear blueprint of meeting 20% of the electricity consumption
with renewables by 2030 and 2020, respectively. Moreover,
EU expects to achieve 80-95% greenhouse gas reductions by
100% renewable-integrated power systems by 2050 [2], [3].
Accounting for the principal challenge incurred by the
variability and uncertainty of the RES, economical energy
management plays an indispensable role toward achieving the
goal of high penetration renewables. Penalizing over- and
under-estimation of wind energy, day-ahead economic dispatch
(ED) is investigated in [4], [5]. A model predictive con-
trol (MPC)-based dynamic scheduling framework for variable
wind generation and battery energy storage systems is pro-
posed in [6]. Limiting the risk of the loss-of-load probability
(LOLP), chance constrained optimization problems are for-
mulated for energy management problems including ED, unit
commitment, and optimal power flow in [7]–[11]. Globally
optimal solutions are hard to obtain for the general non-
convex chance-constrained problems. Leveraging the Monte
Carlo sampling based scenario approximation technique, an
efficient scalable solver is developed for chance constrained
ED with correlated wind farms in [12]. However, it turns
out to be too conservative in terms of the objective value,
especially for the case of a large-dimensional problem with a
small prescribed risk requiring a large number of samples.
Building upon the earlier work in [12], the present pa-
per proposes an efficient primal-dual approach to the multi-
period ED and demand-side management (DSM) with multiple
correlated wind farms. The day-ahead economical scheduling
task is formulated as a joint chance constrained optimization
problem limiting the LOLP risk for an islanded microgrid.
The resulting non-convex chance constrained formulation is
convexified using a convex combination of p-efficient points.
This procedure allows to decompose the generation of p-
efficient points and approximate the convex hull of the original
problem using these points. The subproblem used to generate
p-efficient points is equivalently rewritten as a mixed integer
problem using a scenario approximation technique. Comparing
with the scenario approximation method proposed in [12],
optimal solutions with smaller microgrid net costs are obtained
by the novel approach for different microgrids configurations.
Numerical tests are implemented to corroborate the merits of
the proposed approach.
The remainder of the paper is organized as follows. Sec-
tion II formulates the chance constrained energy management
problem, followed by the development of the primal-dual
approach in Section III. Numerical results are reported in
Section IV. Finally, conclusions and research directions are
provided in Section V.
Notation. Boldface lower case letters represent vectors; Rn
and Rn+ are the space of n × 1 vectors and the non-negative
orthant, respectively; (·)⊤ stands for vector transpose; a  b
denotes the entry-wise inequality between two vectors; and the
probability of an event A is denoted as P(A).
II. CHANCE-CONSTRAINED ECONOMIC DISPATCH
FORMULATION
Consider an islanded microgrid featuring M conventional
generators, N dispatchable loads, J storage units, and I wind
farms. Let T = {1, 2, . . . , T } be the scheduling horizon.
Denote M = {1, . . . ,M}, N = {1, . . . , N}, and J =
{1, . . . , J} as the index set of the conventional generation
units, the dispatchable loads, and storage units, respectively.
Let P tGm be the power produced by the mth conventional
generator, P tDn the power consumed by the nth dispatchable
load, P tBj the power delivered to the jth storage unit, and B
t
j
the state of charge (SoC) of the jth storage unit at time t.
In addition to dispatchable loads, there is a fixed base load
demand, Lt, that has to be served at each period. The random
wind power generated by the ith wind farm at time t is denoted
by W ti , i ∈ I := {1, . . . , I}. Let W t be the aggregated wind
power at time t defined as W t :=
∑
i∈IW
t
i .
The goal of the day-ahead risk-averse ED is to minimize the
microgrid operating cost while satisfying the power demand
with a prescribed high probability p. Upon defining
pG := [P
1
G1
, . . . , PTG1 , . . . , P
1
GM
, . . . , PTGM ]
pD := [P
1
D1
, . . . , PTD1 , . . . , P
1
DN
, . . . , PTDN ]
b := [B11 , . . . , B
T
1 , . . . , B
1
J , . . . , B
T
J ]
pB := [P
1
B1
, . . . , PTB1 , . . . , P
1
BJ
, . . . , PTBJ ]
the microgrid operating cost is given as:
F (pG,pD,pB,b) :=∑
t∈T
( ∑
m∈M
Cm(P
t
Gm
)−
∑
n∈N
Un(P
t
Dn
) +
∑
j∈J
Htj(B
t
j)
)
(1)
where the function Cm(P tGm) represents the mth conventional
generation cost and it is assumed to be a convex quadratic
function. The function Un(P tDn) is a concave quadratic utility
function of the nth dispatchable load. The function Htj(Btj) is
the jth storage usage cost, which is assumed to be decreasing
with respect to the state of charge of the jth storage unit (see
also [5]).
Conventional generation constraints listed next represent (2)
power limit bounds, (3)-(4) ramping up and down constraints,
(5) spinning reserve. Constraints (6) are the consumption
bounds of the dispatchable loads. Additional constraints are
(7)-(8) SoC limits, (9) charging or discharging bounds, (10)
SoC dynamic equations, and (11) storage efficiency con-
straints.
PminGm ≤ P
t
Gm
≤ PmaxGm m ∈M, t ∈ T (2)
P tGm − P
t−1
Gm
≤ Rupm m ∈M, t ∈ T (3)
P t−1Gm − P
t
Gm
≤ Rdnm m ∈M, t ∈ T (4)∑
m∈M(P
max
Gm
− P tGm) ≥ SR
t t ∈ T (5)
PmaxDn ≤ PD ≤ P
max
Dn
n ∈ N , t ∈ T (6)
Btj ≤ B
max
j j ∈ J , t ∈ T (7)
BTj ≥ B
min
j j ∈ J (8)
PmaxBj ≤ P
t
Bj
≤ PmaxBj j ∈ J , t ∈ T (9)
Btj = B
t−1
j + P
t
Bj
j ∈ J , t ∈ T (10)
−ηjB
t−1
j ≤ P
t
Bj
j ∈ J , t ∈ T . (11)
In addition to the aforementioned constraints, the most
important operation requirement is the power supply-demand
balance. However, for an islanded microgrid, energy transac-
tion between the microgrid and the main grid is not applicable
for the supply-demand balance. In this case, a straightforward
but effective way for the day-ahead dispatch is to limit the
risk of the LOLP, which is a metric evaluating how frequent
the total power supply can not satisfy the total demand. Let
p ∈ (0, 1) denote a prescribed probability level. Restricting
the joint LOLP can be equivalently written as:
P
(
Lt+
∑
n∈N
P tDn +
∑
j∈J
P tBj −
∑
m∈M
P tGm ≤W
t, t ∈ T
)
≥ p.
(12)
To this end, the risk-limiting ED task is tantamount to
solving the following problem:
(P1) min F (pG,pD,pB,b), subject to: (2)− (12).
Clearly, problem (P1) has a convex objective (1) as well
as the linear equality and inequality constraints (2)-(11).
Hence, the difficulty of solving (P1) lies in the joint chance
constraint (12). The closed form of (12) is intractable since
the joint spatio-temporal distribution of the wind power is
unknown, and it is generally non-convex.
In the next section, in order to convexify the constraint (12)
appropriately, the definition of a p-efficient point will be
introduced. Interested readers are referred to [13] for a com-
prehensive treatment of chance constrained problems and the
corresponding optimality conditions.
III. p-EFFICIENT POINTS AND PRIMAL-DUAL METHOD
Let the random vector w := [W 1, . . . ,WT ] be the aggre-
gated wind power outputs across the time slots. Let Zp :=
{z ∈ RT : P(w  z) ≥ p}. The p-efficient point is defined as
follows [13, Sec. 4.3]
Definition 1. Let p ∈ (0, 1). The vector e ∈ RT is called a
p-efficient point if e ∈ Zp and there is no z ∈ Zp such that
z  e, z 6= e.
Thus, a p-efficient point e ∈ Zp has maximal coordinates
in Zp. The convexification of constraint (12) can be obtained
as follows:
Lt +
∑
n∈N
P tDn +
∑
j∈J
P tBj −
∑
m∈M
P tGm ≤ u
t, t ∈ T (13)
where u := [u1, . . . , uT ] is a convex combination of p-efficient
points. The convexification of (P1) is thereby obtained by
replacing (12) with (13) as follows:
(P2) min F (pG,pD,pB,b), subject to: (2)− (11), (13).
Let x collects variables {pG,pD,pB,b}; X := {x : x ∈
(2) − (11)}; and v := [v1, . . . , vT ]. Define further g(x) :=
[g1(x), . . . , gT (x)], where gt(x) := Lt +
∑
n∈N P
t
Dn
+∑
j∈J P
t
Bj
−
∑
m∈M P
t
Gm
, ∀t ∈ T . By splitting variables,
(P1) can be equivalently reformulated as
minF (x) (14)
subject to:g(x)  v (15)
x ∈ X ,v ∈ Zp. (16)
Let λ ∈ RT+ be the Lagrange multiplier associated with
constraint (15). The partial Lagrangian function has the form
L(x,v,λ) = F (x) + λ⊤(g(x) − v). (17)
The dual function is thus obtained as
φ(λ) = inf
x∈X ,v∈Zp
L(x,v,λ) = φρ(λ)− φς(λ), (18)
where
φρ(λ) := inf{F (x) + λ
⊤g(x) : x ∈ X}, (19)
φς(λ) := sup{λ
⊤v : v ∈ Zp}. (20)
To this end, Monte Carlo samples are needed to approximate
the unknown joint distribution of the wind power output. Let
ws := [W
1
s , . . . ,W
T
s ], s ∈ S := {1, . . . , Ns} denote an
independent and identically distributed (i.i.d.) sample of the
random vector w. Let 1IA be the indicator function of an
event A; i.e., 1IA takes the value 1 if A is true, and the
Algorithm 1 Primal-dual approach to chance-constrained ED
1: Let ǫ > 0, k = 1, K = {k}, λk ∈ RT+. Find vk solution
of (21) with λk.
2: Solve the master problem:
minF (pG,pD,pB,b)
subject to: (2)− (11)
Lt +
∑
n∈N
P tDn +
∑
j∈J
P tBj −
∑
m∈M
P tGm ≤
∑
k∈K
αkv
t
k
(23)∑
k∈K
αk = 1, αk ≥ 0, k ∈ K.
Let λk+1 be the multiplier associated with constraint (23).
3: Solve the dual subproblem (21) with λk+1. Let φ¯ς be its
optimal value and vk+1 its solution.
4: Define φk := maxj∈K(λk+1)⊤vj . If |φ¯ς − φk| < ǫ stop.
Otherwise k → k + 1, K = K ∪ {k}, and go to step 2.
value 0 otherwise. The empirical survival function is defined as
P(w) = 1
Ns
∑
s∈S 1I{wsw}. Similarly, the marginal empiri-
cal survival function is given as Pt(w) = 1Ns
∑
s∈S 1I{W ts≥w}.
The optimization problem (20) can be approximated with
the following mixed integer problem:
maxλ⊤v (21a)
subject to: v − ℓp  (ws − ℓp)zs, s ∈ S (21b)∑
s∈S
zs ≥ pNs (21c)
zs ∈ {0, 1}, s ∈ S. (21d)
where ℓp := [ℓ1p, . . . , ℓTp ] ∈ RT is such that for t ∈ T ,
Pt(ℓtp) ≥ p. Approximations of the p-efficient points can be
obtained by solving problem (21). As tabulated in Algorithm 1,
the proposed primal-dual method approximates the feasible set
of the optimization problem by generating p-efficient points at
each iteration. The collection of p-efficient points is then used
to approximate constraint (13).
The solution found by the primal-dual method is ǫ-optimal
with respect to the sample for (P2) (see details in [14]–[17]).
Let Ka denote the set of active optimal p-efficient points:
Ka = {k ∈ K : αk > 0}. If Ka contains only one element,
then the solution found is ǫ-optimal with respect to the sample
for (P1). Otherwise, the optimal value found by the method is
a lower bound for the optimal value of (P1). Therefore, primal
feasible points for (P1) can be obtained by solving for k ∈ Ka
the following optimization problem:
min F (pG,pD,pB,b) (22a)
subject to: (2)− (11) (22b)
Lt +
∑
n∈N
P tDn +
∑
j∈J
P tBj −
∑
m∈M
P tGm ≤ v
t
k. (22c)
Two remarks are in order on the p-efficient points and the
optimal values.
TABLE I
GENERATION LIMITS, RAMPING RATES, AND COST COEFFICIENTS. THE
UNITS OF am AND bm ARE $/(KWH)2 AND $/KWH, RESPECTIVELY.
Unit PGmin,m PGmax,m Rup,m Rdn,m am bm
1 10 30 15 15 0.006 0.5
2 8 50 40 40 0.003 0.25
3 15 70 20 20 0.004 0.3
TABLE II
PARAMETERS OF DISPATCHABLE LOADS. THE UNITS OF cn AND dn ARE
$/(KWH)2 AND $/KWH, RESPECTIVELY.
Load 1 2 3 4 5 6
PDmin,n 1.5 3.3 2 5.7 4 9
PDmax,n 8 10 15 24 20 35
cn × 10
3
-4.5 -1.1 -1.9 -1.3 -1.4 -2.6
dn 0.15 0.37 0.62 0.44 0.45 0.87
Remark 1. Consider the sample {ws, s ∈ S}. Let p ∈ (0, 1),
e be a p-efficient point in the sample, and w¯ := [w¯1, . . . , w¯T ]
be the minimal value in the sample. Define Cp := {w ∈
R
T ,P(w) ≥ p}, the p-efficient points are thus on the bound-
ary of the set Cp; see [13, Theorem 4.60]. Furthermore, w¯ is
in the interior of the set Cp since P(w¯) = 1 ≥ p. It follows
from the definition of p-efficient point that w¯ 6= e, w¯  e. In
addition, let u be a convex combination of p-efficient points
then w¯  u.
Remark 2. It follows from Remark 1 that any feasible solution
to the problem:
min F (pG,pD,pB,b) (24a)
subject to: (2)− (11) (24b)
Lt +
∑
n∈N
P tDn +
∑
j∈J
P tBj −
∑
m∈M
P tGm ≤ w¯
t. (24c)
is feasible for the optimization problems (P1) and (P2). Denote
by Fe and Fu the optimal values of the optimization problems
(P1) and (P2), respectively. Let Fw¯ be the optimal value of
(24). Then, Fu ≤ Fe ≤ Fw¯.
IV. NUMERICAL TESTS
Numerical case studies are provided to verify the effective-
ness of the novel approach in this section. The solver Cplex
12.5 and the Python-based modeling package Pyomo are
used to solve the subproblem listed in the primal-dual al-
gorithm. The tested microgrid in island mode consists of
M = 3 conventional generators, N = 6 dispatchable loads,
J = 3 storage units, and I = 4 wind farms. The scheduling
horizon spans T = 8 hours, corresponding to the interval 4pm–
12am. The generation costs Cm(PGm) = amP 2Gm + bmPGm
and the load utilities Un(PDn) = cnP 2Dn + dnPDn are set
to be time-invariant, of which the parameters are listed in
Tables I and II. The spinning reserve is set to be zero;
The storage usage cost Htj(Btj) := βtj(Bmaxj − Btj) is set
to be linear. The state of charge bounds are Bminj = 5,
Bmaxj = 30, for j ∈ J . The storage usage weights used are
βt1 = 0.05t, β
t
2 = β
t
3 = 0.1. The fixed base load demand used
TABLE III
PARAMETERS OF THE WECS
Parameter c k vin,rated,out (m/s) wrated (kWh)
Value 10 2.2 3,14,26 10
TABLE IV
OPTIMAL MICROGRID NET COSTS OF THE NOVEL METHOD AND THE SAA
IN [12].
p = 0.9 p = 0.95 p = 0.99 SAA [12]
Ns = 100 54.67 60.59 67.09 68.86
Ns = 500 63.64 69.94 76.98 81.21
Ns = 1000 63.16 68.82 77.77 82.84
is Lt = [43.35, 43.95, 48, 48.825, 46.125, 44.1, 41.625, 38.25]
(kWh).
To estimate the required p-efficient points, Monte Carlo
samples are obtained by a turbine-specific wind energy con-
version system (WECS), where the wind speed samples are
generated using a two-parameter (c, k) Weibull distribution.
The relevant parameters of the WECS are listed in Ta-
bles III. An autoregressive model is utilized to capture the
temporal correlation of the wind speed across the horizon.
The lag-one temporal correlations are chosen as {φi}Ii=1 :=
{0.15, 0.43, 0.67, 0.59}; and the spatial correlation coefficient
matrix is given as (see also [12])
C =


1 0.1432 0.4388 −0.0455
0.1432 1 −0.4555 0.8097
0.4388 −0.4555 1 −0.7492
−0.0455 0.8097 −0.7492 1

 .
The optimal power schedules are depicted in Fig. 2 for the
case of p = 0.95 and Ns = 1, 000. The stair step curves in-
clude P tG :=
∑
m P
t
Gm
, P tD :=
∑
n P
t
Dn
, and P tB :=
∑
j P
t
Bj
denoting the total conventional power, total elastic demand,
and total (dis)charging power, respectively. As expected, the
conventional power P tG exhibits a similar trend with the fixed
base load demand Lt across the time horizon. In addition, the
elastic demand P tD trends oppositely to Lt reflecting the peak
load shifting ability of the proposed scheme. Specifically, by
smartly scheduling the high power demand of the deferred
load P tD to the slots 9pm-12am, the potential peak of the total
demand from 6pm to 9pm can be shaved. Recall that storage
units play a role of loads (generators) whenever P tB ≥ 0
(P tB < 0) because they are charging (discharging) power from
(to) the microgrid. As shown in Fig. 2, it can be seen that from
4pm-7pm, storage units are charging since the total power
demand of P tD and Lt are relatively low. From 7pm-12am,
storage units keep discharging to generate energy supporting
the dispatchable and base loads. Consequently, this reduces
the conventional generation during these time horizons.
Figure 3 shows the optimal microgrid net costs for different
values of the probability level p and numbers of i.i.d. samples.
Clearly, the optimal cost becomes higher with the increase of
the p values for each of three different number of samples.
This is because a less operation risk is allowed for a larger
p value, resulting in a more restricting feasible set of the
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Fig. 3. Optimal microgrid net costs.
primal variables, i.e., the power schedules {pG,pD,b}, and
hence a higher net cost. Interestingly, it can be seen that
for a given p probability, the net costs corresponding to
Ns = 500 and Ns = 1000 are roughly the same. In fact, the
estimation of p-efficient points becomes more accurate with
more number of samples. Therefore, the solution obtained by
the p-efficient points based primal-dual method is not sensitive
to the number of samples if it is already large enough to
estimate the efficient points accurately. It is worth pointing
out that this is not the case for the scenario approximation
approach (SAA) proposed in [12]. The effective wind power
resource given by the SAA essentially boils down to the worst
case scenario w¯ := mins∈S{ws} which may be decreasing
with the increasing size of samples.
Finally, the optimal microgrid costs of the novel method
and the SAA [12] are listed in Table IV. Note that for a fixed
number of samples Ns, the optimal costs obtained by the SAA
are identical for different p values. As detailed in Remark
2, the optimal microgrid net costs of the proposed method
are consistently lower than those obtained by the SAA for
different values of Ns and p. This fact shows the advantage
of the novel primal-dual approach overcoming the potential
conservativeness of the SAA, and capability of obtaining
more economical operation points for the day-ahead microgrid
power dispatch.
V. CONCLUSIONS AND FUTURE WORK
In this paper, the day-ahead ED with DSM for islanded
microgrids with spatio-temporal wind farms is considered.
The power scheduling task is formulated as a chance con-
strained optimization problem based on the LOLP. Leveraging
p-efficient points, a primal-dual approach is developed for
efficiently solving the resulting non-convex chance constrained
problem. Case studies corroborate the effectiveness of the
proposed approach that is capable of finding economical power
operation points.
Some interesting research directions are worthy of exploring
towards improving the work presented in this paper. When
the microgrid is operated in islanded mode, changes in power
demand can cause changes in frequency and voltage levels.
Therefore, frequency regulation is important to maintain sys-
tem stability. The economic dispatch model proposed in this
paper could be improved by incorporating a frequency control
method, for example, in [18] wind turbine controls are used
to regulate the frequency of the microgrid, other frequency
control methods are reviewed in [19]. A realistic modeling
of ancillary services, as the multi-agent model proposed in
[20], could be used to determine adequate spinning reserve
levels for system. In [21] are proposed accurate models for
energy storage devices. Since energy storage is an important
component for an islanded microgrid, the constraints modeling
the storage devices could be improved by considering the
properties detailed in [21].
The mixed integer formulation (21) has a knapsack con-
straint which is known to be NP-hard. Strength formulations
as in [22], [23] may be useful to generate the p-efficient points
with reduced computational complexity. The solution methods
proposed in [15] with a strength formulation of (21) can be
used to manage large size samples.
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