The paper deals with the family of irreducible left truncation invariant bivariate copulas, which admit a nontrivial lower tail dependence function. Such copulas, similarly as the Archimedean ones, are characterized by a functional parameter, a generator being an increasing convex function. We provide a nonparametric, piece-wise linear estimator of such generators.
Introduction
For a suitable generator g, the Clayton copulas with positive parameter θ, comonotonic copulas and Marshall-Olkin copulas with parameters (θ, ), θ ∈ ( , ) belong to this class. One has to put respectively:
Copulas Cg were introduced and studied in [7, 9, 15, 16] . Main reason of the interest is due to the fact that these copulas are not only invariant with respect to the left truncation, but also they are the irreducible building blocks to construct all the other left truncation invariant copulas.
Another, more practical motivation to deal with Cg copulas follows from the fact that if we truncate the copula C with nontrivial tail dependence function L at su ciently small level α, then the truncated copula C [α] can be approximated by a Cg copula, where the generator g depends only on L. Namely
L( , g(s)) = s.
The goal of the paper is to construct a simple nonparametric estimator of a generator g. The main idea is to associate to given empirical data a convex, increasing piece-wise linear function. The proposed algorithm is not specially numerically demanding. Depending on the applied sorting algorithm the complexity of our algorithm is O(n ) or O(nlog(n)), where n is the number of observations. As a matter of fact its complexity is twice the complexity of the sorting algorithm plus O(n). Therefore it can be applied in tasks where the calculations should be done in the real time. One of the possible applications is a calibration of a goodness of t test proposed in [5, 6] .
The paper is organized as follows: In section 2 we recall the basic facts about copulas, conditioning of copulas and tail expansion of copulas. Next we discuss the convergence of the copulas with nontrivial tail expansion to LTI copulas Cg. In the following section we present the estimation algorithm. The last two sections contain the discussion of the e ectiveness of the algorithm. In section 4 we compare the estimator obtained from samplings from the Clayton copula and the generator of the Clayton copula. In last section we illustrate the use of the algorithm on the empirical data, the squares of daily returns of the exchange rates of GBP and JPY to USD.
Copulas . Basic notation
To x the notation we collect here some basic facts about copulas. For more details the reader is referred to the standard texts on the subject, for example [3, 8, 10, [17] [18] [19] [20] 25] .
We recall that the function
is called a copula if the following three properties hold:
Alternatively we can characterize copulas in a more probabilistic way. Namely, a function C is a copula if and only if there exist random variables U, V, which are uniformly distributed on [ , ] , such that C is a restriction to the unit square [ , ] 
For consistency we recall the proof.
Let H [γ] be a distribution function of the conditional distribution of U, V with respect to the condition U ≤ γ. For u ∈ [ , γ] and v ∈ [ , ] we get
The margins are equal to 
then it is invariant (see [16] for more details).
be a surjective, concave and nondecreasing function and g its right inverse (f (g(y)) = y). Then the function
is a copula and is invariant with respect to left truncation (for a proof see [7] ). Furthermore every copula invariant with respect to left truncation admits a representation as a vertical gluing ordinal sum of copulas Π, Cg and re ected Cg copulas. For more details the reader is referred to [7, 15, 16] .
In the following we shall refer to Cg's as LTI copulas (left truncation invariant).
. Copulas admitting tail expansions
In risk management one has to deal with extreme events and the interdependencies between them. This leads to the study of the tail behaviour of a copula, i.e., of the possible approximations of a copula close to the vertices of the unit square. Since applying a proper geometric transformation one may map any vertex of the unit square [ , ] to the selected one, we restrict ourselves to the vertex ( , ) (the origin).
De nition 2.3. We say that a copula C has a tail expansion at the vertex ( , ) of the unit square if the limit
lim t→ +
C(tx, ty) t exists for all nonnegative x, y.
The function
is called the tail dependence function or the leading term of the tail expansion. The second naming follows from the fact, proved in [13] : if L exists, then we have a decomposition of a copula
where R is bounded and lim
Moreover if we put R( , ) = , then R is continuous and
Note that L( , ) is equal to the lower tail dependence coe cient. We recall the basic properties of the tail dependence functions (for details see [1, 2, 11-14, 16, 21-23] ). Namely, the tail dependence function induced by a copula C is: 1) homogeneous of degree 1, 2) nonnegative and bounded by the smaller coordinate of u:
Due to homogeneity, the leading term L is uniquely described by a vertical section. We put
is a leading term of some copula. The leading term of a LTI copula Cg and its generator equal ( [9] )
Moreover, if g ′ ( + ) > , then Lg and lg are nonzero and
Otherwise Cg has a trivial leading term equal to 0.
Note that the leading term of a LTI copula Cg bounds the copula from below. For all (u, v) ∈ [ , ] we have
Indeed, since g is increasing and convex, we get
Since f is increasing,
.
Tail approximation
One of the possible applications of the LTI Cg copulas is the description of the dependence in the extremal cases. As was shown in [16] (Thm. 7.4): when the "tail" probability mass is concentrated close to the vertex (0,0), we get a Cg approximation of the truncated copula. We re ne this result:
Theorem 2.3. Let L be the leading term of the expansions of a copula
then the limit of C [α] when α tends to 0 exists and the limit copula is equal to Cg, g(s) = l − (s). Moreover
Proof.
We put v = l(y) and u = x. Since
we get:
R(α, αy) + R(αx, αy) ( + y).
On the other side, since C [α] and C l − are both copulas, we get from the Fréchet-Hoe ding bounds (see [8, 25] 
2 Theorem 2.3 implies also the bounds for the uniform convergence. For example:
Note, that since R( , η) = and R is continuous r(α) → when α → .
Estimation . The background theorem
The estimation algorithm, which will be presented in next paragraphs, is a consequence of the following result which was proved in [9] .
Theorem 3.1. Let U and V be representers of the copula Cg. Then a random variable Z Z = Cg(U, V) U ,
has the following distribution function
for t ∈ ( , ), for t ≥ .
Note that F Z (t) < t for t ∈ ( , ).
Therefore the distribution F Z uniquely determines the copula Cg. Indeed, having integrated the di eren-
we get a one parameter family of solutions
Generators correspond to positive constants c. Since multiplication of a generator g by a positive number is not in uencing the induced copula Cg, we get the uniqueness.
Moreover we have the following result:
Lemma 3.2. Let F be a distribution function such that F( ) = , F( ) = and F(t) < t for t ∈ ( , ).
Then the function
is increasing and convex. Moreover
for t ∈ ( , ).
Proof.
Since ≤ F(t) < t, we get
Hence lim
Furthermore, since the function
dt for t ∈ ( , . ),
), is continuous and strictly increasing, so is Y(t) = exp(H(t)). At the points of continuity of F, Y is di erentiable.
At the points of jumps only one-sided derivatives exist. For t ∈ ( , ) we have
Y(t) t − F(t)
Moreover jumps of F(t) imply jumps of Y
At every point ξ of di erentiability of F, Y is twice di erentiable and
To conclude the proof of convexity we have to deal with points t ∈ ( , ) where F is continuous but may be not di erentiable. Since
following [24] , Theorem 7.4.14, we get that Y ′ is nondecreasing in some neighbourhood of t.
2
Basing on the above we propose the following algorithm to get an estimator of g:
Estimate the distribution function F Z in such a way that F Z is a distribution function and
Integrate the di erential equation
Since in the following we restrict ourselves to step-wise estimators F Z , our estimator g will be piece-wise linear.
. Piece-wise linear estimation of a generator
Let (x t , y t ) t∈I , #I = N, be a sample from a bivariate distribution, having continuous marginal distribution functions F X and F Y , bivariate distribution function F X,Y and copula C. We assume that C is su ciently close to some LTI copula Cg. Due to Sklar's Theorem we have
We reorder the sample with respect to the rst variable and than to the second one
We generate pseudo-samples of Z
where · denotes an empirical distribution function and Cemp an empirical copula. We putF
for ≤ t,
Here z i:N denotes the i-th ordinal statistic (i-th from N).
We assume that the "true" copula C has a nontrivial tail only at (0,0). Hence we are looking for g such that g ′ ( + ) > . Since g is de ned up to a multiplication by a constant, we may assume that g ′ ( + ) = .
We estimate g by a piecewise linear convex increasing functionĝ constructed by a recurrencê
If t i < t i+ , then we putĝ
As an estimator of the function f , the inverse of g, we propose the inverse of the estimatorĝ. We put
for s >ĝ( ).
Finally we get an LTI estimator of the copula C.
Theorem 3.3. 1.ĝ ful lls the equation
Proof.
For t = t i < t i+ by construction we have
For t i ∈ ( , ) we getĝ
Henceĝ ′ (t + ) is a step-wise nondecreasing function, henceĝ is convex. Note that the convexity ofĝ follows as well from Lemma 3.2, but the above proof is more elementary.
2

Numerical example
In this section we investigate the nite sample behavior of the estimation procedure based on the proposed piece-wise linear estimator. Since the estimation of the generator is based on the estimation of the marginal distributions using ranks, it is una ected by monotonic transformations. Therefore, for the purpose of the study, a direct sampling from the concerned copula distribution was done.
We repeatedly draw 2000 samples from Clayton copula with various positive θ and calculated the L distance between estimated and true copulas. We get 11476 samples. We select 2000 samples with biggest rst coordinate, (x k , y k ) k= . The corresponding scatterplot of normalized ranks is shown at Fig. 2 . We compare the obtained estimatorĝ with the generator of a Clayton copula having the same Kendall tau.
The estimated Kendall tau of the truncated copula equals
Hence the parameter of the corresponding Clayton copula equals
and the corresponding generator is close to an algebraic function
The quotient of the estimatedĝ and the generator of the Clayton copula is close to the piece-wise linear function (see Fig. 3 Thus, as we see, the trade-o between the accuracy of the estimation and numerical complexity of the algorithm is, in the case of the piece-wise approach, quite satisfactory.
In a nal discussion we would like to point, that the semi-parametric piece-wise linear method may be applied to estimate other, than LTI, families of copulas parametrized by generators being the convex functions of one variable, like for example Archimedean or Extreme Value copulas and vice versa, the methods of estimation used for these families can be adapted for LTI copulas. This indicates the possible future research directions. For sure, the piece-wise linear method is less computationally demanding than methods based on the smoother families of estimators, like for example β-splines (compare [4] ). But, the comparison of accuracy remains an open problem.
