Abstract. We investigate the soliton dynamics for the fractional nonlinear Schrödinger equation by a suitable modulational inequality. In the semiclassical limit, the solution concentrates along a trajectory determined by a Newtonian equation depending of the fractional diffusion parameter.
Introduction
In the last years, the study of fractional integrodifferential equations applied to physics as well as other areas has constantly grown. In [16, 21, 22] , the authors investigate recent developments in the description of anomalous diffusion via fractional dynamics and many fractional partial differential equations are derived asymptotically from Lévy random walk models, extending Brownian walk models in a natural way. In particular, in [19] a fractional Schrödinger equation was derived, extending to a Lévy framework a classical result that path integral over Brownian trajectories leads to the standard Schrödinger equation. We also refer the readers to [24] and to the references therein for further bibliography on the subject. Let N ≥ 1, s ∈ (0, 1] and 0 < p < 2s N .
Let i be the imaginary unit and let V denote a smooth external time-independent potential. The goal of this paper is the study of the behaviour of the solution u ε : R N → C, ε > 0, to the Schrödinger equation involving the fractional laplacian (−∆ In the limiting case s = 1, rigorous results about the soliton dynamics of Schrödinger equation (1.1) were obtained in various papers, among which we mention the contributions by Bronski and Jerrard [3] , Keraani [17] (see also [1, 2, 13] where a different technique is used) via arguments based upon the conservation laws satisfied by equation (1.1) and by the Newtonian ODE (1.4)ẍ = −∇V (x), x(0) = x 0 ,ẋ(0) = v 0 , combined with the modulational stability estimates due to Weinstein [28, 29] . Roughly speaking, the soliton dynamics occurs when, choosing an initial datum behaving like Q((x − x 0 )/ε) the corresponding solution u ε (t) mantains the shape Q((x − x(t))/ε), up to an estimable error and locally in time, in the semi-classical transition ε → 0. For a nice survey on solitons and their stability features, see the work by Tao [25] . Concerning the well-posedness of problem (1.1) and a study of orbital stability of ground states, we refer the reader to [14, 15] . To the best of our knowledge, in the fractional case s ∈ (0, 1) neither modulational inequalities nor a soliton dynamics behavior have been investigated so far in the literature. Recently there have been many contributions concerning the properties of the solutions to problem (1.2), with a particular emphasis on the their qualitative behavior such as uniqueness, regularity, decays and -more important for our goals -the nondegeneracy, namely the linearized operator associated with (1.2) has an N -dimensional kernel which is spanned by {∂Q/∂x j } j=1,...,N .
For these topics and the description of the physical background, we refer the reader to the works by Lenzmann and Frank [11] in the one-dimensional case, and the work by Lenzmann, Frank and Silvestre in the multi-dimentional setting [12] . See also the study of standing wave solutions in [4, 10] , including symmetry and regularity features. Let E : H s (R N , C) → R be the energy functional defined by 
There exist positive constants B, C independent of ε ∈ (0, 1] and s ∈ (0, 1) such that
This inequality is the fractional counterpart of an inequality which follows as a corollary of the results by M. Weinstein on Lyapunov stability for the nonlinear local Schrödinger equation, see [28, 29] . A corresponding inequality for the nonlinear equations with a Hartree type nonlinearity was obtained in [6] based upon the nondegeneracy of ground states proved in [20] .
, we prove the following Theorem 1.2. Let u ε (t) ∈ H s (R N ; C) denote the unique solution to the Cauchy problem (1.1). Then there exists a positive constant C, independent of ε ∈ (0, 1] and s ∈ (0, 1), such that
for every t ≥ 0 and every ε > 0. Moreover, for any ε > 0 sufficiently small and every s ∈ (0, 1) there exists a time T ε,s > 0 and continuous functions
such that, uniformly on s ∈ (0, 1],
and
Here z ε,s (t) = x(t) + εẑ ε,s (t) for some continuous functionẑ ε,s : R N → R, where
is the solution to the Cauchy problem (1.3).
Hence, on a suitable time interval, the solution remains close to the initial profile with a term of order O(ε 2 ). It is expected that this qualitative behavior be preserved throughout the motion on finite time intervals and also that z ε,s (t) can be replaced by x(t) (solving problem (1.3)) as in the local case. On the other hand, the proof of this claim seems out of reach because of the technical complications related to the nonlocal nature of (−∆) s (see also Remark 4.7). Furthermore, we have the following Theorem 1.3. Let u ε s (t) ∈ H s (R N ; C) denote the unique solution to the Cauchy problem (1.1). Then it satisfies inequality (1.5). Let T > 0 and assume that
and V 2 bounded from below. Then there exist a positive constant C and a continuous function
where
Hence, on finite time intervals and precisely on the trajectory x(t), the closeness estimate holds at the weaker rate ε 2s and in terms of the distance between the semigroups u ε s and u ε 1 . Remark 1.4. A major difficulty in our analysis is the lack of a point-wise calculus for fractional derivatives. In particular, the fractional laplacian does not obey a point-wise chain rule, nor a point-wise Leibniz rule for products. Only approximate versions of the fractional chain rule hold: see for instance [18, Lemma A10, Lemma A.11, Lemma A.12] and the references therein. This makes the analysis hard and we can prove the closedness of u ε s to the orbit Q((x − x(t)/ε) only when s approaches the limit value s = 1. We conjecture that the norm u ε s (t) − u ε 1 (t) H s ε vanishes in the limit s → 1, but the proof seems out of reach so far, as a regularity theory for the solutions to the fractional laplacian equation is still missing. Figures  1-3 for the solutions to (1.6) for the cases s = 1, 1/2, 1/4 respectively and data a = 1, b = 1/2 (left) and a = 1/2, b = 1 (right). Clearly, the complexity of the solutions increases as s gets small. For any s < 1, the system admits the stationary solutions of the form (α, β, 0, 0) for α, β ∈ R, while for s = 1 it only admits the trivial stationary solution (0, 0, 0, 0). Remark 1.6. A numerical analysis of the soliton dynamics behaviour according to Theorem 1.2 is currently under investigation and it will be the subject of a forthcoming manuscript.
1.1. Fractional laplacian and notations. For the reader's convenience, we collect here some information about the fractional laplacian (−∆) s in R N . We define it as the pseudo-differential operator acting on u ∈ S (R N , C) as where F stands for the usual isometric Fourier transform in L 2 (R N , C)
As shown in [7, Section 3] , equivalent definitions are
Remark 1.7. In some papers, the fractional laplacian is defined without any reference to the constant C(N, s). This is legitimate when s is kept fixed, but we will see that the behavior of C(N, s) as s → 1 will play a crucial rôle in Section 4.
The fractional Sobolev space H s (R N , C) may be described as the set
endowed by the norm
An identical (squared) norm is
and, see [7, Section 3] ,
In the sequel, we will mainly work with the norm u 2 2 +
From the previous definitions, it follows that √ −∆u 2 = ∇u 2 for any u ∈ S (R N ).
Remark 1.8. By equations (2.8) and (2.9) in [7] and some elementary interpolation, we also deduce that the embeddings of H s (R N , C) have constants that can be considered as independent of s ∈ [δ, 1], δ > 0. This fact will be used several times in the sequel. Again from [7] , we have that (−∆) s u converges pointwise to −∆u as
As a consequence, the fractional norms u remain bounded as s approaches 1 and the SobolevGagliardo-Nirenberg interpolation inequality
for a suitable α ∈ (0, 1), holds with a contant C which is independent of the choice of s ∈ (δ, 1].
Notation
(1) The usual euclidean scalar product of R N will be denoted by
The space C will be endowed with the real inner product defined by
We will denote by · p the L p -norm in R N , and by · H s the H s -norm in R N . These norms come from the inner products
respectively.
(4) Integrals over the whole space will be denoted by .
(5) Generic constants will be denoted by the letter C. We shall always assume that C may vary from line to line but it is independent of s and ε unless explicitly stated. (6) If L is a linear operator acting on some space, the notation L, u denotes the value of L evaluated at u. There is no confusion with the euclidean scalar product.
Properties of ground states
A standing wave solution of the problem
is a function of the form
where u : R N → C solves the elliptic equation
is the N -dimensional subspace spanned by the partial derivatives of z.
We recall the following facts from [9, 12] . 
Theorem 2.2. Consider equation (2.1) for 0 < s < 1 and 0 < p < p max (s), where
(ii) Symmetry and monotonicity. If Q ∈ H s (R N ) solves (2.1) with Q ≥ 0 and Q not identically equal to zero, then there exists
we have the decay estimate (2.1) , and consider the linearized operator at Q 
Remark 2.3. In the sequel, we will often write Q instead of Q s , when s is kept fixed.
Let us introduce some notation.
is the Nehari manifold associated to (2.1). For future reference, we record that, for any ξ
where we have used the notation introduced in (1.8).
Definition 2.4. In the sequel, given a function u and λ, µ ∈ R, we will write u µ,λ (x) = µu(λx).
Lemma 2.5. Given u ∈ H s (R N ), the following scaling relations hold true:
. Proof. The three identities follow from a direct computation.
Lemma 2.6. Assume that
Then there is a bijective correspondence between the sets K E and K I .
2p+2 < 0, and therefore ℓ > 0. We can define a map
, where µ and λ are defined by the condition
It is easy to check that v µ,λ ∈ K I . Viceversa, if u ∈ K I , then we choose ℓ > 0 such that
Lemma 2.7. Assume that
Then there exists a bijective correspondence T :
Proof. Pick m ∈ K I . Then, there is some u ∈ N such that I(u) = m and I ′ (u) = 0. Therefore
For c ∈ K E ∩ R − we select v ∈ M γ corresponding to c. In turn, there exists ℓ > 0 such that
where m = I(v µ,λ ). After trivial manipulations, we discover that
Recalling Lemma 2.5, we write the previous identities as
But v ∈ M γ , and hence γ = v We also have the following Corollary 2.8. Assume that
Then we have
Furthermore, any u 0 ∈ N with I(u 0 ) = m N satisfies u 0 2 2 = γ 0 and E(u 0 ) = inf u∈Mγ 0 E(u). Proof. Observe that, taking into account the monotonocity of T , we obtain 
and min{E(q) :
Proof. The assertion follows by Corollary 2.8 and by the uniqueness of ground state solutions.
Spectral analysis of linearization
In this section we perform a spectral analysis of the linearized operator at a non degenerate ground state Q
where H(Q) = (2p + 1)Q 2p .
Lemma 3.1. Assume that
Proof. Firstly, we claim that α ≥ 0. Indeed, ∂Q/∂x j ∈ V for each j = 1, . . . , N , and
In addition, since (see Corollary 2.8) Q minimizes E(u) over the constraint M = {u ∈ H s (R N , C) | u 2 = Q 2 }, it follows that Q also minimizes 2I(u) = E(u) + u 2 2 over the same constraint. In particular, Q is a constrained critical point of I, and a direct computation shows that the second derivative I ′′ (Q) is positive semi-definite on V. Therefore
, the claim is proved. We assume now, for the sake of contradiction, that α = 0. Pick any minimizing sequence {u n } n for α, so that u n 2 = 1 for every n ∈ N, u n ∈ V 0 and L + (u n ), u n = o(1) as n → ∞. On the other hand,
and hence
The sequence {u n } n being bounded in H s (R N , C), we can assume without loss of generality that u n ⇀ u in H s (R N , C), and u ∈ V 0 because V 0 is weakly closed. Notice that the operator {u → H(Q)u} is a multiplication operator by the function Q 2p which tends to zero at infinity. Given ρ > 0, let us write
It follows that
Q 2p |u| 2 − |χ ρ Q| 2p |u| 2 = R N \B(0,ρ) Q 2p |u| 2 ≤ sup x∈R N \B(0,ρ) Q(x) 2p |u| 2 .
Then the compact embedding of H s (B(0, ρ)) into L 2 (B(0, ρ)) yields the compactness of the multiplication operator H(Q) (see also [27, Theorem 10.20]) and the convergence u n , H(Q)u
. By lower semicontinuity, we get
H s . So far we have proved that u n → u strongly in H s (R N , C) and that u is a minimizer for α. From now on, for ease of notation, we assume that N = 1; the general case is similar, but we need to replace Q ′ with either any partial derivative or with the gradient of Q in the following arguments. Hence, the assumption reads as p < 2s. Let λ, µ and γ be the Lagrange multipliers associated to u, so that, for all v ∈ H s (R N , C),
Choosing v = u ∈ V 0 immediately yields λ = 0. Instead, choosing v = Q ′ and recalling also
and this yields γ = 0. Hence L + u = µQ. To proceed further, we compute
and we use the commutator identity (see [ 
Similarly,
Putting together (3.2) and (3.3) we see that
As a consequence,
But Q is a non degenerate ground state, namely ker L + = span{Q ′ }, and there is ϑ ∈ R with
We claim that ϑ = 0. Indeed,
and multiplying by (2p + 1)Q 2p we get
Since Q is an even function, Q ′ is an odd function, and this implies
On the other hand,
and we conclude that ϑ = 0. hence
It is readily seen that µ = 0. Moreover, an integration by parts shows that
and thus 1 2p
Since p < 2s, we deduce Q = 0, which is clearly impossible. The proof is complete.
Remark 3.2. Actually the previous proof yields a positive constant α 0 such that
for every v ∈ V 0 . Hence V 0 becomes a complete normed space with respect to the norm v → L + v, v . Now the Closed Graph Theorem tells us that, for a suitable α > 0,
Proof. It follows from a direct computation and the fact that Q is real-valued.
Proposition 3.4. Assume
Let us take φ as in (3.5) , such that
Proof. It is not restrictive to fix Q 2 = 1. We decompose U = Re(φ − Q) as U = U + U ⊥ , where U = U, Q 2 Q. By formula (3.5), we get
The symmetry of L + implies (3.9)
But U , H(Q)∂Q/∂x j 2 = 0, hence also U ⊥ , H(Q)∂Q/∂x j 2 = 0 by (3.6). As a consequence, U ⊥ ∈ V 0 . We deduce from (3.4), (3.5) and (3.8) that
Again, from (3.5), we get
Finally, we get (3.12)
Putting together (3.9), (3.10), (3.11) and (3.12), we complete the proof.
Let us denote by L − the imaginary part of the linearized operator at Q, namely
Proposition 3.5. There results
Proof. It suffices to prove that and since the multiplication operator by Q 2p is compact, we deduce that
It now follows that L − has a discrete spectrum over (−∞, 1) which consists of eigenvalues of finite multiplicity. Of course Q ∈ ker L − , so that 0 is an eigenvalue of L − and Q is an associated eigenfunction. But Q never changes sign, and we deduce from the proof of Lemma 8.2 in [12] that 0 is the smallest eigenvalue of L − . In particular, L − is a non-negative operator. Once it is proved [12] that the heat semigroup H s (t) = exp{−t(−∆) s } is positivity preserving, namely its kernel is a positive function, standard arguments (see [26, Section 10.5] or [27, Theorems 10.32 and 10.33]) show now that this eigenvalue is simple. Therefore, ker
, and assume for the sake of contradiction that ω = 0. If {v n } n is a minimizing sequence for ω, it follows from the regularity properties of Q that {v n } n is bounded in H s (R, C), and we can assume without loss of generality that this sequence converges weakly to some v; as a consequence, v, Q H s = 0. Again, the compactness of the multiplication operator by
We have proved that v n → v strongly, and that v solves the minimization problem for ω. Therefore, λ and µ being two Lagrange multipliers, we have that
Hence µ = 0, and we conclude that L − v = 0. Since we know that ker L − = span Q, for some θ ∈ R we must have v = θQ. But then 0 = θ Q 2 H s , a contradiction. This shows that ω > 0, namely the validity of (3.13). Lemma 3.6. Fix φ ∈ H s (R N , C) such that φ 2 = Q 2 and (3. 14) inf
is achieved at some x 0 ∈ R N and ϑ 0 ∈ [0, 2π). Moreover, writing φ(· + x 0 )e −iϑ 0 = Q + W where W = U + iV , we have the relations, for j = 1, 2, . . . , N :
Proof. The variable ϑ ∈ [0, 2π) is clearly harmless, since e iϑ describes the compact circle S 1 ⊂ C. We can therefore assume that ϑ = 0. Consider the auxiliary function n :
Plainly, n is a continuous function, and
Since both Q(· − x) and (−∆) s 2 Q(· − x) decay to zero as |x| → +∞ (thanks to Theorem 2.2 and using the equation satisfied by Q), we deduce that they also converge weakly to zero as |x| → +∞. It easily follows that
On the other hand, assumption (3.14) entails that, for every δ > 0, there exists a point x δ ∈ R with n(x δ ) ≤ Q 2 H s + δ. As a consequence, the function n attains its infimum on some ball B(0, R), for a suitable R > 0, and the proof is complete. Finally, we compute the EulerLagrange equations associated to the variational problem (3.15) by differentiating with respect to θ and to x j :
and using the fact that
Lemma 3.7. If p ∈ (0, 1), there exists a constant C > 0 such that
Proof. Let z, w ∈ C be given and let ϑ ∈ [0, 2π) be the angle between them. Without loss of generality, we may assume that t = |z|/|w| > 1. Since we have
< +∞, the assertion follows. 
From (2.2) we know that Ψ ′′ (u) splits into two terms (we drop some multiplicative constants),
which we shall treat separately. Let {u n } n ⊂ H s (R N , C) be such that u n → u strongly as n → ∞. Then, in the case 2p ≤ 1, by the Hölderianity of the map s → s 2p we obtain that
By applying the Hölder inequality with admissible exponents (q, r) respectively,
, since h 2r ≤ C h H s ≤ C, concluding the proof for Ψ ′′ 1 . The opposite case 2p > 1 can be treated similarly. Let us now come to the treatment of Ψ ′′ 2 . We notice that, for p < 1, we get
where we used Lemma 3.7. Now we can proceed as before and conclude the proof. 
To complete the proof of Theorem 1.1, we observe that for every ε > 0 there exists
Then, choosing E(φ) − E(Q) small enough, Theorem 1.1 follows. By the uniqueness of solutions to min{E(q) : q ∈ H s (R N , C), q 2 = Q 2 } (see Corollary 2.9) the above implication follows by Lions' concentration compactness principle as in [5] .
Dynamics of the ground state
We first recall the following (cf. [9, Lemma 2.4]).
Lemma 4.1. Let s,σ ∈ (0, 1] and δ > 2|σ − s|. Then, for any ϕ ∈ H 2(σ+δ) (R N ),
δ with C 1 , C 2 independent ofσ, δ. Let now u ε be a solution of the Cauchy problem (1.1). The energy is defined as
and E ε (t) = E ε (0) for every t ≥ 0. Moreover the mass conservation reads as
Let us set
and define
Then we have the following Lemma 4.2. For t ∈ [0, ∞) and ε > 0 we have
Proof. Assuming x 0 = 0 for simplicity, we observe that
Recalling the identity [7, formula (3.12) ]
we obtain, on account of [7, Proposition 3.4] , the following conclusion
. From Lemma 4.1, we learn that
Taking into account that |v 0 | 2s − |v 0 | 2 = O(1 − s), it follows by comparing (4.2) and (4.3) that J s = O(1 − s). Whence, by energy conservation, we conclude that
It is readily checked that H is conserved along the trajectory x(t), in light of equation (1.3).
Since the Hessian ∇ 2 V is bounded and, by the radial symmetry of Q,
. This ends the proof.
Remark 4.3. Unlike the local case s = 1, in the cases s ∈ (0, 1) we cannot expect a precise conclusion as E ε (t) = E(r) + H(t) + O(ε 2 ). Indeed, the fractional Laplacian does not obey a Leibniz rule for differentiating products.
For the fractional norms of u ε , we have the following Lemma 4.4. There exists a constant C > 0 such that
for every t ≥ 0 and every ε > 0.
Proof. Since V is bounded from below and E ε (t) is uniformly bounded with respect to t ≥ 0, ε > 0 and s ∈ (0, 1] by Lemma 4.2, we deduce that, for all t ≥ 0, Here we have used the Sobolev-Gagliardo-Nirenberg inequality (1.7) with exponent α := 2s(p + 1) − N p 2s(p + 1) ∈ (0, 1).
Recalling that u ε (t) 2 = √ mε N/2 by the conservation of the mass, we can write (4.4) as where (x(t), v(t)) is the solution to problem (1.3). Notice that the exponential function is a globally Lipschitz continuous complex valued function with modulus equal to one. Then, by a variant of [7, Lemma 5.3] , it follows that Ψ ε (t, ·) ∈ H s (R N , C) for any t ≥ 0 and ε > 0. We have the following Lemma 4.5. We have
Proof. Proceeding as in the proof of Lemma 4.2, we compute It follows that 
