This article contains two main contributions. On the theoretical side, it presents a novel complete calculus for Alloy. On the applied side we present DYNAMITE, a tool that combines the semi-automatic theorem prover PVS with the Alloy Analyzer. DYNAMITE allows one to prove Alloy assertion from Alloy specifications, while using the Alloy Analyzer for the automated analysis of hypotheses introduced during the proof process. As a means to assess the usability of the tool, we present a complex case-study based on Zave's model of addressing for interoperating networks.
Introduction
Along this article we will assume a nodding acquaintance with Alloy [7] . There are two approaches that we are aware of in what respects to theorem proving of Alloy assertions. One is the theorem prover Prioni [2] . Prioni translates Alloy specifications to first-order formulas characterizing their first-order semantics, and then the first-order logic theorem prover Athena [1] is used in order to prove the resulting theorem. While the procedure is sound, it is not completely amenable to Alloy users. Switching from a relational to a non relational language poses an overhead on the user. The other theorem prover is the one presented in [6] . This theorem prover translates Alloy specifications to a close relational language based on binary relations (the calculus for omega closure fork algebras [4] ). Since the resulting framework has a complete equational calculus, Alloy was supplied with a complete equational calculus, too. The translation process involved two main differences from the source Alloy specification:
• The resulting specification dealt only with binary relations. Therefore, Alloy relations of greater arity had to be encoded as binary relations.
• Since quantifiers were removed from Alloy formulas in the translation process, the target calculus was equational.
Notice that there is (again) a shift of languages when moving from Alloy to the calculus for omega closure fork algebras. But this time, the gap between the languages was smaller since the syntax and semantics of the closure fork calculus is closely related to that of Alloy. Unfortunately, the elimination of Alloy quantifiers led to fork expressions that were extremely hard to understand and use during proofs.
The contributions of this article can be summarized as follows:
• We changed the formalism target of our translation in order to include Alloy-like first-order quantifiers, while retaining the constrain that relations have to be binary (therefore forcing the encoding of relations of higher arity as binary ones).
• We extended the PVS theorem prover [9] with the resulting theory, allowing Alloy assertions to be proved with the assistance of PVS.
• We modified the front-end of PVS in a way that allows us to view sequents using Alloy syntax (rather than the syntax of the closure fork calculus encoded in PVS).
• We developed an application (DYNAMITE) that allows the modified PVS and Alloy interact, in the sense that whenever hypotheses are introduced along a proof, DYNAMITE automatically calls the Alloy Analyzer and checks the supplied hypotheses for counterexamples in order to gain confidence about their correctness.
The remaining part of the paper is organized as follows. In Section 2 we present the fork calculus extended with quantifiers. In Section 3 we show how this calculus can be used as a complete proof calculus for Alloy. In Section 4 we describe our tool, DYNAMITE. In Section 5 we present the case-study, and provide some hints on the PVS-supported proofs. Finally, in Section 6 we present our conclusions.
The Fork Calculus Extended with Alloy Quantifiers
In this section we present the theoretical foundations of DYNAMITE. DYNAMITE extends PVS with axioms characterizing the class of proper point-dense omega closure fork algebras (to be introduced in Sections 2.1 and 2.3). The calculus thus obtained (the point-dense omega closure fork calculus -c.f. Section 2.2) is a first-order calculus whose formulas closely resemble those of Alloy.
Omega Closure Fork Algebras
The class of omega closure fork algebras [4] is described through a few equational axioms. The intended models of these axioms are structures called proper omega closure fork algebras, in which the domain is a set of binary relations (on some base set, let us say B), closed under the following operations for sets:
• union of two binary relations, denoted by +,
• intersection of two binary relations, denoted by &,
• complement of a binary relation, denoted, for a binary relation r, by r,
• the empty binary relation, which does not relate any pair of objects, and is denoted by ∅,
• the universal binary relation, usually B × B, that will be denoted by 1.
Besides the previous operations for sets, the domain has to be closed under the following operations for binary relations:
• transposition of a binary relation. This operation swaps elements in the pairs of a binary relation. Given a binary relation r, its transposition is denoted by ∼ r,
• navegation (composition) of two binary relations, which, for relations r and s is denoted by r .s,
• reflexive-transitive closure, which, for a binary relation r, is denoted by * r,
• the identity relation (on B), denoted by iden.
Finally, a binary operation called fork is included, which requires the base set B to be closed under an injective function . This means that there are elements x in B that are the result of applying the function to elements y and z. Since is injective, x can be seen as an encoding of the pair y, z . The application of fork to binary relations R and S is denoted by R∇S, and its definition is given by:
In a proper omega closure fork algebra the relations π and ρ defined by
behave as projections with respect to the encoding of pairs induced by the injective function . Their semantics in a proper omega closure fork algebra A whose binary relations range over a set B, is given by
The operation cross (denoted by ⊗) performs a kind of parallel product. Its set-theoretical definition is given by:
In algebraic terms, operation cross is defined by
The Omega Closure Fork Calculus
In Section 2.1 we introduced the class of proper omega closure fork algebras. Notice that their operations are closely related to those of Alloy. Therefore, it is worth asking wether there is a complete calculus for this class. Let us consider the following axioms and inference rules.
1. Your favorite set of equations axiomatizing Boolean algebras. These axioms define the meaning of union, intersection, complement, the empty set and the universal relation.
2. Formulas defining composition of binary relations, transposition, reflexive-transitive closure and the identity relation:
3. Formulas defining the operator ∇:
The inference rules for the closure fork calculus are those for equational logic (see for instance [3, p. 94] ), plus the following equational (but infinitary) proof rule for reflexivetransitive closure 1 :
The axioms and rules given above define a class of models. Proper omega closure fork algebras satisfy the axioms [5] , and therefore belong to this class. It could be the case that there are models for the axioms that are not proper omega closure fork algebras. Fortunately, as was proved in [5] , [4, Thm. 4.2] , if a model is not a proper omega closure fork algebra then it is isomorphic to one.
The Point-Dense Omega Closure Fork Calculus
Given an omega closure fork algebra, points are special elements in it. In a proper omega closure fork algebra, a point is a relation of the form { a, a }. Point-dense proper omega closure fork algebras are then omega closure fork algebras in which there are plenty of these relations. We can characterize points as nonempty relations that satisfy the following equation:
We then introduce, as an abbreviation, a predicate "Point" that determines those relations that are points:
Once points are characterized, point-dense omega closure fork algebras are omega closure fork algebras that satisfy (in addition to the axioms of the omega closure fork calculus), the following first-order formula:
From [8] , the following theorem follows: THEOREM 2.1 Every point-dense omega closure fork algebra A is isomorphic to a proper omega closure fork algebra B. Moreover, there exist relations
1 Given i > 0, by x i we denote the relation inductively defined as follows: x 1 = x, and x i+1 = x.x i .
(possibly infinitely many of them) that belong to B, such that
Notice that representability of the abstract algebra A as the proper fork algebra B is guaranteed (independently) both by the existence of fork, and by point-density. As it will be seen later, neither fork nor point-density can be removed, since they will play important (and different) roles besides guaranteeing representability.
Adding Quantifiers
So far, the formulas of the omega closure fork calculus are all equations. We will now consider the restricted part of the first-order language of point-dense omega closure fork algebras, defined by the following grammar:
Actually, in a fork algebra we will have different sub relations of the identity relation, namely iden 1 , . . . , iden k , representing each one a different Alloy signature sig 1 , . . . , sig k . We will then use the following abbreviated notation for formulas. A formula
Similar abbreviations are used for the "some" quantifier.
Notice that Alloy quantifiers range over relations of the form { a }, i.e., over unary singletons. On the other hand, relational quantifiers range over the elements of an omega closure fork algebra, which are not even required to be relations (recall that omega closure fork algebras are just models of a set of axioms). Now, since omega closure fork algebras are all isomorphic to proper ones, a relational quantifier can always be seen as ranging over all binary relations from a proper omega closure fork algebra. Still a big distance remains between unary singletons and arbitrary binary relations. It is at least obvious that there are many more of the latter, than there are of the former. Point-density, by forcing the existence of all singletons, allows us to establish a one-one correspondence between { a } and { a, a }. Therefore, we will mimic the behavior of Alloy quantifiers by constraining relational quantifiers to range over points.
A Complete Calculus for Alloy
In this section we introduce a mapping from Alloy formulas to formulas in the language defined in Section 2.4. The mapping keeps the structure of Alloy formulas almost unchanged, thus simplifying the understanding of the resulting formulas by casual Alloy users. Since point-dense omega closure fork algebras only contain binary relations, we will show how to model relations of arbitrary rank as binary ones, with the aid of fork. We will then prove that the resulting calculus is complete for Alloy.
Handling Relations of Rank Greater Than Two
Given a n-ary relation R ⊆ A 1 × · · · × A n , we will represent it by the binary relation { a 1 , a 2 · · · a n : a 1 , . . . , a n ∈ R } .
This will be an invariant in the representation of n-ary relations by binary ones. For instance, given an Alloy ternary relation map ⊆ Memory × addrs × Data, in our framework it is encoded as a binary relation map whose elements are pairs of the form m, a d for m : Memory, a : Addr and d : Data. We will in general denote the encoding of a relation C as a binary relation, by C. Given a point (in the relational sense) m : Memory, the navigation of the relation map through m should result in a binary relation contained in Addr × Data. Given a point a : t and a binary relation R encoding a relation of rank higher than 2, we define the navigation operation • by
Operation Ran in (1) returns the range of a relation as a partial identity. It is defined by Ran (x) = (x.1) ·1
, . Its semantics in terms of binary relations is given by
For a binary relation R representing a relation of rank less than or equal to 2, navigation is easier. Given a point a : t, we define
It still remains to define navigation whenever the relation on the left-hand side is not a point, i.e., it has rank greater than 1. The definition is as follows:
Going back to our example about memories, it is easy to check that for a point m : M emory such that m = { m, m },
Translating Alloy Formulas to Relational Formulas
In this section we present a translation of Alloy formulas to formulas in the language of point-dense omega closure fork algebras. Prior to that, it is necessary to translate Alloy terms to fork-algebra terms. The translation differs from the one presented in [6] in that it is no longer necessary to encode quantified variables, since these are kept explicit in the translation subject of this article.
We are now in the right conditions for translating formulas. The translation differs from the one previously presented in [6] in that the target of the translation is a firstorder language rather than an equational language. This will greatly improve the understandability of the translation by a casual Alloy user.
Recall that quantifications in the right-hand side are abbreviations for formulas where quantifiers range over points of the appropriate signature.
Completeness of the Alloy Calculus
Notice that an environment is, in the context of Alloy, a function that assigns sets to signatures, adequate relations to relational variables (for instance to those arising as signature fields), or values to variables over individuals. From an Alloy environment e we build a point-dense omega closure fork algebra F e and a relational environment e as follows:
• Let sig 1 , . . . , sig k be the Alloy signatures. Let A = 1≤i≤k e (sig i ). Let T(A) be the set of finite binary trees with information in the leaves, and whose information are elements from A.
• Let F e be the omega closure fork algebra with universe P (T(A) × T(A)). If we denote the tree constructors by: leave : A → T(A) and bin : A × A → T(A), the fork operation is defined by
Notice that the remaining operations have their meaning fixed once the domain P (T(A) × T(A)) is fixed.
• Let e be the environment satisfying:
-e (R) = R (the binary encoding of relation e(R)),
Similarly, given a point-dense proper omega closure fork algebra, and a relational environment e, we define an Alloy environment e as follows:
• e (sig i ) = a : a, a ∈ iden sig i ,
• e (R) = { a 1 , . . . , a n : a 1 , a 2 · · · a n ∈ e(R) },
From the previous definitions, the following lemmata can be proved.
LEMMA 3.1 Given an Alloy environment e,

|= ϕ[e]
⇐⇒ F e |= F (ϕ)[e ] .
LEMMA 3.2 Given a point-dense proper omega closure fork algebra F and a relational environment e, there exists an Alloy environment e such that for every Alloy formula ϕ,
We then prove the following completeness theorem. The turnstile symbol stands for derivability in the calculus for point-dense omega closure fork algebras. THEOREM 3.3 Let ϕ be an Alloy formula. Then,
Proof. =⇒) If F (ϕ), then there exists a point-dense omega closure fork algebra F such that F |= F (ϕ). From Thm. 2.1 there exists a proper point-dense omega closure fork algebra F isomorphic to F. Clearly, F |= F (ϕ). Then, there is a relational environment e such that F |= F (ϕ) [e] . From Lemma 3.2, there exists an Alloy environment e such that |= ϕ[e ]. Thus, |= ϕ. ⇐=) If |= ϕ, then there exists an Alloy environment e such that |= ϕ[e]. From Lemma 3.1 there exist a proper pointdense omega closure fork algebra F e and a relational environment e such that F e |= F (ϕ) [e ] . Then, F (ϕ).
The Dynamite Tool
PVS [9] interacts with its users through the highly customizable text editor EMACS. DYNAMITE is a tool developed by customizing both EMACS and PVS. In Sections 4.1 and 4.2 we describe these customizations. In Section 4.3 we describe the proof process a user would go through, showing how these adaptations make the proof process more amenable.
Customizations Made on EMACS
EMACS is a highly customizable text editor. It is possible to run other applications from within EMACS. It is now possible to run the Alloy Analyzer on a specific model in order to analyze a provided assertion. While the standard scope for domains is 3, it is also possible for the user to choose new scopes. This is extremely useful when adding lemmas whose proof has not yet been developed, to a theory. The new lemma can be checked within the theory both for counterexamples and consistency with the aid of the Alloy Analyzer. Once PVS has been started, it is possible to choose an Alloy model (a .als file) and an extension of EMACS allows one to translate the Alloy model to an appropriate PVS theory.
Customizations Made on PVS
PVS reads theories and shows proofs in its specific syntax. Even properties written in Alloy, if one wants to prove them with the support of PVS, have to be rewritten using the syntax PVS recognizes. We have modified the PVS pretty printer in order to exhibit formulas using Alloy syntax. This will be shown with an example in Section 5.
The PVS rule "case", which allows one to introduce new hypotheses along a proof, has also been modified. According to [9] , if the current sequent is of the form Γ ∆ , then the rule "(case A)" generates the subgoals A, Γ ∆ and Γ A, ∆. The rule allows to use formula A as an extra hypothesis along the proof of ∆, which has to be discharged later through a proof. Executing the modified rule "case", besides performing its regular duty of generating the appropriate subgoals, also automatically analyzes formula A using the Alloy Analyzer.
A Proof Scenario
A development team has developed an Alloy model, and has already debugged it by automatically analyzing some appropriate assertions. Since the model will serve as a basis for the development of a critical system, bounded analysis is not enough. Then they face the need to prove a given property about their model. Upon starting DYNAMITE, they upload the Alloy model. This generates (although they do not need to know about it), the corresponding PVS theory, and the user can choose an assertions to prove. Facts from the model are now available as axioms to be used in proofs.
The proof then proceeds until a new hypothesis has to be introduced using the PVS command "case", in whose case the Alloy Analyzer is called in the background in order to check the hypothesis for counterexamples and consistency. If a new lemma has to be added to the theory, then the Alloy Analyzer can be used from within the framework in order to check for the existence of counterexamples, and for consistency.
A Case Study: A Formal Model of Addressing for Interoperating Networks
In her paper [10] , Zave presents a formal model of addressing for interoperating networks. These network connect agents (which might be hardware devices or other software systems). Agents can be divided between client agents (users of the networking infrastructure), or server agents (part of the infrastructure). Agents can use resources from domains, to which they must be attached. In order to be able to reach clients from domains, pairs address, domain are assigned to clients. The (simplfied 2 ) Alloy model is then:
abstract sig agent{ attachments: set Domain } sig server extends Agent { } sig Client extends Agent { knownAt: Address -> Domain } While addresses are atomic elements, domains are not. Domains contain their own address space, and a mapping assigning addresses (in their address space) to agents. sig Domain{ space: set Address, map: space -> Agent } Some appropriate facts are added to the model, for instance saying that whenever an agent appears in the range of the domains map, it is because the agent is attached to that domain.
Domains can create persistent connections between agents. Such connections are called hops. Besides the domain that created it, a hop contains information about the initiator and acceptor agents taking part in the connection, and also source and target addresses. A fact forces these addresses to correspond to the agents (according to the domain map). The reflexive-transitive closure of the accessibility relation determined by links is kept by an object "Connections", which also keeps the relation established by the links.
one sig Connections{ atomConnected, connected: Hop -> Hop}
Interoperation is considered a feature of networks. Features are installed in domains and have a set of servers from that domain that implement them. Among the facts related to features, we find that each feature has at least one server, and that each server implements exactly one feature.
abstract sig Feature { domain: Domain, servers: set Server } Interoperation features are then characterized as follows:
sig InteropFeature extends Feature{ toDomain: Domain, exported, imported, remote, local: set Address, interTrans: exported some -> some imported }{ domain != toDomain exported in domain.space emote in exported imported in toDomain.space local in imported remote.interTrans = local } An interoperation feature translates addresses (through relation interTrans) between different domains. This is necessary because whenever a client from the feature's domain wishes to connect to a client attached to a different domain, it must have a target address it can use in its own domain space. Of course, the target client must have an address in each domain from which it is to be reached. Different facts are introduced in [10] in order to fully understand an interoperation feature behavior.
It is most times difficult to determine what are desirable properties of such networks; among other things, because their constant evolution makes difficult to find properties that will be invariant over time. Yet some essential properties should be expected. Among these properties, in [10] and the corresponding Alloy model, the following are singled out. We proved these properties from the Alloy model using DYNAMITE. Without using the modified pretty printer from PVS, the PVS specification of the returnability predicate looks like this: Navigation_2(h1, ini)=g1 AND Navigation_2(h2, acc)=g2 AND Leq(composition(composition(h1, one), h2), Navigation(cConnections, con)) AND Navigation_2(h3, ini)=g2 AND Navigation_2(h3, hDm)=Navigation_2(h2, hDm) AND Navigation_2(h3, tar)=Navigation_2(h2, src) IMPLIES (EXISTS (h4: (Hop)): Navigation_2(h4, acc)=g1 AND Leq(composition(composition(h3, one), h4), Navigation(cConnections, con)))
After the pretty printer was modified, the same predicate now is presented to the user as follows:
all g1,g2: Client, h1,h2,h3: Hop | (h1.ini)=g1 AND (h2.acc)=g2 AND (h1->h2) in (cConnections.con) AND (h3.ini)=g2 AND (h3.hDm)=(h2.hDm) AND (h3.tar)=(h2.src) IMPLIES (some h4: Hop | (h4.acc)=g1 AND (h3->h4) in (cConnections.con))
Notice that the pretty printed version closely resembles the Alloy definition. Furthermore, it can even be compiled with the Alloy Analyzer.
The proof fragment presented in Fig. 1 shows a branch in the proof tree of the property informally described as follows:
The "Accept" ends in a link, point to hops that contain the link's agent as acceptor.
Besides showing that it is possible to make proofs within the presented calculus with the aid of DYNAMITE, we will present some empirical data that will allow readers to have a better understanding of the usability of the tool. The proofs were carried on by a student who had just graduated. He had no previous experience neither with Alloy, nor with PVS. This is an estimate of the time he spent in order to master the proof process:
• 5 days to learn Alloy's syntax and semantics.
• 15 days to learn PVS, including the understanding of the proof rules.
• 40 days to prove all the assertions contained in the Alloy model.
• 15 days to prove the required lemmas about pointdense omega closure fork algebras (some trivial ones were left unproved). These lemmas can be considered as infrastructure lemmas, that will be reused in future proofs.
Recall that relations of rank greater than 2 are encoded as binary ones. Therefore, it may be necessary to prove properties that deal with the representation. These are the only proofs that would not be natural to the Alloy user. The proof of all the assertions in the model comprises 285 lemmas, of which only 12 use this kind of properties. Moreover, the 12 lemmas use actually 8 different properties of the representation because 3 properties are used at least twice. Table 1 shows some numerical information about the proofs of the specific assertions. Notice that the sum of the total of lemmas amounts to 365. Therefore, 365−285 = 80 lemmas were re-used in the proof of different assertions. 
Conclusions
In this article we made two contributions. In the theoretical side we have provided a complete proof calculus for Alloy that is amenable to the Alloy user. On the applied side we presented DYNAMITE, a tool that supports the interaction of the PVS semi-automatic theorem prover with the Alloy Analyzer. In order to assess the usability of the tool, we have proved several complex properties and obtained some empirical data.
A point remains to be addressed. The encoding of n-ary relations as binary relations is the only difference between the original Alloy assertions and the proved assertions. A calculus even closer to Alloy might be obtained by finding a complete calculus for algebras of n-ary relations. While we still do not have a proof, it is most probable that such class of algebras is not finitely axiomatizable.
