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Weighted sums with two parameters of multiple zeta values and
their formulas
MACHIDE, Tomoya
Abstract
A typical formula of multiple zeta values is the sum formula which expresses a Riemann zeta
value as a sum of all multiple zeta values of fixed weight and depth. Recently weighted sum
formulas, which are weighted analogues of the sum formula, have been studied by many people.
In this paper, we give two formulas of weighted sums with two parameters of multiple zeta values.
As applications of the formulas, we find some linear combinations of multiple zeta values which
can be expressed as polynomials of usual zeta values with coefficients in the rational polynomial
ring generated by the two parameters, and obtain some identities for weighted sums of multiple
zeta values of small depths.
1 Introduction
Let n be a positive integer. For any multi-index (l1, l2, . . . , ln) of positive integers with l1 ≥ 2, the
multiple zeta value, sometimes called multiple harmonic series or Euler sum, is a real number defined
by the convergent series
ζ(l1, l2, . . . , ln) :=
∑
m1>m2>···>mn>0
1
ml11 m
l2
2 · · ·m
ln
n
. (1.1)
We call the integer l := l1+ · · ·+ ln its weight and n its depth. These real numbers, already considered
by Euler [9] in the case of depth 2, have arisen in various areas of arithmetical algebraic geometry,
number theory, knot theory and physics since the early 1990 (see [29]). A principal goal of the study
of multiple zeta values is to determine the algebraic relations among them as much as possible [14, 16].
Recently Brown [4] has given a crucial result, or proved a conjecture proposed by Hoffman [14], which
states that every multiple zeta value of weight l is a Q-linear combination of ζ(l1, . . . , ln)’s satisfying
n ≥ 1, l1, . . . , ln ∈ {2, 3} and l = l1 + · · ·+ ln. The result yields the upper bound for the dimension of
the Q-vector space spanned by the multiple zeta values of any fixed weight l, which was conjectured by
Zagier [29] and proved independently in the papers [5] of Deligne and Goncharov and [27] of Terasoma.
A way of researching the algebraic relations among multiple zeta values is to give their elegant
identities which were studied in many papers [3, 7, 13, 15, 18, 21, 26]. Elegant identities are also
interesting in themselves. One of the typical examples of them is the sum formula∑
l1≥2,l2,...,ln≥1
(l1+···+ln=l)
ζ(l1, . . . , ln) = ζ(l) (1.2)
for any pair (l, n) of positive integers with l > n ≥ 1, which means that the sum of all the multiple
zeta values of fixed weight l and depth n is equal to the special value of the Riemann zeta function at
argument l. This formula was conjectured in [13] and proved by Granville [11] and Zagier [30]. When
n = 2, it is the Euler sum formula [9]
l−1∑
j=2
ζ(j, l − j) = ζ(l). (1.3)
Recently weighted analogues of the sum formula have been discovered or studied [20, 24, 25]. Ohno
and Zudilin [23] gave the weighted Euler sum formula
l−1∑
j=2
2jζ(j, l − j) = (l + 1)ζ(l) (1.4)
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to prove relations between multiple zeta values and multiple zeta star values whose definition is same
as (1.1) except allowing equality among the mi’s. Gangl, Kaneko and Zagier [10] systematically
studied the double zeta values in a formal setting, and obtained many formulas. One [10, (26)] of the
formulas includes the weighted sum with parameters x, y of the double zeta values of weight l
Zl(x, y) :=
l−1∑
j=2
xj−1yl−j−1ζ(j, l − j), (1.5)
which is the generating function of the double zeta values of weight l in other words. The formula we
call the weighted sum formula with parameters is
Zl(x+ y, y) + Zl(y + x, x) = Zl(x, y) + Zl(y, x) +
xl−1 − yl−1
x− y
ζ(l). (1.6)
We note that this with (x, y) = (1, 0) and x = y = 1 yield (1.3) and (1.4) respectively, and that the
coefficients of xj−1yl−j−1 in the formula are equivalent to the double shuffle relations derived from
shuffle relations and harmonic relations among double zeta values (see [10, 16] for the relations).
Motivated by the work of Ohno and Zudilin, Guo and Xie [12] generalized the weighted Euler sum
formula (1.4) to arbitrary depth n. Eie, Yang and Ong [8, Proposition 8] also obtained a formula which
gives relations between weighted sums of multiple zeta values of even depth and sums of products of
two multiple zeta values ζ(k+1, {1}
j−1
) (k, j ≥ 1) in order to prove alternating double sum formulas
of multiple zeta values [8, Theorem 4 and 5]. Here {1}
k
denotes k-tuple (1, . . . , 1).
In this paper, we give two formulas including the following weighted sums with two parameters of
multiple zeta values of any weight l and any depth n,
Z
(n)
l (x, y) :=
∑
l1≥2,l2,...,ln≥1
(l1+···+ln=l)
xl1−1yl−l1−(n−1)ζ(l1, . . . , ln), (1.7)
where Z
(1)
l (x, y) stands for x
l−1ζ(l) and Z
(2)
l (x, y) equals Zl(x, y). One of the formulas is given by a
generating function expression for simplicity.
THEOREM 1.1. Let Γ(z) be the gamma function. For complex numbers x and y, we have
∑
l>n≥1
[
Z
(n)
l (x+ y, y) + (−1)
nZ
(n)
l (y + x, x)−
(
(−1)nxl−n + yl−n
)
ζ(l)
]
X l−nY n (1.8)
= 1−
Γ(1− xX)Γ(1− Y )Γ(1− yX)Γ(1 + Y )
Γ(1− xX − Y )Γ(1− yX + Y )
= 1− exp
(
∞∑
m=2
ζ(m)
(xm + ym)Xm + (1 + (−1)m)Y m − (xX + Y )
m
− (yX − Y )
m
m
)
.
Another formula gives a relation among Z
(n)
l (x + y, y) + (−1)
nZ
(n)
l (y + x, x) (2 ≤ n ≤ l − 1) for
any weight l, which yields the weighted Euler sum formula (1.4) of Ohno and Zudilin by substituting
(1, 1) for (x, y).
THEOREM 1.2. For any integer l ≥ 3 and complex numbers x, y, we have
l−1∑
n=2
(y − x)
n−2
(
Z
(n)
l (x+ y, y) + (−1)
nZ
(n)
l (y + x, x)
)
(1.9)
=
[
yl+1 − xl+1
yx(y − x)
− (y − x)
l−2
(
(1 + (−1)l)
2l−1 − 1
2l−1
+ (−1)l
x
y
+
y
x
)]
ζ(l).
We comment about an application of Theorem 1.1. Many people [17, 19, 22, 28] recently have
given some combinations among multiple zeta or zeta star values which can be written in terms of
polynomials of single zeta values with rational coefficients. We see from Theorem 1.1 that every
Z
(n)
l (x + y, y) + (−1)
nZ
(n)
l (y + x, x) can be expressed as such a combination, but the coefficients of
the polynomial have not only rational numbers but also the parameters x and y.
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We also give a generalization of the formula [8, Proposition 8] of Eie, Yang and Ong in the course
of the proof of Theorem 1.1, and show that the generalization is equivalent to the formula of Arakawa
and Kaneko [2, Corollary 11] (see Proposition 2.4 and Remark 2.5). We note that Theorem 1.1 and
1.2 do not include the formula (1.6) of Gangl, Kaneko and Zagier but Theorem 1.1 implies it by use
of some equations of double zeta values (see Remark 4.2), which suggests that each of (1.8) and (1.9)
is a formula of a different type from (1.6).
The paper is organized as follows; §2 and §3 devote the proofs of Theorem 1.1 and 1.2 respec-
tively. In §4, we give some identities among multiple zeta values of small depths between 2 and 4 as
applications of the theorems.
2 Proof of Theorem 1.1
For a proof of Theorem 1.1, we first consider weighted sums with two parameters of multiple poly-
logarithms instead of multiple zeta values. The multiple polylogarithm is defined by the convergent
series
Lil1,...,ln(z) :=
∑
m1>···>mn>0
zm1
ml11 · · ·m
ln
n
for any multi-index (l1, . . . , ln) of positive integers and any complex number z with |z| < 1. The
weighted sum with parameters of multiple polylogarithms of fixed weight l is
L
(n)
l (x, y; z) :=
∑
l1,...,ln≥1
(l1+···+ln=l)
xl1−1yl−l1−(n−1)Lil1,...,ln(z),
where l ≥ n ≥ 1 and x, y, z ∈ C with |z| < 1. The definition of L
(n)
l (x, y; z) allows l1 = 1 in the
summand unlike the case of the multiple zeta values, because the multiple polylogarithms Lil1,...,ln(z)
with l1 = 1 are convergent by |z| < 1 and needed in the following identities.
LEMMA 2.1. For integers l, n with l ≥ n ≥ 1 and complex numbers x, y, z with |z| < 1, we have
L
(n)
l (x + y, y; z) + (−1)
nL
(n)
l (y + x, x; z) (2.1)
=
∑
j1,j2≥1
(j1+j2=n)
(−1)j2−1
∑
k1,k2≥0
(k1+k2=l−n)
xk1yk2Lik1+1,{1}j1−1(z)Lik2+1,{1}j2−1(z).
Proof. Let m1, . . . ,mn be complex numbers. We know the identity
n∏
i=1
1
mi
= (−1)n−1
n∑
j=1
1
mj
n∏
i=1
(i6=j)
1
mj −mi
.
For example, it was used in the paper [11] for the proof of the sum formula (1.2). By putting
P (n)(m1, . . . ,mn) :=
n∏
i=1
1
mi + · · ·+mn
and replacing mi with mi + · · ·+mn in the identity for i = 1, . . . , n, we get
P (n)(m1, . . . ,mn)
= (−1)n−1
n∑
j=1
1
mj + · · ·+mn
[
j−1∏
i=1
1
−mj−1 − · · · −mi
][
n∏
i=j+1
1
mj + · · ·+mi−1
]
=
n∑
j=1
(−1)n−jP (j−1)(m1, . . . ,mj−1)P
(n+1−j)(mn, . . . ,mj).
Let t be a variable. By substituting (m1 − xt,mn − yt) for (m1,mn) and a modification, we obtain
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P (n)(m1 − xt,m2, . . . ,mn−1,mn − yt) + (−1)
nP (n)(mn − yt,mn−1, . . . ,m2,m1 − xt)
=
∑
j1,j2≥1
(j1+j2=n)
(−1)j2−1P (j1)(m1 − xt,m2, . . . ,mj1)P
(j2)(mn − yt,mn−1 . . . ,mj1+1). (2.2)
We set first and second terms of left hand side with A1 and A2 respectively, and the right hand side
with B. For each A1, A2 and B up to z
m1+···+mn , we will consider taking the sum of positive integers
m1, . . . ,mn ≥ 1 and differentiating at t = 0 with l − n times.(
∂
∂t
)l−n
t=0
∑
m1,...,mn≥1
zm1+···+mnA1
=
(
∂
∂t
)l−n
t=0
∑
m1,...,mn≥1
zm1+···+mnP (n)(m1 − xt,m2, . . . ,mn−1,mn − yt)
=
(
∂
∂t
)l−n
t=0
∑
m1,...,mn≥1
zm1+···+mn
m1 + · · ·+mn − (x+ y)t
n∏
i=2
1
mi + · · ·+mn − yt
=
(
∂
∂t
)l−n
t=0
∑
m1>...>mn>0
zm1
m1 − (x + y)t
n∏
i=2
1
mi − yt
= (l − n)!
∑
m1>...>mn>0
∑
l1,l2,...,ln≥0
(l1+···+ln=l−n)
(x+ y)l1yl2+···+ln
zm1
ml1+11 · · ·m
ln+1
1
= (l − n)!
∑
l1,l2,...,ln≥1
(l1+···+ln=l)
∑
m1>...>mn>0
(x+ y)
l1−1yl−l1−(n−1)
zm1
ml11 · · ·m
ln
1
= (l − n)!L
(n)
l (x+ y, y; z).
We can calculate those for A2 and B similarly, and we will get
(−1)n
(
∂
∂t
)l−n
t=0
∑
m1,...,mn≥1
zm1+···+mnA2 = (−1)
n(l − n)!L
(n)
l (y + x, x; z),
and (
∂
∂t
)l−n
t=0
∑
m1,...,mn≥1
zm1+···+mnB
= (l − n)!
∑
j1,j2≥1
(j1+j2=n)
(−1)j2−1
∑
k1,k2≥0
(k1+k2=l−n)
xk1yk2Lik1+1,{1}j1−1(z)Lik2+1,{1}j2−1(z).
These with (2.2) prove the lemma. 
In order to derive identities among multiple zeta values from Lemma 2.1, we need asymptotic
properties of multiple polylogarithms Lil1,...,ln(z) with l1 = 1 as z ր 1. We do not have to consider
the case of l1 ≥ 2 because limzր1 Lil1,...,ln(z) = ζ(l1, . . . , ln) if l1 ≥ 2.
LEMMA 2.2 (cf. [16, Section 2]). Let n be a positive integer. For any multi-index (l1, . . . , ln) of
positive integers with l1 = 1, there is a polynomial fl1,...,ln(t) with real coefficients and a positive real
number J > 0 such that
Lil1,...,ln(z) = fl1,...,ln
(
− log(1− z)
)
+O
(
(1− z)
(
log(1− z)
)J)
(z ր 1),
where O denotes the Landau symbol.
REMARK 2.3. In [16], every polynomial fl1,...,ln(t) is given more concretely. However we need only
the fact that it is a polynomial with real coefficients in this paper.
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By Lemma 2.1 and 2.2, we obtain the formula below, which with x = y = 1 gives the formula of
Eie, Yang and Ong [8, Proposition 8].
PROPOSITION 2.4 (cf. [8, Proposition 8]). For integers l, n with l > n ≥ 1 and complex numbers
x, y, we have
Z
(n)
l (x+ y, y) + (−1)
nZ
(n)
l (y + x, x) −
(
(−1)nxl−n + yl−n
)
ζ(l) (2.3)
=
∑
j1,j2≥1
(j1+j2=n)
(−1)j2−1
∑
k1,k2≥1
(k1+k2=l−n)
xk1yk2ζ(k1 + 1, {1}
j1−1)ζ(k2 + 1, {1}
j2−1)
+
(
xl−n + (−1)nyl−n
)
ζ(l − n+ 1, {1}n−1),
where empty sum, occurring when n = 1 or l− n = 1, means 0.
Proof. In (2.1), the sum of the divergent terms of the left hand side as z ր 1 is
(
(−1)nxl−n + yl−n
) ∑
l2,...,ln≥1
(l2+···+ln=l−1)
Li1,l2,...,ln(z),
and that of the right hand side is∑
j1,j2≥1
(j1+j2=n)
(−1)j2−1
(
xl−nLil−n+1,{1}j1−1(z)Li1,{1}j2−1(z) + y
l−nLi1,{1}j1−1(z)Lil−n+1,{1}j2−1(z)
)
=
(
(−1)nxl−n + yl−n
) ∑
j1,j2≥1
(j1+j2=n)
(−1)j2−1Li1,{1}j1−1(z)Lil−n+1,{1}j2−1(z).
By virtue of Lemma 2.2, there is a polynomial f(t) =
∑m
j=0 ajt
j with real coefficients and a positive
real number J > 0 such that
Z
(n)
l (x+ y, y) + (−1)
nZ
(n)
l (y + x, x)
=
∑
j1,j2≥1
(j1+j2=n)
(−1)j2−1
∑
k1,k2≥1
(k1+k2=l−n)
xk1yk2ζ(k1 + 1, {1}
j1−1)ζ(k2 + 1, {1}
j2−1)
+
(
(−1)nxl−n + yl−n
)
f
(
− log(1− z)
)
+O
(
(1− z)
(
log(1− z)
)J)
(z ր 1).
Since the right hand side must be converged, we see that ai = 0 (i = 1, . . . ,m) and
Z
(n)
l (x+ y, y) + (−1)
nZ
(n)
l (y + x, x)
=
∑
j1,j2≥1
(j1+j2=n)
(−1)j2−1
∑
k1,k2≥1
(k1+k2=l−n)
xk1yk2ζ(k1+1, {1}
j1−1)ζ(k2+1, {1}
j2−1)+
(
(−1)nxl−n + yl−n
)
a0.
By substituting (0, 1) for (x, y) and by the sum formula (1.2), we obtain
a0 = ζ(l) + (−1)
nζ(l − n+ 1, {1}
n−1
),
which completes the proof. 
REMARK 2.5. For any integer r with 0 ≤ r ≤ l− n, we define a real number z
(n)
l (r) by the Q-linear
combination of multiple zeta values
z
(n)
l (r) :=
∑
l1≥1+r
l2,...,ln≥1
(l1+···+ln=l)
(
l1 − 1
r
)
ζ(l1, . . . , ln) =
∑
l1,...,ln≥1
(l1+···+ln=l−r)
(
l1 + r − 1
r
)
ζ(l1 + r, l2, . . . , ln).
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Here ζ(1, l2, . . . , ln) stands for 0, thus z
(n)
l (0) = ζ(l) by the sum formula (1.2). Since
Z
(n)
l (x+ y, y) =
l−n∑
j=0
(x+ y)jyl−n−j
∑
l2,...,ln≥1
(l2+···+ln=l−j−1)
ζ(j + 1, l2, . . . , ln)
and
l−n∑
j=0
(x+ y)jyl−n−j =
l−n∑
j=0
yl−n−j
j∑
i=0
(
j
i
)
xiyj−i =
l−n∑
i=0
xiyl−n−i
l−n∑
j=i
(
j
i
)
,
we have
Z
(n)
l (x+ y, y) =
l−n∑
r=0
xryl−n−rz
(n)
l (r).
By comparing of each coefficient of xryl−n−r (r = 1, . . . , l− n− 1) in (2.3), we get
z
(n)
l (r) + (−1)
nz
(n)
l (l − n− r) =
∑
j1,j2≥1
(j1+j2=n)
(−1)j2−1ζ(r + 1, {1}
j1−1)ζ(l − n− r + 1, {1}
j2−1),
which is the same as the formula of Arakawa and Kaneko [2, Corollary 11] with (r,m, k) = (r, l−n−r, n)
by virtue of the duality formula ζ(p + 1, {1}
q−1
) = ζ(q + 1, {1}
p−1
) (p, q ≥ 1). Proposition 2.4 and
[2, Corollary 11] can be proved by each other, or are equivalent, since the remaining coefficients of
xl−n and yl−n in (2.3) mean the sum formula (1.2). (We note that the order of the multi-index of the
multiple zeta values in this paper and [2] is reverse.)
We are in a position to prove Theorem 1.1 now.
Proof of Theorem 1.1. We see from [1, 3, 6] that
Γ(1−X)Γ(1− Y )
Γ(1−X − Y )
= 1−
∑
k,j≥1
ζ(k + 1, {1}
j−1
)XkY j .
Thus
Γ(1− xX)Γ(1− Y )
Γ(1− xX − Y )
Γ(1− yX)Γ(1 + Y )
Γ(1− yX + Y )
= 1−
∑
k,j≥1
xkζ(k + 1, {1}
j−1
)XkY j −
∑
k,j≥1
(−1)jykζ(k + 1, {1}
j−1
)XkY j
+
( ∑
k1,j1≥1
xk1ζ(k1 + 1, {1}
j1−1)Xk1Y j1
)( ∑
k2,j2≥1
(−1)j2yk2ζ(k2 + 1, {1}
j2−1)Xk2Y j2
)
= 1−
∑
l,n≥1
X lY n
[(
xl + (−1)nyl
)
ζ(l + 1, {1}
n−1
)
+
∑
j1,j2≥1
(j1+j2=n)
∑
k1,k2≥1
(k1+k2=l)
(−1)j2−1xk1yk2ζ(k1 + 1, {1}
j1−1)ζ(k2 + 1, {1}
j2−1)
]
,
which together with Proposition 2.4 gives the first equation in Theorem 1.1. The second follows from
the first and the well-known Taylor expansion log Γ(1− z) = γz +
∞∑
m=2
ζ(m)
m
zm, where γ is the Euler
constant. 
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3 Proof of Theorem 1.2
In order to prove Theorem 1.2, we first give a different expression from the formula in Theorem 1.1
by use of the function
Z(x, y, z) :=
∑
n≥1
zn
∑
m1>···>mn>0
x
m1 (m1 − x) (m2 − y) · · · (mn − y)
.
Since
Z(xX, yX, Y ) =
∑
n≥1
Y n
∑
m1>···>mn>0
x
m1
X
(m1 − xX) (m2 − yX) · · · (mn − yX)
=
∑
n≥1
Y n
∑
m1>···>mn>0
x
m1
∑
l≥0
X l+1
∑
l1,...,ln≥0
(l1+···+ln=l)
xl1yl2+···+ln
ml1+11 m
l2+1
2 · · ·m
ln+1
n
=
∑
l,n≥1
X lY n
∑
l1≥2,l2,...,ln≥1
(l1+···+ln=l+n)
xl1−1yl2+···+ln−(n−1)ζ(l1, . . . , lN ),
we see that Z(xX, yX, Y ) is the generating function of Z
(n)
l (x, y)’s, or
Z(xX, yX, Y ) =
∑
l,n≥1
Z
(n)
l+n(x, y)X
lY n =
∑
l>n≥1
Z
(n)
l (x, y)X
l−nY n. (3.1)
Therefore, by (3.1) and (1.8) with (xX, yX, Y ) = (x, y, Y ), we obtain a functional equation for
Z(x, y, Y ) and Γ(z), or the different expression
Z(x+ y, y, Y ) + Z(y + x, x,−Y )−
∑
l,n≥1
ζ(l + n)
(
xl(−Y )
n
+ ylY n
)
(3.2)
= 1−
Γ(1− x)Γ(1 − Y )Γ(1 − y)Γ(1 + Y )
Γ(1− x− Y )Γ(1 − y + Y )
.
This implies the following formula.
PROPOSITION 3.1. We have
Z(X + Y, Y, Y −X) + Z(Y +X,X,X − Y ) (3.3)
= 1−
pi(Y −X)
sinpi(Y −X)
+
∑
l,n≥1
ζ(l + n)
(
X l(X − Y )
n
+ Y l(Y −X)
n)
.
Proof. By substituting (X,X + Y ) for (x, y) in (3.2), we get
Z(2X + Y,X + Y, Y ) + Z(2X + Y,X − Y )−
∑
l,n≥1
ζ(l + n)
(
X l(−Y )
n
+ (X + Y )
l
Y n
)
= 1− Γ(1− Y )Γ(1 + Y )
= 1−
piY
sinpiY
.
We complete the proof of the proposition by replacing Y with Y −X . 
We prove Theorem 1.2.
Proof of Theorem 1.2. Since∑
l,n≥1
ζ(l + n)
(
X l(X − Y )
n
+ Y l(Y −X)
n)
=
∞∑
m=2
ζ(m)
∑
l,n≥1
(l+n=m)
(
X l(X − Y )
n
+ Y l(Y −X)
n)
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=∞∑
m=2
ζ(m)
(
X(X − Y )
Xm−1 − (X − Y )m−1
Y
+ Y (Y −X)
Y m−1 − (Y −X)m−1
X
)
=
∞∑
m=2
ζ(m)
[
(Y −X)
(
Y m
X
−
Xm
Y
)
− (Y −X)m
(
(−1)m
X
Y
+
Y
X
)]
=
∞∑
m=2
ζ(m)
[
(Y −X)2
Y m+1 −Xm+1
Y X(Y −X)
− (Y −X)m
(
(−1)m
X
Y
+
Y
X
)]
,
and
piz
sinpiz
=
piz
2
(
cot
z
2
+ tan
z
2
)
= 1 + 2
∞∑
l=2
(l even)
2l−1 − 1
2l−1
ζ(m)zl,
we obtain the following equations;
∑
l,n≥1
tl+nζ(l + n)
(
xl(x− y)
n
+ yl(y − x)
n)
=
∞∑
l=2
tl(y − x)2
[
yl+1 − xl+1
yx(y − x)
− (y − x)l−2
(
(−1)l
x
y
+
y
x
)]
ζ(l),
1−
pi(y − x)t
sinpi(y − x)t
= −
∞∑
l=2
tl(1 + (−1)l)
2l−1 − 1
2l−1
(y − x)lζ(l).
By (3.1), we also get
Z((x + y)t, yt, (y − x)t) + Z((x + y)t, xt, (x− y)t)
=
∑
l≥2
tl
l−1∑
n=1
(y − x)
n
(
Z
(n)
l (x+ y, y) + (−1)
nZ
(n)
l (y + x, x)
)
.
Calculating the coefficients of tl’s of the above equations and Proposition 3.1 prove the theorem. 
4 Some identities derived from Theorem 1.1 and 1.2
In this section, we give some identities among multiple zeta values with small depths between 2 and 4
by use of the theorems. First we obtain them by direct calculations of the coefficients of Y n (n = 2, 3, 4)
of (1.8) in Theorem 1.1.
PROPOSITION 4.1. Let l be an integer, and δi,j Kronecker’s delta which is 1 if i = j and 0
otherwise. We assume that empty sum is equal to 0.
(i) If l ≥ 3,
Z
(2)
l (x+ y, y) + Z
(2)
l (y + x, x) =
l + 1
2
(
xl−2 + yl−2
)
ζ(l)−
1
2
∑
j1,j2≥2
(j1+j2=l)
2∏
i=1
(
xji−1 − yji−1
)
ζ(ji).
(ii) If l ≥ 4,
Z
(3)
l (x+ y, y)− Z
(3)
l (y + x, x) =
(l + 1)(l − 4)
6
(
xl−3 − yl−3
)
ζ(l)
−
1
2
∑
j1≥2,j2≥3
(j1+j2=l)
(j2 − 1)
2∏
i=1
(
xji−1−δi,2 − (−1)δi,2yji−1−δi,2
)
ζ(ji)
8
+
1
6
∑
j1,j2,j3≥2
(j1+j2+j3=l)
3∏
i=1
(
xji−1 − yji−1
)
ζ(ji).
(iii) If l ≥ 5,
Z
(4)
l (x+ y, y) + Z
(4)
l (y + x, x) =
(l + 1)(l2 − 7l + 18)
24
(
xl−4 + yl−4
)
ζ(l)
−
1
6
∑
j1≥2,j2≥4
(j1+j2=l)
(j2 − 1)(j2 − 2)
2∏
i=1
(
xji−1−2δi,2 − yji−1−2δi,2
)
ζ(ji)
−
1
8
∑
j1,j2≥3
(j1+j2=l)
2∏
i=1
(ji − 1)
(
xji−2 + yji−2
)
ζ(ji)
+
1
4
∑
j1,j2≥2,j3≥3
(j1+j2+j3=l)
(j3 − 1)
3∏
i=1
(
xji−1−δi,3 − (−1)δi,3yji−1−δi,3
)
ζ(ji)
−
1
24
∑
j1,j2,j3,j4≥2
(j1+j2+j3+j4=l)
4∏
i=1
(
xji−1 − yji−1
)
ζ(ji).
Proof. We set the argument of the exponential function in (1.1) with
fx,y(X,Y ) :=
∑
m≥2
ζ(m)
(xm + ym)Xm + (1 + (−1)m)Y m − (xX + Y )
m
− (yX − Y )
m
m
.
Since
∑
m≥2
ζ(m)
(xX + Y )m + (yX − Y )m
m
=
∑
m≥2
ζ(m)
m
[
m∑
n=0
(
m
n
)
Y n(xX)m−n +
m∑
n=0
(
m
n
)
(−Y )n(yX)m−n
]
=
∑
n≥0
Y n
∑
m≥max{2,n}
(
m
n
)
ζ(m)
m
(
xm−n + (−1)nym−n
)
Xm−n
=
∑
m≥2
ζ(m)
m
(
xm + ym
)
Xm + Y
∑
m≥1
(m+ 1)
ζ(m+ 1)
m+ 1
(
xm − ym
)
Xm
+
∑
n≥2
Y n
[
ζ(n)
n
(
1 + (−1)n
)
+
∑
m≥1
(
m+ n
n
)
ζ(m+ n)
m+ n
(
xm + (−1)nym
)
Xm
]
,
we get
fx,y(X,Y ) = −
∑
n≥1
Y n
∑
m≥1
Xm
(
m+ n
n
)
ζ(m+ n)
m+ n
(
xm + (−1)nym
)
.
We will calculate the Taylor polynomials of −(fx,y(X,Y ))
j
(j = 1, 2, 3, 4) with degree 4 at Y = 0.
−fx,y(X,Y ) ∼ Y
∑
l≥2
X l−1
(
xl−1 − yl−1
)
ζ(l)
+
Y 2
2
∑
l≥3
X l−2(l − 1)
(
xl−2 + yl−2
)
ζ(l)
+
Y 3
6
∑
l≥4
X l−3(l − 1)(l − 2)
(
xl−3 − yl−3
)
ζ(l)
9
+
Y 4
24
∑
l≥5
X l−4(l − 1)(l − 2)(l − 3)
(
xl−4 + yl−4
)
ζ(l),
−(fx,y(X,Y ))
2 ∼ −Y 2
∑
l≥4
X l−2
∑
j1,j2≥2
(j1+j2=l)
2∏
i=1
(
xji−1 − yji−1
)
ζ(ji)
−Y 3
∑
l≥5
X l−3
∑
j1≥2,j2≥3
(j1+j2=l)
(j2 − 1)
2∏
i=1
(
xji−1−δi,2 − (−1)δi,2yji−1−δi,2
)
ζ(ji)
−Y 4
{
1
3
∑
l≥6
X l−4
∑
j1≥2,j2≥4
(j1+j2=l)
(j2 − 1)(j2 − 2)
2∏
i=1
(
xji−1−2δi,2 − yji−1−2δi,2
)
ζ(ji)
+
1
4
∑
l≥6
X l−4
∑
j1,j2≥3
(j1+j2=l)
2∏
i=1
(ji − 1)
(
xji−2 + yji−2
)
ζ(ji)
}
,
−(fx,y(X,Y ))
3
∼ Y 3
∑
l≥6
X l−3
∑
j1,j2,j3≥2
(j1+j2+j3=l)
3∏
i=1
(
xji−1 − yji−1
)
ζ(ji)
+Y 4
3
2
∑
l≥7
X l−4
∑
j1,j2≥2,j3≥3
(j1+j2+j3=l)
(j3 − 1)
3∏
i=1
(
xji−1−δi,3 − (−1)δi,3yji−1−δi,3
)
ζ(ji),
−(fx,y(X,Y ))
4
∼ −Y 4
∑
l≥8
X l−4
∑
j1,j2,j3,j4≥2
(j1+j2+j3+j4=l)
4∏
i=1
(
xji−1 − yji−1
)
ζ(ji).
On the other hand, we see from Theorem 1.1 that∑
l>n≥1
[
Z
(n)
l (x+ y, y) + (−1)
nZ
(n)
l (y + x, x) −
(
(−1)nxl−n + yl−n
)
ζ(l)
]
X l−nY n
= 1− exp
(
fx,y(X,Y )
)
= −fx,y(X,Y )−
fx,y(X,Y )
2
2
−
fx,y(X,Y )
3
6
−
fx,y(X,Y )
4
24
+O
(
Y 5
)
.
We obtain the required equations by compering the coefficients of X lY n’s. 
REMARK 4.2. We can not derive the formula (1.6) of Gangl, Kaneko and Zagier from (i) in Propo-
sition 4.1 directly, but we can do it by use of the Euler sum formula (1.3) and the harmonic relations
among the double zeta values
ζ(m)ζ(n) = ζ(m,n) + ζ(n,m) + ζ(m+ n)
where m,n ≥ 2. On the other hand, we obtain the weighted Euler sum formula (1.4) of Ohno and
Zudilin by (i) with x = y = 1 in Proposition 4.1 directly.
As applications of Theorem 1.2 and Proposition 4.1, we will give identities including the weighted
sums ∑
l1≥2,l2,l3,l4≥1
(l1+l2+l3+l4=l)
2l1−1ζ(l1, l2, l3, l4)
which appear in the weighted sum formula of Guo and Xie [12, Theorem 1.1] in the case of depth 4,
lζ(l) =
∑
l1≥2,l2,l3,l4≥1
(l1+l2+l3+l4=l)
[
2l1−1 +
(
2l1−1 − 1
) (
2l2−1 + 2l2+l3−1
)]
ζ(l1, l2, l3, l4).
Unlike the formula of Guo and Xie, our identities include either weighted sums of multiple zeta values
with lower depths 2, 3 or sums of two products of single zeta values.
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PROPOSITION 4.3. Let l be an integer with l ≥ 5.
(i) It holds that
(l + 1)(l2 − l + 6)
48
ζ(l) =
∑
l1≥2,l2,l3,l4≥1
(l1+l2+l3+l4=l)
2l1−1ζ(l1, l2, l3, l4)
+
1
2
∑
l1≥2,l2,l3≥1
(l1+l2+l3=l)
(l − l1 − 2)2
l1−1ζ(l1, l2, l3)
+
1
8
∑
l1≥2,l2,≥1
(l1+l2=l)
(l − l1 − 1)(l − l1 − 2)2
l1−1ζ(l1, l2).
(ii) It holds that
(l + 1)(l2 − 7l+ 18)
24
ζ(l) =
∑
l1≥2,l2,l3,l4≥1
(l1+l2+l3+l4=l)
2l1−1ζ(l1, l2, l3, l4) +
1
4
∑
j1,j2≥3
(j1+j2=l)
2∏
i=1
(ji − 1)ζ(ji).
We prepare a notation and a lemma to prove the proposition. Let Z
(n);(p,q)
l (x, y) be the derivative
function
∂p+q
∂xp∂yq
Z
(n)
l (x, y) for any pairs (p, q) of nonnegative integers and (l, n) of positive integers
with l > n. By (1.7), it is expressed as
Z
(n);(p,q)
l (x, y) =
∑
l1≥2,l2,...,ln≥1
(l1+···+ln=l)
(l1 − 1)p (l − l1 − (n− 1))q x
l1−1−pyl−l1−(n−1)−qζ(l1, . . . , ln), (4.1)
where (x)n := x(x − 1) · · · (x − n + 1) denotes the descending Pochhammer symbol, in particular,
(x)0 = 1 and (m)n = 0 for integers m,n with m < n. The lemma deals with special values of
derivative functions.
LEMMA 4.4. Let l, n be integers satisfying l ≥ 5, n ≥ 3, and Ψ the differential operator
Ψ :=
(
∂2
∂y2
−
∂2
∂x∂y
)
x=y=1
.
(i) We have
Ψ
(
(y − x)n
(
Z
(n)
l (x+ y, y) + (−1)
nZ
(n)
l (y + x, x)
))
= 0,
Ψ
(
(y − x)2
(
Z
(4)
l (x + y, y) + Z
(4)
l (y + x, x)
))
= 8Z
(4)
l (2, 1),
Ψ
(
(y − x)
(
Z
(3)
l (x + y, y)− Z
(3)
l (y + x, x)
))
= 4Z
(3);(0,1)
l (2, 1),
Ψ
((
Z
(2)
l (x + y, y) + Z
(2)
l (y + x, x)
))
= Z
(2);(0,2)
l (2, 1).
(ii) We have
Ψ
(
yl+1 − xl+1
yx(y − x)
)
=
(l + 1)(l2 − l + 6)
6
,
Ψ
(
(y − x)
l−2
(
(1 + (−1)l)
2l−1 − 1
2l−1
+ (−1)l
x
y
+
y
x
))
= 0.
Proof. We prove the equations in (i). The first equation is evident because of n ≥ 3, and the second
is derived from Ψ
(
(y − x)2
)
= 4. The third and fourth follow since ∂
2
∂y2
− ∂
2
∂x∂y
=
(
∂
∂y
− ∂
∂x
)
∂
∂y
and
11
∂∂y
(y − x)
(
Z
(3)
l (x + y, y)− Z
(3)
l (y + x, x)
)
=
(
Z
(3)
l (x+ y, y)− Z
(3)
l (y + x, x)
)
+ (y − x)
(
Z
(3);(1,0)
l (x+ y, y) + Z
(3);(0,1)
l (x+ y, y)− Z
(3);(1,0)
l (y + x, x)
)
,
∂
∂y
(
Z
(2)
l (x + y, y) + Z
(2)
l (y + x, x)
)
= Z
(2);(1,0)
l (x+ y, y) + Z
(2);(0,1)
l (x+ y, y) + Z
(2);(1,0)
l (y + x, x).
We verify the equations in (ii) next. We see from (yl−1 − xl−1)/(y − x) =
l−2∑
j=0
yjxl−2−j that
Ψ
(
yl−1 − xl−1
y − x
)
=
l−2∑
j=1
(
j(j − 1)− j(l − 2− j)
)
=
l−2∑
j=1
(
2j2 − (l − 1)j
)
.
By use of the famous formula
k∑
j=1
j = k(k + 1)/2 and
k∑
j=1
j2 = k(k + 1)(2k + 1)/6, we get
Ψ
(
yl−1 − xl−1
y − x
)
=
(l − 1)(l − 2)(l − 3)
6
.
Thus we have
Ψ
(
yl+1 − xl+1
yx(y − x)
)
= Ψ
(
xl−1
y
+
yl−1
x
+
yl−1 − xl−1
y − x
)
= (l + 1) + (l − 1)2 +
(l − 1)(l − 2)(l − 3)
6
=
(l + 1)(l2 − l+ 6)
6
,
which proves the first equation in (ii). The second is clear because of l ≥ 5. 
Proposition 4.3 can be derived from Theorem 1.2, Lemma 4.4 and Proposition 4.1 easily; We see
from Theorem 1.2 and Lemma 4.4 that
8Z
(4)
l (2, 1) + 4Z
(3);(0,1)
l (2, 1) + Z
(2);(0,2)
l (2, 1) =
(l + 1)(l2 − l + 6)
6
ζ(l),
which with (1.7) and (4.1) verifies Proposition 4.3 (i). The equation with x = y = 1 in Proposition
4.1 (iii) proves Proposition 4.3 (ii).
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