University of Windsor

Scholarship at UWindsor
Electronic Theses and Dissertations

Theses, Dissertations, and Major Papers

Summer 2021

Efficient Heuristic Solutions to Scheduling Online Courses
Rida Zaidi
University of Windsor

Follow this and additional works at: https://scholar.uwindsor.ca/etd
Part of the Computer Sciences Commons, Educational Administration and Supervision Commons, and
the Library and Information Science Commons

Recommended Citation
Zaidi, Rida, "Efficient Heuristic Solutions to Scheduling Online Courses" (2021). Electronic Theses and
Dissertations. 8828.
https://scholar.uwindsor.ca/etd/8828

This online database contains the full-text of PhD dissertations and Masters’ theses of University of Windsor
students from 1954 forward. These documents are made available for personal study and research purposes only,
in accordance with the Canadian Copyright Act and the Creative Commons license—CC BY-NC-ND (Attribution,
Non-Commercial, No Derivative Works). Under this license, works must always be attributed to the copyright holder
(original author), cannot be used for any commercial purposes, and may not be altered. Any other use would
require the permission of the copyright holder. Students may inquire about withdrawing their dissertation and/or
thesis from this database. For additional inquiries, please contact the repository administrator via email
(scholarship@uwindsor.ca) or by telephone at 519-253-3000ext. 3208.

Efficient Heuristic Solutions to
Scheduling Online Courses

By

Rida Zaidi

A Thesis
Submitted to the Faculty of Graduate Studies
through the School of Computer Science
in Partial Fulfillment of the Requirements for
the Degree of Master of Science
at the University of Windsor

Windsor, Ontario, Canada
2021

© 2021 Rida Zaidi

Efficient Heuristic Solutions to Scheduling Online Courses
by
Rida Zaidi

APPROVED BY:

M. Hlynka
Department of Mathematics and Statistics

D. Wu
School of Computer Science

J. Chen , Advisor
School of Computer Science

10 May 2021

Declaration of Originality
I hereby certify that I am the sole author of this thesis and that no part of this thesis has
been published or submitted for publication.
I certify that, to the best of my knowledge, my thesis does not infringe upon anyone’s
copyright nor violate any proprietary rights and that any ideas, techniques, quotations,
or any other material from the work of other people included in my thesis, published or
otherwise, are fully acknowledged in accordance with the standard referencing practices.
Furthermore, to the extent that I have included copyrighted material that surpasses the
bounds of fair dealing within the meaning of the Canada Copyright Act, I certify that I
have obtained a written permission from the copyright owner(s) to include such material(s)
in my thesis and have included copies of such copyright clearances to my appendix.
I declare that this is a true copy of my thesis, and that this thesis has not been submitted
for a higher degree to any other University or Institution.

iii

Abstract
The demand for efficient algorithms to automate (near-)optimal timetables has motivated
many well-studied scheduling problems in operational research. With most of the courses
moving online during the recent pandemic, the delivery of quality education has raised many
new technical issues, including online course scheduling. This thesis considers the problem of
yielding a near-optimal schedule of the real-time courses in an educational institute, taking
into account the conflict among courses, the constraint on the simultaneous consumption
of the bandwidth at the hosting servers of the courses, and the maximum utilization of
the prime time for the lectures. We propose three approaches for solving the online course
scheduling problem; Integer Linear Programming technique, Construction Heuristic using
Graph Coloring, and a Hybrid approach using Column Generation technique in combination with Dynamic Programming, and K-colouring. The column generation technique is
adopted along with the ILP approach to handling the exponentially increasing number of
decision variables in the set-covering problem formulation. This empirical study demonstrates the impact of the input parameters on each approach’s efficiency, including internet
bandwidth, number of conflicts, number of connected components. Our results prove the
Hybrid approach’s scalability with the change in input parameters and confirm its efficiency
in producing near-optimal schedules in a reasonable time.
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Chapter 1

Introduction
1.1

Operational Research

This thesis pertains to the field of Operational Research. Operational Research is a study
of various techniques used to create mathematical models describing real systems. These
formulated models represent problems that are solved for optimal or near-optimal solutions
to optimize the system’s decision-making.
In 1936, OR was formulated due to applied research into radar technology and its application in a military setting. After World War II, OR techniques continued to be practiced,
focusing on logistics, modeling, and planning [25]. Operations Research plays an essential
role in a variety of industries such as:
• Airline - scheduling planes and crews,
• Pharmaceutical - R& D management,
• Logistics companies - routing and planning,
• Financial services - credit scoring, marketing, and internal operations

This thesis will discuss one of the OR applications that has a direct impact on our
educational system.

1

Chapter 1. Introduction

1.2

2

Optimization Models

The models created in the process of OR are referred to as optimization models. Optimization models consist of three principal components:
• An objective function is a mathematical expression we wish to either minimize or
maximize. It defines the primary goal of our optimization problem. Objective function
can be represented as:
M aximize. Z = c1 y1 + c2 y2 + ... + cn yn

(1.1)

• The decision variables are controlled inputs that affect the value of the objective
function. The set of values of these decision variables for which the objective function
attains its optimal value is the solution to our optimization problem.Decision variables
can be denoted as:
yi , i = 1, 2, ....n

(1.2)

• Constraints restrict the decision variables and set limitations on them in such a way to
define a feasible region for the optimization problem.Constraints can be represented
as:
a1 y1 + a2 y2 + .... + an yn < b

(1.3)

The process of optimization consists of finding a feasible solution satisfying all the constraints. Following that, we can migrate from one feasible solution to another till we find
the maximum or minimum value of our objective function. Once that is accomplished, our
algorithm would have found an optimal solution[13].

1.3

Time table Scheduling

The timetable scheduling problem is one of the most studied problems in operational research. The process of creating a high-quality timetable satisfying all the predefined constraints of an educational institution is a very time-consuming task.

Chapter 1. Introduction

3

The hand-operated solutions of the timetable scheduling problem typically demand numerous working days of dedicated personnel. The resolution may be lacking satisfaction
of some pervasive constraints like conflict resolution between the courses. Hence, many
researchers from the last thirty years have worked on various variants of the timetable
scheduling problem, including examination timetable scheduling, school (weekly) scheduling, and Course scheduling for large-scale educational institutions [34].
Timetabling problem essentially means assigning courses to slots while satisfying an
ever-changing and large number of constraints. It is a high-dimensional, multi constraint
NP-Hard problem which is not simple to solve[15].

1.4

Research Motivation

Numerous variants of this problem have been tackled by researchers using both exact and
heuristic algorithms. However, none of them focused on internet bandwidth limitation to
design a timetable for scheduling online courses. This research’s primary motivation focuses
on this issue, as the recent pandemic has forced us to opt for an online education system
worldwide.
Many students lack substantial internet bandwidth to attend online lectures without
any hindrance. In learner-learner interaction courses, where there are constant discussions
between the instructor and student via live streaming, bandwidth plays a crucial role.
Bandwidth is the capacity of wireless network connections linked to transmit the maximum
amount of data over a computer network in a given amount of time. In our focused research,
the internet capacity is proportional to the enrollments of registered students in a session.
Hence the bandwidth represents a cap of course enrollments a session can withhold. Thus,
in designing a timetable for online courses, bandwidth directly impacts the course delivery
and the quality of education[40].
This research focuses on designing solutions to overcome this problem and providing
efficient online education to all the students, allowing them to attend lectures in prime time
with limited bandwidth.

Chapter 1. Introduction

1.5

4

Problem and Solution Outline

Our research focuses on designing a near-optimal schedule of the real-time courses in an
educational institute in order to utilize the prime time for the lectures where students are
most attentive.
The goal is to design an approach to schedule all the courses in minimum number of online sessions subject to the constraints on simultaneous consumption of internet bandwidth
and course conflicts, giving primal feasible solutions within efficient time.
The described problem considers the following input parameters:
• Number of courses to be assigned.
• Course’s enrollment - the number of students registered.
• Internet bandwidth
• Course conflicts.

Our designed approaches consider particular types of graphs with a large number of
connected components smaller in size. The vertices in the graphs are courses, and the edges
denote a conflict between the courses.
The result of our algorithm provides us the number of sessions that are formed. Each
session consists of courses that can be scheduled simultaneously in a particular time slot.
Thus our primary goal is to minimize the number of sessions formed accommodating all the
courses while considering the conflicts between the courses and internet bandwidth.

1.6

Thesis Contribution

This thesis makes the following contribution:
• The main contribution is that it automates creating a timetable for online courses
satisfying all the constraints and saving much time.

Chapter 1. Introduction

5

• The suggested algorithms have been designed in a generalized way that can also help
in scheduling online meetings or exams.
• The designed approach shows graph coloring on graphs with multiple connected components of small sizes to remove course conflicts.
• It provides a comparison between heuristic algorithms demonstrating which performs
better depending on input parameters.
• We demonstrate how the change in course conflicts, Bandwidth, number of distinct enrollments and number of connected components effects the runtime of each approach.
• It suggests a novel K-graph coloring method with hashing to increase search space
and reduce execution time which has proven to work as efficiently as integer linear
programming and is less time-consuming.

1.7

Thesis Outline

The chapters of the thesis are organized in the following manners:
• Chapter 1 describes the background information along with thesis motivation, contribution and problem statement.
• Chapter 2 describes the literature survey in the field of timetable scheduling problems,
along with integer linear programming and heuristic approaches.
• Chapter 3 explains in detail the proposed approaches along with problem formulations
for ILP and pseudocodes for heuristic algorithms.
• Chapter 4 discusses in details regarding the experiments and results of the thesis.
How each parameter affects the performance of all the discussed algorithms.
• Chapter 5 summarizes the thesis provides conclusion and a direction of a possible
future work.

Chapter 2

Background Study
This chapter includes related work that has inspired our proposed approach. Timetable
scheduling is a problem of various kinds. Every researcher has designed and discussed
their variant according to their focused educational institution. Some has also concentrated
on designing exam schedule[1]. This is a primary reason why we are still unable to set
a benchmark for timetable scheduling. Recent studies have tried to design a timetable
satisfying many continuously changing constraints in a reduced amount of time through
numerous ways.
The remaining section classifies previously related research based on the algorithms used
to solve our focused research problem.

2.1

Linear Programming

Linear programming is one of the most important optimization techniques. A linear program comprise of an objective function that is a linear function of its decision variables.
The decision variables are restricted to be non negative. Constraints must also be linear

6
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inequalities.[38] Following is a basic example of a linear program:

M aximize :

Z = x1 + 6x2
x1 ≤ 200

subject to :

x2 ≤ 300

(2.1)

x1 + x2 ≤ 400

x1 , x2 ≥ 0
The majority of problems in OR can be transformed into Linear programs. They are
used to maximize the profit of numerous companies with limited resources by making highquality decisions and specifying bottlenecks.

2.1.1

Integer Linear Programming Techniques

Linear Programming problem where variables are restricted to be integers is called Integer
linear programming. The simplest form of an integer linear formulation can be denoted as:
M inimize :
subject to :
x ≥ 0,

Z = Ax
Cx ≤ b

(2.2)

x∈Z

In [19], the cutting stock problem is considered one of the first few problems in operational research. The problem revolves around the concept of completing a requirement by
minimizing the cost for a specified quantity of material from given stock lengths.
Given a stock of length L and a list of m orders, each with a demand of di , where
i = 1, ..., m. A stock can be cut in numerous possible ways referred to as patterns. Consider
there are n number of patterns. Each pattern can be denoted as yj where j = 1, ..., n. This
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problem is shown in Figure 2.1. The problem formulation can be stated as:

M inimize :

Z=

n
X

x j yj

j=1

subject to :

n
X

bij yj ≥ di ,

∀i = 1, .., m

(2.3)

j=1

y ≥ 0,

y∈Z

Figure 2.1: Cutting Stock Problem.

Here, xj represents the cost associated with pattern yj . Also, bij represents the number
of time order i appears in pattern j. Our primary goal of this formulation is to reduce cost,
waste, associated with each pattern. Solving this NP-Hard problem through ILP gives us
an optimal solution.
Many researchers study the techniques of Integer linear programming. Tripathy et al.
in 1984 [36] describes relaxation techniques based on Lagrangean multipliers to solve the
Integer Linear Programming problem. He extended his approach in 1992 [37] to handle
student grouping subproblem. Every student was divided into subgroups depending on the
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courses they selected.
In [39], advanced Integer Linear Programming practices are used to design a timetable
with an objective function focused on minimizing the ratio between classroom capacity
and course enrollment. They proposed a complete solution promising optimal solutions to
the university class scheduling problem (UCSP). The hard constraints handled were few,
including one course can be scheduled in a classroom, and classroom enrollment should be
less than the room capacity.
They randomly generated datasets and, along with that, also used data from the Spring
2007 schedule of the School of Engineering at the American University of Sharjah (AUS).
They showed a comparison between advanced Boolean Satisfiability (SAT) based ILP solvers
and generic-based ILP solvers. CPLEX-a generic-based ILP solver, successfully found optimal solutions in every case, unlike the SAT-based ILP solvers. This approach successfully
found optimal solutions to the UCSP problem. However, it is very time-consuming and
needs considerable memory resources.
In [26], authors aimed to design a timetable for the University of Udine. Their main
focus is to design a multiobjective timetable satisfying all the hard constraints. They used
integer linear programming and handled an exponential amount of constraints developing
a timetable that works better with large instances. The hard constraints were expected,
such as handling course conflicts, no two courses scheduled in a single period, parallelly
scheduled courses should not have the same instructor, etc. The algorithm was divided
into two stages; the first stage produced solutions that satisfied the hard constraints, and
the second stage focused on perfect matching considering the soft constraints. The soft
constraints that comprised the objective function were enrollment to room capacity ratio,
number of days between the same lecture, related courses must be consecutively scheduled,
and all lectures of a single course must be scheduled in the same room. Each of these soft
constraints will define the quality of our feasible solution.
They proposed a branch and cut algorithm to obtain better lower bounds. Their algorithm was not perfect with a large amount of data, but they prove it forms the basis of
producing more robust and ambititious timetable solutions.
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Duality

The concept of duality possesses great importance when it comes to the study of linear
programming. Every original linear problem, called primal, has a closely associated linear
problem called dual.
The primary reason behind studying the dual problem is to find the bounds of our
linear problem’s solution. Every problems’ feasible solution comprises an upper and lower
bound. Each feasible solution to our primal problem gives us a lower bound of our objective
function. However, to find how near our lower bound is to the optimal value, we need to
get the upper bound by solving the dual problem [38].
A dual problem can be defined as a transpose of the primal problem. Following are the
ways we can form our dual problem:
• Primal problem’s right-hand side becomes the objective function of the dual problem.
• If primal is a maximization problem the dual problem will be a minimization problem.
• The objective function of the primal will become the right-hand side of dual.
• The number of constraints in the primal will be equal to the number of decision
variables in the dual.
• The number of variables in the primal problem will become the number of constraints
in the dual.

Following is the dual problem of the primal mention in equation 2.1.

M inimize :

Z ∗ = 200y1 + 300y2 + 400y3
subject to :

y1 + y3 ≥ 1
y2 + y3 ≥ 6
y1 , y2 , y3 ≥ 0

(2.4)
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Column Generation

The column generation approach was proposed by Ford and Fulkerson in 1958 [16].The
overarching idea is that many linear programs are too large to consider all the variables
explicitly. The proposition is that most of the variables will be non-basic and assume a value
of zero in the optimal solution. Column Generation leverages this idea and only enumerates
those variables that adds value to our restricted primal problem. Figure 2.2 shows how the
column generation method work.The algorithm forms a restricted master problem (RMP),
which is our primal problem. The RMP contains as few variables as possible, and new
variables are brought into the basis as needed by solving its dual.Here, The reduced cost
value specifies to what extent the objective function coefficient on that variable must be
reduced before the variable adds value to the objective function. Thus, the variable with
only negative reduced cost only enters the basis. In each iteration, the dual problem is
solved, and a new promising variable that could add value to our objective function is
added to our primal problem until no new variables are found. In the end, we solve our
primal problem containing all the columns generated to obtain an optimal solution for our
problem.
The previously mentioned cutting stock problem in Figure 2.1 expressed as an integer
programming problem can led to very difficult computation due to the large number of
variables involved. Thus, column generation approach is a much easier way to solve this
problem. The new problem formulation can be represented as:
M asterP roblem:

M inimize :

Z=

n
X

x j yj

j=1

subject to :

n
X

bij yj ≥ qi ,

∀i = 1, .., m

(2.5)

j=1

y ≥ 0,

y∈Z

Subproblem − Knapsack P roblem:
The objective function of the sub problem focuses on finding new columns (patterns)
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Figure 2.2: Column Generation Algorithm.

with reduced negative cost.

M inimize :

Z =1−

m
X

ci πi

i=1

subject to :

m
X

ci li ≤ L,

(2.6)

i=1

ci ≥ 0,

ci ∈ Z

∀i = 1, .., m

Here, ci represents the number of time item i was cut in that pattern,and πi represents
the dual multiplier produced by solving the dual of the RMP. The constraints ensures that
the pattern produced is valid. li represents the length of each item whose sum should
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be less than the total stock length L. The master problem will only run with some initial
patterns. At each iteration the sub problem will generate new patterns to add to the master
problem. The knapsack problem will only consider those patterns that would add value to
the objective function thus minimizing the number of stocks used to satisfy the demands.
The column generation technique is traditionally applied to relaxed LP problem. It
gives an exact LP solution but only for the relaxed LP problem[6]. Relaxed LP problems
are those problems where we relax the integer restriction on the decision variables. Thus,
this is not an exact solution for our original primal problem. Many researchers evaluated
this technique as it possesses a great advantage over problems with exponentially-sized
variables because it avoids enumerating all possibilities.
In [33], The goal of this research was to improve the dual bounds of the ILP solution.
As mentioned earlier, each linear problem solution consists of an upper and lower bound.
The quality of these bounds largely depends on the problem formulation and the number
of variables. The authors used Fenchel cut and column generation techniques to enhance
the bounds to a great extent.
This paper consists of two formulations; one is the compact formulation with a limited
number of variables without cut and column generation techniques. Second is the extended
formulation with many variables and an exponential number of constraints that require
cut and column generation algorithm for a solution. Experiments were conducted on seven
instances of datasets in which few were real datasets of high schools while the rest were
artificially generated. Results confirm that the extended formulation produced strong lower
bounds in a reasonable time. However, with large instances of datasets, the time consumed
grew drastically.
In [29], This paper’s authors focused on designing a timetable that obeys all the legal
principles of a teacher’s weekly schedule in a Greek High school. Each rule is comprised of
a penalty cost. Thus, their objective function was to minimize the penalty. They focused
on variables such as the maximum number of daily teaching hours, teacher’s preferences,
and workload distribution.
The authors used column generation method to work with an exponential number of
variables. They also adopted the branch and cut algorithm to find optimal results. This
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approach failed to work with large datasets as it required vast memory for storage and
significant CPU processing time.

2.2

Graph Coloring Approaches

Graph coloring is one of the most reviewed NP-Hard problems. It is the process of assigning
different colors to the vertices such that no two vertices, having an edge between them, have
the same color. Thus, it can be used for various constraint satisfaction problems. Graph
coloring possess great value and is known for its various applications such as scheduling and
resource distribution.
The greedy algorithm is one of the most common ways to solve graph coloring. As
shown in Figure 2.3 the greedy approach selects a random vertex and assigns the first color
not assigned to its neighbors.

Algorithm 1: Greedy Algorithm for Graph Coloring
Data: G = (V, E),
undirected graph
Result: List of color classes
1

Let v1 , v2 , .., vn be all the vertices.

2

Let c1 , c2 , .., cm be all the colors.

3

for v ← v1 to vn do

4

for c ← c1 to cm do
if c does not conflict with neighbor nodes of v then

5
6

Assign vertex v to color c

7

break;

8
9

end
end
Thus we have multiple sets of colors containing vertices with no edges between them.

These sets are also referred as color classes [18]. There are multiple researches on how graph
coloring aided in course scheduling. De Werra et al. in 1985 [11] discussed numerous models
of timetable scheduling and provided various formulations for them. He particularly focused
on the ones pertaining to graph-theory. Carter et al. worked on examination timetable
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Figure 2.3: Greedy Algorithm for Graph Coloring.

scheduling problem in 1986 [8], his focal point was the reduction of a problem to the graph
coloring approach.
In [30], The authors concentrated on designing a timetable according to teachers’ and
students’ preferred times and zero conflicts among the courses. This course scheduling
algorithm was based on the concepts of Integer linear programming and graph coloring.
The authors used graph coloring through MAPLE 12 to eradicate the course conflicts using
a greedy algorithm. Each vertex in the graph represented a course, while the edge between
them showed their conflict. Thus, separate sets of courses were accumulated with zero
conflicts in them for the next step after the graph coloring method.
A problem formulation for integer linear programming was constructed with the objective function centered around minimizing the penalty cost. A penalty cost was associated
with every time slot according to the preference. The results showed promising results with
optimal solutions. However, they did not guarantee all the courses will be scheduled. Also,
the larger the number of courses and enrollments, the higher the processing time will be.

2.2.1

Graph K-Coloring

The process of graph coloring where at most K colors are used such that no two vertices
having an edge between them has the same color is referred as K-coloring. It is an NPComplete algorithm thus solved with heuristic approaches. The smallest number of colors
possible to color a graph G with is called the chromatic number and is denoted by χ(G).
An optimal graph coloring is the one that utilizes exactly χ(G) colors.
In [9], This research focused on creating a timetable for large educational institutions
with continuously changing requirements. They used a heuristic algorithm referred to as
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the ”Ant algorithm” to solve graph coloring. In the Ant colony optimization algorithm,
the graph consists of vertices that are different solution components associated with the
problem. There are agents referred to as ants that are associated with each vertex. These
ants move through the graph communicating with each other through pheromones trials
producing near-optimal solutions.
The research successfully automated the timetable process but with certain limitations.
It requires the user to input all the criteria for hard constraints every time we generate a
timetable. The software however, was robust and capable of handling large datasets with
huge capacity although was time-consuming.

2.3

Heuristic Algorithms

It is generally believed that NP hard problems cannot be solved to optimality within polynomial time. Therefore, there is much interest in heuristic algorithms which can find near
optimal solutions within reasonable running time. There are two types of heuristic solutions, Construction heuristic, and Meta-heuristic. The primary difference between the two
is construction heuristic starts from scratch and forms a solution. In comparison, metaheuristic algorithms initiate from a random solution and find an improved solution through
local moves.

2.3.1

Construction-heuristic Algorithms

One of the most renowned construction heuristics is First-fit. First-fit works by keeping
a record of the free blocks of memory by a pointer. The pointer searches for the most
extensive free memory block and assigns the space to the new program. It is the most
uncomplicated construction heuristic and the fastest, but it wastes much space.
Next-fit is a modified version of First-fit. It contains a roving pointer that does not
initiate every time from the initial position searching for the largest memory block. It
starts where it was left off to find the most suitable free memory partition. Next-fit is
considerably faster than First-fit and consumes much less memory [7]. Considering our
focused research problem next fit will aid in constraint satisfaction to a great extent.
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Bin Packing Problem is a famous NP-Hard problem used in job scheduling and resource
management. In the later Chapters we will see how our research problem can be reduced to
Bin Packing Problem. Next-fit is a fast heuristic approach that gives good results for Bin
Packing problem but they are not optimal [17]. Bin Packing Problem can be defined as:
Given n number of objects with sizes s1 , s2 , ..., sn such that 0 ≤ si ≤ C, where C is the
maximum size of an object, for 1 ≤ i ≤ n, Minimize the number of bins K with capacity B
required to pack n objects.Bk represents the remaining capacity of the current bin.
Algorithm 2: Next-fit Bin Packing Problem
Data: [s1 .....sn ], B
Result: K
1

i ← 0;

2

K ← 1;

3

BK ← B;

4

do
if si ≤ BK then

5
6

Pack Object i in current bin ;

7

BK ← Bk − si
else

8

K ← K + 1;

9
10

Create new bin,and pack object i;

11

BK ← B − si ;

12

end

13

i ← i + 1;

14

while i ≤ n;
Algorithm 2 explains how Next-fit works with a runtime O(n) producing result not worse

than twice the optimal.

2.3.2

Meta-heuristic Algorithms

Meta-heuristic algorithms comprise a long list of algorithms, including evolutionary algorithms, local search, and hybridization algorithms capable of producing near-optimal so-
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lutions to NP-Hard problems. Numerous meta-heuristic algorithms are studied with the
timetable scheduling problem. Abramson et al. in 1991 [2], performed simulated annealing
for timetable scheduling problem. The objective function aimed to minimize the number
of conflicts between the classes. The approach starts from an individual solution and the
neighbour of the solution is reached by randomly scheduling a class to a time period. In
1994 Corne et al. provided a detailed study relating to the use of genetic algorithms for
solving timetable scheduling problems [32]. The paper discusses the future aspects of this
approach and provides a comparative analysis with other approaches.
In [35], The authors used one of the most common evolutionary algorithm that is genetic
algorithm to solve the timetable scheduling problem. The initial population consisted of
individuals where each individual is a solution of our timetable problem. The fitness function
explains the quality of an individual. In this model the fitness function is defined as:
f itness(individual) = (N umberof conf licts) × K + Quality

(2.7)

Here the quality of individual is assessed by the number of conflicts and the quality
of timetable is accessed by how early the classes are scheduled. A large constant K is
multiplied to the conflicts to give it more importance. Crossover and Mutation operators
are improved and designed so that the new individuals formed contain much less conflicts.
This model solved small problems successfully but with large problems timetables were
created with a significant number of conflicts.
Hertz et al. in 1991[20], studied the Tabu search being applied to the timetabling
problem with student grouping technique. Furthermore, In 1992 Hertz et al. focused on a
more complicated constraint with each lecture of different time duration [21].
In [3], This paper was centered on resolving timetable scheduling problem using Tabu
search. The authors focused on the basic hard constraints to determine the feasibility of the
solution. Additionally, the soft constraints for determining the value of objective function
were distinctive, including limited lesson hours for students, all lessons of a course cannot
be scheduled in a day, and a room cannot have consecutive lessons.
The author proposed a new neighborhood structure for tabu search combining two pre-
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Figure 2.4: The simple move for neighbourhood structure.

Figure 2.5: The swap move for neighbourhood structure.

viously discussed techniques: simple and swap. In simple, only one lesson is changed in
the existing solution to create a new individual. While in swap, two lessons are interchanged. This paper combines both approaches providing a methodology where if a simple
method doesn’t provide a better solution, the objective function’s value is determined by
swap method providing with better individuals. This approach showed promising results
by extensively increasing the search space enough to replace the simple method.
Many of the researchers also explored the technique combining of different methods.
Cooper and Kingston et al. in 1993 [10] combine different heuristic algorithms with bipartite graph matching as the main strategy. Alvarez-Valdes et al. in 1996 [4], studied
the combination of tabu search with multiple local search algorithms. The author studied
complicated kinds of moves. A move consisted of exchanging between two lectures of a
given teacher to a new time period.

Chapter 3

Proposed Method
3.1

Problem Definition

Given an internet bandwidth B, a set of courses C = {c1 , c2 , .., cn } with each course having
an enrolment {e1 , e2 , .., en }, and a graph G = V × E where a vertex denotes a course and an
edge represents a conflict between courses. Schedule all the courses in a minimum number
of sessions, considering there are no conflicts amongst the courses, and that the sum of all
courses’ enrollments scheduled in a session does not exceed internet bandwidth limitation
B.
In this chapter we will discuss three proposed methods to solve this problem in reasonable
running time giving near optimal solutions.

3.2

Integer Linear Programming (ILP)

We use Integer linear programming as our first proposed method to solve the problem of
online course scheduling. Like our previously mentioned cutting stock problem in chapter
2, each course can be scheduled in different session patterns. ILP aims to find the patterns resulting in a minimum number of sessions. We explored two kinds of Integer Linear
approach exact method and the column generation technique.

20
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Exact Approach

The primary rule of any optimization problem is that first try the exact algorithm. If the
problem is solved to optimality within a reasonable time, then choose the exact algorithm.
However, if the problem size is growing, the execution time is increasing exponentially, then
consider a heuristic solution carefully designed to produce near-optimal results [5].
Considering our timetable enigma, we have a constraint satisfaction problem with multiple constraints and a vast number of variables depending on the number of courses to
schedule. We formulated the exact model of the above mentioned problem. The model
consisted of the following components.
• An Objective function minimizing the number of sessions produced shown in equation
3.1.
• A group of constraints ensuring all the courses are scheduled shown in equation 3.2.
• A group of constraints verifying the sum of all the courses’ enrollment assigned in a
session is less than the Bandwidth shown in equation 3.3.
• A group of constraints guaranteeing that no conflict exists between courses assigned
in a session shown in equation 3.4.
P roblemF ormulation :

M inimize :

Z=

U
X

yj

(3.1)

∀ i = 1, .., n

(3.2)

j=1

subject to :

U
X

xi,j = 1,

j=1

n
X

ei xi,j ≤ B × yi ,

∀ i = 1, .., n

(3.3)

i=1

xi,j + xi‘,j ≤ 1,

f or(i, i‘) ∈ E,

∀ j = 1, .., n

(3.4)
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xij = {0, 1}

∀ i = 1, .., n

yj = {0, 1}

∀ j = 1, .., U

∀ j = 1, .., U

(3.5)

(3.6)

This formulation has n3 constraints, which increases the execution time as the number of
courses grow. The exact algorithm considers all possible variables, including the non-basic
variables that add no value to our objective function, hence increases the runtime. Thus,
this formulation failed to schedule a timetable above 200 courses in a reasonable time. The
results will be discussed in details in Chapter 4. Thus, we proceeded with column generation
to only focus on exploring patterns that add value to our objective function.

3.2.2

Column Generation Approach

We choose the column generation method only to enumerate the session patterns improving
our primal problem. Our proposed method is divided into two parts; master problem and
knapsack subproblem [27].

Problem Formulation
M asterP roblem :

M inimize :

Z=

m
X

yj

(3.7)

j=1

subject to :

m
X

ci,j yj ≥ 1,

∀ i = 1, .., n

(3.8)

j=1

yj ≥ 0,

yj ∈ Z

∀ j = 1, .., m

(3.9)

In equation 3.7, yj represents the number of sessions with pattern j. m is the total
number of session patterns. Equation 3.8, is a constraint ensuring that all courses in a
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timetable must be scheduled. ci,j denotes the existence of course i in pattern j. Here n is
the total number of courses.
Knapsack Subproblem :
The restricted master problem (RMP) in equation 3.7 undergoes LP relaxation. Equation 3.10 shows the dual of relaxed RMP is solved to obtain the value of dual multiplier π
of a subset of session patterns. Here, the variable ai represents the existence of course i in
that pattern.

M aximize :

Z∗ =

n
X

π i ai

(3.10)

ei ai ≤ B

(3.11)

i=1

subject to :

n
X
i=1

ai + ai‘ ≤ 1,

ai = {0, 1}

f or(i, i‘) ∈ E

∀ i = 1, .., n

(3.12)

(3.13)

Equation 3.11 handles the constraint of ensuring the sum of all the courses’ enrollment
scheduled in the new pattern must be less than the internet bandwidth. Equation 3.12
ensures that all the courses scheduled in a pattern does not conflict with each other. The
conflict is denoted by (i, i‘) ∈ E where E is the set of edges and (i, i‘) are two courses that
have an edge between them. We only consider cases where i < i‘ to break symmetry [12].
We solve this subproblem iteratively until we find no more session patterns with reduced
negative cost. Finally, the restricted master problem is solved with all the new columns
generated to yield a near-optimal number of sessions for the online courses.
This proposed linear programming model is very exhaustive. It enumerates all possible
combinations of courses that could provide us with a reduced number of sessions to schedule
more courses in prime time with internet bandwidth limitations. However, the catch is that
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it is very time-consuming, especially with a vast number of courses required to schedule
considering a large-scale educational institution. Also, column generation works best with
less conflicts in the sub problem. Thus, to create a better approach we need to remove the
conflict constraints from the subproblem [14].

3.3

Next-Fit with Graph Coloring

We aim to find an algorithm with decreased runtime even with a large data. Our second
proposed approach comprises of construction heuristic Next-fit algorithm with graph coloring. The two-part algorithm is very efficient considering runtime but is not exhaustive,
which we will observe in this section.

3.3.1

Graph Coloring Algorithm

We chose graph coloring to attain list of courses that can be scheduled parallelly without
any conflicts. Vertex coloring helped to segregate courses with conflicts by assigning them
to different sets. We used numbers instead of colours to handle vast amount of data.

Figure 3.1: Structure of our special graphs of course conflicts.

As shown in Figure 3.1, the graph G=(V, E) is undirected, consisting of courses as
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vertices V and edges E between the courses representing conflicts. Considering the focused
problem of course scheduling, the graph would consist of multiple connected components.
Each component can be considered as a set of courses belonging to a specific academic
department. The complexity of retrieving each connected component is O(V + E). Thus,
we treat each component as a different graph for coloring. The color sets of each graph
component can be combined as they do not have any conflicts between them.
After finding all the graph components, we apply the greedy search to color each component yielding multiple color classes. Greedy Algorithm is a fast approach with a complexity
of O(V × E). However, it does not use a minimum number of colors for graph coloring.
Following is the proposed algorithm for Graph Coloring.
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Algorithm 3: Graph Coloring for conflict constraint
Data: G = (V, E) :
undirected graph
Result: CourseGroups[ ][ ] : :Lists of courses with no conflicts
1

Let v1 , v2 , .., vn be all the courses as vertices.

2

C ← get connected components(G) ;

3

Let c1 , c2 , .., cm be all the graph components.

4

color ← 0

5

valid ← F alse

6

for c ← c1 to cm do

7

for v ← v1 to vn do
do

8

if color does not conflict with neighbors courses of v then

9
10

Assign vertex v to color

11

valid = T rue
else

12

color+ = 1

13

end

14
15

while valid == F alse;

16

color ← 0

17

valid ← F alse

18

end

19

end

20

F inal list ← Combine colors of different components in a single list

21

return F inal list
The above algorithm in line 2 uses a function to find connected components, through

Depth First Search. We iterate through all the components assigning a color to each course
not assigned to any of its neighbors. As a result, we yield a list of color sets consisting of
courses that we can schedule in a single session. Thus, we eradicate the constraint of course
conflict handling.
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Next-Fit Algorithm

Next-fit selects courses and assigns them to a session where the course enrollment does not
exceed the bandwidth constraint. Figure 14, demonstrates how next-fit works. The next-fit
algorithm works with time complexity of O(n). Being a fast construction heuristic, it is not
exhaustive enough [31]. The algorithm, unlike ILP, does not enumerate all possible ways
courses can be scheduled to achieve a near-optimal result. Next-fit finds a fast and feasible
solution. It may outperform integer linear programming with a large dataset and a time
constraint.

Algorithm 4: Next-fit Algorithm for Bandwidth limitation
Data: [c1 .....cn ]; Color list of courses ,B; Bandwidth, [e1 ....em ]; Enrollment of all
the courses
Result: Session List
1

session list = [ ];

2

for c ← c1 to cn do

3

sum ← 0;

4

for i ∈ c do

5

sum = sum+ ei

6

if sum ≤ B then
session ← course i

7

else

8

Create new session new session ← course i

9

sum ← 0;

10

end

11
12

end

13

end

14

return session list
Algorithm 4 demonstrates a simple iterative algorithm of our proposed approach. It

takes as input the separate sets of courses belonging to different colors. For each course
list, it creates sessions, ensuring the bandwidth limitation does not exceed and all courses
are scheduled.
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Graph k-coloring and ILP with Dynamic Programming

Our first proposed approach consisted of Integer Linear Programming, which gave us outstanding near-optimal results through an exhaustive algorithm, but it was time-consuming.
Our second proposed approach pertaining to the Next-fit algorithm was extremely fast but
lacking in high-grade results. We now aim to propose a technique that is faster than ILP and
gives near-optimal results. Thus, it will enable us to schedule online courses for large-scale
organizations in an efficient time.
The third proposed approach consists of techniques including linear programming with
column generation, Dynamic Programming, and Graph coloring. The first step involved Kgraph coloring, which removes the conflict constraint and increases the search space. The
second step involves integer linear programming through column generation with dynamic
programming providing efficient solutions. Each of the techniques is discussed in detail
below.

3.4.1

Graph K-coloring

The first part of this approach consists of graph coloring. As shown in figure 3.3, we list
all the possible graph coloring patterns for each graph component. This has two major
advantages. It aids us in making our research more explorative by adding variations in
color set combinations. In addition, it removes all the course conflicts from the graph.

Figure 3.3: A graph component with 3-coloring.

Figure 3.4: Enrollment of each course

Subsequent to obtaining all possible coloring patterns, we can combine different colors
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of all the components since they do not conflict as shown in Figure 3.1. Here a new problem
arises that is dealing with symmetry. Taking into account the above example, figure 3.4
shows the enrolments of each course. This results in two types of coloring as shown in
equation 3.14 and equation 3.15.

hh

ih
ih ii
hh
ih
ih
ii
C0, C1 C2, C4 C3 →
− 100, 200 300, 300 300

(3.14)

hh

ih
ih ii
hh
ih
ih
ii
C0, C1 C2, C3 C4 →
− 100, 200 300 300, 300

(3.15)

We can see that both of the colorings result in the same pattern. Thus, we will consider
only one and neglect the duplicates to prevent exhausting time with solutions we have already evaluated. Algorithm 5 demonstrates the process of K-coloring.
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Algorithm 5: Graph K-coloring Algorithm
Data: [c1 .....cn ]; connected component list of courses , K; total number of colors
Result: enumerated list; Containing all possible coloring of each component
1

for c ← c1 to cn do

2

g←0

3

N ← length of c

4

f list ← [ ] × N

5

enumerated list ← KColor(c, f list, g, N )

6

end

7

return enumerated list

8

KColor(c,f list,g,N ):

9

if g = N then

10

if check symmetry(f list) then
append f list to enumerated list

11
12
13
14

return;
for m ← all the colors do
if color m is valid for course[g] then

15

f list[g] ←m

16

call function for the next course

17

KColor(c, f list, g + 1, N )

18

end

19

The algorithm takes in all the graph components [c1 .....cn ], and K, the required number
of colors to find multiple coloring patterns. A greedy search algorithm achieves this number.
Algorithm 5 is a recursive algorithm that runs for each graph component. When all the
vertices (courses) are assigned colors, it checks if the result already exists in our coloring
pattern list. If it is a new pattern of the component, we add it to the coloring patterns
list. The symmetry is checked by encoding the color pattern in terms of course enrollments
and check for duplicates. We check symmetry while forming new color patterns, which will
result in a reduction of execution time. Next, we will find the number of sessions yielded
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by intelligently scheduling all the required courses. The algorithm works with a complexity
O(K n ). The time complexity is exponential but this won’t be a problem for our focused
research as we focus on connected components smaller in size and larger in number.

3.4.2

Integer Linear Programming with Dynamic Programming

The second step of our proposed approach aims to schedule courses acquiring a near-optimal
number of sessions. The techniques involved include column generation with dynamic programming. Column generation works best when there are a vast number of variables with
few constraints. In general, for every integer linear programming problem, the more the
number of constraints, the more complicated the problem becomes because the number of
constraints determines the number of time-consuming iterations required to solve the problem. This reduced the number of constraints from n2 to n in the subproblem. Hence, we
improved our ILP formulation, explained in equation 3.7, by reducing the course conflict
constraint, which will decrease time consumption without affecting our results’ accuracy
[14].
As explained in the algorithm 5, we get all the distinct coloring patterns for every component. Our next step is to combine the coloring patterns of all the components. As shown
in Figure 3.1, different components can be scheduled in the same session. Equation 3.16,
3.17, 3.18 are randomly selected coloring pattern of each component in a graph. Equation
3.19 expresses a combined individual.
Here we can try all possible combinations of each of the coloring patterns of every component. However, it would be time-consuming and lead to an exact algorithm. Consequently,
we preferred random combinations of all the component coloring with multiple restarts for
our experiment. We choose 50 number of restarts by experiment with various numbers.
After 50 the solution does not improve.

hh

ih
ih
ii
100, 200 300 300, 300

hh

ih ii
100 200

(3.16)

(3.17)
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hh

hh

150, 150

ii

ih
ih
ii
100, 100, 150, 150, 200 300, 200 300, 300

(3.18)

(3.19)

Dynamic programming also plays a crucial role in decreasing time consumption in this
algorithm.Figure 3.4.2 shows when we acquire an individual, we resolve it with ILP and
store the result in the dictionary. The new individual we find we will check if it exists in
our dictionary. If it does, we will not have to go through column generation and can use
the stored value directly, thus saving much execution time.
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Figure 3.5: Proposed ILP with Dynamic Programming Architecture for Online Course
Scheduling
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Chapter 4

Experiments and Results
This section will cover information regarding our data collection and the experiments we
conducted, along with the results of each experiment. We conducted various experiments
testing on which scenario our proposed approaches excel and fail to give efficient results.

4.1

Data

We collected real data that we acquired from the University of Windsor. In addition to
that, we generated a synthetic data based on real data to control the various parameters like
number of courses, enrollments of each course, different bandwidths, number of connected
components and number of conflicts.

4.1.1

Data Source

We gathered University of Windsor’s data regarding enrollments of students belonging to
each academic year from the source mentioned here link [23]. The data regarding the number of courses offered each semester was gathered from the source mentioned here link [24].
On the basis of information from these sources we created our dataset by adding bandwidth
limitation and conflict constraints. For instance, we considered the undergraduate timetable
given at University of Windsor website, we calculated the number of courses offered in the
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summer term of 2021 and they were equal to 300. The enrollment equating to 10,000 students. Thus we took numbers from our real data and added other input parameters like
bandwidth limitations to form a sample dataset.

4.1.2

Data Generation

The process of creating synthetic data involved creating a list of courses and assigning
enrollment to them. Here, we constricted the number of distinct enrollments to study this
parameter’s effect on the runtime of our proposed approaches. Subsequently, we select a
bandwidth limitation making sure it is bigger than our enrollments, ensuring the formation
of valid sessions is possible. Lastly, we create a graph to represent conflicts among the
courses and form connected components. We initially create an empty graph and then
iteratively add connected components to it whilst assigning edges between courses in the
component. We used a variable density, which assures the number of edges is formed
between the vertices as shown in equation 4.1. If the value of density is 1, then there will
be a maximum number of edges. Furthermore, if it is 0.5 then there will exist half of the
maximum number of edges.

density × n × n − 1



÷2

(4.1)

After the generation of all the data parameters, we store the dataset in a pickle file.
We code the data generation using Python. Thus, we use pickle files for storage to easily
serialize Python objects without requiring any additional coding.

4.1.3

Sample dataset structure and observations

We will now demonstrate an example of a dataset and observe the results of the three
proposed approaches.
As shown in table 4.1.3, this is a small dataset with only 10 courses required to schedule,
divided into 4 connected components, an internet bandwidth of 100. The number of distinct
enrolment is 2 with density 1. Figure 4.1.3 shows the conflict graph that is formed amongst
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the courses. There are 4 connected components, with edges between them displaying conflicts like C1, C2 and C3 are in conflict with each other and course C10 does not have a
conflict with any other courses. Table 4.1.3 shows enrollment of each course.
Graph Name
Dataset 10 100

courses

bandwidth

components

density

10

100

4

1

Table 4.1: Dataset Instances for our experiment

+
Figure 4.1: A graph of 4 connected components with density 1

number of
enrollment
2
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C1
20

C2
40

C3
20

C4
40

38
C5
40

C6
40

C7
40

C8
40

C9
40

C10
20

Table 4.2: Enrolments of each course

We implemented all three proposed approaches using Python version 3.8.3. For ILP, we
used Gurobi Optimizer. Gurobi Optimizer is one of the fastest mathematical programming
solvers that turn data into decisions instantly [22]. The results of the example mentioned
above are shown in Table 4.1.3. Since the size of our dataset is small, the runtime is short,
shown in seconds. ILP and our hybrid approach work better than Next-fit, considering
they are more exhaustive than Next-fit and with fewer data to process, time is not an issue.
Although the difference between the three approaches’ runtimes is negligible, we can still
perceive how ILP takes the longest time, and Next-fit is the fastest.
Graph Name
Dataset 10 100

ILP-Obj
4

NF-Obj
5

Hybrid-Obj
4

ILP-time
0.0656

NF-time
0.0014

Hybrid-time
0.012

Table 4.3: Results for our experiment

4.2

Results and analysis

The proceeding sections will contain experiments and results related to how each factor
affects our proposed algorithms’ runtime and objective function. Later we will show a
comparison between our three methods with and without time constraints. Following are
the factors we are taking into consideration:
• Density : Number of edges in the graph
• Bandwidth : Internet limitation for each session
• Connected Components : Number of connected components in the graph
• Enrollment : Number of distinct enrollments among all courses
• Courses : Number of required courses to schedule
We ran our proposed approach on 1000 datasets on the basis which we observed how
each factor affects their performance.
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Density

As mentioned earlier, density defines the number of edges in the graph. We experimented
with two values of density which are 0.5 and 1. The value 1 will create maximum edges
between the components, while 0.5 will result in half of them, meaning fewer conflicts.

4.3.1

Next-Fit with Graph Coloring

Next-Fit is our fastest proposed approach because it is not exhaustive and does not evaluate
all possible combinations after receiving unconflicted course sets from graph coloring. We
can perceive from Figure 4.2 that runtime of Next-fit is reduced with datasets of density
0.5 than with density 1. As fewer conflicts exist in datasets with density 0.5, so coloring is
completed speedily. The next step involves assigning courses to sessions without exploring
different combinations; thus, the runtime is diminished. Figure 4.3 shows that 92.5% of the
datasets with density 1 have increased runtime compared to density 0.5.

4.3.2

Hybrid Algorithm

The Hybrid algorithm consisting of ILP with Graph coloring and Dynamic programming is
a thorough approach that explores confined combinations result by graph coloring. Figure
4.4 shows that our hybrid approach works faster with datasets with density 1 rather than
0.5. The reason explaining this behavior is that the less conflicts, the more combinations
are possible to explore. Figure 4.5 shows about 62.5% of the datasets with density 0.5 have
increased runtime compared to density 1.

4.3.3

Integer Linear Programming Algorithm

Integer Linear Programming is our most exhaustive approach with the most extended runtime. Through column generation, it examines every possible combination that could contribute to improvement in the objective function. Figure 4.6 confirms that ILP’s execution
time suffers delays with datasets of density 1 in contrast to 0.5. A larger number of possible
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Figure 4.2: A line graph illustrating affect of density on Next-fit’s runtime.

Figure 4.3: A pi graph showing the affect of density on Next-fit’s runtime.
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Figure 4.4: A line graph illustrating affect of density on Hybrid approach’s runtime.

Figure 4.5: A pi graph showing the affect of density on Hybrid approach’s runtime.
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column patterns can be explored by the sub-problem due to fewer conflicts, resulting in significant delays. Figure 4.7 shows about 64% of the datasets with density 0.5 have increased
runtime compared to density 1.
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Figure 4.6: A line graph illustrating affect of density on ILP approach’s runtime.

Figure 4.7: A pi graph showing the affect of density on ILP approach’s runtime.
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Bandwidth

Internet bandwidth limitation constricts the formation of sessions. Each session must contain courses with their sum of enrollments less than the internet bandwidth. We tested our
algorithms with the bandwidth parameter having a wide range of values from 80-500. We
saw a significant effect of bandwidth on the runtime of our algorithms.

4.4.1

Next-Fit with Graph Coloring

Next-Fit works by assigning courses to sessions by keeping in account internet bandwidth
limitations. It is not a thorough approach and does not consume all options.Figure 4.8
shows datasets with bandwidth less than 100. Figure 4.9 shows datasets with bandwidth
more than 100. Thus, comparing both of the figures, we comprehend Next-Fit’s scalability
as there is no considerable difference. We can see in figure 4.8 that file Dataset 380 100
having a bandwidth of 100 with 380 courses executes in 0.2 seconds, while in figure 4.9
file Dataset 380 420 having a bandwidth of 420 with 380 courses executes in 0.4 seconds.
Although there is a considerable difference in the bandwidth, the difference in runtime is
negligible.

4.4.2

Hybrid Algorithm

The hybrid approach studies multiple confined combinations of all the courses’ placement
into a session following the bandwidth constraint. Thus, the more bandwidth we have, the
more course patterns we can form for a session. This leads to increased runtimes of our
hybrid approach with increasing bandwidths. Figure 4.10 shows datasets with bandwidth
less than 100. Figure 4.11 shows datasets with bandwidth more than 100. Therefore, we
deduce a considerable difference between the two situations comparing both of the figures.
We can see in figure 4.10 that file Dataset 280 80 having a bandwidth of 80 with 280 courses
executes in 0.5 seconds, while in figure 4.11 file Dataset 280 500 having a bandwidth of
500 with 280 courses executes in 619 seconds. In Figure 4.10, we observe that the runtime
values in y-axis ranges till 0.8 seconds although in Figure 4.11 it executes in 600 seconds. A
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Figure 4.8: A line graph illustrating affect of bandwidth less than 100 on Next-Fit approach’s runtime.

Figure 4.9: A line graph illustrating affect of bandwidth more than 100 on Next-Fit
approach’s runtime.
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difference in bandwidth leads to a significant difference in runtime considering our Hybrid
Approach.

4.4.3

Integer Linear Programming Algorithm

The Integer Linear programming approach examines all possible combinations of the courses’
placement into a session that improves the objective function. Consequently, the larger
bandwidth we have, the more course patterns we can form for a session following bandwidth
constraints. Thus for our ILP approach, there is a more significant increase in execution
times with the increase in bandwidth. Figure 4.12 shows datasets with bandwidth less than
100. Figure 4.16 shows datasets with bandwidth more than 100. On comparing both of
the figures, we comprehend a very vast difference between the two conditions comparing
both figures. We can see in figure 4.12 that file Dataset 280 80 having a bandwidth of 80
with 280 courses executes in 6.3 seconds, while in figure 4.16 file Dataset 280 500 having
a bandwidth of 280 with 500 courses executes in 3115 seconds. In Figure 4.12, we observe
that the runtime values in y-axis ranges till 30 seconds although in Figure 4.11 it exceeds
4000 seconds. A difference in bandwidth leads to a vast difference in runtime, which makes
our Integer Linear approach unsuitable for larger bandwidths.
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Figure 4.10: A line graph illustrating affect of bandwidth less than 100 on Hybrid approach’s runtime.

Figure 4.11: A line graph illustrating affect of bandwidth more than 100 on Hybrid
approach’s runtime.
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Figure 4.12: A line graph illustrating affect of bandwidth less than 100 on ILP approach’s
runtime.

Figure 4.13: A line graph illustrating affect of bandwidth more than 100 on ILP approach’s runtime.
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Number of Courses

The number of courses to schedule contributes to the number of vertices in the graph. We
experimented with an extensive range of courses from 10 to 700 to study how the number
of courses affects each approach’s runtime. We kept the bandwidth constant to focus on
the effect of the number of courses.

4.5.1

Next-Fit with Graph Coloring

Figures 4.14, shows all the datasets sorted by the increasing number of courses from 10 to
500 with 200 bandwidth. We can comprehend that there is no significant difference with the
runtime as the number of courses increases. We see a steady increase from 0 to 0.4 seconds.

4.5.2

Hybrid Algorithm

Figures 4.15, shows all the datasets sorted by the increasing number of courses from 10 to
500 with 200 bandwidth. We can comprehend a consistent increase in the runtime from
0 to 15 seconds. Thus, our Hybrid algorithm is scalable and will work quickly with the
increase in the number of courses. A higher number of courses would contribute to increased
execution time, but the increase is not as drastic.

4.5.3

Integer Linear Programming Algorithm

Figures 4.16, shows all the datasets sorted by the increasing number of courses from 10 to
500. We can observe an increase in the execution time as the number of courses grew. A
higher number of courses would contribute to increased execution time. We can see how our
Integer Linear Programming approach is not scalable with an increasing number of courses.
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Figure 4.14: A graph showing the affect of number of courses on Next-Fit approach’s
runtime.

Figure 4.15: A graph showing the affect of number of courses on Hybrid approach’s
runtime.
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Number of Components

The number of courses in a graph is divided amongst connected components. In this section,
we aim to see the effect of the number of components on our algorithms’ runtime. We
calculated a ratio of the number of courses to the number of components. We kept the
bandwidth constant to highlight the effect of the number of components.

4.6.1

Next-Fit with Graph Coloring

Figure 4.17 shows all the datasets where the ratio between the number of courses and
the number of components is less than 0.25. This implies that there are fewer connected
components considering the number of courses. Figure 4.18 shows all the datasets where
the ratio between the number of courses and the number of components is more than 0.25.
This implies that there are more connected components considering the number of courses.
Comparing both of the figures, we can decipher that the algorithm works faster with a
larger number of components. Although the number of courses is the same, ranging from
0 to 500, datasets’ execution time with a larger number of components is half compared to
datasets with smaller components shown in figure 4.17.

4.6.2

Hybrid Algorithm

Figure 4.19 shows all the datasets where the ratio between the number of courses and the
number of components is less than 0.25. Figure 4.20 shows all the datasets where the
ratio between the number of courses and the number of components is more than 0.25.
Comparing both figures, we can interpret that the algorithm works quicker with a more
significant number of components. Although the number of courses is the same, ranging
from 0 to 500, datasets’ execution time with a larger number of components is 10 seconds.
In contrast, for datasets with smaller number of components, we can see few high peaks
with increasing runtimes to 15 seconds.
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Figure 4.16: A graph showing the affect of number of courses on ILP approach’s runtime.

Figure 4.17: A graph showing the affect of small number of components on Next-Fit
approach’s runtime.
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Figure 4.18: A graph showing the affect of large number of components on Next-Fit
approach’s runtime.

Figure 4.19: A graph showing the affect of small number of components on Hybrid
approach’s runtime.
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Integer Linear Programming Algorithm

Figure 4.21 shows all the datasets where the ratio between the number of courses and the
number of components is less than 0.25. Figure 4.22 shows all the datasets where the
ratio between the number of courses and the number of components is more than 0.25.
Comparing both figures, we can interpret that the algorithm works quicker with a more
significant number of components. Although the number of courses is the same, ranging
from 0 to 500, datasets’ execution time with a larger number of components is 350 seconds.
In contrast, for datasets with smaller components, we can see few high peaks with increasing
runtime to 400 seconds.

4.7

Distinct enrolment

The number of enrollments assigned to courses while creating a dataset affects the number
of distinct session patterns formed to be evaluated. This number does not affect our Integer
linear approach and Next-fit approach because they do not keep a record of sessions already
evaluated. Although our Hybrid approach, to reduce the execution time, use dynamic
programming to store the already evaluated sessions. Thus, when the number of distinct
enrollments is reduced, there is a probability of decrement in the number of distinct patterns
formed which reduces the execution time for our Hybrid approach. Figure 4.23 shows the
execution time with 4 distinct enrollments while Figure 4.24 demonstrates the execution
time with 6 distinct enrollments of the Hybrid Approach. We can perceive that there is a
reduction in execution time as the number of distinct enrollment reduces.
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Figure 4.20: A graph showing the affect of large number of components on Hybrid
approach’s runtime.

Figure 4.21: A graph showing the affect of small number of components on ILP approach’s
runtime.
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Figure 4.22: A graph showing the affect of large number of components on ILP approach’s
runtime.

Figure 4.23: A graph showing the affect of distinct enrollment 4 on Hybrid approach’s
runtime.
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Impact of Dynamic Programming on Hybrid approach

Dynamic programming works significantly in decreasing time consumption in our Hybrid
algorithm. When we store a session pattern after evaluation, we can utilize its value later
when we get a similar pattern. This prevents us from yielding the value through column
generation, thus saving much execution time. Figure 4.25, demonstrates the improvement
achieved from the process of Dynamic Programming. We can comprehend a significant
improvement in reducing execution time with Dynamic Programming.

4.9

Comparing Objective Values

The objective function defines the number of sessions formed. We aim to find a minimum
number of sessions to schedule all the online courses. This will aid in providing quality
education in prime time without any hindrance issued by Internet connectivity.

4.9.1

Results with Time Limitation

We aspired to discern that which of the approaches work best with a time limit. Knowing
that Next-Fit’s performance will not be affected by time as it executes mainly within a few
seconds, we are curious to observe as to what extent our ILP and our Hybrid approaches’
objective values are affected.
We used the Time Limit parameter of our Gurobi solver and set it to 300 seconds.
Gurobi solver will terminate once the condition is reached and will return the best feasible
value achieved during that duration.

Number of Courses less than 150
We observed that with fewer courses, our Integer linear approaches and Hybrid approaches
work better than Next-Fit. The reason behind this analysis is that time does not limit
the thorough approach of these algorithms with fewer courses. Thus, they can produce a
better result than Next-Fit. Figure 4.26 shows the comparison between the objective values
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Figure 4.24: A graph showing the affect of distinct enrollment 6 on Hybrid approach’s
runtime.

Figure 4.25: A graph showing the comparison of Hybrid approach’s runtime with and
without Dynamic Programming.
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of all our proposed approaches with datasets ranging from courses from 10 to 150. Figure
4.27 shows the summary of the results, where Next-fit produces the maximum number of
sessions in 89.9% of the datasets.

Number of Courses more than 150
We observed that our Integer linear approach and Hybrid approach suffers with a vast
number of courses due to time limitations. Figure 4.28 shows that Next-Fit performs the
best because it does not get affected by limited time as it executes within few seconds.
Hybrid approach and Integer Linear approach return the best possible feasible solution
they can produce with limited time. Figure 4.29 shows the summary of the results,where
Next-fit produces the least maximum number of sessions in only 30.7% of the datasets.

4.9.2

Results without Time Limitation

Hybrid Approach and Integer Linear Programming approach produced near-optimal solutions with a minimum number of sessions upon removing time limitation. Next-Fit being the
less exhaustive, produced a more significant number of sessions. Figure 4.30 shows courses
with a range from 100 to 750, we can interpret from the figure that without time bound
ILP and our Hybrid approach produce better result. Figure 4.31 shows that about 86.6%
of the time Next-Fit produce a larger number of sessions than ILP and Hybrid approach.
Figure 4.32 shows a comparison between ILP and Hybrid algorithms’ runtimes. We perceive a vast difference between the runtimes with the ILP approach reaching 4000 seconds
and the Hybrid approach reaching only a maximum of 600 seconds.This makes our Hybrid approach much better in terms of scalability when providing near-optimal solutions in
efficient times.

4.9.3

Comparing Hybrid approach with Exact algorithm

In Figure 4.33, We compare the results of our ILP exact approach with our Hybrid approach.
Due to an increase in time consumption, we only ran the exact algorithm for 200 courses.
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Figure 4.26: A line graph illustrating the objective function value of courses less than
150.

Figure 4.27: A pi graph showing which approach produces the maximum number of
sessions.
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Figure 4.28: A line graph illustrating the objective function value of courses more than
200.

Figure 4.29: A pi graph showing which approach produces the maximum number of
sessions.
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Figure 4.30: A line graph illustrating the objective function value of courses more than
200.

Figure 4.31: A pi graph showing which approach produces the maximum number of
sessions.
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We can see from the graph that the results of the Hybrid approach are near to optimal for
most of the cases.

Chapter 4. Experiments and Results

Figure 4.32: Comparing execution times of ILP and Hybrid Algorithms

Figure 4.33: Comparing Objective functions of ILP-exact and Hybrid Algorithms
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Discussion

This chapter provided a detailed discussion on the performance of each algorithm concerning
different parameters. We deduce that the parameter bandwidth and density primarily
impacts algorithms’ execution time, especially our Integer Linear Approach. Practically
speaking, this should not be a problem considering scheduling large-scale timetables for
educational institutions because Canada’s average bandwidth is less than 100 Mbps[28].
The primary goal of this thesis was to design an algorithm to yield a minimum number of sessions in an efficient time for scheduling online courses. We can discern from our
experiments that the Hybrid approach is the best algorithm amongst all. This approach
proved to be scalable with a growing number of courses, conflicts and connected components. The maximum execution time the Hybrid approach took was 600 seconds to create a
near-optimal number of sessions. This time is negligible considering designing a timetable
following all the constraints.Through observing the results without time constraints, we can
inspect that ILP reaches 4000 seconds while our Hybrid approach produced near-optimal
results within 600 seconds.

Chapter 5

Concluding Thoughts
5.1

Conclusion and Future Work

Timetable scheduling algorithm has been studied for the last thirty years. This is due
to the ever-changing requirements of educational institutions. Although this problem is
challenging to solve, it is also indispensable. The manual process of creating a timetable
requires a massive amount of hard work from the staff at educational institutions. A
slight change in requirement can cause a significant setback in the process making it more
time-consuming. The timetable created after weeks of hard work at the University of
Windsor also results in course conflicts for students. Thus, It is advised to submit forms to
indicate conflicts and withdraw from that specific course. Thus, the process of automation
is mandatory. Our thesis focuses on the automation of timetables with a new requirement
that comes with the pandemic that is the online delivery of education.
Our primary goal was to design an efficient heuristic algorithm that can produce nearoptimal results in reasonable running time. We proposed three techniques for achieving
that. The Next-Fit approach executes in a minimal time but does not produce near-optimal
results. The Integer Linear programming approach failed to be scalable and grew exponentially as the number of courses, components and bandwidth increased. However, our Hybrid
approach consisting of Graph coloring, Dynamic programming, and column generation techniques showed promising results and scalability as the timetable’s complexity increased.
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In conclusion, If we require scheduling a timetable within a five minute with a large
bandwidth limitation and a significant number of courses, we can pick graph coloring with
Next-Fit. If we do not have a compact time constraint, we can choose the Hybrid approach
to schedule courses for smooth online delivery of quality education in prime time to the
students exercising social distancing at their homes worldwide.
For our future work, we will aim to develop a software based on the mentioned algorithms
to schedule the timetable. We can also add more parameters to enhance our timetable,
including teachers’ preferences, and assigning priority to courses scheduled in prime time
as they demand more attentiveness from the students.

Bibliography
[1] Abayomi-Alli, O., Abayomi-Alli, A., Misra, S., Damasevicius, R., and Maskeliunas,
R. (2019). Automatic examination timetable scheduling using particle swarm optimization and local search algorithm. In Data, Engineering and Applications, pages 119–130.
Springer.
[2] Abramson, D. (1991). Constructing school timetables using simulated annealing: sequential and parallel algorithms. Management science, 37(1):98–113.
[3] Aladag, C. H., Hocaoglu, G., and Basaran, M. A. (2009). The effect of neighborhood
structures on tabu search algorithm in solving course timetabling problem. Expert systems
with applications, 36(10):12349–12356.
[4] Alvarez-Valdes, R., Martin, G., and Tamarit, J. (1996). Constructing good solutions
for the spanish school timetabling problem. Journal of the Operational Research Society,
47(10):1203–1215.
[5] Applegate, D. L., Cook, W., Dash, S., and Espinoza, D. G. (2007). Exact solutions to
linear programming problems. Operations Research Letters, 35(6):693–699.
[6] Barnhart, C., Johnson, E. L., Nemhauser, G. L., Savelsbergh, M. W., and Vance, P. H.
(1998). Branch-and-price: Column generation for solving huge integer programs. Operations research, 46(3):316–329.
[7] Bays, C. (1977). A comparison of next-fit, first-fit, and best-fit. Communications of the
ACM, 20(3):191–192.
[8] Carter, M. W. (1986). Or practice—a survey of practical applications of examination
timetabling algorithms. Operations research, 34(2):193–202.
68

Bibliography

69

[9] Cauvery, N. (2011). Timetable scheduling using graph coloring. International Journal
of P2P Network Trends and Technology, 1(2):57–62.
[10] Cooper, T. B. and Kingston, J. H. (1993). The solution of real instances of the
timetabling problem. The computer journal, 36(7):645–653.
[11] de Werra, D. (1985). An introduction to timetabling. European journal of operational
research, 19(2):151–162.
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[27] Lübbecke, M. E. and Desrosiers, J. (2005). Selected topics in column generation.
Operations research, 53(6):1007–1023.
[28] O’Dea, S. (2020). Average internet download speed in canada.
[29] Papoutsis, K., Valouxis, C., and Housos, E. (2003). A column generation approach
for the timetabling problem of greek high schools. Journal of the Operational Research
Society, 54(3):230–238.
[30] Perera, M. and Lanel, G. (2016). A model to optimize university course timetable
using graph coloring and integer linear programming.
[31] Ramanan, P. (1989). Average-case analysis of the smart next fit algorithm. Information
processing letters, 31(5):221–225.
[32] Ross, P., Corne, D., and Fang, H.-L. (1994). Improving evolutionary timetabling with
delta evaluation and directed mutation. In International Conference on Parallel Problem
Solving from Nature, pages 556–565. Springer.
[33] Santos, H. G., Uchoa, E., Ochi, L. S., and Maculan, N. (2012). Strong bounds with
cut and column generation for class-teacher timetabling. Annals of Operations Research,
194(1):399–412.

Bibliography

71

[34] Schaerf, A. (1999). A survey of automated timetabling. Artificial intelligence review,
13(2):87–127.
[35] Sigl, B., Golub, M., and Mornar, V. (2003). Solving timetable scheduling problem using
genetic algorithms. In Proceedings of the 25th International Conference on Information
Technology Interfaces, 2003. ITI 2003., pages 519–524. IEEE.
[36] Tripathy, A. (1984). School timetabling—a case in large binary integer linear programming. Management science, 30(12):1473–1489.
[37] Tripathy, A. (1992). Computerised decision aid for timetabling—a case analysis. Discrete applied mathematics, 35(3):313–323.
[38] Vanderbei, R. J. et al. (2015). Linear programming, volume 3. Springer.
[39] Wasfy, A. and Aloul, F. (2007). Solving the university class scheduling problem using
advanced ilp techniques. In IEEE GCC Conference. Citeseer.
[40] Wu, Y. and Turner, P. (2006). The relationship of bandwidth, interaction, and performance in online courses: A study. Online Journal of Distance Learning Administration
IX (I).

Vita Auctoris
NAME:

Rida Zaidi

PLACE OF BIRTH:

Karachi, Pakistan

YEAR OF BIRTH:

1995

EDUCATION:

Agha Khan Higher Secondary School
Karachi, Pakistan, 2011-2013

National University of Computer and Emerging Sciences - FAST
Karachi, Pakistan, 2013-2017

University of Windsor
Windsor, ON, Canada 2019-2021

72

