Reflecting pictures in cardinal arithmetic  by Liu, Andreas
Annals of Pure and Applied Logic 140 (2006) 120–127
www.elsevier.com/locate/apal
Reflecting pictures in cardinal arithmetic
Andreas Liu
Einstein Institute of Mathematics, Hebrew University of Jerusalem, Givat Ram, Jerusalem, Israel
Available online 7 October 2005
Abstract
We use pcf theory to prove results on reflection at singular cardinals.
c© 2005 Elsevier B.V. All rights reserved.
MSC: primary 03E04; 03E35
Keywords: Cardinal arithmetic; Pcf theory; Singular cardinals
1. Introduction
After Cohen’s invention of forcing showed the power function 2κ to be extremely malleable, it still seemed
reasonable to conjecture that the value of 2κ might depend in a nontrivial way on the values of 2α for α < κ .1 In 1964,
however, Easton showed by class forcing that no such dependence exists if κ is a regular cardinal. A decade later, to
his own surprise and that of many others, Silver proved that if κ is a singular cardinal of uncountable cofinality and
{α < κ | 2α = α+} is stationary in κ , then 2κ = κ+. This theorem revived not only the conjecture, but also the wider
project of isolating a core theory of infinite cardinals that is immune to forcing. The most substantial contribution to
this project so far is the work of Shelah, whose pcf theory has recast cardinal arithmetic by shifting attention away from
power sets and toward cofinal sequences in reduced products, about which the ZFC axioms have much more to say.
This paper uses techniques from pcf theory to examine the phenomenon of “upward persistence” brought to light
by Silver; it could have been entitled “Variations on Silver’s theorem”. In place of classical exponentiation, we shall
investigate the pseudopower function pp(κ), which is defined for singular cardinals κ in several steps as follows.
The basic definition in pcf theory is of course that of the pcf operator. From a set of regular cardinals a = {κi | i <
α}, we obtain a “spectrum” pcf(a) of possible cofinalities by inserting various ideals I into the expression
tcf
(∏
i<α
κi/I
)
.
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Tcf stands for “true cofinality”; recall that tcf(
∏
i<α κi/I ) = λ if λ is the minimal length of a cofinal sequence in∏
i<α κi/I . Some ideals determine reduced products for which no true cofinality is defined: while the existence of a
cofinal set is trivial, the existence of a cofinal sequence is not.
Definition 1.1. For θ such that cf(κ) ≤ θ < κ :
(1) PPθ (κ) = {tcf(∏ a/J ) | |a| ≤ θ , κ = sup(a), and J is an ideal containing all bounded subsets of a}.
(2) ppθ (κ) = sup(PPθ (κ)).
(3) pp(κ) = ppcf(κ)(κ).
In this definition, as throughout the paper (and indeed throughout pcf theory), a is a progressive set of regular cardinals,
meaning that |a| < min(a). In general, any set of regular cardinals named by a boldface letter either is progressive, or
can be made so by deleting an initial segment without affecting the argument.
We state without proof two useful facts about the functions just defined.
Remark 1.2. (1) If pp(κ) = ppθ (κ), then pp(κ) ≥ κ+(cf(κ)+).
(2) PPθ (κ) is an interval of regular cardinals. This major result appears in [9] as the “No Hole Conclusion” II.2.3(1).
We shall call it “convexity”.
Pseudopowers are closely related to the gimel function κcf(κ): indeed, pp(κ) = κcf(κ) in case cf(κ) > ω and
λcf(κ) < κ for all λ < κ . By considering pseudopowers in place of exponents, we can work with the relatively
concrete objects arising in pcf theory; in particular, convexity allows us to take pcf representations of cardinals in the
interval PP(κ). The pseudopower function can be highly nonmonotonic, giving rise to complicated configurations like
those in Sections 2 and 3.
We shall refer frequently to the generators associated with Shelah’s ideals J<λ[a] for λ ∈ pcf(a). The basic
facts about these generators are at the heart of pcf theory, and together they form a calculus with many surprising
applications. The expository papers [1] and [3] survey the properties of generators, but Shelah’s book [9] is still an
important source of deeper intuitions, although it presents the theory piecemeal, often in historical rather than logical
order.
Our vocabulary and notation are standard, except that we sometimes write “a realizes λ” for “λ ∈ pcf(a)”. Jbd(α)
is the ideal of bounded sets in α, and if α is clear then we omit it. Similarly, in naming generators, bλ may stand for
bλ[a] if a is clear.
One variation on Silver’s theorem is obtained simply by rewriting it in the language of pcf theory. The resulting
statement has a short proof using the pcf calculus, quite like the proof of Theorem 2.1 in [6]. The following is II.2.4(1)
from [9], where a different argument appears.
Theorem 1. Suppose λ is singular of uncountable cofinality κ , 〈λi | i < κ〉 is strictly increasing continuous with
supremum λ, and κ < λ0. If S = {i < κ | pp(λi ) = λ+i } is stationary, then pp(λ) = λ+.
Proof. Construct a submodel M ≺ Hζ where ζ is regular and large enough, |M| = κ , κ ⊆ M , and 〈λi | i < κ〉 ∈ M .
Set a = (M ∩ Reg) \ (κ + 1) and observe that if pp(λ) > λ+, then a includes a set of cardinals below λ witnessing
this. By 6.7 of [10], we can pick generators 〈bθ | θ ∈ a〉 for a which are smooth, meaning that if η ∈ bθ then bη ⊆ bθ .
For each i ∈ S, we have pp(λi ) = λ+i , so by Remark 1.2, ppκ(λi ) = λ+i and every subset of a which is unbounded
in λi realizes λ+i . As no set disjoint from bλ+i can realize λ
+
i , we can pick µi < λi such that bλ+i ⊇ a ∩ [µi , λi ). Now
Fodor’s lemma gives a stationary set T ⊆ S and a point µ < λ such that bλ+i ⊇ a ∩ [µ, λi ) for every i ∈ T .
By II.2.1 of [9], there is a club C in κ such that maxpcf({λ+i | i ∈ C}) = λ+. We may therefore arrange (by
removing an initial segment if necessary) that bλ+ ⊇ {λ+i | i ∈ C}. By smoothness, bλ+ ⊇ bλ+i for all i ∈ C and in
particular for all i ∈ T ∩ C; as T ∩ C is unbounded in κ , we have bλ+ ⊇ a ∩ [µ, λ). But now the choice of a implies
that pp(λ) = λ+. 
2. Lifting the Shelah Strong Hypothesis
Silver’s theorem puts no restriction on the power function at singular cardinals of cofinality ω. In fact, soon after
Silver’s discovery, Magidor showed (assuming large cardinals in the ground model) that ℵω can be the first point
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where GCH fails [8]. Much later, Gitik and Magidor invented a powerful technique of forcing with extenders to add
many Prikry sequences at once to a cardinal κ without disturbing the cardinal arithmetic below κ . Their method uses
large cardinal assumptions at or near the consistency strengths of the statements being forced, and yields models in
which GCH holds below κ , cf(κ) = ω, and 2κ (indeed pp(κ)) is very large. Extender-based forcing was introduced in
[5] and elaborated in a series of papers by Gitik, who has also provided an accessible introduction in [4].
Although with large cardinals we can thus deform the pattern of cardinal arithmetic quite violently at singular
cardinals of cofinality ω, investigations in the spirit of Silver are still possible. A remnant of GCH within pcf theory
is the Shelah Strong Hypothesis (SSH), which states that pp(λ) = λ+ for every singular cardinal λ. By Theorem 1, if
SSH holds on a stationary set below a singular cardinal κ of uncountable cofinality, then it persists at κ . The work of
Gitik and Magidor shows that no analogous theorem can hold if cf(κ) = ω. Our next theorem deals with a singular
cardinal κ (possibly of cofinality ω) whose power is large; it shows that even if SSH fails badly at κ , a tidy pcf structure
around κ suffices to lift many instances of SSH past κ .
Theorem 2. Suppose the following hold.
a. κ and λ are singular cardinals, κ < λ, and cf(κ) < cf(λ).
b. pp(µ) = µ+ for all sufficiently large µ < κ with cf(µ) = cf(λ).
c. There are a strictly increasing sequence 〈λα | α < cf(λ)〉 of regular cardinals with limit λ, an ideal J ⊇ Jbd(cf(κ)),
and a sequence 〈 fν | ν ∈ Reg ∩ [λ0, λ)〉 of functions such that
α. fν : cf(κ) → Reg ∩ (cf(λ), κ) and limJ fν = κ ,
β. tcf(
∏
i<cf(κ) fν(i)/J ) = ν,
γ . if α < β then fλα < fλβ , and
δ. if λα < ν < λβ then fλα <J fν <J fλβ .
Then pp(λ) = λ+.
Remark 2.1. If in (a) we replace “cf(κ) < cf(λ)” by “cf(λ) < cf(κ)”, then the singular cardinals of cofinality cf(λ)
form a stationary set in κ . By (b) and Theorem 1, pp(κ) = κ+ and the structure described in (c) cannot arise.
Assumption (c) is less arbitrary than it might seem, for it holds naturally in the forcing extensions of Gitik and
Magidor, where the Prikry sequences added to κ change its cofinality to ω while making pp(κ) large. No new bounded
subsets of κ appear, so any instances of SSH below κ are preserved. Functions in the generic extension are lined up
as in (c), with J = Jbd (ω).
Proof of Theorem 2. Suppose (a)–(c) hold but pp(λ) > λ+. By the convexity of PP(λ), we can find T1, T2 ⊆
Reg ∩ [λ0, λ) and ideals I1, I2 such that |T1| = |T2| = cf(λ), tlimI1 = tlimI2 = λ, tcf(∏ T1/I1) = λ+, and
tcf(
∏
T2/I2) = λ++. If ν ∈ Reg ∩ [λ0, λ), we may ensure (by changing fν on a set in J ) that
λα ≤ ν < λα+1 ⇒ fλα ≤ fν < fλα+1 . (1)
Define the sets a1i = { fν(i) | ν ∈ T1}, a2i = { fν(i) | ν ∈ T2}, ai = a1i ∪ a2i , and a =
⋃
i<cf(κ) ai . For each i < cf(κ),
set f ∗(i) = supα<cf(λ) fλα (i); clearly each f ∗(i) has cofinality cf(λ). Since T1 and T2 are unbounded in λ, by (1) we
have sup(a1i ) = sup(a2i ) = f ∗(i).
Fix a sequence of generators 〈bµ[a] | µ ∈ pcf(a)〉. Over cf(κ), let U∗ be some ultrafilter disjoint from J , and set
µ∗ = tcf
( ∏
i<cf(κ)
( f ∗(i))+/U∗
)
.
We will show that bµ∗ must realize both λ+ and λ++; as obviously µ∗ = λ+ or µ∗ = λ++, this will contradict the
fact that any two generators can be picked to be disjoint.
Claim. For all i in some U∗-large set, bµ∗ includes a final segment of ai .
Proof. Suppose not. Then for all i in some X ∈ U∗ there is a set ci ⊆ ai unbounded in f ∗(i) such that ci ∩ bµ∗ = ∅.
From now on, we shall write f (i) for ( f ∗(i))+. It is easy to see that {i | f ∗(i) > κ ′} ∈ U∗ for any κ ′ < κ ,
so by condition (b) we may assume that pp( f ∗(i)) = f (i) for each i ∈ X . Thus ci realizes f (i) for each
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i ∈ X ; setting c = ⋃i∈X ci , we have { f (i) | i ∈ X} ⊆ pcf(c). To reach a contradiction, it suffices to show that
µ∗ ∈ pcf({ f (i) | i ∈ X}), for then µ∗ ∈ pcf(c) and µ∗ is realized by a set disjoint from bµ∗ .
By the definition of µ∗, tcf(
∏〈 f (i) | i ∈ X〉/U∗) = µ∗, so the only complication comes from the possibility that
f (i) = f ( j) for i = j . That is, given a scale 〈hα | α < µ∗〉 in∏
〈 f (i) | i ∈ X〉/U∗,
we must construct a scale 〈gα | α < µ∗〉 in∏
{ f (i) | i ∈ X}/U,
where the index set of U may be a proper subset of X .
Write i ≡ j for f (i) = f ( j). We shall define g′α in
∏〈 f (i) | i ∈ X〉 inductively for α < µ∗. Let
g′0(i) = sup({h0( j) | i ≡ j}); note that g′0(i) < f (i), since |X | = cf(κ) < f (i) and f (i) is regular. Now suppose
g′α is defined. Take να to be the least ordinal such that hνα >U∗ g′α, and let g′α+1(i) = sup({hνα ( j) | i ≡ j}). Clearly
g′α+1 ≥ hνα >U∗ g′α, so g′α+1 >U∗ g′α.
Let gα be the obvious “restriction” of g′α to X/ ≡, and define an ultrafilter U over X/ ≡ by:
A ∈ U ⇔ {i | (i/ ≡) ∈ A} ∈ U∗.
It is routine to check that U is indeed an ultrafilter, and that 〈gα | α < µ∗〉 is strictly increasing and cofinal mod U in
a product isomorphic to
∏{ f (i) | i ∈ X}. Therefore { f (i) | i ∈ X} realizes µ∗, and we are done. (Claim)
By the claim, there is a set Y ∈ U∗ such that for each i ∈ Y , bµ∗ ⊇ (ai \ fλα(i) (i)) for some α(i) < cf(λ). Let
α∗ = supi∈Y α(i); since |Y | < cf(λ), we have α∗ < cf(λ) and bµ∗ ⊇ (ai \ fλα∗ (i)) for all i ∈ Y . Y ∈ J+, so by
(1) and condition (c), bµ∗ realizes every cardinal in T1 ∪ T2 above λα∗ . Any final segment of T1 realizes λ+ and any
final segment of T2 realizes λ++, so bµ∗ realizes both λ+ and λ++. But we may assume that bµ∗ is disjoint from bλ+
(if µ∗ = λ+) or from bλ++ (if µ∗ = λ++). Thus bµ∗ fails to realize at least one member of {λ+, λ++}, and we have
reached a contradiction. (Theorem 2)
Remark 2.2. For readers more interested in ZFC results than in forcing, it seems worthwhile to observe that in the
statement of the theorem, (γ ) can be replaced by
γ ′. if α < β then fλα <J fλβ ,
provided that cf(λ) > 2cf(κ) and cf(λ) is cf(κ)-inaccessible (i.e. µcf(κ) < cf(λ) for all µ < cf(λ)). This is the case, for
example, if cf(λ) = (2cf(κ))+. We sketch the argument from 1.1 of [7].
Suppose (a)–(c) of the theorem hold, with (γ ′) in place of (γ ). Over cf(κ), let U be an ultrafilter disjoint from J .
〈 fλα | α < cf(λ)〉 is U -increasing, and since cf(λ) > 2cf(κ), the sequence has a U -exact upper bound f such that
cf( f (i)) > cf(κ) for every i < cf(κ). In fact, using the assumption that cf(λ) is cf(κ)-inaccessible, it is not hard to see
that A = {i | cf( f (i)) = cf(λ)} is in U . So there is a sequence 〈hα | α < cf(λ)〉 which is pointwise strictly increasing
and cofinal in
∏
i∈A f (i); by induction we can find 〈µα | α < cf(λ)〉 and 〈ν(α) | α < cf(λ)〉 such that on A,
hµα <U fλν(α) < hµα+1
for every α < cf(λ). As |U | ≤ 2cf(κ) < cf(λ), some set B ⊆ A in U witnesses hµα <U fλν(α) for unboundedly many
α. B ∈ J+, so by restricting to B we can pick an unbounded subsequence of 〈 fλν(α) | α < cf(λ)〉 witnessing condition
(γ ) of the theorem.
3. Reflecting a picture
Let κ be a singular cardinal of uncountable cofinality, and let κ = 〈κα | α < cf(κ)〉 be an increasing continuous
sequence of cardinals with supremum κ . By considering the element represented by κ in a generic ultrapower, one
can show that if 2κ > κ+, then 2κα > κ+α for club many α < cf(κ). This gives one proof of Silver’s theorem.
It is then reasonable to ask whether generic ultrapowers enable us to reflect statements more subtle than “GCH
fails”. A good test case arises from the previous section: Theorem 2 suggests that although it is possible to force a
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large gap between κ and pp(κ), the pseudopowers of singular cardinals inside the gap tend to be small. Taking a very
abstract, “pictorial” standpoint, we are led to the conjecture that if κ is singular of uncountable cofinality and
∃λ : κ < λ < pp(κ) ∧ pp(λ) > λ+,
then a similar configuration must occur at some κ ′ < κ .
Of course, it is partly a matter of taste which aspects of a picture are essential and must be preserved by the
reflection. The following definition enables us to state our result more precisely.
Definition 3.1. Let κ be a singular cardinal of uncountable cofinality, and let INS be the nonstationary ideal on cf(κ).
We say that γ ∈ PPNS(κ) if there is a set a = {κi | i < cf(κ)} of regular cardinals with supremum κ such that
tcf(
∏
i<cf(κ) κi/INS) = γ . We write ppNS(κ) for sup(PPNS(κ)), and say that a witnesses ppNS(κ) ≥ γ .
Remark 3.2. Let γ > κ and suppose that
tcf
(∏
a/I
)
= γ, (2)
where I is a cf(κ)-complete ideal over cf(κ). Suppose further that a satisfies the pcf conjecture, so that |pcf(a)| = |a|.
Then by the following “diagonalization” argument, we can find a′ ⊆ a such that tcf(∏ a′/INS) = γ , and in fact
tcf
(∏
a′/Jbd
)
= γ. (3)
List a as 〈σi | i < cf(κ)〉, and list pcf(a) ∩ (κ, γ ) as 〈τi | i < cf(κ)〉. By (2), no final segment of bγ [a] can be in I ,
while bτi [a] ∈ I for each i < cf(κ). Using the completeness of I , we can therefore pick 〈ρ(i) | i < cf(κ)〉 such that
a. supi<cf(κ) σρ(i) = κ ,
b. σρ(i) ∈ bγ [a] for each i < cf(κ),
c. σρ(i) > sup j<i σρ( j ) for each i < cf(κ), and
d. σρ(i) ∈⋃ j<i bτ j [a] for each i < cf(κ).
Clearly,
∏
i<cf(κ) σρ(i)/Jbd is γ -directed. Let a′ = {σρ(i) | i < cf(κ)}. Since a′ ⊆ bγ [a], a′ satisfies (3) and witnesses
that ppNS(κ) ≥ γ .
Remark 3.3. By II.2.1 of [9], if a witnesses ppNS(κ) ≥ γ for γ > κ+, then a is not equal to {κ+i | i < cf(κ)} for any
increasing continuous sequence 〈κi | i < cf(κ)〉 with supremum κ .
For simplicity, we assume from now on that cf(κ) = ω1, although our argument generalizes to higher cofinalities.
The number 3(ℵ1) will appear so often that we shall call it simply “”.
Theorem 3. Suppose κ is singular of cofinality ω1 and  < κ < λ < ppNS(κ). Suppose further that λ is singular,
cf(λ) ≤ , and pp(λ) ≥ λ+m, where 1 ≤ m ≤ ω. Then there are κ ′ and λ′ with κ ′ < λ′ < κ such that λ′ < pp(κ ′)
and pp(λ′) ≥ (λ′)+m.
Proof. By our assumption, for some regular γ > λ we can take a0 ⊆ Reg ∩ (, κ) witnessing γ ∈ PPNS(κ). That is,
sup(a0) = κ and a0 = {κi | i < ω1}, where
tcf
(∏
i<ω1
κi/INS
)
= γ. (4)
Similarly, if m < ω then we let a1 ⊆ Reg ∩ (κ, λ) be a set of size cf(λ) witnessing λ+m ∈ PP(λ). In the case m = ω,
the convexity of PP implies for each n ∈ [1, ω) that there is such a set an1 witnessing λ+n ∈ PP(λ).
The proof uses a remarkable generic ultrapower discovered by Shelah. In VI, Section 1 of [9], he showed (under
mild cardinal arithmetic assumptions which hold by the hypotheses of our theorem) that there is a forcing notion P of
size  and a name ˚U such that P forces
“ ˚U is an ultrafilter on (P(ω1))V , normal with respect to functions in V , such that for every regular cardinal
µ > , the ultrapower M = V ω1/ ˚U contains a µ-like element”.
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An element g/U is µ-like if {(h/U) | h <U g} has cardinality µ and each of its proper initial segments has cardinality
less than µ. Such an element is clearly unique, and we shall write it as gµ/U or xµ. As usual, M is built up using only
functions from V and admits a canonical elementary embedding j : V → M , although M may be ill-founded. Shelah
deployed this ultrapower in [11] to prove a variant of the generalized continuum hypothesis.
Remark 3.4. Not by accident, the original proof of Silver’s theorem in [12] also uses a generic ultrapower M that may
not be well-founded. M turns out to contain a κ-like element xκ , where κ is the singular cardinal in the statement of
the theorem. The argument then consists in showing that (P(κ))V is injected into (P(xκ))M , which in turn is injected
into a κ+-like “ordinal” of M . In the elementary proof due to Baumgartner and Prikry [2], the “ordinal” reappears,
shorn of its surrounding ultrapower, as a κ+-like ordering of functions coding subsets of κ .
Proof of Theorem 3 (continued). Consider a function gγ representing the γ -like element of M . By (4), in V there
is a scale of length γ in
∏
i<ω1 κi/INS. Let U = ˚U [G], where G is P-generic. U is normal with respect to functions
in V , so it extends (INS)V . Therefore the functions in the scale represent distinct “ordinals” in the ultrapower M; as
there are γ many such functions, we have gγ ≤U 〈κi | i < ω1〉 and
M |= xγ < j (κ). (5)
This pivotal fact will ensure that the reflected picture lies strictly below the original one.
Next, we would like to cover {xµ | µ ∈ a0} and {xµ | µ ∈ a1} (which may not be in M) by reasonably small sets
d0 and d1 in M . Suppose µ ∈ a0. As |P| = , there is a set of functions {gµ,i | i < } such that P “for some i ,
gµ,i/ ˚U is µ-like”. Each function gµ,i has domain ω1. Since ℵ1 =  and µ > , we have M |= xµ > j (). We may
therefore assume that rng(gµ,i) ⊆ Reg ∩ (, κ). Now let
c0 =
⋃
{rng(gµ,i ) | µ ∈ a0 ∧ i < }.
Clearly c0 ∈ V , so we can define d0 ∈ M by
d0 = j (c0) ∩ xκ+ .
As required, d0 ⊇ {xµ | µ ∈ a0}. Note that |c0| ≤ , so
M |= |d0| ≤ j () < min(d0) ∧ d0 ⊆ Reg.
Moreover, as xκ+ is regular in M , we have M |= sup(d0) < xκ+ .
Similarly, for µ ∈ a1 there is a set {gµ,i | i < } of “candidates” for gµ, with dom(gµ,i ) = ω1 and
rng(gµ,i ) ⊆ Reg ∩ (, κ). Defining
c1 =
⋃
{rng(gµ,i ) | µ ∈ a1 ∧ i < }
and
d1 = j (c1) ∩ (xκ+, xλ+),
observe that d1 ⊇ {xµ | µ ∈ a1} and |c1| ≤ + |a1|. But |a1| ≤  by the hypotheses of the theorem, so
M |= |d1| ≤ j () < min(d1) ∧ d1 ⊆ Reg ∧ sup(d1) < xλ+ .
Finally, in the case m = ω, it should be obvious how to define dn1 ∈ M for each n ∈ [1, ω).
Claim 1. M |= maxpcf(d0) ≥ xγ .
Proof. By arranging that |d0| < min(d0) and |d1| < min(d1), we have ensured that the standard facts from pcf theory
hold in M for d0 and d1. In particular, M satisfies
“for each ν ∈ pcf(d0), there is a generator bν[d0] and a sequence 〈 f iν | i < ν〉 of functions with domain d0 such
that 〈 f iν | i < ν〉 is cofinal in (
∏
bν[d0],<)”.
Let F = { f iν | ν ∈ pcf(d0) ∧ i < ν}. By compactness, d0 is covered in M by finitely many generators, and thus M
satisfies
“for each g ∈∏ d0, there is a finite Eg ⊆ F such that for every x ∈ d0, g(x) < max({ f (x) | f ∈ Eg})”.
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We shall write ot(xµ) for the order type of {z | M |= z < xµ} ordered by <M , and I0 for (INS)V . Recall that
V |= tcf(∏ a0/I0) = γ .
Subclaim. V [G] |= “∏µ∈a0 ot(xµ)/I0 is γ -directed”.
Proof. Suppose V [G] |= “∏µ∈a0 ot(xµ)/I0 has an unbounded subset of size less than γ ”. For each µ ∈ a0, V [G]
contains a cofinal embedding µ → ot(xµ), so V [G] |= “∏ a0/I0 has an unbounded subset of size less than γ ”. As
|P| =  and each µ ∈ a0 is above , it is not hard to see that (∏ a0)V is cofinal in (∏ a0)V [G]. But then V |=
“
∏
a0/I0 has an unbounded subset of size less than γ ”, which is impossible. (Subclaim)
In V [G], F projects naturally (by restriction of domains) to a subset F ′ of∏µ∈a0 ot(xµ). Now suppose the claim
is false, so that M |= maxpcf(d0) > xγ . Then |F ′| < γ in V [G], so by the subclaim, V [G] contains a function
gˆ ∈∏µ∈a0 ot(xµ) such that
∀ f ∈ F ′ : gˆ >I0 f. (6)
We would like to find a function g˜ ∈ M imitating gˆ. For any µ ∈ a0, there is a set of functions {hµ,i | i < } such
that P “for some i , hµ,i represents gˆ(µ) in M”. Let
e0 =
⋃
{rng(hµ,i ) | µ ∈ a0 ∧ i < }
and observe that e0 ∈ V , |e0| ≤ , and for every µ ∈ a0, M |= gˆ(µ) ∈ j (e0). So in M we may define, for ζ ∈ d0,
g˜(ζ ) = sup(ζ ∩ j (e0)) + 1.
As M |= | j (e0)| ≤ j () < min(d0), we have g˜ ∈ ∏ d0.
Working in V [G] and abusing notation, we shall write g˜  a0 for g˜  {ot(xµ) | µ ∈ a0}. Since g˜ ∈ M , g˜ is covered
by finitely many functions from F . Hence g˜  a0 is covered by finitely many functions f from F ′. But g˜  a0 > gˆ,
so (6) implies that g˜  a0 >I0 f for each such f . We have shown that a0 must be a finite union of sets in I0, which is
impossible. (Claim 1)
Claim 2. In the case m < ω, M |= maxpcf(d1) ≥ (sup d1)+m. In the case m = ω, M |= maxpcf(dn1) ≥ (sup dn1)+nfor each n < ω.
Proof. For m < ω, we can argue as in Claim 1 to show that M |= maxpcf(d1) ≥ xλ+m . But sup(d1) < xλ+ , and for
each regular µ, M |= “xµ is a regular cardinal”. Hence M |= xλ+m ≥ (sup d1)+m . (Claim 2)
In finishing the proof for m < ω, we shall also dispose of the case m = ω. Let us argue in M . By Claim 1, some
subset of d0 witnesses
∃κ ′ ∈ ( j (), xκ+) : pp j ()(κ ′) ≥ xγ , (7)
and by Claim 2, some subset of d1 witnesses
∃λ′ ∈ (xκ+, xλ+) : pp j ()(λ′) ≥ (λ′)+m .
By Remark 1.2, pp j ()(λ′) = pp(λ′) or pp(λ′) ≥ (λ′)+(cf(λ′)+); in either case, pp(λ′) ≥ (λ′)+m . Recalling (5), we
have xλ+ ≤ xγ < j (κ) and thus
M |= ∃κ ′ < λ′ < j (κ) : λ′ < pp j ()(κ ′) ∧ pp(λ′) ≥ (λ′)+m .
Since j : V → M is elementary, the theorem is proved. (Theorem 3)
If the hypotheses of the theorem hold and in addition κ is ℵ1-inaccessible (i.e. ηℵ1 < κ for all η < κ), then the
picture reflects unboundedly often below κ . More precisely, given any η < κ , we can pick a0 to be a subset of (ηℵ1, κ).
Then for each µ ∈ a0 and each i < , we may assume that rng(gµ,i ) ⊆ Reg ∩ (η, κ). So min(d0) > j (η) and (7)
becomes
∃κ ′ ∈ ( j (η), xκ+) : pp j ()(κ ′) ≥ xγ .
This shows that for any η < κ , we can find a reflection in (η, κ).
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The theorem generalizes easily in two directions. First, Shelah’s construction of the generic ultrapower goes
through for any uncountable regular cardinal θ , using a forcing notion of size 3(θ). So an analogue of Theorem 3
can be proved for κ having any uncountable cofinality. Second, some features of our picture are incidental to the
argument; what seems essential is that κ carries a scale long enough (and robust enough with respect to U ) to supply
the needed “ordinals” of M , and that the picture’s description is simple enough to pull back along the embedding j .
Clearly, the method works on many other configurations. One of these is suggested by the Shelah Weak Hypothesis
(SWH), which states that for any λ, {κ < λ | pp(κ) ≥ λ} is at most countable. The negation of SWH is one of the
weakest statements of cardinal arithmetic not known to be consistent. We sketch the picture and leave the details of
reflection to the reader.
“κ = 〈κn | 0 ≤ n < ω〉 is a strictly increasing sequence of singular cardinals above , sup(κ) = λ, cf(κ0) = ω1,
cf(κn) ≤  for each n > 0, ppNS(κ0) ≥ λ+, and pp(κn) ≥ λ+ for each n > 0”.
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