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Abstract-we analyse an inventory system with Poisson demands stocking perishable items hav- 
ing constant hazard rates. Orders are plsced at every demand epoch so as to take the inventory 
position back to its maximum level. The replenishment rate depends on the amount on order and 
the supply quantity which is random. The assumption on demands during stock out periods cover 
complete lost sales, partial backordering, and full backlogging as special cases. A matrix recursive 
scheme is developed to determine the limiting distribution. The computational efficiency of this pro- 
cedure in the determination of the optimal parameters that minimizes the long run expected cost 
rate is illustrated with examples. @ 2000 Elsevier Science Ltd. All rights reserved. 
Keywords-Perishable inventory, Modified base stock policy, Random supply quantity, Matrix 
recursive procedure. 
1. INTRODUCTION 
Analysis of continuous review perishable systems with positive leadtimes under (S - 1, S) policy 
have been carried out by Schmidt and Nahmias [l], Pal [2], and Kalpakam and Sapna [3,4]. In 
all these models, whenever the inventory level drops by one unit, either due to a demand or a 
failure, an order for one item is placed. However, for systems stocking perishable items it would 
be more reasonable to place orders at demand epochs, and is also more practical and economical, 
as it avoids continuous monitoring of units for detection of failure. 
Further, in the literature on stochastic inventory models it is generally assumed that at the 
time of replenishment the order quantity is supplied in full. Kalpakam and Arivarignan [5] have 
analysed a Markovian system with fixed ordering quantity, random supply quantity, and full back- 
logging, having a finite upper bound on the number of pending orders. Exploiting the special 
block structure of the rate matrix, the steady state solution is shown to have matrix geomet- 
ric form, which is particularly useful for numerical computation. Many problems of practical 
significance have such structural properties which can be used to construct workable algorithms. 
The points discussed above provide the motivation for the perishable system studied in this 
paper whose assumptions are given in the following section. The rate matrix is conveniently 
expressed as a block partitioned matrix and the matrix recursive procedure [6] is successfully 
employed to obtain the limiting distribution. Also, expression for the long run expected cost rate 
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is derived. In the special case of fixed supply quantity with one unit, employing the recursive 
scheme developed, cost optimization is discussed with numerical examples. Sensitivity analysis 
of the optimal values perturbing various parameters is also carried out. 
2. ASSUMPTIONS 
Consider an inventory system stocking perishable goods, with a maximum stock of S units, 
under 
??
??
the following assumptions. 
Lifetime of each item has negative exponential distribution with rate y > 0. 
Demand Process: Unit demands occur according to a Poisson process with parameter 
x > 0. 
Any demand during a stock out period is either backlogged or lost with probabilities 7) and 
7j = 1 - q (0 5 77 < l), respectively. The fraction Q can be interpreted as the probability 
that a customer is willing to wait. In addition, the number of backorders is restricted to 
R 2 0 units. 
Ordering Policy: At every demand epoch t, an order for S - I(t) - X(t) items is placed, 
where I(t) denotes the net inventory level of usable items and X(t), the amount on order 
at time t. 
Input Process: Under the above ordering policy the reorder quantity is not fixed. The 
supply is noninstantaneous and the number of items supplied at a delivery epoch is a 
random quantity less than or equal to the maximum number of items on order. Further, 
if n is the amount on order and i (1 5 i 5 n) is the supply quantity, the replenishment 
rate pin is assumed to depend on both i and n. In other words, 
P [a replenishment for i items in (t, t + A) 1 X(t) = n] = pi,A -I- o(A), 1 5 i < n. 
Then we have 
P [a replenishment in (t, t + A) 1 X(t) = n] = FnA + o(A), 1 5 n 5 S + R 
and 
P [no replenishment in (t, t + A) 1 X(t) = n] = 1 - jinA + o(A), 
where 
En= 2Pin. 
i=l 
A typical sample path is given in Figure 1. 
t 
Figure 1. Sample path with S = 8, R = 3. 
0 - Demands met A - Failure epochs 
x - Demands backordered . - Replenishment epochs 
0 - Demands lost 
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REMARK. Different combinations of the parameters v and R lead to various models. These 
include complete lost sales (n = 0 or R = 0)) partial backordering (0 < 77 < 1, R -+ cm), and full 
backlogging (n = 1, R + co). 
3. ANALYSIS 
From our assumptions, it is clear that the process {I(t), t 1 0) with state space {-R,. . . , 
-l,O, 1,. . . ,S} is not Markovian in nature. However, due to the assumption of Poisson de- 
mands, exponential lifetimes, and state dependent replenishment rates, the vector process 2 = 
{(l(t),X(t)), t 2 0) with state space I3 = {(i,q) ) 0 5 i 5 S, 0 5 q < S - i; -R 5 i <_ -1, 
q=S-i}, h t w ose ransition points are demand, failure, or replenishment epochs is a Markov 
process. Determination of the infinitesimal generator Q of the Markov process 2 will enable one 
to obtain the various measures of system performance. 
Denote by a(i, q; j, r), (i, q), (j, r) E E, the elements of the square matrix Q. When (i, q) # (j, r), 
a(i, q; j, r) denote the intensities of transition from (i, q) to (j, r) and are given by 
’ iY, l<i<$Osq<S-i; j=i-1, r=q, 
A, lli<S, O<q<S-i; j=i-1, r=S-i+l, 
x7, i=O, OlqlS; j=O, r=S, 
x777 i=O,OIqIS; j=i-1, r=S-i+l 
-R+l<i<-1, q=S-i; j=i-1, r=S-i+l, 
pzq, OlilS-l,l<qlS-i, l<x<q; j=i+x,r=q-x 
-RLiI--l,q=S-i, I<x<q; j=i+x, r=q-x, 
Let aig = -a(i,q; i,q) denote the intensity of passage in state (i,q) E lE. Since ‘&j,rJEE 
a(i, q; j, r) = 0, we have 
x + iy, OIiLS,q=O; 
X+iy+& Osi<S-1; l<q<S-j, 
ai,q = 
xl,+GJ, -R+l<i<-1, q=S-i, 
i&T i=-R,q=S-i. 
For the rest of the analysis we use the following notation: 
AT: transpose of matrix A, 
fz = (/-Q+I,s+~, ~k+2,s+2, ... ... P~+R,S+R)IXR, 05 k 5 S, 
g& = (0, 0, . . . 0, ~lkh(k+l), 1 51 I k I S, 
h: = (0, 0, . . . 0, -qs-k),khx(k+q, 1 I k < S- 1, 
hT = (X9, xv, . . . ..a G, -ao,shx(s+~), 
Llk = diag( -al,o, -al,l, -413, . . . ... - al,~_l_l, -q,rc_l) of order k - 1+ 1, 
O<llk; k=S-l,S, 
Mile = diag(pl,l, &l+l, . . . . . . &k-l, Pl,k ) of order k - 1+ 1, 
O<llk; k=S-l,S, 
e,: n component column vector with all its components equal to one, 
I,: identity matrix of order n, 
0: zero matrix of appropriate order. 
Let m, (0 5 m 5 S) and -1 denote the ordered set of states {(m,O),(m,l), . . . ,(m, 
S - m)} and ((-1, S + l), (-2, S + 2), . . . , (-R, S + R)}, respectively. Then lE can be ordered 
as {-l,O,l,... , S - 1, S} and the rate matrix Q can be expressed as a lower Hessenberg block 
matrix in the following manner: 
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VS us 
ws-1,l V.-l us-1 
ws-2,l ws-2,2 vs-2 us-2 
. . . . . . * . . . . . . . . 
. . . . . . . . . . . . . . . . . . 
Wl,l WI,2 WI,3 . . . . . . Wl,S-1 v, VI 
WO,l wo,2 WO,J . . . . . . wo,s-1 wo,s v, u 
J’s Fs-1 Fs_2 . . . . . . F2 Fl Fo F 
vi = (i~I~-i+l &9-i+1 )(s_i+l)x(s_i+2) , lli<S, 
U = (Xrles+r 0 )(s+~J~R y 
x = L&s, lli<S, 
v, = 
( 
L;s Ge, 
> -asIs (s+l)x(s+l) ’ 
w&j = ( 
0 
qs-i-j+l),s > (S_i+l)q ’ 
OIiIS-l;lIj<S-i, 
Fi = (0 f, )nx(s-i+r) > O<ilS, 
i 
--a-1,s+1 x77 0 0 . . . 0 0 
P1,s+2 -a_2,s+2 Xq 0 . . . 0 0 
F= i . . . . . . * . . 
PR-2,S+R-1 PR-3,S+R-1 . . . . . . . . . -a-R+l,S+R-1 x77 
PR-l,s+~ PR-_P,s+R . . . . . . . . . pl,S+R i I -a-R,S+R RxR. 
From the structure of Q, it can be seen that the finite Markov process 2 is irreducible. Hence, 
the limiting distribution, independent of the initial conditions, exists. Let 
P(j) = (P(j,O),P(j,l),...,P(j,S-j)), O<jlS, 
q = W-1, S + l),P(-2, S + 2), *. . ,P(-R, s + W), 
where 
p(j, P) = t’& P[l@) = j, X(t) = r], (A r) E IX. 
Then the limiting distribution p = (p(S), p(S - l), . . . , p(l), p(O), q) is given by 
p&=0 and 2 P(j)%-j+l + qeR = 1 
j=o 
From the matrix equation pQ = 0, we have 
S-l 
P(S)& + c p(i)Wi,l + qFs = 0, 
i=O 
j-2 
P(j)Uj + P(j - l)Vj-1 + C p(i)Wi,s-j+z + qFj-r = 0, 
i=o 
P(~)UI +P@)VI +qFo = 0, 
p(O)U + qF = 0, 
(1) 
(2) 
2<j<S, (3) 
(4 
(5) 
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Since F is nonsingular, from equation (5), we obtain 
q = -p(O)UF-‘. (6) 
However, the solution for p(j) (0 5 j 5 S) cannot be obtained recursively from equations (2)-(4) 
as the matrices Uj, j = 1,2,. . . , S are singular (not invertible). Hence, we adopt the following 
procedure. 
A Matrix Recursive Approach 
The matrix recursive method avoids the problem of matrix singularity by rearranging the 
columns of the rate matrix Q, as this is the same as considering the balance equations in a 
different order. Specifically, rearrangement of columns is done so as to make the matrices in the 
places of Uj invertible. For purpose of illustration, consider the rate matrix Q given in Figure 2 
for the case S = 3 and R = 3. It can be seen that by removing any one column from each one 
of the matrices Uj and placing them at the beginning (or end) of the rate matrix, the resulting 
square matrix becomes nonsingular. The modified rate matrix Q* with rearranged columns of Q 
is given in Figure 3. It is easy to check how this is done since each column is associated with a 
specified state given at the top of the rate matrix. 
It may be noted that for deciding the columns to be rearranged, there exists neither a standard 
procedure nor the choice is unique. It primarily depends on the structure of the rate matrix and 
requires a certain degree of ingenuity and insight to choose the appropriate columns which makes 
the computational procedure efficient and simpler. The advantage of the particular choice in 
Figure 3 with regard to numerical computation would be evident shortly. 
Adopting the same procedure in the general case, the matrix Q* with rearranged columns can 
be represented as follows: 
Q* = 
where 
h-1 
Es-2 h-2,2 As-2 
. . . . . . . . . 
. . . . . . . . . 
El D1,2 43 
Eo Do,2 Do,3 
E 0 0 
Bs-2 
. . . . . . 
. . . . . . , . . 
. . . . . . Dl,s-I Al Bl 
. . . . . . Do+1 Do,s Ao U 
. . . . . . 0 0 0 F 
\ 
I 
/ 
Bi = iy~~_~+~, 
(S-i+l)x(s-i) ’ 
0 
Di,j = M(s-i-j+l),(s-1) 
llilS, 
O-5 i I S, 
7 OliLS-2; 2<j<S--i, 
\ 0 / (S-i+l)x(j-1) 
Es = ( -w,o, A, 0,. . . 0, )Ixts+lj, 
Ei = (gs_i,s-i, .. . . . . gl,s-i, b-i, ks-i+l, 0, . . . o)(s--i+l)x(s+l) ' 
21iIS-1, 
El = (gs-l,s-1, gs-2,s-1, . . . . . . gl,s-1, hs-1, ~es)~s_i+I~x~s+r~ , 
Eo = (gs,s, gs-r,s, . . . . . . gl,.s, h)(,+,).(,+,), 
E=(fs, fs-1, . . . . . . fi, fo)RxCs+lj. 
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Since pQ* = 0, we have 
s: (‘1 pzE,+qE=O, 
i=o 
j-2 
(7) 
p(j)Bj + ~(j - l)A,-l+ C p(i)Di,s-j+2 = 0, 21jIS, (8) 
i=o 
p(l)& + P(WO = 0, (9) 
p(O)U + qF = 0. (10) 
We observe that equation (10) is same as (5) and has already been obtained in terms of p(0). 
Now since Bis are nonsingular, equations (7)-(g) can be solved recursively as follows. From 
equation (9) we have 
P(1) = P(O)ZlY where 21 = -A&‘. 
From equation (8)) we get 
~(2) = - [PFMI + POWO,SI B,‘, 
= P(O)Z2r where 2’2 = - [ZlAl + ZODO,~] 13F1. 
Continuing in this manner, we have the following recursive scheme: 
P(j) = P(O)% l<.ilS, 
01) 
(12) 
where 
Z-J = I, 
Zi = -AoB;l, 
2, = - 
[ 
n-2 
Z,-I&-I + 1 Z&s-n+2 1 B,l, 2<nIS, i=o 
and 
q = -p(O)UF-‘. 
The vector p(0) can be determined uniquely from equation (7) and the normalizing condition 
which are given by 
S 
p(O) C ZiEi - UF-lE 1 = 0, (13) i=O 
p(O) 5 ZieS-i+l - UF-‘eR = 1. 
i=O 1 (14 
Let 
then 
P(j) = &ma P[l(t) = j], -RIjIS; 
-R 5 j 5 -1. 
REMARKS. 
1. In this problem, our particular choice of columns for rearrangement has resulted in B;’ = 
l/(nr)I,. As such, the recursive scheme involves only matrix multiplication and addition 
which results in appreciable savings in computer time, and this fact is illustrated in the 
next section. 
2. The limiting distribution q is independent of the recursive scheme, which is not surprising 
as the effect of perishability is not present when the on-hand inventory level is negative 
and the resulting operating policy becomes the usual one-to-one ordering policy. 
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Special Case: Unit Supply Quantity 
In many situations, the items are processed and delivered one after another. In this case, 
Pi,n = 0 for i # 1, i& = ~1,~~ and the block matrix Q is tridiagonal. Since D,,j = 0 for j # S -i, 
the recursive scheme turns out to be very simple. Let Di = Di,s_i, then 
2, = -$ [Z,-l&.-l + Zn-2Dn-21, 2<n<S. 
In addition, since F is tridiagonal, from equation (6) we see that the limiting probabilities for 
negative values has the following simple form: 
p( -5 S + j) = dO)es+l, l<j<R. (16) 
When R -+ co, from equation (16) and the normalizing condition, it can be shown that the 
limiting distribution exists if and only if 
g $+1 
f -xI)<oo. 
- 
In particular, when c,, = /A, the above condition reduces to Xv/p < 1 and this is to be expected 
as the behaviour of the system for negative range is similar to that of an M 1 A4 1 1 queue. 
4. COST OPTIMIZATION 
Let C(S, R) denote the long run expected cost rate under the following cost structure. c is 
the purchase price per unit, g is the shortage cost per unit shortage, b is the backorder cost per 
item per unit time, and Ic is the cost per unit failure. The inventory carrying cost is assumed 
to be proportional to S, the maximum capacity, as the inventory consists of both good and 
perished units. (However, no additional complexity will arise even if the inventory carrying cost 
is proportional to the average inventory level.) Then 
C(S,R) = hS+kejyP(j)+g 
j=l 1 +bejP(-j) +csg ml?(m), 
j=l m=l 
(17) 
where l?(m) is the mean reorder rate of size m in the steady state and is given by 
R-l 
r(l)=X~p(j,S-j)+~~~(O,S)+Xijp(O,S-1)+~~Cp(-j,S+j). 
j=l j=l 
S-m+1 
r(m) = X C p(j, S - j - m + 1) + Xvp(O, S - m + 1) + XTp(O, S - m), 2Im<S, 
j=l 
r(s + 1) = x~p(o, 0). 
Due to the complex form of the limiting distribution, it is difficult to discuss the properties of the 
cost function C(S, R) analytically. Hence, a detailed computational study of the cost function is 
carried out. 
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Computational Experience 
In the computation of the cost function, the calculation of the limiting probabilities is the 
most time consuming step. The efficiency of the matrix recursive method in terms of CPU time 
is tested against using equation (1) by the direct inversion method in the calculation of p(j, r), 
for a large number of cases. The recursive method is seen to be more efficient except when 
the state space is very small, which is to be expected. As such, the matrix recursive scheme 
developed earlier, enabled us to code an efficient program to evaluate the optimal parameters 
that minimize the cost function. The program was coded in MATLAB and run on a Pentium 
(166 MHz) processor. 
Our numerical experience with innumerable examples suggest that C(S, R) is unimodal in 
both S and R. Based on this observation, the direct search procedure is employed to obtain 
the values of the optimal parameters. Especially in this case, our method results in considerable 
savings in cpu time as the computation of optimal parameters involves calculation of the cost 
function for a wide range of values of S and R. To demonstrate this fact, keeping S (or R) fixed, 
the cpu time taken to calculate the cost function for all values of R (or S) up to a maximum 
limit R,,, (or S,,& by both the methods as R,,, (or Smax) varies is illustrated graphically in 
Figures 4 and 5 for the special case of unit resupply quantity. 
- Motrix recursive scheme 
- Direct inversion method 
8.00 1 
R maz 
Figure 4. Comparison of cpu time with S fixed. X = 25, y = 10, p,, = p, ~1 = 24, 
11 = 0.8, S = 15, h = 3, b = 2, k = 1, c = 5, g = 10. 
We also carried out sensitivity analysis of the optimal values perturbing different parameters, 
which provides valuable insight into the operation of the inventory system. Examples of these 
when the supply quantity is one unit are given in Tables 1 and 2, where the upper entry in each 
cell denotes the optimal cost rate C* and the lower entries the corresponding optimal decision 
variables. Table 1 presents the sensitivity of optimal values S* and R’ to variation in y and k 
when CL,, = ~1. Table 2 illustrates the effect of varying g and h on S’ when r] = 0 (the lost sales 
case where R = 0) and pn = np. The monotonic properties of the optimal variables in these 
examples are on the lines expected. 
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6.00 
1 
- Matrix recurrive scheme 
- Direct inversion method 
S ma+ 
Figure 5. Comparison of cpu time with R fixed. X = 25, y = 10, /.J,, = JJ, p = 24, 
v= 0.8, R = 60, h = 3, b = 2, k = 1, c = 5, g = 10. 
Table 1. Effect of variation in k and 7. 
C’ 
S’ R’ 
x = 30, P = 26, 4 = 0.8, h = 3, g = 30, b = 5, c = 8. 
1 390.37 67 I”,y;/:“;;I”,z 
3 
5 
7 
9 
0.5 I 1 1 1.5 1 2 2.5 3 I 
391.30 397.63 401.84 404.52 
68 4 10 3 11 3 12 
I 
392.08 398.62 402.79 405.71 
58 4 10 3 12 3 12 
392.84 399.62 l403.74 406.90 
58 4 10 3 12 3 12 
, 393.57 400.59 404.69 407.64 
59 4 11 3 12 2 13 
405.52 407.45 
3 12 2 13 
406.92 
3 12 
407.89 
2 13 
408.76 
2 13 
409.62 
2 14 
5. CONCLUDING REMARKS 
In this article, we analysed a continuous review perishable system with random supply quantity 
under a modified base stock policy where reorders are placed only at demand epochs. The limiting 
distribution is obtained using a matrix recursive procedure which is particularly attractive when 
a high speed digital computer is available and gives accurate numerical results to problems whose 
underlying Markov process has a manageable state space. This model is comprehensive in the 
sense that it covers complete lost sales, full backlogging, and partial backordering as special cases. 
As such, it provides a better description of reality and enables practitioners to take decisions which 
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Table 2. Effect of variation in h and g. 
0 C* S’ 
x = 5, 7 = 0.2, = 3, p k = 0.1, c = 3 
89 
result in significant reduction in inventory investment while maintaining the same level of service 
to customers. 
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