In this article, we present the spatial logistics task (SLOT) platform for investigating multimodal communication between 2 human participants. Presented are the SLOT communication task and the software and hardware that has been developed to run SLOT experiments and record the participants' multimodal behavior. SLOT offers a high level of flexibility in varying the context of the communication and is particularly useful in studies of the relationship between pen gestures and speech. We illustrate the use of the SLOT platform by discussing the results of some early experiments. The first is an experiment on negotiation with a one-way mirror between the participants, and the second is an exploratory study of automatic recognition of spontaneous pen gestures. The results of these studies demonstrate the usefulness of the SLOT platform for conducting multimodal communication research in both human-human and human-computer interactions.
factuals, and tense information), linguistic communication has a clear advantage over nonverbal communication.
The different channels through which people communicate often complement each other. For instance, a spoken statement accompanied by raised eyebrows might be interpreted as a question by the interlocutor. A spoken statement containing the phrase "over there" is usually accompanied by a pointing gesture to indicate where "there" is. In sum, face-to-face interaction is a form of multimodal communication.
The word multimodality suggests that the concept refers to more than one perceptual modality (e.g., auditory perception and vision). However, this interpretation of the concept is too narrow to capture the phenomena in which multimodal communication researchers are generally interested. Although both hand gestures and facial expressions are perceived in the visual modality, they clearly represent distinct aspects of communication. The same holds for voice quality and content of speech, both of which rely on the auditory modality. To remedy this definitional problem, we propose the notion of a semiotic channel. A semiotic channel is a set of identifiable behavioral units that (1) cannot be performed simultaneously with each other and (2) can be performed simultaneously with (almost) all behavioral elements in other semiotic channels. For example, facial expression and voice quality constitute two different semiotic channels, for it is not possible to have two different facial expressions or two different voice qualities at the same time, whereas all voice qualities can, in principle, be combined with all facial expressions. The proposed definition is, admittedly, not entirely airtight: Although we believe eye gaze and facial expression, to be separate semiotic channels, certain facial expressions, such as the "thinking" expression (Cunningham, Breidt, Kleiner, Wallraven, & Bülthoff, 2003) , often contain specific eye-gaze patterns as integral parts. However, given that eye gaze and facial expression can in most cases operate independently of each other, we nevertheless consider them to be separate semiotic channels. Due to the widespread use in the literature of the term multimodal communication, we will continue to use this term to refer to the general field of study, but what we mean by it is communication involving the simultaneous use of more than one semiotic channel. We will reserve the word modality to refer to the perceptual modality (e.g., visual, auditory) and will use the word channel to refer to semiotic channels, as defined above.
In order to gain systematic knowledge about how multimodal communication between human participants works, the collection of behavioral data is essential. A straightforward way to obtain data is to record interactions between people and analyze them carefully (see, e.g., Goodwin, 1981; Kendon, 1972) . A disadvantage of this naturalistic approach is that one has very little control over the content of the communication, which makes it rather hard to predict what participants are going to communicate about and how they are going to do it. This, in turn, leads to an unacceptable level of variance in both the content of the communication and the use of the different modalities in which the human-human interaction researcher is interested.
A higher level of control over the content of the communication is achieved by Clark and Krych (in press) . In their task, one participant had to instruct another in building a prespecified Lego model. An important advantage of this task is that it provides an objective measure of both the efficiency and the quality of the communication (as demonstrated by the duration of the interaction and the number of errors in the resulting Lego model, respectively). Although these tasks yield results that are important for the field of multimodal communication, they are limited to the study of collaborative communication. Also, the two participants have different predefined roles: One is "director" and the other is "builder."
Another interesting multimodal task is the map task (Anderson et al., 1991) . In this task, the 2 participants each have a map in front of them, and one of them (the route giver) instructs the other (the route follower) to follow a certain route through the map. The maps used by route giver and route follower are not identical, which makes the task more difficult and, therefore, potentially more interesting. As with the director/builder task of Clark and Krych (in press), this task assigns different roles to the 2 participants.
An important reason for us to develop a new research platform instead of using the map task or the director/ builder task is that we wanted to use a communication task that is highly structured but does not assign different roles to the 2 participants. Also, since an important goal of the human-human data that we want to generate is to provide information that could produce guidelines for (naturallooking) human-computer interaction (HCI), we wanted our task to involve the use of both electronic pen data and speech-modalities often used in multimodal HCI (Oviatt, 1999) . Finally, we wanted to be able to have control over the competitiveness of the interaction, to be able to distinguish between multimodal communication at different levels of competitiveness of the task.
THE COMMUNICATIVE TASK

Criteria
An earlier version of the communicative task in the spatial logistics task (SLOT) was originally developed (see Levelt, 2001 ) with the following criteria in mind:
1. The experimenter should have a high degree of control over the communicative goals of the participants during the experiment. This should be the case for general (overall) goals as well as for possible subgoals at any time during the course of the experiment. 2. It should be possible to assess objectively the quality of the end result of the communication.
3. Although any task involving naturalistic, unconstrained communication will result in data with high interand intrasubject variability, this variability should be kept as low as possible to facilitate analyses with sufficient statistical power. 4. In the task, it should be natural for the participants to use all the channels that are available to them, especially the electronic pen.
5. The task should allow for the manipulation of the presence or absence of certain channels (with the exception of speech, which will always be available) without changing the essence of the communication task or making the task impossible to fulfill.
6. The task should be the same for both participants. 7. The level of competitiveness of the task should be variable.
Task Definition
With these criteria in mind, the SLOT communication task has been defined as a route negotiation task. The general idea is as follows: Two participants are shown a map (formally corresponding to a mathematical graph) consisting of cities (vertices) that are connected to each other by roads (arcs). Some of the cities are marked as targets. The participants have to negotiate a route that begins and ends at a specified start city and passes through all of the specified targets, while minimizing personal and/or global travel costs. The subjects are given the opportunity to use an electronic pen to draw on the presented maps (implementing a shared whiteboard metaphor) to facilitate the negotiation process.
There are two variants of this task-a cooperative variant and a competitive variant-which will be described separately below. The two modes of SLOT enable the study of potential differences in communicational behavior in cooperative versus competitive social contexts.
Cooperative Mode
In the cooperative mode, all the specified targets are presented in the same color (purple; we have used gray in Figure 1 ). See Figure 1 for an example of a cooperative SLOT map. The participants have to negotiate a route that passes through all of the targets while keeping the travel costs at a minimum (see below). The participants have to figure out collectively which route will result in the lowest cost. This is a variant of the well-known traveling salesman problem (TSP; see Burkard, 1979 , for an overview), the difference from the canonical version of the TSP being that the travel costs for a certain step are not independent of the route that has been traveled up to that point. After a route has been negotiated, one of the participants is asked to submit it to the computer, using the electronic pen, to have it checked for legality and to compute and store the resulting costs, which are also displayed on the tablets.
Competitive Mode
In the competitive mode, there are different targets for each of the participants, marked by the use of a different color for each participant (red and blue; light gray and dark gray in Figure 2 ). See Figure 2 for an example of a competitive SLOT map. In addition to having his or her own personal targets, each participant also has his or her own cost accounting, and these personal costs are a function of the number of personal targets that have been reached at any point during the route. Note that by different placements of the red and blue target nodes, the degree of competitiveness can be varied. For maps on which the optimal route for the red targets is identical to that for the blue ones, a situation approximately equal to that of the cooperative mode is realized. The larger the difference between the respective optimal routes, the higher the degree of competition.
The Cost Rule
The general cost rule in SLOT is that every step from node to node over a single arc has a cost of 1 ϩ the number of designated targets that still must be reached. As soon as a target has been reached, the cost per step drops by 1. After all the targets have been reached, the cost of any subsequent step (i.e., returning to the start node) is equal to 1. In the cooperative mode, this holds for any target that has been reached, whereas in the competitive mode it holds only for those targets assigned to the participant whose score is being calculated. For example, in the competitive map presented in Figure 2 , a first step from the start node (7) to Node 8 would have a cost of 4 for both participants, because no target has been reached yet (1 ϩ number targets not yet reached [3] ϭ 4). However, a subsequent step from Node 8 to Node 1 would have cost 3 for the participant assigned the red targets (because Node 8 was a red target) and cost 4 for the participant assigned the blue targets (because no blue target has been reached yet). The motivation for the use of this specific cost rule is to give participants an incentive to try to reach their targets as soon as possible in the competitive mode, and to reach any target as soon as possible in the cooperative mode.
Summary of Task Motivation
The use of a route negotiation task enables the manipulation of the communicational context (competitive vs. cooperative) and the tracking of the overall goal and subgoals at any time during the negotiation. The highly visual nature of the task makes the use of the pen natural (like drawing with a pencil on a real map) but not essential for the participants, and the quality of the result of the negotiation (i.e., a certain route) can be computed objectively.
One critical feature of SLOT is that it allows for asymmetric manipulation of the available channels (with the exception of the speech channel), in the sense that a certain channel or modality can be available to one participant but not to the other. This possibility is interesting in its own right, but it is also important for research supporting work in human-machine interaction. The available channels in human-machine interaction are likely to be asymmetrically distributed, due to the simple fact that the automatic (computer-based) recognition of most relevant channels is far less reliable than the corresponding recognition capabilities of humans.
THE HARDWARE PLATFORM
General Description of the Current Laboratory Setup
The 2 participants in a SLOT experiment sit at a small table (with a surface of 1 ϫ 1 m), opposite and facing each other. In front of each of them is a graphical tablet that is positioned almost vertically, at an 80º angle relative to the table surface. The height of the tablets does not prevent either participant from seeing the face of his or her interlocutor. The graphical tablets are both controlled by a single high-performance Pentium-IV personal computer. This computer is operated by the experimenter, who has access to the keyboard, mouse, and screen. The computer and the experimenter operating it are located in the corner of the laboratory, at a distance of at least 2.5 m from the 2 participants, in order to minimize the influence they exert on the ongoing interaction between the participants.
Three video cameras are used to record the participants' behavior. Two cameras are positioned opposite the participants (behind and 0.5 m above their respective interlocutors) to record their facial behavior, whereas a third camera is located perpendicular to the participants to provide an overview of both participants simultaneously and from the side. An omnidirectional stand-alone microphone on a tripod is positioned to the side of the participants' desk to record the speech of both participants.
The signals of the three video cameras and the information represented on the graphical tablets are captured by a video processor and compressed into a 4-fold (2 ϫ 2) split screen image. The split screen image and the signal from the microphone are recorded using a professional quality S-VHS video recorder. This setup allows for the simultaneous and time-locked recording of the speech, nonverbal behavior, and pen behavior of both subjects on one video tape. For additional fine-grained analysis of the pen gestures or handwriting behavior, the pen data stored on the hard disk can be used.
Graphical Tablets
A central feature of the hardware platform for SLOT is the use of WACOM PL-550-02B0 graphical tablets, colloquially known as the "Wacom Cintiq 15X." These are flat desktop LCD devices that function as a replacement for a standard color VGA computer screen. In addition, they allow for drawing and erasing directly on the screen surface with an electronic pen. Tablet coordinates are sampled at 200 Hz with a spatial resolution of 50 points per mm. The pen is pressure sensitive with a resolution of 512 quantification levels. The display allows for viewing angles of up to 160º. The shared whiteboard is implemented by sending an identical VGA signal from the SLOT computer to both tablets (and to the computer monitor of the experimenter) at the same time, using a VGA splitter. However, the pen data are recorded separately for each participant, using two independent USB connections.
An overview of the laboratory setup is given in Figure 3 , and a snapshot from a video recording of a SLOT experiment is shown in Figure 4 .
THE SOFTWARE PLATFORM
General Environment
The general software environment for which SLOT has been developed is the GNU/Linux operating system, which is a noncommercial variant of the Unix operating system. The particular distribution of Linux that is used is the SuSE 7.3 distribution, although SLOT should run on any GNU/Linux distribution (we know of one SLOT environment running without problems on a RedHat 7.2 Linux system). The programming languages used in SLOT are C (for the SLOT program), Cϩϩ (for the analysis tools), and Icon (for the graphical map editor). SLOT is programmed in plain Xlib using the Athena widget set. In order to capture simultaneous data streams from the two USB tablets with minimal delays from operating system overhead, we patched the USB drivers and rebuilt the Linux kernel.
The SLOT Application
In programming SLOT, special care was taken to provide a writing environment that is as similar as possible to a real whiteboard. The rendered ink traces take into account pressure data: If a participant exerts more pressure, the ink trace becomes thicker. Furthermore, the participants can use the back of the pen to erase their (and the other participant's) virtual ink, but not the displayed map.
The SLOT application performs the following steps: 1. It draws a SLOT map that is specified in an experimental design file (made with the editor described earlier) on both WACOM tablets and enters negotiation mode, in which it (1) registers the participants' pen gestures during the negotiation phase and displays them in real time on both tablets as virtual ink in blue for 1 participant and in red for the other; (2) stores all pen activity on disk, each sample containing the x,y coordinates and the corresponding pressure values and time stamp, in milliseconds; (3) registers the participants' erasure activity and processes the virtual ink accordingly; and (4) stores all erasure activity (time stamped) on disk.
2. After the negotiation phase has been completed, it allows the experimenter to put the program into submission mode, in which it (1) allows one of the participants (which one is designated in the experimental design file) to enter the negotiated route using the pen; (2) stores the entered route (time stamped) on disk; and (3) evaluates the entered route for legality. If the route is illegal, it provides feedback to the participant about the nature of the error(s) and restarts Step 2.
3. It computes the costs incurred by the participants and displays them.
4. It goes back to Step 1 until there are no more maps to be displayed.
Additional Computational Tools
In addition to the SLOT program, to run experiments, some other tools have been developed for the preparation and evaluation of SLOT maps.
Graphical map editor. In order to interactively design SLOT maps, an interactive graphical map editor was written. The program was written in the Icon programming language, which is portable among almost all existing computer platforms (e.g., Mac, Linux, and Windows NT). The program allows for the creation of maps by using the mouse for selection, placement, and movement around nodes, vertices, and the keyboard for elementary operations such as storing maps and assigning labels (e.g., "target," "start") to nodes. Map definitions are stored in xml format for easy editing and compatibility with existing multimodal annotation tools.
Map analyzer. The map analyzer is a program written in Cϩϩ for the Linux platform. It performs several calculations on SLOT maps that are relevant to the evaluation of certain dependent and independent variables in SLOT experiments. For any given map, the program computes the following properties: (1) the optimal (i.e., lowest cost) route for reaching all targets, 1 (2) the optimal route for the the participant assigned the red targets (competitive maps) and the associated cost, (3) the cost of the above route for the participants assigned the blue targets, (4) the optimal route for the the participant assigned the blue targets (competitive maps) and the associated cost, (5) the cost for the above route for the participants assigned the red targets, (6) a measure of how non-Euclidian a map is, defined as the standard deviation (SD) of the physical (screen) distances between every two connected nodes after these distances are standardized to an average of 1 (if all of the actual screen distances are the same, this measure is equal to zero), and (7) a measure of the intrinsic unfairness of a competitive map. This is defined as the difference between the costs of the optimal route to reach all targets for the participant assigned the red targets and the one assigned the blue targets, respectively.
SLOT pen data analyzer and transformer. The pen data collected through SLOT is stored in an efficient data format in order to avoid significant disk access delays. A program was developed to examine these data.
The program displays the collected pen data in real time and can be used to analyze pen movements produced by the participants during a SLOT experiment. In addition, the stored pen data can be transformed to the UNIPEN format (see http://www.unipen.org), which is the de facto standard for storing dynamic handwriting data. For this data format, many tools are available that can be used to annotate and analyze the data.
Preprocessing SLOT Data
Before the data generated in SLOT experiments can be used to address specific research questions, they need to be preprocessed by human coders. The participants' speech needs to be transcribed into a textual format, whereas the other channels under investigation are to be coded into discrete categories with their corresponding time intervals. For this, a multimodal transcription tool such as EU-DICO (Brugman, Russel, Broeder, & Wittenburg, 2000) can be used on the digitized video recordings. See Table 1 for an overview of a number of channels that can be annotated in SLOT data.
METHOD
In this section, we present some initial results generated in our SLOT laboratory, to illustrate the type of research question that can be investigated using SLOT. First, we will describe the experiment (more information can be obtained from de Ruiter, 2003) , and then we will present and discuss two illustrative results from this experiment.
Participants
Sixteen Dutch-speaking participants from the participant pool of the Max Planck Institute for Psycholinguistics were paid to take part in the experiment. Eight participants were female and 8 were male. The participants were randomly paired to create eight mixed-gender dyads. None of the participants knew his or her experimental partner.
Materials
For the experiment, 10 competitive SLOT maps were generated with the map editor described earlier. Two of these maps were used for practice purposes, and the other 8 were designed for the actual experiment. Each map contained three red targets and three blue ones. Using the map analyzer, four of the experimental maps were created such that the intrinsic unfairness was high (ranging from 10 to 24, M ϭ 17), whereas for the other four it was low (each of them rating 1). The order of presentation of the maps was randomized and was the same for all dyads.
Design
The principal between-dyads manipulation in this experiment is that for four of the dyads, there was a one-way (half-silvered) mirror standing on the table between the two tablets. Lighting conditions were arranged so that 1 of the participants could clearly see his or her partner through the glass, whereas the participant on the other side could not see his or her partner, due to the mirror effect. The aim of this between-dyads manipulation was to study the effect of an asymmetric distribution of the visual modality between the participants in a dyad. The principal within-dyad manipulation was the intrinsic unfairness of the used maps, which was high for four experimental maps and low for the other four. The independent variables of gender, color played in SLOT (red or blue), and side of the mirror on which the participants in the mirror condition sat were counterbalanced.
Procedure
The participants were handed written instructions in which the rules of the SLOT task were explained. They were encouraged to minimize both their personal costs and the global (summed) costs. There was no mention of a strict time limit, but the participants were told that the experiment was expected to last about 45 min to 1 h. During a session with the two practice maps, the participants could get used to the shared whiteboard and the electronic pen and to submitting the negotiated route into the computer using the electronic pen. After the practice session, the participants had an opportunity to ask questions, after which the eight experimental maps were negotiated. During negotiation, the participants were allowed to freely draw on the tablets as much as they wanted. After reaching an agreement about the route to follow, the participants would signal this to the experiment leader, who would put SLOT in route-submission mode. The participants took turns entering the negotiated routes into the computer.
Transcription
For detailed information about the transcription procedure and the used maps, we refer the reader to de Ruiter (2003) . For the purposes of the analysis below, we will mention a few relevant aspects of the transcription process. Time markers were created that allowed us to temporally locate the beginning and end of the negotiation for every map. Pen gestures were transcribed initially by marking their beginnings and ends in time. The beginning, end, and transcript of each speech turn produced by each of the participants were coded. The cost scores were stored automatically by the SLOT computer.
Results and Discussion
In this section, we will present and discuss two analyses of data collected in the SLOT experiment. The first focuses on the effect of blocking the visual modality for only one of the participants in a SLOT session on efficiency and performance in the negotiation task. The second analysis concerns the use of the pen-gesture data generated in SLOT to investigate the possible use of multimodal information to improve automatic pen-gesture recognition and interpretation.
Modality Effects on Performance and Efficiency
Since the main focus of this study is the possible effects of asymmetrical availability of the visual modality on negotiation performance and efficiency, the main dependent variables of interest in this study are the duration of the negotiation and the cost of the negotiated route. A general linear model analysis was performed to investigate a possible main effect of the presence of the mirror (the fixed factor mirror) and of the fairness of the maps (the fixed factor fairness). The data entered into the analysis were the durations of the eight experimental maps for each of the eight dyads, leading to a total of 64 data points. See Table 2 for a summary of the results. As can be seen, both the factors mirror and fairness have a substantial effect on the negotiation times.
The main effect of fairness was significant [F(1,63) ϭ 6.13, p ϭ .016], as was the main effect of mirror [F(1,63) ϭ 4.30, p ϭ .042]. The interaction of fairness and mirror was not significant [F(1,63) < 1]. Both the presence of the mirror and the (un)fairness of the maps led to an increase of the duration of the negotiation. This increased duration could have been caused either by the participants' producing more speech or by their being silent for a larger proportion of the time. Additional analyses of both total speech time (the sum of the duration of the speech of both participants in the negotiation) and silence (the time during which neither of the participants spoke) revealed that the prolonged duration for the factor mirror was due to longer silences, whereas that for the factor fairness was due to both more speech and more silence. That there was more speech and more silence with the unfair maps is not surprising, because these maps are harder to negotiate, which could be expected to lead to more discussion and also to longer periods of pondering over proposals. See Table 3 for the average total speech time and silence time per negotiation in the four conditions. Note that speech time and silence time do not add up to negotiation time, due to the fact that the participants often spoke simultaneously. The effect of mirror on speech was not significant [F(1,63) < 1], whereas the effect of mirror on silence was significant [F(1,63) ϭ 7.3, p ϭ .009], indicating that the effect of the mirror was indeed to increase not the total duration of speech, but rather the total duration of silence. The main effects of fairness on both speech and silence were significant [speech: F(1,63) ϭ 7.23, p ϭ .009; silence:
We now analyze the effect of the presence of the mirror on the cost scores of the negotiation. This analysis will be performed not on dyads, as the previous analysis was, but on individual participants. Three groups of participants can be identified: those who had no mirror in front of them (duplex), those who were on the side of the mirror where they could not see their partners (nonvisual), and those who were on the side of the mirror where they could see their partners (visual ). The average cost over all eight maps was 46.56 (SD ϭ 6.97) for the duplex participants, 45.41 (SD ϭ 10.03) for the nonvisual participants, and 45.66 (SD ϭ 8.99) for the visual participants. None of these differences reached conventional levels of significance (all Fs < 1), supporting the conclusion that the presence of the mirror did not have an effect on the final outcome of the negotiation.
Discussion of Modality Effects on Performance and Efficiency
To summarize, the previous analysis revealed the following:
1. Neither the presence of the one-way mirror nor the side on which the participants in the mirror condition were seated had any effect on the outcome of the negotiation.
2. The presence of the one-way mirror made negotiations last longer, and this was due to the participants' being silent for longer periods of time.
3. The more intrinsically unfair the map, the more speech was produced and the longer was the silence time.
To start with the last finding, it shows that one important criterion of SLOT-namely, the possibility of varying the level of competitiveness of the negotiation-was met. With respect to the first two findings, it is interesting to compare them with the results by Drolet and Morris (2000) , which are remarkably similar. In their study, they completely blocked visual contact between the negotiators and compared negotiation times and results with those of another group, for which visual contact was possible. They found that negotiation times were 25% longer in the condition without visual contact (in our study, they were about 50% longer in the mirror condition) and that the negotiation results were unaffected. They attribute their findings to a higher level of rapport (see Tickle-Degnen & Rosenthal, 1990) between participants who could see each other, and we have no reason to disagree with their explanation. The study reported here, in combination with the study by Drolet and Morris, suggests that the availability of the visual modality affects negotiation times but not the outcome, and that these effects on negotiation time and outcome are independent of whether the visual modality was blocked for both or just one of the negotiators. Apparently, in order for the visual modality to facilitate the development of rapport, the participants' possibility of exchanging visual signals must be mutually manifest (Sperber & Wilson, 1995) . This finding also has important consequences for HCI research in which 3-D animations of a human-like head are used, but in which the computer cannot perceive the visual signals of the human user. If the goal is to increase efficiency in HCI by creating rapport, this will work only if users have at least the illusion that the computer can see them as well. How this illusion can be created without giving the computer access to the visible behavior of the user is an important question that will be addressed in future research.
Analysis and Automated Recognition of Multimodal Pen Gestures
The combination of pen and speech input is widely used in multimodal human-computer interaction (Oviatt, 1999) . In general, the use of two or more modalities is required in natural interaction dialogs with the computer to make it possible to disambiguate user utterances in either modality. In this section, we describe how the manual analysis and annotation of the data acquired through SLOT is used to develop automated systems for the recognition of pen gestures produced in the SLOT task.
In any pattern recognition task such as the present example, knowing about the participants' speech and gesture repertoires and the availability of properly annotated data is of paramount importance. These are needed to provide insight into how users generate and use speech and gesture, to train and test the required pattern recognition algorithms, and also for the design of user interfaces (Oviatt et al., 2000; Potamianos, Kuo, Pargellis, Saad, & Zhou, 1999; Rossignol et al., 2003) . We have annotated the pen gestures and speech utterances in order to identify possible classes of pen gestures. It was found that the interpretation of pen gestures is generally not possible without the accompanying speech and the visual context in which they occurred (i.e., the SLOT map on the whiteboard). This is a phenomenon that has also been observed in manual gestures and speech (de Ruiter, 2000; McNeill, 1992) . Note that the gestures recorded in the SLOT environment were produced for the benefit of the understanding of another human, and that the recipient of the pen gestures understood them without any apparent problems. Two annotators marked and classified a total of 454 pen gestures in the SLOT data, using the recorded image of the pen gesture and the accompanying speech of the producer of the pen gesture. Four main classes of pen gestures where identified. In the data, the most frequent type was the trajectory (N ϭ 313). A trajectory is an uninterrupted line connecting two or more cities, corresponding to a (partial) route through the negotiated map. The second class that we identified was the marker class (N ϭ 113). A marker is used to indicate a certain point on the map, usually a city. The third class is called directional pointing (N ϭ 18), which consists of a line or arrow that indicates a certain direction on the map. The final class is called area (N ϭ 10) . This is an encircling type of pen gesture, indicating an area on the map that contains more than one city. We refer to Figure 5 for examples of recorded pen gestures from each of the four classes.
For the development of automated pen-gesture recognition systems, we used the even-numbered gestures in the data set for the training of a classification method, and we used the odd-numbered gestures for testing. For the subsequent computational analysis, the high-resolution pen data from the tablets that are stored on the SLOT computer were used. As is apparent from the second row in Figure 5 , samples from different classes can have highly similar shapes.
Two well-known classification methods were used for the automatic recognition: the multilayered perceptron (MLP; see Rumelhart, Hinton, & Williams, 1986 ) and the k-nearest neighbor method (KNN; see Duda & Hart, 1973) . From each pen gesture, seven features were extracted, to be used as feature vectors for training and testing the classifiers. The features we used were: (1) the number of points with high curvature (curvature being defined as angular velocity divided by absolute velocity); (2) the total number of samples (sampling rate ϭ 200 Hz); (3) the spatial distance between the first and last samples; (4) the spatial distance between the first sample and the sample occurring after half the duration of the pen gesture (which we call the halfway sample); (5) the spatial distance between the halfway sample and the last sample; (6) the surface area of the bounding box enclosing the entire gesture; and (7) the ratio of the width and the height of the bounding box enclosing the gesture.
For details about the type of features used in pen gesture recognition, see Rubine (1991) .
Both the KNN and the MLP used the same training data and testing data. The recognition result of the MLP was 88.1%, which is much better than the 71.8% we obtained with the KNN (using k ϭ 5). The MLP used seven input nodes, two hidden layers with eight nodes each, and four output nodes. In Table 4 , the confusion matrix for the MLP analysis is shown.
As can be seen from the confusion matrix, the MLP is unable to distinguish between area and marker: Every area is recognized as a marker. Also, directional pointings are more often than not recognized as trajectories. This is because the pen gestures of markers and areas, and also those of trajectories and directional pointings, often have similar shapes (see the middle row of Figure 5 ). Furthermore, the total number of area gestures and directional pointings in our data set is low, making correct recognition more difficult due to limited training data.
Clearly, more information is required if similar gestures of different classes are to be distinguished. Within the SLOT domain, another potential source of information is the location of the cities on the map. This information could be used to disambiguate between circular markers (which enclose only one city) and areas (which enclose two or more cities). The distinction between trajectories and directional pointings would be improved by use of the information that trajectories always pass through cities on the map, whereas directional pointings rarely do.
The approach that is explored here is to consider distinctive fragments of the accompanying speech as new, orthogonal features. For each pen gesture, we located the speech turn of the producer of that pen gesture that was temporally closest to the occurrence of the pen gesture. From the transcription of that turn, we counted the occurrences in speech of five words that often accompany pen gestures. The relative frequencies of these words could perhaps be used to disambiguate conflicting cases. The words that we counted were the Dutch words die, deze, zo, hier, and daar [English "that"/"those," "this"/"these," "this way" (manner or path), "here," and "there," respectively]. These words were chosen because they often occur in utterances in which gesture and speech are combined. In Table 5 , the relative frequency with which these words co-occurred with the pen gestures from the four different classes is presented.
It can be concluded that the occurrence of the word hier (English "here") indicates that it is likely that a marker or area was generated by the user. Furthermore, if the word zo (English "this way") is used, it is likely that a trajectory or directional pointing was generated.
The use of multiple classifiers for difficult pattern recognition problems is a well studied technique. The approach followed here is described in Vuurpijl, Schomaker, and Van Erp (in press), in which the comparison of outputs from multiple classifiers is used to resolve conflicting situations. To distinguish between the confusing gesture classes, the following two-staged classification scheme was used. During the first classification stage, the results from both classifiers were considered on the basis of shape information only. In cases in which both the KNN and the MLP yielded the same output, this was considered as the final output of the combined classifier. If each yielded a different output, the speech signal was considered to rule between outcomes. If the speech features could not be used to disambiguate between classes, the outcome of the MLP was used. The latter decision was based on the fact that the MLP yields the highest recognition results. Note that with this method, if both classifiers are wrong, there is no way to correct the output of the classification.
In all cases in which both classifiers agreed during the first classification stage, the resulting classification was correct. In 63 cases, a conflict between the two classifiers was observed. In 13 of these 63 confusions, the two classifiers yielded different outcomes, but both were wrong. In 22 cases, the speech signal did not contain extra information (e.g., there were no occurrences of words). From these 22 cases, the MLP outcome resulted in four errors. For the remaining 28 cases, the speech features were considered to determine the final outcome. In 16 cases, this resulted in an error, amounting to a total of 33 (13 ϩ 4 ϩ 16) errors, yielding a recognition performance of only 85.5%. Although our present automatic gesture recognizer does not perform at the desired near-100% level, using the natural SLOT data has given us some valuable insights into the nature of human-human pen gestures. Researchers in multimodal HCI often discuss and try out multichannel integration using pen gestures and speech, but our data (both the qualitative impressions from the manual annotations and the results from automatic recognizers) suggest that the visual context in which pen gestures occur, and possibly also a deeper level of semantic analysis of the speech, are indispensable for accurate automatic gesture recognition. The SLOT platform is well suited for generating accurately recorded natural pen gestures intended for other humans, together with coexpressive speech, which occur in well-defined 2-D contexts.
DISCUSSION
The SLOT route negotiation task is a communication task that imposes some structure on the communication without disrupting the natural flow of conversation. Its structure is symmetrical, in that both participants in an experiment have the same task and role. Nevertheless, the platform allows for the systematic research of asymmetric modality and channel distributions without changing the basic structure of the task. Furthermore, it enables the efficient recording and analysis of speech, pen gesture, and several channels of nonverbal communication.
In this article, we have presented two illustrative research projects using SLOT. First, we showed an example of an asymmetric modality manipulation (in this case the visual modality) that yielded nontrivial results regarding efficiency and performance in negotiation. The finding that efficiency in interaction is served by mutually manifest visual communication is relevant both for fundamental communication research and for HCI applications involving an animated head. In our second study, we tried to train automatic recognizers on pen gestures that were not performed for the computer, but used in human-human communication in the same way as two people might use a real whiteboard together. The results of this study serve to focus and guide further research in human pen gestures and their relationship to the accompanying speech and the visual context. These projects are by no means the only ones that are currently performed with SLOT. Studies are in preparation that compare the pen gestures from SLOT with spontaneously produced 3-D hand gestures (see de Ruiter & Wilkins, 1998) . Furthermore, the speech data from SLOT experiments are being used to develop quantitative models of turn-taking and to investigate the use of visual signals to regulate turn-taking behavior. Another study is aimed at comparing efficiency in the SLOT task with and without the use of the pen. Finally, the negotiation moves in SLOT are annotated and analyzed in detail for study of the structure of negotiation under different levels of competitiveness and with varying channel availability.
The SLOT platform has not only served us well to address the issues we had in mind during its design, but it has also inspired many new research directions. We invite other researchers in the field of multimodal communication to consider using this platform as well.
Availability
Researchers or institutions interested in using the SLOT platform are advised to contact the first author for further information on how to obtain copies of our software and manuals. All the hardware components used in SLOT are available on the market.
