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Resumen Las Ma´quinas de Aprendizaje Extremo son una eﬁciente he-
rramienta de aprendizaje maquinal, con tiempos de entrenamiento redu-
cidos y buena capacidad de generalizacio´n. Este tipo de redes suele poseer
una gran cantidad de neuronas en su capa oculta, no siendo necesaria-
mente todas de utilidad. En este trabajo se propone un nuevo me´todo de
podado pre-entrenamiento que utiliza informacio´n de las distribuciones
de probabilidad asociadas a las activaciones de cada neurona. Para la
evaluacio´n del me´todo propuesto se utiliza como ejemplo de aplicacio´n
la clasiﬁcacio´n de sen˜ales de electroencefalograf´ıa, registradas durante
tareas de habla imaginada. Se muestran resultados preliminares que evi-
dencian la potencialidad del me´todo propuesto.
Keywords: Ma´quinas de aprendizaje extremo, Podado de redes neuro-
nales, Estad´ıstica de alto orden, Habla Imaginada
1. Introduccio´n
Las Ma´quinas de Aprendizaje Extremo (ELM por sus siglas en ingle´s) son
redes neuronales de una u´nica capa oculta que se caracterizan por inicializar de
forma aleatoria los pesos de la capa de entrada y por determinar de forma anal´ıti-
ca las conexiones de la capa oculta con la capa de salida [1]. Esto les permite
realizar un entrenamiento ma´s ra´pido respecto a los perceptrones multicapa tra-
dicionales, que poseen una estructura similar pero con un aprendizaje iterativo.
Muchas veces para lograr un buen desempen˜o con las ELM se requiere un nu´me-
ro relativamente elevado de neuronas aleatorias en la capa oculta. Sin embargo,
no todas las neuronas resultan u´tiles e incrementan innecesariamente el tiempo
de entrenamiento. Es por ello que, a ﬁn de disminuir la cantidad de neuronas,
se aplican me´todos de podado que permitan eliminar las neuronas que resultan
menos u´tiles. El principal desaf´ıo de estas te´cnicas es encontrar la manera de
medir la utilidad de cada neurona. Este problema ha sido abordado anterior-
mente por distintos autores [2,3,4,5]. En este trabajo se propone caracterizar el
comportamiento de las activaciones de las neuronas de la capa oculta mediante
estad´ıstica de alto orden, que podr´ıa indicar cuales aportan informacio´n valiosa.
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Se desarrolla un nuevo me´todo de podado pre-entrenamiento que utiliza la es-
timacio´n de la curtosis de las funciones de distribucio´n de probabilidad (FDP)
de dichas activaciones. Para evaluar el desempen˜o del me´todo se utilizan datos
reales de electroencefalograf´ıa (EEG), registradas en la tarea de habla imaginada
[6]. La clasiﬁcacio´n de sen˜ales de EEG ha sido uno de los problemas donde se
han utilizado las ELM [7,8,9].
2. Ma´quinas de Aprendizaje Extremo
Las ELM son redes neuronales de aprendizaje supervisado, propuestas ini-
cialmente por Huang et. al., que cuentan teo´ricamente con capacidad de apro-
ximacio´n universal [1]. Sean (xi, ti) los N ejemplos disponibles para un pro-
blema de clasiﬁcacio´n, donde xi ∈ Rd es el i-e´simo patro´n (d es la dimensio´n
de los patrones de entrada) y ti ∈ R su correspondiente etiqueta. Sea tambie´n
gj : Rd × RL × R → R la funcio´n de activacio´n de la j-e´sima neurona oculta,
donde L es la cantidad de neuronas de la capa oculta. Utilizando esta notacio´n
la salida de la j-e´sima neurona oculta a la i-e´sima entrada puede escribirse como
hi,j = gj(xi;wj , bj), donde wj ∈ RL y bj ∈ R son los para´metros asociados a
la neurona j, ﬁjados aleatoriamente. En el caso particular de este trabajo todas
las neuronas ocultas fueron aditivas con funciones de activacio´n sigmoideas. Te-
niendo en cuenta estas consideraciones se puede escribir hi,j = S(xi ·wj + bj),
donde S(x) = (1− e−x)/(1 + e−x). Deﬁniendo la matriz de activaciones ocultas
como H = (hi,j) ∈ RN×L, el vector de salidas de la red puede calcularse como
o =Hβˆ, donde βˆ es el vector de pesos de la capa de salida. Sea t = [t1, ·, tN ]T el
vector de salidas deseadas o´ptimo, el βˆ es el que minimiza la expresio´n ||o− t||.
T´ıpicamente el conjunto o´ptimo de pesos de salida se obtiene en forma anal´ıtica
como βˆ =H†t, siendo H† la inversa generalizada de Moore-Penrose.
3. Materiales y Me´todo Propuesto
La base de datos utilizada cuenta con sen˜ales de EEG de tres sujetos en la
tarea de imaginar el movimiento de los labios para pronunciar los fonemas /a/,
/u/ y un estado de control sin accio´n. Tras un ﬁltrado espacial [10] se obtienen
series temporales que maximizan la varianza entre cada uno de los pares de
clases: /a/ vs control, /a/ vs /u/ y /u/ vs control.
A ﬁn de poder caracterizar el comportamiento de las neuronas ocultas frente
a los datos, en la Fig. 1 se presentan los histogramas de activacio´n condicional
por clase t´ıpicos. La Fig.1a corresponde a un comportamiento de tipo bimodal.
En este caso las activaciones parecen no tener informacio´n relevante respecto de
los datos de entrada, dando un nu´mero similar de activaciones positivas y nega-
tivas para la misma clase. En la Fig.1b se presenta un comportamiento de tipo
unimodal, en el cual s´ı parece apreciarse una correlacio´n entre las activaciones
y los datos de entrada para una clase dada. El hecho de que estos histogramas
sean los condicionales por clase, implica que una misma neurona podr´ıa tener
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Figura 1: Histogramas de activacio´n condicional t´ıpicos de las neuronas aleatorias
de la capa oculta para una clase determinada.
una FDP bimodal para ambas clases, bimodal para una clase y unimodal para
la otra, o bien unimodal para ambas clases. La hipo´tesis consiste entonces en
suponer que las neuronas que presenten un comportamiento bimodal pueden ser
eliminadas. Con el ﬁn de poder identiﬁcar este tipo de neuronas se estimo´ la cur-
tosis de las FDP de las activaciones para cada clase. Este momento estad´ıstico
brinda informacio´n sobre la forma de la distribucio´n. Un mayor valor implica una
concentracio´n de activaciones alrededor de la media (FDP ma´s picuda). Sea hˆ
(‘)
j
la media de las activaciones de la neurona j tomando como entrada los patrones
correspondientes a la clase ‘. La curtosis de la FDP asociada a las activaciones


















donde c‘ es la etiqueta y n‘ es el nu´mero de patrones de entrenamiento asociados
a la clase ‘. Utilizando la Ec. (1) podemos deﬁnir la ﬁgura de me´rito utilizada




j . De esta forma se penaliza
aquellas neuronas con un comportamiento del tipo bimodal, cuya curtosis es
pequen˜a, frente a las de activacio´n unimodal.
4. Resultados y Discusio´n
En la Fig. 2 se compara el ELM cla´sico (rojo) y con podado (azul) en la
tarea de clasiﬁcacio´n entre /a/ vs control para el sujeto 1 de [6]. Se utilizaron 60
ejemplos de entrenamiento y se dejaron 40 ejemplos para el conjunto de prueba.
Los experimentos se corrieron con 100 inicializaciones de wj y bj distintas, re-
porta´ndose media y desv´ıo ﬁnales para diferentes cantidades de neuronas en la
capa oculta. El algoritmo selecciona el 20% de las mejores neuronas previo a la
etapa de entrenamiento. Para analizar que´ tipo de neuronas resultaron elimina-
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Figura 2: Tasa de acierto vs cantidad de neuronas ﬁnales en la capa oculta.
(a) Media vs Desv´ıo. (b) Media c1 vs Media c2.
Figura 3: Neuronas eliminadas/podadas (azul), seleccionadas (naranja)
das se realizo´ un gra´ﬁco que muestra la relacio´n entre el desv´ıo y la media de la
distribucio´n para una clase (Fig.3a) y otro gra´ﬁco donde se muestran la media
de las activaciones para cada clase (Fig. 3b). Se puede apreciar que el me´todo
propuesto elimina aquellas neuronas que poseen una media cercana a cero para
ambas distribuciones, caracter´ıstica de las neuronas con una FDP bimodal.
5. Conclusiones y Trabajo Futuro
Se ha mostrado que con el me´todo propuesto es posible identiﬁcar en forma
exitosa las neuronas ma´s u´tiles a partir de informacio´n estad´ıstica de la matriz de
activaciones H. Adema´s, gracias al podado de las neuronas con FDP bimodal,
el me´todo mejora la capacidad de clasiﬁcacio´n de las ELM. Resulta relevante
destacar que a priori las neuronas con FDP condicionales unimodales similares
para ambas clases no aportar´ıan informacio´n discriminativa, sin embargo el al-
goritmo propuesto no las eliminar´ıa. Si bien este problema escapa al alcance de
este trabajo, ha sido contemplado y se proyecta abordarlo con me´todos de doble
podado. Por otra parte, se esta´n evaluando otros estad´ısticos, como la asimetr´ıa,
para agregar informacio´n adicional a la curtosis que pueda resultar de utilidad
para el podado.
ASAI, Simposio Argentino de Inteligencia Artificial
47JAIIO - ASAI - ISSN: 2451-7585 - Página 18
Referencias
1. G.-B. Huang, Q.-Y. Zhu, and C.-K. Siew, “Extreme learning machine: theory and
applications,” Neurocomputing, vol. 70, no. 1-3, pp. 489–501, 2006.
2. Y. Miche, A. Sorjamaa, P. Bas, O. Simula, C. Jutten, and A. Lendasse, “Op-
elm: optimally pruned extreme learning machine,” IEEE transactions on neural
networks, vol. 21, no. 1, pp. 158–162, 2010.
3. A. S. Alencar, A. R. R. Neto, and J. P. P. Gomes, “A new pruning method for ex-
treme learning machines via genetic algorithms,” Applied Soft Computing, vol. 44,
pp. 101–107, 2016.
4. L. D. Tavares, R. R. Saldanha, D. A. Vieira, and A. C. Lisboa, “A comparative
study of extreme learning machine pruning based on detection of linear indepen-
dence,” in Tools with Artiﬁcial Intelligence (ICTAI), 2014 IEEE 26th International
Conference on, pp. 63–69, IEEE, 2014.
5. M. Sa´nchez-Gutie´rrez, E. M. Albornoz, H. L. Ruﬁner, and J. G. Close, “Post-
training discriminative pruning for rbms,” Soft Computing, pp. 1–15, 2017.
6. C. S. DaSalla, H. Kambara, M. Sato, and Y. Koike, “Single-trial classiﬁcation of
vowel speech imagery using common spatial patterns,” Neural networks, vol. 22,
no. 9, pp. 1334–1339, 2009.
7. S. Ding, N. Zhang, X. Xu, L. Guo, and J. Zhang, “Deep extreme learning machine
and its application in eeg classiﬁcation,” Mathematical Problems in Engineering,
vol. 2015, 2015.
8. L. Gao, W. Cheng, J. Zhang, and J. Wang, “Eeg classiﬁcation for motor imagery
and resting state in bci applications using multi-class adaboost extreme learning
machine,” Review of Scientiﬁc Instruments, vol. 87, no. 8, p. 085110, 2016.
9. B. Min, J. Kim, H.-j. Park, and B. Lee, “Vowel imagery decoding toward silent
speech bci using extreme learning machine with electroencephalogram,” BioMed
research international, vol. 2016, 2016.
10. J. Mu¨ller-Gerking, G. Pfurtscheller, and H. Flyvbjerg, “Designing optimal spatial
ﬁlters for single-trial eeg classiﬁcation in a movement task,” Clinical neurophysio-
logy, vol. 110, no. 5, pp. 787–798, 1999.
ASAI, Simposio Argentino de Inteligencia Artificial
47JAIIO - ASAI - ISSN: 2451-7585 - Página 19
