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Abstract
We study analytic functions of several variables in the Korányi class such that, when ap-
plied to a contractive tuple of doubly commuting matrices, a positive definite matrix results.
A criterion is given for a finite set to have the property that every measure supported on the set
yields, via an integral formula, a function as above. © 2001 Elsevier Science Inc. All rights
reserved.
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1. Introduction
Let f (z) be a function in the Carathéodory class C, i.e., f (z) is analytic and has
the nonnegative real part in the unit disk D. By Herglotz’s theorem, it admits the
integral representation
f (z) = i Imf (0)+
∫ 2
0
eit + z
eit − z dσ(t) (1.1)
∗ Corresponding author.
E-mail addresses: vladi@math.wm.edu (V. Bolotnikov), lxrodm@math.wm.edu (L. Rodman).
1 Partially supported by the NSF grant DMS 9800704 and by the Faculty Research Assignment grant
from the College of William and Mary.
0024-3795/01/$ - see front matter  2001 Elsevier Science Inc. All rights reserved.
PII: S 0 0 2 4 - 3 7 9 5 ( 0 0 ) 0 0 3 3 1 - 1
70 V. Bolotnikov, L. Rodman / Linear Algebra and its Applications 328 (2001) 69–94
for some nonnegative bounded Borel measure σ on [0, 2). It is easily seen that for
every bounded linear operator A on a Hilbert space H (notation: A ∈L(H)) such
that ‖A‖  1 and specA ⊂ D (we denote by specA the spectrum of A), it holds that
f (A)+ f (A)∗  0. (1.2)
Indeed, it follows from (1.1) that
f (A) = i Im(f (0))IH +
∫ 2
0
(eit IH + A)(eit IH − A)−1 dσ(t)
and a straightforward calculation shows that
f (A)+ f (A)∗ = 2
∫ 2
0
(e−it IH − A∗)(IH − A∗A)(eit IH − A)−1 dσ(t),
which in turn, implies (1.2). It follows also from (1.1) that Cmay be characterized as
the set of all functions f which are analytic for all |z| /= 1 and satisfy the conditions
f (z¯−1) = −f (z) and f (z)+ f (z)
∗
1 − |z|2  0 (|z| /= 1). (1.3)
The Carathéodory class can be extended to the case of several variables in different
ways. One way has been considered by Agler in [1] and consists of all functions f
analytic on the d-fold polydisk Dd :
Dd = {z = (z1, . . . , zd ) ∈ Cd : |zk| < 1}
and such that
f (rT1, . . . , rTd)+ f (rT1, . . . , rTd)∗  0
for any r < 1 and for any d-tuple of commuting contractions (T1, . . . , Td). This class
coincides with the set of all functions analytic and with the nonnegative real part in
Dd only for d = 1, 2. Realization formulas established in [1] for such functions are
analogues of the Herglotz’s representation (1.1) for the one variable case.
In this paper we shall deal with a different analogue ofCwhich was introduced by
Korányi in [4]. It will be convenient to use the shorthand notation z = (z1, . . . , zd )
and t = (t1, . . . , td ).
Definition 1.1. A function f (z) of d complex variables z1, . . . , zd will be called
Korányi function if f (z) admits a representation
f (z) =
∫ 2
0
· · ·
∫ 2
0
eit1 + z1
eit1 − z1 × · · · ×
eitd + zd
eitd − zd dσ(t), (1.4)
where σ is some nonnegative bounded Borel measure on the d-cube [0, 2)d .
We denote by Kd the class of Korányi functions of d complex variables. De-
note by T the unit circle. It is immediate that every Korányi function is defined and
analytic in the set (z1, . . . , zd ) ∈ ((C ∪ {∞})\T)d , which consists of 2d connected
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components. A calculation shows that a Korányi function f satisfies the equality (we
denote by |S| the cardinality of a finite set S)
d∑
k=0
 ∑
S⊆{1,...,d},|S|=k
(−1)kf (w1(S), . . . , wd(S))

= 2d
∫ 2
0
· · ·
∫ 2
0
d∏
j=1
(
1 − |zj |2
|eitj − zj |2
)
dσ(t), (1.5)
where we have denoted wj(S) = zj if j /∈ S, and wj(S) = zj −1 if j ∈ S. It follows
then that
d∑
k=0
 ∑
S⊆{1,...,d},|S|=k
(−1)kf (w1(S), . . . , wd(S))
  0
for |z1|, |z2|, . . . , |zd | < 1, (1.6)
for every f ∈Kd . A Korányi function f also satisfies the symmetry relation
f (z1
−1, . . . , zd −1) = (−1)d f (z1, . . . , zd ). (1.7)
It was proved by Korányi [4] that every function f which is analytic in the set ((C ∪
{∞})\T)d and satisfies (1.6) and (1.7) must be of the form (1.4) (modulo some nor-
malization conditions). Comparison with (1.3) shows that indeed the class of Korányi
functions can be viewed as a generalization of the Carathéodory class of one variable
functions.
Consider now a d-tuple A = {A1, . . . , Ad } of operators Aj ∈L(H), where H
is a Hilbert space, with the following properties:
AjAi = AiAj (i /= j) and A∗jAi = AiA∗j (i /= j), (1.8)
such that
‖Aj‖  1 and specAj ⊂ D, for j = 1, . . . , d. (1.9)
We say that a d-tuple A with properties (1.8) and (1.9) is doubly commuting and
contracting, or is a DCC d-tuple in short. Note that the operators Aj in a DCC d-
tuple need not be normal. If A = {A1, . . . , Ad} is a DCC d-tuple, then for every
f ∈Kd the value of f (A1, . . . , Ad) is well defined via (1.4) by
f (A1, . . . , Ad)=
∫ 2
0
· · ·
∫ 2
0
×
d∏
j=1
(
(eitj IH + Aj)(eitj IH − Aj)−1
)
dσ(t). (1.10)
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Here and elsewhere in the paper
∏d
j=1 Xj stands for the product X1X2 · · ·Xd (in
this order). If moreover Aj are all invertible and A−1j ∈L(H), then we can also
define the operator
d∑
k=0
 ∑
S⊆{1,...,d},|S|=k
(−1)kf (B1(S), . . . , Bd(S))
 , (1.11)
where we let Bj(S) = Aj if j /∈ S, and Bj (S) = (A−1j )∗ if j ∈ S. For short, let us
denote the operator (1.11) by fˆ (A1, . . . , Ad). It turns out that
fˆ (A1, . . . , Ad)=2d
∫ 2
0
· · ·
∫ 2
0
d∏
j=1
(e−itj IH − A∗j )−1
d∏
j=1
(IH − A∗jAj )
×
1∏
j=d
(eitj IH − Aj)−1 dσ(t). (1.12)
To prove (1.12) it suffices to check that for every d-tuple (t1, . . . , td ), tj ∈ [0, 2),
the equality
d∑
k=0
 ∑
S⊆{1,...,d},|S|=k
(−1)k(B1(S), . . . , Bd(S))

= 2d
d∏
j=1
(e−itj IH − A∗j )−1(IH − A∗jAj)(eitj IH − Aj)−1, (1.13)
holds, where
(A1, . . . , Ad) =
d∏
j=1
(
(eitj IH + Aj)(eitj IH − Aj)−1
)
.
The latter relation is true for d = 1:
(A)− ((A∗)−1)=(eit IH + A)(eit IH − A)−1
−(eit IH + (A∗)−1)(eit IH − (A∗)−1)−1
=(eit IH + A)(eit IH − A)−1
−(e−it IH + A∗)(e−it IH − A∗)−1
=2(e−it IH − A∗)−1(IH − A∗A)(eit IH − A)−1. (1.14)
Assuming (1.13) holds true for d = , and using (1.8) and (1.14) (with A = A+1),
we get
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+1∑
k=0
 ∑
S⊆{1,...,+1},|S|=k
(−1)k(B1(S), . . . , B(S), B+1(S))

=
∑
k=0
( ∑
S⊆{1,...,},|S|=k
(−1)k[(B1(S), . . . , B(S),A+1)
−(B1(S), . . . , B(S), (A∗+1)−1)
])
=
∑
k=0
 ∑
S⊆{1,...,},|S|=k
(−1)k(B1(S), . . . , B(S))

× 2(e−it IH − A∗+1)−1(IH − A∗+1A+1)(eit IH − A+1)−1
= 2+1
+1∏
j=1
(e−itj IH − A∗j )−1(IH − A∗jAj)(eitj IH − Aj)−1.
By induction on d, (1.13) holds, and (1.12) follows.
Note that the right-hand side of (1.12) makes sense also for noninvertible Aj
(provided (1.8) and (1.9) are satisfied). By (1.9), the operators I − A∗jAj are non-
negative. In view of (1.8), they commute and therefore their product is nonnegative.
Then it follows from (1.12) that
fˆ (A1, . . . , Ad)  0. (1.15)
The following lemma shows in particular that the integrand in (1.12) is not equal to
zero.
Lemma 1.2. Let Aj ∈L(H), j = 1, . . . , d, and assume that conditions (1.8) and
(1.9) are satisfied. Then
(IH − A∗1A1) · · · (IH − A∗dAd) /= 0.
Proof. Let (IH − A∗1A1)Q = 0, where Q =
∏d
j=2(IH − A∗jAj). In view of (1.8),
the equation (IH − A∗1A1)Q = 0 can be rewritten as
Q− A∗1QA1 = 0. (1.16)
Since specA1 ⊂ D, the Stein equation P − A∗1PA1 = 0 has a unique solution P =
0. We now conclude from (1.16) that Q = 0. Apply the same argument to Q in
place of
∏d
j=1(IH − A∗jAj), and continue this process, until we eventually obtain
I − A∗dAd = 0. In other words, Ad is an isometry, a contradiction to the assumption
that specAd ⊂ D. 
In this paper we study Korányi functions f for which the strict inequality holds in
(1.15)
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fˆ (A1, . . . , Ad)  ε(A1, . . . , Ad)IH (1.17)
for every DCC d-tuple {Aj ∈L(H)}dj=1, where the positive number ε(A1, . . . , Ad)
may depend on Aj (and on f (z1, . . . , zd )). Such functions f will be called strict
Korányi functions with respect to the Hilbert spaceH. We denote by KdH the class
of all strict Korányi functions with respect to H, or by Kdn if the space H is finite
dimensional and dimH = n. In this paper we study the sets  ⊆ [0, 2)d with the
property that every bounded Borel measure σ with support  gives via (1.4) a strict
Korányi function, with respect to a finite-dimensional Hilbert space. The one variable
case has been studied in [3].
The paper is organized as follows. In the following section we give the neces-
sary definitions and state one of the main results, its corollaries, examples and open
problems. A normal form of doubly commuting matrices is recalled in Section 3.
In Section 4 additional properties of admissible sets are established that eventually
lead to a part of the proof of the main result. Finally, in Section 5 we introduce
inadmissible sets, leading to the remaining part of the proof.
2. Finite admissible sets
We adopt the following definition of the support of a measure. Given a nonnega-
tive bounded Borel measure σ on [0, 2)d , the support of σ , denoted supp(σ ), is the
smallest Borel set  ⊆ [0, 2)d with the property that σ([0, 2)d\) = 0.
We shall say that a Borel set  ⊆ [0, 2)d is n-admissible if every nonnegative
Borel measure σ whose support coincides with  leads via (1.4) to a function f ∈
Kdn . It will be also convenient to consider such sets on the d-torusTd . Denoting
et = (et1, . . . , etd ), t = (t1, . . . , td ) ∈ [0, 2)d , we say that  ⊆Td is n-admissible if
and only if the set  ⊆ [0, 2)d defined by  = {et : t ∈ } is n-admissible.
Lemma 2.1. If  is n-admissible, it is also k-admissible for every positive integer
k < n.
Proof. Let {A1, . . . , Ad} be a DCC d-tuple of k × k matrices, and let σ be a non-
negative Borel measure such that supp (σ ) = . Applying the n-admissible property
of  to the DCC d-tuple of n× n matrices{(
A1 0
0 0
)
, . . . ,
(
Ad 0
0 0
)}
the k-admissible property of {A1, . . . , Ad} follows. 
The following simple observation will be also useful.
Lemma 2.2. Every Borel subset of [0, 2)d that contains an n-admissible set is
itself n-admissible.
V. Bolotnikov, L. Rodman / Linear Algebra and its Applications 328 (2001) 69–94 75
Proof. Let 1 ⊆ 2 ⊆ [0, 2)d be Borel sets, and assume that 1 is n-admissible.
If σ2 is a nonnegative Borel measure with support 2, then the nonnegative Borel
measure σ1 defined by σ1(X) = σ2 (X\(2\1)), X a Borel subset of [0, 2)d , has
support1. Clearly, σ1(X)  σ2(X). Therefore, in view of formula (1.12), for every
DCC d-tuple of n× n matrices {A1, . . . , Ad} we have
fˆσ2(A1, . . . , Ad)  fˆσ1(A1, . . . , Ad),
where fˆσ1 (resp. fˆσ2 ) is given by formula (1.12) with σ replaced by σ1 (resp. σ2).
Now by using the defining property of 1 as an n-admissible set, we complete the
proof. 
We now formulate one of our main results that describes finite admissible sets.
Additional notation will be introduced for this purpose. The integer d (number of
variables) will be fixed throughout.
Let be given a d-tuple m = (m1, . . . ,md) of positive integers, and also a d-tuple
λ = (λ1, . . . , λd ) of unimodular complex numbers. Arrange the m1 · · ·md products
λ
q1
1 · · ·λqdd , 0  qj  mj − 1, in the lexicographical order:
λ
q1
1 · · · λqdd ≺ λr11 · · · λrdd
if
qj /= rj , qj+1 = rj+1, . . . , qd = rd ⇒ qj < rj .
Rename the products λq11 · · · λqdd , 0  qj  mj − 1, indicating the lexicographical
ordering in a subscript, thus obtaining the (m1 · · ·md)-tuple of unimodular numbers
p1(λ,m) ≺ p2(λ,m) ≺ · · · ≺ pm1···md (λ,m).
In other words, pα(λ,m) = λq11 · · · λqdd , where the d-tuple (q1, . . . , qd) is in the
position α with respect to the lexocographical ordering of the set
{(r1, . . . , rd ) : 0  rj  mj − 1, rj integers, j = 1, . . . , d}.
For example, p1(λ,m) = 1, pm1+1(λ,m) = λm1−11 λ2.
For a positive integer n, define
P(n) = {(m1, . . . ,md) ∈ (Z+)d : m1 · · ·md  n}.
Here Z+ is the set of positive integers. In other words, P(n) is the set of (ordered)
d-tuples m = (m1, . . . ,md) of positive integers whose product does not exceed n.
Theorem 2.3. Let be given a set  = {λ(1), . . . , λ(N)} ⊆ Td consisting of a finite
number N of points. For every m = (m1, . . . ,md) ∈ P(n) form the N × (m1 · · ·md)
matrix (,m) whose (i, j) entry is equal to pj (λ(i),m). Then the set  is n-admis-
sible if and only if
(∗) For every m = (m1, . . . ,md) ∈ P(n), it holds that
rank(,m) = m1 · · ·md, (2.1)
in other words, (,m) has full column rank.
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The proof of Theorem 2.3 will be given in subsequent sections.
To put Theorem 2.3 in perspective, note that for the one variable case, a Borel set
 ∈ T is n-admissible if and only if its cardinality is at least n, a result proved in [3].
Theorem 2.3 admits a matrix theoretic interpretation. Namely, the set  as in
Theorem 2.3 is n-admissible if and only if for every DDC d-tuple {A1, . . . , Ad} of
n× n matrices we have
N⋂
i=1
Ker
 d∏
j=1
(I − A∗jAj )
d∏
j=1
(λ
(i)
j I − Aj)−1
 = {0}. (2.2)
Here λ(i)j is the jth component of λ(i); cf. Lemma 4.1. Condition (2.2) is reminis-
cent of observability in linear control systems theory; indeed, these ideas played a
significant role in the treatment of the one variable case [3].
We proceed with corollaries from the theorem, open problems, and examples.
Corollary 2.4. The cardinality of any n-admissible set cannot be smaller than n.
Moreover, there exist n-admissible sets of cardinality n, and the set of n-admissible
sets of cardinality n is Zariski open in the set(n) of (ordered) n-tuples {1, . . . ,n},
where each j = (λ(j)1 , . . . , λ(j)d ) ∈ Td . In other words, there exist a finite set of
polynomialshk(w(j)i ) (k = 1, 2, . . . , k0) of nd complex variablesw(j)i (j = 1, . . . , n;
i = 1, . . . , d), with complex coefficients, such that the set {1, . . . ,n} is n-admis-
sible if and only if hs(λ(j)i ) /= 0 for some k ∈ {1, 2, . . . , k0}.
Proof. The proof is easily obtained from the theorem, using the following well-
known fact: If h(w1, . . . , wp) is a polynomial of several complex variables wj with
complex coefficients such that h(w1, . . . , wp) = 0 as soon as |w1| = · · · = |wp| =
1, then h is identically 0 (one can prove this fact by induction on p). 
Lemma 2.2 suggests the following problem.
Problem 2.5. Describe all minimal n-admissible sets, i.e., those that do not contain
properly any n-admissible set.
We do not have a complete solution to this problem.
For small values of n, possible cardinalities of n-admissible sets are given in the
following examples.
Example 2.6. n = 2.
We have d choices of mj such that 1 < m1 · · ·md  n:
mj = 2 and mi = 1 for i /= j (j = 1, . . . , d).
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By Theorem 2.3, a set  ⊆ Td is 2-admissible if and only if for every j = 1, . . . , d
there exist λ(1), λ(2) ∈  such that
rank
(
1 λ(1)j
1 λ(2)j
)
= 2. (2.3)
Equivalently,  ⊆ Td is 2-admissible if and only if for every j = 1, . . . , d , there
exist two points in  with different zj -coordinates. From the latter set of at most
2d points we may always choose d with the same property. Therefore any minimal
2-admissible set contains not less then 2 and not more than d points. The following
example shows that the upper bound d is exact:
Let α /= β be two points on T and let
λ
()
j =
{
α if j = 
β if j /=  (, j = 1, . . . , d).
Then the set
 =
{
λ() =
(
λ
()
1 , . . . , λ
()
d
)
:  = 1, . . . , d
}
consists of d points and is minimal 2-admissible. In particular we obtain that for
d = 2, any minimal 2-admissible set contains precisely two points.
Example 2.7. n = 3.
We now have 2d choices ofmj such that 1 < m1 · · ·md  n : d from the previous
example and
mj = 3 and mi = 1 for i /= j (j = 1, . . . , d).
By Theorem 2.3, a set  ⊆ Td is 3-admissible if and only if for every j = 1, . . . , ,
there exist three points
λ(1), λ(2), λ(3) ∈ 
such that
rank

1 λ(1)j (λ
(1)
j )
2
1 λ(2)j (λ
(2)
j )
2
1 λ(3)j (λ
(3)
j )
2
 = 3 (j = 1, . . . , d) (2.4)
(it is readily seen in this example that conditions (2.3) follow from (2.4) automatical-
ly). Equivalently, ∈ Td is 3-admissible if and only if for every j = 1, . . . , d , there
exist three points in  with different zj -coordinates. From the latter set of at most 3d
points we may always choose 2d points with the same properties (this statement may
be proved by induction on d, for example). Therefore, any minimal 3-admissible set
contains at most 2d points. An example of such set is given below.
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Let α, β and γ be three distinct points on T and let
λ
()
j =

α if j =   d
γ if j = − d > 0
β if j /= , j /= − d
(j = 1, . . . , d;  = 1, . . . , 2d).
Then the set
 =
{
λ() =
(
λ
()
1 , . . . , λ
()
d
)
:  = 1, . . . , 2d
}
consists of 2d points and is minimal 3-admissible.
Example 2.8. d = 2, n = 4.
The following three choices of m1 and m2 are essential:
(1) m1 = 1, m2 = 4,
(2) m1 = 4, m2 = 1,
(3) m1 = 2, m2 = 2.
The set  ⊆ T2 is 4-admissible if and only if
rank

1 λ(1)j (λ
(1)
j )
2 (λ(1)j )
3
1 λ(2)j (λ
(2)
j )
2 (λ(2)j )
3
1 λ(3)j (λ
(3)
j )
2 (λ(3)j )
3
1 λ(4)j (λ
(4)
j )
2 (λ(4)j )
3

= rank

1 µ(1)1 µ
(1)
2 µ
(1)
1 µ
(1)
2
1 µ(2)1 µ
(2)
2 µ
(2)
1 µ
(2)
2
1 µ(3)1 µ
(3)
2 µ
(3)
1 µ
(3)
2
1 µ(4)1 µ
(4)
2 µ
(4)
1 µ
(4)
2
 = 4
for some choice of four points (λ(j)1 , λ
(j)
2 ) in  and four points, not necessarily the
same, (µ
(j)
1 , µ
(j)
2 ), also in . Equivalently,  ⊆ T2 is 4-admissible if and only if
it contains four points with different z1-coordinates, four points with different z2-
coordinates and four points whose coordinates λ()j are subject to
det

1 λ(1)1 λ
(1)
2 λ
(1)
1 λ
(1)
2
1 λ(2)1 λ
(2)
2 λ
(2)
1 λ
(2)
2
1 λ(3)1 λ
(3)
2 λ
(3)
1 λ
(3)
2
1 λ(4)1 λ
(4)
2 λ
(4)
1 λ
(4)
2
 /= 0.
It may be shown that from this set of at most 12 points we may always choose six
with the same properties. Therefore, any minimal 4-admissible set contains at most
six points. An example of such set is given by
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 = {(λ1, µ1), (λ2, µ1), (λ3, µ1), (λ1, µ2), (λ1, µ3), (λ4, µ4)}.
Denote by γ (d, n) the largest cardinality of a minimal n-admissible set. The follow-
ing is an interesting combinatorial problem, in fact, a special case of the more general
Problem 2.5.
Problem 2.9. Determine the numbers γ (d, n).
The above examples show that γ (d, 2) = d , γ (d, 3) = 2d , and γ (2, 4) = 6. It
was proved in [3] that γ (1, n) = n.
We now proceed to establish some estimates for γ (d, n). To this end we introduce
the componentwise partial order in the set (Z+)d :
(r1, . . . , rd ) ≺c (s1, . . . , sd ), rj , sj ∈ Z+
if and only if rj  sj for j = 1, . . . , d . It is easy to see from Theorem 2.3 that
γ (d, n) 
∑
(m1 · · ·md), (2.5)
where the sum is taken over all (ordered) d-tuples (m1, . . . ,md) ∈ P(n) that are ≺c-
maximal in P(n). Using (2.5), estimates for γ (d, n) may be obtained, for example:
γ (2, n)  n+ n
2
2
, γ (d, n)  nd for d  3. (2.6)
Indeed,
γ (2, n)  n+
[n/2]∑
m1=1
(
m1
[
n
m1
])
 n+
[n/2]∑
m1=1
n = n+
[n
2
]
n  n+ n
2
2
.
Assuming by induction that the second formula in (2.6) holds for d − 1, we have in
view of (2.5)
γ (d, n)γ (d − 1, n)+
n∑
md=2
(
mdγ
(
d − 1,
[
n
md
]))
nd−1 +
n∑
md=2
(
md
[
n
md
]d−1)
nd−1 +
n∑
md=2
nd−1
md−2d
 nd.
3. Normal forms of doubly commuting matrices
Definition 3.1. If A is an n× n block diagonal matrix (i.e., if both the blocks above
and those below the diagonal blocks are zero) with  square blocks A1, . . . , A on
the diagonal of sizes n1, . . . , n, respectively, so that n1 + · · · + n = n, then we
shall write A = D(A1, . . . , A).
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Definition 3.2. We shall say that a matrix A ∈ Cn×n is unitarily reducible if
A = UD(X1,X2)U∗
for some unitary matrix U and X1 ∈ Cn1×n1 , X2 ∈ Cn2×n2 for 1  n1, n2 < n.
It is readily seen that A is unitarily reducible if and only if there exists an n1-
dimensional space (1  n1 < n) which is invariant with respect both to A and A∗.
The normal forms of doubly commuting matrices have been studied in [2].
Recall the standard definition of the tensor, or Kronecker, product: If A = [aij ]
and B are matrices of sizes m1 × n1 and m2 × n2, respectively, then the tensor prod-
uct A⊗ B is the m1m2 × n1n2 matrix [aijB]. Note that (A⊗ B)⊗ C = A⊗ (B ⊗
C).
We quote [2, Theorem 1.1].
Theorem 3.3. Let {A1, . . . , Ad} be a doubly commuting d-tuple of n× n complex
matrices:
AjAi = AiAj (i /= j) and A∗jAi = AiA∗j (i /= j).
Then there exists a unitary matrix U such that
UAjU
∗ =

Aj,1 0 · · · 0
0 Aj,2
.
.
.
...
...
.
.
.
.
.
. 0
0 · · · 0 Aj,
 , j = 1, . . . , d, (3.1)
where for each k = 1, . . . , , the mk ×mk matrices {A1,k, . . . , Ad,k} are of the form
A1,k = X1,k ⊗ Ip2,k ⊗ · · · ⊗ Ipd,k ,
A2,k = Ip1,k ⊗X2,k ⊗ Ip3,k ⊗ · · · ⊗ Ipd,k ,
...
Ad,k = Ip1,k ⊗ · · · ⊗ Ipd−1,k ⊗Xd,k,
(3.2)
and whereXj,k are upper triangular unitarily irreduciblepj,k × pj,k matrices. Thus,
n = p1,1p2,1 · · ·pd,1 + p1,2p2,2 · · ·pd,2 + · · · + p1,p2, · · ·pd,.
Remark 3.4. In view of (1.12), inequality (1.17) holds for every choice of operators
Aj ∈ Cn×n satisfying conditions (1.8) and (1.9) if and only if it holds for every
d-tuple {Aj }dj=1 of the form (3.1) and (3.2).
Using a usual similarity (not unitary, in general) we may find an invertible matrix
P such that the matrices A˜j = PAjP−1 will have a simpler form than (3.1)–(3.2).
Of course the matrices Aj will be still commuting (but not doubly commuting, in
general). In the following theorem, Jm(a) denotes the m×m Jordan block with the
number a on the main diagonal:
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Jm(a) =

a 1 0 · · · 0
0 a 1
.
.
.
...
...
.
.
.
.
.
. 0
a 1
0 · · · 0 a
 ∈ C
m×m. (3.3)
We will also use the notation D({Aj }j∈V ) for a block diagonal matrix with diagonal
blocks Aj indexed by a finite set V, with a specified order of blocks on the block
diagonal of D({Aj }j∈V ).
Theorem 3.5. Let {A1, . . . Ad} be a d-tuple of doubly commuting n× n complex
matrices. Then there exist positive integersmj,k, (j = 1, 2, . . . , d; k = 1, 2, . . . , p),
such that
n = m1,1m2,1 · · ·md,1 +m1,2m2,2 · · ·md,2 + · · · +m1,pm2,p · · ·md,p,
a partition of every mj,k:
mj,k = γ1(j, k)+ · · · + γsj,k (j, k),
where γr(j, k), 1  r  sj,k, are positive integers, and an invertible matrix P such
that
PAjP
−1 = D (Aj,1, . . . , Aj,p) , j = 1, 2, . . . , d. (3.4)
The matrices Aj,k, for a fixed k ∈ {1, 2, . . . , p}, in (3.4) have the following struc-
ture:
A1,k = D({Jγβ1 (1,k)(a1,k,β1)⊗ Iγβ2 (2,k) ⊗ · · · ⊗ Iγβd (d,k)}(β1,...,βd)∈Sk),
A2,k = D({Iγβ1 (1,k) ⊗ Jγβ2 (2,k)(a2,k,β2)⊗ · · · ⊗ Iγβd (d,k)}(β1,...,βd)∈Sk),
...
Ad,k = D({Iγβ1 (1,k) ⊗ Iγβ2 (2,k) ⊗ · · · ⊗ Jγβd (d,k)(ad,k,βd )}(β1,...,βd)∈Sk ),
(3.5)
where Sk is the set of all d-tuples of integers (β1, . . . , βd) such that 1  βj  sj,k,
1  j  d, and the ordering in which the blocks appear on the main block diagonal
in (3.5) is the same for A1,k, A2,k, . . . , Ad,k (for example, one can take the lexico-
graphical ordering on Sk for every Aj,k). Thus, the matrices A1,k, A2,k, . . . , Ad,k
are of size (m1,km2,k · · ·md,k)× (m1,km2,k · · ·md,k).
Proof. By Theorem 3.3 we may assume that
A1 = X1 ⊗ Iq2 ⊗ · · · ⊗ Iqd ,
A2 = Iq1 ⊗X2 ⊗ Iq3 ⊗ · · · ⊗ Iqd ,
...
Ad = Iq1 ⊗ Iq2 ⊗ · · · ⊗Xd,
(3.6)
where n = q1 · · · qd, and where Xj are upper triangular unitarily irreducible qj × qj
matrices. We prove that for matrices of the form (3.6) the result of Theorem 3.5 holds
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with p = 1. We therefore use the notation introduced in Theorem 3.5 with the index
k omitted.
Let Sj ∈ Cm×m, j = 1, 2, . . . , d , be invertible matrices such that SjXjS−1j are in
a Jordan form:
SjXjS
−1
j = D
(
Jγ1(j)(aj,1), . . . , Jγs (j)(aj,s )
)
,
where γ1(j)+ · · · + γs(j) = qj ; s = s(j). Then
(S1 ⊗ S2 ⊗ · · · ⊗ Sd)Aj(S1 ⊗ S2 ⊗ · · · ⊗ Sd)−1
= Iq1 ⊗ · · · ⊗ Iqj−1 ⊗ D(Jγ1(j)(aj,1), . . . , Jγs (j)(aj,s ))⊗ · · · ⊗ Iqd . (3.7)
It remains to write (3.7) in the form
D(Iq1 ⊗ · · · ⊗ Iqj−1 ⊗ Jγ1(j)(aj,1)⊗ · · · ⊗ Iqd , . . . ,
Iq1 ⊗ · · · ⊗ Iqj−1 ⊗ Jγs(j)(aj,s )⊗ · · · ⊗ Iqd ). 
4. More about admissible sets. Proof of sufficiency in Theorem 2.3
For a finite set  = {λ(i) = (λ(i)1 , . . . , λ(i)d ) ∈ Td, i = 1, . . . , N} and a DCC d-
tuple A = {A1, . . . Ad}, let K(A) denote the positive semidefinite matrix defined
by
K(A)=
N∑
i=1
 1∏
j=d
((λ
(i)
j I − Aj)∗)−1
×
d∏
j=1
(I − A∗jAj )
d∏
j=1
(λ
(i)
j I − Aj)−1
 . (4.1)
Let σ  0 be any Borel measure on Td such that σ({λ(i)}) = αi > 0 for i = 1, . . . ,
N . Setting
α = min
i
αi and α˜ = max
i
αi,
we conclude from (1.12) and (4.1) that
αK(A)  2−d fˆ (A1, . . . , Ad)  α˜K(A).
The latter inequality leads to the following conclusion.
Lemma 4.1. The set  = {λ(i) ∈ Td, i = 1, . . . , N} is n-admissible if and only if
K(A) > 0 for every DCC d-tuple of n× n matrices A.
Lemma 4.1 allows us to obtain a sufficient condition for n-admissible sets.
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Theorem 4.2. If a set  ∈ Td contains an nd point set of the form 1 × · · · ×d ,
where each j ∈ T consists of exactly n points, then  is n-admissible.
It is convenient to present a lemma before proving Theorem 4.2.
Lemma 4.3. If B is an n× n matrix such that ‖B‖  1 and specB ⊂ D, then for
every set of n points {µ1, . . . , µn} ∈ C\specB the matrix
n∑
i=1
((µiIn − B)∗)−1(In − B∗B)(µiIn − B)−1
is positive definite.
Proof. By [3, Lemma 2.4], the pair (B∗, (I − B∗B)1/2) is exactly controllable, i.e.,
Range
[
n−1∑
i=0
((B∗)i(I − B∗B)1/2)
]
= Cn.
Thus, it remains to prove that every power (B∗)j can be expressed as a linear com-
bination of ((µiIn − B)∗)−1, i = 1, . . . , n. In fact, if C is a matrix with the minimal
polynomial of degree k, then for any k-tuple ν1, . . . , νk of complex numbers not in
the spectrum of C, the powers of C can be expressed as linear combinations of (νj I −
C)−1, j = 1, . . . , k. For a verification of this fact, define a linear transformation α of
the k-dimensional subalgebra generated by C by the rule α(Cj ) = (νj I − C)−1; then
α is easily seen to have zero kernel, and therefore is onto the subalgebra generated
by C. 
Proof of Theorem 4.2. Let A = {A1, . . . , Ad} be a DCC d-tuple of n× n matri-
ces. Since each Aj satisfies conditions (1.9), it follows by Lemma 4.3 that the matrix
Aj =
∑
λ∈j
((λIn − Aj)∗)−1(In − A∗jAj )(λj In − Aj)−1 (4.2)
is positive definite. By (1.8), the matrices A1, . . . ,Ad commute and therefore, their
product is positive definite. Now observe that
K(A) = A1 · A2 · · ·Ad,
which completes the proof, by Lemma 4.1. 
Next, we proceed with several additional lemmas. Let be given an ordered set of
N not necessarily distinct points
 = {λ(1), . . . , λ(N)} ⊂ Cd,
each of which has d components complex numbers. Let be also given a d-tuple
of positive integers m = (m1, . . . ,md). Form the N × (m1 . . . md) matrix (,m)
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whose (i, j) entry is equal to pj (λ(i),m), where pj (λ(i),m) are defined as in Section
2. Now, suppose we are also given a scalar monic polynomial pj (z) of degree mj ,
for j = 1, . . . , d . For  = 1, . . . , N , write∏
{k:k /=}
(z− λ(k)j ) = pj (z)u()j (z)+
mj−1∑
q=0
σ
()
j,qz
q (j = 1, . . . , d). (4.3)
In this formula, u()j (z) is a polynomial of z, and σ
()
j,q are certain complex num-
bers; in other words, we divide
∏
k /=(z− λ(k)j ) by pj (z) with a remainder. Form an
N × (m1 · · ·md) matrix
 = ({λ(1), . . . , λ(N)};m = (m1, . . . ,md);p1(z), . . . , pd(z)) (4.4)
as follows: the (i, k)th entry of  is σ (i)1,q1 · · ·σ
(i)
d,qd
, where the d-tuple of integers
(q1, . . . , qd), 0  qj  mj − 1, is determined by the ordinal number k of the column
of  (we keep the columns of  in the lexicographical order, the same order as for
the columns of (,m)).
With  and (,m) defined as above, the following formula holds (we denote
the transposed matrix by the superscript T):
((,m))T = diag[α1, . . . , αN ] + [βi,s ]Ni,s=1, (4.5)
where
βi,s = (−1)d
d∏
j=1
(
pj (λ
(s)
j )u
(i)
j (λ
(s)
j )
)
, i, s = 1, . . . , N,
and
αi=
d∏
j=1
 ∏
{k:k /=i}
(λ
(i)
j − λ(k)j )
− pj (λ(i)j )u(i)j (λ(i)j )
− βi,i ,
i = 1, . . . , N.
Verification of formula (4.5) is straightforward. Indeed, the (i, s)th entry (where
i, s = 1, . . . , N) of the product((,m))T is equal to∑
0qjmj−1
σ
(i)
1,q1 · · · σ
(i)
d,qd
(λ
(s)
1 )
q1 · · · (λ(s)d )qd
=
d∏
j=1
 ∑
0qjmj−1
σ
(i)
j,qj
(λ
(s)
j )
qj
 . (4.6)
In turn, formula (4.3) shows that∑
0qjmj−1
σ
(i)
j,qj
(λ
(s)
j )
qj =
 ∏
{k:k /=i}
(λ
(s)
j − λ(k)j )
− pj (λ(s)j )u(i)j (λ(s)j ),
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which is equal to −pj (λ(s)j )u(i)j (λ(s)j ) if i /= s, and to ∏
{k:k /=i}
(λ
(i)
j − λ(k)j )
− pj (λ(i)j )u(i)j (λ(i)j )
if i = s. Upon substituting these equalities in (4.6) formula (4.5) follows.
Lemma 4.4. If (,m) has full column rank, then so does.
Proof. We consider first the case d = 1. To simplify the notation we omit any index
that takes values from 1 to d, thus write λ(i) for λ(i)1 , p(z) for p1(z), etc. The matrix
(,m) takes the form
(,m) =

1 λ(1) · · · (λ(1))m−1
1 λ(2) · · · (λ(2))m−1
...
... · · · ...
1 λ(N) · · · (λ(N))m−1
 .
Formula (4.3) takes the form∏
{k:k /=}
(z− λ(k)) = p(z)u()(z)+
m−1∑
q=0
σ ()q z
q,  = 1, . . . , N. (4.7)
Since (,m) has full column rank, we must have that N  m and that at least m
numbers among λ(1), . . . , λ(N) are distinct. It is easy to see that if λ(i) = λ(), then
σ
(i)
q = σ ()q for q = 0, . . . ,m− 1. Thus, we can assume without loss of generality
that the numbers λ(1), . . . , λ(N) are all distinct.
Suppose first that N = m. Then in formula (4.7) u(i)(z) ≡ 0 (because the left-
hand side of (4.7) is a polynomial of degree less than m), and thus (4.5) gives
 ((,m))T = diag[α1, . . . , αN ],
where
αi =
∏
{k:k /=i}
(λ(i) − λ(k)) /= 0.
The invertibility of follows. Arguing by induction, suppose we have already proved
Lemma 4.4 for N − 1  m points, and we would like to prove the lemma for N
points (assuming d = 1). Consider the equation analogous to (4.7) for the N − 1
points λ(1), . . . , λ(N−1):∏
{k:1kN−1,k /=}
(z− λ(k))
= p(z)u()N−1(z)+
m−1∑
q=0
σ
()
N−1,qz
q,  = 1, . . . , N − 1. (4.8)
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Multiply (4.8) by (z− λ(N)) and calculate modulo p(z) =∑mr=0 przr , (pm = 1):∏
{k:1kN,k /=}
(z − λ(k))
= (z − λ(N))
m−1∑
q=0
σ
()
N−1,qz
q

= −
m−1∑
r=0
σ
()
N−1,m−1prz
r +
m−1∑
q=1
σ
()
N−1,q−1z
q −
m−1∑
q=0
σ
()
N−1,qλ
(N)zq
=
m−1∑
q=1
(
σ
()
N−1,q−1 − σ ()N−1,m−1pq − σ ()N−1,qλ(N)
)
zq
−σ ()N−1,m−1p0 − σ ()N−1,0λ(N).
Comparison with (4.7) gives[
σ
()
0 · · ·σ ()m−1
]
=
[
σ
()
N−1,0 · · · σ ()N−1,m−1
]
Q, (4.9)
where
Q =

−λ(N) 1 0 · · · 0
0 −λ(N) 1 · · · 0
...
...
.
.
.
.
.
.
...
0 0 · · · −λ(N) 1
−p0 −p1 · · · −pm−2 −pm−1 − λ(N)
 .
Equality (4.9) implies
[IN−1 0N−1,1]({λ(1), . . . , λ(N)};m;p(z))
= ({λ(1), . . . , λ(N−1)};m;p(z))Q. (4.10)
It is easy to see that detQ = −p(λ(N)). Reordering the N-tuple {λ(1), . . . , λ(N)}, if
necessary, and taking advantage of the assumptions that the points λ(1), . . . , λ(N) are
all distinct and that N > m, we may select λ(N) so that p(λ(N)) /= 0, that is, detQ /=
0. Now the full column rank property of ({λ(1), . . . , λ(N)},m;p(z)) follows from
that of({λ(1), . . . , λ(N−1)},m;p(z)) (which holds in view of the induction hypoth-
esis) and from equality (4.10). This concludes the proof of the lemma for the case
d = 1.
Consider now the case d > 1. For j = 1, . . . , d let
j =

1 λ(1)j · · · (λ(1)j )mj−1
...
...
...
...
1 λ(N)j · · · (λ(N)j )mj−1
 .
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Since the columns of j appear also as columns of (,m), clearly j has full
column rank. By the already proved case d = 1, the columns of j are linear com-
binations of the columns of
({λ(1)j , . . . , λ(N)j };mj ;pj (z)) =

σ
(1)
j,0 σ
(1)
j,1 · · · σ (1)j,mj−1
...
...
...
...
σ
(N)
j,0 σ
(N)
j,1 · · · σ (N)j,mj−1
 .
So 
(λ
(1)
j )
qj
...
(λ
(N)
j )
qj
 = mj−1∑
r=0
αj,r,qj

σ
(1)
j,r
...
σ
(N)
j,r

for some scalars αj,r,qj . Now a typical column of (,m) can be represented as
follows:
(λ
(1)
1 )
q1 · · · (λ(1)d )qd
(λ
(2)
1 )
q1 · · · (λ(2)d )qd
...
(λ
(N)
1 )
q1 · · · (λ(N)d )qd

=
∑
{(r1,...,rd }:0rjmj−1}
α1,r1,q−1 · · ·αd,rd ,qd

σ
(1)
1,r1 · · · σ
(1)
d,rd
σ
(2)
1,r1 · · · σ
(2)
d,rd
...
σ
(N)
1,r1 · · ·σ
(N)
d,rd
 ,
a linear combination of the columns of . 
We remark that it is generally false that rank(,m) = rank (thus the hypoth-
esis that (,m) has full column rank is essential in Lemma 4.4). To construct an
example to this effect, let d = 1, N = 2, m = 3, λ(1) = 0, λ(2) = −µ−1, where µ
is a solution of the cubic equation µ3 + 1 = 0, and p(z) = z3 + 1. In this example,
rank(,m) = 2, but rank = 1.
Lemma 4.5. Let , m, and (,m) be as above. Assume that the integers mj are
partitioned:
mj = γ1(j)+ · · · + γsj (j),
where γr(j), 1  r  sj , are positive integers. Let be also given matricesB1, . . . , Bd
in the following form:
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B1=D({Jγβ1 (1)(a1,β1)⊗ Iγβ2 (2) ⊗ · · · ⊗ Iγβd (d)}(β1,...,βd)∈S),
B2=D({Iγβ1 (1) ⊗ Jγβ2 (2)(a2,β2)⊗ · · · ⊗ Iγβd (d)}(β1,...,βd)∈S),
...
Bd=D({Iγβ1 (1) ⊗ Iγβ2 (2) ⊗ · · · ⊗ Jγβd (d)(ad,βd )}(β1,...,βd )∈S), (4.11)
where S is the set of all d-tuples of integers (β1, . . . , βd) such that 1  βj  sj , 1 
j  d, and the ordering in which the blocks appear on the main block diagonal in
(4.11) is the same for B1, B2, . . . , Bd (for example, one can take the lexicographical
ordering on S for every Bj ). Furthermore, for  = 1, . . . , N, let
T =
∏
k /=
d∏
j=1
(Bj − λ(k)j I ), (4.12)
where λ(k) = (λ(k)1 , . . . , λ(k)d ). If the matrix (,m) has linearly independent col-
umns, then
span(T1, . . . , TN)=span(Br11 Br22 · · ·Brdd : r1 = 0, . . . ,m1 − 1; . . . ;
rd = 0, . . . ,md − 1). (4.13)
Note that formula (4.11) is the same as (3.5) with fixed k. In particular, the matri-
ces B1, . . . , Bd commute, and are of size (m1 · · ·md)× (m1 · · ·md).
Proof. Let PB1(z), . . . , PBd (z) be the minimal polynomials of B1, . . . , Bd , respec-
tively. It follows from (4.11) that
degPBj  mj, j = 1, . . . , d,
and then, by Cayley’s theorem, that
span(Brj , r = 0, . . . ,mj − 1) = span(Brj : r = 0, 1, . . .).
Therefore, the right-hand side of (4.5) coincides with
span(Br11 B
r2
2 · · ·Brdd : r1, . . . , rd = 0, 1, . . .).
The inclusion ⊆ in (4.13) now follows by definition (4.12) of T with no reference
to the linear independence of the columns of (,m).
We now show the converse inclusion. Let pj (z) be a (scalar) monic polynomial
of degree mj that kills Bj , i.e., pj (Bj ) = 0. By Lemma 4.4, has full column rank.
Now note the equality which follows at once from the definition of T and (4.3)
T1
T2
...
TN
 = (({λ(1), . . . , λ(N)},m)⊗ I(m1···md)×(m1···md))X, (4.14)
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whereX is the (m1 · · ·md)2 × (m1 · · ·md) matrix whose (m1 · · ·md)× (m1 · · ·md)
blocks are products Br11 · · ·Brdd arranged from top to bottom in the lexicographical
order of the exponent d-tuples:
(q1, . . . , qd) ≺ (r1, . . . , rd ) if and only if
qj /= rj , qj+1 = rj+1, . . . , qd = rd ⇒ qj < rj .
Here 0  qj , rj  mj , j = 1, . . . , d . Since the matrix
({λ(1), . . . , λ(N)},m)⊗ I(m1···md)×(m1···md)
is left invertible, we obtain from (4.14) that every product Br11 · · ·Brdd can be ex-
pressed as a linear combination of T1, . . . , TN . 
Lemma 4.6. Let A = {A1, . . . , Ad} be a DCC d-tuple of n× n matrices, and let
G ∈ Cn×n be such that
N−1∑
r1=0
· · ·
N−1∑
rd=0
(A
r1
1 )
∗(Ar22 )
∗ · · · (Ardd )∗G∗GAr11 · · ·Ardd > εIn (ε > 0). (4.15)
Furthermore, let be given  = {λ(1), . . . , λ(N)} ⊆ Td , λ(i) = (λ(i)1 , . . . , λ(i)d ), a set
of N points satisfying condition (∗) of Theorem 2.3. Then
N∑
i=1
 d∏
j=1
((λ
(i)
j I − Aj)∗)−1G∗G
d∏
j=1
(λ
(i)
j I − Aj)−1
 > αIn, (4.16)
where α > 0 depends only on ε, , and A.
Proof. First we note that for any invertible matrix P, the replacing of Aj and G in
(4.15) and (4.16) by PAjP−1 and GP−1, respectively, leads to equivalent inequali-
ties. Thus by Theorem 3.5, one can assume without loss of generality that the Aj are
of the form
Aj = D(Aj,1, . . . , Aj,p), (4.17)
as in (3.4).
Let us multiply the matrix in the left-hand side in (4.16) by the invertible matrix
T =
N∏
=1
[
(λ
()
1 I − A1) · · · (λ()d I − Ad)
]
on the right and by T ∗ on the left. Making use of the matrices
T(A) =
∏
k /=
d∏
j=1
(Aj − λ(k)j I ),  = 1, . . . , N, (4.18)
we come to inequality
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N∑
=1
(T(A))
∗G∗GT(A) > βIn (β > 0), (4.19)
which is equivalent to (4.16). By (4.18) and (4.17), T(A) has the block structure
conformal to that of (3.4):
T(A) = D(T (1) , . . . , T (p) ), (4.20)
where
T
(i)
 =T({A1,i, . . . , Ad,i})
=
∏
k /=
d∏
j=1
(Aj,i − λ(k)j I ), i = 1, . . . , p;  = 1, . . . , N.
Since the set  and the DCC d-tuple {A1,i, . . . , Ad,i} (where i is kept fixed) meet
conditions of Lemma 4.5,
span(T (i)1 , . . . , T
(i)
N )=span(Ar11,i · · ·Ardd,i : r1 = 0, . . . ,m1,i − 1; . . . ;
rd = 0, . . . ,md,i − 1),
and therefore
A
r1
1,i · · ·Ardd,i =
N∑
=1
α
(r)
i T
(i)
 (r = (r1, . . . , rd ), i = 1, . . . , p.) (4.21)
In these equalities, the indices rj take independently integer values as follows:
r1 = 0, . . . ,m1,i − 1; . . . ; rd = 0, . . . ,md,i − 1.
In (4.21), α(r)i are certain complex numbers. Since the minimal polynomial PAj,i of
Aj,i is of degree at most mj,i , in fact we have representations (4.21) for all rj =
0, . . . , N − 1.
Let x be any vector in Cn with ‖x‖ = 1, and let δx = max ‖GT(A)x‖. By (4.17)
and (4.21),
‖GAr11 · · ·Ardd x‖=
∥∥∥GD (Ar11,1 · · ·Ardd,1, . . . , Ar11,p · · ·Ardd,p) x∥∥∥
=
∥∥∥∥∥GD
(
N∑
=1
α
(r)
1 T
(1)
 , . . . ,
N∑
=1
α
(r)
p T
(p)

)
x
∥∥∥∥∥

N∑
=1
∥∥∥GD (α(r)1 T (1) , . . . , α(r)p T (p) ) x∥∥∥

N∑
=1
(
p∑
1=1
∣∣∣α(r)i ∣∣∣
)
‖GT(A)x‖
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δxN max

(
p∑
i=1
∣∣∣α(r)i ∣∣∣
)
(r1, . . . , rd = 0, . . . , N − 1).
The last inequality together with (4.15) implies that
ε 
N−1∑
r1=0
· · ·
N−1∑
rd=0
‖GAr11 · · ·Ardd x‖2  δ2xNd+2
(
max
,r
(
p∑
i=1
∣∣∣α(r)i ∣∣∣
))2
.
Therefore,
N∑
=1
〈(T(A))∗G∗GT(A)x, x〉
=
N∑
=1
‖GTx‖2  δ2x  εN−d−2
(
max
,r
(
p∑
1=1
|α(r)i |
))−2
= β > 0.
Since x is arbitrary, the latter inequality implies (4.19), which in turn is equivalent to
(4.16). 
Proof of sufficiency in Theorem 2.3. Let (∗) be in force. In particular, it implies
that N  n. Fix a DCC d-tuple {A1, . . . , Ad }. Under assumptions (1.8), it follows
that
n−1∑
r=0
A∗rj (In − A∗jAj )Ar > 0, j = 1, . . . , d
(for the proof see [3]), and since {Aj }dj=1 doubly commute,
N−1∑
r1=0
· · ·
N−1∑
rd=0
(A
r1
1 )
∗ · · · (Ardd )∗
d∏
j=1
(In − A∗jAj )Ar11 · · ·Ardd

n−1∑
r1=0
· · ·
n−1∑
rd=0
(A
r1
1 )
∗ · · · (Ardd )∗
d∏
j=1
(In − A∗jAj )Ar11 · · ·Ardd
=
(
n−1∑
r=0
(Ar1)
∗(In − A∗1A1)Ar1
)
· · ·
(
n−1∑
r=0
(Ard)
∗(In − A∗dAd)Ard
)
> 0.
It remains to apply Lemma 4.6 with
G =
d∏
j=1
(In − A∗jAj )1/2,
and Lemma 4.1. 
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5. Inadmissible sets. Proof of necessity in Theorem 2.3
A Borel set  ⊆ [0, 2)d , or the corresponding subset of Td , will be called n-
inadmissible if there exists a bounded nonnegative Borel measure σ having support
such that the corresponding Korányi function (given by (1.4)) is not a strict Korányi
function with respect to the n-dimensional Hilbert space, in other words, condition
(1.15) holds for every DCC d-tuple of n× n matrices A, and for at least one DCC
d-tuple of n× n matrices {A1, . . . , Ad},
det fˆ (A1, . . . , Ad) = 0, (5.1)
where fˆ is given by (1.12).
We state two simple properties of inadmissible sets.
Lemma 5.1. If  is n-inadmissible, it is also (n+ k)-inadmissible for every posi-
tive integer k.
For the proof just observe that if A = {A1, . . . , Ad} is a DCC d-tuple of n× n
matrices satisfying (5.1), then for every DCC d-tuple of k × k matrices {B1, . . . , Bd }
we have
det fˆ
([
A1 0
0 B1
]
, . . . ,
[
Ad 0
0 Bd
])
.
Lemma 5.2. Every non-empty Borel subset of an n-inadmissible set is n-inadmissi-
ble.
The proof is analogous to that of Lemma 2.2.
This suggests the following problem.
Problem 5.3. Describe all maximal n-inadmissible sets, i.e., those inadmissible sets
that are not properly contained in any n-inadmissible set.
In the one variable case (d = 1), the maximal n-inadmissible sets are precisely
the sets of cardinality n− 1 (see [3]).
Proof of sufficiency in Theorem 2.3. To every point λ = (λ1, . . . , λd ) ∈ Td and
every d-tuple m = (m1, . . . ,md) ∈ Zd+ we associate a vector row
f(λ,m) = (p1(λ,m), p2(λ,m), . . . , pm1···md (λ,m)),
where pj (λ,m) are the monomials defined in the paragraph preceding the formu-
lation of Theorem 2.3. Note that f(λ(i),m) coincides with the ith row of the matrix
(,m). Let
e = (1, 0, . . . , 0) ∈ C1×m1···md (5.2)
and let {A1, . . . , Ad } be a DCC d-tuple defined by
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A1 = Imd ⊗ · · · ⊗ Im2 ⊗ Jm1(0),
A2 = Imd ⊗ · · · Im3 ⊗ Jm2(0)⊗ Im1 ,
...
Ad = Jmd (0)⊗ Imd−1 ⊗ · · · ⊗ Im1 ,
(5.3)
where, according to (3.3), Jmj (0) denotes the mj ×mj Jordan block with zeros on
the main diagonal. It is readily seen that
f(λ,m) = e
d∏
j=1
(I − λjAj )−1. (5.4)
Taking complex conjugates in (5.4) we get
f(λ,m) = e
d∏
j=1
λj (λj I − Aj)−1. (5.5)
Let us assume that condition (∗) fails. This means that there exists a d-tuple m =
m1, . . . ,md (m1 · · ·md  n) such that
dim span(f(λ(i),m), j = 1, . . . , N)  m1 · · ·md − 1.
Then we have also
dim span(f(λ(i),m), j = 1, . . . , N)  m1 · · ·md − 1. (5.6)
Let Aj be defined by (5.3). Then the direct verification gives
d∏
j=1
(I − A∗jAj) = e∗e,
which being substituted together with (5.5) into (4.1), implies
K(A)=
N∑
i=1
 d∏
j=1
((λ
(i)
j I − Aj)∗)−1
 e∗e
 d∏
j=1
(λ
(i)
j I − Aj)−1

=
N∑
i=1
f∗(λ(i),m)f(λ(i),m).
It follows from the latter equality that the (m1 · · ·md)× (m1 · · ·md) matrix K(A)
has rank at most m1 · · ·md − 1 and is, therefore, singular. By Lemma 4.1, the set 
is (m1 · · ·md)-inadmissible; it is n-inadmissible, by Lemma 5.1. 
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