This paper presents the design of a neural-based acoustic control used for the equalization of the response of a sound reproduction system. The system usually can be modeled as a composite system of a loudspeaker and an acoustic signal-transmission channel. Generally, an acoustic signal radiated inside a room is linearly distorted by wall reflections. However, in a loudspeaker, the nonlinearity in the suspension system produces a significant distortion at low frequencies and the inhomogeneity in the flux density causes a nonlinear distortion at large output signals. Both the linear and nonlinear distortions should be reduced so that high fidelity sound can be reproduced. However, the traditional adaptive equalizer which is only capable of dealing with linear systems or specific nonlinear systems cannot compensate these nonlinear distortions. The time-delay feedforward neural network (TDNN) which has the capability to learn arbitrary nonlinearity and process the temporal audio patterns are particularly recognized as the best nonlinear inverse filter of the composite system. The performance of a TDNN-based acoustic controller is verified by some simulation results.
INTRODUCTION
The objective of the sound reproduction system has been assumed to be the "perfect" reproduction of the recorded signals at the listener's ears, i.e., the signals recorded at two points in the recorded space are reproduced exactly at points in the listening space. Generally, the sound reproduction system is used to achieve the perfect reproduction of the recorded audio signals at the listener's ears, i.e., the signals recorded at a point in the recording space are reproduced exactly at a point in the listening space. However, the original audio signals are imperfectly reproduced at the ears of a listener when these signals are replayed via loudspeakers in a listening room. The imperfections in the reproduction arise from two main sources: (i) the acoustic signals radiated inside a room are linearly distorted by wall reflections, and (ii) in a loudspeaker, the suspension nonlinearity produces a significant distortion at low frequencies and the imhomogeneity in the flux density causes a nonlinear distortion at large output signals. In order to eliminate the above two undesired factors, it is necessary to introduce inverse filters that act on the inputs to the loudspeakers used for reproduction which will compensate for both the loudspeaker response and the room response. Initial attempts to design such inverse filters has been considered in designing the filters used for the equalization of the response of the room acoustic signaltransmission channel. Neely and Allen • showed through computer simulations that the loudspeaker to microphone room impulse response is generally a nonminimum phase. This means that it is not possible to realize the exact inverse of an acoustic system that has nonminimum phases.
Alternative approachs for the realization of the inverse 2'3 are on the basis of the conventional least-squares error (LSE) methods. However, this inverse is not an exact inverse but rather an approximate inverse of the acoustic system. The principal objective of such equalization schemes has been assumed to be the production of a "closest possible approximation" to the exact reproduction of a recorded audio signal at a single point in the listening space.
An account 4 of work aimed at producing widespread effectiveness of the equalization of low-frequency sound reproduction in automative interiors shows that such an approach may well be useful. Since the traditional equalization can only deal with the linear systems or specific nonlinear systems, the suspension nonlinearity of loudspeakers will significantly degrade the quality of reproduction at low frequencies by using such an equalization. For small input signals, the loudspeakers can be approximated as a linear system, and the transfer behavior is described by a linear transfer response. However, the nonlinear distortions, i.e., harmonics and intermodulation, increase rapidly when the input signal power becomes larger. This leads to the nonlinear inverse filters that can equalize the nonlinear distortions of the loudspeakers. Most of them are based on the Volterra series expansion. 5-7 The Volterra series is both a useful tool for analyzing weakly nonlinear systems and a basis for synthesizing nonlinear filters with desired param- 
where P= pressure, co = angular frequency, t=time, c=speed of sound, R =distance between X and X', X=the vector that represents the loudspeaker's location (x,y,z), and X'=the vector that represents the microphone's location (x',y',z').
When a rigid wall is present, the rigid wall boundary condition may be satisfied by placing an image symmetrically on the far side of the wall. Since there are generally six walls that enclose a room, the situation becomes more complicated because each image is itself imaged. Allen and Berkley ll showed that the pressure can be written,
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where R e denotes the eight permutation vectors over the positive and negative signs, Re= ( x + x',y + y',z + z' ) , l<p<8 
where R e is now expressed in terms of the integer vector Is = ( q,i,k ) as R e = (x --x' + 2qx',y--y' + 2iy',z--z' + 2kz' ).
The B's are the pressure reflection coefficients of the six walls with the subscript "1" referring to walls adjacent to the reference origin. Subscript 2 is the opposing wall. Here, R e is identical to that of (5).
B. Equivalent electrical and mechanical circuit model for a loudspeaker
A loudspeaker is composed of an electrical part and a mechanical part. The electrical part is the voice coil. The mechanical part consists of the cone, the suspension, and the air load. The two parts interact through the magnetic field. The mechanical part can also be described by an equivalent electrical circuit. References 6 and 7 introduced an equivalent electrical circuit of a loudspeaker that is shown in Fig. 2 and N is the number of samples, oaj and daj are the jth compenents of oa and da, respectively. Here, we define the weighted sum of the output of the previous layer by the presentation of input pattern xa: theoretical support to the empirical observation that networks with two hidden layers appear to provide high accuracy and better generalization than a single hidden layer network, and at a lower cost (i.e., fewer total processing units). Since, in general, there is no prior knowledge about the number of hidden units needed, a common practice is to start with a large number of hidden units and then prune the network whenever possible. Additionally, Huang and Huang TM gave the lower bounds on the number of hidden units which can be used to estimate its order.
A. Feedforward neural networks and their learning rules
A feedforward neural network shown in Fig. 3 is a layered network consisting of an input layer, an output layer, and at least one layer of nonlinear processing elements. The nonlinear processing elements, which sum incoming signals and generate output signals according to some predefined function, are called neurons. In this paper, the function used by nonlinear neurons is called the sigmoidal hyperbolic tangent function (7, which is similar to a smoothed step function,
The neurons are connected by terms with variable weights. The output of one neuron multiplied by a weight becomes the input of an adjacent neuron of the next layer.
In 1986 
where Awji(t-[-1) is the weight increment for the t+ 1st 
Note that E is a composite function of netkj, it can be expressed as follows:
where L is the number of the neurons in the current layer. Jacobs 16 showed that the momentum can cause the weight to be adjusted up the slope of the system error surface. This would decrease the performance of the learning algorithm. To overcome this difficulty, Jacobs 16 proposed a promising weight update algorithm based on the delta-bar-delta rule which consists of both a weight update rule and learning rate update rule. The weight update rule is the same as the steepest descent algorithm and is given by (19). The delta-bar-delta learning rate update rule is 
it(t) = ( 1 --0)it (t) +0it(t--1 ).
(3 lc)
In these equations, it (t) is the partial derivative of the system error with respect wij at the tth iteration and it (t)
is an exponential average of the current and past derivatives with 0 as the base and index of iteration as the exponent. If the current derivative of a weight and the exponential average of the weight's previous derivatives possess the same sign, then the learning rate for that weight is incremented by a constant K. The learning rate is decremented by a proportion •b of its current value when the current derivative of a weight and the exponential average of the weight's previous derivatives possess opposite signs. From Eqs. (3 la) and (3 l c), it can be found that the learning rates of the delta-bar-delta algorithm are incremented linearly in order to prevent them from becoming too large too fast. The algorithm also decrements the learning rates exponentially. This ensures that the rates are always positive and allows them to be decreased rapidly. Jacobs 16 showed that a combination of the delta-bar-delta rule and momentum heuristics can achieve both the good performance and faster rate of convergence. Figure 4 shows use of a feedforward neural network for direct modeling of an unknown system to obtain a close approximation to its responses. By changing the configuration, it is possible to use the feedforward network for inverse modeling to obtain the reciprocal of the unknown system's transfer function when the system is invertible. In contrast to forward system characteristics identification, the system output o is used as neural network input, as shown in Fig. 5 . The unknown system's input x delayed by A time units is the desired response of the feedforward network. Thus the error vector of network training is com-
B. Forward and inverse system model identification

puted as a x(t--A)-o(t).
The system erro_r to be mini-
mized through learning is therefore E=•_•llx(tk --A)--o(t•) II 2. The neural network trained by the delta-
bar-delta algorithm will implement the mapping of the system inverse. Once the network has been successfully trained to mimic the delayed system inverse, it can be used directly for inverse feedforward control. In other words, the inverse model is cascaded with the controlled unknown system in order that the composed system results in an identity mapping with a time delay A between desired response (i.e., the network inputs) and the controlled system output. The output of the system follows the input signal delayed by A time samples. As mentioned, it is assumed that the system is invertible. Then there exists an injective mapping which represents its inverse. If it is not true, a major problem with system inverse identification arises when the system inverse is not uniquely defined. A second approach to inverse modeling which aims to overcome these problems is known as specialized inverse learning. •8 As pointed out in Psaltis et al., 18 the specialized method allows the training of the inverse network in a region in the expected operational range of the system. On the other hand, the generalized training procedure produces an inverse over the operating space which may be uniquely defined. Fortunately, the mapping of a loudspeaker-room system may have a unique inverse or its approximation. Thus we could apply the direct invesre method as illustrated in Fig. 5 to find the approximation of the inverse. In addition, since the nonlinearity of a system inverse is higher than that of forward modeling, a network with two hidden layers is considered in constructing the inverse modeling. A f--1 ) ,...,x(t--A f--nf)),
y(t) =f{x(t--A f),x(t--
where Af is the forward system time delay and (A f+ n f) is the maximum lag in the input. This architecture is equivalent to a linear finite impulse response (FIR) filter when the function f( ß ) is a weighted linear sum. This would be identical to our method without including the nonlinearity of the loudspeakers. The transfer function of the acoustic signal-transmission channel between loudspeaker and microphone is denoted as G(z), which is a FIR (finite impulse response) system, G(z) represents the reflective sound as well as the direct sound between the loudspeaker and microphone.
To process the time series data generated by (32), it is possible to convert the temporal audio sequence into a static pattern by unfolding the sequence over time and then use this pattern to train a static network. From a practical point of view, it is suggested to unfold the sequence over a finite period of time. This can accomplished by feeding the input sequence into a tapped delay line of finite extent, then feeding the taps from the delay line into a static feedforward network. Because there is no feedback in this network, it can be trained using the standard backpropagation algorithm.
Since the input-output structure of a real acoustic system involves the loudspeaker's nonlinearity, it is quite difficult to describe clearly the dynamic behavior of the inverse of a nonlinear system. For simplicity, we would like to discuss the linear acoustic signal-transmission channel and its inverse. Generally, Refs. 1 and 2 showed that the transfer function of the acoustic channel G(z) is considered to be a nonminimum phase system where G(z) has 
