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Abstract 
After a brief comparison of two basic quantum approaches for the analytic treatment of strong 
laser field phenomena, we analyze the spatial and temporal dependences of the quasistation-
ary, quasienergy state wavefunction Φ(r,t) of a weakly bound level in a strong laser field. 
We find from this analysis that the characteristic high-energy plateau structures in the spectra 
of laser– atom processes originate from similar plateau features in the spectra of the Fourier-
harmonic components, Φn(r), of Φ(r,t). Together with a quantum interpretation of the well-
known rescattering scenario in terms of these wavefunctions, the results of this analysis pro-
vide an explanation for the drastic difference between HHG and ATI/ATD in the sensitivity 
of plateau structures to binding potential effects. 
1. Introduction 
Plateau-like structures in the spectra of high-energy electrons or photons emitted by an 
atomic system subjected to an intense laser field are key features of strong laser–atom pro-
cesses. The accepted physical interpretation of these features is provided by the rescatter-
ing scenario (RS) [1–3], whose basic idea is that even an ionized electron can be “delayed” 
near the parent atom core by the oscillatory force exerted by the laser field so that the escap-
ing electron can absorb energy during its repeated laser-assisted collisions with the core. A 
number of qualitative features of plateau structures in strong-field phenomena (such as their 
extent—or cut-off energy—in both high harmonic generation (HHG) and above-threshold 
ionization/detachment (ATI/ATD) processes) have been predicted by means of classical or 
semiclassical considerations based on an analysis of electron trajectories in a laser field (see, 
e.g., a recent review [4]). 
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In addition to its simple physical interpretation of plateau effects, the RS also identifies 
the major difficulty for the accurate theoretical description of these effects: the necessity for 
a correct account of electron–core interactions, even in the limit of an intense laser field. 
For this reason, reliable quantitative information on the rescattering plateaus for a particu-
lar atomic or molecular system may only be obtained by direct numerical integration of the 
time-dependent Schrödinger equation (TDSE). (Note that the first theoretical prediction of 
the plateau and its cut-off position [for the case of HHG] was based on a numerical solu-
tion of the TDSE [5].) By means of such sophisticated calculations, two important facts have 
been established: (i) plateau effects have a single electron origin and (ii) all qualitative fea-
tures of plateau structures for real atoms (such as those predicted by recent numerical results 
for ATI [6] and HHG [7] spectra for the ground state of the hydrogen atom) agree well with 
results of calculations for short-range binding potentials (with quantitative differences corre-
sponding mainly to the height of the plateau, which may be attributed to Coulomb effects). 
However, the numerical treatment of the TDSE is a time-consuming task that consequently is 
performed typically for only a limited set of laser parameters. Furthermore, such completely 
numerical calculations do not allow one to trace the origin of the characteristic plateau-like 
structures, the precise role of the RS in their formation and the range of laser parameters over 
which these features and the mechanisms that create them occur. On the other hand, short-
range potential model systems (which, as noted, give qualitatively accurate predictions of 
strong-field phenomena) are amenable to detailed analytical analyses starting from a rigor-
ous quantum formulation of the problem. Such analytical analyses may thus be able to re-
veal the origin of strong-field plateau structures within the framework of a thoroughly quan-
tum treatment. 
At the present time, two rather different analytical approaches have been developed for 
the theoretical description of strong-field processes that include the effect of rescattering on 
multiphoton transition rates. The S-matrix approach (SMA) consists in the straightforward 
extension to laser–atom problems of the S-matrix formalism that has been well developed in 
formal scattering theory. Introduced by Reiss [8], the SMA was modified to account for res-
cattering by means of an “improved” Keldysh approximation (IKA) [9]. Through the use 
of quasiclassical (stationary phase) methods to evaluate transition amplitudes, the IKA pro-
vides an effective tool for analysing plateau structures in strong-field phenomena in terms of 
the RS [4]. Another approach is based on the use of the quasistationary quasienergy states 
(QQES) formalism for the quantum description of an atomic system in a strong laser field 
(see, e.g., [10] for a review). The crucial difference between the QQES approach and the 
SMA is that in the former the problem is formulated in terms of an eigenvalue equation for 
the complex quasienergy and the corresponding QQES wavefunction, without using the for-
mal evolution operator techniques inherent to the scattering state or to initial value problems. 
In common with the direct solution of the TDSE, the QQES approach is widely used for di-
rect numerical treatments [11, 12]. However, for simple short-range potential models, it per-
mits one to also obtain analytical results for the QQES wavefunctions that include an exact 
account of both laser field and binding potential effects. This approach was applied at first 
[13, 14] to the case of a zero-range potential (ZRP) model system [15] involving a single 
bound state of s-symmetry that is minimally connected to the three-dimensional continuum 
(i.e., only through the s-wave scattering phase). This model has been employed for non-per-
turbative analyses of strong-field effects (including plateau structures) in both ATD and HHG 
(as has been reviewed elsewhere [16,17]) as well as in laser-assisted, electron–atom scatter-
ing [18,19]. Recently [20–22], a more reliable quantum model of strong-field processes has 
been developed that combines effective range theory [23] for describing a weakly bound sys-
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tem with the QQES approach for describing strong-field interactions with that system. The 
resulting time-dependent effective range (TDER) theory is largely insensitive to the shape of 
the short-range binding potential U(r), which supports a weakly bound state having, possibly, 
non-zero angular momentum (since all information on U(r) in effective range theory is rep-
resented by only two parameters, such as, e.g., the scattering length and the effective range 
[23].) The (one-parameter) ZRP model is a special limiting case. The TDER is most appro-
priate for describing strong-field interactions with negative ions and for analyzing the depen-
dence of strong-field effects on both the laser parameters and on the spatial symmetry of the 
initial bound state. 
In this paper, after a brief survey of the S-matrix formulation of the theory of laser–atom 
processes, we present a short discussion of the major features and results of the alternative 
QQES approach as applied to both ZRP and TDER models. Then, using rigorous QQES 
results for these exactly solvable models, we show how the plateau structures in the high-
energy spectra of ATD and HHG may be described in terms of the properties of the exact 
(model system) wavefunction for a bound electron subjected to a strong monochromatic la-
ser field. In addition, using the exact wavefunction, we demonstrate how the famous Keldysh 
[24] (or strong-field [8, 25]) approximation (KA) follows from this ab initio quantum treat-
ment. Finally, by introducing the KA wavefunction, which takes into account binding poten-
tial effects on the same level as in calculations of the KA ionization amplitude, we are able 
to show rigorously why the plateau structures in HHG spectra appear already within the KA 
while those in ATD spectra require a more exact account of binding potential effects for their 
description. 
2. Brief survey of S-matrix and quasienergy approaches for strong-field processes 
We consider the simplest, one-electron model of laser–atom processes, i.e., the electric-di-
pole interaction, V(r,t), of a long monochromatic laser pulse (having an electric vector F(t) 
= F Re[e exp(−iωt) ](e · e* = 1) and an intensity I = (cF 2) /(8π)) with an electron that is also 
subject to a static potential, U(r), that supports both bound and continuum stationary states. 
The evolution of a bound state, ψ0(r,t) = ψ0(r) e−iE0t/ħ, or a continuum state, ψp(r,t) = ψp(r) 
e−i Et/ħ (having asymptotic momentum p, where p = (2mE) ½), of an electron subject to both 
the potential U(r) and the perturbation V(r,t) is described by the TDSE: 
(1) 
The solution of equation (1) by means of a non-perturbative treatment of both interactions U 
and V is the key problem in theoretical studies of intense field processes. 
2.1. The intense field SMA 
For non-perturbative (in V(r,t)) calculations of multiphoton transition rates within the frame-
work of the SMA, the transition amplitudes are defined by S-matrix elements involving un-
perturbed (i.e., ψ0 or ψp) states and the corresponding exact solutions (Ψ0 or Ψp) of equation 
(1), i.e., using procedures similar to those involved in the S-matrix approach to collisional 
problems. By means of rather formal manipulations involving Green’s functions (or evolu-
tion operators) of the total Hamiltonian in (1) and those in which either U(r) = 0 or V(r,t) = 0, 
the S-matrix elements may be expressed in different forms. For example, a commonly used, 
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ab initio SMA result for the ionization amplitude of an initial bound state ψ0(r) is [8, 26] 
 (2) 
where the brackets á···ñ imply integration over r and it is assumed that the interaction V(r,t) 
turns on at t = t0 →−∞. The practical implementation of such formal SMA results, like (2), 
requires one to employ different approximations so as to obtain manageable (though non-
perturbative in V(r,t)) results for transition rates. The simplest (strong-field) approxima-
tion involves the replacement of the exact scattering state Ψp(r,t) in (2) by the free-electron 
(Volkov) wavefunction in the laser field, Ψp
V(r,t). The resulting “Keldysh approximation” 
(KA) amplitude may be presented in two equivalent forms [4]: 
(3) 
The KA amplitude, SKA, however, fails to describe the high-energy (plateau) part of ATI 
spectra. An improved Keldysh approximation (IKA) amplitude, consisting in taking into ac-
count the first order in U(r) corrections to the final state, ΨpV(r,t), in (3), was suggested in 
[9], where, after some manipulations involving equation (2), the following IKA result for the 
ionization amplitude was obtained: 
(4) 
where GV is the retarded Green’s function for a free electron in the laser field (i.e., the Volkov 
Green’s function, see (20)). It is worthwhile to mention the unusual representation of SIKA in 
equation (4) as well as of SKA in the last formula in (3), i.e. in terms of the atomic potential U(r) 
instead of the laser–atom interaction V(r,t). In particular, it creates the (erroneous) impression 
that the result (4) does not involve the “first order in U(r)” (i.e., KA) amplitude SKA. In section 
5.1, we present alternative, “non-SMA” derivations of these results for SKA and SIKA based 
on our more general definition of the KA, in terms of corresponding wavefunctions. 
A quasiclassical analysis of SIKA (valid for ħω  |E0|) involving stationary phase methods 
for the evaluation of the integrals in (4) yields saddle-point equations that reproduce the ba-
sic equations of the RS for ATI [27]. This analysis permits one to explain the basic features 
of the high-energy plateau and of the angular distributions of ATI electrons [4]. For HHG, 
the “three-step” RS [28] was confirmed by quasiclassical calculations [29] havingthe same 
level of accuracy as that of the KA ionization amplitude; i.e., taking into account the bind-
ing potential only by means of the initial (bound) state wavefunction, ψ0(r,t). These results 
thus represent approximate quantum verifications of the classical RS for both ATI and HHG 
within the quasiclassical (or low-frequency) approximation. However, even with regard to its 
general results, such as equation (2), the SMA cannot be regarded as an ab initio quantum ap-
proach for the analysis of laser–atom processes. For example, in this approach the light shift 
of the bound state energy E0 in a laser field is neglected even in the lowest order in the inten-
sity (i.e., on the level of the quadratic Stark shift) since these effects obviously cannot be in-
corporated in the basic result (2) for the ionization amplitude. (Level-shift effects become 
even more important for the initial state ψ0 of an electron having non-zero angular momen-
tum l owing to the mixing and splitting of sublevels with different angular momentum pro-
jections m by an elliptically polarized laser field.) Furthermore, equation (2) fails to give the 
correct result for the n-photon ionization rate already in the next to the lowest order (~I n+2) 
of perturbation theory in V(r,t) since, for the case of a monochromatic perturbation, the level 
shift terms enter high-order perturbative corrections to the wavefunction [30]. These defi-
ciencies of the intense field SMA are caused by the straightforward application of the stan-
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dard S-matrix formalism, which is well-justified mathematically for collision problems (deal-
ing with scattering states), to the case of bound states. For this reason, the intense field SMA 
cannot be relied upon to reveal the underlying quantum origin of plateau structures (and thus 
of the RS) in strong-field processes. 
The way to incorporate level shift effects of bound states into the S-matrix formalism has 
been formulated by Gell-Mann and Low [31] (see also [32]). In brief, it requires the explicit 
introduction of an adiabatic factor, e−γ|t|, in the perturbation operator. One must then take the 
limit γ → 0 in the final step of any calculation. This adiabatic Sγ (∞,−∞) -matrix approach is 
commonly used for calculations of transition rates and spectra in the modern theory of mul-
ticharged ions (see, e.g., [33]). However, as far as we are aware, it has never been applied for 
the analysis of laser–atom processes. 
2.2. Quasienergy and complex quasienergy approaches 
The quasienergy state (QES) approach deals with a set of particular solutions of the TDSE 
(1) having the form 
(5) 
where the quasienergy (or Floquet) wavefunctions, Φ(r,t), are (periodic in time) solutions of 
the Hermitian eigenvalue problem, 
(6) 
for the quasienergy , which is a conserved quantum number of an electron in a potential 
U(r) subjected to a time-periodic interaction satisfying V(r,t) = V(r,t + T)(where T = 2π/ω) 
[34]. The quasienergy spectrum of an electron in the combined potential U(r) + V(r,t) is con-
tinuous and the QES wavefunctions Φ form a complete set of scattering states. For such 
states the usual S-matrix methods are valid and equation (6) may be rewritten in the follow-
ing integral form (the time-dependent generalization of the Lippmann–Schwinger equation 
for collision problems) : 
(7) 
where χ,p(r,t) is the QES solution of (6) with U(r) = 0, which relates to Ψp
V(r,t) as follows: 
Ψp
V (r,t) = χ,p(r,t) exp{−(i/ħ) t}. The quasienergy is  = p
2/(2m) + up, where up = (e
2F2) 
/(4mω2) is the ponderomotive energy. 
The scattering states Φ,p(r,t) are most convenient, e.g., for the analysis of laser-assisted 
electron scattering (LAES) from the potential U(r). (Approximating U(r) by the ZRP, the 
analyses of plateau structures in LAES as well as the basic equations of the RS for this pro-
cess have been performed [18,19] based on the exact solution of Equation 7.) However, for 
analyses of problems involving an initial bound state, such as ATI and HHG, in not too strong 
fields (i.e., when the decay of the initial bound state ψ0(r) is exponential in time, so that 
the concept of a transition rate is applicable), the QQES approach is most appropriate. The 
QQES wavefunction corresponding to ψ0(r) is also a solution of (6) but satisfies the com-
plex (outgoing wave) boundary condition at r → ∞ (see (11)). As for quasistationary states 
in time-independent problems [23], for such an asymptotically divergent solution the oper-
ator ˆ (r,t) in (6) is non-Hermitian so that this solution exists only for a complex value of , 
i.e.,  = Re  − i(ħ/2) Γ where Δ = Re  − E0 and Γ are the energy shift and the total decay 
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rate of the state ψ0(r). Alternatively, complex quasienergies and corresponding QQES wave-
functions may also be obtained as the poles and residues of a scattering state wavefunction 
Φ,p(r,t) in the complex -plane [10]. QQES wavefunctions satisfy an integral equation sim-
ilar to (7) [35] 
(8) 
but which does not involve an incident wave. Equation (8) is the integral counterpart of the 
differential eigenvalue equation (6) for the discrete spectrum of complex quasienergies . 
Using properly normalized QQES wavefunctions, one can develop an accurate quantum 
formulation for the calculation of n-photon ATI and HHG rates that take into account the 
shift and broadening of the initial state ψ0(r) by the laser field. The normalization of QQES 
wavefunctions requires the introduction of so-called dual functions, Φ˜(r,t), in accordance 
with the normalization condition: 
(9) 
The choice of Φ˜(r,t) depends on the laser polarization [11,16]; e.g., for the case of linear po-
larization, Φ˜(r,t) = Φ(r, −t)*|m → −m, where m is the magnetic quantum number of the ini-
tial bound state ψ0(r). The dual function should also be used in calculations of matrix ele-
ments as the bra vector. Thus, HHG rates (N) are determined by the Fourier components d
˜
N 
of the “dual” dipole moment matrix element d˜ (t) corresponding to the harmonic frequency Ω 
(where Ω = Nω and N is an odd integer) [16, 36]: 
(10) 
where d = er. Equations (10) are basic results for analyses of HHG spectra using the QQES 
method. 
The ATI amplitude n may be extracted from the asymptotic form of the normalized 
QQES wavefunction Φ(r,t) as follows [17, 37] (the periodic in t phase factor before the sum 
in (11) depends on the gauge of V(r,t) : the expression (11) is written in the length gauge; in 
the velocity gauge the term ~ (|e|/ω2)(r · F˙ (t)) should be omitted) : 
 (11) 
where  The square root in kn is 
chosen so that in the open ionization channels (Re kn
2  > 0), the QQES wavefunction de-
scribes outgoing spherical waves; while in the closed channels (Re kn
2  < 0), it describes ex-
ponentially damped waves.
3. Basic equations of the TDER theory 
In general, for real atoms an accurate solution of equation (6) for either the QES or the QQES 
wavefunction is as difficult as the direct solution of the initial value problem presented by 
the TDSE (1) [11, 12]. However, these functions may be found analytically in the TDER 
approach [20], i.e., for a potential U(r) that acts only within a short-range sphere, r < rc, 
and supports a shallow bound state, ψ0(r) = φκlm(r) Yl,m(rˆ ), having an energy E0 =−ħ2κ2(2m) 
−1(κrc  1) and an angular momentum l. The key simplification in the solution of (6) for this 
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case is that the boundary condition for Φ(r,t) at small r (r ~ rc) may be expressed in a gen-
eral form independent of the shape of U(r)(see [20, 21] for details) : 
(12) 
where fn are Fourier coefficients of a periodic function f(t) = Σs fs exp(−isωt), and where the 
effective range parametrization [23] is used for the coefficient Bl: 
(2l − 1) !! (2l + 1) !! Bl(E) = −1/al + rlk
2/2,      k2  = 2mE/ħ2 ,                  (13) 
where al is the scattering length and rl is the effective range. For bound state problems, al and 
rl may be expressed in terms of the binding energy |E0|  (or κ = (2m|E0|) 
½/ħ) and the coeffi-
cient Cκl in the known asymptotic form of φκlm(r) for any finite-range potential U(r), 
φκlm(r    κ
−1)  ≈ Cκlr
−1 exp(−κr ) ,                                                     (14) 
as follows [38]: 
(−1)  lκ2 l+1  − al
−1 − r lκ
2/2 = 0 ,     (−1)  l(2 l  +  1)  − r lκ
−(2 l−1)  = 2κCκl
−2 .
 Since U(r) = 0 for r > rc, in this domain the general solution of (6) satisfying outgoing wave 
boundary conditions at r → ∞ may be expressed as a wave packet of Volkov states as fol-
lows [20, 21]: 
     (15) 
where lm(Ñr′) is the differential operator having the form of a solid harmonic, lm(r) ≡ 
r lY lm(rˆ ), with the substitution r → Ñr . The action of this operator on the Volkov Green’s 
function G(V )(r,t;r′,t′) ensures the same behavior of the lth partial wave component of the 
QQES Φ(r,t) at small r as in the boundary condition (12). Thus, matching (12) and the l-
wave component of (15) on a sphere of radius r ~ rc yields a one-dimensional, homogeneous 
integro-differential equation for f(t) that in fact replaces the eigenvalue equations (6) and (8) 
for the complex quasienergy . This reduction of the four-dimensional equations (6) and  (8) 
to only a one-dimensional eigenvalue problem for  and f(t) is the key advantage of the TDER 
approach. As an example, the equation for  and f(t)  for the case of an s-state ψ0(r) is 
(16) 
where Δ =  − E0 and S(t, t − τ) ≡ S(r = 0, t; r′ = 0, t − τ) is the classical action for an electron 
in a laser field F(t). For numerical treatments, it is convenient to rewrite (16) equivalently as 
an infinite system of linear homogeneous equations for  and for the Fourier coefficients, f2k, 
of f(t). (The corresponding equations may be found in [14,16] for an s-state ψ0(r) in the ZRP 
model; and in [20, 21] for a p-state ψ0(r) in the TDER.) 
The ZRP model is a special case of the more general TDER treatment. For an s-state and 
r0 = 0, the boundary condition (12) reduces to that for a ZRP model [13, 14], 
(17) 
where this condition may be formulated at the origin, r → 0. Correspondingly, the asymp-
totic form (14) for φκ00(r), with Cκ0 = (2κ) 
½ becomes valid over the entire interval 0 < r < ∞, 
and equation (16) evaluated at r0 = 0 easily reduces to that for f
zrp(t) [14]. 
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4. Plateau features in the QQES wavefunction 
4.1. General remarks 
With the known  and Fourier coefficients fs of  f(t)(which in general may be obtained only 
numerically), the spatial and temporal dependences of the QQES wavefunction (15) may be 
written explicitly as 
(18) 
(19) 
in which the expression for GV (r, t; r′, t′) is known. In particular, for the case of a linearly 
polarized field (F(t) = zˆ F cos ωt), to which we restrict our considerations in the rest of this 
paper, the Green’s function GV using the length gauge for V(r,t) is 
(20) 
where Θ(x) is the Heaviside function, 
(21) 
where 
Before discussing the qualitative behavior of the QES harmonics Φn(r) in (18) as func-
tions of n and r, we must emphasize the decisive role of the function f(t) for understand-
ing the effects of the binding potential U(r) in strong-field processes. As may be seen from 
equation (12), the coefficients fn determine the population of QES harmonics Φn(r) at small 
distances, r ~ rc. These harmonics appear as the result of absorption (n > 0) or stimulated 
emission (n < 0) of |n| photons by an (initially bound) electron localized near the origin and 
having a fixed angular momentum l. According to the effective range theory [23], in this l-
wave channel the short-range potential U(r) affects the electron scattering phase shift δl(k). 
Therefore, in the TDER model, only the electron in the l-wave channel “feels” the potential 
U(r) and consequently may absorb and emit photons, thus generating the quasienergy har-
monics Φn(r) at the origin. As a result, all binding potential effects, which influence the fur-
ther propagation of the electron in the laser field outside the potential well U(r), are concen-
trated within the factors fs in (19). Although these coefficients have been introduced initially 
(at small r) only in the l-wave channel, after matching equation (12) with the function Φ(r,t) 
outside the well, they enter the laser-field-induced angular momentum components of Φn(r) 
with l′  ≠ l as well as the quasienergy harmonics Φn′(r) with n′ ≠ n. Thus, they provide the in-
terchannel couplings between the multiphoton channels with different n and l in the QQES 
wavefunction (18). These couplings stem from the effects of electron interaction with the po-
tential U(r) in the presence of a strong laser field and, in the TDER theory, this interaction is 
taken into account essentially exactly, on an equal footing with the interaction V(r, t). 
analytical quantuM Model For intenSe Field proceSSeS: reScattering plateauS S291
It is important to note that only even coefficients, fn ≡ f2k,in (12)(and thus fs in (19)) are 
non-zero for bound state problems. This result is a particular case of a more general relation 
between the spatial parity of a QES harmonic Φn(r) and its number n: 
Φn(−r)  = (−1)  l+nΦn(r) ,                                               (22) 
where l is the angular momentum of the initial bound state ψ0(r). This relation follows from 
(i) selection rules for dipole transitions, according to which absorption or emission of a sin-
gle photon changes the electron angular momentum by unity, and (ii) from the fact that the 
parity of the zero-order harmonic Φ0(r) is the same as for the bound state ψ0(r), i.e., (−1) l . 
Thus, for small r (at which the l-wave component in the wavefunction Φ(r, t) is dominant 
(cf. (12)) ), multiphoton exchanges between the electron and the laser field must necessarily 
involve only even numbers of photons. 
Since the explicit form of Φ(r,t) depends on the gauge (by means of the time-dependent 
factor exp{i|e|r · F˙ (t) /(ħω2) }; see footnote 7), in order to visualize the gauge-independent 
features in the dependence of Φ on r and t, we introduce the gauge-invariant factor, 
(23) 
where Φ˜ (r,t) is the dual function (cf. (9)), and where the Fourier coefficient k(r) is the fol-
lowing combination of QES harmonics: 
(24) 
 
where k(r) = –k(r). Equation (9) gives the normalization condition for 0(r) : 
(25) 
 
The important “parity relation” for k(r), 
k(–r) = (−1)  k k(r),                                                        (26) 
follows from (22). Note that in the QQES approach only bilinear combinations of QQES 
wavefunctions such as those in (23) enter the transition amplitudes, such as the one in (10). 
Concerning the behavior of k(r) at small and large r, we note that for r ≤ κ−1 the zero-
order QES harmonic, Φ0(r), is the dominant one among the set of harmonics Φn(r)(because 
Φ0(r) ≈ ψ0(r) in this region). Thus, as we have confirmed numerically, the following approx-
imate expression for k(r), 
k(r) ≈ Φ0(r) [Φk(r) + Φ˜−k(r) ],                                          (27) 
has high accuracy. Owing to the time-dependent phase in (11), the asymptotic behavior of 
the QES harmonic Φs(r) at large r cannot be represented by a single outgoing wave; rather, it 
has the following form: 
(28) 
where the sum over n runs over all open ionization channels and Asn is a linear superposition 
of n-photon ionization amplitudes n [37]. We note the following “sum rule”:
 
 (29) 
where the sums over n and s involve only open ionization channels. (Although the coeffi-
cients Asn in (28) are gauge dependent, the sum over s in (29) is gauge invariant.) Thus, the 
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general expression for the ATD rates Γn may also be expressed directly in terms of the coef-
ficients Asn
(30) 
4.2. Exact numerical results for k(r) 
In Figures 1 and 2, we illustrate the behavior of the factors k(r) as functions of k and r for 
the case of a linearly polarized field F(t) and two directions of the vector r, i.e., along the di-
rection of the laser polarization (Θ = 0°) and in the plane orthogonal to it (Θ = 90°; note that 
k(r) is axially symmetric in this plane). For the sake of simplicity, we present these results 
for the case of an s-state, r0 = 0 (i.e., for the ZRP model), so that they are scaled by only one 
parameter, κ = 1/a0. The spectra of k(r) for four values of r are presented in Figure 1. For 
all r and both directions of rˆ  (Θ = 0° and 90°), well-developed plateau structures with cut-off 
positions near k ≈ kmax = (|E0| + 3.17up) /(ħω) are clearly visible. For even k, the existence of 
plateau features in k(r) near the origin (at small r) is not surprising, since they are caused 
Figure 1.  k-dependence of the factors k(r) for several values of r. a) Θ = 0°; and b) Θ = 
90°. Circles: r = 0.1κ –1 ; squares: r = κ –1  ; diamonds: r = 5κ –1  ; triangles: r = 10κ –1 . The ar-
row shows the position kmax  = (|E0| + 3.17 up) /(ħω). The laser parameters are ħω = 0.128|E0| 
and F = 0.12F0 , where F0 = (2m|E0|
3) ½/(|e|ħ).
Figure 2. r-dependence of the factors k(r) r2  for 0 ≤ k ≤ 32. a) Θ = 0°; and b) Θ = 90°. Har-
monics with even (odd) k that do not belong to the “plateau” region are marked by thin solid 
(thin dashed) lines; harmonics with even (odd) k that do belong to the “plateau” region are 
marked by thick solid (thick dashed) lines (see the text for details). The arrow shows the po-
sition of r = α 0 = |e|F/(mω
2) = 14.65κ −1. The laser parameters F and ω are the same as in Fig-
ure 1. The thick solid line for k = 0 corresponds to the approximation 0(r) ≈ ψ02(r). 
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by similar plateaus (with the same kmax) in the spectrum of coefficients f2s [17,19]. The odd 
QES harmonics Φk(r) are laser-field induced; they are suppressed as compared to the even 
ones for small values of r (cf. the “saw-tooth” behavior of the curve for r = 0.1κ −1 in Fig-
ure 1(a)), while the difference in magnitudes of k(r) for even and odd k disappears with in-
creasing r. For Θ =90°, only even QES harmonics in Figure 1(b) are non-zero and their mag-
nitude decreases with increasing r in approximately the same fashion as for Θ = 0°. This fact 
agrees with the general relation (26) : spherical harmonics Ylm(Θ,φ) with odd l are zero at Θ 
= 90°, so that 2k + 1(r) = 0 if the vector r is orthogonal to the axis of laser polarization (or to 
the polarization ellipse for the case of elliptic polarization). 
The r-dependence of harmonics k(r) with k ≤ 32 is shown in Figure 2 for Θ = 0° and Θ = 
90°. As may be seen, harmonics k(r) for 6 ≤ k ≤ 23 nearly coincide to form the plateau-like 
structure in the interval 0 < r <α0, where α0 is the amplitude of free-electron oscillations in a 
laser field: α0 =|e|F/(mω
2). For both parallel (Θ = 0°) and orthogonal geometry (Θ = 90°), the 
basic harmonic 0(r) is well described by its field-free limit, 0(r) ≈ ψ02(r). The relatively 
smooth, plateau-like dependence of k(r) on r exists only inside a sphere of radius r ≈ α0. 
Outside this sphere, the QES harmonics Φn(r) are drastically modified by the laser field, ex-
hibit highly oscillatory behavior and for r > 10α0 their r-dependence is completely defined by 
the asymptotic form (28). To confirm this fact, we have calculated Φ(r,t) as the sum of Φn(r) 
in (18) for r = 100κ−1 ≈ 7α0 and r = 500κ
−1 ≈ 35α0 and then fitted the results to expression 
(11) by using the least squares (χ2) method to find the amplitudes n, which is equivalent to 
the calculation of Γn according to the last equality in equation (30). The results for |n|
2 thus 
obtained are in perfect agreement with those calculated by using the explicit expressions for 
n in terms of generalized Bessel functions [17] (see (42)). 
We emphasize the distinct difference in the behavior of even and odd harmonics inside 
the sphere of “bound state radius” κ −1. As shown in Figure 2(a), for r < κ −1 the odd (laser-
 induced) harmonics decrease with decreasing r and vanish at the origin, whereas the factors 
2k(r) r2 tend to constant values at r → 0 (in agreement with the boundary condition (17) for 
l = 0). 
5. Plateau features in the Keldysh approximation for QQES wavefunctions 
5.1. The KA wavefunctions 
In commonly used derivations, the KA is formulated directly in terms of the ionization am-
plitude, e.g., by replacement of the exact final (scattering) state in (2) by the Volkov wave-
function. Thus, it is unclear which approximation corresponds to the same level of accu-
racy as the KA in analyses of other strong-field processes, e.g., such as HHG. For such 
purposes, it is desirable to derive the KA ionization amplitude in terms of a “KA wavefunc-
tion,” ΨKA(r,t), which may then be used without any additional approximations in studies 
of processes other than ionization at the KA level of accuracy. Obviously, the appropriate 
KA wavefunction should involve information on the initial bound state, ψ0(r), and thus may 
be obtained as some approximation to an exact solution of the TDSE (1) that evolves from 
ψ0(r,t) in a strong laser field. The QQES approach is thus an appropriate one for such a gen-
eralization of the KA. 
Exact analytical results for n-photon ATD amplitudes n in the case of short-range poten-
tials (in both the ZRP and TDER models) may be represented [17,20] as a linear combination 
of generalized Bessel functions multiplied by Fourier coefficients fk of the function f(t)(see, 
e.g., (42)). These amplitudes n reduce to the KA amplitudes n
KA by neglecting the time-
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dependent function f(t) (specifically, by assuming fk = f0δk0) and by making the substitution 
 → E0. The QQES wavefunction in this approximation follows immediately from (19) : 
(31) 
where the factor f0, which generally is defined by the normalization condition (9), is replaced 
by κlCκl (cf. (14)). The wavefunction (31) may be called the KA wavefunction in the TDER 
approach since, indeed, it may be verified that for large r it has the asymptotic form (11) with 
n → n
KA. For a ZRP model, in which case the identity 
is valid, the definition (31) for ΨKA(r,t) may be rewritten as follows: 
(32) 
or, equivalently,
(33) 
This equation may be considered as a general definition of the KA wavefunction as the 
“zero-order iteration” of the general eigenvalue equation (8) for the QQES wavefunction in 
which the following two approximations are made on the right-hand side of (8) :  → E0 and 
Φ(r′,t′) → ψ0(r′,t′). In terms of the KA wavefunction having the form (33), the SMA re-
sult for SKA in the last formula in equation (3) may be obtained by taking the projection of 
ΨKA(r,t) on the (final) Volkov state ΨpV(r,t) in the limit t → ∞. Then, the above-mentioned 
result for SKA, 
 (34) 
follows immediately using the standard representation for GV(r, t; r′, t′) in (33) via the 
Volkov wavefunctions 
(35) 
The KA wavefunction (33) for a general potential U(r) may also be represented in an al-
ternative form, 
(36) 
using the following formal relations: 
GV = G0+ G
VVG0,    G0 Uψ0 = ψ0,                                  (37) 
where G0 is the (retarded) free-electron Green’s function. (Note that the wavefunction (36) 
was introduced in [29] as an iterative solution of the initial value problem for the TDSE (1) 
and was employed in HHG calculations.) 
Obviously, to obtain an explicit analytical form for ΨKA(r,t) using (33) or (36), the whole-
space solution ψ0(r′) for the potential U(r) is necessary. In the TDER approach, which is in-
dependent of the shape of U(r), the KA wavefunction (for the region r > rc) is given by ex-
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pression (31). Note that the wavefunction (31) is independent of the effective range rl and 
depends only on the bound state energy E0; also, it has the proper spatial symmetry (~Ylm(rˆ )) 
at small r, in agreement with (12). Note furthermore that as F → 0 the large r (asymptotic) 
form of (31) tends to that for ψ0(r) = φκlm(r) Yl,m(rˆ ) in (14), while the integral in (32) reduces 
to the bound state wavefunction ψ0(r,t) for the ZRP model. 
The next-order in U(r) correction to the KA wavefunction may be obtained by straightfor-
ward generalization of (33), i.e., by iterating equation (8) and then substituting  → E0 and 
Φ((r′,t′) → ψ0(r′,t′). In this case, the “IKA wavefunction” is 
(38) 
and its asymptotic form as r → ∞ yields the n-photon ATI amplitude, which follows from the 
IKA S-matrix element (4). In our approach, this S-matrix element, in turn, may be obtained 
similarly to SKA in (34), substituting ΨIKA(r,t) instead of ΨKA(r,t). Using (37) for GV(r′,t′; 
r″,t″) in (38), the IKA wavefunction ΨIKA(r,t) may be written in a form that explicitly in-
volves ΨKA(r,t) and the next-order correction: 
(39) 
This equation shows that the n-photon ATI amplitude n
IKA calculated via the asymptotic 
form of ΨIKA(r,t) at r  → ∞ (cf.. (11)) involves both the KA amplitude nKA  (given by the as-
ymptotic form of ΨKA(r,t)) and the high order in U(r) correction to nKA  (given by the as-
ymptotic form of the last term on the right-hand side of (39)). 
Despite the attractive simplicity of the result (38) for the improved KA wavefunction, 
we feel that the procedure used for its derivation cannot be considered as a regular method 
for the “perturbative” account of binding potential effects beyond the KA. The major con-
cern is the use of an iterative approach for a homogeneous (i.e., eigenvalue) equation (8). 
In view of the absence of an inhomogeneous term (such as the incident wave in the scatter-
ing state equation (7)), the approach is definitely not equivalent to the Born expansion in col-
lision problems and it is impossible to formulate any quantitative estimate of its accuracy. 
Moreover, the eigenvalue, i.e., the complex quasienergy, is approximated by E0 and is un-
changed in this iterative scheme. Most likely for this reason, the improvement of the KA re-
sults for the ATD amplitude by iterative expansion (in the binding potential) of the exact so-
lution of equation (8) for the ZRP model [17] gives results that are generally different from 
those given by (4) for the same model (although for the low-frequency regime the difference 
between these two versions of the IKA is not so significant except in the region of the onset 
of the plateau; see [17] for a more detailed discussion). 
As is commonly known, the observables calculated within the strong-field approxima-
tion (or the KA), such as ATD and HHG rates, are generally gauge dependent. To clarify this 
question for the KA in the framework of the TDER approach, we first note that for a ZRP 
model (i.e., for s-states, r0 = 0) the KA ionization amplitudes in both length (L) and veloc-
ity (V) gauges are equivalent. This fact was proved a long time ago [39] and is rather evi-
dent from the SMA result (3) for the KA amplitude: since the ZRP U(r) reduces the integra-
tion over r in the last term in (3), the gauge-dependent factor, exp{(i|e|) /(ħω2) r · F˙ (t)},in the 
Volkov wavefunction Ψp
V(r,t) does not affect the KA amplitude SKA. In the same way, gauge 
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invariance also holds for the improved KA amplitude (4) for a ZRP model. For p-states, as 
was noted in [20], only the L-gauge KA wavefunction (31) matches the exact TDER wave-
function Ψ(r,t). The qualitatively different V-gauge KA predictions for the low-energy (or 
“Keldysh”) part of ATD spectra from p-states as compared to those calculated in the L-gauge 
KA and to exact results have been demonstrated recently in [22] (for the TDER model) and 
in [40] (by comparison of results obtained by numerical solution of the TDSE with those in 
the “ZRP-like” model for p-states, i.e., using the asymptotic form (14) for l = 1 as the wave-
function of a p-state in the whole space, 0 < r < ∞). 
5.2. Plateau features in KA wavefunctions 
In Figure 3, we present a comparison between two sets of k(r) (cf. (23) and (24)): one cal-
culated using the exact QQES wavefunction, as in Figures 1(a) and 2(a), and the other using 
the KA wavefunction ΦKA(r,t) in (32). The most surprising feature of the data in Figure 3 is 
that plateau structures in the spectra of Fourier (or QES) harmonics, Φn(r), exist even in the 
KA, i.e., in the QES harmonics Φn
KA (r) of ΦKA(r,t). Moreover, surprisingly excellent quanti-
tative agreement is observed between the exactly calculated factors k(r) for the case of odd 
k (k = 2s +1) and those calculated in the KA, for both their k- and r-dependences. For even k, 
similarly good agreement is observed only for distances far beyond the radius of the bound 
state, κ−1. The explanation for this qualitative difference in the behavior of the exact and KA 
results for even k at r ≤ κ−1 in Figure 3(b) is the same as for the difference between the exact 
even and odd QES harmonics in Figure 2(a), i.e., in the KA, both even (with the exception of 
k = 0) and odd QES harmonics Φk
KA(r) are laser-field induced, so that the KA results in Fig-
ure 3(b) for both odd (k = 15) and even k (k = 10 and k = 20) have similar (decreasing) be-
havior with decreasing r. 
This comparison of exact and KA results allows one to make some conclusions on the 
key features of a QQES wavefunction Ψ(r,t) describing the quasistationary state that devel-
ops from an initial, weakly bound state ψ0(r) = φκlm(r) Ylm(rˆ ) under the influence of a strong 
monochromatic field. An accurate numerical analysis within the TDER approach shows that 
only a finite number of QES harmonics Φs(r) contribute significantly to the Fourier expan-
sion (5) of Ψ(r,t) in the strong-field limit. These are the harmonics with s from 0 up to s = 
smax, where smax ≈ (|E0| + 3.17up)/(ħω). Odd (s = 2k) and even (s = 2k +1) harmonics have op-
Figure 3. Comparison of exact and KA results for k(r) for Θ = 0° and the same laser param-
eters as in Figures 1 and 2. (a) Dependence on k: solid and open circles show exact and KA 
results for r = 0.1κ−1; solid and open triangles show exact and KA results for r = 5κ−1. (b) De-
pendence on r: solid lines show exact results; dashed lines show KA results. Results for k = 
10 and 20 are multiplied by factors of 102 and 10−2, respectively. Arrows show the positions 
of kmax = (|E0| + 3.17up)/(ħω) in (a), and r = α0 = (|e|F)/(mω
2) in (b). 
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posite spatial parity (see (22)) and essentially different behavior in the region of the local-
ized bound state, i.e., r  ≤ κ−1: the odd harmonics decrease with decreasing r, while the even 
ones increase. For r > κ−1, all harmonics with s ≤ smax have a similar, regular behavior up to r 
≈ α0 = (|e|F)/(mω
2), beyond which the behavior is irregular and highly oscillatory. The exact 
TDER wavefunction (19) may also be represented as a linear combination of 2ħω-spaced (in 
energy) KA-like constituents multiplied by fs ≡ f2k : 
 (40) 
where ΨK
A
+ sħω(r,t) is defined by direct comparison with the right-hand side of (19). (Since 
ΨK
A
+ sħω(r,t) differs from ΨKA(r,t) (cf. (31)) only by the energy parameter  + sħω, plateau 
structures in its QES harmonics are similar to those for Φn
KA(r), except that the extent of the 
plateau region in n (given by nmax ≈ (|E0| + 3.17up)/(ħω) for Φn
KA(r)) becomes shorter with 
increasing s, i.e., nmax → (nmax − s).) The (even) coefficients fs originate from binding poten-
tial effects and have plateau-like behavior up to the same cut-off value, smax, as that for Φs(r). 
The simplest approximation to Ψ(r,t) provides the KA wavefunction ΨKA(r,t) (31; see also 
33), i.e., the term with s = 0 in (40). Although this approximation corresponds to the minimal 
account of binding potential effects, QES harmonics of ΦKA(r,t) perfectly reproduce the ex-
act harmonics Φs(r) for odd s, while for even s they fail to describe the behavior of Φs(r) at 
small r, r < κ−1. Thus, the behavior of the even harmonics Φ2k(r) is governed by the binding-
potential-mediated coefficients f2k (or by rescattering effects, in terms of the RS). 
6. Relation between plateaus in QQES harmonics and those in ATD and HHG spectra 
6.1. ATD 
From the representation (40) for the QQES wavefunction and its asymptotic form (11), it fol-
lows that the exact result for the n-photon ATD amplitude may be expressed as a sum of par-
tial, “KA-like” amplitudes An
KA
−2k :
(41) 
where the KA amplitude, n
KA, is given by the term with s = 0: n
KA
 
 ≡ f0An
KA( = E0). An 
explicit form for Ap
KA in (41) in terms of generalized Bessel functions k(x, y) may be found 
in [17] (for s-states) and in [20] (for p-states). For example, for ATD from an s-state ψ0(r) we 
have [17] 
 (42) 
where ħkn = (2m( + nħω – up))
½, n is the electron ejection direction, and n–2k(x, y)  is given 
by 
(43) 
In general, the sum over k in (41), (42) runs from −∞ to ∞. However, the actual number 
of coefficients f2k that contribute significantly depends on the regime of ionization. In Figure 
4, these regimes are illustrated for ATD of F– for four intensities. In the weak-field (perturba-
tive) regime, the behavior of the coefficients fs predicted by perturbation theory (PT) is fs ≈ 
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αs(ω) F |s|, i.e., fs decreases rapidly with increasing |s|. The n-photon ATD rates Γn decrease 
similarly: Γn ≈ βn (ω) I
n  (cf. the PT curves in Figures 4(a) and 4(b)). In this regime, the PT 
expansions of the terms An
KA
– 2k
 as well as of the coefficients f2k (for both positive and nega-
tive k) in (41) must be taken into account in order to calculate the factor βn(ω) correctly. Use 
of only the PT expansion for the KA amplitude, n
KA, is not enough for this purpose. In other 
words, the magnitude of n  in the PT regime is essentially determined by binding poten-
tial effects, as might be expected. With increasing intensity, high-order PT (HOPT) correc-
tions become important; in this regime, a larger number of terms in the PT expansions of f2k 
and An
KA
– 2k
  must be taken into account and their contributions change the slope of the HOPT 
curves compared to the PT curves in Figure 4. The first signature of plateau effects appears at 
the intensity for which up ≈ ħω (i.e., when the lowest open ionization channel is closed and 
thus the PT expansions become divergent [35]). This regime is marked by the “channel clos-
ing” (CC) curves in Figure 4. Finally, in the strongly non-perturbative (NP) regime, up > ħω, 
only a limited number of coefficients fs (i.e., those in the plateau-like region with 0 ≤ s ≤ smax 
in Figure 4(a)) contribute significantly. Correspondingly, the ATD rates Γn have a well-de-
veloped plateau structure (cf. the NP curves in Figures 4(a) and 4(b)) that originates entirely 
from that in the spectrum of f2k coefficients. 
In principle, the general expression (30) for Γn in terms of the coefficients Ak,n in the as-
ymptotic form (28) of the QES harmonics Φn(r) may also be used to calculate ATD rates. 
This representation may be more convenient than (41) for obtaining PT expansions of Γn in 
the weak-field limit. However, in the strong-field regime, the representation (41) is prefera-
ble, since in this regime the exact amplitude n is well approximated by a coherent superpo-
sition of only a finite number of binding-potential-induced KA terms, 
(44) 
where s takes only even values, s = 2k. This result confirms the interpretation of n as a 
coherent superposition of the n-photon ionization amplitude from the ground state (s = 0) 
and the (n − 2k)-photon ionization amplitudes from the KA harmonics Ψ K
A
+2kħω(r,t) in (40), 
whose “population amplitudes” are given by the coefficients fs=2k. The contribution of the KA 
amplitude (i.e., the s = 0 term) to (44) decreases rapidly (exponentially in the tunneling re-
gime) with increasing detached electron energy, so that the terms with s > 0 in (44) become 
Figure 4. ATD spectra for F− for λ = 800 nm (ħω = 0.46|E0|) and four intensities. (a) Spec-
trum of fn (n = 2k) coefficients (cf. (41)) and (b) spectrum of ATD detachment rates (for elec-
trons ejected along the laser polarization axis). Squares (PT) : I = 1.85 × 1010 W cm−2; di-
amonds (HOPT) : I = 1.56 × 1012 W cm−2; triangles (CC) : I = 1.93 × 1013 W cm−2; circles 
(NP) : I = 5.2 × 1013 W cm−2. Arrows mark the “classical cut-offs”: (a)(|E0| +3.17up) /(ħω) 
and (b) 10up. 
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dominant for higher electron energies (despite the fact that | fs|  | f0|). Moreover, the interfer-
ence of the s = 0 term with the others is significant only at the onset of the high-energy plateau, 
whereas the high-energy part of the plateau originates entirely from terms with 0  s ≤ smax. 
In the quantum (QQES) language, equations (40) and (44) support the following “two-
step,” quantum scenario for ATD in the strong-field regime: the first step, which follows from 
general arguments of QES theory [34], occurs within a few cycles after the turn on of a strong 
monochromatic pulse. Namely, the quasienergy structure of the QQES wavefunction in (5) 
is established by means of fast (nonadiabatic) multiphoton absorption or stimulated emission 
of photons by an initially bound electron. In the TDER model, this wavefunction may be ex-
pressed in the remarkable form (40), partitioning the infinite sum of QES harmonics Φs(r) in 
(5) in terms of KA harmonics Ψ K
A
+ sħω(r,t). The origin of these KA harmonics is different for 
zero and non-zero s. For s =0, the KA harmonic is generated by the laser field from the ini-
tial bound state ψ0(r,t) neglecting binding potential effects (it is the term with s = 0 in (40) 
or the KA wavefunction). For s > 0, the (generally infinite) set of 2ħω-spaced KA harmonics 
is generated by the binding-potential-induced, multiphoton absorption of even numbers (s = 
2k) of photons by the initially bound electron near the origin. Owing to the plateau structure 
in the spectrum of fs, only a finite number of KA harmonics (which, in terms of the RS, may 
be called “rescattering harmonics”) becomes highly populated in the strong-field limit (i.e., 
those with 0 ≤ s ≤ smax). Thus, in the strong-field regime, the first step of the quantum sce-
nario for ATD consists in the generation of the set of almost equally populated KA harmon-
ics Ψ K
A
+sħω(r,t) with numbers s up to smax ≈ (|E0| + 3.17up)/(ħω). In the second step, the co-
herent superposition of these highly populated KA harmonics decays slowly in the laser field 
(as compared to the laser period T = (2π)/ω) with amplitudes AKn
A
– s
 (cf.. (44)), e.g., by means 
of tunneling or barrier-suppressed ionization. Although the tunneling concept is generally ap-
plicable only in the low-frequency regime, ħω   |E0|, an analysis in [22] shows that typical 
plateau features in ATD spectra also exist in the non-tunneling (multiphoton) regime of high 
frequencies, ħω ≤ |E0|. 
Note, finally, that the cut-off position of plateau structures in all cases is intimately re-
lated to the famous 3.17up-law, which has a purely classical origin since cl = (3.17 ...)up is 
the maximum energy gained by a free electron moving along a closed classical trajectory in a 
laser field. (Regarding the connection between the ~10up-law for the cut-off position in ATD 
spectra and the 3.17up-rule, see [19].) The appearance of this manifestly classical quantity 
in our completely quantum analysis is not surprising since it may be expected that with in-
creasing intensity of the laser field (treated classically) some classical features in the strong-
field limit should appear even in a rigorous quantum analysis. Specifically, in the TDER ap-
proach, the quantity cl is “hidden” in the classical action S that enters both the equations for 
the QQES wavefunction (cf.. (19) and (21)) and the function f(t) (cf. (16)). In particular, the 
action S(t, t−τ) ≡ S(r = 0, t; r′ =  0, t−τ) involves all closed classical trajectories starting from 
the origin at the moment t − τ and having a return time τ. Thus, the integral in (16) may be in-
terpreted as an integral over all return times. cl may be deduced by maximizing the energy 
gain, ΔE = −∂S(0, t; 0, t −τ)/∂t, over the set of return times τ. It corresponds to the shortest re-
turn time τ = τ0 (ωτ0 = 4.086 ...). 
6.2. HHG 
The quantum interpretation of plateau features in HHG spectra is quite different from that for 
ATD. On the one hand, all previous SMA calculations of HHG spectra have evaluated the in-
duced dipole moment and HHG rates using a field-dressed bound state wavefunction on the 
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level of the KA. For example, the KA wavefunction (36) has been used to calculate HHG 
rates in [29] and the results are in good quantitative agreement with those calculated in [41], 
which employ another form (32) of the KA wavefunction. On the other hand, exact QQES 
calculations of HHG rates based on equations (10) within the ZRP model [42] predict HHG 
plateaus that are in excellent agreement with those obtained in the KA. Thus arises a puz-
zling question which, as far as we know, has not yet been discussed: why are plateau features 
in HHG described so well within the KA, while high-order binding potential effects must be 
included in order to describe plateaus in ATI spectra? The answer to this question may be 
found by considering the structure of the exact and KA wavefunctions described in sections 
4 and 5. 
As discussed in section 2.2, the HHG rates, N, in (10) are defined by the corresponding 
Fourier components, d˜N, of the dual dipole moment d˜(t) 
d˜(t) = áΦ˜(r, t) |d| Φ(r, t)ñ.                                                  (45) 
In terms of the QES harmonics Φs(r) of Φ(r,t), the result for d˜N ,  
(46) 
involves an infinite summation over bilinear combinations of QES harmonics having oppo-
site spatial parities, (−1)s and (−1)s+N , in accordance with (22) for the case of an s-state, 
where N =2k + 1. (Note that according to the definition of the dual function below equation 
(9), we have Φ˜∗s−N (r) = Φs−N(r) for s-states.) 
The number of terms contributing to the sum over s in the exact result (46) for d˜N de-
pends on the laser intensity (similarly to that for the sum over k in the exact result (41) for 
the ATD amplitude). In the perturbative regime, all (even and odd) QES harmonics with |s| ≤ 
N contribute on an equal footing to the lowest order PT result for the nonlinear susceptibility 
χN(Nω), d˜N = e zχN(Nω )FN. Taking into account higher order PT corrections (χN+2k(Nω) ~ 
I k) to χN (Nω), the number of contributing terms in the sum over s in (46) increases. The low-
order harmonics generated in these regimes exhibit a typically perturbative spectrum (see 
the curves PT and HOPT in Figure 5(b)). The use of the KA wavefunction instead of the ex-
act one for calculations of d˜(t) leads to significantly different results for the frequency depen-
dence of χN (Nω). For example, consider the lowest order PT results for N = 3, in which case 
d3 has the following general form (in au) : 
(47) 
The exact result for the function α(ω˜) is [43]
while in the KA the function α(ω˜) has a much simpler analytical structure,
(49) 
Though “on average” the difference between χ3
KA(3ω) and χ3(3ω) is not so large, near the 
even ionization channel, 2ħω ≈ |E0|, χ3
KA(3ω) is less than χ3(3ω) by more than an order of 
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magnitude [42]. This result is qualitatively clear since the even QES harmonics of the KA 
wavefunction are incorrect for r ≤ κ−1. 
The number of significant terms that contribute to the sum over s in (46) changes signif-
icantly when the intensity increases to values such that up ≥ ħω, at which the lowest multi-
photon ATI/ATD channels become closed. The first signature of plateau features in the HHG 
spectrum appears at up ≈ ħω (curve CC in Figure 5(b)), and in this (CC) regime the contri-
butions of the QES harmonics Φk(r) having positive k become dominant in the sum over s 
in (46). With further increases in I (i.e., in the strong-field regime; cf. the curve NP in Figure 
5(b)), the single (odd) QES harmonic ΦN(r) of Φ(r,t) (i.e., the term with s = N in (46)) gives 
the dominant contribution to d˜N. In other words, the amplitude of the Nth harmonic, calcu-
lated as 
(50) 
gives an excellent approximation to the exact result in the strong-field regime. Moreover, a 
similarly good approximation is obtained by the substitution Φ(r,t) → ΦKA(r,t) in (50), i.e., 
approximating d˜N by 
(51) 
The results obtained within this approximation are in excellent agreement with those in Fig-
ure 5(b).  (The applicability of the approximate result (51) for analyses of HHG spectra in the 
strong-field limit was also confirmed by quasiclassical calculations [29].) The explanation 
of this coincidence is obvious, since the odd QES harmonics of ΦKA(r,t) (which are the only 
ones that contribute to (51)) nicely agree with the exact QES harmonics over the whole re-
gion, 0 < r < ∞. Comparison in Figure 5(a) of exact and KA results for k(r) at r = 0.5α0 for 
the same four intensities as in Figure 5(b) shows that the difference is considerable only for 
even k in the PT regime. The evolution of HHG spectra with increasing intensity, as shown 
in Figure 5(b), is qualitatively similar to that for the ATD spectra in Figure 4(b); note that the 
data in both figures are for the same (non-tunneling) laser frequency, ħω = 0.46|E0|. 
Figure 5. Comparison of (a) the k-dependence of the electron density factors k(r) (for par-
allel geometry, Θ = 0° and r = 0.5α0); and (b) the HHG spectrum for the ZRP model, ħω = 
0.46|E0|. Squares (PT): F = 0.01F0; diamonds (HOPT): F = 0.1F0; triangles (CC): F = 0.4F0; 
circles (NP): F = 0.65F0,where F0 =  (2m|E0|
3)½/(|e|ħ). Arrows mark the “classical cut-offs,” 
kmax = Nmax ≈ (|E0| + 3.17up)/(ħω). Open symbols in (a): KA results. Note that r = 0.5α0 is 
equivalent to r = 0.047κ−1 for F = 0.01F0, r = 0.47κ
−1 for F = 0.1F0, r = 1.89κ
−1 for F =0.4F0, 
and r =3.07κ−1 for F =0.65F0. 
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In terms of radial matrix elements for HHG and ATI amplitudes, the explanation of the 
distinct difference in the sensitivity of these amplitudes to the account of binding potential 
effects may be as follows. Similarly to the case of matrix elements for bound–bound dipole 
transitions, one may expect that the dominant contribution to HHG matrix elements comes 
from the region of r up to r ≈ α0. For such r, the QES harmonics Φs
KA(r) of ΦKA(r,t) have a 
well-developed plateau structure in s (up to s ≈ smax) and the electron density factors k(r) 
have comparable magnitudes (cf. Figure 2(a)). Thus, the plateau features in HHG spectra are 
a reflection of those in the spectrum of Φs
KA(r), whereas the higher KA constituents of the 
exact wavefunction (40) (having plateau features similar to those in ΦKA(r,t)) have little con-
sequence since the coefficients fs in the plateau region are a few orders of magnitude smaller 
than f0. As for the radial matrix elements for the ATD amplitudes, the magnitude of these 
matrix elements is sensitive to r at small distances (i.e., within the sphere of radius r ≈ κ−1). 
Moreover, this sensitivity increases with increasing electron energy in view of the increased 
oscillations of the continuum wavefunctions (which is similar to the behavior of radial matrix 
elements for the ordinary photoeffect). Since plateau structures in the KA wavefunction van-
ish at small r, these wavefunctions fail to reproduce the high-energy plateau in ATD spectra. 
7. Discussion and conclusions 
The action of a long monochromatic pulse on an electron in a bound state ψ0(r) of energy 
E0 results in the generation of an infinite “frequency comb” of QES harmonics Φs(r) corre-
sponding roughly to the “energies” E0 + sħω (approximating  by E0); i.e., ψ0(r,t) evolves to 
Φ(r,t) in (5). This “steady” (oscillatory) state is established after the smooth (adiabatic) turn 
on of the monochromatic field. Its wavefunction Φ(r,t) may be used to describe any nonlin-
ear phenomenon involving the interaction of an initially bound electron with a laser field. In 
this paper, we have analyzed an exactly solvable quantum model describing a weakly bound 
electron in a strong monochromatic laser pulse. Analytical results for the QQES wavefunc-
tion Φ(r,t) in this model have been employed to provide an accurate quantum analysis of 
plateau features in both HHG and ATI/ATD. Our results show that these characteristic strong-
field features originate from similar, plateau-like features in the s- and r-dependences of Fou-
rier (or QES) harmonics, Φs(r), of the wavefunction Φ(r,t) itself. 
Specifically, in the strong-field limit (up  ħω), the electron density in QES harmonics 
Φs(r) has a typical plateau-like behavior over a wide interval of r, r  ≤ α0 (α0 = (|e|F)/(mω2)) 
and also over a wide interval of harmonic numbers, 0 ≤ s ≤ smax, with cut-off value smax ≈ 
(|E0| + 3.17up)/(ħω). We have already discussed in section 6.1 the classical origin of this lat-
ter cut-off value; however, it is worthwhile here to emphasize that it is “laser-field induced,” 
i.e., it is not related to a potential U(r) and originates from the motion of an electron along 
closed classical trajectories in a laser field. Similarly, outside the region of U(r) (i.e., for r  
rc), plateau features in Φs(r) are also laser-field induced since they are perfectly reproduced 
using the (approximate) KA wavefunction, ΦKA(r,t), instead of Φ(r,t). This KA wavefunc-
tion corresponds to a “minimal” account of the potential, U(r), in that it assumes the initial 
state is described by the bound state wavefunction, ψ0(r,t),of the potential U(r). Moreover, 
odd QES harmonics of ΦKA(r,t) also coincide with Φs=2k+1(r) for 0 < r < κ−1, and they both 
vanish at the origin, r → 0. Thus, the entire difference between the exact and KA wavefunc-
tions (and thus the influence of high-order binding potential effects) stems only from the be-
havior of their even QES harmonics near (and at) the origin, 0 ≤ r ≤ κ−1. In the KA, these 
even harmonics disappear for r → 0 (as is the case for the odd harmonics), while the magni-
tude of Φs=2k(r) for r → 0 is proportional to the Fourier coefficients fs=2k. These coefficients 
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originate from binding potential effects beyond the KA and they also have a plateau structure 
in the interval 0 < s ≤ smax. Therefore, in terms of the wavefunction, a proper account of the 
potential U(r) causes the generation of even QES harmonics of the exact QQES wavefunc-
tion (spaced in energy by 2ħω) near the origin, i.e., exactly in the region where the poten-
tial U(r) dominates over V(r,t). It is significant that away from the origin these “potential-in-
duced” monochromatic harmonics of frequency sω become subjected to “field dressing,” i.e., 
they develop into the “KA harmonics,” which have exactly the same temporal and spatial de-
pendence as the KA wavefunction, but only a shifted energy, E0 + sħω (cf. 19). In terms of 
the RS, these KA harmonics may be called “rescattering harmonics.” Thus, in the strong-
field limit, the exact QQES wavefunction may be presented in the attractive form (40), in 
which s runs from 0 to smax, i.e., as a “comb” of rescattering harmonics with energies Es ≡ E0 
+ sħω up to E0 + smaxħω. Moreover, most of these energies lie in the continuum, Es > 0 (i.e., 
those with s > smin ≈ |E0|/(ħω)) and, remarkably, the coefficients fs with smin ≤ s ≤ smax (i.e., 
the “populations” of these KA harmonics in (40)) have a plateau-like structure. 
The general properties of the QQES wavefunction Φ(r,t) discussed above allow one 
to present a transparent quantum interpretation of plateaus in ATD and HHG spectra. Pla-
teau structures in ATD spectra originate from those in the spectrum of even QES harmonics 
Φ2k(r) near the origin (i.e., in the spectrum of coefficients f2k). The population of even QES 
harmonics in this region is caused exclusively by the binding-potential-induced, multiphoton 
absorption of an even number of photons. Thus, the quantum treatment of ATD plateau fea-
tures is consistent with the RS, in which the increase of electron energy along the plateau oc-
curs by means of rescattering events, which take place near the origin and are influenced by 
the potential U(r). 
The situation regarding the origin of the plateau in HHG spectra is more intriguing. The 
dipole moment component for the harmonic frequency Nω (where N is an odd integer) in-
volves only odd QES harmonics Φs(r) that, in our quantum treatment, are found to be es-
sentially insensitive to high-order binding potential effects over a wide interval of laser in-
tensities. Thus, plateau structures in HHG spectra repeat those in the spectrum of odd QES 
harmonics of the KA wavefunction, i.e., they are in fact largely insensitive to the shape of 
U(r) (at least, for finite-range potentials). Since the KA wavefunction describes the “free” 
evolution of a bound state ψ0(r) exp[−(i/ħ)E0t] in a laser field, without any further interaction 
of the electron with the potential U(r), it is not surprising that the plateau cut-off energy in 
HHG spectra is simply proportional to the classical energy cl ≈ 3.17up, which relates to free-
electron motion in the laser field. 
Our quantum analysis for the TDER model is essentially exact and applicable over a wide 
interval of laser parameters. In particular, our results show that plateau features are typi-
cal not only for the low-frequency domain, ħω  |E0| (for which most of the quasiclassical 
analyses of ATI and HHG have been performed), but also for photon energies comparable to 
the binding energy, ħω < |E0| (see, e.g., the results for ħω = 0.46|E0| in Figures 4 and 5, and 
in [22]). Also, our results demonstrate an evolution of ATD and HHG spectra with increas-
ing laser intensity from the manifestly perturbative regime (when the lowest order PT results 
are applicable) to the strong field (non-perturbative) one, in which plateau structures become 
well developed. Although TDER results are most appropriate for systems involving weakly 
bound electrons, such as negative ions, we believe some of these results should also be valid 
for long-range (e.g., Coulomb) potentials. Indeed, the parity relation (22) is general and thus 
one may expect that the different sensitivity of plateau features in ATI and HHG to the shape 
of U(r) should be valid in general. In particular, sophisticated Coulomb calculations of HHG 
spectra confirm the 3.17up-law, which does not depend on the details of the potential U(r). 
S304 Frolov, KhuSKivadze, ManaKov, & Starace  in Journal of Physics B  39 (2006)
Nevertheless, an analysis (presumably, numerical) of the spectrum of QES harmonics for the 
QQES wavefunction of an electron in a Coulomb potential U(r) would be very desirable ow-
ing to the possibility of obtaining a better and more complete understanding of plateau fea-
tures in intense laser–atom phenomena. 
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