We consider the Knizhnik-Zamolodchikov system of linear differential equations. The coefficients of this system are rational functions. We prove that under some conditions the solution of the KZ system is rational too. We give the method of constructing the corresponding rational solution. We deduce the asymptotic formulas for the solution of the KZ system when the parameter ρ is an integer.
Introduction
Consider the differential system ∂W ( 1 2 )
where A ( 1 2 ) and W ( 1 2 ) are × matrix functions. Suppose that A ( 1 2 ) has the form
where = if = . Here the matrices P are connected with the matrix representation of the symmetric group S and are defined by formulas (6)- (8) . Note that the well-known Knizhnik-Zamolodchikov equation has the form (1), (2) (see [3] ). This system has applications in several areas of mathematics and physics (see [3, 5] ). In the first part of the paper (section 2) we prove the following assertion: The fundamental solution of KZ system (1) , (2) is rational, when ρ is an integer. We give an effective method of constructing this rational solution. Our method is elementary and is based on the results of linear algebra. The more complicated approach to constructing rational solutions is given by G. Felder and A. Veselov [4] . In our previous papers [8] [9] [10] , we constructed rational solutions only for the cases ρ = ±1.
In sections 3-6, we use the variables which were introduced by A. Varchenko [13] :
In terms of the variables the system KZ takes the form
We investigate the form of H ( 1 2 ) in more detail than it was done in [13] . In particular, we prove that H 1 ( 1 2 ) depends only on 1 and H ( 1 2 ) (2≤ ≤ ) does not depend on 1 . Using the results of sections 1-4, we deduce the asymptotic formula for the solutions of the KZ system (1) when ρ is an integer and →0 The corresponding result for the irrational ρ is well-known [13] . In the last section of the paper we consider the examples (n=3 and n=4). As a by-product, we obtain the following result:
The hypergeometric function F(a,b,c) is rational when
= −ρ = −3ρ = 1 − 2ρ (ρ )(5)
Rational solutions of KZ system
Consider the natural representation of the symmetric group S (see [2] ). By ( ; ) we denote the permutation which transposes and and preserves all the rest. The × matrix that corresponds to ( ; ) is denoted by
The elements { ( )} are equal to zero except
We begin with the first equation of the KZ system (1), (2) :
where = [ 1 2 ] In this section we assume that ρ is an integer.
Theorem 2.1.
Let ρ be an integer. Then the fundamental matrix solution W ( ) of system (9) can be written in the form
where ξ = [ 2 ] m = |ρ| and L (ξ) are × matrix functions, Q(z) is a matrix polynomial in respect to 1 and
Proof. Changing the variables 1 = 1/ , we obtain
where
From relation (13) we deduce the representation
We investigate the case when V ( ξ) can be written in the form
Here G (ξ) are × matrix functions. It follows from (12) , (14) and (16) that
We note that the matrix T −1 does not depend on ξ. According to (15) the matrix T −1 has the following structure
where × matrix S is defined by the equality
The matrix τ is defined by the relation τ = col[1 1 1] . Let us write the eigenvalues of T −1 :
The corresponding 1× eigenvectors of T −1 have the forms
We note, that the vectors U 2 (1≤ ≤ − 2) are linearly independent and satisfy the condition
We shall construct the linear independent solutions Y ( ) (1≤ ≤ ) of system (9) . We begin with the case = −ρ > 0
Step 1. We assume that
In this case we have (see (17)):
According to (21) the vectors G ( −2) ( ) = U 2 satisfy (25). From (17), we find the coefficients
is true. Now we shall use
It follows from (27) that the right side of (17), when + 1 = ( − 1) is orthogonal to U 1 . Hence, the corresponding equation (17), when
To find the matrix coefficients L ( ξ) (see (10)) we consider the block matrices
Using (10) and (16) 
The ( − 1)× ( − 1) matrix R has the following form:
where the × blocks R (ξ) of the ( − 1)× matrix R(ξ) are defined by the relations
Here 0 is the × zero matrix, 2≤ ≤ 1≤ ≤ ( − 1) 1≤ ≤ The introduced matrix R(ξ) is the block confluent Vandermonde matrix. Hence the matrix R(ξ) is invertible and we have
Example 2.1. (9) is rational then (31) is true.
Later we shall show that Y ( ) are solutions of system (9).
Step 2. Now, assume that
In this case we have (see (21)):
It follows from
that the vector function
is a solution of system (9) Step 3. To construct the solution Y ( ) we consider the case when
where the vector U 3 is defined by (22). Using (17) we find the coefficients
is not invertible. We represent the right side of (17) when + 1 = ( − 2) in the form U 2 + βU 3 , where U 2 is the fixed concrete vector. We remark that the vector U 2 is a linear combination of the vectors U 2 ( ). The vector U 3 is orthogonal to U 2 ( ). The vectors U 2 ( ) and U 3 are defined by formulas (21) and (22). Hence the equation
has a solution G ( −2) . We consider the case when
We note that in case (40) equality (34) takes the form
By (17) and (43) we find
where Q( 1 ξ) is a polynomial of degree in respect to 1 .
Step 4. To prove that the constructed vector functions Y ( ) (1≤ ≤ − 2) are solutions of system (9) we consider the vector functions
The vector functions M ( 1 ξ) are rational in respect to 1 with the poles in the points 1 = (2≤ ≤ ). It follows from (34) that
where = ( − 1) + 2 We introduce the polynomials
Using (47) and (48) we deduce that
Here V ( 1 ξ) is a polynomial with respect to 1 and
Comparing (47) and (49) we have
By X we denote the linearly independent vectors such that
From (52) we infer that
Hence according to (51) we have
It follows directly from (49), (51) and (54) that M ( 1 ξ) = 0 (2≤ ≤ ) Consequently, the vector functions Y ( ) (2≤ ≤ ) are solutions of system (9) .
It was shown before that the vector function Y −1 ( ) is a solution of system (9).
Step 5. Now we shall prove that the vector function Y ( ) (see (45))is a solution of system (9) . To do it we introduce the rational vector function
From (42) and (43) we infer the equality
Here vector˜ is a fixed vector which satisfies condition (23). We introduce the polynomials
In view of (56) and (57) the equality
is true. Here V ( 1 ξ) is a polynomial with respect to 1 and
According to (56) the relations
hold. From (53) and (60) we infer
We took into account that X 1 is orthogonal to˜ . If we consider the case L (ξ) = 0 (1≤ ≤ = ), we obtain the analogue of (61):
Using the independence of the system X (2≤ ≤ ) and comparing (61) and (62) Now we use the following proposition [8] :
If W ( ) is a rational fundamental solution of system (9) ,
τ is a fundamental rational solution of (9) , when ρ = .
Hence the assertion of the theorem is true for all integers ρ We note that (11) are true [7] . The theorem is proved.
Further we need the following assertion.
Proposition 2.1.

If the matrix function
) is a solution of the equation
then the matrix function
Proof. The proposition follows directly from (6)- (8) and the relations P +1 P P +1 = P +1 ; = = + 1 (66)
Corollary 2.1.
Every equation of system (1) has a fundamental rational solution when ρ is an integer.
We introduce the fundamental × matrix solution of system (9):
Now fix a point 1 0 and consider the new fundamental matrix solution
of system (9), which satisfies the condition
In the next section we shall use the normalized fundamental solution W 1 ( ).
Common solution, consistency
In section 2 we have considered only one equation (9) of the KZ system (1). Now using this result we shall construct a common rational solution of the KZ system (1). We note that the KZ system is consistent, i.e.
The correctness of (71) follows from the properties of P :
[P + P P ] = 0; ( ) (73)
The following assertion can be easily verified ([6, Ch.12]). 
satisfies equation (75).
By the condition (76) and equality (78) we deduce the relation
Using Proposition 3.1 and relation (79) we have
Now we introduce the × matrix function W 2 ( 1 0 2 ) which satisfies the equation
and the condition W 2 ( 1 0 2 0 ) = I
where 1 0 and 2 0 are fixed points. The assertion below follows from (81) and (82).
Proposition 3.2.
The × matrix funtion
satisfies the equations
and the condition W ( 1 0 2 0 ) = I
We introduce the notation
where 1 0 2 0 0 are fixed points. Using Theorem 2.1, Proposition 2.1 and Proposition 3.2 we obtain the main result in this section.
Theorem 3.1.
The × matrix function
is a fundamental rational solution of the KZ system (1) . Here
and
KZ equations in terms of new variables
Following A. Varchenko [13] we change the variables
The KZ system takes the following form
where = ( 1 2 ) In this section we are going to investigate the form of H ( ) in a more detailed manner than it was done in [13] . We represent (90) and (91) in the form
Write (93) in the matrix form
The elements of the × matrix S are equal to zero except
It is easy to check that the matrix S −1 has the following form
Using the formula
we have
We note that ∂ /∂ are defined by
It follows from (97) and (100) that
In view of (2) and (101) the relation
is true. Hence,
This result is well-known ( [3, 13] ).
We introduce the triangular × matrix
and the vector
The matrices T and S are connected by the equality
In view of (106) and (107) the equality (99) can be written in the form
Formulas (93), (104), (105) and (108) imply the following assertion.
Proposition 4.1.
The matrix functions H do not depend on 1 , when 2≤ ≤ Let us consider separately H 1 . In this case we have
According to (104), (105) and (109) the equalities
we deduce that
Thus we have proved the assertion.
Proposition 4.2.
The matrix function H 1 in KZ system (1) depends only on u 1 and has form (113).
Let us consider the case when 2≤ ≤ In this case we have
Using again (104), (105) and (109) we receive the relations
Equations (93), (115), (117) and (118) imply that
Hence, the following formula
holds. From formulas (115) and (119) we infer that
The equality ( ) = ( ) means that the function ( ) is regular in the neighborhood of = 0 and (0) = 0. Using formulas (120)- (123) we deduce the theorem.
Theorem 4.1.
The following relations are true
Remark 4.1.
The formula H ( ) = 0 and the first term of asymptotic (125) were found by A. Varchenko [13] .The second term of asymptotic (125) and explicit formulas (113) and (120) are new.
Remark 4.2.
In this section we consider an arbitrary ρ (not only an integer).
Corollary 4.1.
The fundamental solution W ( ) of KZ system (1) can be represented in the form
where W 1 ( 1 ) and W ( 2 ) are fundamental solutions of the system
and the system
respectively.
Eigenvalues and eigenvectors of Ω
According to (125) the matrices Ω are coefficients of the main parts of the asymptotic H . In the next section we show that the eigenvalues and eigenvectors of Ω define the asymptotic of the solution W ( ) of the KZ system. Therefore in this section we find the eigenvalues and eigenvectors of Ω in an explicit form. To do it we use the following result.
Theorem 5.1.
The matrices Ω have the structure
where the ( − + 1)×( − + 1) matrix ω and the number N are defined by the relations
Proof. It follows from (126) that non-diagonal elements of Ω and the right part of (130) coincide. According to (130) and (131) we have
The relations (126) imply that Ω consists of ( − )( − + 1)/2 addend of P . It means that the left upper blocks of Ω and the right side of (130) have the same diagonal elements N −1 . Using again (126) we prove that all other diagonal elements of Ω are equal to N .
From the block structure of Ω we deduce the assertion.
Corollary 5.1.
The matrices Ω (1≤ ≤ − 1) have the common system of the eigenvectors
The eigenvalues of Ω corresponding to the vectors are defined by the relations
Corollary 5.2.
All the eigenvalues of Ω are integer and non-negative.
Asymptotic solutions of the KZ system
By D we denote the domain
It means that (see (90))
The following proposition was obtained by A. Varchenko [13] . 
2) The solutions ψ ( ) form a basis in the space of the solutions of the KZ system on D.
We deduce the following addition to Varchenko Theorem.
Theorem 6.2.
Consider the KZ system (1) 
Remark 6.1.
When ρ is integer the representation (140) is true not only in the domain D but in a neighborhood of = 0
Examples
Example 7.1.
Consider the simplest case n=3. Using (120), (124), (128) and (129) we have
According to Corollary 4.1 we can represent W ( ) in the form
where W 1 ( 1 ) and W 2 ( 2 ) are fundamental solutions of system (141) and (142) respectively. It is easy to see that
We note that the eigenvalues of Ω 1 are integers (λ 1 = 3 λ 2 = λ 3 = 0). Hence,the matrix W 1 ( 1 ) is rational when ρ is an integer. We introduce the matrix function
Relations (142) and (146) imply that
We consider the constant vectors
It is easy to see that (P 3 2 + I) 1 = 0 (P 3 1 + I) 1 = − 2 (149)
We represent F ( ) in the form
and substitute it in (147). In view of (147) and (151) we have
It follows from (152) that
By introducing ψ( ) = φ 1 (− ) we reduce equation (153) to a Gauss hypergeometric equation [1] :
Let ψ 1 ( ) and ψ 2 ( ) be linearly independent solutions of equation (154 
is the solution of system (142) too. Hence, we deduced the assertion. As a by-product we deduce from Proposition 7.1 the following result.
Proposition 7.2.
The solutions of a Gauss hypergeometric equation (154) are rational functions if
where ρ is an integer.
Remark 7.2.
The KZ system is connected with the generalized hypergeometric equations of several variables (see [5] ). Hence the Theorem 2.1 can be applied to the generalized hypergeometric equations of several variables.
Example 7.2.
Let us consider separately the case = 3 ρ = −1 Using results of [9] we have
The corresponding hypergeometric equation (154) has the form 
where For the case = 4 ρ = −1 we constructed the solution W ( ) of system (9) in the explicit form. Using formula (87) we can obtain in the explicit form the solution of the KZ system (1) when = 4 ρ = 1
