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Abstract
Asymptotic behaviour of solutions to the nonlinear variational equations of the two basic types of cable
stayed bridges is studied. The equations describe vertical and torsional oscillations of the center span, which
is the part of road bed between pylons. Due to damping, amplitude and velocity of oscillations remain
bounded if wind force is bounded as well. Moreover, the solution to the nonlinear equations converges
to the solution of the steady state problem if wind drops. If the center span has certain aerodynamical
properties and the initial state is near to the solution of the steady state problem, then the solution converges
to the steady state solution even if the forces representing wind do not vanish.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we deal with nonlinear evolution variational equations describing the behaviour
of the two basic types of cable stayed bridges depicted in Figs. 1 and 2. Cable stayed bridges
resemble suspension bridges and have similar properties. Many papers have been devoted to the
modelling of suspension bridges, for instance [1–7,11], where the main attention is payed to
vertical oscillations of the center span which is the part of road bed between pylons. We will
study oscillations of the center span as well, but we will deal with both vertical and torsional
oscillations. Let us consider that the pylons are sufficiently stiff so that their deformation can
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be neglected. Then the center span suspended by two rows of cables corresponds to the system
depicted in Fig. 3 and its behaviour is described by the system of nonlinear evolution variational
equations
m1(u
′′, v)+ k1(u, v) + θ1(u′, v)+ h
(
(u + lϕ)+, v)+ h((u − lϕ)+, v)
= (F1, v) +
(
P1(ϕ), v
)
,
m2(ϕ
′′,ψ) + k2(ϕ,ψ) + θ2(ϕ′,ψ) + lh
(
(u + lϕ)+,ψ)− lh((u − lϕ)+,ψ)
= (F2,ψ) +
(
P2(ϕ),ψ
)
. (1.1)
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The center span suspended by one row of cables corresponds to the system depicted in Fig. 4 and
the corresponding system of nonlinear evolution variational equations reads
m1(u
′′, v) + k1(u, v) + θ1(u′, v) + h
(
u+, v
)= (F1, v)+ (P1(ϕ), v),
m2(ϕ
′′,ψ)+ k2(ϕ,ψ) + θ2(ϕ′,ψ) = (F2,ψ) +
(
P2(ϕ),ψ
)
. (1.2)
These two systems of differential equations are formulated and studied in detail in [8,9]. The
bilinear forms in the systems (1.1), (1.2) are defined as follows:
m1(u, v) =
L∫
0
M1uv dx, m2(u,ψ) =
L∫
0
M2uψ dx,
k1(u, v) =
L∫
0
K1
∂2u
∂x2
∂2v
∂x2
dx, k2(ϕ,ψ) =
L∫
0
K2
∂ϕ
∂x
∂ψ
∂x
dx,
θ1(u, v) =
L∫
0
Θ1uv dx, θ2(ϕ,ψ) =
L∫
0
Θ2ϕψ dx,
(u, v) =
L∫
0
uv dx, h(u, v) =
L∫
0
Huv dx.
The functions M1,M2,K1,K2,Θ1,Θ2,H ∈ L∞(0,L) and there exists a positive ε such that
M1,M2,K1,K2,Θ1,Θ2 > ε, H > 0 (1.3)
for all x ∈ (0,L). The value of l in (1.1) is the distance between the rows of cables and the
longitudinal axis of the center span (see Fig. 3), the symbol ′ is d
dt
, and the expression x+ is
defined by max{0, x}.
The functions u, ϕ defined on (0,L) × (0, T ) describe downward deflection and torsion of
any cross section of the center span (see Fig. 5). The expressions (F1, v), (F2,ψ), where F1,F2
are defined on (0,L), represent gravitational forces and the expressions (P1(ϕ),u), (P2(ϕ),ψ),
where P1(y, x, t), P2(y, x, t) are defined on R× (0,L)× (0, T ) and fulfill the assumptions given
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below, describe the impact of wind and depend on torsion as it is depicted in Fig. 6. The function
H characterizes the average stiffness of cable system, which represents a certain homogenization
of cable system (see [8,9]). The support of H , supp(H), is equal to 〈A1,A2〉 ∪ 〈A3,A4〉 as it is
depicted in Fig. 7.
The operator (.)+ corresponds to the process of loosening cables and describes the nonlinear-
ity of cables which resist expansion but not compression. The bilinear forms m1(.,.), m2(.,.) are
connected with the kinetic energy of the center span, k1(.,.), k2(.,.) with the deformation energy
of the center span, θ1(.,.), θ2(.,.) with the damping, and h(.,.) with the deformation energy of
cables. Let us define the spaces
V1 = H 2(0,L) ∩H 10 (0,L), V2 = H 10 (0,L),
where H 2(0,L), H 20 (0,L) are Sobolev spaces. The functions u(t) : (0, T ) → V1, ϕ(t):
(0, T ) → V2 are solutions to (1.1) or (1.2) if these equalities are fulfilled for any v ∈ V1 and
ψ ∈ V2 in the sense of distributions on (0, T ).
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a Hilbert space, we say that u(t) : (0, T ) → X is the derivative of v(t) : (0, T ) → X in the sense
of distributions if the equality
T∫
0
u(t)ζ(t) =
T∫
0
v(t)ζ ′(t)
holds for all test functions ζ ∈D(0, T ).
Moreover, the solutions satisfy the initial condition
u(0) = u0, ϕ(0) = ϕ0,
u′(0) = u1, ϕ′(0) = ϕ1, (1.4)
where u0 ∈ V1, ϕ0 ∈ V2, u1, ϕ1 ∈ L2(0,L). The functions F1, F2 describing gravitation belong
to L2(0,L) and the functions P1(y, x, t), P2(y, x, t) defined on R × (0,L) × (0, T ) fulfills the
estimates∣∣Pi(y, x, t)∣∣ g(x, t),∣∣Pi(y1, x, t) − Pi(y2, x, t)∣∣C|y1 − y2|, i = 1,2, (1.5)
where g ∈ L2((0,L) × (0, T )). Moreover, these function are continuous in y and measurable in
x, t and the constant C is independent of x, t .
The systems (1.1), (1.2) describe the deflection and torsion of a suspended beam supported at
both ends. The corresponding boundary conditions are included in the definition of V1, V2.
The proof of the following theorem can be found in [8].
Theorem 1.1. Let (1.5) hold, then both the problem (1.1), (1.4) and (1.2), (1.4) has a unique
solution u(t), ϕ(t) such that
u(t) ∈ L2(0, T ;V1), ϕ(t) ∈ L2(0, T ;V2),
u′(t) ∈ L2(0, T ;L2(0,L)), ϕ′(t) ∈ L2(0, T ;L2(0,L)),
u′′(t) ∈ L2(0, T ;V ∗1 ), ϕ′′(t) ∈ L2(0, T ;V ∗2 ), (1.6)
where V ∗1 , V ∗2 are duals to V1, V2.
To obtain stronger result on the regularity of solutions to the problems (1.1), (1.4) and (1.2),
(1.4), we have to put some additional assumptions on the coefficients K1(x), K2(x), the initial
conditions (1.4), and the functions Pi(y, x, t), i = 1,2 on the right-hand side.
First,we suppose that
K1(x) ∈ C2
(〈0,L〉), K2(x) ∈ C1(〈0,L〉), (1.7)
where K1, K2 are the functions in k1(.,.), k2(.,.).
Second, the initial conditions (1.4) satisfy the additional assumptions
u0 ∈ H 4(0,L), ϕ0 ∈ H 2(0,L),
u0(0) = u0(L) = ∂
2u0(0)
∂x2
= ∂
2u0(L)
∂x2
= 0,
ϕ0(0) = ϕ0(L) = 0. (1.8)
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∣∣Pi(y, x, t)∣∣ g(x),
∣∣∣∣ ∂∂x Pi(y, x, t)
∣∣∣∣C,
∣∣∣∣ ∂∂t Pi(y, x, t)
∣∣∣∣ C, i = 1,2, (1.9)
where Pi(y, x, t), ∂∂x Pi(y, x, t),
∂
∂t
Pi(y, x, t), i = 1,2, are continuous in y, t and measurable
in x, the function g(x) belong to L2(0,L), and C is a constant independent of x, y, t . From the
first inequality in (1.9) it follows that Pi ∈ L∞(R × (0, T );L2(0,L)), i = 1,2.
Theorem 1.2. Let (1.7)–(1.9) hold, then both the problems (1.1), (1.4) and (1.2), (1.4) have a
unique solution u(t), ϕ(t) such that
u(t) ∈ L2(0, T ;V1), ϕ(t) ∈
(
L2(0, T );V2
)
,
u′(t) ∈ L2(0, T ;V1), ϕ′(t) ∈ L2(0, T ;V2),
u′′(t) ∈ L2(0, T ;L2(0,L)), ϕ′′(t) ∈ L2(0, T ;L2(0,L)). (1.10)
The proof of this theorem can be found in [9].
Let us remark that T is arbitrary so if assumptions (1.5), (1.7)–(1.9) are fulfilled for t ∈ (0,∞),
then the solutions to (1.1), (1.2), (1.4) exist on (0,∞) and (1.6), (1.10) are fulfilled for any
T ∈ (0,∞).
In the sequel the solution to the steady state problem will play an important role. The functions
u ∈ V1, ϕ ∈ V2 are a solution to the steady state problem connected with (1.1) if the variational
equalities
k1(u, v) + h
(
(u + lϕ)+, v)+ h((u − lϕ)+, v)= (F1, v),
k2(ϕ,ψ) + lh
(
(u + lϕ)+,ψ)− lh((u − lϕ)+,ψ)= (F2,ψ) (1.11)
hold for any v ∈ V1, ψ ∈ V2. But cables usually do not loosen for the steady state problem, which
results in the inequalities
u(x) + lϕ(x) 0, u(x) − lϕ(x) 0 (1.12)
fulfilled for all x ∈ suppl(H). In this case the system (1.11) can be rewritten into the system of
linear variational equalities
k1(u, v) + 2h(u, v) = (F1, v),
k2(ϕ,ψ) + 2l2h(ϕ,ψ) = (F2,ψ). (1.13)
The steady state problem connected with (1.2) reads
k1(u, v) + h
(
u+, v
)= (F1, v),
k2(ϕ,ψ) = (F2,ψ). (1.14)
If the loosening of cables does not occur, the inequalities (1.12) change into the inequality
u(x) 0 (1.15)
fulfilled on suppl(H) and the corresponding system of linear variational equations we obtain
after omitting the operator (.)+ in (1.14).
In the sequel we suppose that the solutions to the steady state problems satisfy the inequalities
(1.12), (1.15) so they are the solutions to the linear variational equations.
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model with two rows of cables the linearized equations read
m1(u
′′, v) + k1(u, v) + θ1(u′, v) + 2h(u, v) = (F1, v) +
(
P1(ϕ), v
)
,
m2(ϕ
′′,ψ)+ k2(ϕ,ψ) + θ2(ϕ′,ψ) + 2l2h(ϕ,ψ) = (F2,ψ)+
(
P2(ϕ),ψ
)
. (1.16)
For the model with one row of cables the linearized equations read
m1(u
′′, v) + k1(u, v) + θ1(u′, v) + h(u, v) = (F1, v)+
(
P1(ϕ), v
)
,
m2(ϕ
′′,ψ)+ k2(ϕ,ψ) + θ2(ϕ′,ψ) = (F2,ψ) +
(
P2(ϕ),ψ
)
. (1.17)
Equations (1.16), (1.17) describe the behaviour of cable stayed bridges only if the cable stays
do not loosen, which means that the inequalities (1.12), (1.15) hold true for all t ∈ 〈0, T 〉. Never-
theless, Theorems 1.1 and 2.1 hold true for both the problems (1.16), (1.4) and (1.17), (1.4), but
the solutions to the linearized problems generally do not correspond to the oscillations of cable
stayed bridges.
Problems connected with the loosening of cables are studied in [2,3,7] as well.
The symbol C will be a generic constant which can change its values in the estimates below.
2. Asymptotic properties of solutions
In this section we will analyze the influence of damping given by θ1(u′, v), θ2(ϕ′,ψ). We
will prove that if the power of wind is bounded, amplitude and velocity of oscillations remain
bounded as well and if wind drops, which means that P1, P2 vanish, then the solutions to (1.1),
(1.2) converge to the solutions of the corresponding steady state problems.
First of all we will prove some auxiliary results.
Lemma 2.1. Let f be a function on R such that f , f ′ are continuous on R. Let u(x, t) belong
to L∞((0,L) × (0, T )) ∩H 1((0,L) × (0, T )) and v(x) belong to L2(0,L). Then
d
dt
(
f (u), v
)=
(
f ′(u)∂u
∂t
, v
)
in the sense of distributions on (0, T ).
Proof. There exists um ∈ C1(〈0,L〉 × 〈0, T 〉) such that
lim
m→∞‖um − u‖H 1((0,L)×(0,T )) = 0, ‖um‖L∞((0,L)×(0,T ))  C, (2.1)
where C is common for all m. Then the relations
T∫
0
L∫
0
v(x)f ′
(
um(x, t)
)∂um(x, t)
∂t
ϕ(t) dx dt =
T∫
0
L∫
0
v(x)f
(
um(x, t)
)
ϕ′(t) dx dt (2.2)
hold for any ϕ from D(0, T ), the space of smooth functions with compact supports. From (2.1),
(2.2) it follows the desired result. 
If u(t) ∈ L2(0, T ;H 1(0,L)) and u′(t) ∈ L2(0, T ;H 1(0,L)), then u belongs to both
C(〈0, T 〉;H 1(0,L)) and H 1((0,L) × (0, T )). If we consider that H 1(0,L) is continuously em-
bedded into C(〈0,L〉), then u is bounded and satisfies the assumptions of Lemma 2.1. Thus the
solutions in Theorem 1.2 satisfy the assumptions of Lemma 2.1.
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Then the following conditions are equivalent:
(1) u is almost everywhere equal to a primitive function to v, i.e., there exists z ∈ X such that
u(t) =
t∫
0
v(s) ds, for a.e. t ∈ 〈0, T 〉.
(2) For every test function ζ ∈D(0, T ) the equality
T∫
0
u(t)ζ ′(t) dt = −
T∫
0
v(t)ζ(t) dt
holds.
This lemma is borrowed from [12] (Chapter III, Lemma 1.1) to which the reader is referred to
the proof. From Lemma 2.2 it follows that u is almost everywhere equal to a continuous function
which has a derivative almost everywhere and this derivative is equal to the distributional deriv-
ative v. Thus derivatives with respect to t exist in classical sense almost everywhere on (0, T )
in the proofs of the theorems bellow and equalities and inequalities hold almost everywhere on
(0, T ).
Theorem 2.1. Let all assumptions of Theorem 1.2 be fulfilled and u, ϕ be the solution to (1.1),
(1.4) for all t ∈ (0,∞). Then for any u0, u1, ϕ1, ϕ0 there exists C > 0 such that∥∥u(t) − u¯∥∥
V1
 C,
∥∥u′(t)∥∥
L2(0,L)  C,∥∥ϕ(t) − ϕ¯∥∥
V2
 C,
∥∥ϕ′(t)∥∥
L2(0,L)  C,
where u¯, ϕ¯ are the solution to the steady state problem and the constant C only depends on F1,
F2, P1, P2.
Proof. Let u(t), ϕ(t) be the solution to (1.1), (1.4), u¯, ϕ¯ be the solution to the steady state
problem, and δ be a positive number, then consider the terms
w(t) = u′(t) + δ(u(t) − u¯), γ (t) = ϕ′(t) + δ(ϕ(t) − ϕ¯). (2.3)
From Theorem 1.2 it follows that w(t) ∈ V1, γ (t) ∈ V2 for a.e. t ∈ (0,∞) and we can substitute
the terms (2.3) for v, ψ in (1.1).
Then we can change (F1,w(t)), (F2, γ (t)) in the right hand sides by the terms
k1
(
u¯,w(t)
)+ 2h(u¯,w(t)), k2(ϕ¯, γ (t))+ 2l2h(ϕ¯, γ (t))
because u¯, ϕ¯ are the solution to the steady state problem.
After summing the equations and doing some simply operations, we have
5∑
i=1
Ii(t) =
(
P1
(
ϕ(t)
)
,w(t)
)+ (P2(ϕ(t)), γ (t)), (2.4)
where
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d
dt
{
m1
(
w(t),w(t)
)+m2(γ (t), γ (t))
+ k1
(
u(t) − u¯, u(t) − u¯)+ k2(ϕ(t) − ϕ¯, ϕ(t) − ϕ¯)},
I2(t) = h
((
u(t) + lϕ(t))+ − (u¯ + lϕ¯), u′(t) + lϕ′(t))
+ h((u(t) − lϕ(t))+ − (u¯ − lϕ¯), u′(t) − lϕ′(t)),
I3(t) = δk1
(
u(t) − u¯, u(t)− u¯)+ δ2m1(w(t), u(t) − u¯)− δm1(w(t),w(t))
+ θ1
(
w(t),w(t)
)− δθ1(w(t), u(t) − u¯),
I4(t) = δk2
(
ϕ(t) − ϕ¯, ϕ(t) − ϕ¯)+ δ2m2(γ (t), ϕ(t) − ϕ¯)− δm2(γ (t), γ (t))
+ θ2
(
γ (t), γ (t)
)− δθ2(γ (t), ϕ(t) − ϕ¯),
I5(t) = δh
(
u(t) + lϕ(t)+ − (u¯ + lϕ¯), u(t) + lϕ(t) − (u¯ + lϕ¯))
+ δh((u(t) − lϕ(t))+ − (u¯ − lϕ¯), u(t) − lϕ(t) − (u¯ − lϕ¯)).
On considering the inequalities
C‖u‖2V1  k1(u,u), C‖ϕ‖2V2  k2(ϕ,ϕ), (2.5)
which hold for all u,ϕ from V1,V2, and the definitions of the bilinear forms m1(.,.), k1(.,.),
θ1(.,.), we have the estimates
∣∣m1(w(t), u(t) − u¯)∣∣ C
ξ2
m1
(
w(t),w(t)
)+ ξ2Ck1(u(t) − u¯, u(t) − u¯),
∣∣θ1(w(t), u(t) − u¯)∣∣ C
ξ2
m1
(
w(t),w(t)
)+ ξ2Ck1(u(t) − u¯, u(t) − u¯),
1
C
m1
(
w(t),w(t)
)
 θ1
(
w(t),w(t)
)
, (2.6)
where ξ is any positive number and the last inequality is a consequence of the inequalities (1.3).
Then we can choose positive δ, ξ , α¯ such that the inequalities
α¯  1
C
− δ − δ
2C
ξ2
− δC
ξ2
,
α¯  δ − δ2ξ2C − δξ2C
hold, which results in the estimate
α¯
{
m1
(
w(t),w(t)
)+ k1(u(t) − u¯, u(t) − u¯)} I3(t). (2.7)
In the same way we can establish the estimate
¯¯α{m2(γ (t), γ (t))+ k2(ϕ(t) − ϕ¯, ϕ(t) − ϕ¯)} I4(t), (2.8)
where ¯¯α is a positive number.
Let a be a positive number and s ∈ R, then we have the relations
d
ds
{
1
2
(
s+
)2 − as + 1
2
a2
}
= s+ − a,
(
s+ − a)(s − a) 1
2
(
s+
)2 − as + 1
2
a2  0. (2.9)
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φ
(
u(t), ϕ(t)
)= 1
2
h
((
u(t) + lϕ(t))+, (u(t) + lϕ(t))+)
+ 1
2
h
((
u(t) − lϕ(t))+, (u(t) − lϕ(t))+)
− h(u(t) + lϕ(t), u¯ + lϕ¯)− h(u(t) − lϕ(t), u¯− lϕ¯)
+ 1
2
h(u¯ + lϕ¯, u¯ + lϕ¯) + 1
2
h(u¯ − lϕ¯, u¯ − lϕ¯).
Employing the inequalities (1.12), the inequality (1.3) for H , (2.9), Lemma 2.1, and the re-
mark following the lemma, then we have the relations
d
dt
φ
(
u(t),φ(t)
)= I2(t),
δφ
(
u(t), ϕ(t)
)
 I5(t),
φ
(
u(t), ϕ(t)
)
 0. (2.10)
Let us consider the inequalities
∣∣(P1(ϕ(t)),w(t))∣∣ C
η2
∥∥P1(ϕ(t))∥∥2L2(0,L) + η2Cm1(w(t),w(t)),
∣∣(P2(ϕ(t)), γ (t))∣∣ C
η2
∥∥P2(ϕ(t))∥∥2L2(0,L) + η2Cm2(γ (t), γ (t)),
where η is any positive number.
If we choose η such that the numbers
α¯ − η2C, ¯¯α − η2C
are positive, then the number
α = min{α¯ − η2C, ¯¯α − η2C,δ}
is positive as well.
Now let us define
I (t) = m1
(
w(t),w(t)
)+m2(γ (t), γ (t))
+ k1
(
u(t) − u¯, u(t) − u¯)+ k2(ϕ(t) − ϕ¯, ϕ(t) − ϕ¯)
+ φ(u(t), ϕ(t)).
Then employing (2.4), (2.7), (2.8), (2.10), we have the differential inequality
d
dt
I (t) + 2αI (t) C(∥∥P1(ϕ(t))∥∥2L2(0,L) +
∥∥P2(ϕ(t))∥∥2L2(0,L)). (2.11)
Due to the remark after Lemma 2.2 the differential inequality (2.11) is a classical inequality
which hold almost everywhere on (0, T ). Now we can employ the classical Gronwall Lemma,
which results in the estimate
I (t) I (0)e−2αt
+ C (‖P1‖2L∞(R×(0,∞);L2(0,L)) + ‖P2‖2L∞(R×(0,∞);L2(0,L))
)(
1 − e−2αt). (2.12)
α
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(2.12) gives the desired result. 
Theorem 2.2. Let all assumptions of Theorem 1.2 be fulfilled. If u(t), ϕ(t) are the solution to
(1.1), (1.4) and P1,P2 are equal to zero, then
lim
t→∞
∥∥u(t) − u¯∥∥
V1
= 0, lim
t→∞
∥∥u′(t)∥∥
L2(0,L) = 0,
lim
t→∞
∥∥ϕ(t) − ϕ¯∥∥
V2
= 0, lim
t→∞
∥∥ϕ′(t)∥∥
L2(0,L) = 0, (2.13)
where u¯, ϕ¯ are the solutions to the steady state problem (1.13).
Proof. If we follow the ideas in the proof of Theorem 2.1, we have the differential inequality
d
dt
I (t) + 2αI (t) 0, (2.14)
where α > 0 and I (t) is the same as in proof of Theorem 2.1. The inequality (2.14) yields the
estimate
I (t) I (0)e−2αt ,
which gives the desired result. 
If we follow the ideas above, then we can prove the same theorems for the problem (1.2),
(1.4).
3. Stability of oscillation in wind
In this section we will deal with some finer estimates for oscillations, when the initial state
is near to the solution of the steady state problem and the functions P1(ϕ, x, t), P2(ϕ, x, t) have
certain special properties. Let us suppose that F2, the moment of gravitational forces, vanishes,
which corresponds to the fact that the cross section is symmetric with respect to the z-axis (see
Fig. 5) and there are no additional weight along the center span.
This restriction results in the solutions u¯, ϕ¯ to the steady state problems (1.13), (1.14), where
ϕ¯ = 0.
Let us suppose that the inequality
u¯(x) β (3.1)
holds for all x ∈ suppl(H), where β is a positive constant. Let us remark that (3.1) together with
ϕ¯ = 0 yield the inequalities (1.12) for the solution to (1.13).
Moreover, the relations
P1(0, x, t) = P2(0, x, t) = 0 (3.2)
hold for all x, t . This is true, for instance, if the center span is symmetric with respect to the
y-axis (see Fig. 5).
Theorem 3.1. Let all assumptions of Theorem 1.2 be fulfilled, u(t), ϕ(t) be the solution to (1.1),
(1.4), u¯ be the solution to the steady state problem satisfying (3.1), and u0, u1, ϕ1, ϕ0 be the
initial conditions. If (3.1), (3.2) are fulfilled, the numbers
‖u0 − u¯‖V1, ‖u1‖L2(0,L), ‖ϕ0‖V2, ‖ϕ1‖L2(0,L) (3.3)
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is sufficiently small and independent of ϕ, x, t , then the limits
lim
t→∞
∥∥u(t) − u¯∥∥
V1
= 0, lim
t→∞
∥∥u′(t)∥∥
L2(0,L) = 0,
lim
t→∞
∥∥ϕ(t)∥∥
V2
= 0, lim
t→∞
∥∥ϕ′(t)∥∥
L2(0,L) = 0 (3.5)
hold. Moreover, for all t ∈ (0,∞) and x ∈ supp(H) the inequalities
u(x, t) + lϕ(x, t) 0,
u(x, t) − lϕ(x, t) 0 (3.6)
are fulfilled.
Proof. We prove (3.5) for the solution to the problem (1.16), (1.4) and then verify the inequalities
(3.6) for this solution, which yields that this solution is the solution to (1.1), (1.4).
First of all we consider the equation
m2
(
ϕ′′(t),ψ
)+ k2(ϕ(t),ψ)+ θ2(ϕ′(t),ψ)+ 2l2h(ϕ(t),ψ)= P2(ϕ(t),ψ). (3.7)
There exists a unique solution to (3.7) on (0,∞) satisfying ϕ(t) ∈ L2(0, T ;V2), ϕ′(t) ∈
L2(0, T ;V2), ϕ′′(t) ∈ L2(0, T ;L2(0,L)) for any T , which follows from Theorem 1.2 modified
for the problem (1.16), (1.4), which was mentioned in Section 1.
If we take a positive number δ and substitute the term γ (t) = ϕ′(t)+ δϕ(t) for ψ in (3.7), we
have
1
2
d
dt
{
m2
(
γ (t), γ (t)
)+ k2(ϕ(t), ϕ(t))+ 2l2h(ϕ(t), ϕ(t))}
+ δk2
(
ϕ(t), ϕ(t)
)− δm2(γ (t), γ (t))+ δ2m2(γ (t), ϕ(t))
+ θ2
(
γ (t), γ (t)
)− δθ2(γ (t), ϕ(t))
+ δ2l2h(ϕ(t), ϕ(t))= (P2(ϕ(t)), γ (t)). (3.8)
The estimates (2.5) and the definitions of m2(.,.), θ2(.,.) give the inequalities
1
C
m2
(
γ (t), γ (t)
)
 θ2
(
γ (t), γ (t)
)
,
∣∣m2(γ (t), ϕ(t))∣∣ C
ξ2
m2
(
γ (t), γ (t)
)+ ξ2Ck2(ϕ(t), ϕ(t)),
∣∣θ2(γ (t), ϕ(t))∣∣ C
ξ2
m2
(
γ (t), γ (t)
)+ ξ2Ck2(ϕ(t), ϕ(t)),
∣∣(P2(ϕ(t)), γ (t))∣∣ Cϕ
ξ2
k2
(
ϕ(t), ϕ(t)
)+ ξ2Cm2(γ (t), γ (t)), (3.9)
where ξ is any positive number. The last inequality in (3.9) is a consequence of (3.4).
For sufficiently small Cϕ we can choose positive numbers δ, ξ , α¯ such that the inequalities
α¯  δ − δ2ξ2C − δξ2C − Cϕ
ξ2
,
α¯  1
C
− δ − δ
2C
ξ2
− δC
ξ2
− ξ2C (3.10)
hold.
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J (t) = m2
(
γ (t), γ (t)
)+ k2(ϕ(t), ϕ(t))+ 2l2h(ϕ(t), ϕ(t)).
If we follow the ideas in the proof of Theorem 2.1, then from (3.8), (3.10) it follows the
differential inequality
d
dt
J (t) + 2α¯J (t) 0,
which yields the estimate
J (t) J (0)e−2α¯t .
The last estimate results in the inequality∥∥ϕ(t)∥∥2
V2
+ ∥∥ϕ′(t)∥∥2
L2(0,L)  C
(‖ϕ0‖2V1 + ‖ϕ1‖2L2(0,L)
)
e−2α¯t . (3.11)
On considering that V2 is continuously embedded into C(〈0,L〉), we have∥∥ϕ(t)∥∥
C(〈0,L〉)  C
(‖ϕ0‖V1 + ‖ϕ1‖L2(0,L))e−α¯t . (3.12)
Now let us deal with the equation
m1
(
u′′(t), v
)+ k1(u(t), v)+ θ1(u′(t), v)+ 2h(u(t), v)= (F1, v) + (P1(ϕ(t)), v). (3.13)
Substitute the term w(t) = u′(t) + δ(u(t) − u¯) for v and then k(u¯,w(t)) + 2h(u¯,w(t)) for
(F1,w(t)). After simple operations we have the equation
1
2
d
dt
{
m1
(
w(t),w(t)
)+ k2(u(t) − u¯, u(t) − u¯)+ 2h(u(t) − u¯, u(t) − u¯)}
+ δk1
(
u(t) − u¯, u(t) − u¯)− δm1(w(t),w(t))
+ δ2m1
(
w(t), u(t) − u¯)+ θ1(w(t),w(t))
+ δθ1
(
w(t), u(t) − u¯)+ δ2h(u(t) − u¯, u(t)− u¯)
= (P1(ϕ(t)),w(t)). (3.14)
The estimates (2.5) and the definitions of m1(.,.), θ1(.,.) give the inequalities
1
C
m1
(
w(t),w(t)
)
 θ1
(
w(t),w(t)
)
,
∣∣m1(w(t), u(t) − u¯)∣∣ C
ξ2
m1
(
w(t),w(t)
)+ ξ2Ck1(u(t) − u¯, u(t) − u¯),
∣∣θ1(w(t), u(t) − u¯)∣∣ C
ξ2
m1
(
w(t),w(t)
)+ ξ2Ck1(u(t) − u¯, u(t) − u¯),
∣∣(P2(ϕ(t)),w(t))∣∣ C
ξ2
∥∥ϕ(t)∥∥2
L2(0,L) + ξ2Cm1
(
w(t),w(t)
)
, (3.15)
where ξ is any positive number. The last inequality in (3.15) is the result of the second inequality
in (1.9) and the assumptions (3.2).
On considering the estimates (3.15), we can choose positive numbers δ, ξ , ¯¯α such that the
inequalities
¯¯α  δ − δ2ξ2C − δξ2C,
¯¯α  1
C
− δ − δ
2C
ξ2
− δC
ξ2
− ξ2C (3.16)
hold.
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d
dt
K(t) − 2 ¯¯αK(t)C∥∥ϕ(t)∥∥2
L2(0,L), (3.17)
where
K(t) = k1
(
u(t) − u¯, u(t) − u¯)+m1(w(t),w(t))+ 2h(u(t) − u¯, u(t) − u¯).
The inequalities (3.17), (3.11) yield the estimate
∥∥u(t) − u¯∥∥2
V1
+ ∥∥u′(t)∥∥2
L2(0,L)
 C
(‖u0 − u¯‖2V1 + ‖ϕ0‖2V2 + ‖u1‖2L2(0,L) + ‖ϕ1‖2L2(0,L)
)
e−2αt , (3.18)
where α = min{α¯, ¯¯α} and C is independent of u0, ϕ0, u1, ϕ1.
The arguments applied in the proof of (3.12) give the estimate
∥∥u(t) − u¯∥∥
C(〈0,L〉)
 C
(‖u0 − u¯‖V1 + ‖ϕ0‖V2 +‖u1‖L2(0,L) + ‖ϕ1‖L2(0,L))e−αt . (3.19)
If the numbers (3.3) are sufficiently small, then from (3.12), (3.19) it follows the inequalities
∣∣lϕ(x, t)∣∣ β
2
,
∣∣u(x, t) − u¯(x)∣∣ β
2
, (3.20)
which hold for all x ∈ supp(x) and t ∈ (0,∞).
Let us consider the inequalities
∣∣u(x, t) + lϕ(x, t)∣∣ ∣∣u¯(x)∣∣− ∣∣u(x, t) − u¯(x)∣∣− ∣∣lϕ(x, t)∣∣,∣∣u(x, t) − lϕ(x, t)∣∣ ∣∣u¯(x)∣∣− ∣∣u(x, t) − u¯(x)∣∣− ∣∣lϕ(x, t)∣∣,
which hold true for all x ∈ supp(x) and t ∈ (0,∞).
The last inequalities together with (3.1) and (3.20) yield (3.6), which guarantees that the
cables do not loosen and we can omit the operator (.)+ in (1.1). Then the solutions u(t), ϕ(t)
to Eqs. (3.7), (3.13) are the solution to (1.1), which proves the theorem. 
Let us remark that the validity of inequalities (3.6) is essential in the proof of Theorem 3.1.
The validity of similar equation for the problem (1.2), (1.4) is not necessary.
Theorem 3.2. Let all assumptions of Theorem 1.2 be fulfilled, u(t), ϕ(t) be the solution to (1.2),
(1.4), and u¯ be the solution to the steady state problem. If (1.15), (3.2) are fulfilled and the
constant Cϕ in the inequality∣∣P2(ϕ, x, t)∣∣ Cϕ |ϕ|
is sufficiently small and independent of ϕ, x, t , then the limits
lim
t→∞
∥∥u(t) − u¯∥∥
V1
= 0, lim
t→∞
∥∥u′(t)∥∥
L2(0,L) = 0,
lim
t→∞
∥∥ϕ(t)∥∥
V2
= 0, lim
t→∞
∥∥ϕ′(t)∥∥
L2(0,L) = 0
hold.
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m2
(
ϕ′′(t),ψ
)+ k2(ϕ(t),ψ)+ θ2(ϕ′(t),ψ)= P2(ϕ(t),ψ). (3.21)
If the constant Cϕ is sufficiently small, we can follow the ideas in the proof of Theorem 3.1
to get the estimate∥∥ϕ(t)∥∥2
V2
+ ∥∥ϕ′(t)∥∥2
L2(0,L)  C
(‖ϕ0‖2V1 + ‖ϕ1‖2L2(0,L)
)
e−2α¯t , (3.22)
where α¯ is a positive number.
Now let us consider the equation
m1(u
′′, v) + k1(u, v) + θ1(u′, v) + h
(
u+, v
)= (F1, v)+ (P1(ϕ), v).
Substitute w(t) = u′(t)+ δ(u(t) − u¯) for v and then k1(u¯,w(t)) + h(u¯,w(t)) for (F1,w(t)),
which is possible because u¯ is the solution to the steady state problem.
After some simple operations, we have
4∑
i=1
Li(t) =
(
P1
(
ϕ(t)
)
,w(t)
)
, (3.23)
where
L1(t) = 12
d
dt
{
m1
(
w(t),w(t)
)+ k1(u(t) − u¯, u(t) − u¯)},
L2(t) = h
(
u(t)+ − u¯, u′(t)),
L3(t) = δk1
(
u(t) − u¯, u(t) − u¯)+ δ2m1(w(t), u(t) − u¯)− δm1(w(t),w(t))
+ θ1
(
w(t),w(t)
)− δθ1(w(t), u(t) − u¯),
L4(t) = δh
(
u(t)+ − u¯, u(t) − u¯).
Let us consider the inequalities
1
C
m1
(
w(t),w(t)
)
 θ1
(
w(t),w(t)
)
,
∣∣m1(w(t), u(t) − u¯)∣∣ C
ξ2
m1
(
w(t),w(t)
)+ ξ2Ck1(u(t) − u¯, u(t) − u¯),
∣∣θ1(w(t), u(t) − u¯)∣∣ C
ξ2
m1
(
w(t),w(t)
)+ ξ2Ck1(u(t) − u¯, u(t) − u¯),
∣∣(P2(ϕ(t)),w(t))∣∣ C
ξ2
∥∥ϕ(t)∥∥2
L2(0,L) + ξ2Cm1
(
w(t),w(t)
)
, (3.24)
where ξ is any positive number, then we can choose positive numbers δ, ξ , ¯¯α such that the
inequalities
¯¯α  δ − δ2ξ2C − δξ2C,
¯¯α  1
C
− δ − δ
2C
ξ2
− δC
ξ2
− ξ2C (3.25)
hold.
The inequalities (3.25) yield the estimate
¯¯α{m1(w(t),w(t))+ k1(u(t) − u¯, u(t) − u¯)} L3(t) − ξ2Cm1(w(t),w(t)). (3.26)
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τ
(
u(t)
)= 1
2
h
(
u(t)+, u(t)+
)− h(u(t), u¯)+ 1
2
h(u¯, u¯).
Employing (1.3), (1.15), (2.9), we have the relations
d
dt
τ
(
u(t)
)= L2(t),
δτ
(
u(t)
)
 L4(t),
τ
(
u(t)
)
 0. (3.27)
If α = min{α¯, ¯¯α, δ}, then (3.23), the last inequality in (3.24), (3.26), (3.27), and Lemma 2.1
give the differential inequality
d
dt
L(t) − 2αL(t) C∥∥ϕ(t)∥∥2
L2(0,L), (3.28)
where
L(t) = m1
(
w(t),w(t)
)+ k1(u(t) − u¯, u(t) − u¯)+ τ(u(t)).
Employing (3.22), (3.28), we have the estimate∥∥u(t) − u¯∥∥2
V1
+ ∥∥u′(t)∥∥2
L2(0,L)
 C
(‖u0 − u¯‖2V1 + ‖ϕ0‖2V2 + ‖u1‖2L2(0,L) + ‖ϕ1‖2L2(0,L)
)
e−2αt ,
which yields the desired result. 
4. Conclusion
Let us summarise and interpret the result above. The right-hand sides of (1.1), (1.2) satisfy the
assumptions (1.9) which correspond to wind blowing in the horizontal direction and smoothly
changing both along the center span and in time. Then the initial condition (1.4) can be inter-
preted as a result of a strong gust of wind which excites the center span. Then wind calms and
can be described by functions obeying (1.9).
If the magnitude of wind remains bounded, then oscillations remain bounded as well, which
is the consequence of Theorem 2.1.
If wind drops, then oscillations start fading away, the solution to the dynamic problem con-
verges in time to the solution of the steady state problem as Theorem 2.2 says.
Let cross sections of the center span have the following aerodynamical properties:
(1) The vertical part of forces induced by wind acting on the cross section vanishes if torsion of
the cross section is zero.
(2) The moment of forces induced by wind acting on the cross section vanishes if torsion of the
cross section is zero.
(3) The moment of forces induced by wind depends on torsion very little.
The assumptions above correspond to (3.2), (3.4) and guarantee that the solution to the dy-
namic problem converges to the solution of the steady state problem even if wind does not vanish.
The analysis from Section 3 shows the consequences between the construction of bridge and
its stability.
162 J. Malík / J. Math. Anal. Appl. 317 (2006) 146–162If the center span is suspended by one row of cables, the dynamic solution converges to the
steady state solution for any initial conditions.
If the center span is suspended by two rows of cables, to guarantee the convergence above,
the initial conditions have to be sufficiently near to the solution of the steady state problem so
that the loosening of cables does not occur.
Thus the analysis suggests that the cable stayed bridges which satisfy the aerodynamical con-
ditions (1)–(3) can be more stable.
There are other connections between stability and mechanical properties of cable stayed
bridges based on certain relations between eigenvalues of vertical and torsional oscillations. Such
problems are studied in [10].
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