Abstract. We construct a universal tangle invariant on a quantum algebra. We show that the invariant maps tangle to commutants of the algebra; every (1, 1)-tangle is mapped to a Casimir operator of the algebra; the eigenvalue of the Casimir operator in an irreducible representation of the algebra is a link polynomial for the closure of the tangle. This result is applied to a discussion of the Alexander-Conway polynomial and quantum holonomy in Chern-Simons theory in three dimensions.
Introduction
Invariants for oriented tangles valued on finite dimensional representations of quasitriangular Hopf algebras were constructed by Turaev (1990) , and Reshetikhin and Turaev (1990) . The construction was based on the relation between categories of oriented tangles and categories of finite dimensional representations of an algebra (Yetter 1988, Freyd and Yetter 1989) . A universal invariant for links valued on a quantum group was constructed by Lawrence (1989) .
In this paper we construct a universal invariant for oriented tangles on a quasitriangular Hopf algebra U (Drinfel 'd 1986 'd , Jimbo 1985 , which we call a quantum algebra. We further show that the image of (the plane projection of) a tangle on U is a commutant of U to within a permutation determined by the tangle. In particular, the image of a (1, 1)-tangle is a central element of U whose eigenvalue in an irreducible representation of U is an invariant for the closure of the tangle. Our construction is a non-trivial extension of the result of Lawrence (1989) because a tangle lacks the crucial property possessed by a link-closure-that makes either Alexander's theorem (Alexander 1928) or Markov theorem (Markov 1935) useful. In fact, our universal invariant for links differs from that of Lawrence.
The rest of the paper is presented as follows. In section 2 we first define notation and review the main result of Lee (1992) : every (n,n)-tangle diagram can be transformed to a partially closed braid with n strands unclosed using only a special type of Reidemeister II moves. We then construct a universal tangle invariant as a functor V: [T ] → U 0 , where [T ] is a tangle isotopy and U 0 is an universal enveloping algebra with specific properties. In section 3 we show that one can define a homomorphism between a quantum algebra U and U 0 that maps a central element λ ∈ U to the identity in U 0 . This requires certain refinements on the construction given in section 2 depending on whether one's objective is a universal invariant for regular isotopic tangles, ambient isotopic tangles or ribbon graphs. In section 4 we show that, to within permutations, the universal tangle invariants are commutants of U, H C Lee that is, they commute with the subset U of U induced by the action of the coproduct on U. This is a generalization of the coboundary condition R (U ) = (U)R by replacing R by a universal tangle invariant and (U) by U . In particular, V maps every (1, 1)-tangle to a central element in U. In section 5 we show that in an irreducible representation of U the eigenvalue of such a central element is a link polynomial for the closure of the (1, 1)-tangle. This gives new meaning to a link polynomial as an object in a quantum algebra. In section 6 we compare our universal link invariant with that given by Lawrence (1989) . In section 7 we give two simple applications of our results. In an appendix we list the universal invariants for (1, 1)-tangles with up to six crossings.
Seifert circles and a functor for tangles

Tangles, tangle diagrams and splices
Definition 2.1.1. An oriented (n,n)-tangle T is the disjoint union of n open oriented strands and an arbitrary number of oriented closed strands embedded in a cylinder in a 3-manifold, with all the n tails of the open strands held fixed on the ceiling of the cylinder and all the n tips held fixed on the floor. A link is a (0,0)-tangle.
Remark. One could replace the cylinder with a 3-ball, and identify the region on the surface of the ball enclosing the n tails (tips, resp.) as the ceiling (floor, resp.). An (n, m)-tangle, m = n, amounts to a different partition of the ends of the tangle. It is necessary to include such tangles in the category theory approach (Turaev 1990 , Yetter 1988 , Freyd and Yetter 1989 , but not in our discussion. Henceforth tangles will be understood to be (n, n) and oriented.
Definition 2.1.2. A tangle diagram is a regular plane projection of a tangle. A tangle diagram is composed of positive and negative crossings and edges. In a positive (negative) crossing the undercrossing strand is clockwise (counterclockwise) to the overcrossing strand. An edge is a section of strand between two consecutive crossings.
Example. The two basic crossings in a tangle are shown in figure 1. Definition 2.1.3. An ambient isotopy class (simply isotopy class unless otherwise specified) of tangle diagrams, denoted by [T ] , is an equivalence class of tangles generated by the Reidemeister moves I, II and III (figure 2) on tangle diagrams. A regular isotopy of tangles, denoted by [T ] reg , is an equivalence class of tangles generated by the Reidemeister moves II and III. By a functor for tangles we mean a functor from the category whose morphisms are isotopy classes of tangle diagrams.
Remark. Reidemeister moves are defined for diagrams with non-oriented strands. For oriented tangle diagrams it is necessary to speak of Reidemeister moves on diagrams with oriented strands.
Definition 2. 1.4 . If the two strands in a Reidemeister move II have the same (opposite, resp.) orientation, denote the move IIa (IIb, resp.). The two types of Reidemeister move II's are shown in figure 3. Definition 2.1.5. Splicing a crossing means cutting out the vertex of the crossing, placing a + or − sign at the cut-out in accordance with the sign of the crossing, and reconnecting the severed strands in such a way that: (i) the orientations of the strands are respected; and (ii) the reconnected strands do not cross. Remark. By definition there are no crossings in a splice. Hence lines in a splice do not correspond to strands in the tangle diagram it presents. On the other hand, it is clear that the correspondence between the edges on a tangle diagram and those on its splice is one-to-one. So is the correspondence between a tangle diagram and its splice. Often, arguments used in the ensuing discussion do not depend critically on the signs at the crossing points in a H C Lee splice. In such cases, the signs in the splice will be generically replaced by stars ( 's). In figure 4 , (a) is a tangle diagram, (b) is its splice, c is the splice in which the signs are replaced by 's. The information contained in such a splice is precisely the same as that in a 4-valent planar graph.
Definition 2.1.7. The circles in a splice are called Seifert circles.
Example. There are three Seifert circles in the splice of figure 4(b) (and 4(c) ).
Definition 2.1.8. The writhe and the Seifert number are, respectively, the number of positive signs minus the number of negative signs, and the number of Seifert circles, respectively, in a splice.
Example The Reidemeister moves I, IIa, IIb and III on splices are shown in figure 5(a)-(d ), respectively. For the Reidemeister moves IIa and IIb, the two signs in the splice on the left-hand side must be opposite. Note that the left-hand side splice in IIb has a Seifert circle while that in IIa does not.
Remark. For the Reidemeister III move, in each of the two diagrams in figure 5(d ) label the three signs, from top to bottom, respectively, by (α, β, γ ) , and use the subscripts L and R, respectively, to denote the left and right diagrams. Then the precise relation is (α, β, γ ) L = (γ, β, α) R , in which, of the total of eight sets of signs, the two sets (α, β, γ ) = (+, −, +) and (−, +, −) are excluded. It is evident that in a splice neither the writhe nor the Seifert number is an invariant of isotopy. Move I preserves neither the writhe nor the Seifert number, whereas moves IIa and III preserve both. Move IIb preserves writhe, but not necessarily the Seifert number.
Definition 2.1.9. The Reidemeister move IIb is type 2, denoted by IIb2 (type 1, denoted by IIb1, resp.) if the two lines in the right-hand side diagram in figure 5(c) belong (do not belong, respectively) to the same Seifert circle or to the same open line.
Remark If neither of the two lines belonged to a Seifert circle, then they would both belong to separate open lines in the splice, and it would have been impossible to make a Reidemeister II move on them. Thus, move IIb1 preserves the Seifert number (figure 6(a)), and move IIb2 (figure 6(b)) changes the Seifert number by ±2, but preserves the number of clockwise Seifert circles minus the number of counterclockwise Seifert circles.
Definition 2.1.10. Among all the edges involved in a Reidemeister IIb1 move, there is one and only one edge that belongs to a Seifert circle or to an open line both before and after the move. We speak of this edge as preserving its identity in the move.
Example. In figure 7 , the identity of the edge marked with a cross is preserved. 2. An (n, n)-braid-tangle is a partially closed braid obtained by closing m strands of an (n + m)-strand braid without disturbing any crossing in the braid.
Remark. Since the action of closing a strand in a braid must not generate any new crossing, a braid-tangle is obtained by closing the m 1 left-most strands clockwise and the m 2 rightmost strands counterclockwise, m 1 + m 2 = m. Obviously, m + 1 possibly distinct braidtangles may be obtained.
Definition 2.2.3. The m edges that close an (n + m)-strand braid to obtain an (n, n)-braidtangle are wrong-way edges of the braid-tangle. If a component of a braid-tangle that is closed contains no vertices, then the whole component is considered a wrong-way edge.
Proposition 1. Every (n, n)-tangle diagram can be isotopically transformed to a (n, n)-braid-tangle using only Reidemeister IIb1 moves.
Corollary 1.1. Every tangle diagram can be isotopically transformed to a braid-tangle such that the writhe number and the numbers of the clockwise and counterclockwise Seifert circles are separately preserved. Corollary 1.2. For every tangle diagram there exists at least one assignment of wrongway edges, one on each Seifert circle in the splice of the tangle diagram, and a braid-tangle isotopic to the tangle diagram, such that (i) the identities of the wrong-way edges are preserved in the transformation from the tangle diagram to the braid-tangle; and (ii) the set of wrong-way edges on the tangle diagram coincides with the set of wrongway edges on the braid-tangle.
Proof. Proofs are given in Lee (1992) .
Remark. The corollaries are fairly straightforward consequences of proposition 1 and the properties of the Reidemeister IIb1 move. Definition 2.2.4. Given a tangle diagram T , a specified tangle diagram T * of T denotes T equipped with a specific choice of wrong-way edges.
The algebra U 0
Definition 2.3.1. U 0 is the tensor algebra of an algebra A over C, equipped with h, h ∈ A,
where A · · · B is the shorthand for
Definition 2.3.2. Consider A as a linear vector space. Let I ⊂ A be spanned by ab − ba, ∀a, b ∈ A, A 0 ≡ A/I and the natural projection Sp: A → A 0 . Then
In what follows we consider Sp as part of the structure of U 0 .
The functor V for tangles
Let {T } denote the set of all tangles; [T ] denote an isotopy class of tangles and T (n) l denote an (n, n)-tangle diagram with l closed strands.
Definition 2.4.1. Consider the splice of a specified tangle diagram T * . Call a wrong-way edge on a counterclockwise Seifert circle an A-edge (diagrammatically represented by ↑ or, equivalently, by ↓), and one on a clockwise circle a C-edge ( ↑ or ↓). An edge that is neither an A-edge nor a C-edge is an N-edge (↑ or ↓). The property of an edge does not depend on its relative direction in the tangle. We refer to all these edges as arrows. Apply these definitions also to T * .
Definition 2.4.2. Let α, β, . . . be a set of arrows. The tensor product α ⊗ β is the disjoint union of the two arrows. The multiplication p acting on α⊗β adjoins the head of α to the tail of β: p(α⊗β) ≡ p 12 (α⊗β) = αβ. Also p 13 (α⊗β ⊗τ ) = ατ ⊗β, p 31 (α⊗β ⊗τ ) = τ α⊗β. Successive multiplications give an open string of arrows (henceforth simply a string). The notions of multiplying and tensoring arrows extend to strings.
Definition 2.4.3. Given a string α 1 α 2 · · · α k , letτ {α} be the class {α s 1 α s 2 · · · α s k |(s 1 , s 2 , . . . , s k ) ∈ {all cyclic perm. of (1, 2, . . . , k)}} and refer to it as a closed string of arrows, or simply a closed string.
Remark. Thus a specified tangle diagram T * is a disjoint union of open and closed strings composed of the arrows ↓, ↓ and ↓, and pairs of tensored arrows (overcrossing) and (undercrossing), equipped with the operations multiplication and tensor product.
Definition 2.4.4. Let h, h , R, R and Sp be the objects in U 0 defined in section 2.3. Let α, β be strings,τ be a closed string in T * and [T * ] be the set of all specified tangle diagrams. Define the map V:
Proposition 2. V is a functor for tangles; it is well defined as a map V:
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Proof. The proof is given in Lee (1992) . There, it is shown that if (i) T a and T b are isotopic; (ii) T * a is a specified tangle diagram of T a and (iii) T *
Remark. V maps each open string in T * to a factor valued in A and each closed string in T * to a factor valued in A 0 . The cyclicity of Sp in (2.5) is needed for (2.10).
Example. The specified tangle diagram T * in figure 8 (a), a counterclockwise writhe with an overcrossing, may be expressed as T * = p 12 (p 13 ( ⊗ ↑ )). From the rules given above, V(T * ) = m 12 (m 13 (R ⊗ h)) = m 12 (Ah ⊗ B) = AhB; see figure 8(b). Example. The basic relations (2.2-4) of the algebra U 0 are shown diagrammatically in figure 9(a)-(c).
Remark. Equation (2.4) is the algebraic expression of the Reidemeister I move (figure 9(c)). Hence, unless the elements h and h are equal to the identity, it is necessary to differentiate wrong-way edges from other edges. 
2.5.2.
Following are some derived Lee (1992) relations shown diagrammatically in figures 10-12, respectively. Remark. Equation (2.11) is the algebraic expression of the Reidemeister IIb move (figure 10). A graphical derivation of the second relation in (2.12) is given in figure 13 . 
2.5.3.
If B is a braid of n strands, then repeated application of (2.13) gives
H C Lee 2.5.4. Definition 2.5.2. For the set of (n, n)-tangles {T (n) }, let σ : {T (n) } → S n be the natural mapping of tangles to the permutation group. We say σ ∈ S n sends {1, 2, . . . , n} to
Let T a and T b be two (n, n)-tangles and let T ab be obtained by joining in order the tips of T a to the tails of T b , then
( 2.15) 2.5.5. Let T be an (n, n)-tangle with l closed strands. There exists a braid B of N = n + µ L + µ R strands, and a braid-tangle T B , obtained from B by closing the latter's µ L left-most strands clockwise and µ R right-most strands counterclockwise, such that (T B ) may be reached by executing only Reidemeister IIb1 moves on
( 2.16) This defines the action that closes B to yield T B . Because there are l closed strands in T , there must be l cycles among the set of pairs of subscripts {i s , s} in (2.16). (For example, a cycle involving three pairs is a set ({s 1 , s 2 }, {s 2 , s 3 }, {s 3 , s 1 }), with s 1 , s 2 and 
Denote by
(2.17)
The following are two simple examples. Suppose T R is obtained from T by closing the latter's right-most strand counterclockwise, and σ (T ) sends {1, 2, . . . , n} to {i 1 , i 2 , . . . , i n }. Then
where l R = 1(0) if the closing generates (does not generate) a new closed strand in T R . Similarly, if T L is obtained from T by closing its left-most strand clockwise, then
2.5.7. There are n + 1 ways of closing all the strands in T : closing the m left-most strands clockwise on the left, and the rest of the strands counterclockwise on the right, m = 0, 1, . . . , n. Refer to the links thus obtained byT m . Clearly allT m 's belong to the same class, [T ] , the generic closure of T . Define
ThenT m being isotopic to [T ] demands that the following equality holds:
Since T itself is the partial closure of a braid, it is sufficient to prove the equality when T is a braid B of n strands, namely,
This relation is proved in Lee (1992) .
Example. Figure 14 gives a graphical derivation of (2.21) for the case n = 3, m = 2. 
The antipode S: A → A is an antiautomorphism, and the multiplication m: A ⊗ A → A, the comultiplication : A → A ⊗ A and the counit : A → C are morphisms. is the opposite comultiplication. We denote the algebra, which we also call a quantum algebra,
Example. U may be a deformed Lie algebra (Drinfel'd 1986 , Jimbo 1985 or an algebra of functions on a quantum formal group (Faddeev 1988 ). An explicit example of the former is a quantized universal enveloping algebra U q (g) over
η an indeterminate, where g is a simple complex Lie algebra of rank r with simple roots α i , i = 1, . . . , r and Cartan matrix A ij = 2 α i , α j / α i , α i , where , is an invariant scalar product. Its generators in the Chevalley basis {H i , X
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. The action of the antipode S is determined by , and (3.1a):
Drinfel 'd (1985, 1986) has shown that the R-matrix may be expressed as an infinite formal sum in A ⊗ A, defined by giving
Remark. Often the antipode on X i is given a form equivalent to (3.3),
where ρ = 1 2 α∈ + H α , and + is the set of positive roots of g.
Definition 3.0.2. Henceforth, by U we mean a U q (g) such as the one given in the example above. Also denote the opposite multiplication by m and define R ≡ T R −1 .
Lemma 3.0.1. The two elements υ 0 ≡ m((id ⊗ S)R) and υ 0 ≡ S(υ 0 ) = m ((id ⊗ S)R) are invertible and satisfy, ∀a ∈ A,
Proofs. Proven in Drinfel'd (1989) . For completeness we give a proof below.
Notation. Throughout the rest of the paper we write R = r a r ⊗ b r ≡ A ⊗ B, A ≡ S(A),
For the product of two R's we write
Left multiply by A and right multiply by B and noting that the second term on the last expression is equal to (a)1 and that
as the left-inverse of υ 0 . This proves the second relation in (3.5). The proof of the rest of (3.5) and (3.6) is similar, which we omit. Relation (3.7) then follows directly from the last parts of (3.5) and (3.6).
Proof. We prove explicitly the first and third relations and omit the proof of others:
Remark. Recall that R is unchanged under the action of (S ⊗ S).
Remark. Although there may not be an explicit expression for λ −1/2 (or λ 1/2 ) in terms of
] is well defined. By definition and from (3.8), υ and υ satisfy υυ = 1 (3.9)
Example. Relations (3.10) are illustrated in figure 15 . 
Universal invariants for tangles
Definition 3.1.1. Let V be the functor of section 2.4, with the the algebra U 0 of section 2.3 replaced by the quantum algebra U , and the set {R, R , h, h } in U 0 replaced by the set
Proposition 3. V[T ] reg valued on U is a universal invariant for regular tangle isotopy.
Proof. Comparing (3.9), (3.1b), (3.1e) and (3.10) with (2.1), (2.2), (2.3) and (2.4), we can define a homomorphism between U and the algebra U 0 of section 2.3 that maps
Note that the central element λ in U is not the identity element. Since (2.4) gives the Reidemeister move I (figure 9(c)), its replacement by (3.10) means that V does not observe the invariance of Reidemeister move I. Hence the relations (2.11) and (2.12), which establishes the equivalence relation of Reidemeister move IIb on specified tangle diagrams and were proven in Lee (1992) graphically for U 0 using Reidemeister I moves, need to be re-derived without using such moves. This is done as follows. For the first relation in (2.11),
For the first relation in (2.12),
The other relations are similarly derived. Proposition 3 is now obtained by replacing all reference to (ambient) isotopy in proposition 2 by regular isotopy.
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Remark. If two tangles T and T are related by Reidemeister I moves, then V(T * ) and V(T * ) may differ by factors of λ ±1/2 . Proof. V(T * ) gives a regular isotopy. The writhe number is preserved in Reidemeister II and III moves. Every Reidemeister I move on the ith component induces a λ ∓1/2 factor in the functor and changes w i by ±1/2. Hence the factor (⊗ i λ w i /4 ) in (3.13).
Invariants for ribbon graphs
Definition 3.2.1. A ribbon graph (Reshetikhin and Turaev 1990 ) is a tangle diagram with the strands replaced by ribbons that admit twists. A ribbon graph without any twists is a flat ribbon graph. A full clockwise (counterclockwise) twist on a ribbon is equivalent to a writhe on a flat ribbon with positive (negative) crossing. See figure 16 . There is a natural one-to-one correspondence between a flat ribbon graph and a tangle diagram. Given a ribbon graph G, denote by T G the tangle diagram corresponding to the flat ribbon graph obtained by ignoring all the twists in G. By construction the natural isotopy for ribbon graphs is regular isotopy.
Remark. A ribbon graph is sometimes referred to as a framed tangle diagram. 
(3.14)
Corollary 3.2. The functor
is an invariant for ribbon graphs.
Proof. V preserves writhes on T G . In particular, the replacement of (2.4) by (3.10) equates a positive (negative) writhe, or a full clockwise (counterclockwise) twist, in a ribbon graph to a factor of λ −1/2 (λ 1/2 ) in V. Hence the extra factor of (⊗ i λ (n
Remark. Another terminology for a ribbon graph is a framed tangle. It is clear that if the central element λ were equal to the identity element, then there would be no distinction between the U images of regular isotopic tangles, ambient isotopic tangles and ribbon graphs.
Realization of V on representations of U
Let V be an finite dimensional, irreducible A module and let π i ∈ End(V ). Then, from Schur's lemma, π i (λ) is equal to an eigenvalue λ π i times the unit matrix. For an l-component tangle, a natural realization of V (or V A or V RG ) valued on Anl is (π 1 ⊗ · · · ⊗ π l )V, in which λ on the ith string is represented by π i (λ), the R-matrix at the crossing of the ith and j th strings is represented by R π i π j = (π i ⊗ π j )R, and so on, and Sp is replaced by the matrix trace in π i . If q takes value on C (as opposed to being an indeterminate) then we restrict it to values such that λ π i = 0. A case of special simplicity and interest is to let all π i = π. In this case, write:
, and let T r π be the matrix trace in π.
Then, by replacing {R, R , υ, υ
Universal tangle invariants and commutant of U
The main proposition
In this section we discuss commutants of U. Since λ is a central element of U, we shall make no distinction between V, V A and V RG ; an invariant will be generically referred to as V[T ]. Let U be a quantum algebra U q (g) of section 3.0 whose comultiplication and antipode on the generators {k i ≡ e H i /2 , k
. .} are, for convenience, given again:
Let U be the subset of U generated by acting on A, V be the functor of section 3.1 valued on U, σ : T (n) → S n be the natural mapping of tangle diagrams to the symmetry groups, {n} : A → A ⊗(n+1) be the natural extension of : A → A ⊗ A (see definition 4.2.2). For a 1 , . . . , a n ∈ A, define T n ∈ S n by T n (a 1 ⊗ a 2 ⊗ · · · ⊗ a n ) = a n ⊗ · · · ⊗ a 2 ⊗ a 1 , and
0 , where a suppressed summation is understood,
Proposition 4. For an (n, n)-tangle diagram T with l closed strands, 
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A tangle Casimir operator
We first give an example of what we shall call a tangle Casimir operator of U . Let T trefoil be the (1, 1)-tangle diagram shown in figure 17(a) whose closure is the trefoil link. (2)) is a central element.
Proof. The rank of sl (2) is one, so the elements H, X ± , k no longer need subscripts. We simply write X for X ± . From (4.1),
Applying the rules given in section 2.4 on figure 17(b) we get
where β = R(T R)R is the value of a two-strand braid shown in figure 17(b) whose partial closure is T trefoil . The lemma is proven when it is shown that [τ,
For α ∈ AA and x, y, z ∈ A, β (x) = (x)β and m((x ⊗ yz)α) = m((x ⊗ z)α(y ⊗ 1)). Also k, υ commute, because
After adding and subtracting a term m((1 ⊗ Xkυ)β(1 ⊗ k)) = m((1 ⊗ kυ)β(X ⊗ k)) from the right-hand side, and using manipulations similar to those used in (4.3), one obtains
The first term on the right-hand side is just Xτ . The second term may be rewritten as
which, with the aid of (3.5) and (4.3), cancels the last term in (4.6b):
Remark. (4.7a), or [k 2 υ, X] = 0, and [k −2 υ −1 , X] = 0 written in the form
used in the context of counterclockwise and clockwise Seifert circles, respectively, are the canonical relations needed to prove proposition 4. The following generalizes lemma 4.1.1 to any quantum algebra of section 3.0.
Lemma 4.1.2. V[T trefoil ] valued on any U is a central element.
Proof. For any U, (4.1) assures that (4.7a) and (4.7b), with k ±1 , X substituted by k ±1 i , X± i , are true.
A graphical approach
In the rest of section 4, unless otherwise stated, k denotes k i and X denotes either X
Definition 4.2.0. Extend the graphical representation by arrows for V[T ] valued on U , given in section 2.4, to a graphical representation for the entire U as follows. As before, the graphical representation of V(T * ) ∈ U is given by the graphical representation of the specified tangle diagram T * , that is, the components 1, υ, υ −1 , R, R in V(T * ) are respectively represented by the arrows ↓, ↓ , ↓, , . Furthermore, let the arrows , and respectively represent k, k −1 and X. Call an element in U thus represented a tangle graph. The relative direction of an arrow in a tangle graph carries no significance.
Definition 4.2.1. Define a graphical representation of U using the same arrows given above, except to represent V(T * ) by the splice of T * . Specifically, use the symbols , , respectively, to represent R, R , respectively, and use the symbol to represent R * that denotes either R or R . Call an element in U thus represented a splice graph.
Remark. The set of tangle diagrams (splices, resp.) is a subset of tangle graphs (splice graphs, resp.). Example. The coboundary relations (X)R * = R * (X) are expressed in terms of tangle graphs in figure 18 and splice graphs in figure 19 . Observe that the two sets of splice graphs in figure 19 are united as one in figure 20 when the symbol * is used to represent R * . Remark. Note that, in figure 20 , the relations allow the arrows representing k, k −1 and X to slide in union past the crossing (the star in figure 20) along the lines on which they live. This comes about because on a spliced crossing, the tensor spaces represented by the two lines are transposed at the crossing. Generally, if a tensor α ∈ A ⊗ A can slide past a crossing on a splice graph, then αR
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A generalized version of this observation is given as lemma 4.2.1. Example. Figure 21 Example. Figure 22 shows a proof of τ X = τ X using splice graphs. Figure 19 is used to obtain the second line of the figure, while figure 21 is used to obtain the last line.
Definition 4.2.2. Let
Remark. Recall that {n} = T ( n + 1) • {n} . We have Lemma 4.2.1. For any braid B ∈ B n , a ∈ A,
Proof. The lemma is proved if (4.12) is proven for a = k ±1 and X. The relation is trivially true for a = k ±1 , because (k ±1 ) commute with R * . For a = X, first consider the case when B = b ± i in which only the ith and (i + 1)st strands are braided once. Then V(b
is the standard braid generator, we write
. Repeated application of this relation gives (4.12). The composition σ (B) • {n−1} ensures that V(B) acts on the correct tensor spaces on the right-hand side of (4.12).
Example. How
{n−1} (X) gets past the first crossing in V(B) is shown on splice graphs in figure 23. Getting past subsequent crossings is achieved by repeating the same process. 
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Proof of proposition 4
T is an (n, n)-tangle diagram with l closed strands. We use the notation of sections 2.5.2 and 2.5.3, where B is a braid of N = n + µ L + µ R strands whose partial closure is a braidtangle diagram T B that is isotopic to T , β ≡ V(B) ∈ AnN and H ≡ υ −1 ⊗µ L ⊗ 1 ⊗n ⊗ υ ⊗µ R . We first derive two extensions of (2.17).
Cl{T B }(γβσ (B)(β )) = Cl{T B }(βσ (B)(β γ )).
(4.14)
Proof. The lemmas follow directly from the property of Cl{T B }. We omit details.
Remark. The right-hand sides of (4.13) and (4.14) are not supposed to represent any topological object.
Proof of proposition 4. The proposition is proven when it is shown that (4.2) is satisfied for a = k ±1 and X. The proof for a = k ±1 follows simply from lemma 4.2.1 and the fact that k ±1 commute with υ and υ −1 ; we omit details.
We now prove the case for a = X. Let X {s} ≡ {s−1} (X) and define the following elements ∈ A ⊗N , where (k ±1 ) ⊗t ≡ 1 if t = 0:
Then,
and from lemma 4.2.1,
(4.16)
Observe that Q, H and X {n} commute among themselves, and that H, Q, W L and W R all have the form of γ in (4.14). Now use (4.13)-(4.16) to write
The last equality follows from (4.7). Since V[T B ] = V[T ] and σ (T B ) = σ (T ), the proposition is proven.
Example. The proof is reproduced in figure 24 on splice graphs for the case n = µ L = µ R = 1.
Commutants of U
Owing to the appearance of permutations σ (T ) and T n in proposition 4, the elements V[T ] do not quite commute with U . Noting that V sends each closed strand in T to A 0 , which commutes with U , in the following, without loss of generality, we consider only tangle diagrams with no closed strands. Corollary 4.1. For T ∈ T (n) such that σ (T ) is the identity element in S n , T n V[T ] lies in the commutant of U :
H C Lee
Proof. This follows simply from proposition 4. Note that here T n acts on V instead of acting on {n−1} .
Example. For the special case n = 2, with T being a (2, 2)-tangle diagram with two positive crossings, V
[T ] = T (R)R commutes with (A).
Remark. For n = 1, the corollary means that the set of all V[T 
Commutants of U in a representation
Definition 4.6. For a representation π of A on a vector space V , define
Proof. This is a direct consequence of proposition 4.
Remark. Thus, in a representation,V π maps tangles to (representations of) commutants of U . Suppressing a summation, we write
, where the subscripts label the order in the tensor product. Then the matrix elements of V π (T ) andV π (T ) are given by
Example. Corresponding to the R-matrix we have the familiar expressionŘ
Taking matrix elements and using the shorthand where U stands for π(U ), we have
fge str .
Tangle Casimir operators and link polynomials
Corollary 5. The eigenvalue of a tangle Casimir operator of U in an irreducible representation is an invariant, or link polynomial, of the closure of the tangle. Let V be an finite dimensional, irreducible A module, π ∈ End(V ) and V π (or V Aπ ) be the invariant given in definition 3.3.1. Proposition 4 and corollaries 4.1, 4.2 and 4.3 apply to V π . Let T be a (1, 1)-tangle. By Schur's lemma, V π [T ] is equal to the eigenvalue Q π [T ] times the unit matrix on π :
is the eigenvalue of tangle Casimir operator V[T ] in the representation π .
Remark. Relation (5.1) was first conjectured in Lee et al (1988) , Couture et al (1990) and Lee (1990) . We now prove corollary 5 by considering separately the cases Tr π (h π ) = 0 and otherwise. Proof. h π and h −1 π are so defined ((3.5) and definitions 3.0.3 and 3.3.1) such that Tr π (h π ) = Tr π (h
Remark. The usual link polynomial defined with a Markov trace is equivalent to V[T ]. The above shows that, when Tr π (h π ) = 0, the Markov trace maps all links trivially to zero.
Remark. Non-triviality of V π will be defined below. If [L] . In this case corollary 5.1 is not useful since it is no longer possible to prove that Q π [T ] is a link invariant by invoking (5.1).
Denote the set of all indecomposable representations of U by { } and let π ∈ { } be an irreducible representation. Let T be a (2, 2)-tangle for which σ (T ) = 1 ∈ S 2 and write M = V π (T ). M has matrix elements M rs ut = r, s|M|t, u where |t is a basis vector of π, t| is its dual and |t, u = |t ⊗ |u . From corollary 4.1, M commutes with π ⊗ π( A). The tensor product representation π ⊗ π can be decomposed into
and such a decomposition is unique up to a re-ordering of a . In each a , M acts as τ a (T )1 a , where τ a (T ) is its eigenvalue. Therefore, depends on the quantum algebra and its representations but not on T . Furthermore, because of (5.1), it is independent of the unsummed index s. Similarly for ξ Ra , for which h −1 π in (5.6) is replaced by h π .
Let n( ) be the number of indecomposable representations appearing in (5.3). Consider
There is an infinite number of such T 's whose T L (∼ T R ) are mutually non-isotopic. Suppose T and T are non-isotopic. We say T is degenerate with T with respect to π if τ a (T ) = τ a (T ) at least for one a . We define V π as being non-trivial if the number of non-degenerate non-isotopic T 's is greater than n( ).
Since there are more than n( ) T 's for which the equation hold, and since (ξ La − ξ Ra ) is independent of T , (5.7) implies that ξ La −ξ Ra = 0 for all a's.
Remark. Since the number of non-isotopic T 's is infinite and n( ) is a finite number, without the help of a hidden symmetry, it is difficult see how a non-trivial π could generate a trivial V π . For instance, the V π 's corresponding to the smallest irreducible representations of the simplest quantum algebras, the fundamental, two-dimension representations of U q (sl(2)) and of U q (sl(1|1)), respectively, are already non-trivial; their Q π 's give the Jones polynomial (Jones 1985) and the Alexander-Conway polynomial (Alexander 1922 , Conway 1970 ) (see section 7.1), respectively. 
Corollary 5.2 is thus proven.
Remark. Thus Q π [T ] maps an equivalent set larger than isotopy: for
, and not necessary that T ∼ T . See the appendix for examples.
Comparison with the universal link invariant of Lawrence
The universal link invariant of Lawrence (1989) is a Markov trace valued in the image of A 0 ⊗l under the map X * described below. In Lawrence's construction, for the closure of a braid in B ∈ B n , one first writes
where the x i 's are images of strings defined in section 2.4. IfB has l closed strings, then the sequence (1, 2, . . . , n) forms l cycles, and to the rth cycle (a 1 . . . a k ) one associates
The map X * : A → A/I is the composition of X (or Y ) with a natural projection, where the maps X: A → A and Y : A → A are defined through their inverses in (a) below, and I is an equivalence relation defined by (b) and (c):
), x, y ∈ A, j 0. In the above, m is the opposite multiplication and X (m) is X composed m times. Lawrence's universal invariant is given by
Under the equivalence I,
Thus Lawrence's invariant is valued modulo factors of λ. Conversely, if the equivalence relation (c) were not imposed, then the invariant would be for regular, instead of ambient, isotopy. For completion, we give the maps X and Y , where For links, the actions of X and X are interchangeable, see section 2.5.6. For tangle invariants, both X and X are needed.
The difference between Lawrence's invariant and ours is illustrated in the following example. Consider the braid B in figure 25(a) and its closure (b) that is isotopic to two disjoint unknots, (c).
The braid has four strings whose values in A are, respectively,
The indices on B 1 , A 2 etc label the crossings. Upon closure the indices form two cycles:
(1, 4, 3) and (2). Lawrence's invariant is
which is not readily reduced to give the invariant for two disjoint unknots. However, if one uses the cyclic symmetry of X * after the first action of X * on the string x 1 x 4 x 3 and write X 
which is readily reduced to give the value of two disjoint unknots. In summary, the correct way to implement the action of X * for the link under discussion is to write
In comparison, our method is to take the 'trace' of each cycle after it has been inserted with a factor of υ −1 or υ (which is equivalent for links) between each pair of adjacent strings. This gives (for figure 26(b) )
where the last relation makes uses of the cyclic symmetry of Sp and results from a series of manoeuvres corresponding to Reidemeister moves.
The following remarks are in order: (a) Lawrence's unknot is normalized to X (0) * (1) whereas ours is normalized to Sp(υ) = Sp(υ −1 ).
(b) The special role of wrong-way edges in a link is not recognized in Lawrence's construction. This is compensated by the fact that the equivalence class induced by X * is larger than the class given by Sp. For instance, the two strings x 1 x 4 x 3 υ −2 and
are equivalent under X * but are not so under Sp. This implies that under X * , factors of υ −1 can be insert anywhere in the cycle, not just between two strings. This is not allowed in our construction, where each factor of υ (υ −1 , resp.) is associated with a wrong-way edge on a counterclockwise (clockwise, resp.) Seifert circle. (c) Whereas the evaluation of our invariant on a representation π : A → End(V ) is straightforward-one just replaces x ∈ A by π(x) and Sp by Tr π . The same is not true for Lawrence's invariant. In particular, Tr π is not a representation of X * ; it does not have all the symmetries required of the latter. 
Two applications
The Alexander-Conway polynomial
Corollary 5.2 gives a direct proof that the Alexander-Conway polynomial (Alexander 1922 , Conway 1970 ) is derived from an R-matrix having the form,
with corresponding h π = h −1 π = s((1, 0), (0, −1)) and λ π = s −1 ((1, 0), (0, 1)). The Rmatrix can variously be derived from braid group representations (Lee et al 1988 , Couture et al 1990 , Lee 1990 , Deguchi 1989 and from representations of the two-parameter U q,s (gl(2)) at q 2 = −1 (Lee 1989 ) and of U s (sl(1|1)) (Kauffman and Saleur 1991 , Lee 1989 , Zheng 1992 , Links et al 1993 . The R p i, h π and h −1 π have the properties needed for the functor V A (and for V π ). Now, because Tr π (h π ) = 0, corollary 5.1 is not applicable and V A [L] = 0 identically. That is, the Markov trace given by R π is identically zero. This has always been a difficult point in attempts to relate the Alexander-Conway polynomial to a quantum algebra and specifically to the matrix R π (Lee et al 1988 , Couture et al 1990 , Lee 1990 , H C Lee Kauffman and Saleur 1991 , Zhang 1992 , Links et al 1993 Remark. Here we briefly described the relation between R p i and the ungraded U q,s (gl(2)) at q 2 = −1. Relative to sl(2), gl(2) has an additional generator, call it I , that commutes with everything. We define a quantum algebra generated by {I, H, X + , X − }, where {H, X + , X − } obey the rules of U q (sl(2)) with the additional properties (I ) = I ⊗ 1 + 1 ⊗ I , S(I ) = −I, (I ) = 0. It is significant that the action of the antipode on I is non-trivial. The quantum algebra U q (sl (2)) is recovered when (s/q) 2 = 1, a case which we ignore. Focusing on the case (s/q) 2 = 1, one finds that there is a finite representation only if q 2 = e i2π/m , m a positive integer. Furthermore, a (new) quantum algebra with the additional condition (X ± ) m = 0 can be constructed. The vector representation of the R-matrix of this quantum algebra for m = 2 is given by the R p i in (7.1). Indeed, if one uses the approach of Faddeev (1988) to reconstruct a quantum formal group from R p i, then one recovers either U s (sl(1|1)) or U q,s (gl(2))/((X ± ) 2 = 0) at q 2 = −1, depending on whether one wants a quantum superalgebra (Zheng 1992) or a quantum algebra. Witten (1989) showed that, when the coupling constant of the Chern-Simons theory (CST) in three dimensions has certain discrete values, the Wilson line associated with the link [L] evaluated in the π representation of the gauge group G is an invariant for [L] . A Wilson line is the character-valued counterpart of the group-valued quantum holonomy,
Quantum holonomy and Chern-Simons theory in three dimensions
which is the expectation value of the path-ordered line integral of the connection A(x) along the closed contour C x with initial point x ∈ C, exponentiated. In three dimensions, the contour C may have non-trivial topological properties. In particular, it may be a disjoint union of contours with an opening at x, namely a (1, 1)-tangle whose closure is the link L. Denote this tangle by L x . Valued in the π representation of G, the Wilson line with contour L is
where trace taking automatically eliminates the dependence on the initial point. W π [L] is essentially the link polynomial V A π [L] of section 3.1 valued on the π representation of U q (g), where g is the Lie algebra of the (Lie) group G, and q, linearly related to the coupling constant of the three-dimensional CST, is restricted to being a root of unity, exp(i2π/(k+h)), whereh is the Coxeter number of G and k is the level of the representation of the affine algebra associated with g (Witten 1989 , Horne 1990 ). Recently, it was shown that for any quantum gauge theory, the quantum holonomy (L x ) is initial-point independent and G-invariant (Lee and Zhu 1991) . Hence for irreducible π , π( (L x )) must equal to an x-independent eigenvalue P π (L) times 1 π . In three dimensions, L x defines a (1, 1)-tangle, because L x and L y may not be isotopic if x = y.
Therefore, for the three-dimensional CST, P π (L) = P π [L] is a link invariant. That is, the triplet
} of section 3.3 and section 4.5 is to a quantum algebra. Thus, for example, for the gauge group G = SL(2), P π (in the fundamental representation) is the Jones polynomial (Witten 1989) and W π = (q −1 + q)P π ; for G = SL(M|N), M = N, P π is the HOMFLY polynomial (Freyd et al 1985 , Horne 1990 ) and W π = (M − N)P π ; for G = SL(M|M), P π is the Alexander-Conway polynomial (Lee 1989, Lee and Zhu 1991) but W π ≡ 0. That is, in quantum field theory the Alexander-Conway polynomial cannot be obtained from a Wilson line as in Witten's original approach; it must be obtained as the eigenvalue of a quantum holonomy.
Acknowledgments
The author wishes to thank J Birman for an early communication on the the importance of wrong-way edges in link invariants, V Jones for encouragement and useful information on ribbon graphs, R B Zhang for clarification on certain properties of quantum groups and Ruth Lawrence for reading the manuscript carefully and making a number of constructive suggestions for improvement. This work was partly supported by the National Science Council (ROC) under contracts 83-0208-M005-035 and 84-2112-M005-010 and by an NSERC (Canada) research grant.
Appendix. Universal invariants for (1, 1)-tangles with up to six crossings
We list here the values of V A [T ] for (1, 1)-tangles with up to six crossings. The tangles, shown in figure 26 , are labelled by their closures using Rolfsen's classification for links (Rolfsen 1976) . The wrong-way edges on each tangle are marked. The assignment of such edges is not unique but the value of the invariant of course does not vary with different assignments; see Lee (1992) for details. The indices label crossings in the tangles. The notation is as follows. R = a A a ⊗ B a ≡ A ⊗ B; R −1 = S(A) ⊗ B ≡Ā ⊗ B; λ = (m(id⊗S)R)(m (id⊗S)R); υ = λ −1/2 (m(id⊗S)R). Note that Rolfsen's classification is for non-oriented links and that there may be more than one non-isotopic (1, 1)-tangles that close to the same link. In figure 26 only one orientation and one tangle is selected for each link, except for the links 6 1 , 5 2 1 and 6 2 3 , each for which two tangles are selected. 
