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Theory of substrate-directed heat dissipation for single-layer graphene and other
two-dimensional crystals
Zhun-Yong Ong,∗ Yongqing Cai, and Gang Zhang
Institute of High Performance Computing, A*STAR, Singapore 138632, Singapore
We present a theory of the phononic thermal (Kapitza) resistance at the interface between
graphene or another single-layer two-dimensional (2D) crystal (e.g. MoS2) and a flat substrate,
based on a modified version of the cross-plane heat transfer model by Persson, Volokitin and Ueba
[J. Phys.: Condens. Matter 23, 045009 (2011)]. We show how intrinsic flexural phonon damping is
necessary for obtaining a finite Kapitza resistance and also generalize the theory to encased single-
layer 2D crystals with a superstrate. We illustrate our model by computing the thermal boundary
conductance (TBC) for bare and SiO2-encased single-layer graphene and MoS2 on a SiO2 substrate,
using input parameters from first-principles calculation. The estimated room temperature TBC
for bare (encased) graphene and MoS2 on SiO2 are 34.6 (105) and 3.10 (5.07) MWK
−1m−2, re-
spectively. The theory predicts the existence of a phonon frequency crossover point, below which
the low-frequency flexural phonons in the bare 2D crystal do not dissipate energy efficiently to the
substrate. We explain within the framework of our theory how the encasement of graphene with a
top SiO2 layer introduces new low-frequency transmission channels which significantly reduce the
graphene-substrate Kapitza resistance. We emphasize that the distinction between bare and encased
2D crystals must be made in the analysis of cross-plane heat dissipation to the substrate.
I. INTRODUCTION
Single-layer two-dimensional (2D) crystals such as
graphene and molybdenum disulphide (MoS2) have
drawn much interest on account of their potential for
applications in nanoelectronic, optoelectronic and ther-
moelectric technology [1–3]. However, the integration
of such materials into realistic device configurations
requires them to be in physical contact with other
commonly used CMOS (complementary metal-oxide-
semiconductor) technology-compatible materials such as
silicon dioxide (SiO2). Although the subnanometer
thickness of such 2D crystals offers considerable advan-
tage in electrostatic channel scaling in nanoelectron-
ics [1, 4, 5], the limited bulk volume is associated with
high power densities and substantial waste Joule heat
at high fields [6, 7], which, if not properly dissipated,
increases operating temperatures and has a deleterious
effect on device performance and lifetime [8]. The waste
heat can diffuse laterally within the 2D crystal and/or
directly into the substrate on which the 2D crystal is
supported [9]. In larger devices, heat dissipation to the
substrate is the primary mechanism via which this waste
heat is removed. The rate of heat dissipation depends on
the intrinsic voluminal thermal resistance of the substrate
material and the thermal (Kapitza) resistance of the in-
terface between the 2D crystal and the substrate. There-
fore, understanding the physical mechanism by which
the 2D crystal thermally couples to the substrate is im-
portant for the technological development of 2D mate-
rials like graphene and semiconducting transition metal
dichalcogenides. However, we lack a useful theoretical
model of heat transfer between 2D crystals and the three-
dimensional (3D) substrate because of their mismatch
in dimensionality. In addition, there are several heat
transfer processes (near-field radiative [10, 11], electron-
phonon [12] and phononic [13]) between the 2D crystal
and the substrate which have been modeled analytically
and numerically. The close agreement between experi-
ments [14, 15] and molecular dynamics (MD) simulations
of the thermal boundary conductance between graphene
and different substrates suggests that heat is dissipated
primarily through phonons (lattice vibrations) [16].
In spite of the considerable insight into the interfa-
cial heat transfer process obtained from MD simulations,
we still do not have a direct physical description of the
phononic processes mediating heat dissipation from a
single-layer 2D crystal to the substrate. For example,
it is unclear what role the low-frequency phonons play
in cross-plane heat dissipation. Furthermore, MD simu-
lations are inherently classical in nature and cannot be
related unambiguously to analysis involving quantum-
mechanical phononic processes. Existing theories such
as the acoustic mismatch model (AMM) and the diffuse
mismatch model (DMM) employ analogies to acoustic
scattering, specular or diffuse, to describe phonon trans-
mission at the interface [17]. However, the AMM and the
DMM fundamentally assume that bulk incident phonons
are transmitted across or reflected by the interface like
acoustic or electromagnetic waves, a scenario that is not
compatible with the geometrical configuration of sup-
ported single or few-layer 2D crystals where there is no
extended volume in the direction normal to the interface.
Therefore, it is necessary to formulate a fresh theory that
takes into account the mismatch in dimensionality be-
tween the 2D crystal and its 3D substrate, and explicitly
describes the phononic and vibrational character of such
structures.
In our theory, we do not assume that the 2D crystal
has any extended volume in the out-of-plane direction
2like in conventional mismatch models. Indeed, this ap-
proach offers us the unique advantage of directly linking
the flexural nature of the 2D crystal to phonon transmis-
sion to the substrate. Moreover, this allows us to incorpo-
rate the effects of a superstrate, such as a top gate oxide
layer, on heat dissipation to the substrate, and enables
us to understand the difference in heat dissipation to the
substrate by a bare 2D crystal and that by its encased
counterpart. Our theory predicts that encased 2D crys-
tals have a significantly higher thermal boundary con-
ductance (or lower Kapitza resistance), consistent with
empirical trends observed across different experiments.
In spite of the simplicity of the model, its numerical pre-
dictions of the TBC are in very good agreement with
published experimental data for graphene and MoS2, us-
ing numerical parameters obtained from first-principles
calculations and published elasticity parameters.
The organization of our paper is as follows. We be-
gin with the derivation of our theory of flexural phonon-
mediated interfacial heat transfer for bare and encased
graphene, and show how our theory is obtained by mod-
ifying the model by Persson, Volokitin and Ueba [13].
We then discuss how the damping function for flexural
phonons, a key element of our theory, can be approx-
imated and how the interfacial spring constant can be
estimated in density functional theory (DFT) calcula-
tions. We apply the theory to estimate the TBC values
for bare and SiO2-encased graphene and MoS2, and com-
pare them with published experimental [14, 15, 18, 19]
and simulation [20] data. Excellent agreement is ob-
tained between our predicted TBC values and the var-
ious experimental and simulation data. We also discuss
the physics underlying the higher TBC of SiO2-encased
graphene and MoS2, and interpret it in terms of the ad-
ditional low-frequency transmission channels due to cou-
pling to the superstrate. Finally, we give an overall pic-
ture of the heat dissipation pathways in supported 2D
crystals and discuss how the TBC may change when the
different components are modified.
II. THEORY OF HEAT TRANSFER
A. Bare single-layer 2D crystal and solid substrate
The point of departure in the formulation of our the-
ory is Ref. [13] by Persson, Volokitin and Ueba. We be-
gin with a self-contained introduction to the essential el-
ements of Ref. [13], following closely the treatment in
Ref. [13]. Suppose we have a single-layer 2D crystal sup-
ported by a flat substrate as shown in Fig. 1, with the
z-axis perpendicular to the substrate surface. The nor-
mal stress acting on the 2D crystal at position r = (x, y)
and time t is
σint(r, t) = −K[u2D(r, t)− usub(r, t)]
2D crystal 
Substrate
K (force constant per unit area)
κ (bending rigidity)
ρ (mass per unit area)
ρsub (mass per unit volume)
cL (longitudinal sound velocity)
cT (transverse sound velocity)
Figure 1: Schematic representation of the bare single-layer 2D
crystal (graphene or MoS2) and the substrate. The springs
represent the weak van der Waals interaction at the interface.
The simulation parameters are also displayed.
where u2D and usub are respectively the out-of-plane dis-
placement of the 2D crystal and the substrate surface,
and K is the spring constant per unit area characteriz-
ing the interaction, typically van der Waals, at the in-
terface. If we take the Fourier transform of u(r, t), i.e.,
u(q, ω) = (2pi)−3
´
d2r
´
dt u(r, t)ei(q·r−ωt) where q and
ω are respectively the crystal momentum and frequency,
then we have
σint(q, ω) = −K[u2D(q, ω)− usub(q, ω)] . (1)
The equation of motion for the 2D crystal is
ρ
∂2u2D(r, t)
∂t2
+ ργ
∂u2D(r, t)
∂t
+ κ∇2∇2u2D(r, t)
= σint(r, t) + σf(r, t) (2)
where ρ and κ are the mass density per unit area and
the bending stiffness of the uncoupled 2D crystal, respec-
tively and γ is the damping coefficient representing the
intrinsic damping of the flexural motion. On the RHS of
Eq. (2), σf(r, t) represents the stochastic force from ther-
mal fluctuation within the 2D crystal, in addition to the
interface force from the substrate. The Fourier transform
of Eq. (2) yields the algebraic expression
− (ρω2 + iργω − κq4)u2D(q, ω)
= σint(q, ω) + σf(q, ω) (3)
or
u2D(q, ω) = uf(q, ω)−D2D(q, ω)σint(q, ω) , (4)
where
D2D(q, ω) = lim
η→0+
(ρω2 + iργω − κq4 + iη)−1 (5)
is the retarded Green’s function [21] for the flexural mo-
tion of the 2D crystal at the interface, and uf(q, ω) =
−D2D(q, ω)σf(q, ω) is the stochastic component of the
flexural motion due to thermal fluctuation. Equation (4)
describes the flexural response of the 2D crystal to a pe-
riodic harmonic stress exerted at the interface and the
3stochastic force. We modify Eq. (5) to take into account
frequency-dependent damping by setting γ as a function
of ω, i.e. γ = γ(ω). The key difference between our
model and the one in Ref. [13] is our inclusion of the
damping process represented by the second term on the
right hand side of Eq. (5). As we will show later, it allows
us to avoid the weak coupling approximation in Ref. [13]
which can result in numerically inaccurate estimates of
the Kapitza resistance. This damping term represents
phenomenologically the coupling and exchange of energy
between the flexural phonons with the other intrinsic de-
grees of freedom (e.g. electrons and in-plane acoustic
phonons) in the 2D crystal. Physically, this means that
a time-dependent applied force at the interface results in
the excitation of flexural modes but the energy of these
flexural phonons eventually dissipates to and is adsorbed
by the other intrinsic degrees of freedom to which the flex-
ural phonons are coupled. In the language of many-body
physics, the damping term corresponds to the self-energy
from the interaction of the flexural phonons with other
intrinsic degrees of freedom.
The response of the substrate surface to the interfacial
stress is similarly expressed as
usub(q, ω) = Dsub(q, ω)σint(q, ω) (6)
where Dsub(q, ω) is the retarded Green’s function for the
free surface displacement of the isotropic solid substrate.
Within the elastic continuum model, for an elastic solid
with isotropic elastic properties, we have [13, 22]
Dsub(q, ω) =
i
ρsubc2T
pL(q, ω)
S(q, ω)
(
ω
cT
)2
(7)
where
S(q, ω) =
[(
ω
cT
)
2 − 2q2
]
2 + 4q2pT pL , (8a)
pL(q, ω) = lim
η→0+
[(
ω
cL
)2
− q2 + iη
]1/2
, (8b)
pT (q, ω) = lim
η→0+
[(
ω
cT
)2
− q2 + iη
]1/2
, (8c)
and cL, cT and ρsub are the longitudinal and transverse
velocities, and the mass density per unit volume, respec-
tively. Given the stochastic thermal fluctuation in the
2D crystal, the resultant motion of the 2D crystal and
the substrate can be obtained by combining Eqs. (4) and
(6) to yield:
usub(q, ω) =
−KDsub(q, ω)uf(q, ω)
1−K[D2D(q, ω) +Dsub(q, ω)]
, (9a)
u2D(q, ω) =
[1−KDsub(q, ω)]uf(q, ω)
1−K[D2D(q, ω) +Dsub(q, ω)]
. (9b)
Given the thermal fluctuation in the flexural motion
of the 2D crystal, this stochastic motion also causes the
interfacial stress on the substrate surface to fluctuate and
transmit energy back and forth between the 2D crystal
and the substrate. The associated thermal energy trans-
fer from the 2D crystal to the substrate over the time
period τ is
∆E2D→sub = −
ˆ
d2r
ˆ τ
0
dt
∂usub(r, t)
∂t
σint(r, t) ,
where the spatial integration is over the entire plane of
the interface. One can also write
∆E2D→sub =
1
(2pi)3
ˆ
d2q
ˆ
dω
× iωusub(q, ω)σint(−q,−ω) . (10)
Substituting Eqs. (1) and (9) in Eq. (10), we have the
expression for the average thermal energy transfer, i.e.,
〈∆E2D→sub〉 =−
1
(2pi)3
ˆ
d2q
ˆ
dω
×
ωK2ImDsub(q, ω)〈|uf(q, ω)|2〉
|1−K[Dsub(q, ω) +D2D(q, ω)]|2
(11)
where 〈. . .〉 denotes the thermal average. We can write
〈|uf(q, ω)|
2〉 as the Fourier transform of the autocorrela-
tion function of the displacement 〈uf(r, t)uf(0, 0)〉, i.e.,
〈|uf(q, ω)|
2〉 =
Aτ
(2pi)3
Cuu(q, ω) (12)
where
Cuu(q, ω) =
1
(2pi)3
ˆ
d2r
ˆ
dt〈uf(r, t)uf(0, 0)〉e
i(q·r−ωt)
and A is the area of the interface. The fluctuation-
dissipation theorem [13] implies that
Cuu(q, ω) = −
2~N(ω, T )
(2pi)3
ImD2D(q, ω) (13)
where N(ω, T ) = [exp(~ω/kBT ) − 1]−1 is the Bose-
Einstein occupation function for frequency ω at temper-
ature T . The heat current from the 2D crystal to the
substrate due to the thermal fluctuations in the 2D crys-
tal is J2D→sub = 〈∆E2D→sub〉/(Aτ). Thus, Eq. (11) gives
us the expression for the average power dissipated from
the 2D crystal to the substrate:
J2D→sub(T ) =
4
(2pi)3
ˆ
d2q
ˆ
∞
0
dω~ωN(ω, T )
×
K2ImD2D(q, ω)ImDsub(q, ω)
|1−K[D2D(q, ω) +Dsub(q, ω)]|2
.
4Using the same procedure, a similar expression can be
obtained for the average power dissipated from the sub-
strate to 2D crystal, Jsub→2D(T ). Therefore, the thermal
boundary conductance G for the interface [13] is G(T ) =
limδT→0[J2D→sub(T + δT/2) − Jsub→2D(T − δT/2)]/δT ,
giving us
G(T ) =
4K2
(2pi)3
ˆ
d2q
ˆ
∞
0
dω~ω
∂N(ω, T )
∂T
×
ImDsub(q, ω)ImD2D(q, ω)
|1−K[Dsub(q, ω) +D2D(q, ω)]|2
. (14)
We can express Eq. (14) in the more familiar Landauer
form
G(T ) =
1
(2pi)3
ˆ
d2q
ˆ
dω~ω
∂N(ω, T )
∂T
Ξ(q, ω) (15)
where
Ξ(q, ω) =
4K2ImDsub(q, ω)ImD2D(q, ω)
|1−K[Dsub(q, ω) +D2D(q, ω)]|2
(16)
is the transmission function at (q, ω). If we assume that
ImDsub(q, ω) ≥ 0 and ImD2D(q, ω) ≥ 0, we can show in
Appendix A that 0 ≤ Ξ(q, ω) ≤ 1 which is exactly the
property needed for a transmission coefficient.
Here, we comment on the weak coupling approxima-
tion originally used in Ref. [13] for evaluating Eq. (14).
It is claimed [13] that the denominator in Eq. (16) can be
ignored when the coupling between the two solids is weak
(i.e., K is so small that |K[Dsub(q, ω)+D2D(q, ω)]| ≪ 1)
and that the numerator in Eq. (16) is thus dominated by
the pole contribution from ImDsub(q, ω)ImD2D(q, ω) at
the (q, ω)-point where the dispersion curves for the sub-
strate Rayleigh modes and the bending modes of the 2D
crystal intersect. However, this argument does not hold
because the denominator |1−K[Dsub(q, ω)+D2D(q, ω)]|2
diverges along the poles of Dsub(q, ω) and D2D(q, ω)
and there are actually no singularities in Ξ(q, ω) which
is strictly less than or equal to unity (see Appendix A
for the proof). Therefore, the weak-coupling approxi-
mation is incorrect and the denominator in Eqs. (16)
and (14) must be retained to avoid spurious singulari-
ties. Our calculations of the integral [Eq. (14)] without
the weak-coupling approximation indicate that the inte-
gral in Eq. (14) converges numerically to zero if there
is no damping. This is because Ξ(q, ω) is only nonzero
when along the poles of Dsub(q, ω) and D2D(q, ω) when
there is no damping, i.e. γ(ω) = 0. Elsewhere, the nu-
merator in the RHS of Eq. (16) and hence, Ξ(q, ω) are
zero. Physically, this means that a dissipative mechanism
must be present for net heat transfer to take place. This
invalid approximation also explains why the numerical
estimate [13] of the TBC for the graphene/SiO2 inter-
face is an order of magnitude too large.
B. Single-layer 2D crystal with superstrate and
solid substrate
In more practical device designs, the perpendicular
electrostatic field is applied through a top gate which
consists of a metal insulated from the channel by a layer
of oxide such as SiO2 or HfO2. Top-gated graphene and
MoS2 field-effect transistors are known to have superior
carrier density modulation and higher mobilities [23–28]
because of better charge screening. However, the effect
of the top oxide layer, the superstrate, on heat dissipa-
tion from the encased 2D crystal to the substrate has not
been systematically studied or even considered.
Given the theory of heat transfer between the bare 2D
crystal and the substrate surface, it is possible incor-
porate the effects of a superstrate, as shown in Fig. 2,
on the 2D crystal by modifying the equation of mo-
tion in Eq. (3). Let utop(q, ω) be the out-of-plane dis-
placement of the bottom surface of the superstrate and
σtop = gtop[u2D(q, ω) − utop(q, ω)], where gtop is the
spring constant per unit area characterizing the coupling
to the superstrate, be the force per unit area exerted by
the superstrate on the 2D crystal. Therefore, the equa-
tion of motion for the 2D crystal is
− (ρω2 + iργω − κq4)u2D(q, ω)
= σint(q, ω)− σtop(q, ω) + σf(q, ω) . (17)
Like in Eq. (6), we define the surface response of the
superstrate as
utop(q, ω) = Dtop(q, ω)σtop(q, ω) (18)
where Dtop(q, ω) is the retarded Green’s function for the
free surface displacement of the superstrate. We combine
Eqs. (17) and (18) to obtain the effective equation of
motion for the 2D crystal analogous to Eq. (3)
−
[
ρω2 + iργω − κq4 − P (q, ω)
]
u2D(q, ω)
= σint(q, ω) + σf(q, ω) (19)
where P (q, ω) = gtop[1 − gtopDtop(q, ω)]−1 is the ‘self-
energy’ contribution from coupling to the superstrate.
Therefore, we define the effective retarded Green’s func-
tion for the flexural motion of the covered 2D crystal as
D2D(q, ω) = [ρω
2 + iργω − κq4 − P (q, ω)]−1 . (20)
In the case of a top oxide layer, Dtop(q, ω) may have
the same functional form as Eq. (7). In fact, if the su-
perstrate is of the same material as the substrate, we
can set Dtop(q, ω) = Dsub(q, ω) and gtop = K. For a
thin film of adsorbates on the 2D crystal, we can write
Dtop(q, ω) = 1/(ρtopω
2) where ρtop is mass density of
the adsorbates. In our simulations, we assume that the
superstrate material is SiO2 like the substrate and the
interfacial spring constant per unit area for the top and
52D crystal 
Substrate
Superstrate
gtop
Figure 2: Schematic of the single-layer 2D crystal (graphene
or MoS2) with the superstrate and the substrate.
bottom interfaces of the 2D crystal are equal. Hence,
like Eq. (14), the expression for the thermal boundary
conductance is
G(T ) =
4K2
(2pi)3
ˆ
d2q
ˆ
∞
0
dω~ω
∂N(ω, T )
∂T
×
ImDsub(q, ω)ImD2D(q, ω)
|1−K[Dsub(q, ω) +D2D(q, ω)]|2
. (21)
III. ADDITIONAL DETAILS ON NUMERICAL
CALCULATIONS
Although the details of our theory of heat transfer are
described in Section II, there are two other important
elements that are needed for the calculation of the ther-
mal boundary conductance and warrant a more in-depth
discussion before the theory can be made useful for nu-
merical calculations. The first is the function form of
the damping function for the flexural phonons while the
second is the spring constant at the interface. The other
material parameters such as the bending rigidity (κ) and
the 2D crystal mass density (ρ) can be obtained from
literature.
A. Damping function for flexural phonons
A key element of our theory is the form of the damp-
ing function γ(ω) that determines the rate at which
the flexural (ZA) phonon dissipates energy internally
to other intrinsic degrees of freedom and is necessary
to produce a finite Kapitza resistance. First princi-
ples calculations of the room-temperature anharmonic
phonon-phonon scattering rate for long-wavelength flex-
ural phonons in single-layer graphene by Bonini et al. [29]
suggest that γ(ω) ∝ ω, i.e., the flexural phonon lifetime
τ(ω) is proportional to its period. The same linear re-
lationship between the scattering rate and the frequency
of the long-wavelength flexural phonons is also observed
in Ref. [30]. In this work, we ignore the effects of direct
electron-phonon coupling on flexural phonon scattering
since the interaction is a second-order effect [31–33] and
the flexural phonon lifetimes in graphene can be satis-
factorily explained [30, 34] without including the effects
of flexural phonon scattering with electrons. Moreover,
there is close agreement for the thermal conductivity in
graphene between experimental data and theoretical esti-
mates [30, 34] that are calculated using only anharmonic
phonon coupling and without any electron-phonon in-
teractions. Thus, the electron-phonon contribution to
flexural phonon damping is small and can be neglected.
Likewise, the thermal conductivity of MoS2 can also
be modeled without needing to consider the effects of
electron-phonon scattering on the acoustic phonon life-
times [35, 36].
Given that γ(ω) = 2/τ(ω) for a damped harmonic os-
cillator, we estimate from Ref. [29] that ω/γ(ω) ≈ 115
in graphene at room temperature (TRT = 300 K) al-
though the ratio is slightly lower at ∼ 90 in Ref. [30].
The quality factor in graphene nanoresonators has also
been estimated to be around∼ 100 and to scale as T−1 in
molecular dynamics simulations [37]. Therefore, we pro-
pose a phenomenological expression for the temperature-
dependent γ(ω) in graphene:
γ(ω, T ) =
ωT
αTRT
(22)
where α is equal to the ratio of the phonon lifetime to its
period at room temperature. In our simulations, we set
to α = 100 for single-layer graphene and MoS2. In the
case of MoS2, there is less certainty over the value of α
as there is no readily available data on the relationship
between flexural phonon lifetime and frequency although
molecular dynamics simulations in Ref. [37] show that
the quality factor for MoS2 is about three times that for
graphene, suggesting that α can be as high as ∼ 300. We
note that in spite of the high flexural phonon lifetimes in
MoS2, its thermal conductivity is much lower than that
of graphene because of the low phonon group velocities
in MoS2 and the stronger anharmonicity for the in-plane
longitudinal and transverse acoustic phonons [35, 36].
The functional form of Eq. (22) also means that flex-
ural phonon damping increases linearly with tempera-
ture [38]. We stress that the functional form of Eq. (22)
is approximate and that its frequency and temperature
dependence can be in principle more precisely evaluated
through DFT calculations and more sophisticated many-
body techniques although this is beyond the scope of our
current work. The damping is also expected to be higher
when the graphene or MoS2 has intrinsic defects such as
grain boundaries or vacancies that can reduce the flexural
phonon lifetimes through elastic scattering.
6B. Density functional theory calculation-based
estimate of spring constant at interface
Another important parameter needed for our numeri-
cal calculation is K, the spring constant per unit area for
the interface. The numerical value of K depends on the
2D crystal, the substrate and the surface atomistic struc-
ture of the substrate. We estimate the numerical values
of K from first principles calculations by computing the
energy change when the 2D crystal is displaced from its
equilibrium distance d0 to the substrate surface. The
change in energy per unit area for small displacements
d− d0 is thus
∆E
A
=
1
2
K(d− d0)
2 ,
where ∆E is the energy change for the interface, A is the
area of the interface and d is the distance between the
2D crystal and the substrate surface.
We estimate K for graphene and MoS2 on H- and OH-
terminated SiO2 from density functional theory (DFT)
calculations. The interlayer spacing-energy (d − E)
profiles for the various heterostructures (graphene/SiO2
and MoS2/SiO2) are calculated with the first-principles
method within the framework of density functional the-
ory by using the software package VASP [39]. The DFT-
D2 method is adopted to simulate the van der Waals
interactions across the interface. The Perdew-Burke-
Ernzerhof functional is used as the exchange-correlation
functional together with a cutoff energy of 400 eV.
The slab models are constructed with the vacuum layer
thicker than 10 Å. For graphene/SiO2 (MoS2/SiO2), the
heterostructures are constructed based on a 4× 4 (3× 3)
supercell for the graphene (MoS2) and a 2 × 2 supercell
for the SiO2 (001) surface for better lattice match with
lattice strains smaller than 2 percent. For simulating the
SiO2 (001) surface, a slab model with including seven Si
layers is used and the atoms in the bottom O-Si-O atomic
layers are saturated with hydrogen atoms and fixed dur-
ing the structural optimization. Two types of surface of
SiO2 with OH-rich and H-rich chemical conditions are
considered for both graphene/SiO2 and MoS2/SiO2 het-
erostructures. We adopt a 3 × 3 × 1 Monkhorst-Pack
(MP) grid for k-point sampling for the graphene/SiO2
and graphene/MoS2 structures. All the atomic models
are fully relaxed until the forces are smaller than 0.005
eV/Å.
Figure 3 shows the supercell of the graphene/SiO2 het-
erostructures used in our DFT calculations. The K val-
ues for the graphene/SiO2 interface can be estimated by
fitting the parabola around the minimum of the d − E
curve. We also estimate the K values for the MoS2/SiO2
interface using the same procedure. The extracted values
(KOH and KH) are given in Table I. We remark that the
DFT-based estimated values of K for the graphene/SiO2
interface are an order of magnitude than the value es-
Graphene MoS2
KOH (10
19 Nm−3) 12.3 4.94
KH (10
19 Nm−3) 15.6 2.74
κ (eV) 1.1 [13] 9.6 [41]
ρ (10−7 kgm−2) 7.6 31
α 100 100
ρsub (kgm
−3) 2200 [13]
cL (ms
−1) 5953 [13]
cT (ms
−1) 3743 [13]
Table I: Parameters in our numerical simulations. KOH and
KH are the spring constants per unit area for the OH- and
H-terminated SiO2 interface, respectively, and also depend on
the type of 2D crystal. κ and ρ are respectively the intrinsic
bending rigidity and mass density per unit area of the 2D
crystal used in Eq. (3).
Graphene
(b) H-terminated
α-quartz (SiO2)
d
(a) OH-terminated
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Figure 3: Top and side views of the graphene/SiO2 het-
erostructure used in our density function theory (DFT) cal-
culations to estimate K at the SiO2 (001) surface with (a)
OH-termination and (b) H-termination. The C, H, Si and O
atoms are colored in gray, white, yellow and red, respectively.
The change in total energy (∆E) as a function of d and the
parabolic fit used to find K are also shown.
timated by Cullen et al. [40] from graphene adhesion to
SiO2 (K ≈ 9.0×1018 Nm−3). Given the sensitivity of the
TBC to the numerical value of K, the close agreement
between our estimates of the graphene/SiO2 TBC and
experimental data (see Table II) suggests that the value
of K estimated in Ref. [40] is much too low.
IV. RESULTS AND DISCUSSION
We use our theory to calculate the Kapitza resistance
for single-layer graphene and MoS2 on solid SiO2. The
parameters in our simulations are given in Table I. We
evaluate the two-dimensional integral in Eq. (16) numer-
ically with a rectangular grid in q and ω. We set a fre-
quency cutoff of 65 meV which approximates the maxi-
7mum flexural phonon energy at the Brillouin zone edge
in most 2D materials. At low and room temperature, the
numerical value of G is relatively insensitive to the cutoff.
We note here that the following simulated TBC values
are for an idealized flat interface at which the 2D crystal
has full adhesion to the substrate or the superstrate in
the case of the encased 2D crystal. The effective TBC
values may be lower under most experimental conditions
where some surface roughness is present, resulting in the
reduction of the effective adhesion and contact area be-
tween the 2D crystal and the substrate [13, 22, 42, 43].
Thus, the simulated TBC values can be interpreted as
the upper bounds for the TBC of real interfaces.
A. Sensitivity of numerical results to damping
friction
We calculate the room temperature (300 K) ther-
mal boundary conductance for bare graphene and MoS2
on OH-terminated SiO2 at different values of α using
Eq. (14) and the parameters from Table I except α. Fig-
ure 4 shows the TBC as a function of α. We find that as
α increases and the flexural phonon damping weakens,
the TBC decreases and converges numerically to zero.
The effect is more pronounced for graphene. This in-
dicates that without any damping friction, the use of
Eq. (14) yields an infinite Kapitza resistance. Physi-
cally, this means that damping friction in single-layer
2D crystals is necessary to produce a reasonable finite
Kapitza resistance. It also confirms our earlier analysis
of the weak-coupling approximation in Ref. [13] which
gives a TBC of ∼ 300 MWK−1m−2, an order of magni-
tude larger than experimental data. In contrast, our de-
fault value of α = 100 gives us a room-temperature TBC
of G = 34.6 MWK−1m−2 which is in very good agree-
ment with published experimental data of bare single-
layer graphene [15, 18] (∼ 25 MWK−1m−2) considering
the uncertainty in the input parameters. We also observe
that the TBC for MoS2 is considerably less sensitive to
the numerical value of α compared to graphene. When α
is quadrupled from 100 to 400, the TBC decreases from
G = 3.1 MWK−1m−2 to 2.2 MWK−1m−2. This con-
siderably weaker α-dependence in MoS2 implies that our
choice of α = 100 will not affect our TBC estimates for
MoS2 significantly.
B. Bare single-layer graphene and MoS2
We calculate the TBC for bare single-layer graphene
and MoS2 on OH- and H-terminated SiO2 surface in the
temperature range of 5-400 K using Eq. (14) and the pa-
rameters from Table I. The computed results are shown
in Fig. 5 along with the room-temperature experimen-
tal data for bare graphene and MoS2 from Refs. [15] and
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Figure 4: Plot of the thermal boundary conductance G at
300 K at different values of α−1 for bare graphene (circle)
and MoS2 (diamond) on OH-terminated SiO2 surface. A de-
crease in the intrinsic damping of the flexural phonons leads
to lower thermal boundary conductance (or higher Kapitza
resistance). This effect is more pronounced for graphene.
[19]. At room temperature, the TBC values for graphene
are relatively close regardless of the surface termination
type (H or OH) although the H-terminated surface gives
slightly higher TBC values. In contrast, the TBC values
for MoS2 vary significantly at all temperature. At 300 K,
we have G = 1.05 and 3.10 MWK−1m−2 for H- and OH-
terminated SiO2 surfaces, respectively, indicating that
bare MoS2 dissipates heat much more efficiently to the
OH-terminated SiO2 surface than to the H-terminated
surface. This is not surprising considering that KOH
is significantly higher than KH for MoS2 (see Table I)
because of the stronger coupling between MoS2 and OH-
terminated SiO2. The simulated room-temperature TBC
values are summarized in Table II. At temperatures be-
low 100 K, the TBC scales approximately as G ∝ T 4,
assuming the temperature dependence of γ(ω) ∝ T given
in Eq. (22).
We compare our simulated TBC values with those
measured from experiments on bare graphene or MoS2
on SiO2 at room temperature. By using an ultrafast
optical pump pulse and monitoring the transient reflec-
tivity on the picosecond time scale, Mak et al. [15] ob-
tained ∼ 25MWK−1m−2 for the room-temperature TBC
of bare graphene on SiO2. A similar value is estimated by
Freitag et al. in Ref. [18]. Ni et al. [20] obtained a value of
∼ 30 MWK−1m−2 from their molecular dynamics (MD)
simulations of single-layer graphene on amorphous SiO2
while Ong and Pop [44] obtained ∼ 58 MWK−1m−2
from the MD simulation of a single-walled carbon nan-
otube on SiO2. These experimental and MD simula-
tion values compare favorably with our estimate of 34.6
MWK−1m−2 for graphene on OH-terminated SiO2. For
bare MoS2 on SiO2, a TBC value ofG & 3.2MWK−1m−2
is estimated from Ref. [19] using G & (Rtot − Rox)−1,
8101 102
10-3
10-2
10-1
100
101
102
T (K)
G
 (
M
W
K
-1
m
-2
)
Gr/OH-SiO
2
Gr/H-SiO
2
MoS
2
/OH-SiO
2
MoS
2
/H-SiO
2
Mak et al.
Taube et al.
T
4
Figure 5: Temperature dependence of the thermal boundary
conductance (TBC) for bare single-layer graphene (Gr) and
MoS2 on OH- and H-terminated SiO2 surface. The data point
for bare graphene from Mak et al. [15] is represented by the
open circle while the data point for bare MoS2 from Taube et
al. [19] is represented by the open triangle.
where Rox = 1.96× 10−7 m2KW−1 is the thermal resis-
tance of 275 nm of amorphous SiO2, with a thermal con-
ductivity [45] of 1.4MWK−1m−1, and Rtot = 5.08×10−7
m2KW−1 is the total interfacial thermal resistance mea-
sured using an optothermal method based on Raman
spectroscopy [19]. This estimate is remarkably close to
our calculated value of 3.10 MWK−1m−2 for bare MoS2
on OH-terminated SiO2. For both graphene and MoS2
, given the good agreement between the simulated TBC
values for OH-terminated SiO2 and experimental TBC
data, this indirectly suggests that the spring constant
per unit areaKOH for the OH-terminated surface is more
representative of real SiO2 surface in experimental sys-
tems.
C. Effect of top SiO2 layer on thermal boundary
conductance
We calculate the TBC for SiO2-encased single-layer
graphene and MoS2 on OH- and H-terminated SiO2 sur-
face in the temperature range of 5-400 K using Eq. (21)
and the parameters from Table I. The computed re-
sults are shown in Fig. 6 along with the temperature-
dependent experimental data for encased graphene from
Refs. [14] and the simulated room-temperature TBC val-
ues are given in Table II. The TBC values are signifi-
cantly higher for encased graphene and MoS2 than for
the bare 2D crystals at all temperatures. In particular,
the room-temperature TBC calculated for graphene on
OH-terminated SiO2 is 105 MWK−1m−2, in good agree-
ment with the experimental values of ∼ 83 MWK−1m−2
in Ref. [14], and much larger than the corresponding TBC
value for bare graphene. Like with our simulated TBC
OH-SiO2 H-SiO2 Experimental
Bare Graphene 34.6 42.1 ∼ 25 [15, 18]
Encased Graphene 105 144 ∼ 83 [14]
Bare MoS2 3.10 1.05 & 3.2 [19]
Encased MoS2 5.07 1.70 –
Table II: Computed values of the room temperature (300 K)
thermal boundary conductance (TBC) values in MWK−1m−2
for bare and SiO2-encased single-layer graphene and MoS2
with OH- and H-terminated SiO2 interfaces. The experimen-
tally estimated TBC values for bare and encased graphene
and bare MoS2 on SiO2 are also shown for comparison.
values for bare graphene, the computed values for the
OH-terminated SiO2 interface is closer to experimental
values. However, the TBC data from Ref. [14] does not
decrease as much with temperature as does our simu-
lated data. This weaker temperature dependence may
be due to the functional form of γ(ω) we assumed in
Eq. (22). It is possible that a more accurate calculation
of the temperature-dependent flexural phonon lifetime
similar to what is done in DFT-based calculations of the
thermal conductivity [29, 30] will yield a TBC tempera-
ture dependence closer to experiments. In addition, the
γ(ω) ∝ T scaling may not hold at lower temperatures
where defect scattering of the flexural phonons may be
the limiting factor instead of anharmonic phonon interac-
tion in real graphene. We also find that the TBC values
for MoS2 vary significantly at all temperature with the
surface termination type. At 300 K, we have G = 5.07
and 1.70 MWK−1m−2 for H- and OH-terminated SiO2
surfaces, respectively, indicating that encased MoS2 dis-
sipates heat much more efficiently to the OH-terminated
SiO2 surface than to the H-terminated surface like in
bare MoS2. The temperature dependence of the TBC
also varies with the 2D crystal. At temperatures below
100 K, the TBC scales approximately as G ∝ T 3 for
graphene and G ∝ T 0.7 for MoS2.
D. Transmission analysis of bare and encased
graphene
The question the arises as to why the thermal bound-
ary conductance is much higher for encased 2D crystals
than for their bare counterparts. The transmission func-
tion in Eqs. (14) and (21) is given by
Ξ(q, ω) =
4K2ImDsub(q, ω)ImD2D(q, ω)
|1−K[Dsub(q, ω) +D2D(q, ω)]|2
,
and its spectrum helps us to identify the dominant chan-
nels in heat dissipation. For an encased 2D crystal, we
use D2D(q, ω) instead of D2D(q, ω) in Ξ(q, ω). To il-
lustrate the effect of the superstrate on heat dissipation,
we plot the transmission spectra for bare and encased
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Figure 6: Temperature dependence of the thermal bound-
ary conductance (TBC) for SiO2-encased graphene (Gr) and
MoS2 on OH- and H-terminated SiO2 interfaces. The open
circles correspond to temperature-dependent TBC data for
single-layer encased graphene taken from Chen et al. [14].
graphene on OH-terminated SiO2 in Fig. 7. Given that
0 ≤ Ξ(q, ω) < 1, the transmission spectrum for bare
graphene [see Fig. 7(a)] is zero almost everywhere al-
though the transmission peak is close to unity along the
dispersion curve for the flexural phonons for ω & 19meV,
indicating the greater contribution from high-frequency
modes. At lower frequencies (ω < 19meV), the transmis-
sion of individual low-frequency modes becomes rapidly
more smeared out. In addition, the transmission is
zero for ω < cT q since there are no substrate bulk
acoustic phonon modes satisfying this condition, i.e.,
ImDsub(q, ω) = 0 for ω < cT q. Physically, this means
that heat dissipation can only take place when there is
coupling to the substrate bulk acoustic phonons. Re-
markably, the contribution of the low-frequency modes
to interfacial heat transfer is relatively small for bare
graphene. The crossover at ω = 19 meV is determined
by the point where the graphene flexural phonon dis-
persion curve intersects the substrate transverse acous-
tic phonon dispersion curve, as can be seen in Fig. 7,
and is given by ω =
√
ρ/κc2T . Below the crossover fre-
quency, the substrate transverse acoustic phonons with
the same wave vector q have higher energy than the cor-
responding graphene flexural phonons. This reduces the
probability of the flexural mode coupling with the contin-
uum of substrate bulk phonons, which acts as a dissipa-
tive bath, and transferring energy into the substrate [21].
Another way to understand this cutoff is that the re-
gion ω > cT q corresponds to substrate phonons with a
transverse momentum component of q and a frequency
of ω, and these phonons scatter with graphene flexural
phonons with the same q and ω. We can also associate a
characteristic length scale with the crossover point, given
by lc ∼ 2pi/qc = 0.8 nm where qc =
√
ρ/κcT . This
suggests that the TBC becomes strongly size-dependent
when its interfacial area is comparable to or smaller than
l2c .
In contrast, Fig. 7(b) shows a very substantial low-
frequency contribution in the transmissions spectrum of
encased graphene, which also can be seen in Fig. 7(c)
where we plot the total transmission per unit area
(2pi)−2
´
d2qΞ(q, ω). This is because the coupling of the
2D crystal to the superstrate results in the hybridiza-
tion of the 2D crystal flexural modes with the superstrate
Rayleigh modes [16, 21] and these superstrate/graphene
hybrid modes can be scattered more easily into the sub-
strate. The enhanced transmission of these low-frequency
hybrid modes results in a significantly higher TBC for
encased graphene. This difference in the low-frequency
phonon contribution in the TBC of encased graphene also
explains why the low-temperature scaling of G is differ-
ent in Figs. 5 and 6. At low frequencies, the total trans-
mission per unit area scales as ω3.2 and ω2 in bare and
encased graphene, respectively. The considerably weaker
contribution of the low-frequency modes in bare graphene
means that at lower temperatures, the higher-frequency
modes do not contribute to interfacial heat transfer and
the TBC decreases more rapidly as the temperature is
reduced.
Physically, heat is exchanged between the SiO2 sub-
strate and bare graphene when an incoming substrate
bulk phonon scatters inelastically off the graphene/SiO2
interface and dissipates part of its energy within the
graphene through the intrinsic flexural phonon damp-
ing, as represented schematically in the inset of Fig. 7(a).
This scattering process efficiently dissipates energy from
the substrate to the graphene when the substrate bulk
phonon has a frequency (and hence energy) approx-
imately equal to the corresponding graphene flexural
phonon for the same q. On the other hand, in encased
graphene, the incoming substrate bulk phonon also scat-
ters inelastically off the graphene/SiO2 interface and the
energy is dissipated into the graphene. Part of the en-
ergy is absorbed by the intrinsic flexural phonon damp-
ing while part of it is absorbed by the flexural damping
component from coupling to the superstrate. The latter
can be interpreted as the partial transmission of energy
into the bulk of the superstrate, as schematically repre-
sented in the inset of Fig. 7(b).
E. Heat dissipation pathways
Our calculations of the thermal boundary conductance
for bare and encased single-layer 2D crystals show that
the presence of a superstrate on the 2D crystals can
substantially increase the TBC between the 2D crys-
tal and its substrate. In the bare 2D crystal, the en-
ergy from the intrinsic degrees of freedom (nonflexural
phonons and electrons) are dissipated to the substrate
via anharmonic or electron-phonon coupling to the flex-
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Figure 7: Plot of the transmission spectrum Ξ(q, ω) [see
Eq. (16)] for (a) bare and (b) encased graphene on OH-
terminated SiO2 at T = 300 K. The dashed and dotted
lines correspond to the graphene flexural (ω =
√
κ/ρq2)
and substrate transverse acoustic (ω = cT q) phonon disper-
sion curves, respectively. The insets show a schematic rep-
resentation of the bulk substrate phonon scattering with the
graphene flexural phonon. (c) Comparison of the total trans-
mission per unit area spectrum (2pi)−2
´
d2qΞ(q, ω) for bare
(solid red line) and encased graphene (dashed blue line) on
OH-terminated SiO2 at T = 300 K. The inset shows the same
spectra but with a logarithmic scale. The small fuzzy peaks
are an artifact of the numerical integration in q.
ural phonons. When a superstrate is placed on the 2D
crystal, the flexural phonons are also mechanically cou-
pled to the Rayleigh phonon modes from the superstrate.
This mechanical coupling allows energy from the super-
strate phonon modes, which we can consider as extrin-
sic degrees of freedom, to be dissipated to the substrate.
Figure 8 shows a schematic representation of the differ-
ent energy transfer pathways involved in heat dissipation
to the substrate. In our simulations of bare and encased
graphene and MoS2, we have used a phenomenological
approach to describe the intrinsic anharmonic coupling
to nonflexural phonons. In our study, we ignore dissipa-
tion via electron-phonon coupling because it is a second-
order effect that involves two flexural phonons and two
electrons [31–33] and is expected to be small although
it may be significant at high electron temperatures and
densities [46]. Nevertheless, our estimates of the TBC
with only dissipation from anharmonic phonon coupling
are in excellent agreement with published experimental
data, suggesting that the electron-phonon contribution
Superstrate 
(1) Anharmonic coupling
(2) Electron-phonon coupling
Flexural
phonons
Substrate
ElectronsNonflexural
phonons
(1) (2)
vdW interaction
vdW interaction
Figure 8: Schematic representation of the physical model of
heat dissipation in bare and covered single-layer 2D crystals.
The flexural phonons in the bare 2D crystal absorb energy
from the nonflexural phonons and electrons via anharmonic
and direct electron-phonon coupling, and dissipate it into the
substrate. The mechanical attachment of a superstrate results
in additional resonant channels for energy to be absorbed by
the flexural phonons and then transferred to the substrate,
leading to a higher thermal boundary conductance.
is minor. Even so, it will be an interesting exercise to
determine the TBC contribution from electron-phonon
coupling at different electron temperatures and densities.
A slightly less intuitive consequence of our proposed
theoretical framework for heat dissipation is that de-
fect scattering of flexural phonons in the 2D crystal may
increase the TBC. Here, we invoke the idea suggested
by Song and Levitov [46] that a random distribution
of short-range disorder can enlarge the scattering phase
space for electron-phonon interactions by essentially lift-
ing the momentum conservation restriction. Similarly, a
random distribution of defects in graphene or MoS2 may
enhance the effective anharmonic scattering rate of flex-
ural phonons γ(ω) and increase the TBC. However, this
method of enhancing the TBC may be counterproduc-
tive, especially in graphene, from the overall heat dissi-
pation point of view since the flexural phonons are the
dominant thermal transport carriers in graphene [34, 47]
and the decrease of the flexural phonon lifetime will lower
the thermal conductivity and reduce lateral heat dissipa-
tion.
V. SUMMARY AND CONCLUSIONS
We have modified the theory by Persson, Volokitin and
Ueba [13] and recast it in the Landauer form to study
the Kapitza resistance of graphene and other single-layer
2D crystals on a solid substrate. We have shown that
the weak-coupling approximation is not numerically valid
and that the inclusion of a damping function for the flex-
ural phonons is necessary to produce dissipation within
the graphene and yield a finite Kapitza resistance. The
phenomenological form of the damping function is de-
11
duced from published first-principles results. We have
also shown how our theory can be modified to accommo-
date the effects of a superstrate. We have used DFT cal-
culations to estimate the spring constant per unit area for
the different interfaces. Our computed thermal bound-
ary conductance values for bare single-layer graphene and
MoS2 are in good agreement with published experimental
data. The theory also suggests that there is no significant
contribution to interfacial heat transfer by low-frequency
phonon modes in bare single-layer 2D crystals.
We also find that the encasement of the 2D crystal
by a SiO2 superstrate results in a ∼ 3× increase in the
thermal boundary conductance for graphene. This ex-
plains why the Kapitza resistance measured in experi-
ments for SiO2-encased graphene is substantially lower
than for bare graphene. This resistance reduction is also
predicted to be true for single-layer MoS2. Our analysis
shows that the increase in the thermal boundary conduc-
tance is due to the additional low-frequency transmission
channels from coupling with the superstrate. We also find
in bare 2D crystals that there is a crossover frequency
below which phonons do not contribute significantly to
cross-plane heat dissipation to the substrate. Our calcu-
lations suggest that the termination of the SiO2 surface
has a much stronger influence on the Kapitza resistance
for MoS2 than for graphene. The theoretical framework
described in this work provides the basis for understand-
ing how the modification of interfaces and 2D crystals
at the nanoscale can be utilized to reduce the Kapitza
resistance to improve interfacial heat dissipation, an im-
portant issue in the thermal management of nanoscale
devices using 2D materials.
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Appendix A: Numerical bounds for transmission
function Ξ(q, ω)
Let us writeKDsub(q, ω) = x1+iy1 andKD2D(q, ω) =
x2 + iy2 where xi and yi are real numbers for i = 1, 2.
Thus, the transmission function in Eq. (16) can be writ-
ten as
Ξ(q, ω) =
4y1y2
(1− x1 − x2)2 + (y1 + y2)2
≤
4y1y2
(y1 + y2)2
.
Given that y1, y2 ≥ 0, this means that
4y1y2
(y1 + y2)2
≤ 1
and therefore, we have 0 ≤ Ξ(q, ω) ≤ 1.
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