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Parallel Karatsuba Multiplication Algorithm
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GIOVANNI CESARIyz AND ROMAN MAEDERy
y Institute for Theoretical Computer Science, ETH, CH-8092 Zurich
(Received 31 May 1995)
We present three parallel implementations of the Karatsuba algorithm for long integer
multiplication on a distributed memory architecture and discuss the experimental results
obtained on a Paragon computer. The flrst two implementations have both time com-
plexity O(n) on nlog2 3 processors, but present difierent behavior for inputs of practical
size. The third algorithm has complexity O(n log2 n) on n processors, ofiering therefore
better asymptotic e–ciency. A reflnement of the asymptotic analysis for the important
case of a constant number of processors takes into account sequential parts of the al-
gorithm and communications overhead. It is shown that the theoretically best speed-up
and e–ciency can be obtained with two of the algorithms for su–cient problem size.
The experimental results conflrm the analysis.
c° 1996 Academic Press Limited
1. Introduction
A successful parallelization of symbolic computation systems, and computer-algebra soft-
ware in particular, requires the design of new algorithms (as it does in other application
areas). We work on a bottom-up approach. We focus our attention on the underlying
fundamental arithmetic: arbitrary-precision integer arithmetic in a positional number
system. By parallelizing the lower level of arithmetic, we get an immediate performance
improvement for all higher-level algorithms that use this basic arithmetic.
We start our study with the Karatsuba algorithm (Karatsuba and Ofman, 1963) and
present three parallel implementations on a distributed memory architecture. There are
several reasons to analyse this algorithm: (i) it is a practical integer multiplication algo-
rithm with a low overhead for small input sizes and a good asymptotic complexity; (ii)
it is the method of choice in general-purpose symbolic and computer algebra programs
where arithmetic with arbitrary size numbers is an important part of the system and,
(iii) flnally, the structure of this algorithm follows a divide and conquer strategy which is
the base of other fundamental algorithms in computer algebra. Our flrst two algorithms
achieve optimal speed-up and e–ciency for su–cient input sizes, and constant number
of processors.
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Parallel implementations of Karatsuba’s algorithm have been reported in Kuechlin et
al. (1991) on a shared memory architecture and in Char et al. (1994) on a network of
workstations. However, Kuechlin et al. (1991) do not discuss the implementation and do
not analyse the scalability of the algorithm. Char et al. (1994) give experimental data of
two difierent implementations without providing satisfactory explanation of the results
due to unpredictable behavior of the network.
We will see that the Karatsuba algorithm can be used e–ciently for inputs of relatively
small input size. Moreover, we will show that a small reflnement of the asymptotic analysis
of the three algorithms su–ces to explain the experimental results on an Intel Paragon
computer. Or, to put it difierently, that the machine does not sufier from any hidden
performance bottlenecks that are not a consequence of the algorithm used.
Computations with large integers occur in number theory; for example, the computa-
tion of a Fibonacci number with Ulam sequences reduces essentially to a single multipli-
cation (Maeder, 1994).
2. The Karatsuba Integer Multiplication Algorithm
We use the standard representation of arbitrary size integer (big integer). An unsigned
big integer is stored as an array of digits in a positional number system with base B.
The array a0; a1; : : : ; an¡1 of length n represents the number a =
Pn¡1
0 aiB
i, where the
digits are in the range 0 • ai < B (the sign is stored separately).
The classical naive multiplication algorithm (Knuth, 1981) needs O(n2) digit multipli-
cations. The Karatsuba algorithm divides the input numbers a and b of size n into two
halves. The product can be formed by only three recursive multiplications of size n=2
and some additions and subtractions. The sequential time Ts(n) satisfles the following
recurrence: Ts(n) = 3T (n=2) +O(n). This gives a complexity of Ts(n) = O(nlog2 3) digit
multiplications. Let m = dn=2e. We can write a = al + ahBm, b = bl + bhBm, where
al =
Pm¡1
0 aiB
i, ah =
Pm¡1
0 ai+mB
i. The product c = ab can be expressed as:
c = albl + ((al + ah)(bl + bh)¡ albl ¡ ahbh)Bm + ahbhB2m: (2.1)
It is convenient to see this algorithm in terms of a ternary tree. Each node has three
children that compute the partial products and at each level the input length is divided
by two. The leaves perform the classical multiplications. The threshold for switching to
the trivial multiplication method is determined experimentally. There are sharp bounds
for the amount of auxiliary memory required to implement this algorithm (see Maeder
(1993) where the Karatsuba algorithm is described in detail).
3. Parallel Implementations of Karatsuba’s Algorithm
In this section we present three parallel implementations of the Karatsuba algorithm
on a distributed memory architecture. The flrst two algorithms have time complexity
O(n) on nlog2 3 processors. The last one has O(n log2 n) complexity, but needs only n
processors and is, therefore, interesting from a theoretical point of view. For inputs of
practical size (see Section 4), the three algorithms present signiflcant difierences.
The algorithms difier in how they allocate parallel tasks. Tasks are associated with
nodes and subtrees in the ternary tree and can be assigned in several ways to difierent
processors.
For each algorithm we shall flrst perform the (trivial) asymptotic analysis, assuming
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a polynomial number of processors; then, we shall perform a flner performance analysis
assuming a flxed number of processors and take into account communication costs and
sequential parts of the algorithms.
3.1. algorithm 1
The flrst algorithm follows a master{slave approach: the master processor starts the
Karatsuba algorithm and creates all the tasks down to a specifled level in the tree.
Once these tasks have been created, they are sent to the slaves and computed there
sequentially. After the slaves have flnished to compute, the master process collects the
results and traverses the tree back to the root forming the result at a node by combining
the results of the children.
3.1.1. asymptotic analysis
Let the number of processors be p = 3‚ = nlog2 3, where n is the input size and
‚ = log2 n is the depth of the tree. The three multiplications of size n=2 are performed
in parallel, the summations that follow are of the order O(n). The parallel computing
time T (n) satisfles the following recurrence:
T (n) = T (n=2) + cn = O(n): (3.1)
The asymptotic speed-up, S and the asymptotic e–ciency E are given by:
S =
Ts
T
= O
µ
nlog2 3
n
¶
… O(n0:585) (3.2)
E =
Ts
pT
= O
µ
nlog2 3
nlog2 3n
¶
= O
µ
1
n
¶
: (3.3)
3.1.2. performance analysis
The aim of this section is to analyse the performance of Algorithm 1 when a constant
number p = 3l of processors is available, where l is the depth of the tree and the two
operands have the same length n. We assume a message passing model of computation.
Let Tc(n) the time necessary to communicate between two processors an integer of length
n and let Ta(n) the time to add two integers of length n. The p processors will each
perform a sequential Karatsuba multiplication of size n=2l. For a given depth l (‚ 1) of
the tree a good approximation of the total parallel time is given by:
T1(n) = Ts
µ
n
2l
¶
+ 3l 2Tc
µ
n
2l¡1
¶
+ 5
l¡1X
i=0
3i Ta
µ
n
2i
¶
: (3.4)
The communication time is calculated supposing that the two operands are sent together
and that the length of the results is twice the length of the operands. At the ith level of
the tree, 2 additions of length n=2i+1 are necessary to generate the inputs for one child
and another 2 additions and 2 subtractions of length n=2i are necessary to combine the
three subresults (see Eqn 2.1).
Let Tc(n) = c1 +c2n where c1 is the communication latency and 1=c2 the bandwidth of
the communication channel and let Ta(n) = c3n. The sequential time is given by Ts(n) =
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k1n
k2 . The constants c1; c2; c3; c4 and k1; k2 have to be determined experimentally. For
n!1, k2 ! log2 3. From Eqn 3.4 we obtain:
T1(n) = Ts
µ
n
2l
¶
+ 2n
µ
3l
2l
(2c2 + 5c3)¡ 5c3
¶
+ 2c13l
… Ts(n)
p
+ fip(1¡1= log2 3)n+ 2pc1 … Ts(n)
p
+ fip0:369n+ 2pc1: (3.5)
The three terms represent, respectively, the theoretically optimal time, the sequential
part due to communications and additions, and the total communication latency. The
last term can be ignored for p¿ n. We put fi = 2(2c2 + 5c3).
Both, speed-up and e–ciency, approach the theoretical maximum for n ! 1, in
contrast to the behavior with unlimited numbers of processors (Eqns 3.2 and 3.3).
S1(n) =
Ts(n)
T1(n)
… p¡ fip
3¡1= log2 3
k1nlog2 3¡1 + fip2¡1= log2 3
… p¡ fip
3¡1= log2 3
k1nlog2 3¡1
… p¡ fi
0p2:369
n0:585
(3.6)
E1(n) =
Ts(n)
pT1(n)
… 1¡ fi
0p1:369
n0:585
: (3.7)
The main e–ciency limitation of this algorithm is due to the message passing bottle-
neck: the number of messages to be sent sequentially by the master increases at the same
rate as the number of processors. Another limitation is given by the recombination of
the subresults which is done sequentially on the master process.
3.2. algorithm 2
The second algorithm follows a fork{join approach: one processor starts at the root and
recursively assigns separate nodes in the tree to difierent processors. Each node assigns
three subnodes for the three recursive multiplications and combines the results according
to Eqn 2.1 after the three subnodes have completed their computation. (One of the three
subtasks is performed by the parent process, which would otherwise wait idly for the
completion of the three subprocesses.) When a certain cut-ofi criterion is reached, no
further parallel splitting occurs: the work remaining in a given task is done sequentially.
3.2.1. asymptotic analysis and performance analysis
If one of the three parallel subtasks is performed by the parent node, the total number
of processors is given by p = 3l. Even if Algorithms 1 and 2 have the same complexity,
Algorithm 2 achieves better performance than Algorithm 1.
T2(n) = Ts
µ
n
2l
¶
+ 4
l¡1X
i=0
Tc
µ
n
2i
¶
+ 5
l¡1X
i=0
Ta
µ
n
2i
¶
(3.8)
… Ts(n)
p
+ fln+ 4c1l: (3.9)
The three terms represent, respectively, the theoretically optimal time, the sequential
part due to communications and additions, and the total communication latency. The
      
Parallel Implementation of Karatsuba Algorithm 471
last term can be ignored for p ¿ n. We put fl = 2(4c2 + 5c3). Since many messages
are sent in parallel, in Algorithm 2 there is much less total latency. Both, speed-up and
e–ciency approach the theoretical maximum for n!1.
S2(n) =
Ts(n)
T1(n)
… p¡ flp
2
k1nlog2 3¡1 + flp
… p¡ flp
2
k1nlog2 3¡1
… p¡ fl
0p2
n0:585
(3.10)
E2(n) =
Ts(n)
pT1(n)
… 1¡ fl
0p
n0:585
: (3.11)
3.3. algorithm 3
In the third algorithm at a given level of the tree only two tasks are computed in
parallel, while the third is delayed and is computed when the flrst two return. The
number of processors needed is p = 2‚ = n. The asymptotic time T (n) to compute the
Karatsuba product is given by:
T (n) = 2T (n=2) + cn = O(n log2 n): (3.12)
While the asymptotic speed-up is worst, the e–ciency of Algorithm 3 is better than
that of Algorithm 1 and 2:
S = Ts=T = O(nlog2 3=n log2 n) … O(n0:585= log2 n) (3.13)
E = Ts=pT = O(nlog2 3=n2 log2 n) … O(1=n0:415 log2 n): (3.14)
This algorithm is interesting only from a theoretical point of view. It shows worse
behavior than Algorithm 2. We can associate to it a binary tree where each node requires
a parallel execution of the left and right subtrees followed by another execution of the
left subtree. Consequently, if the tree is complete, the leftmost leaf is executed 2k times,
where k is the depth of the tree; the rightmost leaf is executed only once.
If we have a constant number of processors, we flnd the following parallel time, and
e–ciency:
T3(n) … Ts(n)=p0:585 + °0(log2 p)n+ 2pc1 (3.15)
S3(n) … p0:585 ¡ °0p1:17=n0:585 (3.16)
E3(n) … 1=p0:415 ¡ °0p2:17=n0:585: (3.17)
We put °0 = 2c2 + 5c3. Note that the speed-up is only p0:585 and that the e–ciency
tends to zero for p!1.
4. Experimental Results
The three algorithms have been implemented on an Intel Paragon at ETH Zurich with
96 processors. This machine is a two-dimensional mesh with 50 MHz Intel 860 processors;
the values of the constants which characterize our analysis are summarized below:
start-up time c1 65£ 10¡6 [s]
transmission time per short c2 0:03£ 10¡6 [s]
addition constant c3 5£ 10¡7 [s]
Karatsuba constant k1 2:1£ 10¡6 [s]
Karatsuba constant k2 1:59
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Table 1. Timings in seconds of the sequential Karatsuba and of the flrst and second
algorithm for 9, 27, and 81 processors, respectively.
Sequential Algorithm 1 Algorithm 2
Digits 1 proc 9 proc 27 proc 81 proc 9 proc 27 proc 81 proc
1024 0.13 0.022 0.020 0.042 0.020 0.011 0.009
2048 0.40 0.056 0.038 0.066 0.053 0.026 0.017
4096 1.20 0.16 0.090 0.12 0.15 0.066 0.038
8192 3.64 0.45 0.23 0.22 0.44 0.18 0.091
16384 11.0 1.33 0.60 0.47 1.29 0.49 0.23
32768 33.2 3.89 1.62 1.05 3.82 1.40 0.60
65536 100 11.5 4.50 2.55 11.4 4.04 1.61
131072 300 34.1 12.7 6.36 33.9 11.8 4.49
262144 906 102 37.1 16.8 101 35.1 12.9
524288 2702 306 109 46.7 304 105 38.5
1048576 8106 915 322 129 916 322 114
0 200 10^3 400 10^3 600 10^3 800 10^3 1000 10^3
200
400
600
800
1000
T3
T2
E2
E3
Figure 1. Parallel time in seconds and e–ciency (multiplied by a factor 1000) of Algorithms 2 and 3
for p = 81 and p = 64 processors, respectively. The lines are computed from the equations of Section 3,
while the points are our measurements.
Table 1 shows the experimental results of the flrst two algorithms and of the sequen-
tial case. In Figure 1 we compare the theoretical results from Section 3 (Eqns 3.8, 3.11,
3.15, and 3.17) with the measurements of time and e–ciency for Algorithms 2 and 3,
respectively. We can see that our measurements are close to the theoretical results com-
puted in the previous sections. Algorithm 2 shows better performance than Algorithm 1.
However, as expected, the fork{join implementation does not present signiflcantly better
performances than the master{slave approach. For a small number of processors, there
are no practical difierences between the two algorithms. For p = 27 and p = 81, n has to
be big enough to overcome the communication bottleneck. For example, with p = 81 and
n = 1024 we get values S … 14 and E … 0:18, but for n = 1048576 we get S … 71, and
        
Parallel Implementation of Karatsuba Algorithm 473
E … 0:88. As expected, Algorithm 3 has smaller speed-up and for a given p the e–ciency
will never be better than plog2 3¡2. The input range in which we can use e–ciently a
parallel implementation of the Karatsuba algorithm is limited. For very long inputs it is
more e–cient to use an FFT-based algorithm (Schoenhage et al., 1994; Lipson, 1984).
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