JSTOR is a not-for-profit service that helps scholars, researchers, and students discover, use, and build upon a wide range of content in a trusted digital archive. We use information technology and tools to increase productivity and facilitate new forms of scholarship. For more information about JSTOR, please contact support@jstor.org. The paper concludes by addressing the larger issue of test formulation. Some major pitfalls are discovered in procedures that are designed to test a null of cointegration (rather than no cointegration). These defects provide strong arguments against the indiscriminate use of such test formulations and support the continuing use of residual based unit root tests.
INTRODUCTION
THE PURPOSE OF THIS PAPER is to provide an asymptotic analysis of residual based tests for the presence of cointegration in multiple time series. Residual based tests rely on the residuals calculated from regressions among the levels (or log levels) of economic time series. They are designed to test the null hypothesis of no cointegration by testing the null that there is a unit root in the residuals against the alternative that the root is less than unity. If the null of a unit root is rejected, then the null of no cointegration is also rejected. The tests might therefore be more aptly named residual based unit root tests. Some of the tests we shall study involve standard procedures applied to the residuals of the cointegrating regression to detect the presence of a unit root. Two of the procedures we shall examine are new to this paper. They all fall within the framework of residual based unit root tests.
Approaches other than residual based tests for cointegration are also available. Some of these have the advantage that they may be employed to test for the nonstandard limit theory. In fact, no general limit theory applies in this case to certain statistics (like long run variance estimates) that are most relevant to the null. Moreover, if tests based on a specific distribution theory are used, they turn out to be inconsistent. These difficulties provide good arguments for the continuing use of tests that are based on the composite null of no cointegration.
The plan of the paper is as follows. Section 2 provides some preliminary theory, including a theorem that is likely to be very useful on invariance principles for processes which are linear filters of other time series. This theory is needed for an asymptotic analysis of the ADF. In Section 3 we review a class of residual based tests for cointegration and develop two new procedures: a variance ratio test and a multivariate trace test. Both tests have interesting interpretations and the second has the invariance property mentioned earlier. An asymptotic theory for the tests is developed in Section 4 and it is shown that the Za, Z, and ADF tests all have limiting distributions which can be simply expressed as stochastic integrals. The ADF and Z, tests are asymptotically equivalent. Section 5 studies test consistency and the asymptotic behavior of the tests under the alternative of cointegration. Issues of test formulation are considered in Section 6 and some conclusions are drawn in Section 7. Proofs are given in the Appendix A. Critical values for the residual based tests are given in Appendix B. These allow for up to five variables in the cointegrating regression and detrended data.
In matters of notation we use the symbol "=" to signify weak convergence, the symbol "-" to signify equality in distribution, and the inequality " > 0" to signify positive definite when applied to matrices. Continuous stochastic processes such as the Brownian motion B(r) on [0,11 are written as B to achieve notational economy. Similarly, we write integrals with respect to Lebesgue measure such as JoJB(s) ds more simply as JoJB.
PRELIMINARY THEORY
Let { zt }0 be an m-vector integrated process whose generating mechanism is
(1) ztZt=Z'_ + t (t =1,2 ...)
Our results do not depend on the initialization of (1) and we therefore allow z0 to be any random variable including, of course, a constant. The random sequence { }r is defined on a probability space (X, F, P) and is assumed to be strictly stationary and ergodic with zero mean, finite variance, and spectral density matrix fg( X). We also require the partial sum process constructed from {f t} to satisfy a multivariate invariance principle. More specifically, for r E [0,11 and as T -s o we require [Tr] (Cl) we have 0 o+ ol + o1-The convergence condition (Cl) is Reyni-mixing (R-mixing). This requires the random element XT(r) to be asymptotically independent of each event E E F, i.e., P({(XTE nE) -*P(BE *)P(E), T-*ox.
In this sense, the random element XT may be thought of as escaping from its own probability space when R-mixing applies. Unfortunately, Px has a limiting distribution which depends on the nuisance parameter 2. The multivariate trace statistic P, offers a very convenient alternative. P, is a normalization invariance analogue of Pu and has the same general appeal as statistics such as P.; yet, as we see below, its asymptotic distribution is free of nuisance parameters.
(f) Each of the test statistics (i)-(iv) has been constructed using the residuals ut of the least squares regression (10). These statistics may also be constructed using the residuals Ut of the least squares regression (16) y = a + 8'xt +Ut with a fitted intercept. In a similar way, for test (v) the statistic P, may be constructed using M = T-ET(zt-Z-)(z-ti) ' and residuals {t from a VAR such as (14) with a fitted intercept. These modifications do not affect the interpretation of the tests but the alternate construction does have implications for the asymptotic critical values. These will be considered below.
ASYMPTOTIC THEORY
Our first concern is to develop a limiting distribution theory for the tests (i)-(v) under the null of no cointegration. In this case, the covariance matrix 2 is positive definite. The statistic that presents the main difficulty in this analysis is the ADF. We shall give the asymptotic theory for this test separately in the second result below. (Tables II and III in (1984, p. 605) ) in the scalar unit root case. In contrast, the Z. statistic is an asymptotically similar test. Thus, the nonparametric correction of the Z, test successfully eliminates nuisance parameters asymptotically even in the case of cointegrating regressions. This point will be of some importance later when we consider the power of these various tests. We observed earlier that the Z and P tests may be constructed using first differences rather than residuals. Thus, we denoted by Za and Zt the statistics which utilize the first differences Aut rather than kt in the estimators Sk and sT. Similarly, we denoted by Pu and Pz the statistics which utilize the first differences A zt = {t in place of the residuals (t from the VAR (14). These modified tests have very different properties under the alternative as the following result shows. The use of residuals rather than first differences in the construction of these tests has a big impact on their asymptotic behavior under the alternative of cointegration. Clearly, the formulation in terms of residuals leading to Z4,, Z,, P, Pz is preferable. Phillips and Durlauf (1986) reached a similar conclusion in a related context, dealing with multivariate unit root tests.
COMMON CONCEPrUAL PITFALLS
Since it is the hypothesis of cointegration that is of primary interest rather than the hypothesis of no cointegration it is often argued that cointegration would be the better choice of the null hypothesis. For example, in a recent survey Engle (1987) concludes that a "null hypothesis of cointegration would be far more useful in empirical research than the natural null of non-cointegration." In spite of such commonly expressed views, no residual based stastistical test of cointegration proceeds along these lines.
A major source of difficulty lies in the estimation of Q under (the null of) cointegration. In order to assess whether a multiple time series is cointegrated, residual based tests seek, in effect, to determine whether there exists a linear combination of the series whose variance is an order of magnitude (in T) smaller than that of the individual series. Equivalently, one can work directly with the covariance matrix SQ and seek to determine whether its smallest latent root is zero and SQ is singular. Let us assume that the supposed cointegrating linear combination h were known. In such a case, we would seek to test 
are not to be recommended. An alternative approach that is inspired by principal components theory is not to test Ho' directly but to examine whether any of the latent roots of Q are small enough to be deemed negligible. This approach proceeds under the hypothesis that Q > 0 (no cointegration) and is well established in multivariate analysis (e.g., Anderson (1984)). It has been explored in the present context by Phillips and Ouliaris (1988).

ADDITIONAL ISSUES
The results of this paper are all asymptotic. They are broadly consistent with simulation findings reported in Engle and Granger (1987) for the ADF and in Phillips and Ouliaris (1988) for the Za, Z,, and ADF tests. However, it is certain that there are parameter sensitivities that are likely to affect the finite sample properties of these tests in important ways. This is because as we approach the alternative hypothesis of cointegration, the model undergoes a fundamental degeneracy. This seems destined to manifest itself in the finite sample behavior of the tests in differing degrees, depending on their construction. Some guidance on this issue is given by the performance of the Za,, Z, and ADF tests in simple tests for the presence of a unit root in raw time series (rather than regression residuals). Simulation findings in this context have been reported by Schwert (1986) and Phillips and Perron (1988) . These studies indicate the power advantages of the Za test that we have established by asymptotic arguments in this paper. But they also show that size distortions can be substantial for all of the tests in models with parameters approaching the stability region. It seems likely that similar conclusions will hold for residual based unit root tests. However, the issues deserve to be explored systematically in simulation experiments. The critical values were generated using the Monte Carlo method with 10000 iterations and 500 observations. All the computations were performed on an IBM/AT using the GAUSS programming language. The random innovations were drawn from the standard normal random number generator in GAUSS (i.e., "RNDNS"). Thus Q = I and p2 = 0 for the generated data, thereby simplifying the computation of the statistics.
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Approximate 95% confidence intervals for the critical values were computed using the method described in Rohatgi (1984, pp. 496-500) . In order to provide some indication of the degree of precision in the estimates, we present the approximate 95% confidence intervals for n = 1 (refer to the rows labelled Al). Confidence intervals for n > 2 are available from the authors on request.
Usage
For Tables I and II (Z. and Z,): Reject the null hypothesis of no cointegration if the computed value of the statistic is smaller than the appropriate critical value. For example, for a regression with a constant term and one explanatory variable (i.e. n = 1), we reject at the 5% level if the computed value of Za is less than -20.4935 or the computed value of Z, is less than -3.3654.
For Tables III and IV (P. and P,): Reject the null hypothesis of no cointegration if the computed value of the statistic is greater than the appropriate critical value. For example, for a regression with two explanatory variables (i.e., n = 2) but no constant term, we reject at the 5% level if the computed value of P, is greater than 32.9392 or the computed value of P, is greater than 71.2751. 
