ABSTRACT Acupoint is the intersection point of the main and collateral channels in a human body, through which energy circulates according to eastern philosophy. Acupuncture is the essential traditional Chinese method to treat disease by sticking the proper acupoints on the patient's body, having achieved a great therapeutic effect. Normally, acupuncture is mainly performed by skilled doctors of traditional Chinese medicine, which are far from enough for requirements. Hence it is natural to resort to robots to perform acupuncture work. There has no complete theoretical guidance for the development of an acupuncture robot so far. Thus, this paper digs out that acupuncture is essentially a visual servoing task with force constraints and the handeye-force coordination framework is first proposed. With the guidance of the framework, the acupuncture task is divided into three parts: hand-eye coordination, eye-force coordination, and hand-force coordination. The hand represents the end-effector of the acupuncture robot, the eye represents the visual sensor of the acupuncture robot, and the force represents the interaction between the acupuncture robot and the patient's body. The hand-eye coordination is the visual servoing control, eye-force coordination is to estimate force by vision, and hand-force coordination is the acupuncture operation with force constraint. The acupuncture task can be completed only when the three coordinations are well organized. The solutions are proposed for the three coordination tasks, which are finally validated by the experiments.
I. INTRODUCTION
Acupuncture is an essential part of traditional Chinese medicine theory and has been used to treat human diseases for nearly three thousand years [1] , [2] . With the continuous enrichment of acupuncture theory in recent years, good clinical effects have been achieved.
Acupuncture has been gradually recognized in the world, but its efficacy has been controversial. Hazzard believed that acupuncture was effective [3] , while Taub accused acupuncture of being useless [4] . In 2010, acupuncture was successfully declared a human intangible cultural heritage, and Goldman et al. demonstrated the effectiveness of acupuncture [5] . This is simply because that the judgment of whether acupuncture is effective is subjective, which make it far from a widely accepted science for cure of disease [6] .
With the help of the robot, the acupuncture work can be repeatable and objective. Besides, the basis for the The associate editor coordinating the review of this manuscript and approving it for publication was Hui Xie. quantitative analysis of acupuncture will be proposed, so as to make the acupuncture task more standardized. In addition, acupuncture robot brings much convenience to human beings, since it supports remote control and reduces the workload of doctors. Therefore, it is necessary to develop the acupuncture robot which can greatly promote the standardization of acupuncture to bring new solutions to the cure of diseases.
II. RELATED WORK
In recent years, the development of surgical robot is rapid, the robot Da Vinci developed by Intuitive Surgical played an important role in Surgical work [7] , [8] . ZEUS robot developed by Computer Motion [9] , ROSA robot developed by Medtech [10] , Magellan robot developed by Hansen Medical [11] ,and CardioArm robot from Carnegie Mellon University [12] played important roles in medicine. The development of these surgical robots provides important reference and hardware support for the realization of acupuncture robots. However, compared with these surgical robots, the development of acupuncture robots is almost blank at present. Wang yu et al. designed a mechanism for automatic needle feeding and needle changing [13] . The existing work is the simple grasping mechanisms for acupuncture needles and cannot accomplish acupuncture work. An acupuncture robot system needs to clarify the various operations of acupuncture, and find correct ways to complete the task of acupuncture. However, there is no systematic guidance on development of the acupuncture robot. This paper proposes a hand-eye-force coordination strategy and system development framework to implement the acupuncture robot.
III. SOLUTION
The process of acupuncture treatment can be divided into four stages: diagnosis, acupoint position, needling and needle withdrawing [14] , [15] . The essential operation is the needling. During needling, doctors need to coordinate the hand, eye, and force. The eyes are used to find acupoints and guide the hands to reach the correct position for needling. The magnitude of force is the constraint condition of the hands in the process of needling. Only with the coordination of the three parts can doctors successfully complete the acupuncture task.
For the acupuncture robot, the hand is the end-effector which is used for holding and pricking needles, the eye is the visual sensor which is used to obtain the environmental information, and the force is the interaction between the needle and the patient which is a constraint condition. Through the analysis above, we summarize the work of acupuncture as the task of hand-eye-force coordination and then decompose hand-eye-force coordination into three parts: hand-eye coordination, eye-force coordination, and hand-force coordination. The relationship among them is shown in Fig. 1 .
Hand-eye coordination is essentially a visual servoing task, which is to observe the position of acupoints and then control the end-effector to the target position. Eye-force coordination is to observe the deformation caused by the interaction of forces through vision, and then estimate the magnitude of the force. Hand-force coordination is a servoing control under the condition of force constraint, which means that the force should be strictly controlled in the process of acupuncture to prevent the needle from hitting the bone. To sum up, the robot with hand-eye-force coordination, has the ability to prick a specific point with a bounded force.
A. HAND-EYE COORDINATION OF ACUPUNCTURE ROBOT
Based on the analysis above, hand-eye coordination of acupuncture robot is essentially a visual servoing task. Visual servoing has eye-to-hand and eye-in-hand system structure [16] - [19] . Considering that the robot should be able to observe acupoints at a distance and have accuracy in acupoint positioning, the hand-eye coordination part adopts structure of eye-in-hand. When the camera is away from the target, the overall scene can be observed. When the camera gets close to the target, the local details can be observed to ensure the accuracy. The method to solve the visual servoing control are diverse. For example, Dean-Leon et al. used PID control [20] , Piepmeier et al. used quasi-Newton method to estimate the image jacobian matrix [21] , and Levine et al. used deep learning method [22] . Considering PID control in relatively simple, do not have to train the network, and the accuracy can meet the requirements, the PID method is adopted.
1) OBJECT IDENTIFICATION
In the hand-eye coordination part, the first step is to identify the acupoints. It is said that the acupoints in a human body can be recognized by infra-red detector. To simplify this task, a circular label is used to mark the acupoints, and the center of the circle represents the target location where the acupuncture is to be performed. To test the robustness of the system, we use the labels of other shapes represents interference. The entire process is described below. Firstly, we preprocess the image collected by the camera and carry out contour detection. Then, Hu invariant moment is used to distinguish the circular label from the non-circular label [23] . Finally, Kernel Correlation Filter algorithm is used to solve the problem of interference of multiple identical labels in the image [24] . So as the target label is manually selected, the object identification system can track the label to provide coordinate information for subsequent servoing control.
2) CONTROL STRATEGY
The goal of the whole control is to get the robot arm to the acupoint, which is reflected in the camera's field of view by placing the label in the center of the imaging plane with the specified size. To achieve this, a hierarchical control strategy is designed. The whole motion of the end-effector is decomposed into the motion parallel and perpendicular to the camera's imaging plane. When the camera in the distant place, the end-effector is controlled to do the parallel motion to let the label reach the center of the camera's imaging plane(i.e. the coarse adjustment), followed by the perpendicular motion FIGURE 2. Flowchart of hierarchical control. e high (k) is the error in the coarse adjustment stage. u high (k) is the corresponding control quantity. ε high is the error threshold set manually in the coarse adjustment stage. When |e high (k)| ε high , it is considered that the coarse adjustment has been completed. e L (k) is the error in the distance adjustment stage. u L (k) is the corresponding control quantity. ε L is the error threshold set manually in the distance adjustment. When |e L (k)| ε L , it is considered that the distance adjustment has been completed. e low (k) is the error in the fine adjustment stage. u low (k) is the corresponding control quantity. ε low is the error threshold set manually in the fine adjustment. When |e low (k)| ε low , it is considered that the fine adjustment has been completed. Then the robot is ready to needle.
to let the size of the label in the camera's imaging plane reach the target(i.e. the distance adjustment). Finally, the endeffector is controlled to do the parallel motion(i.e. the fine adjustment), and the label is precisely adjusted to be in the center of the camera's imaging plane.
The goal of parallel motion is to control the pixel coordinates of the label at the center of the camera's imaging plane. To achieve this, we utilize strategy of the image Jacobian matrix. The image Jacobian matrix is the mapping relation from the image space to the robot motion space. Its definition is
where K i ∈ R m is the m-dimensional image feature collected by the robot. q ∈ R n is the position parameter of the robot in the task space. J i (q) is the image jacobian matrix. Most of the existing robot arms have complete capabilities of precise position control and path planning of the end-effector, so the task space can be defined as the coordinate system space of the robot base. The control quantity is the speed and the position of the end-effector. When the end-effector moves parallel to the imaging plane of the camera, the image Jacobian matrix can be considered as a fixed value [25] . During initialization, the robot makes two linearly independent motions u 1 and u 2 parallel to the camera imaging plane. The position of the reaction in the camera's imaging plane is x and y. Then the two dimensional image Jacobian matrix can be estimated.
Let the image center point coordinate (target position) be f c = (u c v c ) T . The coordinate of the current label center point in the imaging plane is f (t). So the error is e(t) = f (t) − f c . Simply using PI control law as an example, the controller is designed as
The goal of perpendicular motion is to make the size of the label in the camera's imaging plane(i.e. the pixel size of the label) as expected. According to the camera keyhole imaging model, we assume the true size of the label as R, the pixel size as r, the distance between the label and the camera as Z , and the camera focal length as f , then we have
That is, the pixel size of the label is inversely proportional to the distance between the label and the camera. Take the derivative of (4), then we have
Suppose the target pixel size of the label is r 0 , the current pixel size of the label is r(t), and the error is e(t) = r(t) − r 0 . PI control law is also adopted, and the controller is designed Fig. 2 shows the control diagram of the hierarchical control strategy mentioned above. 
B. EYE-FORCE COORDINATION OF ACUPUNCTURE ROBOT
In essence, the task of eye-force coordination is to estimate magnitude of the force during the process of acupuncture. The process of force interaction is accompanied by deformation, then the magnitude of the force can be estimated through visual observation of skin deformation, in order to alleviate the system configuration without force sensors.
1) THE TRANSFORMATION OF THE FORCE
It is difficult to observe skin deformation. According to the principle that force equal to reaction force, a special device is designed to transform the deformation of the skin into the deformation of the spring. The spring is installed above the needle, and the force is estimated by the deformation of the spring shown in Fig. 3 .
When the spring does not exceed the elastic limit, the force on the skin can be figured out by
In (7), m is the total mass of the spring and needle, k is the spring's elastic coefficient, l 0 is the original length of the spring, and −−→ X 1 X 2 is the length of the spring after deformation. m, k, and l 0 can be measured in advance, so as long as the length of the spring after deformation is observed, the magnitude of the force can be estimated.
2) ESTIMATE OF THE FORCE
Three feature points are selected at the spring and needle ends, and the camera's imaging plane is parallel to the needle body, which ensures the spring and the needle have the same depth. Fig. 4 is a schematic diagram. X 1 , X 2 , and X 3 are the coordinates in the world coordinate system. x 1 , x 2 , and x 3 are the coordinates in the pixel coordinate system. In the process of needling, the length of the spring will change, but the length of the needle will not change, which means −−→ X 1 X 2 will change while −−→ X 2 X 3 will not change.
−−→ X 1 X 2 is what we want to estimate, while −−→ X 2 X 3 is the reference which can be measured in advance. Accordingly we 
By substituting (8) into (7), the magnitude of the force can be estimated
C. HAND-FORCE COORDINATION OF ACUPUNCTURE ROBOT
Hand-force coordination is essentially a position control problem with force constraint. It is difficult to directly observe the state of the needle after inserted into the skin. So, it is impossible to judge whether the bone is hit by simple position control. Therefore, the force of the needle penetration should be restrained, and the needle should be withdrawn in time when the bone is hit, to avoid damage. That is to say, the problem of robot hand-force coordination is to constrain the force during position control. Without loss of generality, it is assumed that the position control goal of the task is to make the robot move along the trajectory A = {a 1 , a 2 , · · · , a n }. At the intermediate point a i of the trajectory, the magnitude of the force is F i . The constraint is F i F max . If the force exceeds the allowable upper limit F max in the process of movement, it must be adjusted according to the requirements of the task so as to ensure safety.
1) FORCE DETECTION WITH DISCRETE FORCE CONVOLUTION
When the robot hit a bone, both the magnitude and the growth rate of the force will suddenly become greater. Discrete force convolution is used to construct a new evaluation standard, which takes both the magnitude and the growth rate of the force into consideration.
In a control system, force sampling is discrete. It is supposed that the sampling interval is t in a task with uniform velocity of v, and the force obtained at the time of nt is f n , then we can get the discrete force sequence f (n). The discrete sequence h(n), changing with f (n) in real time, is constructed:
In (10), α = β kv , k ∈ N + , β > 0. Computing the discrete convolution of f (n) and h(n), we can get F(n).
Analyzing the convolution F(n), we can see that F(n) is essentially the product of the change rate and the magnitude of the force. The coefficient f n is a good representation of the force; The average of discrete variables can largely suppress the noise interference; Coefficient β v can avoid the influence of change rate on the value of evaluation index. Therefore, it is very reasonable to use F(n) as the criterion to distinguish whether the bone is hit or not.
2) CONTROL STRATEGY
In order to enable the robot to judge whether the needle held hit the bone or not, the threshold value of evaluation criteria F(n) should be determined at first. According to the needling experiments without hitting the bone for many times, the maximum value of F(n) (F max ) is collected as the standard to judge whether the needling process is normal. In the process of needling, the force is constantly detected and processed, the time series of the force is updated, and the discrete convolution function F(n) is calculated. Then we compare it to threshold F max in real time. If F(n) is greater than the threshold F max , the needling task is stopped immediately and the needling withdrawal operation is carried out to ensure safety.
IV. EXPERIMENTS AND ANALYSIS
The block diagram of the hand-eye-force coordination acupuncture robot system described is shown in Fig. 5 . Hand-eye coordination system constantly collects acupoint information to ensure the smooth progress of automatic acupuncture. The eye-force coordination system estimates magnitude of the force in real time and calculates the discrete force convolution. The hand-force coordination system determines whether the bone is hit according to the discrete convolution of the force.
A. HAND-EYE COORDINATION
In the experiment, the model of the robot arm is UR3, the resolution of the color RGB camera is 720P, the sampling frequency of our camera system is 30Hz, and the needle holding device relative to the robot arm is shown in Fig. 6 . The label of acupoints is a black circle with a diameter of 5mm, and other shapes are interference terms. There is no strict requirement for lighting conditions, just under normal fluorescent lamps.
The goal of hand-eye coordination is to locate the selected label and perform the needling. Firstly, we manually select the label to track. Then the coarse adjustment is made to move the label close to the center of the screen, and the deviation less than 10 pixels can be considered as convergence. Then it comes to the distance adjustment stage. Adjust the distance to let radius equal to 50 pixels, and converge when the error is less than 1 pixel. In the fine adjustment stage. The label is adjusted in the center of the screen, with the error less than 1 pixel. The entire process is shown in Fig. 7 , where you can see the needle is controlled to accurately insert into the previously selected label, with the accuracy shown in Table 1 .
From Table 1 , it can be seen that the pixel errors in all three directions are less than 1 pixel. Needling on the same label for many times, the furthest deviation from the center of the circle is less than 1.5mm, which meets the requirements of acupuncture accuracy.
B. EYE-FORCE COORDINATION
In the experiment, the position of the camera and the robotic arm is shown in Fig. 8 . The force measuring device is sf −400 82158 VOLUME 7, 2019 pressure sensor with a precision of 1g. We use red tape winding as the characteristic labels of the estimated force in the front of the end-effector. The distance between the lower two labels is 8.1mm, and the distance between the upper two labels without pressing is 19.5mm. The spring's elastic coefficient is 240N /m, the variable of spring mounting shape is 2mm, and the weight of spring and slider is 10g.
The goal of eye-force coordination is to estimate the magnitude of the force. Through the analysis above, the calculation formula of force can be obtained by substituting the above parameters into (9):
where (u 1 , v 1 ), (u 2 , v 2 ), (u 3 , v 3 ) are pixel coordinates of three feature points from top to bottom. In the experiment we press the object with different forces. The actual and estimated values of the force are shown in Fig. 9 . The results of force estimation are robust. The average error is 0.047N (4.77g), as shown in Table 2 .
C. HAND-FORCE COORDINATION
Silica gel simulation skin is selected as the pressing object in hand-force coordination experiment, and its structure is shown in Fig. 10 . The touching sensation is similar to that of real people.
The goal of hand-force coordination is to withdraw the needle when it hits the bone. The parameters are k = 2, α = 1 v , the speed of the needle is 0.25mm/s, and the threshold of discrete force convolution is set to 3500g 2 s/mm. The above threshold value is used for the needle withdrawal experiment, as shown in Fig.11 . In the experiment, as soon as the discrete force convolution is detected to exceed the threshold, the needle is immediately withdrawn at a maximum speed of 10mm/s.
From the experimental results, it can be seen that the discrete convolution can well distinguish whether the needle hit the bone.
V. CONCLUSION
In this paper, a hand-eye-force coordination framework of acupuncture robot is proposed for the first time, which provides a theoretical basis for the research of acupuncture robot. We have shown that combining hand, eye, and force in the robot can complete the acupuncture task. Our method implements all three aspects of the acupuncture task: firstly, hand-eye coordination is leveraged to get the robot arm to the target position accurately; secondly, the magnitude of the force is estimated as a constraint relied on eye-force coordination; and thirdly, acupuncture is performed with the help of hand-force coordination, which ensures safety and reliability. In future work, we seek more flexible mechanical structures, more robust control methods, and more complex needling techniques. Endowing the acupuncture robot with the function of needling angle control to choose suitable angles of needling is also an interesting work. 
