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This paper presents a novel bird monitoring and recognition system in noisy environments. The project objective is to avoid
bird strikes to aircraft. First, a cost-eﬀective microphone dish concept (microphone array with many concentric rings) is presented
that can provide directional and accurate acquisition of bird sounds and can simultaneously pick up bird sounds from diﬀerent
directions. Second, direction-of-arrival (DOA) and beamforming algorithms have been developed for the circular array. Third,
an eﬃcient recognition algorithm is proposed which uses Gaussian mixture models (GMMs). The overall system is suitable for
monitoring and recognition for a large number of birds. Fourth, a hardware prototype has been built and initial experiments
demonstrated that the array can acquire and classify birds accurately.
Copyright © 2006 C. Kwan et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.
1. INTRODUCTION
Collisions between aircraft and birds have become an in-
creasing concern for both human and bird safety. More than
four hundred people and over four hundred aircraft have
been lost globally since 1988, according to a Federal Aviation
Agency (FAA) report [1]. Thousands of birds have died due
to these collisions. Bird strikes have also caused more than 2
billion dollars worth of damage each year.
There are several ways to monitor the birds near the air-
ports. First, X-band radars are normally used for monitoring
birds. One drawback is that the radar cannot distinguish be-
tween diﬀerent birds even though it can monitor birds sev-
eral kilometers away. Second, infrared cameras are used to
monitor birds. However, cameras do not work well under
bad weather conditions and cannot provide bird species in-
formation. Third, according to Dr. Willard Larkin at the Air
Force Oﬃce of Scientific Research, microphone arrays are be-
ing considered for monitoring birds. The conventional arrays
are linear arrays with uniform spacing. One serious draw-
back is that there is a cone of angular ambiguities. Moreover,
no microphone array product has been produced yet.
In this research, we propose a novel circular microphone
array system that includes both hardware and software for
bird monitoring. This new concept can eliminate the draw-
backs of linear arrays, can provide no angular ambiguities,
can generate more symmetric beam patterns, and can pro-
duce more directional beams to acquire bird sounds and
hence more accurate bird classification. Consequently, the
technology will save both human and bird lives, and will also
significantly reduce damage costs due to bird strikes.
Besides bird monitoring and recognition, the system can
be applied to wildlife monitoring, endangered species moni-
toring in inaccessible areas, speech enhancement in commu-
nication centers, conference rooms, aircraft cockpits, cars,
buses, and so forth. It can be used for security monitoring
in airport terminals, and bus and train stations. The system
can pick upmultiple conversations from diﬀerent people and
at diﬀerent angles. It can also be used as a front-end proces-
sor to automatic speech recognition systems. We expect that
this new system will significantly increase speech quality in
noisy and multispeaker environments.
Here we will present the technical details of the proposed
bird monitoring system and summarize the experimental re-
sults. Some preliminary work of the proposed system has
been presented in a bird monitoring workshop [2]. This pa-
per provides a comprehensive description of the entire sys-
tem, develops in details the signal processing techniques in












Figure 1: Proposed automated bird monitoring and recognition system.
each component, and provides more complete simulation
and experimental results.
The paper is organized as follows. Section 2 gives a brief
overview of the proposed system, which consists of sev-
eral major parts: microphone dish and data acquisition
system, direction-of-arrival (DOA) estimation algorithm,
beamformer to eliminate interferences, and bird classifier.
Section 3 will summarize a wideband DOA estimation algo-
rithm and provide a comparative study between estimation
results using a linear array and a circular array. A new beam-
forming algorithm and a comparative study between a linear
array and a circular array will be summarized in Section 4.
It was found that the dish array has several key advantages
over the linear array, including less number of ambiguity an-
gles, more consistent performance, better interference rejec-
tion capability, and so forth. Section 5 describes the bird clas-
sification results using GMMmethod. The development of a
prototype microphone dish will be included in Section 6. A
dish array consisting of 64 microphone elements has been
developed and used to collect sound data in the laboratory
and in an open space. In Section 7, experimental results will
be described to demonstrate the performance of the soft-
ware and hardware. Finally, conclusions will be drawn in
Section 8.
2. OVERALL BIRD MONITORING SYSTEM
DESCRIPTION
The circular microphone array concept for bird monitoring
is novel. Based on our literature survey [3], the circular mi-
crophone array withmany concentric rings has not been pro-
duced in the past. No DOA or beamforming algorithms ex-
ist for this type of arrays. Figure 1 shows the proposed bird
monitoring system, which consists of a microphone dish, a
data acquisition system, and software processing algorithms
such as direction finder, beamformer, and bird sound classi-
fication.
Our analysis of bird sounds shows that the frequency
range of bird sounds is between 100Hz to 8 kHz. In the data
acquisition part, the goal is to simultaneously acquire 64 mi-
crophone signals and digitize them with 22 kHz sampling
rate. This is not an easy task. With the help of engineers from
the National Institute of Standards and Technology (NIST),
we were able to build a data acquisition system that can sat-
isfy this goal.
In the direction finding part, we modified and cus-
tomized the well-known multiple signal classification (MU-
SIC) [4] algorithm to the circular array. Our studies found
that the circular array can provide more accurate and less
ambiguous DOA estimations than linear arrays.
For the beamformer, new algorithms were developed
specifically for the concentric circular arrays. Our algorithms
can provide symmetric beam patterns, oﬀer no angular am-
biguities, and guarantee consistent residual sidelobe for all
frequencies from 100Hz to 8 kHz. In the design of the beam-
former, we have systematic ways to choose the interring spac-
ing and interelement spacing in each ring in order to achieve
the above merits such as symmetric and directional beam
patterns.
The bird classification was done by using GMM, which is
a well-known technique and has been widely used in human
speaker verification.
Once the directions of birds are determined, some bird
control systems will be activated. For example, a control de-
vice that can create a loud bang in the direction of the birds
could be activated to scare the birds away.
3. DOA ESTIMATION ALGORITHM FOR CIRCULAR
MICROPHONE ARRAYS
3.1. DOA estimation algorithm for circular arrays
Figure 2 shows the configuration of the proposed circular ar-
ray. It hasM concentric rings with radii Rm,m = 1, 2, . . . ,M,
and R1 < R2 < · · · < RM . Ring m has Nm elements, and the
ith element in ringm has an angle of υm,i = 2π(i−1)/Nm rad.
with respect to the x-axis. The signal sample received by the
ith element in ringm is denoted as xm,i(n), where n is the time
index. The azimuth angle in the x-y plane with respect to the
x-axis is denoted as θ, and the elevation angle with respect to
the z-axis is represented as φ.
A beamformer requires the direction of arrival (DOA) in
terms of a particular pair of (θ,φ) of the source signal for
beamforming in order to enhance the desired signal. The
signal DOA is not known in practice and needs to be esti-
mated. There are two challenges in this work. First, not many
DOA estimation algorithms exist for circular arrays. Second,
the bird signals are wideband signals. DOA estimation algo-
rithms are normally developed for narrowband signals. This
section presents the DOA estimation of a wideband source
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Figure 3: Block diagram of the DOA estimation of a wideband
source [5].
signal (bird calls), based on the MUSIC algorithm for nar-
rowband signal.
Multiple signal classification (MUSIC) algorithm [4] is a
DOA estimation algorithm for narrowband signal. For wide-
band signal DOA estimation, we will divide the wideband
signal into many narrowband components and then apply
MUSIC on those narrowbands. The DOA estimation for the
wideband signal is generated by combining estimated results
from all the narrowband components. The process is shown
in Figure 3. Other wideband DOA estimation techniques for
linear arrays can be found in [3, 5] but they are more com-
putationally intensive. At present, we implemented the nar-
rowband combining technique.
As shown in Figure 3, the DOA estimation algorithm
consists of the narrowband MUSIC algorithm, which is fol-
lowed by a peak searching technique to obtain the DOA es-
timates for each frequency band, and the combination of the
DOAs from diﬀerent frequency bands to form the final esti-
mate. The processing components are described below.
Figure 2 shows the geometry of a circular array. Recall
that the signal received at microphone element i in ring
m is Xm,i(n). Xm,i(n) is separated into frames of size 256
samples using a rectangular window with 50% overlap. For
each frame l, fast Fourier transform (FFT) is applied to
form the frequency-domain samples Xm,i(k, l), where k =
0, 1, . . . , 255 is the frequency index. Putting the frequency-
domain data at index k over the array elements in ring m
forms the data vector at frame l, Xm(k, l) = [Xm,1(k, l),
Xm,2(k, l), . . . ,Xm,Nm(k, l)]
T . The collection of the data vectors
from all rings forms the overall signal vector at frequency in-
dex k, X(k, l) = [X1(k, l),X2(k, l), . . . ,Xm(k, l)]T . The length
of X(k, l) is equal toK = N1+N2+· · ·+NM , the total number
of receiving elements.
In the presence of additive noise, we have themodel com-
monly used in array processing:
X(k, l) = A(θ,φ)S(k, l) + N(k, l), (1)
where S(k, l) = [S1(k, l), S2(k, l), . . . , SD(k, l)]T is aD×1 vec-
tor containing the source signals spectrum component at fre-
quency index k and frame l, D is the number of sources, and
A(θ,φ) = [1a(θ,φ), 2a(θ,φ), . . . , Da(θ,φ)] is a K × D matrix
whose columns are K × 1 directional vectors for diﬀerent
sources. N(k, l) is a K × 1 ambient noise vector. It is assumed
that the noise is uncorrelated with the source signal.
(i) The narrowband MUSIC algorithm
The narrowband DOA algorithm follows the MUSIC tech-






X(k, l)XH(k, l), (2)
where T is the total number of frames used in DOA estima-
tion and is chosen to be 100. The superscript “H” represents
complex conjugate transpose. Second, eigendecomposition
on Rk is performed, giving
Rk = UsΛsUHs + UnΛnUHn , (3)
where Us is a matrix whose column vectors are eigenvec-
tors spanning the signal subspace and Λs contains the corre-
sponding eigenvalues; Un is the matrix whose column vec-
tors are eigenvectors spanning the noise subspace and Λn
contains the corresponding eigenvalues. The first D largest
eigenvalues compose Λs and the rest form Λn, and D is the
expected number of signal sources. Third, the MUSIC spa-






Π̂⊥ = UnUHn is the noise subspacematrix, a(θ,φ) = [a1(θ,φ),
a2(θ,φ), . . . , aM(θ,φ)]T , where am(θ,φ)=[e− jγRm sinφ cos(θ−υ0),
e− jγRm sinφ cos(θ−υ1), . . . , e− jγRm sinφ cos(θ−υNm−1)]T is the array
manifold for ring m of the circular array, and γ = 2πFs/L
is the wave number with L equal to the FFT size and Fs the
sampling frequency.
Figure 4 shows the MUSIC spatial spectrum obtained
from 4 concentric circular arrays with a total of K = 30
elements, which is the same as the 4th subarray in the
64-element array configuration presented in Section 6. The
source signal used are two random amplitude narrowband
signals at 500Hz, coming from (θ = 90◦, φ = 70◦) and
(θ = 45◦, φ = 60◦), respectively. As shown in Figure 4, the
MUSIC spectrum contains 2 peaks suggesting 2 DOAs.

































Figure 5: Narrowband MUSIC spectrum with small peaks from
noise removed.
(ii) Two-dimensional peak searching algorithm
After the MUSIC spatial spectrum is obtained, the next task
is to identify the location of those peaks in the spectrum
which correspond to the DOAs.We use theMUSIC spectrum
in Figure 4 as an example to illustrate the 2D peak searching
algorithm as described below.
(1) A noise floor threshold is chosen to remove small lo-
cal maxima. TheMUSIC spectrumwith small peaks removed
is shown in Figure 5. The threshold is chosen experimentally
by observing the floor level of the MUSIC spectrum. Other
criteria should be used to enable automatic processing later.
(2) The 1st derivatives of P(θ,φ) along θ and φ are
computed. The zero-crossing locations of dP(θ,φ)/dθ and
dP(θ,φ)/dφ are recorded. Regions of P(θ,φ) around those
zero-crossing points correspond to local minima and local
maxima are kept for further processing. Other regions are
removed. Figure 6 shows such a processedMUSIC spectrum.








































Figure 7: Narrowband MUSIC spectrum with only local maxima.
(3) After Step 2, the remaining regions contain both local
maxima and minima. Among those regions, only local max-
ima have negative 2nd derivatives. Thus 2nd derivatives of
P(θ,φ) along θ and φ are computed. Only regions with both
d2P(θ,φ)/d2θ < 0 and d2P(θ,φ)/d2φ < 0 are kept. Figure 7
shows the local maxima after this process.
Due to numerical precision problem, some peaks’ loca-
tions may be lost in this step. Thus a smearing of those loca-
tions picked out by the 2nd derivatives condition is necessary.
The smearing is done by enlarging the regions picked out by
1 more point in all directions.
(4) In this last step, the D peaks corresponding to the
D DOAs are picked out. This is simply done by sequen-
tially finding the largest D values in the remaining regions
of P(θ,φ). After the 1st peak is identified, a small region sur-
rounding the 1st peak will be excluded from the remaining
searches, and so on for the 2nd, . . . , (D − 1)th peaks. This is
to ensure that smaller peaks instead of regions around larger
peaks can be identified.

















Figure 8: Combined narrowband DOA estimates.
(iii) Combining narrowband DOA estimation results to
form the final DOA estimates
Using the circular array composed of 4 rings with about 30
elements, the narrowband DOA estimation results have bias,
especially in the φ direction. We found out that when we use
windowing to compute FFT of the array signal, the spectrum
smearing of windowing will introduce bias in the result. To
avoid smearing, longer window is preferred, and this also
suggests that a larger number of spectral components gen-
erally give smaller bias in estimation result. Based on this ob-
servation, the estimated results from the narrowband MU-
SIC are combined in a way by taking their spectrum energy
into consideration.
The peak value in the MUSIC spectrum will be associ-
ated with an estimated DOA as its confidence value. A his-
togram is generated to combine the narrowband DOA esti-
mates using the confidence values of the estimated narrow-
band DOAs, and it is shown in Figure 8.
After obtaining the histogram of DOA estimates from
diﬀerent frequency components, the 2D peak searching al-
gorithm described earlier is used again to Figure 8 to yield
the final wideband DOA estimate.
3.2. Statistical performance of the wideband DOA
estimation algorithm
We used 2 bird sound files as the sources and generated the
received array signals. One bird sound is Canada Goose lo-
cated in the far field from the direction (θ = 90◦, φ = 70◦)
and the other is Chip Sparrow also in the far field from the
direction (θ = 45◦, φ = 60◦). The two sources have the same
energy level. The power spectra of those 2 bird sounds are
shown in Figure 9. The ambient noise level with respect to
any one of the signals is −5 dB, 0 dB, and 5 dB, respectively,
to create three scenarios.
Due to limitation in computational capacity, narrow-
























Figure 9: Spectrum of bird sounds.
index from 300Hz up to 8 kHz. The narrowband MUSIC
spatial spectrum is generated in the precision of 1◦ along θ,
φ. 50 independent ensemble runs are conducted to generate
the bias, variance, and MSE for the algorithm.
The statistical performance of the wideband DOA esti-
mation technique is listed in Tables 1 and 2.
(1) Source 1: Canada Goose, true DOA (θ = 90◦, φ =
70◦).
(2) Source 2: Chip Sparrow, true DOA (θ = 45◦, φ =
60◦).
From 1 and 2 Tables, one can see that the algorithm gives
very accurate DOA estimates under the SNRs used in the ex-
periment. Further observation reveals the following.
(1) Bias, variance, and MSE all increase when the SNR de-
creases.
(2) Bias, variance, and MSE in θ are smaller than those of
φ.
(3) Comparing the 2 signals, Chip Sparrow sound yields a
slightly better performance. This may be due to several
factors, such as the spectral content of the signal.
In short, the DOA estimation results are quite satisfactory
and accurate enough for use in beamforming algorithm.
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Table 1: Statistical performance of the proposed wideband DOA estimation technique for a given DOA.
SNR(dB)
Bias (deg.) Variance (deg.) MSE (deg.)
theta phi theta phi theta phi
−5 −0.0200 0.8600 0.2996 2.4004 0.3000 3.1400
0 0.0400 0.3800 0.0784 2.4756 0.0800 2.6200
5 0 0.4 0 1.4400 0 1.6000
Table 2: Statistical performance of the proposed wideband DOA estimation technique for a given DOA.
SNR(dB)
Bias (deg.) Variance (deg.) MSE (deg.)
theta phi theta phi theta phi
−5 0.0800 −1.0400 0.0736 0.1184 0.0800 1.2000
0 0 −1.0400 0 0.0384 0 1.1200
5 0 −1.0200 0 0.0196 0 1.0600
3.3. Comparison with DOA estimation results
using linear array
The DOA ambiguity set of a linear array is a cone around the
linear array. Thus it cannot be used to estimate the direction
of a coming signal in 3D space. To illustrate the advantage of
using a circular array instead of a linear array in DOA estima-
tion, the MUSIC spectrum generated by an 11 element with
half-wavelength spacing linear array is shown in Figure 10.
There is only one narrowband signal at 500Hz coming from
(θ = 45◦, φ = 60◦). The SNR is 3 dB. Although there is only
one signal, there are two stripes of spectrum peaks, corre-
sponding to the ambiguity set of a cone around the linear
array. It is clear that for linear array it is not possible to yield
an accurate DOA estimate without ambiguity.
4. BEAMFORMING ALGORITHM FOR THE PROPOSED
CONCENTRIC CIRCULAR ARRAY
The section will first present the beamforming algorithm for
the concentric circular array shown in Figure 2. A compound
ring structure is then described to make eﬃcient use of ar-
ray elements. This section closes with a comparison of the
performance between the proposed concentric circular ar-
ray and a linear array. For explanation purpose, we will first
consider a narrowband input. For wideband inputs, the same
procedures will be duplicated for multiple bands [6].
4.1. Beamforming algorithm








where x(m,i)(n) is the received signal in microphone element i
of ringm, hm,i is the intraring weights, andwm is the interring




















ejγRm sin θo cos(φo−υm,i), i = 1, 2, . . . ,Nm, (6)
where (θo,φo) is the DOA of the desired signal. The novelty
of the proposed beamformer is to select the interring weights
to approximate a desired array pattern as illustrated below.
When we choose the intraring weights according to (6),





e jγRm[sin θo cos(φo−υm,i)−sin θ cos(φ−υm,i)]. (7)
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The approximation in the second line of (8) is becoming
more accurate as the number of receiving elements in the
ring increases. Since the beamformer output is the weighted













We now focus on the design of the intraring weights wm to
achieve a certain desirable beam pattern.
Given any real-valued function g(y) continuous in [0, 1],








, 0 < y < 1, (11)
where δm is themth zero of Jo(•) arranged in ascending order.













Comparing (10) and (11), and establishing the mapping re-
lationship
ρ = 2y, y ∈
[
0,




we are able to approximate any desirable beam pattern g(y)
by choosing the ring radius as
Rm = δm2γ (14)
and the interring weights as
wm = Am. (15)
Equation (14) fixes the array structure and (15) provides the
weights to combine the outputs from diﬀerent rings. There is
truncation error resulted from limiting the number of sum-
mation terms up to M in (11). The truncation error is not
significant as the coeﬃcient values Am decrease as m in-
creases. In any case, the number of rings M can be chosen
such that the amount of trunction error is within certain tol-
erable limit.
Figure 11 shows a design example where the desired array
pattern is chosen to be a Chebyshev function with −25 dB
sidelobe level. The number of rings is 4, and the numbers of
elements of the rings, starting from the ring, are 6, 10, 14,
and 18. It is clear that the proposed design method is able to

























Figure 12: The proposed circular array configuration.
The above discussion is for a narrowband input. For a
wideband input, we first separate the incoming data into
frames, and apply FFT to decompose the input signal into
narrowband components. The above design procedure is
then applied at diﬀerent narrowband components and the
resultant output is obtained through inverse FFT. The pro-
posed design method above can also achieve frequency in-
variant beam pattern and the details can be found in [7].
4.2. Compound ring structure
In the birdmonitoring system, we have designed a concentric
circular array that has 7 rings and 102 elements. The radius
of the array is about 0.5m which is very compact. Figure 12
is the array structure. One novelty of the proposed design
is that the circular array can perform wideband beamform-
ing, and the compound ring approach is utilized to make ef-
ficient use of array elements. In the compound ring struc-
ture, some rings are shared by several frequency bands and
8 EURASIP Journal on Applied Signal Processing
Table 3: Grouping of rings into diﬀerent subarrays for broadband beamforming.
Approx. operating frequency range Number of rings Number of elements in each ring
Subarray 1 250Hz–700Hz 3 [6, 10, 14]
Subarray 2 700Hz–1.5 kHz 4 [6, 10, 14, 18]
Subarray 3 1.5 kHz–3.5 kHz 4 [6, 10, 14, 18]
Subarray 4 3.5 kHz–8 kHz 2 [10, 14]
Subarray 4










Figure 13: Grouping of the rings in the four subarrays.
therefore resulting in savings in array elements. The pro-
posed compound ring structure has 4 operating frequency
bands as listed in the second column of Table 3. The third
column in the table shows the number of rings in each band
and the fourth column is the number of elements in each ring
for the frequency band considered. The grouping of the rings
for diﬀerent bands is shown in Figure 13. The minimum sep-






The largest radius, and hence the size of the array, is
12d = 0.4827m. (17)
The details in deriving (16) and (17) are available in [6]. Al-
though (14) fixes the radius of the rings, interpolation tech-
nique [9] is used to relax this constraint. Because of reusing
array elements in diﬀerent subarrays, the total number of el-
ements is 10 + 14 + 14 + 18 + 14 + 18 + 14 = 102.
In general, the larger the number of rings in a subarray,
the larger will be the attenuation in the ambient noise level.
The power spectral density of birds has higher energy from
700Hz–4 kHz. That is why subarrays 2 and 3 have 4 rings to
provide larger attenuation to the noise.
Figure 11 is a typical beam pattern of the proposed circu-
lar array at 1 kHz. A main advantage of the proposed design
is that it provides close to a fixed level of residue sidelobes of
about −25 dB.
4 kHz 1 kHz




Figure 14: Configuration of compound linear array.
4.3. Beampattern comparison with linear array
For comparison purpose, a compound linear array that has
the same number of array elements as the proposed circu-
lar array (102 elements) is used. The compound linear ar-
ray composes of 5 subarrays operating at frequency ranges
around 500Hz, 1 kHz, 2 kHz, 4 kHz, and 8 kHz, respectively.
Each subarray contains 34 elements. Half of the elements
from a subarray of higher frequency will be reused in the
following lower frequency subarray. Thus total number of
elements is 34 + 17 ∗ 4 = 102. Error! Reference source not
found (Figure 14) shows a compound linear array with 5 sub-
arrays and 4 elements within each subarray. (Subarrays with
as much as 34 elements are diﬃcult to show.)
The smallest distance between two array elements is
d = λ8 kHz
2
= 0.0214m. (18)
The size of the 102-element compound linear array is
(34− 1)× λ500 Hz
2
= 11.32m, (19)
which is very large.
Because of the compound array structure, the beam pat-
tern for diﬀerent center frequency is same. A 3D beam pat-
tern for one of the subarray is shown in Figure 15, the DOA
is assumed to be (θ = 45◦, φ = 45◦). A linear array has an
ambiguity region that appears as a cone.
The compound ring array used is the one described ear-
lier. It has 7 rings and contains 102 elements. The array di-
ameter is about 1m. The 3D beam pattern for one of the
subarray is shown in Figure 16, the DOA in assumed to be
(θ = 45◦, φ = 45◦). Here only two ambiguity angles appear:
one is above and the other is below the microphone plane.

































Figure 16: 3D beam pattern for ring array. (θ0 = π/4, φ0 = π/4).
Since the bird monitoring application requires the monitor-
ing of the half-space above the microphone array, there is no
angular ambiguity.
4.4. Comparison of directional interference
rejection between a linear array and
a circular array
The arrays used in the examples are subarrays from the pre-
vious compound arrays in Sections 4.2 and 4.3.
Linear array configuration
Here we used 34 equally spaced elements, operating at 1 kHz
signal. Details of the array are described in Section 4.3. The
beam pattern at 1 kHz is shown in Figure 17.
Circular array configuration
It is the subarray 2 described in Section 4.2 that operates
between 700Hz and 1.5 kHz. This subarray consists of 4
rings with a total of 48 elements. The weights are selected








































Figure 18: Received signal in one channel. Interference signal is
coming from a DOA in the ambiguity set.
pattern is similar to that shown in Figure 11 with 5 dB higher
sidelobe level but narrower main-beam width.
Here we assume that the interference signal is in the am-
biguity set of the linear array. The DOAs and SIR and SNR
are given by
(i) signal source 1 kHz signal with DOA (θ0 = π/4, φ0 =
π/2);
(ii) interference 1200Hz signal with DOA (θ0 = 0, φ0 =
0.6301);
(iii) signal-to-interference ratio SIR = −15 dB;
(iv) signal-to-ambient-noise ratio SNR = 0 dB.
(1) Figure 18 shows the signal received in one array el-
ement. The source signal is hidden in noise, and only the
1200Hz interference is visible.
(2) Figure 19 shows the linear array output. It can be
seen that both the 1200Hz interference and 1 kHz signal are
strengthened, but the 1200Hz interference is still about 15 dB
stronger than the 1 kHz signal.


















Figure 19: Output of the linear array. Interference signal is coming

















Figure 20: Output of the ring array. Interference signal is coming
from a DOA in the ambiguity set.
(3) Figure 20 shows the output of a circular array with
−20 dB desired sidelobe level. The target 1 kHz signal is
strengthened and becomes obvious. The 1200Hz interfer-
ence had about −20 dB attenuation.
(4) Figure 21 shows the output of a circular array with
a null placed in the DOA of the 1200Hz interference. The
1200Hz signal is completely eliminated.
Based on the above comparisons, we concluded the fol-
lowing.
(i) Circular array has an ambiguity set of direction of ar-
rival (DOA) of only 2 directions, while linear array has
a larger ambiguity set of (DOA) which is cone.
(ii) The beam pattern of circular array can be rotated to
arbitrary direction in the x-y plane without suﬀering

















Figure 21: Output of ring array with null at the DOA of 1200Hz
interference. Interference signal is coming from a DOA in the ambi-
guity set. A null is created in the direction of the interference signal.
(iii) Compound linear array is incapable of attenuating di-
rectional interference in the DOA ambiguity set, cir-
cular array has much less ambiguity set, thus it can re-
move the directional interference in most cases linear
array fails.
5. BIRD CLASSIFICATION ALGORITHM USING GMM
According to the evaluations done by National Institute of
Standards and Technology (NIST) engineers [10], GMM has
been proven to be quite useful in speaker verification appli-
cations. The birds have similar spectrum as humans. The in-
dividual component densities of a multimodal density may
modelmany underlying sets of acoustic classes. A linear com-
bination of Gaussian basis functions is capable of represent-
ing a large class of sample distributions.
The bird classification consists of two major steps: (1)
preprocessing the extract features; (2) applying GMM mod-
els to classify diﬀerent birds.
5.1. Preprocessing to extract features of birds
To identify the bird species, the algorithmwe have been using
is to first extract the feature vectors from the bird sound data,
then match these feature vectors with GMMs, each trained
specifically for each bird class. The diﬀerence between the
probabilities is compared to a preset threshold to decide if
a given bird sound belongs to a specific bird class.
The feature extraction subsystem can be best described
by Figure 22. This architecture has been implemented for hu-
man speaker verification [10, 11]. The bird sound spectrum
lies between a few hundred Hz to 8 kHz and is quite similar
to that of human’s.
The purpose of feature extraction is to convert each
frame of bird sound into a sequence of feature vectors. In
our system, we use cepstral coeﬃcients derived from a mel-
frequency filter bank to represent a short-term bird sound













Figure 22: Preprocessing steps in the feature extraction subsystem.
spectrum. The digital bird sound data is first preprocessed
(preemphasized, set to overlapped frames and windowed)
and then mel-frequency cepstral coeﬃcient analysis is ap-
plied. Currently we have 13 mel-frequency cepstral coeﬃ-
cients in each feature vector to describe the bird soundwithin
a short period of time (∼10milliseconds), in which the bird
sound is quasistationary. The first-order and second-order
diﬀerences of these coeﬃcients can also be included in the
feature vector. So there are 39 feature elements in total that
we can use to build feature vectors. Tests were performed
with diﬀerent features and the results showed that the fea-
ture vector with the 13 mel-frequency cepstral coeﬃcients
can achieve the best classification result.
5.2. Gaussian mixture model for birds
The GMM for birds is a probabilistic model by which the
distribution of data is modeled as a linear combination of
several multivariate Gaussian densities. There are two moti-
vations for using Gaussian mixture densities as a representa-
tion of bird identity [12]. The first is the intuitive notion that
the individual components densities of amultimodal density,
like the GMM, may model some underlying set of acoustic
classes. The second motivation is the empirical observation
that a linear combination of Gaussian basis function is capa-
ble of representing a large class of sample distribution. The
GMM is usually trained with the expectation-maximization
(EM) algorithm to maximize the likelihood of the observa-
tion data from an individual class.
For bird classification, each bird is represented by a
model. The GMM can have several diﬀerent forms depend-
ing on the choice of covariance matrices. The model can have
one covariance matrix per Gaussian component (nodal co-
variance), one covariance matrix for all Gaussian compo-
nents in a speaker model (grand covariance), or a single co-
variance matrix shared by all speaker models (global covari-
ance). The covariance can also be full or diagonal.
A free Matlab toolbox called Netlab was used to perform
the GMM model estimation. The toolbox was developed by
Ian T. Nabney at Aston University in the UK and it provides
many useful Matlab functions for speech processing.
For bird classification, a group of S bird classes is repre-
sented by GMM’s λ1, λ2, . . . , λS. The objective is to find the
bird model, which has the maximum a posteriori probabil-
ity for a given observation sequence. Assuming equally likely
birds, the classification is quite simple. In practice, for a given
airport, the bird species information can be obtained easily.
Hence, the a priori probability information can be incorpo-
rated accordingly.
5.3. Bird classification performance using GMM
Bird database
Table 4 summarizes the bird sound file numbers and the fea-
ture numbers that can be extracted from these sound files.
The sound files were purchased from Cornell University.
These bird species are quite dangerous to aircraft because of
their masses and sizes.
Classification performance
Effect of feature window lengths on
classification performance
We fixed the number of Gaussian mixture functions to 20,
and tested the classification of bird sound segments with
diﬀerent feature window lengths. For example, a bird sound
segment of 0.7 seconds can produce 70 features in the fea-
ture window. Even-numbered feature windows were used for
training of GMMs and odd-numbered feature windows were
used for testing.
As we can see from Figure 23, increasing the feature win-
dow length will improve the classification performance by
decreasing the error rate. This means a longer bird sound
segment can bring a more accurate classification result.
Effect of number of Gaussian functions on
classification performance
We fixed the length of feature window to w = 20 (a 0.2-
second segment of bird sound), and tested the classification
of bird sound segments with diﬀerent numbers of Gaussian
functions. Even-numbered feature windows were used for
training of GMMs and odd-numbered feature windows were
used for testing.
As we can see from Figure 24, increasing the Gaussian
mixture function number will generally improve the classi-
fication performance by decreasing the error rate. But the
tradeoﬀ here is that a large number of Gaussian mixture
functions will increase the computational complexity, espe-
cially with a large training set. Also, it will cause over fitting
problem, which will decrease the performance of the noisy
data.
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Table 4: Summary of bird sound files and feature numbers for each bird class.
Bird species Number of bird sound files MFCC feature numbers Class number
Mourning Dove 104 51723 1
Herring Gull 78 34241 2
Ring-billed Gull 152 60147 3
Laughing Gull 80 35783 4
Franklins Gull 34 16140 5
Red-tailed Hawk 318 122223 6
Sharp-shinned Hawk 104 36429 7
Canada Goose 83 43765 8
Snow Goose 61 26662 9
Mallard 82 36137 10
























Figure 23: Error rate of 11 classes with diﬀerent feature window
length.
Effects of different training and testing methods
In the above two tests, we used the odd-number feature win-
dow in each file for training, and even-number feature win-
dow in each file for testing. Here we randomly pick up some
feature windows for training and use the rest feature win-
dows for testing. We have the following two cases.
(a) Half of the features extracted from each file were ran-
domly selected to train the GMM model, and the rest half
were used for testing. The dimension of the features was 13,
and the Gaussian mixture number was 10. All the 11 classes
of bird files were used to perform the test, and there were to-
tally 30 runs. Figure 25 shows the mean error rate of the 30
runs, and the error rate range calculated by mean and stan-
dard deviation.
The results from the 30 runs are very similar. The mean
error rates for all the 11 classes are small, and the standard
deviations are small.
(b) Half of the files for each class were randomly selected
to extract features for training and the remaining files were
used to extract features for testing. The dimension of the





















Figure 24: Error rate of 11 classes with diﬀerent Gaussian mixture
function number.
the 11 classes of bird files were used to perform the test, and
there were totally 20 runs. Figure 26 shows the mean error
rate of the 20 runs, and the error rate range calculated by
mean and standard deviation.
The result is not as good as in case (a), which is reason-
able because of the inconsistency between diﬀerent files. Also,
the standard deviation is larger.
Effect of different SNRs on classification performance
We examined the SNR of the bird sound files and evaluated
the classification performance for each SNR category. The
standard deviation of the bird sound signal in each frame
(10milliseconds) was calculated for each bird file, and two
times the minimum of this standard deviation is selected as
the threshold to separate the “noise” and the “signal.” We as-
sumed that the noise energy is not changing much within
each bird sound file. So for each bird sound file, we calcu-
lated amean noise energy. But since the signal energy actually
changes a lot within each bird file, we then associated a signal
energy with each feature frame so that with each feature win-
dow, we can calculate the corresponding SNR for that feature





















Figure 25: Test result of using half features randomly selected from























Figure 26: Test result of using half randomly selected files for train-
ing, and the rest half files for testing (20 runs).
window. The feature window length is 20, which corresponds
to a 0.2-second sound segment. The Gaussian mixture func-
tion number is 200. Figure 27 plots the error rates for all the
11 classes in each diﬀerent SNR category. We can see that the
classification error rate is decreasing when SNR is increasing
(with one exception: 15 < SNR < 20). This exception was
likely the result of evaluating the SNR, which may have some
fluctuations within a short segment of sound file. The aver-
age error rate is about (60/11) = 5% for the 5 dB SNR case.
This is very remarkable and clearly shows that GMM is suit-
able for low SNR situations.
6. MICROPHONE DISH DESIGN
AND HARDWARE PROTOTYPE
6.1. Array configuration
The compound ring array is composed of 10 rings.
(i) Subarray 1 is composed of the 1 2 3 4th rings, with
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64 element ring array configuration
Figure 28: Circular array configuration.
(ii) Subarray 2 is composed of the 2 4 5 6th rings, with
elements distributed as (4) (8) 6 8.
(iii) Subarray 3 is composed of the 4 6 7 8th rings, with
elements distributed as (8) (8) 6 8.
(iv) Subarray 4 is composed of the 6 8 9 10th rings, with
elements distributed as (8) (8) 6 8.
The numbers in brackets are elements reused from a previous
subarray. The total number of elements is 4+4+(6+8)∗4 =
64.
The top view of the ring array is shown in Figure 28.
Table 5 summarizes the ring radii. The largest radius is
R10 = δ4λ500 Hz4π
= 0.6436178m,
(20)
where δ4 is the 4th root of the 0th-order Bessel function of
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Table 5: Summary of ring radii.
Ring 1 2 3 4 5 6 7 8 9 10
Radius R1 2R1 3R1 4R1 6R1 8R1 12R1 16R1 24R1 32R1
Number of elements 4 4 6 8 6 8 6 8 6 8
θ
Figure 29: Definition of the angle.
the 1st kind and δ4 = 11.79. The smallest radius is
R1 = 132R10 = 0.02011306m. (21)
Array elements on each ring are equally distributed. Instead
of starting all the 1st element of each ring at θ = 0◦ (see
Figure 29), we use the following scheme to form amore sym-
metric structure for the ring array. This will reduce the fluc-
tuation in beam pattern when signal’s DOA is rotated in the
plane where the ring array lies.
The 1st element of the 1st ring is placed at θ = 0◦ and the
remaining elements on that ring are anticlockwise, equally
placed along the circle. For the 2nd ring, its 1st element is
placed at θ = π/4 and the remaining elements on that ring
are also anticlockwise, equally placed along the circle, and so
on for the other rings. Table 6 below lists the locations (ex-
pressed by degree value of θ) of each element on the rings.
6.2. Construction of the circular array
Based on the circular array configuration described in
Section 5.1, we constructed a microphone array as shown in
Figure 30. The array board was spliced by two pieces of wood.
Holes were drilled and microphones were put into them.
6.3. Data acquisition electronics associated
with the circular array
It is emphasized that it is a very challenging task to simulta-
neously digitize 64 channels of audio signals at 22 kHz sam-
pling rate. With the help of NIST engineers, we built data
acquisition hardware for the microphone array. Figure 31
shows how we implement the data acquisition system. Ba-
sically, there are two main parts in this system. One is the
microphone data acquisition board which is analog and per-
forms A/D, and the other is the motherboard which is digital
and sends digital data to computer through Ethernet.
Microphone data acquisition board
Each microphone array board has 8 microphones. We need
to have at least 64 microphones in our application, so there
will be 8 analog boards in this system. There are three circuit
parts on each board:
(i) the microphone amplification stage,
(ii) the digitalization stage,
(iii) the motherboard connection stage.
Motherboard
The field-programmable gate array (FPGA) motherboard is
the gathering part of the data acquisition system. The cables
at the top of the picture are the data collection cables con-
nected to the 8 analog boards. The red DIP is here to fix the
MAC address of the microphone array. The LEDs are to give
the status of the microphone array.
7. EXPERIMENTAL RESULTS
7.1. DOA estimation results
The microphone dish system was fully tested by taking many
measurements in our laboratory as well as in an open field
(parking lot). Table 7 summarizes one experiment in the
open field. The experimental setup involved microphone
dish and the data acquisition system to collect the data, two
laptops displaying the sound sources. One source emulated
the bird and the other emulated an aircraft. The distance be-
tween the sources and themicrophone dish was about 40 ft. It
can be seen that there are about 10% diﬀerence between the
estimated and expected angles in the θ direction and 2% dif-
ference in the φ direction. The expected angles should not be
treated as true DOA values as there are three major sources of
errors. One is that the distance between the sources and the
microphone dish is still not long enough. Hence, the micro-
phone dish cannot be treated as a point. The second reason
is that distance measurements were done manually and may
have some inherent errors. The third reason is that the num-
ber of elements in the dish is only 64. The angular resolution
will be much better if more than 100 elements are used in the
array.
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Table 6: Angular distribution of array elements.
1 2 3 4 5 6 7 8
Ring 1 0 90 180 270 — — — —
Ring 2 45 135 225 315 — — — —
Ring 3 90 150 210 270 330 30 — —
Ring 4 135 180 225 270 315 0 45 90
Ring 5 180 240 300 0 60 120 — —
Ring 6 225 270 315 0 45 90 135 180
Ring 7 270 330 30 90 150 210 — —
Ring 8 315 0 45 90 135 180 225 270
Ring 9 0 60 120 180 240 300 — —









(b) Rear view of the array
Figure 30: Finished circular microphone array. It has a dimension of 1.2 meter in diameter.
7.2. Beamformer outputs
Once the DOAs are estimated, the beamforming algorithm
eliminated the eﬀects of interference and collected a clean
bird signal. Figure 32 shows the signals before and after the
beamforming. It can be seen that before the beamform-
ing, the signals were very noisy. However, after the beam-
forming, the signals were very clean. We could not hear
any interference and background noise after the beamform-
ing.



















Figure 31: Data acquisition system for the circular microphone array.
Table 7: Summary of DOA estimation and the expected DOA val-
ues.
DOA estimation Expected DOA
θ φ θ φ
Interference 1 171 30 180 28.52
Bird 1 329 40 360 40.06
7.3. Bird classification performance
We set up our microphone array in the parking lot, with
one PC speaker playing bird sounds, and another PC speaker
playing aircraft noise. Table 8 is the result of bird classifica-
tion. It can be seen that the GMM algorithm correctly iden-
tified the bird species. The real error rate for real open-field
experiments is part of future work.
8. CONCLUSIONS
In this paper, we described a new acoustic system for bird
monitoring. The system has been designed, implemented,
tested, and evaluated. The array consists of a number of con-
centric rings of microphones. The proposed circular micro-
phone array has only two DOA ambiguities whereas a typical
conventional linear array has a cone of ambiguities. More-
over, the circular array is directional and has a long range.
Real-time data acquisition electronics have been designed
and implemented for this array. Our current system can dig-
itize 64 microphones simultaneously at a sampling rate of
22 kHz. A wideband DOA estimation algorithm for the cir-
cular array has been developed and evaluated as well. The
performance of the DOA estimation is much better than
that of linear arrays. A novel algorithm for wideband beam-
forming was also developed in this research. The ring and
element spacing is carefully designed to yield optimal per-
formance in beamforming and costs. As a result, the cir-
cular array has much better directional interference rejec-
tion capability than linear arrays. A bird classification algo-
rithm based on Gaussian mixture model (GMM) has been
designed and evaluated. GMM can achieve an average of
90% classification rate for 5 dB SNR. Finally, extensive lab-
oratory tests and field experiments have been successfully
performed.



















Figure 32: Signals before beamforming and after beamforming.
Table 8: Experimental results of bird classification with beamforming.
Prob. as Canada Goose Prob. as Chip Sparrow Decision
Canada Goose test data without aircraft noise −89.1120 −103.2840 Canada Goose
Canada Goose test data with aircraft noise −100.9485 −149.3710 Canada Goose
Chip Sparrow test data without aircraft noise −131.2033 −92.0052 Chip Sparrow
Chip Sparrow test data with aircraft noise −110.9642 −92.4776 Chip Sparrow
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