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This paper introduces a stochastic version of Lindenmayer systems (SOL 
systems) and studies the properties of such systems when restricted to a one letter 
alphabet (USOL systems). These systems can be thought of as branching processes. 
Each SOL system generates a family of languages parameterized bya non-negative 
number ~,. The main result is that if 2 > 0 then the language generated by a non- 
trivial propagating USOL system is finite. 
I. INTRODUCTION 
Lindenmayer systems, also referred to as developmental systems and as L- 
systems, were introduced by Lindenmayer (1968) as models for the 
development of a single organism. The organism is assumed to be a linear 
array of cells; each cell is modeled by a finite automaton. Time is assumed 
to proceed in discrete steps and at a given time instant, each cell is in one of 
a finite number of states. Each cell then changes state, divides into several 
new cells, or dies, depending on its current state (and possibly on the states 
of its neighbors). The formalism is modeled after the phrase structure 
grammars of Chomsky. So state transition rules are modeled as rewrite rules. 
L-systems are like Chomsky type phrase structure grammars except for two 
points. There is in general no non-terminal alphabet; all strings derived by 
the system are elements of its language, since they represent to organism of 
some stage of its development. Also the rewriting rules or productions are 
applied simultaneously to all symbols to reflect the simultaneity of the 
growth in the organism. There is a special class of L-systems, called OL 
systems, which do not consider the possibility of interaction between cells. 
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These systems then look very much like context-free grammars and have the 
following components: 
(i) A finite set of symbols, called the alphabet. 
(ii) A starting string, called the axiom. 
(iii) A finite set of productions which describe the replacement of 
symbols in a given string. In every step of a derivation all symbols in the 
string must be replaced simultaneously according to the rewriting rules. 
Stochastic versions of Lindenmayer systems have been independently 
introduced by Eichhorst (1977), J/irgensen (1976), and Sch/iffler (1976). The 
version used in this paper is similar to that of Schiiffler (1976) and can be 
viewed as a subcase of that of Jurgensen. Other types of probabilistic 
grammars have been studied by Knast (1972), Salomaa (1969), and Santos 
(1972). 
Here we deal with the version introduced by Eichhorst (1977). They are 
similar to OL systems. The only difference is that in these systems there is, 
for each symbol, a finite probability distribution associated with the rewrite 
rules applicable to that symbol. Also there is a finite probability distribution 
on the possible start strings. We will restrict ourselves to stochastic Linden- 
mayer systems without cell interaction, which we will call SOL systems. 
These systems can be thought of as multitype branching processes (Harris, 
1963). 
In this paper we will study the properties of SOL systems over a one letter 
alphabet (this will be abbreviated as USOL systems). Most of our results are 
obtained for so-called propagating USOL systems (PUSOL), that is, systems 
where no cell is allowed to die, i.e., the grammar does not have erasing rules. 
For these systems, we show that the sets of words that can be derived with a 
probability bounded away from zero always are finite sets. PUSOL 
languages are also shown not to be closed under union and product. 
II. BASIC DEFINITIONS 
In this section we introduce the definitions that are used throughout the 
rest of the paper. 
DEFINITION. A SOL system is a 4-tuple S = (Z, R, p, co), where 27 is a 
finite alphabet, R is a finite set of productions of the form a ~ a, where 
a E 27 and a E 22*, p is a mapping from R to (0, 1 ], and co is a probability 
distribution over 2;+. Also, for each a C22, the mapping p must be a 
probability distribution over all productions of the form a ~ a; and there 
must be only finitely many x E 22 + for which co(x)4= 0. 
If there is some string fl for which co(fl) = 1 then S is a single-axiom SOL 
system. 
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If there is only one letter in 27 then S is a unary, SOL  system (abbreviated 
to USOL). 
Thus, if we ignore p, single-axiom SOL systems are identical to OL 
systems. In what follows Ixl denotes the length of a string x, and e denotes 
the empty string. The following definitions are standard. 
DEFINITION. Let S = (27, R, p, o9) be an SOL system, and let x, y E 27*, 
where x= al a 2 .. .  a n. The string x directly derives y, written x~ y, i fy  can 
be written as y = al a 2 " ' "  a n where a i ~ a i is in R for all 1 ~< i ~< n. 
Let x, y @ Y~*. A derivation o f  y f rom x of length t is an ordered pair 
d = (T, a), where 
(i) T is a sequence {wi}l= o of words in 27" such that w 0 =x ,  w t = y 
and wi=>wg+l for all 1 ~<i < t. The sequence T is called the trace of the 
derivation. 
(ii) a is a function a: {(i, j )  [ 0 <~ i < t, 1 <~ j <~ Iwi[} ~ 27* such that for 
all 0~<i<t ,  if wi=ala  2 . . .a  m then wi+l=a( i ,  1)cr(i, 2 ) . . . c r ( i ,m)  and 
a s ~ or(i, j )  is in R for all 1 ~< j ~< m. 
Let d 1 = ({vi}~0, Ol) and d2 = ({w~'}l~o, trz) be two derivations. We say 
that d I is a subderivation of d 2 and write d 1 ~ d 2 if t 1 ~< t2, {vi}l~ 0 = {wi}Iko, 
and a~(i, j )  = a2(i, j )  for all 1 <<, i < t~, 1 <~ j <~ [wi[. In other words, dl ~ d2 if 
d z is a continuation of the derivation dl. Clearly this defines a partial 
ordering on the set of derivations. Observe that the Hasse diagram of this 
partial ordering is a forest and that all derivations in a given tree have the 
same starting word. The start ing word is w o. 
We now define the probability of a derivation and the family of languages 
generated by a SOL system. 
DEFINITION. The probabi l i ty P(d)  o f  a derivation d= ({w;}7= o, 6) is 
defined as follows. If n > 0 then let d' =({  n-1 a' wi}i=o,a ' ) ,  where is cr 
restricted to 0 ~< i < n - 1. I f  wn_ 1 4= e then let wn_ 1 = ala2 "" a m and let Ps 
be the probability associated with the production a: ~ cr(n - 1, j ) .  Then P(d)  
is defined recursively as 
P(d)=l  if n=O 
=P(d ' )  if wn- l=c  
= Pl Pz "'" ProP(d') otherwise. 
Let ~t(x, y) be the set of all derivations of y from x having length at most 
t. Let ~t(x ,  y )  denote the set of all derivations of y from x having length at 
most t and such that if ({wi}~=0, a ) is in ~t(x ,y )  then y~ w i for all 
O<~i<n.  
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The probability of deriving y from x in at most t steps, denoted Pt(x, y), is 
defined as 
e,(x, y)= Z P(d). 
d~t(x ,y )  
The probability of deriving y from x, denoted P(x, y), is defined as 
P(x, y) = lim Pt(x, y). 
The probability of deriving y, denoted P(y) is defined as 
e(y)= V o4x)e(x,y) 
XE~* 
DEFINITION. Let S= (X,R,p,o)) be a SOL system. The language 
generated by S with cut-point 2 @ [0, 1), denoted La(S ), is defined as 
La(S) = {yES*  [P(y) >~,}. 
If L=La(S  ) for some SOL system S and 2~ [0, 1) then L is a SOL 
language. 
I f L  =La(S  ) for some USOL system S and 2 E [0, 1) then L is an USOL 
language. 
A SOL system can be thought of as a countable Markov system in which 
the states are the words in X*. The distribution co defines the probability of 
starting in a given state, and P(y) is then the probability that the state y is 
eventually reached. 
We will now show that the various probability notions introduced so far 
are in fact well defined. The following lemma implies that P(d) is a 
probability distribution over all derivations of a fixed length with the same 
starting word. In other words, at a given time the sum of the probabilities of 
all possible organisms, together with their past histories, is one. 
LEMMA 1. I f  D is a finite maximal set of mutually incomparable 
derivations (with respect o ~) having a fixed starting word, then 
P(d)  = 1. 
d¢D 
Proof. This can be proven by induction on the number of derivations in 
D. l 
Note that fit(x, y) is a finite set of incomparable derivations. Thus 
Pt(x, y)~< 1. Since Pt(x, y) is monotonically non-decreasing in t, P(x, y) 
exists and is at most 1. 
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III. PROPERTIES OF USOL SYSTEMS 
There are many questions that we can ask about USOL systems. The first 
question we shall address is: Given a SOL system S, number 2, and string y, 
can we decide whether y ~ La(S)? Another question is: If 2 > 0 then when is 
La(S  ) finite? We are able to answer these questions in the case of 
propagating USOL systems. 
DEFINmON. A propagating USOL system (abbreviated to PUSOL) S = 
(Z, R,p, ~o) is a USOL system in which p(a+ e)= 0. Note: For USOL 
systems we assume that Z = {a}. 
To simplify the notation when dealing with USOL systems, we will 
systematically replace a n by n. Thus Pt(n, m) replaces Pt(a n, am), etc. It will 
also be convenient o have a notation for the one-step probability of going 
from a n to am. Thus we define 
p(n, m)= )' P(c O. 
d~l (n ,m)  
For any USOL system S, if n = m then P(n, m) -- 1 and otherwise 
P(n, m) = p(n, m) + ~ p(n, k)P(k, m). 
k4-m 
(1) 
For PUSOL systems the sum can be taken over all n ~< k < m. This gives 
rise to a triangular system of m - 1 linear equations in the m - 1 unknowns 
P(n, m) as 1 ~< n ~< m - 1. Thus a simple substitution process allows us to 
calculate P(n, m) for any n and m. Unfortunately, if p(a + e)> 0 then the 
resulting equations involve infinitely many terms. 
LEMMA 2. It is rationally decidable for a PUSOL system 
S = (27, R, p, o~) and a number L whether y E L~(S) for any y C ~,*. 
Proof By rationally decidable we mean that if p and 09 map into the 
rationals and 2 is rational then we can effectively construct an algorithm that 
will take as input a SOL system S, cut-point 2, string x and output "yes" or 
"no" depending on whether xCL~(S) or not. Clearly, (1) can be used to 
construct such an algorithm. II 
It is unknown whether the membership roblem is rationally decidable for 
general USOL systems. 
If 2 = 0 then the study of SOL languages reduces to the study of finite 
unions of OL languages with the same productions but different axioms. As 
the following example shows, there are single-axiom SOL languages that are 
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not OL languages. Thus the set of SOL (USOL) languages properly contains 
the set of OL (UOL) languages. This is true even if the SOL (USOL) 
languages are restricted to be single-axiom. 
EXAMPLE. Let S = ({a}, {a ~ a, a ~ atE}, p, CO) be a USOL system where 
p(a-~a)=p(a-~a2)= 1 and co( l )=  1. By using (1) we see that P (1 )= 
P(2) = 1 and P(3) = 2, P(4) = 13/21, etc. For any 2/> z the language L:t(S ) 
is {a, a2}. But, as shown in [4], {a, a 2} is not an OL language. 
Consider a USOL system with a single production a ~ a 2. Then La(S) is 
infinite no matter what J. is. However, we believe that if there are at least two 
productions with positive probability and 2 > 0 then La(S ) is finite. We are 
able to prove this if S is propagating. 
DEFINITION. A USOL system S = (2~, R, p, ~o} is non-trivial if there are 
at least two productions in R whose probabilities are greater than zero. 
We need to introduce a bit of notation. We will write p(k) instead of 
p(a -~ ak). Let Qt(n, m) = 2~P(d) where the sum is taken over all d C ~t(n, m). 
Let Q(n, m) = limt~ ~ Qt(n, m) and let Q(m) = X,~o(n) Q(n, m). Note that if S 
is trivial then Q(m) need not exist. Clearly Q(m) >/P(m) for all m >~ 0. Let N 
denote the greatest integer for which p (N)> 0. The following recurrence 
relation describes p(n, m). 
p (n ,m)=l  if n=m=0 
=0 if n=0andm>0 
N 
= ~ p(k)p(n - 1, m - k) otherwise. 
k=0 
Define a m = Y~,>~o p(n, m). 
From the previous recurrence, assuming m > 0 (a 0 = 1/~(1 -p (0) ) ) .  
Thus 
N 
a m= ~. ~ p(k )p(n - l ,m-k )  
n>l  k=0 
N 
= ~ p(k) ~. p (n ,m-k)  
k=0 n~>0 
N 
= Z 
k-O 
1 N 
Z P(k)am_k- am = 1 - p(0) k= 1 
(2) 
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It is assumed that a m = 0 for m < O. We will use a m to get an upper bound 
on Q(m). 
LEMMA 3. Let S = (27, R, p, w) be a USOL system for  which there exists 
an a such that a m <~ a < 1 for  all m >/1. Then 
lim P(m)= O. 
Proof. We can assume without loss of generality that there is some 
K/> 1 such that og(K)-- 1. The proof proceeds by showing the somewhat 
stronger statement 
lim O(m) = O. 
m~co 
Let us define Qt(m) = Y~,>o[Qt(n,m)-  Ot_l(n, m)]. In other words, 
Qt(m) is the sum of the probabilities of all derivations of length exactly t 
whose final word is a m .
We can prove by induction on t that Qt(m)<~ at. If  t = 0 then clearly 
Qt(m) = 1. And if t > 0 then 
Qt(m) = ~_~ p(n, m)Qt_ l (n  )
n>~l 
~arn sup {Qt_l(n)} 
n>~l 
~ am at l ~ at. 
Any word a m appearing at step t in a derivation with starting word a K 
must satisfy 0 <. m <~ KN t. Thus a word can appear at step t only if t/> b(m), 
where 
Then 
1 
Q(m)= ~ Qt(m) 
t>~b(m) 
3 7 a t 
As m tends to ~,  a t'(m) goes to 0. 
t>~b(m) 
1 
1- -a  
| 
_ _  a b(m). 
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LEMMA 4. Let S = (Z, R, p, o9} be a PUSOL system 
a = max{a1, a2 ..... as}. Then a m ~ a for all m >~ 1. 
Proof. Use induction on m and the recurrence (2). It 
We can now prove our main theorem. 
and let 
THEOREM 1. I f  S is a non-trivial propagating USOL system then La(S) 
is finite for all 2 > O. 
Proof. We will show that the conditions of Lemma 3 hold. By Lemmas 3 
and 4, all that remains is to prove that a m < 1 for all m >/1. Observe that 
a~ = ~ p(vl).. ,  p(%), (3) 
n=l  V l+ " +Vn=m 
where a particular selection of v 1 ..... v n means that the production a ~ a ~i was 
used to replace the ith a of aL Since S is propagating v t >/1. 
If ~ is a predicate let X(~) be 1 if ~ is true and 0 if ~ is false. We can then 
rewrite (3) as 
U m = ~'~ ~ P(Vl) "'" p(Pm)X(V  1 +""  + P n = m) 
/ /=1  Vl~.. .~v m 
= 3__~ ~ p(v l ) ' . .p (v=)  ~ )(v, +""  +vn=m).  
Vl~. . . , v  m n=l  
This last expression is less than one if we can exhibit a particular choice of 
v~,..., vm such that vl + .." + vn ~ m for any n = 1, 2,.., m. 
Since S is non-trivial there are at least two positive integers p~ ~p2 for 
which p( ,ux)>0 and P(P2)>0.  If np2~m for any l~n~m then we can 
take v i=p2 for l~ i~m.  I fnP2=m for some l~n~m then we can take 
Vl . . . .  ---- %-1 =/z2 and v n . . . . .  Vm =/~1" In any event, 
1 -- a m ~ min {p(f11)kpO22) m-k} > O, 
O<~k<~m 
and hence  a m < 1. II 
Theorem 1 can be used to show that PUSOL languages are not closed 
under certain operations. 
LEMMA 5. The class of PUSOL languages is not closed under (i) union 
or (ii) product. 
Proof. (i) We will show that L 1L-)L 2 is not a PUSOL language where 
L1 = {a 2} and L 2 = {a3nln >/ 1}. Clearly, L 1 and L 2 are PUSOL languages. 
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Because of L2,  any PUSOL system S generating L~ U L 2 must have p(k) > 0 
for some k > 1. But a ~ a k cannot be the only rule, because otherwise we 
could derive a 2k from a 2 with probability one. Thus S must be non-trivial. 
But L 1 U L 2 is infinite so by Theorem 1 ~. is zero. However, a 2 still derives 
a 2k with probability greater than zero; thus aZkC Lo(S ). 
(ii) Let L1 and L 2 be as above and consider L =L1L  2 = {a3"+2 [ n/> 0}. 
Assume that S is a PUSOL system such that L~(S) = L. Since L is infinite 2 
must be zero. Again there must be some k > 1 such that p(k)> 0. Since 
a 3 C L we must then have a 3k C L; a contradiction. II 
In the case of non-propagating USOL systems we know of no way to 
calculate P(j) for j > 0. However, using standard results in the theory of 
countable Markov systems (Feller, 1968) it is possible to calculate P(0). 
This is the so-called extinction probability of the process. 
Let F(x) be the generating function 
F(x) = Z P(k) xk" 
k>~O 
For USOL systems this is a polynomial. Thus we can readily calculate F(x) 
and its derivative F'(x). 
LEMMA 6. I f  F'(1)<~ 1 then P(0)= 1. On the other hand, / f F ' (1 )  > 1 
then P(O) is the unique root x < 1 of the equation x = F(x). 
Proof See Feller (1968) or Harris (1963). | 
Thus it is rationally decidable whether P (0 )= 1. In general, the value of 
P(0) is not rational. However, it is rationally decidable whether the empty 
string is in L~(S) since P(0) is the root of a polynomial and roots of 
polynomials can be approximated with arbitrary precision. 
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