ABSTRACT Excellent rat behavior observation methods help promote scientific research in neuroscience, social sciences, and pharmacy. Almost all traditional rat behavior observation methods track rats in the fixed environment or through intrusive devices or markers, which may have an impact on rats. Recently, deep learning methods have achieved great success in the field of computer vision because of their powerful ability to feature extraction. However, it is disadvantageous that deep learning methods require a large number of labeled images as a training dataset to adjust its deep neural networks. In this paper, in order to apply the deep learning method to rat behavior observation, we adopted two transfer learning methods to reduce dataset and realized detecting rats in various environments without any intrusive devices or markers. In addition, with the help of track by detection method, we have completed the long-term tracking of multiple rats. We also proposed global category non-maximum suppression to classify rat postures accurately with deep neural networks, which provides researchers with more experimental attempts. In the observation of three rats for one hour, tracking identity definition only happens 34 times and the classification accuracy rate is 89.09%.
I. INTRODUCTION
Rodent (such as rat) behavior observation is very important in neuroscience, social science, medicine and other fields [1] . The latest neuroscience findings will be prioritized in rats for validation and implementation [1] - [3] . Many of the experiments used to study the effects of drugs on behavior were carried out in rats [4] - [6] . Some psychological experiments also use rats as samples [7] , [8] . Anyway, for some experiments that are of great research significance but cannot be carried out directly in humans, it is considered feasible to implement on rats.
Therefore, how to effectively monitor the behavioral characteristics of rats has been studied by lots of researchers. Thirty years ago, the rat water maze experiment realized the tracking of rat trajectory without additional labeling [9] . And rat open-field experiment was used to measure the distance of movement of rats [10] . Nowadays, there are still many experiments that continue to use these classical and effective methods [11] - [13] . However, because the experimental The associate editor coordinating the review of this manuscript and approving it for publication was Yanzheng Zhu. environment of these classical methods is fixed and multiple rats cannot be observed at the same time, these methods cannot be applied to study the group behavior of rats. Some researchers used intrusive devices and markers to ensure that multiple rats can be tracked and studied in complex environments [14] , [15] . But no matter intrusive device or the markers, it has more or less impact on rats [16] , [17] . Furthermore, these approach focuses on the track of multiple rats and their positions relationship, ignoring the posture of the rats. In fact, comprehensive behavioral information includes not only the position, but also the posture of the object. But the study of rat posture is based on complex modeling and analysis of a single object, which cannot classify the posture while tracking [18] , [19] . Generally speaking, traditional methods are difficult to meet the following requirements: (1) the behavior of rats is unaffected, which means that there are no intrusive devices or markers; (2) complex observation environment, suitable for different sizes and backgrounds of the environment; (3) the number of rats that can be tracked over an extended period of time (for example, up to three rats); (4) the posture can be classified while tracking the rats. In recent years, deep learning has achieved great progress in face recognition [21] , object detection [22] - [27] and pedestrian tracking [28] , [29] . However, the success in these areas is mainly attributed to the large number of image dataset, which also limits the promotion of these areas. With the development of transfer learning, incredible results can be achieved by fine-tuning existing models which brings great possibility to apply deep learning in other fields [30] , [31] .
In this paper, combined with the idea of transfer learning, we capitalized on state-of-the-art methods for object detection. We can perfectly solve the above-mentioned defects in traditional rat behavior observation. Specifically, we investigated the feature extraction neural network and detection architecture from YOLOv3 [26] , one of the best object detection algorithms based on deep learning. With the help of the pre-training model on ImageNet, we can detect the behavior of rats in images by the first transfer learning without any intrusive devices or markers. In order to cope with various complex environments, we tried to use the second transfer learning to fine-tune the existing models in the previous environment, and achieved high precision observation with a small amount of training dataset in the new environment. Then, with the help of track by detection method that Intersection-over-Union (IOU) matching including Kalman Filter and Hungarian algorithm [28] , we have realized tracking multiple rats simultaneously over a period of time. Finally, for rat behavior observation, we proposed global category Non-Maximum Suppression which can improve the reliability of postures classification accuracy and realized rat postures classification while tracking. In addition, it is an end-to-end rat behavior observation method. Researchers do not need to carry out complicated formula derivation and modeling, only provide some rat behavior images with labels, so that the deep neural network can automatically learn excellent observation ability.
The rest of the paper is organized as follows: Experimental environment and the details of methods are explained in Section II. Processing of Observation experiments as well as their results are presented in Section III. The discussion and conclusion are given in the Section IV and Section V, respectively.
II. ENVIRONMENTS AND OBSERVATION METHODS
In this work, we designed three experimental environments for rats, including ordinary feeding box, transparent box and side pipeline, as shown in Fig.1 . Through the first transfer learning, we can observe rats from multiple angles and environments (boxes and pipeline). Two boxes of the same observation angle but different types are used to illustrate that excellent observation results can be obtained in similar environments with a small amount of training dataset in the way of the second transfer learning. From Fig.2 , we can know that we label the images as dataset firstly, and then send it to the neural network for training. According to the output of the network, we can track the positions and classify the postures. The key details of the observation system will be composed of the following parts: data enhancement for training, transfer learning including first and second transfer learning methods, the method of track by detection, and global category NonMaximum Suppression for postures classification.
A. EXPERIMENTIAL ENVIRONMENT
In our experiments, we chose the common Sprague Dawley (SD) rats as the observation object, the weight of rats was around 180g. We designed three observation environments to verify the effectiveness of the proposed method. a) Ordinary feeding box: we kept rats into a usual seminatural feeding box(45cm×28cm×17cm). In order to prevent rats from jumping out, we increased the height with cardboard (45cm × 28cm × 27cm). In this environment, we equipped a long-term surveillance camera (Mijia: MJSXJ01CM) around 75cm from the ground, which can capture images (720×576), as shown in Fig.1 (a) . In this environment, we picked 750 images of rat in different postures and locations as dataset from surveillance video. b) Transparent box: it is a common transparent storage box (48cm × 34cm × 29cm), which is similar to the ordinary feeding box. We kept rats into a transparent box, and do not need to change the position of the surveillance camera as long as the images can cover the whole box, as shown in Fig.1 (b) . In transparent box environment, we also got 500 images of rat in different postures and locations as dataset from surveillance video. c) Transparent pipeline: different from the last two environments, we kept the rat into a long transparent pipeline (100cm × 10cm × 15cm) on the table (height 65cm), and smart phone (HUAWEI P9) cameras were used to record video (1920 × 1080) on the side of one meter away, as shown in Fig. 1 (c) . In the transparent environment, 1000 images were extracted from the smart phone video.
Computer equipment: CPU: i5-6500, Memory: 8GB, GPU: GTX980Ti, System version: ubuntu 16.04, TensorFlow version:1.4 [32] , Keras version:2.1.6 [33] .
B. DATA ENHANCEMENT
Deep learning requires a large number of image data to train deep neural networks. In order to get more data, related scholars have studied many methods for data enhancement. The most common data enhancement methods are image mirror flipping, rotation, cropping and HSV contrast transformation [34] , [35] . Here, all of the images from the same camera result in our image data being limited. Therefore, we expand the training dataset by mirror flipping images and rotating 90 degrees images, Fig.2 (a) . At the same time, we randomly adopt HSV contrast transformation in the training process to ensure that the deep neural network can obtain good generalization ability and reliability.
C. TRANSFER LEARNING
In recent years, with the discovery and using of deep convolution network, the object detection methods based on deep learning have achieved great success. Here, we applied the excellent object detection algorithm YOLOv3 to rat behavior detection through the idea of transfer learning [26] , Fig.2 (b) . Specially, we inherited the feature extraction network named darknet-53 from YOLOv3 which was consisted of a series of 1 × 1 convolution kernels and 3 × 3 convolution kernels, totaling 53 convolution layers. Each convolution layer was followed by a LeakyRelu layer as the activation function to improve feature extraction ability [36] . The LeakyRelu formula is as follows:
where x is the output of convolution network and α is equal to 0.1 as the fixed parameter. However, due to our lack of sufficient image data, it is hopeless to start training darknet-53 from scratch. Therefore, we have adopted the strategy of transfer learning. Specially, we used pre-training neural network model whose weights were trained on a large-scale benchmark named ImageNet. Although the dataset on ImageNet is only used for image recognition which is different from our work, the neural network model will have a more suitable weight for image processing after millions of image data training. Then, we fine-tuned the pre-train model with the images of rat behavior, which is called the first transfer learning. With the help of the first transfer learning, our training dataset have been reduced from millions to thousands, and the observation can be widely applicable to many complex environments. The first transfer learning looks good enough, but labeling more than one thousand images of rat behavior also takes considerable efforts for researchers in medicine and social psychology. Considering that most of the observation environments are similar, we propose the second transfer learning to further reduce training dataset. Specially, when we have trained an excellent behavioral observation model, while the observation environment changes slightly, we can fine-tune it again with a small amount of image data on the basis of the existing model. We already have a good observation model for ordinary feeding box, if we want to train the model for the transparent box environment. We can use the transfer learning to train the behavior images from the transparent box directly on the basis of the model of the ordinary feeding box rather than the pre-training model of the ImageNet. If the experimental environments are similar, we train observation models for new environments based on existing observation models, which is called the second transfer learning. With the help of the second transfer learning, our training dataset has been reduced from thousands to hundreds, which greatly reduces the labeling tasks of researchers and also shortens the training time.
D. TRACK BY DETECTION
With the assistance of transfer learning, we can detect the positions of rats in the image just like the task of object detection. However, in the case of multiple rats in the video, how to track each rat is an important issue. For example, although we have known that there is a rat at point A just now, we cannot find it just from the positions of the rats in the current frame. The reason is the lack of temporal correlation. Therefore, we need to add the tracker for each rat. Different from some famous but complex tracking methods [37] , [38] , tracking by detection methods can track the objects based on the detection results. The problem is that how to associate the detection result of the current frame with that of the next frame.
Here, we learned from the excellent pedestrian tracking algorithm named SORT [28] and did some mo. When we detect the positions of the rats firstly in video frames by deep neural network, we add the tracker for each rat, which will establish a simple mathematical model for the positions of rats. The model for each rat is as follows:
where u and v represent the horizontal and vertical pixel positions of the object center, while s and r represent proportion (area) and aspect ratio of rat's bounding box. Assuming that each rat moves at an independent linear uniform speed from frame to frame, we can forecast the position of the rat in the next frame through the known state. When the detection is associated to the forecast position, the tracking in the current frame is completed, and the detected bounding box is used to update the rat state where the velocity components are solved optimally via the Kalman filter [39] . If there is no association between the forecast position and the detection, the tracker will decide whether to build a new tracker or wait for the association in the following video.
The strategy of association is intersection-over-union (IOU) distance, as shown in Fig.2 (c) . The detection is associated to the forecast position with the largest IOU distance. If there are more than one rat needs to be tracked, the assignment cost matrix is computed through the IOU distance. And the assignment is solved optimally by using the Hungarian algorithm [40] .
E. GLOBAL NON-MAXIMUM SUPPRESSION
In order to classify the rats' postures in Fig.2(d) , we need to provide training dataset with posture label for deep neural networks. Although the deep neural network has the ability of postures classification, its output is noisy and repeatedly. In the usual object detection task, the Non-Maximum Suppression is used to prevent repeated bounding boxes for one object, which only shows the bounding box with the greatest probability [22] , [41] . However, it only works for the same category, ensuring that multiple different categories of targets can be detected in one region. For our observation task, some postures of rats are ambiguous and difficult to determine. One state may be detected as different postures at the same time. Therefore, we proposed to adopt global category Non-Maximum Suppression to ensure that one state can only be recognized as the most probable posture, as shown in Fig.3 . Specially, when we get a series of bounding box with postures classification and probability through neural network, we calculate the IOU distance between bounding boxes and group the bounding boxes whose IOU is larger than the threshold distance. Then, for each group we only retain the bounding box with the greatest probability without considering postures classification. 
III. EXPERIMENTS AND RESULTS
We have designed some experiments to further demonstrate the performance of the observation system.
A. THE IMPACT OF DATASET
We need sufficient training dataset to get an excellent deep learning model based on the transfer learning. Here, we make VOLUME 7, 2019 the experiment with the impact of dataset used the limited data enhanced by mirror flipping and rotation, not only shows the performance of our observation system, but also provides a reference for researchers who want to use it.
In ordinary feeding box environment, we had picked 750 images from the same surveillance camera, which are in the same background environment. Then, we did some data enhancement by rotating 90 degrees and mirror flipping. In order to know whether the data enhancement works, we labeled the images with four classifications and trained the original images (750 images), the original images and the mirror images (1500 images), the original the mirror and the rotary images (2250 images) separately. The results are shown in Fig.4 (a) . It can be found that the mirror image can improve the performance while the rotary image cannot.
Excluding the rotary image that caused the instability of the model, we mixed the original image with the mirror image (1500 images). We used different sizes of training dataset to get the observation model. We Randomly selected 200 images as the fixed test dataset, and the number of training dataset increased from 100 to 1300 images equivalently. After repeated experiments, we found that with the increase of training dataset, the detection accuracy is gradually improved, and the final average accuracy is 89.09% by using 1300 images for training. In fact, we found that when we use the little training dataset in the initial stage, the errors often come from undetected. With the increase of training dataset, the errors come from detection errors that are inconsistent with human labels.
B. THE ADVANTAGES OF TRANSFER LEARNING
Although we have used the first transfer learning in the last experiment, we compared the difference between the first transfer learning and the second transfer learning to illustrate the advantages of the second transfer learning.
Specifically, we have completed the detection model training of 1,500 images in ordinary feeding box experiment. When the environment changed, the results of the model obtained in ordinary feeding box environment directly applied to the new similar environment (transparent box environment) are not good. In this time, thanks to the second transfer learning, we only need to get and label 300 images from the transparent box environment. Then, we trained the new detection model based on the existing model obtained in the ordinary feeding box. Its accuracy is shown in the Fig.4 (b) . we can find that the recognition accuracy of applying the existing model directly to the new experimental environment is close to 50%, while the pre-training model needs 200 images. In addition, the second transfer learning based on the existing model only uses 300 images to achieve 80% accuracy, while the first transfer learning based on the pre-training model needs more than 500 images. Moreover, accuracy is not the only advantage. During the training process, when the model cannot be better within five epochs, the training process will be stopped in advance. We counted the training time as showed in Fig.4 (c) . With the increasing of dataset, comparing with the first transfer learning, the second transfer learning requires less training time.
C. THE PERFORMANCE OF TRACK BY DETCTION
Although we can detect the positions of rats by transfer learning, in order to get the trajectory of more than one rat in the video, we have to use the track by detection method to add trackers for each rat. Here, we show the performance of our track by detection method by comparing Fig.5 (a) and Fig.5 (b) . Different from usual video tracking methods, the rats can be retracked after lost tracking due to occlusion.
The results of the rat detection are shown in Fig.5 (a) , without any tracker, and we cannot know how do rats move. And the results of adding trackers for each rat are shown in Fig.5 (b) . We can clearly see the identity number of each rat and easily get the trajectories of rats. It is further to be observed that our tracking method is robust for some special cases. For details, we detected three rats in a frame and started tracking them through their respective trackers, as shown in Fig.5 (b)-1 . However, rat activity is elusive, and there is a situation in which the rat is occluded by other rats, as shown in Fig.5 (b)-2 . Because of the occlusion, the rat with identity number 1 cannot be detected, which meant lost tracking. Fortunately, the forecast bounding box will wait in the lost position. Once the occluded rat was detected in the surrounding area, the tracker would restart tracking according to the IOU distance. We set the threshold of waiting time. When the predicted position is not matched by the new detection bounding box for a long time, we will consider the tracking failure and build a new tracker according to the current detection results. Finally, Fragmentation (FM) [28] : Number of times the track is interrupted by undetected and identity definition (ID) [28] : Number of times the track is invalid and rebuild the new tracker Identity are used to evaluate the tracking result. The FM is 5787 and the ID is 34 in a video sequence of 89333 frames about an hour.
D. THE ADVICE OF POSTURES CLASSIFICATION
In the previous studies of rat behavior, researchers tended to focus on the trajectories of motions, but neglect the posture of actions. It is because scientists cannot find a suitable algorithm to classify rats' postures in complex environments. At the same time, the behavior of rats is continuously changing and there is no criterion to judge it. In our work, we can classify the postures while tracking, due to the help of deep neural networks based on transfer learning and global category Non-Maximum Suppression. We have studied different numbers of postures classification and given some advices for other researchers.
We analyzed the posture of rats observed in the ordinary feeding box environment, and referred to rat behavior and biology [42] , then we presented six kinds of rat postures as the initial classification, as shown in Fig.6 . (a) Groom: the rat licks its body for cleaning; (b) Rise: the rat raises its head and looks around; (c) Sit: the rat shortens its body, which is a common resting state; (d) Stand: the rat supports itself with its hind paws in an upright position; (e) Stretch: the rat extends its body forward; (f) Turn: the rat bends its body to change direction. Then, we are gradually reducing the number of postures classification to train observation models, trying to find a balance between the number of classifications and the accuracy of classifications.
We still used 1500 images from ordinary feeding box to train the model and evaluate the classification accuracy of different number of classifications. According to Fig.5 (e) , that the more postures classification, the lower the accuracy of observation result. The results are excellent for classifying less than four postures, and four classification is a clear dividing line which has a little over-fitting. More than four postures classification will lead to serious over-fitting. In this case, we greedily chose four postures that we thought were acceptable, as shown in Fig.5 (f) . Anyway, our observation system has the ability to classify four kinds of postures while tracking. The classification performance of the second transfer learning result are shown in Fig.5 (c) and Fig.5 (d) . To categorize more postures, it needs a larger dataset to overcome the over-fitting. Additionally, when we try to label image by different people and require them to respect their own judgments, there are also great differences in judgment of postures between people. According to our experiment, the label similarity between the different people is only 0.65.
E. OBSERVATION FROM SIDE
For different experiments, researchers may need different angles and environments to observe some distinctive behaviors. In fact, our observation system can be used in many complex environments. In previous experiments, we observed rats in ordinary feeding box and transparent box from the top view. Currently, in the transparent pipeline environment, we observed the behavior of rats from the side view. The rat was placed in a long pipeline, and both the experimental environment and the behavioral features were quite different from those as before. However, the methods including getting images, labeling and training were same with the previous experiments. From the side view, it was very obvious and common for rats to raise their heads, thus we observed five postures including the rise posture. We have achieved excellent observation results through transfer learning by using 1000 images from transparent pipeline environment as shown in Fig.7 , and the accuracy rate is still over 80%.
IV. DICUSSION A. LABELS AND DATA SIZE
Blindly data enhancement is not desirable, the result of data enhancement experiment is shown in Fig.4 (a) . The mirror images help to improve the observation accuracy, but the rotary images cannot. we think that the observation model has a certain degree of over-fitting for the background. In the training dataset, the aspect ratio and background of the rotary images are quite different from that of the original images and the mirror images. Most of the data come from the original images and mirror images, and the trained model may be more inclined to accurately detect the rat postures and positions in the background and aspect ratio of the original image and mirror image rather than rotary images. Although it is difficult to detect postures in complex and changeable background environments, as long as the background environment is fixed, we can always use our observation system to get a good observation result. In fact, deep learning tasks VOLUME 7, 2019 often need a good generalization ability to be applied to various occasions, but it is so costly that requires a large amount of image data in various environments. In order to reduce the dependence on data, each model that we trained only aims at one background environment. Hence, the model pays more attention to the observation of rats' behaviors in the foreground and ignores the influence of background.
The size of dataset will have a certain impact on our system, which is an unavoidable problem for deep learning methods. From the Fig.4 (b) and Fig.4 (c) , larger dataset leads to better observation models when the background environment is fixed. The second transfer learning performs better with a small amount of data. However, the size of dataset is not the only factor. In this study, we found that high resolution images with obvious postural characteristics may get better observation models. In other words, if we want to reduce the dataset size as much as possible to get good observation model especially in the second transfer learning, we can pay attention on the quality of training images rather than quantity.
At the same time, labels can also affect training results. In our experiments, all the images were taken by an ordinary camera. For some ambiguous postures, it is also difficult for people to determine and annotate the real posture label correctly from the single direction images. However, as long as most of the labels are correct, the observation model will be trained in the right direction, and a small number of random labeling noises will not influence the converge of the observation model [43] , [44] . Comparing with the human judgement, the similarity of label is 0.65, and the accuracy of our observation system obtained by training dataset is better than that between human beings, which is closed to the judgment of the human who labeled dataset. It seems that when the detection accuracy is greater than 0.65, our observation system is better than the difference judgment between people. In addition, we find that when the accuracy is low, the error often because that the rat cannot be detected. When the accuracy is higher than 0.8, rats always can be detected, and the error often because postures classification. Therefore, we think that the classification accuracy is acceptable when the accuracy is greater than 0.8.
B. CLASSIFICATION AND TRACK
In the postures classification experiment in Fig.5 (e) , we chose four classifications that were relatively suitable for our animal observation experiment. But in the side observation experiment, we chose to detect five kinds of rat postures. The reason is that in the side view detection, we used mart phones which was better than common surveillance cameras to get images (high resolution). These images may find more details of rats' behavior, and the experimental results are acceptable. In fact, different observation angles which networks extract different features can get different postures classification accuracy, it need to be analyzed according to the specific situation. In addition, the rats' postures change continuously, and there is no fixed boundary between each posture. In Fig.5 (e) , we find that with the increase number of postures classification, the observation model gradually becomes over-fitting, and the difference between the training accuracy and the testing accuracy becomes larger. If we want to detect more kinds of postures classification without overfitting, more data or more powerful feature extraction network are needed [45] . However, it has to be considered that more image data needs more laboring and longer model training time. Thus, it is better for the researchers to find the balance between the amount of data and the number of classifications in their experiments.
In the tracking experiment, we have realized the detection and tracking of multiple rats. It is unavoidable that rats often occlude each other in group activities which will reduce the recognition rate, including false posture detection and undetected. Unlike pedestrian tracking in SORT [28] , the tracker that we designed has a certain fault-tolerant rate. For the short-term occlusion, the tracker will wait for the redetection FIGURE 8. Observation of rat behavior for an hour: A. Thermography of rat posture observation within an hour. four classifications of stand, stretch, sit, turn can be classified, we also consider rest as a condition in which the position and posture of more than 100 consecutive frames remain unchanged. B. Trajectory of rat observation within an hour, we recorded the position of the rat in the image pixels.
of the rat in the predicted position to continue tracking. For the long-term occlusion, the tracker will be invalid and failed. Since the total number of rats and trackers is known, if only one of them fails, when the occluded rat is detected again, the tracker will be rebuilt and the identity number of the failed tracker will continue to be used. Because of the tracking-by-detection method, our tracker heavily depends on the accuracy of the detection algorithm. When the detection accuracy decreases, the performance of the tracker will also be unstable. In this way, our observation system achieves the tracking similar to that of intrusive devices method [14] . Although it may not be as good as intrusive methods in some special cases, such as dark environment, at least this method gives the possibility of non-intrusive methods to track multiple rats.
Although deep learning is used, the processing speed is very fast. In our surveillance images (720×576), the detection speed of reaches 13.2 frames per second and that of the smart phone images (1920 × 1080) reaches 7.12 frames per second. If we do not need to detect each frame in the video, it will be enough observed rats in real time. Of course, better computers especially GPU can improve the detection speed, while processing larger images slows down it. Anyway, we think our detection speed is fast enough for most experiments. Here, we show the trajectory and posture thermograms of the rat movement in Fig.8 . The application is not limited to this. We believe that this study will have a great impact on neuroscience, behavioral science, sociology and so on.
V. CONCLUSIONS
In this paper, we provided a new widely applicable rats behavior observation system based on transfer learning. We drew on the classical object detection algorithm YOLOv3 for reference and implemented non-intrusive devices or markers detection of rats through the first transfer learning. In order to further reduce training dataset and apply it to more complex experimental environments, we proposed the second transfer learning. Moreover, through the track by detection method, the observation system can track multiple rats at the same time for a long time. We also proposed the global category Non-Maximum Suppression to better classify rat postures with deep neural network. In addition, we discussed the details of the experimental process and gave our suggestions for researchers in related fields on dataset, labeling, classification, tracking about our rat observation system. Although our observation system is only aimed at rats, the same idea can be applied to other animals. In the future, we hope that our observation system will be widely in the fields of neuroscience, medicine and social psychology. 
