Abstract-In this paper we present a new coherence-based performance guarantee for the Orthogonal Matching Pursuit (OMP) algorithm. A lower bound for the probability of correctly identifying the support of a sparse signal with additive white Gaussian noise is derived. Compared to previous work, the new bound takes into account the signal parameters such as dynamic range, noise variance, and sparsity. Numerical simulations show significant improvements over previous work.
N be an unknown variable that we would like to estimate from the measurements y = As + w,
where A ∈ R M ×N is a deterministic matrix and w ∈ R M is a noise vector, often assumed to be white Gaussian noise with mean zero and covariance σ 2 I, where I is the identity matrix. The matrix A is called a dictionary. We consider the case when A is overcomplete, i.e. N > M , hence uniqueness of the solution of (1) cannot be guaranteed. However, if most elements of s are zero, we can limit the space of possible solutions, or even obtain a unique one, by solvinĝ s = min 
where is a constant related to w. The location of nonzero entries in s is known as the support set, which we denote by Λ. In some applications, e.g. estimating the direction of arrival in antenna arrays [1] , correctly identifying the support is more important than accuracy of values inŝ. When the correct support is known, the solution of the least squares problem y − A Λ x Λ 2 2 givesŝ, where A Λ is formed using the columns of A indexed by Λ. A lower bound for the Mean Square Error (MSE), s −ŝ 2 2 , is established in [2] , [3] . Solving (2) is an NP-hard problem and several greedy algorithms have been proposed to compute an approximate solution of (2); a few examples include Matching Pursuit (MP) [4] , Orthogonal Matching Pursuit (OMP) [5] , Regularized-OMP (ROMP) [6] , and Compressive Sampling Matching Pursuit (CoSaMP) [7] . In contrast to greedy methods, convex relaxation algorithms [8] [9] [10] [11] replace the 0 pseudo-norm in (2) with an 1 norm, leading to a convex optimization problem known as the Basis Pursuit (BP) problem [12] . While convex relaxation methods require weaker conditions for exact recovery [2] , [13] , they are computationally more expensive than greedy methods, specially when N M [14] , [15] . The most important aspect of a sparse recovery algorithm is the uniqueness of the obtained solution. Mutual Coherence (MC) [16] , cumulative coherence [13] , the spark [17] , Exact Recovery Coefficient (ERC) [18] , and Restricted Isometry Constant (RIC) [19] are metrics proposed to evaluate the suitability of a dictionary for exact recovery. Among these metrics, RIC, spark, and ERC achieve better performance guarantees; however, computing RIC and the spark is in general NP-hard and calculating ERC is a combinatorial problem. In contrast, MC can be efficiently computed and has shown to provide acceptable performance guarantees [3] , [20] , [21] .
In this paper, we derive performance guarantees for the OMP algorithm based on MC. Particularly, we derive a lower bound for the probability of correctly identifying the support of a sparse signal. Our main motivation is that previous methods do not directly take into account signal parameters such as dynamic range, sparsity, and the noise characteristics in the computed probability. We will elaborate on this in section II, where we discuss the most recent theoretical analysis for OMP based on MC.
II. MOTIVATION
The mutual coherence of a dictionary A, denoted µ max (A), is the maximum absolute cross correlation of its columns [16] :
where we have assumed, as with the rest of the paper, that A i 2 = 1, i ∈ {1, . . . , N }. Apart from MC and the sparsity of the signal, the maximum and minimum absolute values of the elements in the support of the signal also affect the performance of OMP. These quantities are defined as s min = min(|s i |), and s max = max(|s i |),
where i ∈ Λ. These parameters define the dynamic range of s. The following theorem [3] establishes important coherencebased performance guarantees for the OMP method.
Theorem 1 (Ben-Haim et al. [3] ). Let y = As + w, where
where β σ 2(1 + α) log N is defined for some constant α > 0, then with probability at least
OMP identifies the true support, denoted Λ.
The proof involves analyzing the probability event Pr{| A j , w | ≤ β}, for some constant β > 0 and for all arXiv:1608.00381v4 [cs.IT] 17 Aug 2016
. . , N (see [3] for details). They show that with the lower bound probability of (7), the inequality | A j , w | ≤ β holds. It is then shown that if | A j , w | ≤ β and (6) hold, then OMP identifies the correct support in each iteration.
In this paper we improve Theorem 1. Our analysis removes the condition stated in (6) and introduces a probabilistic bound that depends on τ , µ max , s max , s min , and the noise characteristics of the signal. The result is a probability bound that matches empirical results more closely, see section IV. Without loss of generality, we assume that the elements of the sparse signal in the support are centered i.i.d. random variables with arbitrary distribution.
III. OMP CONVERGENCE ANALYSIS
In this section we present and prove the main result of the paper, namely Theorem 2. Numerical results will be presented in section IV.
for some constant β ≥ 0 and for all j ∈ {1, . . . , N }. Then OMP identifies the true support with lower bound probability of (8), shown on top of the page, where γ = µ max s max .
Before presenting the proof, let us compare Theorems 1 and 2 analytically. It is important to note that the second term of (8) is indeed equivalent to (7). The apparent difference is only attributed to the use of α or β from the definition β σ 2(1 + α) log N . For instance, using the aforementioned definition of β on the second term of (8) leads to (7) . In fact, it is the first term of (8) that makes our analysis different from Bein-Haim et al. [3] . This term can be interpreted as a probabilistic representation of the condition imposed by (6) in Theorem 1. Moreover, because the second term of (8) is equal to (7) and the first term of (8) is in the range [0, 1], therefore (8) always leads to smaller or equal values compared to (7) . However, as it will be seen later in section IV, since the condition of Theorem 1 in (6) is not satisfied in many scenarios, our results match the empirical results more closely.
The following two lemmas will provide us with the necessary tools for the proof of Theorem 2. The proofs of the supporting lemmas are postponed to the Appendix. Lemma 1. Define Γ j = | A j , As + w |, where j ∈ {1, . . . , N }, then for some constant ξ ≥ 0 we have
where
The following lemma provides explicit expressions for c and ν introduced in (11) and (12). Lemma 2. Let x n = µ j,n s n + N −1 A j , w , for any n ∈ {1, . . . , N } and a fixed index j ∈ {1, . . . , N }. Assume that w ∼ N (0, σ 2 I), and | A j , w | ≤ β, ∀j ∈ {1, . . . , N }. Then,
We can now state the proof of Theorem 2.
Proof of Theorem 2:
It is shown in [3] that when
Using the triangle inequality on the left-hand side of (15) we have
From (15) and (16), we can see that the OMP algorithm identifies the true support if
Using (17) we can define the probability of error for OMP as
with the upper bound
For the first term on the right-hand side of (19), excluding the summation over indices in Λ, from Lemma 1 we have
Note that unlike Lemma 1, the dictionary A in (20) is supported on Λ \ {j}, i.e. all the indices in the true support excluding j. Therefore the term (τ − 1), instead of N , appears in the denominator of (20) . From Lemma 2, the upper bounds c and ν, defined in (11) and (12) respectively, are
Combining (21) and (22) with (20) yields
where we have defined γ = µ max s max for notational brevity. Similarly, for the second term on the right-hand side of (19) , excluding the summation, we can show that
Substituting (23) and (24) into (19) we obtain
where the last inequality follows since P 2 > P 1 . So far we have assumed that | A j , w | ≤ β, ∀j. The probability of success is the joint probability of Pr {| A j , w | ≤ β} and the inverse of (25). The former can be bounded as follows
where Q(x) is the Gaussian tail probability. Since | A j , w | ≤ β should hold for all j ∈ {1, . . . , N } we have
Inverting the probability event in (25) and combining with (27) yields (8) , which completes our proof.
IV. NUMERICAL RESULTS
In this section we compare numerical results of Theorem 1 (Ben-Haim et al. [3] ), and Theorem 2 (proposed herein) with the empirically obtained results of the OMP algorithm. Indeed we only consider probability of successful recovery of the support. An upper bound for the MSE of the oracle estimator has been previously established, see e.g. Theorem 5.1 in [2] or Lemma 4 in [3] . The oracle estimator knows the support of the signal, a priori.
All the empirical results are obtained by performing the OMP algorithm 5000 times using a random signal with additive white Gaussian noise in each trial. The probability of success is computed as the ratio of successful trials to the total number of trials. For comparison, we use the dictionary of [3] defined as A = [I, H], where H is the Hadamard matrix; clearly we have n = 2m. The sparse noisy signal in each trials is constructed as follows: The support of the τ -sparse signal, Λ, is constructed by uniform random permutation of the set {1, . . . , N } and taking the first τ indices. The nonzero elements located at Λ are drawn randomly from a uniform distribution on the interval [s min , s max ], multiplied randomly by +1 or −1. We then evaluate (1) to get the input to OMP. In order to facilitate the comparison of Theorems 1 and 2, we need to fix the value of β. To do this, we empirically calculate β as max w max j | A j , w |, where the maximum over w is computed using 5 × 10 4 vectors w ∼ N (0, σ 2 I), as assumed by both theorems. Indeed, a lower value of β leads to better results for both theorems, see (8) and (6) . As a result, here we consider the worst-case scenario. For Theorem 1, from the computed β we can calculate the value of α using the definition β σ 2(1 + α) log N .
In Figure 1 we consider the effect of sparsity on the probability of success, comparing theorems 1 and 2 with the empirical results. The parameters used are similar to [3] ; specifically, we set N = 1024, M = 512, s min = 0.5, and s max = 1. The mutual coherence of the dictionary is µ max ([I, H]) = 0.044. Note that lower values for s min lead to invalid results for both theorems in most cases. Moreover, we consider two values for noise variance, σ 2 = 0.0025 and σ 2 = 0.0001. The analysis of Ben-Haim et al. [3] results in more accurate results for τ ≤ 10 and σ 2 = 0.0001. The sharp decrease in probability is caused by (6) , where the condition of the theorem is not satisfied anymore. Additionally, for σ 2 = 0.0025, the condition (6) is not satisfied for any τ value. On the other hand, our analysis leads to results that are more consistent with empirical results. For both values of σ 2 we see a probability curve with a shape closely matching empirical results. However, for low values of τ and σ, one expects larger probability values, which is not achieved using Theorem 2 due to various approximations in the proof.
According to the discussion in section III, one expects more accurate results for larger signal sizes. In Fig. 2 we repeat the experiment in Fig. 1 but with N = 2048 and M = 1024. The dictionary is constructed in the same manner and µ max = 0.0313. In this scenario we see that our results improve significantly. The curve attains the shape of the empirical probability curve and the results for low values of τ are now very close to the empirical results. Note that for the case of σ = 0.0025, the condition of Theorem 1 is not satisfied across all values of τ .
Finally, Fig. 3 presents the effect of signal dynamic range on the probability of support recovery. For this test we set N = 1024, M = 512, τ = 5, σ 2 = 0.0025, and s max = 1, while varying s min ∈ [0.01, 1]. Here we also see that Theorem 2 achieves results that match empirical results more closely compared to what is obtained using Theorem 1.
V. CONCLUSION
We presented a new bound for the probability of correctly identifying the support of a noisy sparse signal using the OMP algorithm. Compared to the analysis of Ben-Haim et al. [3] , our analysis replaces a sharp condition with a probabilistic bound. Comparisons to empirical results obtained by OMP show a much improved correlation than previous work.
APPENDIX
Proof of Lemma 1: Expanding Γ j , we can show that
Using (3) we have that
On the other hand, since by definition E{w} = 0, and using the assumption E{s n } = 0, see Section I, we have
for all n ∈ Λ. According to Bernstein's inequality [22] , if x 1 , . . . , x N are independent real random variables with mean zero, where E x 2 n ≤ ν, and Pr{|x n | < c} = 1, then
where (31) follows using (12) . This completes the proof. The proof of Lemma 1 is based on the assumption that {x n } N n=1 in equation (10) are independent. The covariance of any two random variables x k and
Indeed (33) is a very small value for any reasonable noise variance. For instance, using the parameters of Fig. 1 , we have cov(x k , x l ) = 2.4 × 10 −9 . In an extreme case when N = 32, and σ = 0.5, we have cov(x k , x l ) = 6.1 × 10 −5 , which is still a very small number compared to s min = 0.5. Note that in this case the noise variance is very high such that the empirical probability of success for OMP is zero for most values of τ (see the supporting document); Even in this extreme case the covariance is small. Moreover, when s min decreases, i.e. when the dynamic range increases, the noise variance should also decrease. Otherwise the signal elements that are not in the support will be determined as non-zero elements by the OMP algorithm (see the supplementary document). Because the covariance of the random variables {x n } N n=1 is extremely small in all cases, we assume that they are independent, hence we can bound their sum using the Bernstein inequality in (31).
Proof of Lemma 2: Equation (13) follows trivially from the triangle inequality. For (14) we have 
Since E{w} = 0, and therefore E{ A j , w } = 0, the last term on the right-hand side of (34) is equal to zero. Moreover, 
Applying (4), (5), and (35) on (34) completes the proof.
