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Polynomial representations of C∗-algebras
and their applications
Daniel Beltit¸a˘∗ and Karl-Hermann Neeb†
Abstract
This is a sequel to our paper on nonlinear completely positive maps and dilation
theory for real involutive algebras, where we have reduced all representation classification
problems to the passage from a C∗-algebra A to its symmetric powers Sn(A), resp., to
holomorphic representations of the multiplicative ∗-semigroup (A, ·). Here we study the
correspondence between representations of A and of Sn(A) in detail. As Sn(A) is the
fixed point algebra for the natural action of the symmetric group Sn on A
⊗n, this is done
by relating representations of Sn(A) to those of the crossed product A⊗n⋊Sn in which
it is a hereditary subalgebra. For C∗-algebras of type I, we obtain a rather complete
description of the equivalence classes of the irreducible representations of Sn(A) and we
relate this to the Schur–Weyl theory for C∗-algebras. Finally we show that if A ⊆ B(H)
is a factor of type II or III, then its corresponding multiplicative representation on H⊗n
is a factor representation of the same type, unlike the classical case A = B(H).
Mathematics Subject Classification 2010: 46L06, 22E66, 46L45
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1 Introduction
A real seminormed involutive algebra (or ∗-algebra) is a pair (A, p), consisting of a real
associative algebraA endowed with an involutive antiautomorphism ∗ and a submultiplicative
seminorm p satisfying p(a∗) = p(a) for a ∈ A. Our project, started in [BN12], eventually
aims at a systematic understanding of unitary representations of unitary groups U(A) of real
seminormed involutive algebras (A, p). If A is unital, its unitary group is
U(A) := {a ∈ A : a∗a = aa∗ = 1},
and if A is non-unital, then U(A) := U(A1)∩ (1+A), where A1 = A⊕R1 is the unitization
of A. Typical examples we have in mind are algebras of the form A = C∞(X,B) for a Banach
∗-algebra B or A = C∞(X,Mn(K)), where X is a smooth manifold and K ∈ {R,C,H} (or
more general algebras of sections of ∗-algebra bundles). Focusing on unitary representations
of U(A) which are boundary values of representations π of the ball semigroups
ball(A) := {a ∈ A : p(a) < 1}
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lead us in [BN15] to a complete reduction of this problem to the case where A is a C∗-
algebra and the representation is holomorphic on ball(A). This reduction is achieved by
the fact that π factors through the universal map ηA : A → C
∗(A, p), where C∗(A, p) is the
enveloping C∗-algebra of (A, p). 1
For a C∗-algebra A, we write eA for the c0-direct sum of the C
∗-algebras Sn(A) ⊆ A⊗n,
where the tensor products are constructed from the maximal C∗-cross norm. We have a
holomorphic ∗-homomorphism of semigroups
Γ: ball(A)→ eA, Γ(a) =
∞∑
n=0
a⊗n.
One of the main results of [BN15] implies that, for every bounded holomorphic ∗-represen-
tation (π, V ) of the multiplicative ∗-semigroup ball(A), there exists a (linear) representation
Φ: eA → B(V ) with Φ ◦ Γ = π. As eA is the direct sum of the ideals Sn(A), this in turn
reduces all classification issues to representation theory of the C∗-algebras Sn(A). Via the
homogeneous multiplicative map
Γn : A → S
n(A), a 7→ a⊗n, (1)
the representations of Sn(A) are in one-to-one correspondence with multiplicative holomor-
phic ∗-representations of the multiplicative ∗-semigroup (A, ·) (or the unit ball ball(A))
which are homogeneous of degree n. We call them polynomial representations of A. As U(A)
is a totally real submanifold of A (resp., of 1+A in the non-unital case), these representations
are uniquely determined by their restrictions to U(A), which are norm-continuous unitary
representations. The multiplicative maps (1) lead to natural maps
Sn(A)̂
Γ∗n−−−−→U(A)̂ , Γ∗n(π)(a) := π(a
⊗n),
which embeds the C∗-algebra dual space Sn(A)̂ into the set U(A)̂ of equivalence classes
of unitary irreducible representations of U(A). This method of constructing points in U(A)̂
requires a detailed understanding of the representation theory of the C∗-algebra Sn(A) in
terms of the representation theory of A, and this is the main goal of the present paper.
Representations of unitary groups are thus related to the interaction between C∗-algebras
and infinite dimensional analyticity —a theme that was developed in the comprehensive
monograph [Up85] and has been explored until recently, for instance in the prequel [BN15]
to the present paper. We touch on that theme here again, proving, among other things, that
holomorphy, although much weaker than linearity, is strong enough to imply for instance
complete positivity of multiplicative homomorphisms of C∗-algebras (see Proposition 3.2
below). The present approach to representation theory of infinite dimensional unitary groups
is based on C∗-algebras and their multiplicative representations and is thus complementary
to other recent works on representation theory of infinite dimensional Lie groups, such as
[Wo14] or [DwOl15]. This approach allows us to shed fresh light on, and to partially extend,
some results on Schur–Weyl duality in infinite dimensions from [BN12], [Nes13], and [EnIz15].
If A is a unital C∗-algebra, its unitary group U(A) is a Banach–Lie group whose rep-
resentation theory is much more complex than the representation theory of A. That fact
1 As we learned from Jan Stochel, he obtained closely related results in [St92] which has some overlap
with [BN15].
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is already apparent in the special case of matrix algebras A = Mk(C), when U(A) is the
compact Lie group Uk(C) with a rich representation theory, while the tautological represen-
tation on Ck is the only irreducible representation of Mk(C) up to unitary equivalence. This
classical situation is of course well understood using various well-known tools, including for
instance
• the Peter–Weyl theorem on compact groups;
• the Cartan–Weyl Theorem on the highest weights of irreducible representations;
• the Schur–Weyl theory on tensor realizations of representations of classical groups.
These tools are quite specific to finite dimensions, inasmuch as they rely on Haar measures
or on eigenvectors of the adjoint representation.
We have shown in [BN12] that, for any unital C∗-algebraA, the Schur–Weyl method leads
for every irreducible representation (π,H) of A to an infinite family (πλ, Sλ(H)) of irreducible
representations of U(A), where λ ∈ Part(n) is a partition of n and H⊗n decomposes under
U(A) as
⊕
λ∈Part(n) Sλ(H)
⊕dλ , where dλ is the dimension of the irreducible representation of
Sn corresponding to λ. In [BN12] it was left unclear to which extent one thus exhausts the
unitary dual U(A)̂ of U(A). As a by-product of our investigation, we prove in Theorem 5.8
that if A is a separable C∗-algebra, then the unitary dual U(A)̂ is exhausted by the repre-
sentations constructed by the Schur–Weyl method if and only if A is the C∗-algebra K(H) of
compact operators on a separable complex Hilbert space. Among other things, this explains
why the remarkably complete results of [Ki73] on unitary irreducible representations of U(A)
for A = K(H) were never extended to unitary groups of more general C∗-algebras.
Our approach to the representation theory of Sn(A) is based on the fact that this algebra is
the fixed-point set of the permutation action of the permutation group Sn on the tensor power
A⊗n, hence we can use the old observation of [Ro79] for describing the dual space Sn(A)̂
as an open subset of the dual space of the corresponding crossed product A⊗n ⋊ Sn. We
actually extend that approach to unitary equivalence classes of factor representations, because
the unitary group U(A) in general has norm-continuous unitary factor representations of type
II and III. In this connection, some specific applications are given in Theorem 6.4.
The structure of this paper is as follows. In Section 2 we discuss the structure of the
symmetric powers Sn(A) of a few specific types of C∗-algebras. In Section 3 we then take
a closer look at multiplicative homomorphisms, resp., representations of C∗-algebras. Here
our main result is Theorem 3.2, asserting that every multiplicative homomorphism of C∗-
algebras is completely positive, contractive and a sum of homogeneous homomorphisms. To
understand the passage from A to Sn(A), it is natural to study Sn(A) as the fixed point
algebra (A⊗n)Sn for the natural action of the symmetric group Sn on A
⊗n. Therefore we
study in Section 4 C∗-dynamical systems (A, G, α), where G is a finite group. Here our main
point is to describe the relation between representations of the fixed point algebra AG and
the crossed product A ⋊α G, in which A
G is embedded as a hereditary subalgebra. Here
the main results are the description of the factor representations of the crossed product in
terms of induced representations (Theorem 4.14), its refinement for irreducible representa-
tions (Proposition 4.18) and, eventually, the description of ÂG in Theorem 4.23. All this is
applied in Section 5 to the special case (A⊗n, Sn, α). For C
∗-algebras of type I, we obtain
in Theorem 5.3 a description of the equivalence classes of the irreducible representations of
3
Sn(A) in terms of A⊗n ⋊α Sn and we also relate this to the Schur–Weyl theory for C
∗-
algebras developed in [BN12]. In the final Section 6 we develop some aspects of Schur–Weyl
theory for factor representations. This generalizes parts of recent work of Nessonov [Nes13]
and Enomoto/Izumi [EnIz15, Th. 4.1] to more general von Neumann algebras. Our main
results (Proposition 6.2 and Theorem 6.4) imply that the multiplicative n-fold tensor power
representation on H⊗n for a factorM⊆ B(H) of type II1, II∞ or III is of the same type and
we even obtain some more detailed information on the corresponding projections.
Basic notation. We will use the following notation for any C∗-algebra A:
• U(A) := {u ∈ A | u∗u = uu∗ = 1} for the unitary group of a unital C∗-algebra A and
for a non-unital C∗-algebra we put U(A) := U(A1) ∩ (1 +A), where A1 = A ⊕ C1 ⊆
M(A) is the unitization of A, and M(A) is the multiplier algebra of A;
• ball(A) := {a ∈ A | ‖a‖ < 1} for the open ball semigroup of A;
• ball(A) := {a ∈ A | ‖a‖ ≤ 1} for the closed ball semigroup of (A, p).
Both ball(A) and ball(A) are ∗-semigroups, and if A is unital, then 1 ∈ ball(A, p). If H
is a complex Hilbert space and B(H) is the C∗-algebra of all bounded linear operators on H,
then we also write C(H) := ball(B(H)) = {T ∈ B(H) | ‖T ‖ ≤ 1}.
We denote by≃ the relation of unitary equivalence and by≈ the (weaker) relation of quasi-
equivalence of group or algebra representations on Hilbert spaces [Dix64]. For any C∗-algebra
A we denote by Â its set of unitary equivalence classes of irreducible ∗-representations. For
every irreducible ∗-representation π : A → B(Hπ), we denote its unitary equivalence class by
[π] ∈ Â. The set Â is considered as a topological space endowed with the Fell topology, which
may be described by the condition that the correspondence J 7→ {[π] ∈ Â | J 6⊂ kerπ} is a
bijection between the closed two-sided ideals J ⊆ A and the open subsets of Â.
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2 Some examples of symmetric powers of C∗-algebras
As mentioned above, in the present paper we develop some mechanisms to get more explicit
access to the C∗-algebras Sn(A) for a given C∗-algebra A. To illustrate that idea, we will
briefly discuss here symmetric tensor powers of some basic examples of C∗-algebras.
Example 2.1. If X is a compact space and A = C(X), then, for every n ∈ N, we have
A⊗n ∼= C(Xn) because Hom(A⊗n,C) ∼= Hom(A,C)n. From that we immediately infer that
Sn(A) ∼= C(Xn/Sn)
where Xn/Sn stands for the quotient space with respect to the natural action of the symmet-
ric group Sn by permutations of the coordinates of points in the nth Cartesian power X
n.
Note that Xn/Sn need not be a smooth manifold if X is.
If X = {x1, . . . , xN} is a finite set, then C(X) ∼= C
N , hence the above remarks imply that
for any n ≥ 1, we have a linear isomorphism
Sn(CN ) ∼= Cr(N,n).
Here r(N,n) := |Xn/Sn| =
(
N+n−1
n
)
= (N+n−1)!n!(N−1)! is the number of combinations of N ele-
ments taken by n at a time, where we allow any element to be selected repeatedly (equiva-
lently, the number of non-decreasing functions {1, . . . , n} → {1, . . . , N}).
Example 2.2. Let A := C(X,B) for a compact space X and a unital C∗-algebra B. It is
well known that C(X) is nuclear and one has a canonical ∗-isomorphism A ∼= C(X) ⊗ B
([Bl06, Th. II.9.4.4], [Mu90, Thm. 6.4.17]). We want to determine the C∗-algebra Sn(A). It
is easy to see that
A⊗n ∼= (C(X)⊗ B)⊗n ∼= C(Xn,B⊗n),
where Sn acts on this algebra by
(σF )(x1, . . . , xn) := σ.F (xσ−1(1), . . . , xσ−1(n)).
Accordingly, Sn(A) can be identified with the set C(Xn,B⊗n)Sn of Sn-equivariant maps
F : Xn → B⊗n. In this sense it is an equivariant map algebra (cf. [NS13]).
The center of A⊗n contains C(Xn), so that we obtain
Z(Sn(A)) ⊇ Sn(C(X)) ∼= C(Xn)Sn ∼= C(Xn/Sn)
(see [St92, Prop. 12.2] for more details). Since every irreducible representation of the C∗-
algebra Sn(A) determines a central character χ : Sn(C(X))→ C, and all these characters are
given by evaluation in an Sn-orbit x := Sn.(x1, . . . , xn) =: [x1, . . . , xn] ∈ X
n/Sn, it factors
through the restriction map given by
evx : S
n(A) ∼= C(Xn,B⊗n)Sn → C(x,B⊗n)Sn , f 7→ f |x.
Let Sn,x be the stabilizer of some representative (x1, . . . , xn) ∈ x, so that x ∼= Sn/Sn,x.
Evaluating in the representative, we see that the image of evx is isomorphic to (B
⊗n)Sn,x .
Assuming without loss of generality that |{x1, . . . , xn}| = k, we see that
Sn,x ∼= Sn1 × · · · × Snk for n1 + · · ·+ nk = n
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is a product of symmetric groups. This further leads to
C(x,B⊗n)Sn ∼= (B⊗n)Sn,x ∼=
k⊗
j=1
(B⊗nj)Snj ∼=
k⊗
j=1
Snj (B).
Therefore the determination of the irreducible representations of Sn(A) is reduced to the
determination of irreducible representations of finite tensor products of the algebras Sm(B).
If B is of type I, then so is every Sm(B) (see Proposition 4.21(v) below). Further, irreducible
representations of tensor powers of type I algebras are tensor products of irreducible repre-
sentations. This reduces the problem to determine the irreducible representations of Sn(A)
to the corresponding problem for the target algebras Sn(B).
From [BN12] we know that every irreducible representation (π,H) of a C∗-algebra A and
every partition λ of n determine an irreducible representation (πλ, Sλ(H)) of S
n(A). One may
expect to obtain from every faithful irreducible representation (π,H) of A a decomposition
Sn(A) ∼=
⊕
λ∈Part(n)
Snλ (A) (2)
from the corresponding decomposition of Sn(B(H)), acting on H⊗n, where it commutes
with the action of Sn. We shall see in Example 2.5 below that this is far from being true in
general, as the example A = B(H) shows. However, it is true for the ideal K(H) of compact
operators.
Example 2.3. Let A = K(H) be the C∗-algebra of compact operators on the infinite
dimensional complex Hilbert space H. Using the fact that for any finite dimensional complex
vector spaces V1 and V2 one has a canonical isomorphism End(V1)⊗End(V2) ∼= End(V1⊗V2)
and approximating the compact operators by finite-rank operators, we obtain, for any integer
n ≥ 1, a canonical isomorphism of C∗-algebras A⊗n ∼= K(H⊗n) (see [RW98, Ex. B.20] for
details). This isomorphism intertwines the permutation action of Sn on A
⊗n and the spatial
action of Sn on K(H
⊗n) defined via the unitary representation
τ : Sn → U(H
⊗n), τ(σ)(v1 ⊗ · · · ⊗ vn) = vσ−1(1) ⊗ · · · ⊗ vσ−1(n).
defined by permutation of factors in tensor monomials. Therefore, considering the fixed-point
algebras of the above two actions of Sn, we see that the isomorphism A
⊗n ∼= K(H⊗n) defines
by restriction an isomorphism
Sn(A) ∼= K(H⊗n) ∩ τ(Sn)
′ ∼=
⊕
λ∈Part(n)
K(Sλ(H)), (3)
where Sλ(H) = B(Vλ,H
⊗n)Sn is the multiplicity space for the irreducible representation
(ρλ, Vλ) of Sn in H
⊗n. In fact, from the Sn-decomposition
H⊗n ∼=
⊕
λ∈Part(n)
Sλ(H)⊗ Vλ
it follows that a compact operator on H⊗n commutes with Sn if and only if it is a direct sum
of operators of the form Aλ ⊗ 1, where Aλ ∈ B(Sλ(H)). Note that (3) is the decomposition
of Sn(A) according to the general structure theory of C∗-algebras of compact operators as
developed for instance in [Ar76, Thm. 1.4.5].
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Example 2.4. If A and B are any C∗-algebras and ϕ : A → B is a ∗-homomorphism, then
for any integer n ≥ 1 one has natural ∗-homomorphisms
ϕ⊗n : A⊗n → B⊗n and Sn(ϕ) : Sn(A)→ Sn(B),
and •⊗n and Sn(•) are functors from the category of C∗-algebras into itself. The behavior
of these functors with respect to inductive limits of nuclear C∗-algebras sheds some light on
symmetric tensor powers of AF-algebras, that is, C∗-algebras that are inductive limits of
finite dimensional C∗-algebras.
In fact, let A be any nuclear C∗-algebra with a sequence of nuclear closed ∗-subalgebras
A1 ⊆ A2 ⊆ · · · ⊆ A whose union is dense in A. It is easily seen that one has a sequence
of closed ∗-subalgebras A⊗n1 ⊆ A
⊗n
2 ⊆ · · · ⊆ A
⊗n whose union is dense in A⊗n, and then a
sequence of closed ∗-subalgebras Sn(A1) ⊆ S
n(A2) ⊆ · · · ⊆ S
n(A) whose union is dense in
Sn(A). Thus each of the functors •⊗n and Sn(•) commutes with inductive limits of nuclear
C∗-algebras. Since these functors preserve the category of finite dimensional C∗-algebras, it
then follows that they also preserve the category of AF-algebras.
We point out however that, as a by-product of Example 2.3, if A is a UHF-algebra
(that is, a unital C∗-algebra that is the inductive limit of a sequence of unital ∗-subalgebras
isomorphic to full matrix algebras) and n ≥ 1, then Sn(A) is not a UHF-algebra. More
precisely, Example 2.3 shows that if A = Mk(C) for some k ≥ 2, then S
n(A) is the direct
sum of at least two full matrix algebras if n ≥ 2.
Now let A ∼= ⊗∞k=1B(Ek) with Ek
∼= Cnk be an UHF algebra. Since A is a direct limit
of finite dimensional simple matrix algebras AN ∼= B(FN ) with FN ∼= E1 ⊗ · · · ⊗ EN , the
C∗-algebra Sn(A) is the direct limit of the C∗-algebras Sn(AN ) ∼=
⊕
λ∈Part(n) S
n(AN )λ
with Sn(AN )λ ∼= B(Sλ(FN )) (Example 2.3), where the projection onto the λ-summand
corresponds to restriction to the corresponding Sn-isotypic subspace in F
⊗n
N . From the Sn-
equivariance of the inclusions F⊗nN →֒ F
⊗n
N+1, it follows that the inclusion AN →֒ AN+1
induces inclusions Sn(AN )λ →֒ S
n(AN+1)λ, so that we obtain a direct sum decomposition
Sn(A) ∼=
⊕
λ∈Part(n)
Sn(A)λ with S
n(A)λ ∼= lim
−→
Sn(AN )λ,
and the construction implies in particular that the algebras Sn(A)λ are simple and act
irreducibly on Sλ(F ), where F is the Hilbert direct limit of the spaces FN . Therefore we find
a decomposition similar to the one in Example 2.3.
Example 2.5. Let H be an infinite dimensional Hilbert space.
(a) The representation of S2(B(H)) on H⊗2 is not injective. First we recall the non-
uniqueness of C∗-norms on B(H) ⊗B(H) from [JP95] which implies that the spatial tensor
product (corresponding to the least C∗-norm by [Mu90, Thm. 6.4.18]), which is the image
B(H)⊗¯2 of B(H)⊗2 under the natural representation on H⊗2 differs from the tensor product
B(H)⊗2 with respect to the maximal C∗-norm. This implies that the kernel J ⊆ B(H)⊗2 of
the representation on H⊗2 is non-zero. Clearly, J is invariant under the flip automorphism
τ(a1⊗a2) = a2⊗a1. If 0 ≤ a ∈ J is non-zero, then the same holds for a+τ(a) ∈ J∩S
2(B(H)).
Therefore the representation of S2(B(H)) on H⊗2 is also not injective.
(b) The representation of S2(B(H)) on H⊗2 is not surjective onto B(H⊗2)S2 . Let (ej)j∈J
be an orthonormal basis ofH and P ∈ B(H⊗2) be the orthogonal projection onto the subspace
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spanned by (ej ⊗ ej)j∈J . Then P commutes with the flip action of S2 and it remains to
show that it is not contained in the spatial tensor product B(H)⊗2. To this end, we write
H⊗2 ∼= ⊕j∈J (Hj ⊗ ej) as a direct sum and, accordingly, P as a matrix (Pij)i,j∈J . Then
Pij(v) = δij〈v, ej〉ej is either 0 or the orthogonal projection onto C(ej⊗ej). In particular, the
subset {Pij : i, j ∈ J} ⊆ B(H) is closed, discrete and infinite, hence not relatively compact.
According to Exercise 11.5.7 in [KR92], this implies that P is not contained in B(H)⊗¯2.
3 Multiplicative homomorphisms of C∗-algebras
In this section we take a closer look at multiplicative homomorphisms, resp., representations
of C∗-algebras. Here our main result is Theorem 3.2, asserting that every multiplicative
homomorphism of C∗-algebras is completely positive, contractive and a sum of homogeneous
homomorphisms. We shall use some results and notions from our earlier paper [BN15] on
completely positive nonlinear maps and their dilation theory.
Definition 3.1. If A and B are any unital C∗-algebras, then a map ϕ : A → B is a multi-
plicative homomorphism if it is holomorphic and satisfies
ϕ(1) = 1, ϕ(ab) = ϕ(a)ϕ(b) and ϕ(a∗) = ϕ(a)∗ for a, b ∈ A.
A linear map ψ : A → B is called contractive if it satisfies ψ(ball(A)) ⊆ ball(B).
Theorem 3.2. Every multiplicative homomorphism of unital C∗-algebras ϕ : A → B is com-
pletely positive, contractive and has a weakly convergent series expansion ϕ =
∑
n≥0
ϕn, where
ϕn is multiplicative and homogeneous of degree n.
The proof of the above result is based on the following observations. For the case of a
positively homogeneous map ϕ, the complete positivity of ϕ can also be derived from [St92,
Prop. 11.1].
Lemma 3.3. Every dilatable bounded completely positive function ϕ : ball(A) → B(V )
extends to a weakly continuous completely positive function ϕ : ball(A)→ B(V ).
Proof. First recall from [BN15] that S◦ := ball(A) is a semigroup ideal in S := ball(A). Let
(π,H, ι) = (πϕ,Hϕ, ιϕ) be the minimal dilation of ϕ given by [BN15, Prop. 3.4]. Then we use
[BN15, Prop. 3.21] to extend the representation π to a weakly continuous representation π̂ of
S, where the weak continuity follows by the explicit formula of π̂, since ϕ is norm-continuous
by [BN15, Th. 6.4]. Note that the representation π is completely positive by [BN15, Prop.
4.1], hence, by continuity, also π̂ is completely positive. Then ϕ(s) := ι∗π̂(s)ι is a completely
positive weakly continuous extension of ϕ to S.
Proposition 3.4. Let A be any unital C∗-algebra, and π : ball(A)→ B(Hπ) be any holo-
morphic ∗-representation. Then π is completely positive, and extends to a weakly continuous
∗-representation π : ball(A) → C(Hπ). If π is nondegenerate, then lim
r→1−
π(r1) = 1 in the
weak operator topology.
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Proof. The map π is positive definite because it is a homomorphism of ∗-semigroups. There-
fore, after we will have proved that π is contractive, hence in particular bounded, it will
follow by [BN15, Th. 1.1] that it is completely positive. Then Lemma 3.3 ensures that π
extends to a weakly continuous ∗-representation of ball(A).
The proof of the fact that π is contractive has two stages.
Step 1: We first consider the case A = C, hence ball(A) = D is the unit disk. Then
there exists the norm-convergent power series expansion π(z) =
∑
n≥0 z
nPn ∈ B(Hπ) for
all z ∈ D, with Pn ∈ B(Hπ) for all n ≥ 0. For all z, w ∈ D one has π(z¯) = π(z)
∗ and
π(zw) = π(z)π(w), and this implies that the coefficients of the above power series satisfy the
conditions Pn = P
∗
n = P
2
n and PnPm = 0 for all n,m ≥ 0 with n 6= m. That is, (Pn)n≥0 is a
sequence of mutually orthogonal projections, and then
(∀z ∈ D) ‖π(z)‖ ≤ sup
n≥0
|zn| = 1
which in particular shows that π is bounded. Moreover, one has lim
0<r→1−
π(r1) =
∑
n≥0
Pn in
the weak operator topology in B(Hπ).
Step 2: In the general case, for all z ∈ D and a ∈ ball(A) one has π(za) = π(z1)π(a),
hence if π 6≡ 0, then necessarily π|D 6≡ 0, which we may assume until the end of this proof.
Then use the above stage to find the sequence of mutually orthogonal projections (Pn)n≥0
in B(Hπ) with π(z1) =
∑
n≥0
znPn ∈ B(Hπ) for all z ∈ D.
For each a ∈ ball(A) and all z ∈ D one has π(z1)π(a) = π(a)π(z1), and this implies
Pnπ(a) = π(a)Pn, hence πn(·) := Pnπ(·) is a holomorphic ∗-representation of ball(A).
Moreover πn(za) = z
nπn(a) for all a ∈ ball(A) and z ∈ D, hence one may use [BN15,
Lemma 2.11] to extend πn to a holomorphic ∗-representation πn : (A, ·) → B(Hπ) which
is homogeneous of degree n. Since πn is continuous at 0 ∈ A, there exist r,M > 0 with
‖πn(a)‖ ≤ M if a ∈ A with ‖a‖ ≤ r. Since πn is homogeneous, it then follows that it is
bounded on ball(A), and then [BN15, Rem. 3.5] implies ‖πn(a)‖ ≤ 1 for all a ∈ ball(A).
Denoting P :=
∑
n≥0
Pn, we then obtain the weakly convergent series
∑
n≥0
πn(a) = Pπ(a) = π(a) and ‖π(a)‖ ≤ sup
n≥0
‖πn(a)‖ ≤ 1
for every a ∈ ball(A). The condition that π be nondegenerate means P = 1, and the
assertion follows.
Finally, we can now prove Theorem 3.2.
Proof. Using a realization of B as an operator algebra, we may actually assume B = B(H) for
some complex Hilbert space H. Then Proposition 3.4 and its proof show that the restricted
map π := ϕ|ball(A) : ball(A) → B(H) is completely positive and there exists a sequence of
mutually orthogonal projections (Pn)n≥0 such that πn := π(·)Pn = Pnπ(·) is homogeneous
of degree n and completely positive on ball(A), hence in fact πn : A → B(H) is completely
positive.
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On the other hand, since (Pn)n≥0 are mutually orthogonal projections, we have ϕ =∑
n≥0
πn, this series being convergent in the pointwise weak operator topology. Therefore also
ϕ is completely positive.
Remark 3.5. In connection with Theorem 3.2 we point out that for some simple holomorphic
maps on a C∗-algebra A the complete positivity property is a condition that has strong
structural implications on A. For instance, if A is unital and we define ϕ : A → A, ϕ(a) := a2,
then ϕ is a holomorphic positive contractive map, and the following conditions are equivalent:
(i) The map ϕ is completely positive.
(ii) The map ϕ is a multiplicative homomorphism.
(iii) The C∗-algebra A is commutative.
In fact, one has (i)⇔(iii) for instance by [JiT03, Th. 3], and it is clear that (iii)⇒(ii).
Conversely, if we assume that ϕ is a multiplicative homomorphism, then for arbitrary a, b ∈ A
and t, s ∈ R one has (etaesb)2 = ϕ(etaesb) = ϕ(eta)ϕ(esb) = (eta)2(esb)2, which is equivalent
to esbeta = etaesb. Differentiating this equality with respect to s and t at s = t = 0, we
obtain ba = ab, hence the C∗-algebra A is commutative.
4 Representations of crossed products by finite groups
In this section, unless otherwise mentioned, (A, G, α) is a C∗-dynamical system, where G is
a finite group that acts by ∗-automorphisms of a C∗-algebra A by (g, x) 7→ αg(x). We inves-
tigate here how the covariant representations of these data are related to the representations
of the fixed-point subalgebra
AG := {x ∈ A | (∀g ∈ G) αg(x) = x},
which by [Ro79] is ∗-isomorphic to a hereditary subalgebra of the crossed product A⋊α G.
These results will be later used for maximal C∗-tensor powers A⊗m acted on by the permu-
tation group G = Sm, with the aim of describing irreducible or factor representations of the
symmetric C∗-tensor powers (A⊗m)G = Sm(A), for any C∗-algebra A.
The crossed product corresponding to the above C∗-dynamical system is the C∗-algebra
A⋊α G := ℓ
1(G,A;α) := {f | f : G→ A} with the multiplication
(f1f2)(g) :=
1
|G|
∑
h∈G
f1(h)αh(f2(h
−1g))
and the involution f∗(g) := αg(f(g
−1))∗ for all f, f1, f2 ∈ ℓ
1(G,A;α) and g ∈ G. A covariant
representation is a pair (π, U), where π : A → B(H) is a ∗-representation and U : G→ B(H)
is a unitary representation satisfying π(αg(x)) = Ugπ(x)U
∗
g for all x ∈ A and g ∈ G. We also
define the ∗-representation
π⋊U : A⋊α G→ B(H), (π⋊U)(f) =
∑
g∈G
π(f(g))Ug.
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We say that the covariant representation (π, U) is a factor representation if the von Neumann
algebra generated by (π⋊U)(A ⋊α G), that is (π(A) ∪ π(G))
′′, is a factor etc.
The following definition is a specialization of [Tak67, Def. 3.2] to finite groups, except
that we use here the left regular representation of groups.
Definition 4.1. (induced representations) Let (A, G, α) be as above. Assume that G0 is
a subgroup of the finite group G, denote by (A, G0, α0) the corresponding C
∗-dynamical
system with α0 := α|G0 .
Then for any covariant representation (π0, V ) of (A, G0, α0) on some Hilbert space H0,
its corresponding induced representation is the covariant representation (π, U) of (A, G, α)
on the Hilbert space H defined as follows:
• H := {f : G→ H0 | f(gh) = V
∗
h f(g) if g ∈ G, h ∈ G0};
• U : G→ B(H), (Ugf)(g˜) := f(g
−1g˜);
• π : A → B(H), (π(x)f)(g) := π0(α
−1
g (x))f(g) (multiplication operators).
It is useful to reformulate the above definition as follows, in the spirit of [Se77, Sect. 3.3].
Remark 4.2. Let U : G→ B(H) be a unitary representation of a finite group. Assume that
a subgroup G0 ⊆ G and a closed linear subspace H0 ⊆ H satisfy UG0H0 ⊆ H0, and define
V : G0 → B(H0), Vh := Uh|H0 .
The group representation U is unitarily equivalent to the representation induced from
V if for some (and hence for every) system 1 = g0, g1, . . . , gr of representatives of the left
G0-cosets in G we have an orthogonal direct sum decomposition
H =
r⊕
j=0
UgjH0. (4)
If, moreover, (A, G, α) is a C∗-dynamical system and one has a covariant representation
(π0, V ) of (A, G0, α0) on H0, where α0 := α|G0 and V : G0 → B(H0) is as above, then
the corresponding induced covariant representation is unitarily equivalent to the induced
covariant representation (π, U) of (A, G, α) on H with π : A → B(H) given by
π(a)|UgjH0 := Ugjπ0(a)U
−1
gj |UgjH0 for j = 0, 1, . . . , r, x ∈ A.
Remark 4.3. For later use, we note that in Definition 4.1 there exists a natural unitary
operator between the spaces of fixed points
HG00 → H
G, v 7→ fv
where fv : G→ H0, fv(g) := |G/G0|
−1/2v for all g ∈ G and v ∈ HG00 .
Remark 4.4. In the setting of Remark 4.2, let p0 : H → H denote the orthogonal projection
onto H0. Then
G0 = {g ∈ G | Ugp0U
−1
g = p0} ⊆ {g ∈ G | π0 ◦ αg ≃ π0} ⊆ {g ∈ G | π0 ◦ αg ≈ π0}
recalling that ≈ stands for quasi-equivalence of ∗-representations.
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4.1 Commutants of induced representations
The situation when both inclusions in Remark 4.4 are equalities should be thought of as a
maximality property of the subgroup G0 in the same way as the polarizations at points of
duals of finite dimensional Lie algebras are maximal isotropic subalgebras, which leads to
irreducibility of the corresponding induced representations. That idea will be made precise
in Corollary 4.6 below. To that end we need the following variant of [Tak67, Th. 4.3] for
finite groups acting on C∗-algebras that need not be separable.
Proposition 4.5. Let (π, U) be the covariant representation of (A, G, α) on H induced by
the covariant representation (π0, V ) of (A, G0, α|G0) on H0. Pick any complete system 1 =
g0, g1, . . . , gr of representatives of the left cosets of G0 in G and for j = 0, . . . , r let pj ∈ B(H)
be the orthogonal projection on Hj := UgjH0 and Gj := gjG0g
−1
j .
Then Gj = {g ∈ G | UgpjU
−1
g = pj}, and if we define (πj , Vj) as the covariant represen-
tation of (A, Gj , α|Gj ) on Hj, given by πj(·) := π(·)|Hj and Vj(·) := U(·)|Hj , then (π, U) is
induced by (πj , Vj) and the map
Φj : (π⋊U)(A⋊G)
′ ∩ {p0, p1, . . . , pr}
′ → (πj⋊Vj)(A⋊Gj)
′, T 7→ T |Hj
is well defined and is a ∗-isomorphism of von Neumann algebras.
Proof. The action of G permutes the subspaces H0, . . . ,Hr, and this implies that (π, U) is
induced by (πj , Vj) for j = 0, . . . , r.
For every T ∈ (π⋊U)(A ⋊ G)′ ∩ {p0, p1, . . . , pr}
′ we have Tpj = pjT . In particular,
such an operator T is given by a block diagonal matrix with respect to the decomposition
p0 + · · · + pr = 1, and this also shows that for any j ∈ {0, . . . , r} the map Φj is a ∗-
homomorphism.
To check that Φj is injective, recall that the group G acts transitively on {H0, . . . ,Hr}.
Therefore the subspace Hj of H is G-cyclic, hence separates the commutant U
′
G which con-
tains (π ⋊ U)(A⋊G)′.
To check that the image of Φj is (πj⋊Vj)(A ⋊Gj)
′, let Tj ∈ (πj⋊Vj)(A ⋊Gj)
′. For any
g ∈ G with UgHj = Hk, we then obtain an operator
Tk := UgTjU
∗
g : Hk → Hk
which does not depend on the choice of g in the Gj-coset {x ∈ G : UxHj = Hk}. We thus
obtain a block-diagonal operator T ∈ B(H) with T |Hk := Tk for k = 0, . . . , r. It is straight-
forward to verify that T commutes with (π ⋊ U)(A ⋊G). Clearly also T ∈ {p0, p1, . . . , pr}
′
and Φj(T ) = Tj .
Corollary 4.6. Suppose that, in the setting of Proposition 4.5, the following additional
conditions are satisfied:
• G0 = {g ∈ G | π0 ◦ αg ≈ π0};
• π0 : A → B(H0) is a factor representation.
Then the map
Φj : (π ⋊ U)(A⋊G)
′ → (πj ⋊ U
′
j)(A⋊Gj)
′, T 7→ pjT |Hj
is a well-defined ∗-isomorphism of von Neumann algebras for j = 0, . . . , r.
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Proof. Using Proposition 4.5, it suffices to show that (π⋊U)(A⋊G)′ ⊆ {p0, p1, . . . , pr}
′. One
has (π⋊U)(A ⋊ G)′ = (π(A) ∪ π(G))′ = π(A)′ ∩ π(G)′ ⊆ π(A)′ and we will check that for
arbitrary T ∈ π(A)′ one has Tpj = pjT for j = 0, . . . , r.
In fact, writing the operators on H as block matrices with respect to the decomposition
p0 + · · · + pr = 1, one has T = (Tjk)0≤j,k≤r and π(x) = diag(π0(x), π1(x), . . . , πr(x)) is a
block diagonal matrix for all x ∈ A. Hence the condition T ∈ π(A)′ is equivalent to the fact
that for all j, k = 0, . . . , r one has
(∀x ∈ A) πj(x)Tjk = Tjkπk(x).
On the other hand the hypotheses imply that if j 6= k then πj |A and πk|A are factor repre-
sentations that are not quasi-equivalent, hence it follows by [Dix64, Cor. 5.3.6] that there
exists no non-zero intertwiner between them, and then Tjk = 0. Therefore T is given by a
block-diagonal matrix, that is, Tpj = pjT for j = 0, . . . , r, and this completes the proof.
Remark 4.7. In the setting of Corollary 4.6, it follows that the induced covariant represen-
tation (π, U) is irreducible or is a factor representation of some type I, II, or III, if and only
if so is the input representation (π0, V ).
Remark 4.8. In the proof of Proposition 4.5, the idea that T = Φ0(T ) + · · · + Φr(T ) is a
sum of mutually unitarily equivalent operators is related to [Co75, Lemma 3].
On the other hand, since the action of the groupG on the set {p0, . . . , pr} is transitive, and
the isotropy groups G0, . . . , Gr are mapped to each other by suitable inner automorphisms
of G, this agrees with the uniqueness assertion on G0 in [Tak67, Th. 5.2].
4.2 Covariant factor representations as induced representations
We now turn to a question that is somehow converse to what we did so far, namely the
question of when a given covariant representation is an induced representation (cf. Propo-
sition 4.12.) We will need the following observation which is essentially a byproduct of the
proof of [AL10, Th. 3.1]. We recall that the action of G on A is called ergodic if AG = C1.
Lemma 4.9. If the action of the finite group G on A is ergodic, then dimA ≤ |G| <∞.
Proof. Define
α : ℓ1(G)→ B(A), α(ϕ) =
1
|G|
∑
g∈G
ϕ(g)αg .
Let π1, . . . , πn be a system of representatives of all equivalence classes of irreducible represen-
tations of G. For j = 1, . . . , n denote by dj the dimension of πj , by χj : G→ C the character
of πj , and define Aj := α(χj)A ⊆ A, so that A = A1⊕ · · ·⊕An. On the other hand, since G
is in particular a compact group and its action on A is ergodic by hypothesis, it follows by
[HLS81, Prop. 2.1] that dimAj ≤ d
2
j for j = 1, . . . , n. Therefore dimA ≤
n∑
j=1
d2j = |G|, by
Burnside’s Theorem, and this concludes the proof.
Lemma 4.10. Let (π, U) be a covariant representation of (A, G, α) on H and consider the
action of G on B(H) by (g, T ) 7→ UgTU
−1
g .
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(i) If (π, U) is a factor representation, then G acts ergodically on the abelian von Neumann
algebra Z := π(A)′′ ∩ π(A)′ and dimZ ≤ |G| <∞.
(ii) If (π, U) is irreducible, then G acts ergodically on π(A)′ and dimπ(A)′ ≤ |G| <∞.
Proof. If (π, U) is a factor representation, then one has
ZG = π(A)′′ ∩ π(A)′ ∩ U ′G = π(A)
′′ ∩ (π(A) ∪ UG)
′
⊆ (π(A) ∪ UG)
′′ ∩ (π(A) ∪ UG)
′ = C1
where the latter equality follows by the hypothesis that (π, U) is a factor representation.
Thus ZG = C1, and then dimZ ≤ |G| by Lemma 4.9.
If the representation π is irreducible, then π(A)′ ∩ U ′G = C1, hence the action of G on
π(A)′ is ergodic, and then dim π(A)′ ≤ |G| by Lemma 4.9 again.
We now give a basic result on ∗-representations with finite dimensional commutant, for
later use along with Lemma 4.10.
Lemma 4.11. Let S be any ∗-semigroup with a ∗-representation π : S → B(H). If the center
of π(S)′ is finite dimensional, then there exist a finite orthogonal direct sum decomposition
H =
n⊕
j=1
Hj with the following properties:
(i) The orthogonal projections of H onto H1, . . . ,Hn, respectively, are the minimal central
projections in π(S)′.
(ii) The representations πj := π(·)|Hj : S → B(Hj) for j = 1, . . . , n, are pairwise non-quasi-
equivalent factor representations.
(iii) If π(S)′ is also finite dimensional, then, for j = 1, . . . , n, there exist mutually inequiv-
alent irreducible ∗-representations (ρj , Vj) of S and kj ∈ N0 such that πj ∼= ρ
⊕kj
j .
Proof. Let M := π(S)′ and p1, . . . , pn ∈ M be the minimal central projections. We show
that the assertions hold with Hj := pj(H) for j = 1, . . . , n.
For Assertion (ii), let i, j ∈ {1, 2, . . . , n} with i 6= j. Since πi and πj are factor represen-
tations, it follows just as in [Dix64, Prop. 5.2.9] that it suffices to prove that πi and πj re
disjoint ∗-representations, that is, their only intertwiner is zero. Since the set of intertwiners
corresponds to piMpj , this follows from pipj = 0.
For Assertion (iii), ifM is finite dimensional von Neumann algebra, then the ideals pjM
are isomorphic to matrix algebrasMkj (C). Accordingly, the factor representation πj is type I
and a kj -fold multiple of an irreducible representation (ρj , Vj).
The following result is essentially a special case of [Tak67, Th. 5.1–5.2]. We note that
the finite dimensionality of Z follows from Lemma 4.10(i).
Lemma 4.12. Let (π, U) be a covariant factor representation of (A, G, α) on H and Z :=
π(A)′′ ∩ π(A)′. Then the following assertions hold:
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(i) Let p ∈ Z be a minimal projection and K := pH, H := {g ∈ G | UgpU
−1
g = p}, and let
(ρ, V ) be the covariant representation of (A, H, α|H) on K given by ρ(a) := π(a)|K and
Vh := Uh|K. Then H = {g ∈ G | ρ ◦ αg ≈ ρ}, ρ is a factor ∗-representation and (π, U)
is unitarily equivalent to the covariant representation induced by (ρ, V ).
(ii) The map Φ: (π⋊U)(A ⋊ G)′ → (ρ⋊V )(A ⋊ H)′, T 7→ pT |K, is well defined and is a
∗-isomorphism of von Neumann algebras.
Proof. For (i), we note that Lemma 4.11(ii) implies that ρ is a factor representation since Z
is the center of π(A)′. Moreover, for every g ∈ G, one has
(π ◦ αg)(·) = Ugπ(·)U
−1
g ,
so the operators Ug act by conjugation on the von Neumann algebra π(A)
′′, hence also on
its center Z. The action of G on Z is ergodic by Lemma 4.10(i), and this implies that the
action of G on the set {p1, . . . , pn} of minimal idempotents in Z is transitive (cf. [Ka13b,
Lemma 3.4]).
Accordingly, G permutes the subspaces Hj := pjH transitively, and this implies by Re-
mark 4.2 that (π, U) is unitarily equivalent to the covariant representation induced by (ρ, V ).
Since the representations of A on the subspaces Hj are pairwise non-quasi-equivalent by
Lemma 4.11(ii) and the group G acts transitively on {H1, . . . ,Hn}, we obtain
H = {g ∈ G | ρ ◦ αg ≈ ρ}.
For (ii), note that (π⋊U)(A⋊G)′′ ⊇ π(A)′′ ⊇ Z, hence using the von Neumann Bicommutant
Theorem, (π⋊U)(A ⋊G)′ = (π⋊U)(A ⋊G)′′′ ⊆ Z ′ = {p1, . . . , pn}
′, and now the conclusion
follows by Corollary 4.6.
Definition 4.13. For any C∗-algebra Y , we denote by Fact(Y ) the class of all unitary
equivalence classes [π] of its factor representations π.
For the C∗-dynamical system (A, G, α), one has a natural action
G× Fact(A)→ Fact(A), (g, [π]) 7→ [π ◦ αg−1 ].
We define the class C(A, G, α) of unitary equivalence classes [(π0, V )] of covariant represen-
tations (π0, V ) of C
∗-dynamical systems of the form (A, G0, α|G0), where [π0] ∈ Fact(A),
[π0 ⋊ V ] ∈ Fact(A ⋊ G0) and G0 is the isotropy group in G of the quasi-equivalence class
of π0. There is a natural action
G× C(A, G, α)→ C(A, G, α), (g, [(π0, V )]) 7→ [(π0 ◦ αg−1 , V ◦ c
−1
g |gG0g−1)] (5)
where cg : G → G, h 7→ ghg
−1. This makes sense since gG0g
−1 is the isotropy group of
the quasi-equivalence class of the factor representation π0 ◦ αg−1 of A, and the covariant
representation (π0 ◦ αg−1 , V ◦ c
−1
g |gG0g−1) is a factor representation.
It is easily checked that two unitarily equivalent covariant representations give rise by
induction to unitarily equivalent representations, and it then follows by Corollary 4.6 and
Remark 4.7 that the induction of covariant representations defines a map
Θ: C(A, G, α)→ Fact(A⋊α G). (6)
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Theorem 4.14. For any C∗-dynamical system (A, G, α) for which the group G is finite,
the map Θ of (6) is constant on the orbits of the group action (5) and defines a bijective
correspondence
Θ: C(A, G, α)/G→ Fact(A⋊α G)
which preserves ∗-isomorphism classes of commutants, irreducibility, and the types I,II,III of
factor representations.
Proof. It follows by Lemma 4.12 that Θ is surjective.
Injectivity of Θ follows by Lemma 4.5, where the subgroup G0 is determined as the
centralizer of a minimal central idempotent in π(A)′, and this determines the corresponding
factor representation π0 of A. By Remark 4.7 the map Θ preserves ∗-isomorphism classes of
commutants, and we are done.
Remark 4.15. Resume the setting of Definition 4.13 and denote by G(A, G, α) the set of
all subgroups G0 ⊆ G for which there exists [π0] ∈ Fact(A) such that G0 is the isotropy
group of the equivalence class of π0. If we consider the natural action of G on G(A, G, α) by
conjugation, then one obtains a G-equivariant correspondence C(A, G, α)→ G(A, G, α) that
associates to every [(π0, V )] in C(A, G, α) the domain of definition of V . Using Theorem 4.14,
this leads to a surjective correspondence
Fact(A⋊α G) ≃ C(A, G, α)/G→ G(A, G, α)/G
which in particular defines an equivalence relation on Fact(A⋊αG) with finitely many equiv-
alence classes.
This remark provides the following necessary criterion for unitary equivalence of two
covariant factor representations (π1, U1) and (π2, U2) of (A, G, α): For j = 1, 2, assume that
πj is induced from some factor covariant representation (πj0, Vj) of (A, Gj , α|Gj ) with [πj0] ∈
Fact(A) and Gj the isotropy group of the quasi-equivalence class of πj0. If the subgroups G1
and G2 fail to be conjugated to each other in G, then the covariant factor representations
(π1, U1) and (π2, U2) are not unitarily equivalent, and equivalently, [π1 ⋊ U1] 6= [π2 ⋊ U2] in
Fact(A⋊G).
Example 4.16. In the setting of Definition 4.13, consider the subclass C0(A, G, α) that
corresponds to G0 = {1}. Hence the elements of C0(A, G, α) can be identified with the
unitary equivalence classes of factor ∗-representations π0 : A → B(H0) with the property
that for every 1 6= g ∈ G the factor representation π0 ◦ αg is not quasi-equivalent to π0.
Then the corresponding induced representation (π, U) of (A, G, α) acts on the Hilbert space
H = ℓ2(G,H0) consisting of all functions f : G → H0 and is given by the formulas from
Definition 4.1. The image of the equivalence class [π0] in C(A, G, α)/G is {π0 ◦ αg | g ∈ G},
and all the representations from this set induce the same element of Fact(A⋊α G) by Theo-
rem 4.14.
In particular, this shows that there is no analogue of Theorem 4.14 with unitary equiva-
lence classes of factor representations replaced by quasi-equivalence classes.
Example 4.17. To illustrate Definition 4.13 by a case which is opposite to Example 4.16,
consider the subclass C1(A, G, α) that corresponds to G0 = G. Hence the elements of
C1(A, G, α) are the unitary equivalence classes of covariant factor representations (π0, V ),
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where π0 : A → B(H0) is also factor ∗-representation. As (π0, V ) is a covariant represen-
tation of (A, G, α), it follows that, for every g ∈ G, the factor representation π0 ◦ αg is
quasi-equivalent (actually unitarily equivalent) to π0. Then the corresponding induced rep-
resentation (π, U) of (A, G, α) is given by the formulas from Definition 4.1 and is easily
seen to be unitarily equivalent to (π0, V ). The image of the equivalence class [(π0, V )] in
C(A, G, α)/G is the singleton {[(π0, V )]}, and this corresponds to [π0 ⋊ V ] ∈ Fact(A ⋊α G)
via Theorem 4.14.
For later use we also note a simple necessary criterion for unitary equivalence of factor
representations [π0j ⋊Vj], j=1,2, that belong to the image of C1(A, G, α) in Fact(A⋊αG): if
[π01 ⋊ V1] = [π02 ⋊ V2], then [π01] = [π02] ∈ Fact(A) and the unitary representations V1 and
V2 of G are unitarily equivalent.
4.3 Classification of irreducible covariant representations
In the setting of Theorem 4.14, the definition of the class C(A, G, α) is somewhat involved, in
the sense that for a covariant representation (π0, V ) of a C
∗-dynamical system (A, G0, α|G0),
the unitary representation V of G0 is rather implicitly described by the set of conditions
π0 ∈ Fact(A), π0⋊V ∈ Fact(A⋊G0), G0 is the isotropy group of the quasi-equivalence class
of π0. We will now discuss this issue for the subclass of irreducible covariant representation
(π0, V ), thus recovering the precise description of the dual space of A ⋊ G as in [Tak67],
[AL10], and [Ka13a].
We will basically classify the factor representation ρ from Lemma 4.12 in the case when
the covariant representation (π, U) is irreducible. See also [AL10, Th. 3.1] and the comments
after [Ka13b, Th. 4.2]. If S is any group, H is any Hilbert space, and V : S → B(H) and
σ : S × S → T are maps satisfying the Vts = σ(t, s)VtVs for all s, t ∈ S, then we say that V
is a σ-projective representation.
For the following proposition, we recall the existence of the minimal central projections
from Lemmas 4.10 and 4.11.
Proposition 4.18. Let (π, U) be an irreducible covariant representation of (A, G, α) on H.
Let p1, . . . , pn be the minimal central projections in π(A)
′. Then the following assertions
hold:
(i) For j ∈ {1, . . . , n} let d2j := dim(π(A)
′pj) and Gj := {g ∈ G | UgpjU
−1
g = pj}. Then
πj ∼= ρ
⊕dj
j for an irreducible representation (ρj ,Kj) of A and the covariant representa-
tion (πj , Vj) of (A, Gj , α|Gj ) on Hj is irreducible.
(ii) Gj = {g ∈ G | ρj ◦ αg ≃ ρj} and dj = d1 for j = 1, . . . , n.
(iii) The covariant representation (π1, V1) is unitarily equivalent to a covariant representa-
tion (ρ1 ⊗ 1, V
(1)
1 ⊗ V
(2)
1 ), where V
(1)
1 : G1 → U(K1) is a unitary σ-projective represen-
tation for a 2-cocycle σ : G1 ×G1 → T whose cohomology class is uniquely determined,
and V
(2)
1 : G1 → Ud1(C) is a unitary irreducible σ-projective representation.
(iv) The map Θ of (6) defines by restriction a bijection onto (A⋊G)̂ from the G-orbits of
equivalence classes [(ρ1 ⊗ 1, V
(1)
1 ⊗ V
(2)
1 )] as above, where V
(2)
1 can be any irreducible
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σ-projective unitary representation of the isotropy group G1 of [ρ1] ∈ Â, and unitary
inequivalent choices of V
(2)
1 lead to distinct equivalence classes [(ρ1 ⊗ 1, V
(1)
1 ⊗ V
(2)
1 )].
Proof. (i) The covariant representation (πj , Vj) of (A, Gj , α|Gj ) onHj is irreducible by Propo-
sition 4.12(ii).
(ii) follows by Lemma 4.11(iii).
(iii) follows by [Tak67, Lemmas 5.1-5.2], where the C∗-algebra needs not be separable if
the group is finite. In fact, in this case, [Tak67, Th. 2.6] (needed in the proof of [Tak67,
Lemma 5.1]) is actually the trivial observation that, because
G1 = {g ∈ G | ρ1 ◦ αg ≃ ρ1},
there exist a 2-cocycle σ : G1 × G1 → T, and a unitary σ-projective representation
V
(1)
1 : G1 → U(K1), with
(ρ1 ◦ αg)(x) = V
(1)
1 (g)ρ1(x)V
(1)
1 (g)
∗ for g ∈ G1, x ∈ A.
The cohomology class [σ] is uniquely determined because the corresponding central T-extension
of G1 is isomorphic to the pullback of the T-extension of PU(K1) := U(K1)/T1 under the
corresponding projective representation. Then one has
(V
(1)
1 (g)⊗ 1)π1(x)(V
(1)
1 (g)⊗ 1)
∗ = (π1 ◦ αg)(x) = Vgπ1(x)Vg ,
hence (V
(1)
1 (g)⊗ 1)
∗Vg belongs to the commutant of π1 ∼= ρ
⊕d1
1 , hence there exists a V
(2)
1 ∈
Ud1(C) with (V
(1)
1 (g) ⊗ 1)
∗Vg = 1 ⊗ (V
(2)
1 (g). Since V is a unitary representation, V ≃
V
(1)
1 ⊗ V
(2)
1 , and V
(1)
1 is a σ-projective representation, it follows that V
(2)
1 is a σ-projective
unitary representation of G1, which is also irreducible, exactly as in the proof of [Tak67,
Lemma 5.2].
Conversely, given [ρ1] ∈ Â, one determines its isotropy groupG1 with respect to the action
ofG on Â, then a cocycle σ ∈ Z2(G1,T) and a σ-projective representation V
(1)
1 : G1 → B(K1),
and then every irreducible σ-projective unitary representation V
(2)
1 gives rise to a covariant
representation (ρ1 ⊗ 1, V
(1)
1 ⊗ V
(2)
1 ) of (A, G1, α|G1) which is an irreducible representation
and induces an irreducible covariant representation of (A, G, α). Thus (iv) follows by Theo-
rem 4.14, and we are done.
4.4 Representations of fixed-point subalgebras
We will need the following slight generalization of the well-known fact that factor ∗-repre-
sentations are nondegenerate.
Lemma 4.19. Let B0 be a ∗-subalgebra of some ∗-algebra B. Then, for any factor represen-
tation π : B → B(H), one has B0 6⊂ kerπ if and only if the subspace spanπ(BB0)H is dense
in H.
Proof. The hypothesis that π is a factor representation is equivalent to the fact that there
exists no nontrivial closed linear subspace of H that it is invariant both under π(B) and its
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commutant π(B)′, since the orthogonal projection on such a subspace would belong to the
center π(B)′ ∩ π(B)′′ of π(B)′′.
We may assume H 6= {0} and the assertion will follow by the above observation as soon
as we will have proved that if B0 6⊂ kerπ then π(BB0)H 6= {0}, since this subset of H is
invariant under π(B) and π(B)′. In fact, since B0 6⊂ kerπ, there exists b0 ∈ B0 with π(b0) 6= 0
and then π(b∗0)π(b0)H ⊆ π(B)π(B0)H is non-zero.
Proposition 4.20. Let B0 ⊆ B be a ∗-subalgebra of some Banach ∗-algebra with approximate
unit, with B0BB0 ⊆ B0. Denote by FactB0(B) the class of all [π] ∈ Fact(B) with B0 6⊂ kerπ
and denote by Ψ([π]) the unitary equivalence class of the B0-nondegenerate part of π|B for
[π] ∈ FactB0(B). Then the correspondence
Ψ: FactB0(B)→ Fact(B0)
is a bijection and a homeomorphism with respect to the regional topologies, which preserves
∗-isomorphism classes of commutants, irreducibility, and the types I,II,III of factor represen-
tations.
Proof. This follows by [FeDo88, vol. II, XI.7.6, Prop. and Rem. 1], using the above Lemma 4.19.
For the following statement we recall that for any C∗-algebra B we denote by M(B) its
multiplier algebra, which is a unital C∗-algebra with a canonical embedding B →֒M(B), and
one has B =M(B) if and only if B is unital.
Proposition 4.21. Denote AG := {x ∈ A | (∀g ∈ G) αg(x) = x} and define A˜ := A+C1 ⊆
M(A). Let p ∈ ℓ1(G, A˜;α) ⊆ M(A⋊α G) be the constant function that is equal to 1 ∈ A˜ at
every point of G. Then the following assertions hold:
(i) One has p = p∗ = p2, and by restriction and co-restriction the injective linear map
A → A⋊α G, x 7→ α(·, x), yields a ∗-isomorphism ι : A
G → p(A⋊α G)p.
(ii) For every factor covariant representation (π, U) of (A, G, α), we will write (π⋊U )˜ for
the canonical extension of π⋊U from A ⋊α G to M(A ⋊α G), and by (π ⋊ U)
G the
representation of AG obtained as the nondegenerate part of (π⋊U )˜ ◦ ι. We also define
the following open subset of Fact(A⋊G),
Factp(A⋊α G) := {[π ⋊ U ] ∈ Fact(A⋊α G) | (π ⋊ U )˜ (p) 6= 0}.
Then the map
Factp(A⋊α G)→ Fact(A
G), [π⋊U ] 7→ [(π⋊U)G]
is a well-defined homeomorphism which preserves ∗-isomorphism classes of commutants.
(iii) One has [π⋊U ] ∈ Factp(A⋊α G) if and only if
[π⋊U ] ∈ Fact(A⋊α G) and
∑
s∈G
Us 6= 0,
and in this case PU :=
1
|G|
∑
s∈G
Us is the orthogonal projection onto the essential space
of the ∗-representation (π⋊U) ◦ ι of AG.
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(iv) Let G0 ⊆ G be any subgroup and (π0, V ) be any covariant representation of the C
∗-
dynamical system (A, G0, α|G0) for which the corresponding induced covariant repre-
sentation (π, U) of (G,A, α) is irreducible. Then [π⋊U ] ∈ Factp(A ⋊α G) if and only
if
∑
s∈G0
Vs 6= 0. In particular, this is always the case if G0 = {1}.
(v) The C∗-algebra A is of type I if and only if AG is, and if and only if A⋊α G is.
Proof. Since G is in particular a compact group, Assertion (i) follows by [Ro79] (see also
[Bl06, II.10.4.18]).
For Assertion (ii), denote B := A ⋊α G = ℓ
1(G,A;α), B0 := pBp, and note that, since
p = p∗ = p2 ∈ M(B), pBp is a hereditary subalgebra of B, that is, B0BB0 ⊆ B0. Then the
assertion follows by Proposition 4.20 along with Assertion (i).
For Assertion (iii), recall that if (π, U) is a covariant representation of (A, G, α), then the
corresponding representation of B = ℓ1(G,A;α) is
π ⋊ U : B → B(H), (π ⋊ U)(f) =
1
|G|
∑
s∈G
π(f(s))Us.
If (π, U) is a factor representation, then also π ⋊ U : B → B(H) is a factor representation
hence it is nondegenerate, and then it extends to M(B) ⊇ ℓ1(G, A˜;α). By the above formula
one then obtains for the constant function p : G→ A˜,
(π ⋊ U)(p) =
1
|G|
∑
s∈G
Us.
Therefore the condition (π ⋊ U)(p) 6= 0 is equivalent to
∑
s∈G
Us 6= 0.
For Assertion (iv), let {1 = g0, g1, . . . , gn} be a complete system of representatives of the
G0-left cosets sets in G. Note that(∑
g∈G
Ug
)
H = {v ∈ H | (∀g ∈ G) Ugv = v} =: H
G
and similarly (∑
s∈G0
Vg
)
H0 = {v0 ∈ H0 | (∀s ∈ G0) Vsv0 = v0} =: H
G0
0 ,
hence we must show that HG 6= {0} if and only if HG00 6= {0}, which follows by Remark 4.3.
Finally, Assertion (iv) follows by [Ri80, Th. 4.1], and we are done.
Our next aim is to describe the dual space ÂG using Proposition 4.21. In order to simplify
the corresponding statement (Theorem 4.23) we make the following definition.
Definition 4.22. For the C∗-dynamical system (A, G, α), let π0 : A → B(Hπ0) be an arbi-
trary irreducible ∗-representation and
Gπ0 := {g ∈ G | π0 ◦ αg ≃ π0}.
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Let ω0 : Gπ0 ×Gπ0 → T be a 2-cocycle and V0 : Gπ0 → U(Hπ0) be any ω0-projective unitary
representation satisfying
(∀g ∈ Gπ0)(∀a ∈ A) V0(g)π0(a)V0(g)
∗ = π0(αg(a)).
Let Γ(A, G, α) be the class of all covariant representations (π, V ) of (A, Gπ0 , α|Gpi0 ) obtained
as
π := π0 ⊗ idH
U0
and V := V0 ⊗ U0
where U0 : Gπ0 → B(HU0) is an arbitrary irreducible ω0-projective unitary representation,
and let Γ0(A, G, α) ⊆ Γ(A, G, α) be the subclass defined by imposing the additional condition∑
g∈Gpi0
V0(g)⊗ U0(g) 6= 0. (7)
Then the set Γ˜0(A, G, α) of all unitary equivalence classes in Γ0(A, G, α), is naturally acted
on by G via α and via the conjugation action of G on itself as in (5) (see also [Tak67, Th. 7.2],
[Ka13a, Sect. 2]), and we denote by Γ˜0/G the corresponding quotient set.
Finally, we define
I : Γ˜0(A, G, α)/G→ ÂG (8)
to be the correspondence that takes the unitary equivalence class [(π, V )] of a covariant repre-
sentation of (A, Gπ0 , α|Gpi0 ) to the unitary equivalence class of Ind
G
Gpi0
V and then composing
that correspondence with the map [Π] 7→ [ΠG] given by Proposition 4.21(ii).
The following result should be compared with [Ka13a, Th. 3.3] (or [Tak67, Th. 7.2] if
the C∗-algebra A is of type I).
Theorem 4.23. For every C∗-dynamical system (A, G, α), whose group G is finite, the map
I : Γ˜0(A, G, α)/G→ ÂG is a bijection.
Proof. Using the notation of Definition 4.22, one can see that Proposition 4.18 establishes
the bijection (8) from the set of G-orbits in Γ˜(A, G, α) onto (A⋊G)̂ .
In some more detail, to check surjectivity of I, we use our Lemma 4.12 to show that every
irreducible covariant representation of (A, G, α) is induced from a factor representation of
type I. Now the conclusion follows by Proposition 4.21(ii) and (iv).
5 Representations of symmetric tensor powers
It follows by [BN15] that the representations of exponential C∗-algebras eA = ⊕c0n∈N0S
n(A)
play an important role in the representation theory of ball semigroups. Since any exponential
C∗-algebra is the c0-direct sum of the symmetric tensor powers Sn(A) = (A⊗n)Sn of a C∗-
algebra, one needs to understand the representations of the algebras Sn(A) in terms of the
representations of A.
Definition 5.1. If A is a C∗-algebra, then for every permutation σ ∈ Sn we denote by
ασ : A
⊗n → A⊗n its corresponding permutation action, and we denote by (A⊗n, Sn, α) the
C∗-dynamical system obtained in this way.
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We record the following fact for later use.
Lemma 5.2. If n ≥ 2, A1, . . . ,An are C
∗-algebras and A := A1 ⊗ · · · ⊗ An, then the map
Â1 × · · · × Ân → Â, ([π1], . . . , [πn]) 7→ [π1 ⊗ · · · ⊗ πn] (9)
is injective, and it is also surjective if at least n − 1 of the C∗-algebras A1, . . . ,An are of
type I.
Proof. If n = 2, the assertion follows by [OT66, p. 333], or [Bl06, IV.3.4.22/26], then use
induction.
5.1 The case of C∗-algebras of type I
We are now in a position to describe the representations of the algebras Sn(A) in terms of the
representations of A for any C∗-algebra A of type I, by basically specializing Theorem 4.23
to the C∗-dynamical system (A⊗n, Sn, α). For the following statement we recall that a full
corner of a C∗-algebra A is any subalgebra of the form pAp, where p = p2 = p∗ ∈ M(A),
that is not contained in any closed two-sided ideal of A, (see [Br77]).
Theorem 5.3. Let A be a C∗-algebra of type I and n ≥ 1. For the C∗-dynamical system
(A⊗n, Sn, α), define the projection p ∈M(A
⊗n
⋊α Sn) and the ∗-isomorphism
ι : Sn(A)→ p(A⊗n ⋊α Sn)p
as in Proposition 4.21(i). Then the following assertions hold:
(i) The hereditary subalgebra p(A⊗n ⋊α Sn)p is a full corner of A
⊗n ⋊α Sn.
(ii) For every irreducible representation Π of A⊗n ⋊α Sn one has Π˜(p) 6= 0.
(iii) The map [Π] 7→ [ΠG] from Proposition 4.21(ii) is a homeomorphism from (A⊗n⋊α Sn)̂
onto Sn(A)̂ .
(iv) For a partition q1+ · · ·+ qm = n, let q := (q1, . . . , qm) and Sq := Sq1 × · · · ×Sqm ⊆ Sn.
Let Γ0 be the family of covariant representations (Π1,W1) of (A
⊗n, Sq, α|Sq) obtained
as
Π1 := π
⊗q1
1 ⊗ · · · ⊗ π
⊗qm
m ⊗ idHU01
⊗ · · · ⊗ idH
U0m
and W1 := V0 ⊗ U01 ⊗ · · · ⊗ U0m
where πk : A → B(Hπk) for k = 1, . . . ,m are mutually inequivalent irreducible ∗-
representations, V0 : Sq → U(H
⊗q1
π1 ⊗ · · · ⊗ H
⊗qm
πm ) is the (external) tensor product of
permutation representations, and U0k : Sqk → U(HU0k) is an arbitrary irreducible uni-
tary representation for k = 1, . . . ,m. Then the set Γ˜0 of all unitary equivalence classes
in Γ0, is naturally acted upon by Sn via α, and the bijection Γ˜0/Sn → (A
⊗n ⋊α Sn)̂
takes every covariant representation (Π1,W1) to its induced covariant representation of
(A⊗n, Sn, α).
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Proof. (i) By [Br77, Lemma 1] this is a consequence of (ii).
(ii) Since A is a C∗-algebra of type I, it follows by Lemma 5.2 that the map (9) with
A1 = · · · = An = A is bijective for every n ≥ 1. This implies that, for an irreducible repre-
sentation Π0 : A
⊗n → B(HΠ0), there exist uniquely determined irreducible representations
π1, . . . , πn of A with Π0 ∼= π1 ⊗ · · · ⊗ πn. After conjugating with a suitable permutation, we
may assume
Π0 ∼= ρ
⊗q1
1 ⊗ · · · ⊗ ρ
⊗qm
m ,
so that the isotropy group of [Π0] is conjugate to Sq.
Then, in the notation of Theorem 4.23, one has ω0 ≡ 1 and V0 : (Sn)Π0 → U(HΠ0)
is the (external) tensor product of the permutation representations V0k : Sqk → U(H
⊗qk
ρk
).
Since ω0 ≡ 1, it follows that U0 : (Sn)Π0 → U(HU0 ) is an arbitrary irreducible unitary
representation satisfying (7). By [OT66, Cor. to Th. 2], there exist uniquely determined
irreducible unitary representations U0k : Sqk → U(HU0k) for k = 1, . . . ,m whose (external)
tensor product is U0. Then, using the fact that, if Tk ∈ B(H0k) for k = 1, . . . ,m, then
T1 ⊗ · · · ⊗ Tm 6= 0 if and only if Tk 6= 0 for k = 1, . . . ,m, it is easily seen that condition (7)
is equivalent to
Tk :=
∑
σ∈Sqk
V0k(σ)⊗ U0k(σ) 6= 0 for k = 1, . . . ,m.
To see that the above condition is satisfied, note that the irreducibility of the representa-
tion U0k implies
1
qk!
∑
σ∈Sqk
U0k(σ) = 1 for k = 1, . . . ,m.
Hence for any nonzero vector v ∈ HU0k and for every nonzero symmetric tensor w ∈
Sqk(Hπ
j0
k
) ⊆ H⊗qkπ
j0
k
one has
0 6= w ⊗ (qk!v) = w ⊗
∑
σ∈Sqk
U0k(σ)v =
∑
σ∈Sqk
V0k(σ)w ⊗ U0k(σ)v
=
( ∑
σ∈Sqk
V0k(σ)⊗ U0k(σ)
)
(w ⊗ v).
This completes the proof of Assertion (ii).
(iii) follows by Theorem 4.23, and we are done.
Example 5.4. Consider the C∗-algebra A = S∞(H) of compact operators on some infinite
dimensional complex Hilbert space. Then it is known that Â = {[π]}, where π is the tautolog-
ical representation of A. Then, for any n ≥ 2, in Theorem 5.3 one has m = 1, and it follows
that Sn(A)̂ is parametrized by Ŝn, just as the holomorphic Schur–Weyl representations. See
Subsection 5.2 below for more details.
5.2 Links to Schur–Weyl theory for irreducible representations
Let A be any C∗-algebra and recall from the introduction that its unitary group is
U(A) := (1+A) ∩ U(M(A)),
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where M(A) is the multiplier C∗-algebra of A, and M(A) = A if A is unital. It follows
from [BN12] that to every irreducible ∗-representation π : A → B(ℓ2(J)) there corresponds
an infinite family of unitary irreducible representations πAλ of U(A) obtained by Schur–Weyl
theory (see [BN12, Def. 4.1]), where λ belongs to the additive group PJ ∼= Z
(J) of all finitely
supported Z-valued functions on J . Here a set J = J[π] is fixed for very equivalence class
[π] ∈ Â. We then define the Schur–Weyl map of A as
ΨA :
⊔
[π]∈Â
PJ[pi]/S(J[pi]) → U(A)̂ , [λ] 7→ [π
A
λ ] for [λ] ∈ PJ[pi]/S(J[pi]) and [π] ∈ Â, (10)
where the notation is as in [BN12, Th. 3.2]. In particular, for λ ∈ PJ , we denote by [λ]
its equivalence class modulo the natural action of the group S(J) of finitely supported per-
mutations of J . As an application of Theorem 4.14 (via Theorem 4.23) we will show in
Theorem 5.8 that the Schur–Weyl map ΨA is always injective but, if A is separable and
non-isomorphic to K(ℓ2(N)), then Â contains at least two elements and this implies that ΨA
is not surjective.
On the other hand, using [BN15, Th. 6.8], one easily sees that if λj ≥ 0 for every j and
n =
∑
j λj , then the representation π
A
λ uniquely extends to an irreducible ∗-representation
of Sn(A), denoted again by πAλ and termed a Schur–Weyl representation in the following,
where by extension we actually mean a factorization through the ∗-morphism
U(A) →֒ Sn(A), a 7→ a⊗n.
To begin with, we will show in Proposition 5.7 how the equivalence classes [πAλ ] ∈ S
n(A)̂
can be recovered in the setting of the above Theorem 4.14. To this end we need the following
general lemma.
Lemma 5.5. Let (π, U) be a covariant representation of a C∗-dynamical system (B, G, α),
with the finite group G, on a Hilbert space H for which π is irreducible. For any unitary
irreducible representation λ : G → B(V) define the Hilbert space HV := B2(V ,H) ≃ H ⊗ V
∗
and the ∗-representation πV : B → B(HV ), πV(x)T := π(x)T . Then the following assertions
hold:
(i) The pair (πV , U ⊗ λ) is an irreducible covariant representation of (B, G, α).
(ii) Let ι : BG → B ⊆ B ⋊ G be the canonical embedding as in Proposition 4.21(i). If
HomG(V ,H) 6= {0}, then this is the essential space of (π
V ⋊ (U ⊗λ)) ◦ ι : BG → B(HV)
and the corresponding nondegenerate representation of BG on HomG(V ,H) is irreducible
and a subrepresentation of πV |BG .
Proof. For every g ∈ G and x ∈ B one has
(U ⊗ λ)(g)πV (x)(U ⊗ λ)(g−1) = (Ugπ(x)Ug−1 )⊗ idV∗ = π(αg(x)) ⊗ idV∗ = π
V (αg(x)),
so that (πV , U ⊗ λ) is a covariant representation of (B, G, α).
To prove that (πV , U⊗λ) is irreducible, we must check that πV(B)′∩(U⊗λ)′G = C idH⊗V∗ .
One has πV(B)′ = (π(B)⊗C idV∗)
′ = π(B)′⊗B(V∗) = C idH⊗B(V
∗) because π is irreducible.
Hence we must prove that if T ∈ B(V∗) satisfies idH⊗T ∈ (U ⊗ λ)
′
G, then T ∈ C idV∗ . The
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condition on T is equivalent to T ∈ λ
′
G hence, using the hypothesis that λ is an irreducible
representation hence so is λ, one obtains T ∈ C idV∗ , and this completes the proof of the first
assertion.
For the second assertion, it follows by Proposition 4.21(ii) and (iii) that HomG(V ,H),
that is, (H ⊗ V∗)G, is the essential space of (πV ⋊ (U ⊗ λ)) ◦ ι, and the corresponding
nondegenerate representation of BG is irreducible because πV ⋊ (U ⊗λ) is irreducible. To see
that this irreducible representation of BG is a subrepresentation of πV |BG , that is, it is equal
to x 7→ πV(x)|HomG(V,H), note that, for x ∈ B
G, one has
((πV ⋊ (U ⊗ λ)) ◦ ι)(x) =
1
|G|
∑
g∈G
(πV
(
ι(x)(g)
)
(U ⊗ λ)g =
1
|G|
∑
g∈G
πV(x)(U ⊗ λ)g
= πV (x)P = PπV(x),
where P := 1|G|
∑
g∈G
(U ⊗ λ)g is the orthogonal projection of H ⊗ V
∗ onto (H ⊗ V∗)G. This
completes the proof.
Remark 5.6. In connection with Lemma 5.5, we note that the factor covariant represen-
tations (π, U) of (B, G, α) for which the irreducible decomposition of U contains a fixed
irreducible representation λ of G were classified in [La80, Th. 1] even for compact groups G.
Proposition 5.7. Let A be a unital C∗-algebra and fix some integer n ≥ 1 and a unitary
irreducible representation λ : Sn → B(V). For any irreducible ∗-representation π : A → B(H)
denote by W (π) : Sn → B(H
⊗n) the corresponding permutation representation and define
(π⊗n)V : A⊗n → B(H⊗n ⊗ V∗), (π⊗n)V(x) := π⊗n(x)⊗ idV∗ .
Then ((π⊗n)V ,W (π) ⊗ λ) is an irreducible covariant representation of (A⊗n, Sn, α) and the
image of its Sn-orbit through the map I of Theorem 4.23 is [π
A
λ ] ∈ S
n(A)̂ →֒ U(A)̂ .
Proof. The covariant representation ((π⊗n)V ,W (π)⊗λ) is irreducible by Lemma 5.5, because
π⊗n : A⊗n → B(H⊗n) is irreducible. Using the notation of Definition 4.22, one has π0 = π
⊗n
and G = Gπ0 = Sn, hence Ind
G
Gpi0
(π0) = π0. Moreover, ω0 ≡ 1, V0 = W (π), and U0 = λ.
Condition (7) is satisfied, since this can be proved just as the relation Tk 6= 0 in the last
part of the proof of Theorem 5.3(ii). The image of the Sn-orbit of the equivalence class of
(πV ,W (π)⊗λ) under I is the equivalence class of the nondegenerate part of the representation
(π0⋊ (V0⊗U0)) ◦ ι = (π
⊗n⋊ (W (π)⊗λ)) ◦ ι. This nondegenerate part is unitarily equivalent
to the representation
Sn(A) = (A⊗n)Sn → B(HomSn(V ,H
⊗n)), x 7→ π⊗n(x) ⊗ idV∗ (11)
by Lemma 5.5(ii), since
(π⊗n(x)⊗ idV∗)(T ) = π
⊗n(x)T for every T ∈ HomSn(V ,H
⊗n) ≃ (H⊗n ⊗ V∗)Sn .
But then, by composing (11) with the power map U(A) → Sn(A), a 7→ a⊗n one obtains a
unitary irreducible representation of U(A) (compare [BN15, Cor. 6.10]) on the Hilbert space
HomSn(V ,H
⊗n) =: Sλ(H
⊗n) which is unitarily equivalent to the Schur–Weyl representation
πAλ (see [BN12, Rem. A.6]).
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In Assertion (ii) of the following statement we use the notation C1(A
⊗n, Sn, α) as intro-
duced in Example 4.17.
Theorem 5.8. For any C∗-algebra A, the following assertions hold:
(i) The Schur–Weyl map ΨA from (10) is injective.
(ii) One has ImΨA ⊆
⋃
n≥0
Sn(A)̂ →֒ U(A)̂ and ImΨA ∩ S
n(A)̂ consists of restrictions of
representations which belong to C1(A
⊗n, Sn, α), for all n ≥ 1.
(iii) The map ΨA is bijective if A is isomorphic to the C
∗-algebra of compact operators on
some complex Hilbert space.
(iv) If πj : A → B(Hj), j = 1, 2, are inequivalent irreducible ∗-representations, then the map
a 7→ π1(a) ⊗ π2(a) is a unitary irreducible representation of U(A) on H1 ⊗ H2 whose
equivalence class does not belong to the image of the Schur–Weyl map.
Proof. (i), (ii) Recall from (10) that the Schur–Weyl map is
ΨA :
⊔
[π]∈Â
PJ[pi]/S(J[pi]) → U(A)̂ , [λ] 7→ [π
A
λ ] for [λ] ∈ PJ[pi]/S(J[pi]) and [π] ∈ Â.
To prove that ΨA is injective, let [πj ] ∈ Â and λj ∈ PJ[pij] for j = 1, 2 with [(π1)
A
λ1
] =
[(π2)
A
λ2
] ∈ U(A)̂ . We must check that [π1] = [π2] := [π] ∈ Â and [λ1] = [λ2] ∈ PJ[pi]/S(J[pi]).
Denote also by λj : Sn → B(Vj) the unitary irreducible representation associated with
λj ∈ PJ[pi] , where n ≥ max{| supp λ1|, | supp λ2|}. It follows by Proposition 5.7 that [πλ] ∈
Sn(A)̂ is the image through the bijection I (Theorem 4.23) of the irreducible covariant
representation ((π⊗nj )
V ,W (πj)⊗ λj) of (A
⊗n, Sn, α). Then [(π1)
A
λ1
] = [(π2)
A
λ2
] ∈ Sn(A)̂ →֒
Â, implies
[(π⊗n1 )
V1 ⋊ (W (π1)⊗ λ1)] = [(π
⊗n
2 )
V2 ⋊ (W (π2)⊗ λ2)] ∈ (A
⊗n
⋊ Sn)̂ .
Now we can use Example 4.17 and the injectivity of the map (9) in Lemma 5.2 to obtain
[π1] = [π2], that is, [π1] = [π2] := [π] ∈ Â. It then follows by [BN12, Th. 4.4] that also
[λ1] = [λ2] ∈ PJ[pi]/S(J[pi]), and this completes the proof of the fact that ΨA is injective.
(iii) If A is isomorphic to the C∗-algebra of compact operators on some complex Hilbert
space, then ΨA is surjective by [Ne14, Th. 3.21].
(iv) Now let πj : A → B(Hj) for j = 1, 2 be inequivalent irreducible ∗-representations
and define the irreducible ∗-representation π0 := π1 ⊗ π2 : A
⊗2 → B(H1 ⊗H2). Using again
the injectivity of the map (9) in Lemma 5.2 it follows that the isotropy group of [π0] for
the natural action of S2 on Â⊗2 is {1}, that is, [π] belongs to the class C0(A
⊗2, S2, α) from
Example 4.16. This shows that the image of [π0] under I does not belong to the image of
the Schur–Weyl map ΨA. It only remains to compute the image of [π0] under the map I.
To this end we first compute the corresponding induced representation (π, U) of (A⊗2, S2, α)
given by Definition 4.1. Since G0 = {1}, we have H = H0⊕H0 thought of as column vectors
and
U : S2 ≃ Z2 → B(H) with U0 = 1 and U1 =
(
0 1
1 0
)
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and also
π : A⊗2 → B(H), π(a1 ⊗ a2) =
(
π1(a1)⊗ π2(a2) 0
0 π1(a2)⊗ π2(a1)
)
for all a1, a2 ∈ A. If we view the elements of the crossed product A
⊗2 ⋊ S2 as pairs of
elements of A⊗2 with the multiplication given by
(a1 ⊗ a2,b1 ⊗ b2) · (c1 ⊗ c2, d1 ⊗ d2)
= ((a1c1)⊗ (a2c2) + (b1d1)⊗ (b2d2), (a1d1)⊗ (a2d2) + (b1c2)⊗ (b2c1))
then the irreducible representation π ⋊ U : A⊗2 ⋊ S2 → B(H) is given by
(π ⋊ U)(a1 ⊗ a2, b1 ⊗ b2) = π(a1 ⊗ a2)U0 + π(b1 ⊗ b2)U1
=
(
π1(a1)⊗ π2(a2) π1(b2)⊗ π2(b1)
π1(b1)⊗ π2(b2) π1(a2)⊗ π2(a1)
)
and by composing π ⋊ U with ι : S2(A) → A⊗2 ⋊ S2, ι(a ⊗ a) = (a ⊗ a, a⊗ a), we obtain a
degenerate representation on H whose essential subspace is the image of
(
1 1
1 1
)
, i.e., the
“diagonal subspace” of H = H0 ⊕ H0. The nondegenerate part of (π ⋊ U) ◦ ι is unitarily
equivalent to the representation
S2(A)→ B(H0), a⊗ a 7→ π1(a)⊗ π2(a)
(and is irreducible by Proposition 4.21(iii)). Composing it further with the embedding
U(A) → S2(A), a 7→ a ⊗ a, we obtain the irreducible representation of U(A) from the
statement. This concludes the proof.
6 Schur–Weyl theory for factor representations
In Propositions 6.1–6.2 below we give a generalization of [Nes13, Th. 1(1)] dealing with
factors of type II1 to more general von Neumann algebras, and this also provides a partial
generalization of [EnIz15, Th. 4.1] where a Schur–Weyl duality property was established for
the standard representation of the hyperfinite factor of type II1. In the case M = B(H) the
following proposition also recovers the Schur–Weyl duality studied in [BN12].
Proposition 6.1. Let M ⊆ B(H) be a von Neumann algebra and for any n ≥ 1 consider
the unitary permutation representation V : Sn → B(H
⊗n) and its corresponding action by
∗-automorphisms α : Sn → Aut(M
⊗n). Then for the homomorphism of multiplicative ∗-
semigroups Γ: M→ (M⊗n)Sn , Γ(a) := a⊗n, one has
Γ(U(M))′′ = (M⊗n)Sn and Γ(U(M))′ = (VSn ∪ (M
′)⊗n)′′.
Proof. The inclusion Γ(U(M))′′ ⊆ (M⊗n)Sn is clear. For the opposite inclusion we use the
differential of Γ at 0 ∈ M,
dΓ: M→ (M⊗n)Sn , dΓ(a) =
n∑
k=1
1⊗(k−1) ⊗ a⊗ 1⊗(n−k).
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By the formulas dΓ(a) = 1i
d
dt
∣∣
t=0
Γ(eita) and Γ(eia) = eidΓ(a) for all a = a∗ ∈ M, one
easily obtains the equality Γ(U(M))′′ = dΓ(M)′′, hence it suffices to prove that (M⊗n)Sn ⊆
dΓ(M)′′. As one has the surjective map
E : M⊗n → (M⊗n)Sn , E(b) =
1
n!
∑
σ∈Sn
ασ(b)
we will have to prove
(∀b1, . . . , bn ∈M) E(b1 ⊗ · · · ⊗ bn) ∈ dΓ(M)
′′. (12)
We will prove this by recurrence after r := |{j ∈ {1, . . . , n} | bj 6= 1}|. If r = 1, this is clear
since E(b1 ⊗ · · · ⊗ bn) =
1
n!dΓ(bj1), where j1 is the unique j ∈ {1, . . . , n} with bj 6= 1. Now
assume r + 1 ≤ n and define ℓ0 := max{j ∈ {1, . . . , n} | bj 6= 1}, hence bℓ0 6= 1. Also define
cj := bj if j ∈ {1, . . . , n} \ {ℓ0} and cℓ0 := 1. Then one has
dΓ(bℓ0) · n!E(c1 ⊗ · · · ⊗ cn) =
( n∑
k=1
1⊗(k−1) ⊗ bℓ0 ⊗ 1
⊗(n−k)
)(∑
σ∈Sn
cσ(1) ⊗ · · · ⊗ cσ(n)
)
=
n∑
k=1
∑
σ∈Sn
cσ(1) ⊗ · · · ⊗ (bℓ0cσ(k))⊗ · · · ⊗ cσ(n)
If we split the above sum according to the pairs (σ, k) ∈ Sn×{1, . . . , n} which satisfy σ(k) = ℓ0
and σ(k) 6= ℓ0, respectively, then we obtain
dΓ(bℓ0) · n!E(c1 ⊗ · · · ⊗ cn) =n!E(b1 ⊗ · · · ⊗ bn)
+ n!
∑
k∈{1,...,n−1}\{ℓ0}
E(b1 ⊗ · · · ⊗ (bℓ0bk)⊗ · · · ⊗ bn)
where in every summand of the second sum, the ℓ0-th factor in the tensor product is equal
to 1. Solving the above equation for E(b1⊗· · ·⊗bn) and using the recurrence hypothesis, one
completes the proof of (12), and we have already seen above that this implies the assertion.
It remains to prove the second equality from the statement. Using the commutation
theorem for von Neumann algebras (M1⊗M2)
′ =M′1⊗M
′
2 and the Bicommutant Theorem,
one obtains
(VSn ∪ (M
′)⊗n)′ = (VSn ∪ (M
⊗n)′)′ = V ′Sn ∩M
⊗n = (M⊗n)Sn = Γ(U(M))′′
where we used also the first of the asserted equalities from the statement, which was already
proved. Now the second equality from the statement follows by taking commutants in the
above equalities and using once again the Bicommutant Theorem.
The following proposition shows that, beyond the classical Schur–Weyl theory whenM =
B(H), the picture is completely different.
Proposition 6.2. Assume the setting of Proposition 6.1. If M is a factor of type II1, II∞,
or III, then Γ: U(M) → B(H⊗n), Γ(u) = u⊗n, is a factor representation of the same type
as M.
28
Proof. By Proposition 6.1 it suffices to prove that (M⊗n)Sn is a factor of the same type
as M.
Since M is not a factor of type I, it follows by [Sa75, Th. 5] that for every σ ∈ Sn \ {1}
the automorphism α(σ) of M⊗n is not inner, that is, it is not of the form x 7→ uxu∗ for any
unitary element u ∈ M. Then, since M is a factor, it follows by [Sa71, Prop. 2.6.7] that
M⊗n is a factor, hence it follows by [Au76, Cor. to Prop. II.3] that (M⊗n)Sn is in turn a
factor.
To check that (M⊗n)Sn has the same type as M, we discuss below separately the cases
that can occur, using the faithful normal conditional expectation
E : M⊗n → (M⊗n)Sn , E(a) =
1
n!
∑
σ∈Sn
ασ(a).
If 0 ≤ a ∈ M⊗n then, using the fact that 0 ≤ ασ(a) if σ ∈ Sn \ {1} and a = ασ(a) if σ = 1,
one obtains a ≤ n!E(a), hence the conditional expectation E has finite index in the sense of
[FrKi98]. It then follows by [FrKi98, Prop. 2.2] that the factors M⊗n and (M⊗n)Sn have
the same type II1, II∞, or III.
If M is of type III, then M⊗n is of type III by [Sa71, Th. 2.6.4]. If M is of type II1
or II∞, thenM
⊗n is of the same type by [Sa71, Prop. 2.6.1/3]. This completes the proof.
Remark 6.3. With the notation of the proof of Proposition 6.2, the index of the conditional
expectation E is IndE = |Sn| = n! by [Lo92, Ex. 1.2]. Moreover, if M is of type IIIλ for
some λ ∈ [0, 1], then more refined information on the type of (M⊗n)Sn can be obtained by
[Lo92, Th. 2.7].
The following theorem extends [Nes13, Th. 1(2)] to infinite factors.
Theorem 6.4. In the setting of Proposition 6.2 we define for every non-zero projection
p = p2 = p∗ ∈ Γ(U(M))′ with range Hp = pH the representation
Γp : U(M)→ U(Hp), Γp(u) := Γ(u)|Hp .
(i) Γp is a factor representation of the same type II or III as M and Γp ≈ Γ.
(ii) If M is a factor of type II, then for any faithful normal trace τ on Γ(U(M))′ and finite
projections pj = p
2
j = p
∗
j ∈ Γ(U(M))
′ for j = 1, 2, one has Γp1 ≤ Γp2 if and only if
τ(p1) ≤ τ(p2), and Γp1 ≃ Γp2 if and only if τ(p1) = τ(p2).
(iii) If M is a countably decomposable factor of type III, then Γp ≃ Γ.
Proof. (i) It is easily seen that Γp(U(M))
′′ = Γ(U(M))p (reduced von Neumann algebra),
hence Γp is a factor representation, by [SZ79, Th. 3.13]. Moreover, the reduction map
Γ(U(M)) → Γ(U(M))p is a ∗-isomorphism by [SZ79, Prop. 3.14], hence Γ and Γp are
quasi-equivalent factor representations.
(ii) If M is a factor of type II, then Γ(U(M))′′ is a factor of type II by Proposition 6.2,
hence by [Dix69, Ch. I, §6, no. 8, Cor. 1 of Prop. 13] also Γ(U(M))′ is a factor of type II,
and then it has a faithful normal trace τ . If pj = p
2
j = p
∗
j ∈ Γ(U(M))
′ are finite projections
for j = 1, 2, then one has τ(p1) ≤ τ(p2) (respectively τ(p1) = τ(p2)) if and only if p1 ≺ p2
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(respectively p1 ∼ p2) in Γ(U(M))
′ by [Dix69, Ch. III, §2, Prop. 13], which is further
equivalent to Γp1 ≤ Γp2 by [Dix64, Cor. 5.1.4] (respectively Γp1 = Γp2 by [Dix64, Cor.
5.1.3]).
(iii) IfM is a countably decomposable factor of type III and 0 6= pj = p
2
j = p
∗
j ∈ Γ(U(M))
′
for j = 1, 2, then p1 ∼ p2 in Γ(U(M))
′ by [Sa71, Prop. 2.2.14], hence Γp1 and Γp2 are unitarily
equivalent again by [Dix64, Cor. 5.1.3].
Remark 6.5. It follows by Proposition 6.1 that to every central projection χ ∈ C[Sn] there
corresponds an orthogonal projection V (χ) ∈ Γ(U(M))′. In the case when M is a factor of
type II, the traces of these projections were computed in the proof of [Nes13, Th. 1(3)] and
in [DaKa06, Cor. 5].
When M is a factor of type II1 with its faithful normal tracial state τ , the character of
the representation Γ is (τ |U(M))
n (which belongs to the list in [EnIz15, Th. 1.5]) and this is
equal to the character of the representation Γp if 0 6= p = p
2 = p∗ ∈ Γ(U(M))′, because, by
Theorem 6.4, the representations Γ and Γp are quasi-equivalent.
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