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In this thesis, we study the nonlinear electrokinetic flow near permselective
membrane. We solve the full, coupled Poisson-Nernst-Planck-Navier-Stokes
equations instead of using simplified models where the electrical boundary
layer is represented by a set of asymptotic boundary conditions as have been
done in the previous studies. To obtain numerical solution for the equations,
we develop numerical methods based on the finite volume method and Newton-
Raphson method. The methods are able to solve for complicated geometry
domain which can be either two- or three- dimensions. We also develop a
parallel algorithm for solving the equations on parallel computer systems.
Based on the direct numerical simulations, we investigate the electroki-
netic flow developing near a permselective membrane in contact with a qui-
escent electrolyte solution. Our analysis shows that, at a significantly high
bias voltage applying between the membrane and the solution bulk space, an
electroconvective instability occurs near the membrane surface. The instabil-
ity generates a vortical flow near the membrane surface. The flow transports
more ions to the membrane to promote an overlimiting current through the
membrane. Our finding provides a clear picture of the mechanism for the over-
limiting conduction phenomenon. More importantly, we observe hysteretic be-
haviors of electric current and fluid flow in the transition between the limiting
and overlimiting regimes.
To obtain a more complete understanding of the nonlinear electrokinetic
flow near permselective membrane, we conduct direct numerical simulations
for the electrokinetic flow in an electrodialysis cell of which permselective mem-
vii
branes interface with a pressure-driven electrolyte flow. An important finding
we obtained is a new kind of electroconvection instability, called sheared elec-
troconvective instability, in electrodialysis cell. Differing from the instability
which occurs in quiescent electrolyte, under effect of the shear flow, the insta-
bility exhibits a unidirectional vortices flow and growing depletion zones. In-
terestingly, the vortices and depletion zones are not confined to the membrane
surface but propagating toward downstream. Our findings are in agreement
with experimental results obtained by Rhokyun Kwak [1] in collaboration.
This agreement allows us to gain a fuller understanding of the mechanism for
overlimiting conductance in the electrodialysis cell.
viii
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In the past decades, the technological development of microfabrication has
provided the necessary condition for tremendous process in both research and
industrial applications of microfuidic devices. At the beginning, researchers
thought that microfluidic devices could just be a miniaturized version of macro-
fluidic devices. However, many experiments have shown that the physical
phenomena occurring inside the microfluidic devices are far different from that
occurs inside the macro-fluidic devices.
A dominant difference of microfluidic devices from their macro-scale coun-
terparts is the increase of surface to volume ratio. Thus, surface force dom-
inates at the microscale level. Consequently, the usual liquid manipulation
techniques such as turbulent mixing and pressure driven flow are often inef-
ficient. Therefore, it is desirable to introduce alternative fluid manipulation
methods that can be integrated directly with the microfluidic devices.
Among various alternatives to the common fluid manipulation techniques,
electrokinetic phenomena in microfluidic (including electrophoresis, electroos-
mosis, streaming potential and sedimentation potential) have been demon-
strated to offer advantages in microfluidic devices manipulating fluid without
mechanical component. For example, these phenomena are able to achieve
1
rapid preconcentration, and promote an overlimiting current passing through
permselective membrane. Due to their wide applications, the electrokinetic
phenomena for manipulation have been extensively investigated both theoret-
ically and experimentally.
Electroosmosis is created by applying an external electrical field on the elec-
tric double layer of a charged surface. Electroosmosis is present in many mi-
cro systems such as Microelectromechanical systems (MEMS) and BioMEMS
[5, 6]. Application of electroosmosis can be found in various biomedical lab-
on-a-chip devices, where it is utilized to transport liquid (buffer or sample) for
different purposes, such as sample injection, chemical reactions, and species
separation. Due to its importance, electroosmosis has received considerable
attentions. It has been investigated both numerically and experimentally.
Theoretical study on electroosmosis started from discovery of the phe-
nomenon by Reuss (1809) [5], followed by the classical Helmholtz-Smoluchowski
formula for the electroosmotic slip velocity [5], the nonlinear electroosmotic
slip velocity for a curved, permselective granule suggested by Dukhin [7, 8], and
the nonlinear electroosmotic slip velocity for arbitrary geometry permselective
membranes suggested by Rubinstein and Zaltzman [9]. A common assumption
used in these studies is the electroneutrality of electrolyte solution, in which
concentrations of cations and anions are assumed to be identical in the system
and the electric double layer is reproduced by using electroosmotic slip velocity
formulas. In highly polarized systems, this assumption may not be satisfied in
practice. To accurately analyze such systems, it is necessary to solve the full
nonlinear electrokinetic model instead of the simplified models.
1.2 Nonlinear electrokinetic flow
Permselective materials such as nanochannels and nanoporous membrane con-
sist of many nano-size pores. The nano-size leads to an overlapping of the
electric double layers in the pores. Consequently, the pores conduct only
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counter-ions, and prevent co-ions from passing though, which creates the
ion-selective property of the permselecive materials. Due to this interest-
ing property, permselective membrane has been utilized in many biological
and chemical microfluidic devices such as preconcentration and desalination
devices [6, 10, 11].
On a uniformly charged surface, electroosmosis slip velocity is formulated
by the well-known Helmholtz-Smoluchowski equation [5], where the velocity is
proportional to the tangential electric field. However, on many surfaces, which
are made of permselective material such as nanochannels and nanoporous
membrane, it is experimentally demonstrated that the slip velocity is much
faster than that obtained by the Helmholtz-Smoluchowsky equation [7, 8, 12].
This kind of electroosmosis originates from the overlapping of the electric dou-
ble layers in the nanostructure of the surfaces. Ideally, the overlapping allows
only counter ions to be conducted through the membrane. The counter ions
accumulated in the membrane induce a significant change in ion concentra-
tion near the membrane. Such change was numerically studied by Shtilman
and Rubinstein [13]. When the voltage applied to a permselective membrane
exceeds a critical value, the electric double layer at the membrane surface be-
comes unstable exhibiting via the development of an extended space charge
layer next to the electric double layer. Based on the idea of extended space
charge layer, Dukhin introduced a new kind of electroosmosis called electroos-
mosis of the second kind (EO2) [8]. The second kind electroosmosis takes
into account the action of electric field upon the residual space charge in the
extended space charge layer of a curved permselective surface [7, 8]. Dukhin
suggested a velocity formula for the EO2, which is proportional to square of
the tangential electric field indicating the faster fluid flow induced by the EO2
compared to the classical electroosmosis. The Dukhin’s formula is applicable
for curved surface only, and has been utilized in microfluidic pumps [14], im-
plantable drug infusion pumps [15] and portable medical diagnostic devices
[16].
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Due to its success in explaining the phenomenon above the critical voltage,
electroosmosis of the second kind has attracted many efforts to extend the
study of Dukhin. The most remarkable effort was accomplished by Rubinstein
and Zaltzman [9, 17]. Rubinstein and Zaltzman suggested a new formula for
electroosmosis of the second kind which is applicable for arbitrary geometry
permselective membrane. Slip velocity calculated by the formula is propor-
tional to the square of applied voltage and the tangential gradient of local







where V is potential drop across the membrane and bulk space, I = 2∂C/∂y is
the current passing through the membrane, C is the neutral ion concentration,
x and y denote the tangential and the normal direction of the membrane
surface, respectively.
Rubinstein and Zaltzman suggested a theory of electroosmosis instability.
The instability generates a vortical flow near permselective membrane. This
flow mixes the diffusion boundary layer, and was used to explain for the over-











Figure 1-1: Sketch of a typical current-voltage response of a permselective
membrane
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In a typical operation, an external electric field is applied across a perms-
elective membrane to drive ionic current through. Operational efficiency of
a conducting ion-selective membrane is characterized by the current-voltage
(I-V) curve. As depicted in Fig. 1, typical I-V curve consists of three distinct
regimes: a low current Ohmic regime, a limiting current regime, and an over-
limiting current regime. To improve working performance of the membrane,
it requires understanding about the I-V curve as well as mechanisms for the
regimes.
The first effort to find mechanism for the regimes in the I-V curve might
be credited to Levich [18]. According to his study, the limiting-current regime
is explained by the vanishing of ion concentration at the membrane-electrolyte
interface; consequently, the ionic flux is not be able to exceed the limiting value.
The vanishing of ion concentration was experimentally verified [19]. However,
many experimental studies demonstrated that the ionic current could exceed
the limiting-current value when the voltage is significantly high [20, 12], which
indicates a shortcoming in the Levich’s theory.
Maletzki et al. [21] studied the effect of convection flow on the current pass-
ing through a permselective membrane. Their observation demonstrated that
the overlimiting current does not occur when the convection flow in electrolyte
is prevented by using a high viscosity electrolyte solution. This observation
indicates that there must be some mechanism relating the convective flow and
the overlimiting current phenomenon. The relation has been recently vali-
dated by the experimental findings of Youssifon and Chang [22], Rubinstein
et al. [23], and Kim et al. [12]. In these experimental studies, vortical flows
were observed in the overlimiting current modes of nanoslit and permselective
membrane.
The mechanism relating fluid flow and ionic current was suggested by
Dukhin [7, 8] to be electroconvection. Later, Rubinstein and Zaltzman demon-
strated that, at significantly high voltage, electroosmosis instability develops
near permselective membrane surface and generates a vortical flow. The flow
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mixes the diffusion layer and carries more ions to the membrane to produce
an overlimiting current passing through the membrane.
Although it has been demonstrated that the electroosmosis instability can
be used to explain for the overlimiting current phenomenon, there is still an
open question concerning the existence of such instability in electroconvection
where fluid is driven by electric body force rather than the electroosmosis of
either the first or second kind.
Clear understanding and modeling of the overlimiting conductance phe-
nomenon would require an accurate calculation of the ion concentrations,
residual space charge, local electric field, and the resulting fluid flow near the
permselective membrane, which is a numerically expensive, coupled, and mul-
tiscale problem. Finding a numerical solution for such problem is a challenging
task but desirable to gain understanding of the electrokinetic phenomena oc-
curring near permselective membranes.
1.3 Numerical solution for nonlinear electroki-
netic flow
In an electrochemical system, transports of ionic species and fluid are gov-
erned by the Poisson-Nernst-Planck and the Navier-Stokes equations. Two ma-
jor difficulties in solving numerically the Poisson-Nernst-Planck-Navier-Stokes
equations are (i) the nonlinear coupling of the Poisson-Nernst-Planck equa-
tions, occurring especially near membrane surface where ion concentrations
are highly polarized, and (ii) the large electric body force field in the electric
double layer of the membrane caused by the accumulation of ions and the
rapid change of the electric potential. Due to these difficulties, ion transport
in electrochemical systems has been solved by using simplifications such as
electroneutral conditions [17], Bolzmann distribution of ionic species [24], or
by ignoring fluid flow in the system [3].
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Without the simplifications, finding numerical solution for the nonlinear
electrokinetic flow requires solving the Poisson-Nernst-Planck and the Navier-
Stokes equations accurately.
Various numerical methods for solving the Poisson-Nernst-Planck equa-
tions have been published in the literature. Kato solved the Poisson-Nernst-
Planck equations using the finite difference method for steady-state 1D cases
[25]. Kato studied the solution of the equations where the electroneutrality
and constant field assumptions were not valid. Hsu and Tseng [26] derived
the nondimensional forms of the Poisson-Nernst-Planck equations using an
independent variable and developed a numerical procedure to solve the equa-
tions. The Poisson-Nernst-Planck equations were also solved by Samson and
coworkers using the finite element method [27, 28]. Transient problems were
emphasized by them. They used both the Picard iteration method and the
Newton-Raphson method. They compared the two algorithms in solving the
ionic diffusion problem using the Poisson-Nernst-Planck equations. Conver-
gence using the Newton-Raphson method was faster than the Picard iter-
ation method. The range of stability was demonstrated to be broader for
the Newton-Raphson method. More efficient schemes for solving the Poisson-
Nernst-Planck equations are available in the semiconductor devices simulation,
where they are referred as the drift-diffusion equations [29, 30].
Although the Poisson-Nernst-Planck equations have been solved numeri-
cally since the 1990’s, the numerical solvers were developed only for simple
electrochemical systems where the surfaces are uniformly charged and imper-
meable to all ionic species. Numerical solution for electrochemical systems
consisting of permselective membranes or nanojunctions has received limited
attention. Numerical result for a two-dimensional model of permselecive mem-
brane has been only reported recently [31].
There are many numerical techniques for solving the Navier-Stokes equa-
tions. In the most simple technique, the Navier-Stokes equations are solved
using the finite different method on staggered grid [32]. Solution methods
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based on the finite different method are easy in implementation; however, the
requirement of staggered grid restricts this method to simple geometry prob-
lems. In the last two decades, finite element and finite volume method have
been widely used to solve the Navier-Stokes equations. The major advantage
of these methods is the ability to solve the fluid flow in complex geometries
and arbitrary grids. Due to the less complicated implementation [33], the fi-
nite volume method is more commonly used in computational fluid dynamics.
In the finite volume method, the pressure and velocity variables can be solved
separately or simultaneously [33, 34]. The absence of an explicit equation for
pressure is resolved by using the Rhie-Chow interpolation [35] in the continuity
equation.
Many techniques have been developed to solve the Poisson-Nernst-Planck
and the Navier-Stokes equations. However, there are very few numerical meth-
ods developed to solve the coupled Poisson-Nernst-Planck-Navier-Stokes equa-
tions. This may be due to the fact that in many cases an electrokinetic flow
can be reduced to a simple fluid flow using the electroosmosis slip boundary
condition. However, such reduction is not applicable for electrokinetic flows
which are highly polarized (e.g., flow near a permselective membrane under
high voltage applied). Among the works solving the coupled Poisson-Nernst-
Planck and Navier-Stokes equations, Jin et al. [36] used finite cloud method to
solve the equations in a 1-µm micro channel (which is not so realistic). Prhol
and Schmuck [37] presented a fully coupled method in which the equations are
concurrently solved using finite element method. This approach generates a
large linear algebraic system which is computationally expensive. In contrast,
the method proposed by Demekhin et al. [31] solves the Poisson-Nernst-Planck
and Navier-Stokes equations in a sequential manner. Although the linear sys-
tem generated by this method computationally is tractable, the strong cou-
pling of the equations may not be accurately enforced. Hence, it is desirable to
develop a numerical method which is computationally cheap, and guarantees
the strong coupling of the Poisson-Nernst-Planck-Navier-Stokes equations.
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1.4 Scope and outline of thesis
1.4.1 Scope of thesis
The aim of this work is to study the nonlinear electrokinetic flow near permse-
lective membrane and its effect on the transport of ions. The study solves the
full governing equations without any simplification. The specific objectives of
the study are as follows.
• Develop numerical methods to solve the coupled Poisson-Nernst-Planck-
Navier-Stokes equations. The methods must be able to solve for complex
geometry domains (hence, they can be utilized for solving various elec-
trochemical systems). The method must be verified before use.
• Conduct direct numerical simulation for the electrokinetic flow developed
near a permselective membrane located in a quiescent electrolyte solu-
tion. Investigate the electroconvetive instability in the system, and ex-
plain the mechanism for overlimiting current passing through the perms-
elective membrane.
• Conduct direct numerical simulation to investigate the nonlinear elec-
trokinetic flow in electrodialysis system. Examine the existence of the
electroconvetive instability in the system and suggest a mechanism for
overlimiting current regime in the electrodialysis system.
The finite volume method is employed in this study because it is suitable
for the conservative governing equations, and it is able to deal with arbi-
trary geometry without extended complexities compared to other methods
such as the finite element method. The multiscale problem where the ion
concentration is exponential variation across electric double layer is resolved
by using an exponentially fitted method for the continuity equation of ions.
The large system of linear equations resulting from the discretization process
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in the Newton-Raphson method is accurately solved by using the Portable,
Extensible Toolkit for Scientific Computation (PETSc) library package.
By conducting direct numerical simulation for the full problem, the results
obtained in this present study may provide a clearer picture of nonlinear elec-
trokinetic flow near permselective membrane. The results can be used to verify
the electroosmosis convection instability and fill the gaps left by previous nu-
merical and experimental studies about the formation and development of the
electroconvection instability. In agreement with experimental observation ob-
tained by Rhokyun Kwak [1] in collaboration, we achieve a clear understanding
of the overlimiting conduction in the electrodialysis cell.
The permselective membrane is complicated in both material structure and
physical phenomena which occur internally. Due to limitations on computa-
tional resource and modeling tools, in this study we assume that the permse-
lective membrane contains a uniform counter-ion concentration and is ideally
impermeable to the co-ions. For simplicity, chemical processes occurring inside
the membrane are not addressed in this study.
1.4.2 Outline of the thesis
We begin in chapter 2 by formulating a mathematical model for the physi-
cal transport processes involved in electrochemical systems. In this chapter,
we present the Poisson-Nernst-Planck equations governing transports of ionic
species, and the Navier-Stokes equations governing fluid flow. The coupling of
ionic transports and fluid flow are represented via the convection term in the
ion transport, and the electric body force driving the fluid flow. For closure
of the governing equations, we derive boundary conditions for several typical
physical boundaries.
In chapter 3, we develop numerical methods to solve the governing equa-
tions. The finite volume method is employed for discretization of the equations.
Nonlinear equations are solved using the Newton-Raphson method. To deal
with the rapid change of ion concentrations near charged surfaces, we present
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a transformation of variables in which we introduce a new variable to represent
the ion concentration in an exponential form of the electric potential. We de-
velop two algorithms to solve for the coupling of the governing equations. To
improve efficiency of the numerical methods, we present an algorithm which
allows one to execute the methods on parallel computer systems.
In order to ensure the numerical solver to be robust, in chapter 4, we
provide validations and verifications for the numerical solvers. We first vali-
date the Poisson-Nernst-Planck equations solver by comparing the analytical
result of a benchmark problem. Next, we validate the numerical solver for the
coupled Poisson-Nernst-Planck and Navier-Stokes equations by benchmarking
our numerical results to analytical solution and numerical results published
in the literature. The efficiencies of the variable transformation, the coupling
algorithms and the parallel solver are also discussed in this chapter.
In chapter 5, we study the electrokinetic flow developed near a permse-
lective membrane interface with a quiescent electrolyte solution. We examine
the development of electrokinetic flow, and investigate the effect of the elec-
troconvective flow on ion distribution in the system and the electric current
passing through the membrane. We provide details in the formation and de-
velopment of the electroconvective instability occurring over the membrane.
We also investigate the effect of the instability flow on the ion transport.
To obtain a more complete understanding of the nonlinear electrokinetic
flow near the permselecive membrane, in chapter 6, we study the electroki-
netic flow in an electrodialysis cell where the permselective membranes are
interfaced with a pressure-driven electrolyte solution. We examine effect of
the shear flow on the electrokinetic flow developed near the membranes. We
will show agreements between our simulation results and the experimental
results. Based on the agreements, we suggest a mechanism for overlimiting
conductance phenomenon in the electrodialysis cell.
Finally, in chapter 7, we conclude with remarks on the nonlinear electroki-
netic flow near permselective membrane and its effect on the ion transport in
11





In order to embark on our numerical study for the nonlinear eletrokinetic flow
in an electrolchemical system, we need a consistent mathematical description of
the system. In this chapter, we will develop a general mathematical model for
electrochemical transport processes in electrolyte. To obtain a precise model,
we build the model from basic physical principles. To obtain the governing
equations for the transport of ionic species, we will assume that the electrolyte
solution is dilute and there is no chemical reaction occurring in the system.
For closure of the governing equations, we will analyze electrical response at
physical boundaries to derive the appropriate boundary conditions. Finally,
the governing equations and boundary conditions are normalized and presented
in dimensionless forms.
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2.2 Governing equations for transport of ions
in electrolyte
2.2.1 Ion transport in electrolyte
An electrolyte is any substance containing free ions (which could be positively
or negatively charged) that make the substance electrically conductive. Pre-
sented as “floating”species, the ions naturally diffuse from an area of high ion
concentration towards an area of low concentration. Under an electric field
applied to the electrolyte, the ions are driven in the direction defined by their
charge to enable the electrolyte to conduct electricity. In addition, the ions
are also conveyed by the fluid flow in electrolyte. Transport of the ions in
the electrolyte is generally governed by the conservation law. We assume that
there is no chemical reaction in the electrolyte. The conservation law written
for the ion i has the following form
∂tCi = −∇ · Ji, (2.1)
where Ci, Ji are the concentration and flux of the ion i, respectively. For
a general electrolyte solution, the flux of ionic species is a function of the




Lij∇µj + CiU, (2.2)
where Lij are generalized mobilities that account for the possibility of inter-
actions between the ions i and j, and U is the fluid velocity. The last term
in (2.2) represents the transport caused by the fluid flow. In a dilute elec-
trolyte solution, where we assume the interactions between ions are negligible
(Lij = 0, Lii = 1), the flux and electrochemical potential of ion i reduce to
Ji = −uiCi∇µi + CiU (2.3)
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µi = RTlnCi + ziFΦ, (2.4)
where ui is the mobility of the ion i, R is the universal gas constant, T is the
absolute temperature, F is the Faraday’s constant, zi is the charge number of
ion i, and Φ is electrostatic potential. Substituting (2.4) into (2.3), we obtain
the well-known Nernst-Planck equation for ion flux in a dilute solution
Ji = −Di (∇Ci + uiziFCi∇Φ) + CiU, (2.5)
where Di is the diffusivity relating to the mobility ui via the Nernst-Einstein
relation Di = kBRT . Substituting (2.5) into (2.1), we obtain the Nernst-
Planck equation for transport of ions in the electrolyte
∂tCi = −∇ · (−Di(∇Ci + uiziFCi∇Φ) + CiU) . (2.6)
On the right hand side of Eq.2.6, the first term describes diffusion which drives
ion from regions of higher concentration to regions of lower concentration. The
second term describes electro-migration which drags the ion in the direction
(or opposite direction) of the electric field. The last term describes convection
which carries the ion in the direction of fluid flow.
The electric potential presenting in the second term of the ion flux is de-
termined by the Poisson equation which relates the electric potential to the
space charge ρe in the electrolyte:




where  is the permittivity of the electrolyte, e is the elementary charge.
The convection term in the ion flux is determined from the fluid velocity.
The fluid motion is governed by the Navier-Stokes equations:
ρm (∂tU + (U ·∇)U) = −∇P + η∇2U + Fe (2.8)
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∇ ·U = 0, (2.9)
where P is the static pressure, ρm is the mass density, η is the dynamic vis-
cosity, and Fe = −ρe∇Φ is the electrical volume force.
The electrical volume force Fe is the major factor driving fluid flow in the
electrolyte. Magnitude of Fe is determined by the space charge and electric
field in the electrolyte. In electrokinetic systems, the electric field changes
rapidly near charged surfaces; the space charge is negligible in the most part
of the domain due to the electroneutrality, but it is significant large near the
charged surface where counter-ions accumulate and co-ions are repelled away.
Therefore, the electric body forces near the charged surfaces are very large.
Hence, the factor which drives fluid flow in the electrokinetic system rises from
the charged surfaces such as solid and permselective membrane surface.
2.3 Boundary conditions
In order to solve the governing equations, appropriate boundary conditions
are required to represent the physics at the boundaries. In a nelectrokinetic
system, typical realistic boundaries are found at reservoirs, impermeable solid
surfaces and permselective membranes. Boundary conditions at these bound-
aries must reflect the physical properties of the boundaries. In this section, we
formulate the boundary conditions using the classical model of the electrical
double layer and the physical properties of the boundaries.
2.3.1 Electric double layer
Electric double layer is formed on charged surfaces which are in contact with
an electrolyte. Electric double layer is found and plays important roles in
the most electrokinetic systems. Therefore, to formulate precise boundary
conditions for the charged surfaces, one must has understanding of the electric
double layer as well as phenomena occurring inside it.
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Figure 2-1: Structure of electric double layer of a charged surface.
Generally, most solid surfaces in contact with an aqueous solution will
take on a surface electric charge. Under the effect of this charged surface, the
ions of opposite charge (counter-ions) move towards the surface to screen the
charge, and the ions of similar charge (co-ions) are repelled from the surface.
Therefore, immediately next to the charged solid surface, there is a layer of
counter-ions in which the ions are strongly attracted to the surface and are
immobile. This layer is called the compact layer. Thickness of the compact
layer is determined by the size of the counter-ion, and is normally about sev-
eral A˚. Due to the extremal thinness of the compact layer, it will not be
included in our simulation. The plane which indicates the outer border of the
compact layer is called the outer Helmholtz plane (OHP). The boundary for
the electrolyte is considered at the OHP. Outside the OHP, there is a screening
layer in which the ions are affected less strongly by the charged surface and
undergo thermal motion. This layer is called the diffuse layer. Thickness of the
diffuse layer depends on the bulk ion concentration and electrical properties
of the electrolyte solution, usually ranging from several nanometers up to one
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or two micrometers. Together the compact and diffuse layers are called the
electric double layer (EDL). The EDL is schematically shown in the Fig.2-1.













Solid surface is impermeable to fluid. Therefore, boundary condition for
fluid motion at the solid surface is simply the no-slip condition:
U = 0. (2.11)
Ion concentrations
In contact with an electrolyte solution, solid surface acquires a surface
charge and is impermeable to the both cations and anions. Since the ions are
unable to pass through the surface, the boundary condition for the ions is the
no-flux condition:
Ji · n = 0, (2.12)
where n is normal vector of the surface.
Substituting Eq.2.5 into Eq.2.12 and taking into account the condition









To obtain boundary condition for the electric potential, we rely on the
relation between the electric potential and space charge which is represented
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through the Poisson equation:
−∇2Φ = ρe. (2.14)





















where xbulk is the position where the bulk space takes place (C+ = C− = Cbulk),
σe is the total space charge in the electrolyte. Due to the balance of total charge
in the system, σe must equal to the charge on the solid surface. To determine
the gradient of electric potential at the bulk space, we rewrite explicitly the







Subtracting the anion flux from the cation flux and taking into account the
no-flux condition at the surface (x = 0) we get









Substituting (2.18) into (2.15) we obtain the Neumann type boundary condi-








Permselective membrane consists of many nano-pores embedded in a matrix of
nonconducting material. Due their nano-size diameter, electric double layers
in the pores are overlapped. The pores, therefore, are filled by counter-ions at
a concentration neutralizing surface charge of the pores. Because the surface
charge is not regulated by the ions in the electrolyte solution, the concentration
of counter-ions remains constant in the pores. Thus, the boundary condition
for counter-ions is a fixed charge density condition.
Fluid motion
Due to the smallness and tortuousness of the nano-pores, viscous friction
within these pores is very large. Thus, the membrane can be assumed to be
impermeable to fluid. Therefore, the boundary condition for fluid motion is
simply the no-slip condition:
U = 0. (2.20)
Ion concentrations
Fixed value boundary condition is enforced for counter-ions:
Ccounterions = Cm, (2.21)
where Cm is the concentration of counter-ions accumulating inside the mem-
brane. Cm can be determined from surface charge of the membrane material.
Ideally, the pores repel all co-ions away. Concentration of co-ions is negli-
gible inside the membrane. The permselective membrane is nonconducting to
the co-ions. The boundary condition for co-ions is the no-flux condition
Jco−ions · n = 0. (2.22)
Electric potential
When the electric potential is applied to the system via the membrane.
Boundary condition for electric potential at the membrane can be derived using
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the relation between potential applied directly to the membrane Φmembrane, and
the potential drop across the compact layer ∆Φs
Φmembrane = Φ + ∆Φs. (2.23)
When the applied potential is given, potential drop across the compact layer is
required to produce the boundary value for potential. To accurately determine
this potential drop, it requires a full theoretical understanding of the compact








where CS is the compact layer capacitance depending mainly on the total
charge σ. As derived in the last section, the total charge is determined by
σ = −1/∂Φ/∂n. Integrating Eq.2.24 yields an expression for the potential







Assume that the capacitance of the compact layer is constant, thus, Eq.2.24







Due to the smallness of , ∆Φs is negligible. The boundary condition for the
electric potential is reduced to a simple Dirichlet condition:
Φ = Φmembrane. (2.27)
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2.3.4 Reservoir
In electrochemical systems, reservoirs are normally located far from the oper-
ating parts such as membranes and nanochannels. The reservoirs can be either
a source, providing ions for operations of the system, or a production store.
At the reservoirs, ions are well mixed; the electrolyte solution is assumed to be
completely neutral. In many cases, an electrode is positioned at the reservoirs
to drive ions across the system.
Fluid motion
To drive fluid through the system, pressure is normally applied at a reser-
voir (inlet) and is free at the other ends. The boundary conditions for fluid




P = P0, (2.29)
where n denotes the normal direction of the reservoir boundaries, P0 is the
pressure applied at the reservoir.
Ion concentrations
Ions are well mixed at the bulk concentration:
Ccounterions = Cco−ions = Cbulk. (2.30)
Electric potential
Potential is applied via a fixed value boundary condition:
Φ = Φbulk. (2.31)
2.3.5 Dimensionless formulation
For simplification, the governing equations and boundary conditions are con-
verted to dimensionless forms.
Governing equations
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∂t˜U˜ = −∇˜P˜ + ∇˜
2
U˜−Re(U˜ · ∇˜)U˜− 1
ε2
ρ˜e∇˜Φ˜ (2.35)
∇˜ · U˜ = 0, (2.36)
where the superscript ˜ denotes the dimensionless variables. These variables



















where l0, τ0, C0,Φ0, U0, and P0 are the reference value of spatial coordinate,
time, ion concentration, electric potential, velocity field and pressure, respec-
tively. The value of l0 is the characteristic geometrical length scale, C0 is the



































is the Schmidt number defined as the ratio of the momentum diffusion to the





















Fixed value boundary conditions for ion concentrations, electric potential,














Fixed gradient boundary condition for fluid velocity and electric potential





















+ PeC˜iU˜ = 0. (2.50)
For remaining parts of this thesis, we omit the tilde accents, all quantities
will be understood as be written in dimensionless form unless otherwise noted.
2.3.6 Conclusion for chapter 2
In this chapter, we presented a detail mathematical model for the electroki-
netic flow in electrochemical systems. The model consists of the Nernst-Planck
equations for transport of ionic species, the Poisson’s equation for relation be-
tween electric potential and space charge, and the Navier-Stokes equations for
fluid flow. For simplification, dimensionless forms of the governing equations
are derived. Boundary conditions at physical boundaries are provided for clo-
sure of the governing equations. In the next chapter, we will develop numerical







In this chapter, we will develop numerical methods to solve the Poisson-Nernst-
Planck and Navier-Stokes equations introduced in chapter 2. We will use the
finite volume method to discretize these equations. The finite volume method
is chosen because of two main advantages. Firstly, because the finite volume
method is based on a balance approach in which a local balance is written on
each control volume, therefore it is locally conservative and perfectly suited
for solving the conservative governing equations. Secondly, the finite volume
method is applicable for arbitrary type of mesh; therefore, it is able to deal
with complex geometry domains.
The Newton-Raphson method [39, 40] will be used to solve the nonlinear
equations resulted from discretization of the Poisson-Nernst-Planck equations.
The Navier-Stokes equations can be solved by either a segregated method
[33] or a coupled method [34]. These methods have advantages, as well as
disadvantages, and both of them will be introduced and discussed.
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3.2 Discretization methods
To solve numerically partial differential equations, the equations are approxi-
mated by a discretization method to obtain a system of linear equations which
can be solved on a computer. There are numerous discretization methods
nowadays applied in academy and industry, but the most important and pop-
ular ones are the finite difference method, finite element method, and finite
volume method. The finite difference method method uses the Taylor series
expansion to obtain approximations to the derivatives of the variable. The
advantages of this method are simple implementation and ease to obtain a
high-order of accuracy. However, the conservation is not enforced in the finite
difference method, and the method is restricted to simple geometries due to
the requirement of structured grid. These disadvantages of the finite difference
method method can be resolved using the finite element method and the finite
volume method methods. In these methods, the solution domain is subdi-
vided into contiguous elements or control volumes. The elements and control
volumes can be in arbitrary shape, thus, the mesh can be unstructured and
the domain can be complex geometry. In the finite volume method method,
the equations (written in the conservative forms) are integrated over the con-
trol volumes. Surface and volume integrals obtained are approximated using
suitable quadrature formulas. The finite element method method is based
on variation formulations obtained by multiplying the original equations by a
weighting function. The variation formulations are then integrated over the
entire domain to obtain the weighted integral of the conservation law. The
solution is approximated by a shape function within each element. For the
same order of accuracy, the finite volume method requires less computational
effort than the finite element method [33].
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3.3 Finite volume method
The finite volume method (FVM) is a discretization method which is well
suited for the numerical simulation of conservation laws such as elliptic, parabolic,
or hyperbolic problems. The FVM has been extensively used in many engi-
neering fields, such as fluid mechanics and transfer of heat and mass. The
ability to guarantee local conservations makes the FVM more attractive in
modeling problems where the flux conservation is required, such as in fluid
dynamics and ion transport simulations.
From the industrial point of view, the finite volume method is known as
a robust and economical method for the discretization of conservation laws
[33]. The FVM behaves well even for difficult equations, such as nonlinear
systems of hyperbolic equations which can be extended easily to more realistic
problems. In addition, the FVM is also a reliable computational programming
method for complex problems.
In general, solving partial differential equation (PDE) with the FVM in-
cludes three steps. Firstly, computational mesh is generated by subdividing
the geometry domain into a finite number of control volumes (which can be
in arbitrary shape). Secondly, the governing equations are integrated over the
control volumes, the resultant volume integrals are then converted to surface
integrals using the Gauss’ theorem. The face quantities of the surface integrals
are evaluated in terms of the unknowns at the centroid of the control volume
and its neighboring cells. Finally, a system of discretized equations is obtained
by collecting the face quantities of all control volumes.
In order to facilitate the discretization process of the Poisson-Nernst-Planck-
Navier-Stokes equations, we write these equations in general differential forms
as given in Eq.3.1-3.4. By writing the equations in generic form, individual
terms are grouped into convection, diffusion or source terms. Discretization
of the equations is then obtained by combining discretizations of those terms.
The generic forms of the ion transport equations (Poisson-Nernst-Planck) and
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+∇ · (Jion) = Sφ (3.1)
Jion = φU + Γ∇φ+ φ∇γ, (3.2)
∂φ
∂t
+∇ · (Jfluid) = Sφ (3.3)
Jfluid = φU + Γ∇φ, (3.4)
where Jfluid is the flux density for the fluid, Jion is flux density of ionic species.





, diffusion (∇ · (Γ∇φ)),
convection (∇ · (φU)), and migration (∇ · (φ∇γ)) terms. In the following






















f    
Figure 3-1: A typical control volume denoted by P. The computational point
is at the centroid of the control volume. The control volume has the number
of faces denoted by nf . Neighbor of the control volume is denoted by N (the
number of neighbors is the same as the number of faces nf ). The face shared
by P and N is denoted by f . Area vector of f is denoted by Af .
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3.3.1 Discretization for partial derivative terms
Discretized forms of the partial derivative terms will be carried out for a typ-
ical control volume depicted in Fig. 3-1. Volume and surface of the control
volume are denoted by VP and Γ, respectively. The computational point P
is at the centroid of the control volume. The vector ξ =
−−→
PN connects the
computational point P with its neighbor N. Af is the outward-pointing nor-
mal vector of the face. The mesh is non-orthogonal if the angle between the
vectors Af and ξ is non-zero. The vectors Aξ and At are then introduced
to account for the orthogonal and non-orthogonal contributions to gradients
at faces of the control volume (Fig. 3-2). Jasak [41] described three different
approaches for splitting of the non-orthogonal contribution At from the or-
thogonal component Aξ. The so called over-relaxed approach was verified to





















      
   
    
Figure 3-2: Non-orthogonality treatment: Area vector Af is decomposed into
two components Aξ and At.
Diffusion term
The diffusion term is present in the diffusion of ionic species, diffusion of
momentum, and in the electromigration of ions. Integrating the diffusion term
over the control volume and using the Gauss’ divergence theorem to convert
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the volume integral to surface integral, we get
∫
VP
∇ · (∇φ)dV =
∫
Γ
∇φ · dA =
nf∑
f=1
Af · (∇φ)f +O(h2), (3.5)
where h is the mesh size. When the vector ξ connecting neighboring centroids
is orthogonal to the face plane, i.e. parallel to Af , the face gradient in the
(3.5) is discretized as follows:






However, in the most cases, the mesh is nonorthogonal. Thus, a special treat-
ment is required to deal with the nonorthogonality. When the connecting
centroids vector ξ is nonorthogonal to the face plane, the outward-pointing
area vector (Af ) is decomposed into two components, one in the direction of
ξ, and another in the tangential direction of f as shown in Fig. 3-2,
Af = Aξ + At. (3.7)
Thus, the diffusive flux can be written as follows:
Af · (∇φ)f = Aξ · (∇φ)f + At · (∇φ)f . (3.8)
The first term in Eq. (3.8) is the orthogonal contribution term which can be
approximated by using the midpoint rule and ignoring the high-order term as
follows:






Af · iξ , (3.9)
where iξ is the unit vector in the ξ direction.
The second term in Eq. (3.8) is known as the non-orthogonal correction
term which vanishes when ξ is orthogonal to f . This term will be treated
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explicitly by the following approximation,
At · (∇φ)f = (∇φ)oldf ·
(




where (∇φ)old is gradient of φ calculated using data from the previous iteration
or time step. By substituting Eq.3.10 and Eq.3.9 into Eq.3.8, we obtain a
second order accuracy discretization for the diffusive flux across a face of the
control volume:














It can be seen from Eq.3.11 that when the mesh is orthogonal, the term At ·
(∇φ)f is zero, thus Eq.3.11 reduces to Eq.3.6.
Discretization of the diffusion term is obtained by substituting Eq.3.11
into Eq.3.8 and Eq.3.5. This discretization formulates the diffusion term using







The above equation represents the diffusive transport between the control
volume and its neighbors. The coefficients representing the influence between




















The convection term is present in the transport of ionic species, and convective
acceleration in fluid flow. Integrating the convection term over the control
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volume, and using the Gauss’ theorem to convert the volume integral to face
integral, we obtain ∫
VP







Af ·Ufφf +O(h2) ≈
n∑
f=1
Ff · φf ,
(3.14)
where Ff is the mass flux passing through face f . Ff is evaluated as follow:
Ff = Af ·Uf . (3.15)
The face value φf can be determined from values at the control volumes sharing
face f using either the Differencing scheme or the Upwind scheme[41, 42].
There is a number of Differencing schemes. Each scheme has it own ad-
vantages and disadvantages. The issues surrounding the choice of differencing
scheme are the boundedness of the solution, the stability and the overall ac-
curacy of the scheme, and the computational resources required for its imple-
mentation [43]. The simplest Differencing scheme interpolates the face value
from adjacent nodal values:





is the interpolation factor which is attached to face f to evaluate variable value
on f from variable values at P and N.
The Upwind scheme determines φf from the direction of the fluid flow
passing through the face. The value at the face is set equal to the value of the
cell node from the upwind direction
Ffφf = φPmax(Ff , 0) + φNmin(Ff , 0), (3.17)
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where the operators max(a, b) and min(a, b) indicate the maximum and min-
imum values between a and b, respectively.
The face value evaluated by either the Differencing scheme or Upwind
scheme is substituted into Eq.3.14 to yield the discretized equation for the
convection term. This equation represents the relation between the variable







The coefficients are given by
aφf =




f=1 Ff (1− λ) for Differencing scheme∑nf
f=1 (max(Ff , 0)) for Upwind scheme
(3.20)
3.3.2 Source term
Source term is present as the electric body force in the Navier-Stokes equations
or the space charge in the Poisson equation. The source term can be either
constant over the control volume (in the Navier-Stokes equations) or a function
of variable at the centroid of the control volume (in the Poisson equation). The
general form of source term can be written as follows:
Q = QPφP +Q0. (3.21)
Assume that the variable φ varies over the control volume in such way that φP
is the average value of φ in the control volume. Integrating the source term
over the control volume, we get
∫
VP
(QPφP +Q0)dV = VPQPφP + VPQ0 +O(h
2). (3.22)
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In above equation, the term VPQ0 will be added directly to the solution vector.
The second term VPQPφP will be treated implicitly by adding the coefficient
VPQP into the central coefficient of the solution matrix. There are cases where
the addition reduces the diagonal dominance of the matrix (reducing the sta-
bility of the solution), in these cases, that term will be treated explicitly by
adding it to the solution vector.
3.3.3 Temporal discretization
In computation of unsteady systems, together with the space coordinates,
time must be discretized. As can be seen in the generic transport equations
(3.1) and (3.3), the time is present in a first order derivative. There are
many methods for discretization of the time derivative. These methods can
be classified into two groups: explicit and implicit. In the explicit methods,
variable at current time step is determined explicitly using the the values at
the previous time steps. In the implicit methods, variable at a time step is
determined using solutions at the previous time steps and the current time
step. The implicit methods are of higher accuracy and more stable compared
to the explicit methods. However, implicit methods are more complicated in
implementation and require more computational cost.
In our problem, the electric potential and ion concentration near charged
surfaces vary dramatically in time, especially at the initial period after voltage
is applied. Moreover, the strong nonlinear coupling of the equations may cause
divergence issues. Therefore, we use an implicit, second order accuracy scheme
for temporal discretization [33]. The scheme approximates the time derivative
by differentiating a parabola forced through solutions at the current time step
























(−4φn + φn−1) . (3.24)
In above discretization, the first term will be added to the central coefficient
of the solution matrix, the second term will be added to the solution vector.
3.3.4 Calculation of gradient
During the discretization process of the equations, gradients of variables are re-
quired to evaluate nonorthogonal correction terms, Jacobian matrix and func-
tions residual. There are various methods for calculation the gradient, such
as Gauss method and Least Square method [33, 42]. Due to its second-order
accurate and less computational effort required, the Gauss’ method is used in
the current study.
In the Gauss method, gradient of variable φ at a control volume centroid is
calculated by integrating the gradient over the control volume and using Gauss’









where s is normal vector of f .
Assume that φ and its gradient vary linearly over the control volume, hence,
we can evaluate the integrals in Eq.3.25 as follows:
∫
VP
∇φdV = VP (∇φ)P +O(h2) (3.26)
∫
f
φds = Sfφfnf +O(h
2), (3.27)
where φf is the value at the center of face f , Sf is the area of the face, and
nf is the unit normal vector of the face.
36
Substituting the above equations into Eq.3.25 and ignoring the high-order







In above equation, φf is calculated using variable values at neighboring control
volumes of P.
Hence, gradient at centroid of a control volume is calculated using the
differencing scheme (Eq.3.16).
3.4 Poisson-Nernst-Planck equations
In this section, we will derive discretization for the Poisson-Nernst-Planck
equations using the second-order accuracy discretizations of the spatial terms
derived in the previous sections. For convenience, we rewrite the dimensionless
forms of the Poisson-Nernst-Planck equations as follows:
1
ε
∂tCi = −∇ · Ji (3.29)






The Poisson-Nernst-Planck equations consist of diffusion, convection and
source terms. Discretization of Poisson-Nernst-Planck equations will be ob-
tained by combining the discretizations of those terms.
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3.4.1 Discretization for the Poisson-Nernst-Planck equa-
tions
Discretization for the Nernst-Planck equation
To obtain the discretization for the Nernst-Planck equation, we integrate








Jif ·Af . (3.32)
Substitute the temporal term discretized in Eq.3.24 into Eq.3.32, we get the















(−4Cn−1iP + Cn−2iP ) , (3.33)
where Cn−1iP and C
n−2
iP are values at the previous time steps n − 1 and n − 2,
respectively.
The ion flux passing through face f have the following form
Jif ·Af = (−Di (∇Ci + Ci∇Φ) + PeCiU)f ·Af . (3.34)
The discretizations of the diffusion, migration, and convection terms pre-







Af · iξ + At · (∇Ci)
old
f , (3.35)






Af · iξ + ziCifAt · (∇Φ)
old
f , (3.36)
−PeUCi ·Af = −Pe(U ·Af )Cif . (3.37)
Assembling the above equations, we obtain a second-oder of accuracy dis-
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cretization for the ionic flux













+ Pe(U ·Af )Cif + At · (∇Ci)oldf + ziCifAt · (∇Φ)oldf ,
(3.38)
where the face concentration, Cif , is approximated using the differencing
scheme (Eq.3.16):
Cif ≈ γCiP + (1− γ)CiN .
As can be seen from Eq.3.38, there are two non-orthogonal correction terms
in the discretization of ion flux. The first term (At · (∇C)oldf ) results from dis-
cretization of the concentration diffusion. This term plays the role of a constant
source term. The second term (ziCifAt · (∇Φ)oldf ) results from discretization
of the electric field. Due to the presence of the face ion concentration (Cif ),
the second term operates numerically like a convection term.
Discretization for the Poisson equation
Discretization for the Poisson equation is obtained using the discretizations of






















3.4.2 Transformation of variables
As discussed in chapter 2, the nonlinear coupling of electric potential and ion
concentration causes rapid changes of these variables near charged surfaces.
To capture these rapid changes, the computational mesh needs to be refined
near the charged surface. The use of a finer mesh results in a larger system
of discretized equations which is computationally expensive. To overcome this
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difficulty, we present a new variable, namely electrochemical potential, which
logarithmically relates the ion concentration and the electric potential.The
electrochemical potential µi is defined as follows:
µi = lnCi + ziΦ. (3.40)
From Eq.3.40, we rewrite the ion concentration in the following form,
Ci = e
µi−ziΦ. (3.41)
By substituting Eq.3.41 into Eq.2.42, we obtain the ionic flux written in terms
of electrochemical potential
Ji = (∇Ci + ziCi∇Φ− PeUCi)
=
(




eµi−zΦ (∇(µi − ziΦ) + z∇Φ− PeU)
)
= eµi−ziΦ (∇µi − PeU) .
(3.42)
Bring Eq.3.42 into the no-flux boundary condition (Eq.2.12) and take into
account the no-slip boundary condition for fluid velocity at a solid surface
we obtain the boundary condition for electrochemical potential at the solid
surface,
∇µi · n = 0⇔ ∂µi
∂n
= 0. (3.43)
Thus, the nonlinear boundary condition for ion concentration (2.48) is sim-
plified to a simple Neumann boundary condition for electrochemical poten-
tial. This zero-gradient boundary condition indicates that the electrochemical
potential does not change rapidly near charged surfaces. Therefore, the dis-
cretized equation can be solved easier.
Substituting Eq.3.41, Eq.3.42 into Eqs.(2.32-2.36) we have the Poisson-
40
Nernst-Planck equations written in terms of electrochemical potential,
eµi−ziΦ
ε
∂t(µi − ziΦ) = −∇ · Ji (3.44)
Ji = e







Discretization for the Nernst-Planck equation
To discretize the Nernst-Planck equation written in terms of electrochemical
potential, we integrate Eq.3.44 over the control volume. In the resultant inte-
grations, the temporal term becomes a source term and is evaluated at centroid
























(−4Φn−1iP + Φn−2iP )) .
(3.47)
The ion flux is evaluated at face of the control volume by substituting the
discretization of diffusion term (Eq.3.7) into Eq.3.45
Jif ·Af = eµif−ziΦf (∇µi − PeU) ·Af
= eµif−ziΦf (Aξ · (∇µi)f + At · (∇µi)oldf − PeU ·Af ),
(3.48)
where the superscript old denotes that the term is evaluated using data
from the previous time step (n− 1).
Using the values at neighboring control volumes sharing face f to evalu-
ate the face quantities in Eq.3.48, we obtain the ion flux written in terms of
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electrochemical potential:
Jif ·Af = eµif−ziΦf (Aξ · (∇µi)f + At · (∇µi)f − PeU ·Af )




Af · iξ + (At · (∇µi)f )




Discretization for the Poisson Equation
The discretization for Poisson equation is obtained using discretization of the

























Evaluate Jacobian matrix   , 
and function value vector   , 
            
Assign initial guess 
END 
Solve the system of linearized equations 
                   
        






Figure 3-3: Algorithm for solving a system of nonlinear equations with
Newton-Raphson method.
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3.5 Newton-Raphson method for system of non-
linear equations
The discretization for the Poisson-Nernst-Planck equations generates a sys-
tem of nonlinear equations. There are a number of methods can be used to
solve these equations, such as Newton-Raphson method, Secant method, Brent
method [44]. In this study we use the Newton-Raphson method because of its
fast convergence and simple implementation [33, 45]. We briefly introduce the
Newton-Raphson method for a system of nonlinear equations.
Generally, the nonlinear equations of n unknowns can be written in the
following form
fi(x1, x2, ..., xn) = 0, i = 1, 2, ..., n. (3.51)





the exact solution, then seeks for another estimate (xk+11 , x
k+1
2 , ..., x
k+1
n ) which
is closer to the exact solution than the previous one. The Taylor expansion of
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By neglecting the high order terms (H.O.T ) and setting the right hand side
in (3.52) to zero, we obtain a system of linear algebraic equations for the





j − xkj ) = −fi(xk1, xk2, ..., xkn). (3.53)
The matrix of this system is called the Jacobian matrix (J). Entries in the












Solving the linear system, we obtain the increment
∆xk+1j = x
k+1
j − xkj , (3.55)






The Newton-Raphson method is summarized by the flow chart shown in Fig.
3-5. As can be seen from the flow chart, solving the Poisson-Nernst-Planck
equations using the Newton-Raphson method is an iterative process. In each
iteration, it requires to recompute the Jacobian matrix and function value. In
the next sections, we will derive expressions for the entries of the Jacobian
matrix and the function.
3.5.1 Evaluation of functions
Functions written in terms of primitive variables
In the form of Eq.3.51, the discretizations of the Poisson-Nernst-Planck































(−4Cn−1iP + Cn−2iP )+ nf∑
f=1















− Pe(U ·Af ) (γCiP + (1− γ)CiN)
+ At · (∇Ci)oldf + z (γCiP + (1− γ)CiN) At · (∇Φ)oldf .
(3.59)
From above equation, it shows that the functions are formulated in terms
of variables values at the control volume centroid and its neighboring control
volumes. The functions value then can be evaluated by substituting directly
those values into Eq.3.58 and Eq.3.76.
Functions written in terms of electrochemical potential
Similarly, we rewrite the discretizations of the Poisson-Nernst-Planck equa-
















































(Jif ·Af ) ,
(3.61)






Af · iξ + At · (∇µi)
n−1




In terms of electrochemical potential, the functions are also formulated
using electrochemical potential values at the control volume centroid and its
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neighboring control volumes. Hence, the functions can be calculated by sub-
stituting those values directly into the equations (3.61)-(3.60).
3.5.2 Jacobian matrix
Entries of the Jacobian matrix are defined by differentiating the functions
with respect to the variables at the current control volume and its neighbors.
Because the neighbors are represented through the faces of the current control
volume, the Jacobian matrix can be constructed by visiting all faces of the
control volume. The visit to each face represents the relation between the
current control volume (P) and the neighbor corresponding to the face (N).
Functions written in terms of primitive variables
Matrix entries corresponding to the ion concentration and electric poten-
tial in the Nernst-Planck equation for ion i written at control volume P are






































|ξ|zi (γCiP + (1− γ)CiN)
Af ·Af






= − 1|ξ|zi (γCiP + (1− γ)CiN)
Af ·Af
Af · iξ . (3.66)
Matrix entries corresponding to the ion concentration and electric potential
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Functions written in terms of electrochemical potential
Matrix entries corresponding to the electrochemical potential and electric
potential in the Nernst-Planck equations for ion i written at control volume P
are calculated using the following formulas:




Af · iξ + (At · (∇µi)f )
















Af · iξ + (At · (∇µi)f )
old − PeUf ·Af
)
− e(γµiP+(1−γ)µiN )−zi(γΦP+(1−γ)ΦN ) 1|ξ|
Af ·Af
Af · iξ ,
(3.71)




Af · iξ + (At · (∇µi)f )












Af · iξ + (At · (∇µi)f )




Matrix entries corresponding to the electrochemical potential and electric
potential in the Poisson equation written at control volume P are calculated






























Various numerical methods have been developed to solve the Navier-Stokes
equations, in which the finite volume method is one of the most popular
methods employed in academy and industry. In the finite volume method,
the Navier-Stokes equations can be solved separately or simultaneously. In
computational fluid dynamics, the segregated approach is more popular be-
cause it requires less memory storage than the coupled approach. In the segre-
gated approach, velocity and pressure are solved iteratively. In electrokinetic
flows, due to the nonuniformity of the electric body force (extremely large in
a very thin layer next to charged surfaces), the pressure changes rapidly in
the same layer. The segregated method applied to solve for the flow diverges
easily because the tight coupling of pressure and velocity is not guaranteed. To
avoid the divergence, we employ a fully coupled method in which the Navier-
Stokes equations are solved simultaneously. Since all equations are concur-
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rently discretized, the resulting system of linear equations is three times for
two-dimensional problems or four times for three-dimensional problems larger.
Generating the large matrix is a disadvantage of the coupled method. How-
ever, in our problem, that system has the same size as that in the discretization
of the Poisson-Nernst-Planck equations. Hence, there is no advantage in using
the segregated method.
In order to derive discretization for the coupled Navier-Stokes equations,
we first present the segregated method. Based on this method, the coupled
method will be derived.
3.6.1 Segregated method
Discretization for the momentum equations
The momentum equations consist of the diffusion, convection, and source
terms. Discretization for the momentum equations can be obtained using the
discretizations of those terms. In the segregated method, the dimensionless






=∇2φ−Re∇ · (Uφ) +Q, (3.77)
where Q = −∇P − 1
ε2
ρe∇Φ is the source term which consists of the pressure
gradient terms and electric body force components corresponding to φ.










∇ · (∇φ)dV −Re
∫
VP




The volume integrals of the diffusion and convection terms are transformed































(Uφ)f ·Af +QPVP . (3.80)
Employ the discretized froms of the spatial derivative and source terms, we








where N denotes the neighboring cell of the control volume P. The coefficients
are formulated using the discretization of the diffusion and convection terms:
aφN =
Af ·Af
Af · iξ +





Af · iξ +
 Re×
∑nf
f=1(Uf ·Af )(1− λ) for Differencing scheme
Re×∑nff=1 (max((Uf ·Af ), 0)) for Upwind scheme











Discretization for the continuity equation
In the segregated algorithm, the the momentum equations and the continu-
ity equation are solved iteratively. The velocity components are obtained by
solving the momentum equation. The pressure is obtained by solving the con-
tinuity equations. By integrating the continuity equation, Eq.2.36, over the
control volume, we get
nf∑
f=1
Uf ·Af = 0. (3.83)
It is obviously that the pressure is absent in Eq.3.83. To solve for the
pressure, the continuity equation must be manipulated to obtain an equation
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for the pressure.
In order to bring pressure into the continuity equation, Rhie-Chow [35]
introduced an interpolation procedure, which relates the velocity at control
volume face to the pressures at the control volumes sharing the face. We will
use the Rhie-Chow interpolation procedure to derive an explicit equation for
pressure.
We start with a second-order accurate semi-discretized form of the momen-




aNUN = −V∇PP + V QP . (3.84)
Rearrange the above equation, we get
UP + H(UN) = −DP∇P. (3.85)
Here the H(U) term consists of two parts: the transport part including the
matrix coefficients for all neighboring control volumes multiplied by the cor-
responding velocity components, and the source part including the transient
term and the body force. DP is the matrix containing the coefficients of the





















Eq.3.85 is written for the velocity at centroid of the control volume and it
neighbors. Similarly, the velocity at faces of the control volume should satisfy
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a pseudo-momentum equation which is in the same form with Eq.3.85
Uf + Hf [Unb] = −Df∇Pf , (3.87)
where Hf and Df are evaluated at the control volume face. Using linear
interpolation, these quantities are approximated using values of H and D at
the centroids sharing the face
Hf = γHP + (1− γ)HN ,
Df = γDP + (1− γ)DN ,
(3.88)
where γ is the geometric interpolation relating the face and the centroids P
and N .
Using Eq.3.85 to formulate HP and HN in terms of the velocities and pres-
sures at corresponding control volumes, and substituting them into Eq.3.88,
we get
Hf [Unb] = γ (−UP −DP∇PP ) + (1− γ) (−UF −DF∇PF )
= − (γUP + (1− γ)UF )− (γDP∇PP + (1− γ)DP∇PF )
= −Uf −Df∇Pf .
(3.89)
The overbar denotes that Hf is evaluated using the velocity and pressure from
the previous iteration or time step.
Combining Eq.3.89 and Eq.3.87, we obtain an equation relating velocity
and the pressure gradient face at f





Substituting Eq.3.90 into Eq.3.83, we obtain the continuity equation written
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)−Uf) ·Af . (3.91)
By solving Eq.3.91, the continuity equation (3.83) is only satisfied with velocity
field of the previous iteration or time step. Therefore, an iterative process
solving Eq.3.81 and Eq.3.91 is required to obtain the solution for the Navier-
Stokes equations. Since the momentum equations and continuity equation
are approximated by second-order accurate schemes, the segregated method is
therefore second-order accurate method[33, 41].
3.6.2 Coupled method
Discretization for the momentum equations
In the segregated method, the pressure gradient terms in the momentum
equations are treated explicitly (by adding them to the right hand side vector).
Thus, it slows down the convergence of the method. The segregated method
only gives a fast convergence when the pressure and velocity vary smoothly
over the domain. However, in electrokinetic flows simulation, right after the
electric potential is applied, electric field immediately acts upon the domain
and induces a large electric body force inside the electric double layer of solid
surfaces. The large force pushes fluid onto the surfaces. Consequently, pressure
changes rapidly in the electric double layer. Therefore, the segregated method
may converge slowly in simulation of electrokinetic flows.
In the coupled algorithm, the pressure gradient terms are implicitly treated.
The momentum equations and the pressure equation (derived from the conti-
nuity equation) are discretized concurrently to form a coupled discretization
matrix. Entries of the matrix are the same as the coefficients in the segregated
method, except the coefficients corresponding to the pressure gradient terms.
In order to discretize the pressure gradient terms, we write the pressure
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gradient in the conservative form:
∇P =∇ · (P I) , (3.92)
where I is identity matrix of which size is two or three depended on the space
dimension. Integrating Eq.3.92 over the control volume and using the diver-














(Γ∇φ−Uφ)f · Sf +
nf∑
f=1
PfAf + FeVP , (3.94)
where the face pressure, Pf , is evaluated in terms of pressures at the control
volumes sharing face f
Pf = γPP + (1− γ)PN . (3.95)
Substituting (3.95) into (3.102), and using the discretizations of the convec-
tion and diffusion terms, we obtain the full discretizations for the momentum
equations. These discretizations are formulated in terms of both velocity and
pressure. The discretization for the U momentum equation, writing at the










aPreJ PJ = b
U
I , (3.96)
where aUJ and a
Pre
J are coefficients relating the U-velocity and pressure at
control volume J to the U-velocity at control volume I. The right hand side
term, bUI , collects the body force at control volume I and the nonorthogonal
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correction terms at faces of control volume I. The coefficients are given by
aUJ =
Af ·Af
Af · iξ +





Af · iξ +
 Re×
∑nf
f=1(Uf ·Af )(1− λ) for Differencing scheme
Re×∑nff=1 (max((Uf ·Af ), 0)) for Upwind scheme
















Similarly, discretization for the others momentum equations, i.e. V, W
momentum equation, can be obtained using Eq.3.96-3.97.
Discretization for the continuity equation
As discussed in the segregated method, by using the Rhie-Chow interpo-






(∇Pf −∇Pf)] · Sf = 0. (3.98)
Unlike the segregated algorithm where the face velocity Uf is calculated ex-
plicitly using the solution of the previous iteration or time step. In the coupled







(−Df∇Pf) ·Af = nf∑
f=1
(−Df∇Pf) ·Af . (3.99)
Writing Uf in terms of the neighboring values and substituting it into Eq.3.99,
we obtain discretization for the continuity equation. The discretization written
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3.7 Solution method for the coupled Poisson-
Nernst-Planck and Navier-Stokes equations
As can be seen from Eq.2.32-2.36, the Poisson-Nernst-Planck and Navier-
Stokes equations relate mathematically to each other though the convection
term transporting ionic species by convective flow and the electric body force
driving fluid flow. To obtain numerical solution for these coupled equations, a
simple algorithm is to solve repeatably the sets of equations until all quantities
converge. A more straightforward algorithm is to solve simultaneously all sets
of equations. These algorithms come with advantages, as well as disadvan-
tages. For example, the segregated algorithm might be slow in convergence,
the coupled algorithm might have a better convergence rate but it certainly
requires much larger memory storage compared to the segregated algorithm.
In the following sections, we will provide details in implementation of these
algorithms.
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 Calculate convection term of 
 ionic fluxes 
               
Initialize variables 
              
Save output data 
Solve Poisson Nernst Planck 
equations  
Calculate volume force 







Figure 3-4: Segregated algorithm for coupling the Poisson-Nernst-Planck and
the Navier-Stokes equations.
3.7.1 Segregated algorithm
The mutual influences between the Poisson-Nernst-Planck equations and the
Navier-Stokes equations are represented via the convection term in the Nernst-
Planck equation and the electric body force in the momentum equation. This
motivates a simple algorithm for coupling the sets of equations. The algorithm
is described in Fig. 3-4, where the Poisson-Nernst-Planck equations are solved
with the convection term evaluated from the initial or previous velocity field.
The ion concentrations and electric potential obtained are used to calculate
electric body force. Using this electric body force, the Navier-Stokes equations
are solved. The resultant velocity field is substituted back into the Poisson-
Nernst-Planck equations. This process is repeated until convergence reaches.
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Since the methods for solving the sets of Poisson-Nernst-Planck and Navier-
Stokes equations are second-order accurate, the segregated algorithm is overall
second-order accurate.
3.7.2 Coupled algorithm
The most straightforward method to solve the coupled Poisson-Nernst-Planck-
Navier-Stokes equations may be the fully coupled method. In this method, all
equations are solved simultaneously. Instead of treating explicitly the electric
body force and convection terms as done in the segregated algorithm, the cou-
pled method treats these terms implicitly. Formulation for the coupled method
is based on the discretized forms of the Poisson-Nernst-Planck equations and
the Navier-Stokes equations.
The discretization for the convection term on face f shared by control
volume P and N has the following form:
− PeCifU ·Af = −PeCif (UAx + V Ay +WAz)f
= −Pe(γCiP + (1− γ)CiN)
× ((γUP + (1− γ)UN)Ax + (γVP + (1− γ)VN)Ay + (γWP + (1− γ)WN)Az)) .
(3.102)
It is noted that the convection term invokes all velocity components at P and
N.
In order to discretize the body force term, we rewrite the body force at









ziCiP∇ · (ΦI). (3.103)
Integrating Eq.3.103 over control volume P and transforming the resultant

















(ΦfAf ) , (3.104)
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where the ion concentrations are assumed to be constant over control volume.
From the above discretization, we can see that the body force brings into the
momentum equation the effect of ion distributions in the control volume and
the electric potentials at the neighboring control volumes.
Since each of the Poisson-Nernst-Planck-Navier-Stokes equations is dis-
cretized using second-order accurate schemes, the coupled algorithm is also
second-order accurate.
3.8 Parallel algorithm
In realistic electrokinetic systems, the characteristic dimensions range from
tens to thousand micrometers; the salt concentration is about several mini-
molar (mM). The thickness of the electric double layer in these systems is
about 106 times smaller than the characteristic length. To capture the surface
phenomena inside the electric double layer, the mesh size near charged surfaces
requires to be finer than 10−6. Consequently, the number of control volumes
in the domain becomes too large to be solved on a single computer. Hence,
parallel solver for the Poisson-Nernst-Planck-Navier-Stokes equations seems to
be the only tool to simulate the actual electrokinetic systems.
The two basic models used in parallel computing are the Single Program
Multiple Data (SPMD) model and the Multiple Program Multiple Data (MPMD)
model. In numerical simulation, the most commonly used model is the SPMD
model. In this model, the whole data or computational domain is distributed
over all the processors in the community. Each processor runs an identical
program, and but only computes on its own data. In the SPMD model, a
parallel solver consists of four conceptual steps:
• Partition the domain and re-index control volumes in each partitions,
• Calculate the partition matrices and the master matrix,
• Solve the master system in parallel,
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• Scatter the global solution to single processes.
In the following sections, we will present implementation procedures for these
steps. We start with the domain partitioning and re-indexing; followed by
the implementation for communication between the partitions in step 2 and
step 4; finally, we introduce the method for solving system linear equations in
parallel (step 3).
3.8.1 Partition domain
Parallel computing starts with domain partitioning in which the computa-
tional mesh is subdivided into n sub-meshes known as partitions. Each par-
tition contains the same physics (i.e. the governing equations) as the original
mesh. The subdivision must satisfy two requirements: the number of control
volumes assigned to each process is as balanced as possible, and the number
of adjacent control volumes assigned to different processes is minimized. The
first requirement is to balance the computations among the processes. The
second requirement is to minimize the communication across the processes.
Both the requirements are to make the parallel solver more efficient.
Among applicable partitioning methods, the graph partitioning is the most
popular method [46]. Graph partitioning can be used to satisfy the require-
ments by first modeling the mesh by a graph (of which nodes correspond to
the control volumes in the original mesh); then partitioning the graph into
equal parts. In this study, we use the ParMETIS [47, 46] for the partitioning
task. The traditional graph partitioning algorithms compute a partition of a
graph by operating directly on the original graph which causes the slow exe-
cution and poor quality partitions. The algorithm in ParMETIS, on the other
hand, is based on multilevel graph partitioning, which reduces the size of the
graph by collapsing vertices and edges, partitions the smaller graph, and then
uncoarsens it to construct a partition for the original graph.



















































Figure 3-5: An example for domain partitioning. The computational domain is
partitioned into three partitions. Number of control volumes partitions should
be approximately equal. In this example, partition 0 has five control volumes,
partitions 2 and 3 have six control volumes. Each partition shares two faces
with the other partitions.
containing 17 control volumes is partitioned into three partitions. The first
partition contains five control volumes, the second and the third partition
contain six control volumes. Each partition shares two faces with its two
neighboring partitions.
At the final stage of the partitioning step, each processor will receive a list
storing indices (in original mesh) of control volumes which will be managed
by the processor.
Fig. 3-5 illustrates the three lists corresponding to the partitions. As can
be seen, indices in the lists are desultory and need to be re-indexed. During
the re-indexing process, the local mesh should be reordered in such way that
reduces bandwidth of the resultant sparse matrices. For this purpose, we
make use of the Reverse Cuthill-McKee (RCM) algorithm implemented by
David Fritzsche [48].
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After re-indexing, an independent data structure is set up for each par-
tition. Each partition is treated as an independent mesh which inherits the
properties of the original mesh (such as the equations and boundary condi-
tions). However, the control volumes of which neighbor(s) belongs to other
partition, namely ghost neighbor(s), need special treatments. As discussed
in the previous sections, the finite volume discretization for partial deriva-
tive terms (such as convection, diffusion, and divergence) or evaluation of face
quantities requires values at the neighboring control volumes. These values
can be obtained through sending-receiving procedures. Nevertheless, during
an outer iteration, these values are accessed many times which means that
the procedures are also called the same number of times. As a consequence,
it takes a long communication time between the processors. A more efficient
approach is for each processor to store its own ghost neighbors. Although this
approach requires memory for storing the ghost values, it can save commu-
nication time since the sending-receiving procedures are called only one time















































































: Send data 
Figure 3-6: Re-indexing control volumes in partitions. The local control vol-
umes are stored at the first part of the indices vector, the ghost control volumes
are stored at the last part of the vector.
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In Fig. 3-6 the re-indexed control volumes for each partition are illustrated.
While the local control volumes are stored at the first part of the vector, the
ghost control volumes are stored at the last part of the vector. This order
comes out from the fact that, in the re-indexing process, the local control vol-
umes are firstly recognized. For the ghost control volumes, they are organized
in partition-oriented manner in which the control volumes in the same neigh-
boring partition are stored in a contiguous part. For example, the partition
0 has ghost control volumes in both partitions 1 and 2; the five local control
volumes take the first five locations; the two ghost control volumes belonging
to partition 1 take the 6th and 7th locations, and the two ghost control volumes
belonging to partition 2 take the 8th and 9th locations. This storing style is
very useful in communication between processors which is discussed below.
3.8.2 Communication between processors
In the parallel algorithm, there are two stages which require data transfer
(communication) across the processors. The first is the assembling stage, in
which the global system of the discretized equations, namely the master ma-
trix, is formed by assembling the local systems in all partitions. The second
is the updating stage, in which the ghost values on all partitions are updated
by the corresponding neighboring partitions.
Assembling stage
The master matrix is stored across the processes. Each process stores a
submatrix of contiguously numbered global rows. Each submatrix consists of a
diagonal part and an off-diagonal part. The number of rows in the submatrix is
exactly the number of control volumes in the partition managed by the process.
The number of columns in the submatrix is the same as the master matrix size
(the number of control volumes in all partitions) as depicted in the Fig. 3-7.
While the diagonal part represents internal links across the control volumes in
the partition, the off-diagonal part represents the the external links between
the partition and it neighboring partitions. These parts are both sparse, but
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the off-diagonal part is sparser than the diagonal part because the number of
ghost cells was minimized in the partitioning process.
Each submatrix is filled by visiting all faces in the partition. The diagonal
part is calculated by visiting the faces shared by the local control volumes.
The off-diagonal part is calculated by visiting the faces shared by the parti-
tion and its neighboring partitions. Since each process stores its own ghost
values, all procedures are performed within the current process. Therefore,
no communication between the processes is required, as a consequence, the
computation time is saved. 
Submatrix managed by Partition 0 
Diagonal 
part 
Submatrix managed by Partition 1 





















Figure 3-7: Global (Master) matrix which is divided into submatrices stored
in the processes. Each submatrix, identifying by partition color, includes a
diagonal part representing the links between the local control volumes and an
off-diagonal part representing the links between the local control volumes and
the ghost control volumes.
Updating stage
In the finite volume method, neighboring values of every control volumes
are used to calculate the face quantities and approximate the partial derivative
terms. In a serial algorithm, for every control volumes, values at each control
volume and its neighbors are stored and available for the processor to access at
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anytime. In the parallel algorithm, there are control volumes (sharing face(s)
with other partitions) of which neighbors are not in the same partition (ghost
neighbors). Therefore, evaluating the face values and the partial derivative
terms at these control volumes requires values at the ghost neighbors to be
updated regularly.
As described in the previous section, the ghost values are stored at the
last section of the data vector and in a contiguous region corresponding to the
neighboring partition. This storage manner makes the communication between
a partition and its neighboring partitions simple and efficient. For example,
when a partition receives ghost values from neighboring partitions, these values
will be stored at the preallocated contiguous memory section. Therefore, no
additional operation is required to redistribute the received values.
3.8.3 Linear system solver
The result of the discretization process is a system of algebraic equations.
These equations can be either linear (for the Navier-Stokes equations) or non-
linear (for the Poisson-Nernst-Planck equations). In the nonlinear case, the
discretized equations are solved using the Newton-Raphson method. Whether
the equations are linear or not, efficient methods for solving linear systems of
algebraic equations are needed. The matrices derived from the systems are
always sparse. There are numerous methods which were developed to solve
such the systems including direct methods and iterative methods. Due to the
large computational cost of the direct methods, they are rarely used in prac-
tice. In this study, we use an iterative method to solve the systems. The
Krylov-subspace method is chosen because of its well-known properties with
respect to preservation of stability and passivity [49, 50].
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Portable Extensible Toolkit for Scientific Computation (PETSc)
In this work, we utilize the linear system solver provided by PETSc, a toolkit
for scientific computation produced and maintained by the Argonne National
Laboratory [51, 52]. PETSc offers a suite of data structures and routines for
a scalable parallel solution of scientific applications modeled by solving alge-
braic equations, partial differential equations. Linear system solvers integrated
in PETSc are based on the Krylov subspace methods, including Conjugate
Gradient, GMRES, Bi-CG-stab... PETSc also offers various preconditioners,
including Block Jacobi, Overlapping Additive Schwarz, LU, ILU. PETSc has
been validated to be a robust parallel computational tool and being widely
used in many research groups around the world.
3.9 Conclusion for chapter 3
In this chapter, we has developed numerical methods to solve the Poisson-
Nernst-Planck-Navier-Stokes equations. The methods are able to solve for
complex geometry meshes which can be either two- or three- dimensional.
The finite volume method is used to discretize the equations because it is a
local conservative method, has low computational cost, and is applicable to
complex-geometry domains. The Newton-Raphson method is used to solve
the nonlinear discretized equations. In order to resolve the rapidly change
of ion concentrations and electric potential near charged surfaces, we develop
a transformation of variables to convert the Poisson-Nernst-Planck equations
to an exponential form of which boundary condition is linear at the charged
surfaces. Parallel algorithm is also developed to execute the numerical method
on parallel computer systems.
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Chapter 4
Verification and Validation for
Numerical Methods
4.1 Introduction
In chapter 2, the governing equations (the Poisson-Nernst-Planck and Navier-
Stokes equations) for the transport of ions in an electrochemical system were
introduced. The nonlinearity and mutual coupling of the equations make it dif-
ficult to find an analytical solution for most of the electrokinetic flow problems.
Thus, we developed numerical methods to solve numerically the equations in
chapter 3. To obtain verification and validation for the numerical methods, in
this chapter, we implement four test cases, and compare the results obtained
with the benchmark solutions.
In the first case, we test the accuracy of the numerical solution of the
Poisson-Nernst-Planck equations by comparing the numerical solution to the
analytical solution of electric potential on a solid surface interfacing with an
electrolyte solution. In the second case, we consider a more complicated elec-
trochemical system which consists of a nanochannel bridging two micro reser-
voirs, and compare our numerical solution to numerical solutions published in
the literature. In the third case, we test the numerical solution of the Poisson-
Nernst-Planck-Navier-Stokes equations by considering electrokinetic flow in a
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straight microchannel. The numerical solution obtained is then compare to a
analytical solution. To verify further the numerical methods for solving the
Poisson-Nernst-Planck-Navier-Stokes equations, in the fourth case, we solve
for electrokinetic flow in a micro-nanofluidic interconnect device. The results
obtained are then compared to the numerical solutions published in the liter-
ature.
We will end this chapter with the results on the performance and efficiency
of the numerical methods and algorithms developed.
4.2 Validation for numerical solution of the
Poisson-Nernst-Planck equations
4.2.1 Charged surface in electrolyte solution
There are very few electrochemical transport problems which can be solved
exactly. One of such problems is depicted in Fig. 4-1 where a charged surface
interfaces with a quiescent electrolyte solution. In this problem, no electric
potential is applied to the system. However, due to the charge of the surface,
there is still a potential at the surface. The potential can be calculated using












where σ(C/m2) is the charge density on the solid surface.
In order to obtain numerical solution for the surface potential, we consider
a computational domain indicated by the rectangle with dashed border in Fig.
4-1. The domain has height and width of H = 0.05µm and L = 0.5µm, re-
spectively. Due to the infinite length of the solid surface, ion concentrations
and electric potential are identical in the y direction. Therefore, we assume
symmetry boundaries on y = 0 and y = H. As discussed in chapter 2, out-
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Figure 4-1: Model of a charged surface in contact with an electrolyte solution
side the electric double layer (which is about tens nm of thickness) counter
ions and co-ions are well mixed, thus, we assume bulk space on x = L. The
corresponding numerical boundary conditions are given as follows
• On the charged surface,
















• At bulk space,
C+ = C− = Cbulk (4.5)
Φ = 0 (4.6)
To examine effect of mesh nonorthogonality on the simulation result, we
consider three mesh types including an orthogonal mesh (consisting of rectan-
gular control volumes), a non-orthogonal mesh (consisting of triangular con-
trol volumes) and a non-orthogonal, 3-dimensional mesh shown in Fig. 4-2
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and Fig. 4-3. The meshes are refined near the charged surface to capture the
rapid changes of the ion concentrations and the electric potential. In the case
of 3-dimensional mesh, symmetric boundary conditions are enforced on the
third dimension for all variables.
Parameters used in the simulation are given in Table 4.1, where a binary,
symmetric electrolyte solution is considered at different bulk concentrations
(0.1mM , 1mM , and 10mM ).
Symbol Description Value Unit
Cbulk Bulk concentration 0.1, 1, 10 mM
σ Surface charge -0.001 C/m2
T Temperature 300 K
D+, D− Diffusivity 1.96× 10−9 m2/s
Table 4.1: Parameters used in the simulation.
(a) (b)
Figure 4-2: Two-dimensional meshes: (a) Orthogonal mesh consisting of
rectangular control volumes refined towards the charged surface, (b) Non-
orthogonal mesh consisting of triangular control volumes refined towards the
charged surface
In Fig. 4-4, results obtained with the bulk concentration Cbulk = 0.1mM
are presented. The results demonstrate the existence of electric double layer
near the charged surface. Because the surface is negatively charged, cations are
attracted to the surface at the concentration of 0.47mM (which is about five
times larger than the bulk concentration). In contrast, anions are repelled away
as indicated by the concentration of 0.025mM (which is five times smaller than
the bulk concentration). In addition, the identical concentrations of cations
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Figure 4-3: Three-dimensional unstructured mesh.
and anions in the bulk space indicate the electroneutrality in the domain except
the layer of thickness 50nm near the solid surface. This space charge layer
exhibits the existence of the EDL which is 30.8nm in thickness (calculated
using Eq.2.10 with Cbulk = 0.1mM).





































































Figure 4-4: Results obtained with Cbulk = 0.1mM : profile of ionic
concentrations(K+, Cl−), residual space charge (ρe), and electric potential (Φ)
for three types of mesh: Orthogonal mesh (red), non-Orthogonal mesh (blue),
and 3D mesh (green).
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Cbulk Φexact Φcomputed(mV ) Φcomputed(mV ) Φcomputed(mV ) Φ(mV )
(mM) (mV ) (orthogonal) (non-orthogonal) (3D-nonorthogonal) (Daiguji et al.[3])
0.1 -39.5 -39.52 -39.54 -39.55 -39.5
1 -13.5 -13.61 -13.65 -13.7 -13.7
10 -4.34 -4.35 -4.48 -4.58 -4.56
Table 4.2: Surface potential computed for different mesh types and different
bulk concentrations.
(a) (b)
Figure 4-5: Concentration of K+ (top), Cl− (middle), and electric potential
(bottom) obtained for : (a) Non-orthogonal 2D mesh, (b) Non-Orthogonal 3D
mesh
The numerical and exact solutions for the surface potential at different
bulk concentrations are presented in Table 4.2. From the results, we can see
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a good agreement between the exact solution and the numerical solution for
both orthogonal and non-orthogonal meshes. This agreement demonstrates
the high accuracy of our numerical solution.
The overall electroneutrality in the system requires a balance between the
absolute values of the space charge in the electrolyte solution and the charge
carried by the solid surface. Therefore, we can test our numerical solution by
examining the charge balance in the system. In order to do that, we calculate
the charge on the solid surface (Σσ), and the net space charge in the solution
(Σρe) by the following equations:








where Sw is area of the solid surface, and Vw is volume of the electrolyte.
For the bulk concentration of 0.1mM , we obtained identical values of Σσ,
and Σρe on all types of mesh. On the two-dimensional meshes (orthogonal
and nonorthogonal), their values are −Σσ = Σρe = 2.5 × 10−10C/m2. On
the three-dimensional mesh, the values are −Σσ = Σρe = 1.25 × 10−10C/m2.
The well charge balance indicates again the high accuracy of our numerical
solution.
4.2.2 Ion transport in a nanochannel
 












Figure 4-6: Transport of ion in a nanochannel connecting two micro-reservoirs
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In the previous section, we obtained a good agreement between our numer-
ical solution and the exact solution for a simple problem. To further validate
the numerical method, we consider a more complicated problem, which re-
quires to solve for ion transport in a nanochannel connecting two reservoirs.
Due to its complexity, there is no exact solution for the problem, therefore,
we will compare our numerical solution with the solutions published in the
literature [3, 2].
The problem is sketched in Fig. 4-6, where the reservoirs have the same
size of 1µm × 1µm. The nanochannel has the length of Lnc = 5µm and the
height of d = 30nm.
The reservoirs contain an aqueous potassium chloride solution (KCl) with
concentration of Cbulk. A bias voltage ∆Φb is applied between the reservoirs
to drive ions through the nanochannel.
Boundary conditions for simulation are given (in accordance with results
in the Ref. [3] and [2]) as follows,
• Left and right reservoir boundaries:
Applied voltage at x = 0: Φ = 0
Applied voltage at x = (2Lr + Ln): Φ = ∆Φb
Bulk space at x = 0 and x = (2Lr + Ln): C
+ = Cbulk
Bulk space at x = 0 and x = (2Lr + Ln): C
− = Cbulk
(4.9)




Bulk space : C+ = Cbulk








Impermeable to cations : J+ = 0
Impermeable to anions : J− = 0
(4.11)
We solve the Poisson-Nernst-Planck equations with above boundary condi-
tions to obtain numerical solutions for ion concentrations and electric potential
in the channels. These solutions are validated by examining the flux of ions
through the nanochannel, and effect of the bias voltage on the ion concentra-
tions.
Current IK+ ICl−
Calculated using Eq.4.13(µA) 21.9 22.7
Simulation result (µA) 21.4 22.2
Daiguji et al.[3] (µA) 20.9 21.7
Table 4.3: Numerical and exact solutions of ion fluxes.
Flux of ions
When a nonzero bias voltage is applied, ions are driven through the nanochan-
nel in direction defined by the charges of the ions. For a positive voltage drop,
cations are driven from right to left. Conversely, anions are driven from left
to right. From Eq.2.50, if the surface charge of nanochannel is zero, then the
variations in the y−direction of ionic concentration and electric potential are
negligible, and the system can be approximated as a one-dimensional problem
(in the x − direction). Since there is no charged surface in the system, there
is also no accumulation of ions near the nanochannel’s walls. Consequently,
the whole domain is eletroneutral. Therefore, it can be inferred that the ionic
concentration gradient in the x − direction is zero. The ion fluxes given by















The ionic currents calculated using Eq.4.13, computed using our numerical
method, and the numerical solution of Daiguji et al. [3] are given in Table 4.3.
It shows that our computed currents are in agreement within 2% of the exact
current, and is more accurate than the results obtained by Daiguji.
Effect of bias voltage on the ion concentrations
Next, we examine the effect of the bias voltage on the distribution of ions in the
system. In accordance with the models proposed by Daiguji et al. [3], Mathur
and Murthy [2], our simulation is conducted with the bulk concentration of
0.1mM at the reservoirs; the surface charge density of nanochannel’s walls is
−1mC/m2. Different bias voltages are applied by holding the potential at the
left reservoir at 0V , while increasing the potential at the right reservoir from
0 to 5V at an interval of 1V .
Numerical solution for electric potential and ion concentrations along the
axis of symmetry are shown in Fig. 4-7a-b. From the results, we can see
that, in the nanochannel, the concentration of K+ is much higher than that
of Cl−. This is due to the negative surface charge of the nanochannel walls,
When the bias voltage increases, more cations and anions accumulate inside
the nanochannel, the residual space charge ρe = CK+ − CCl− is, therefore,
remained to ensure the electroneutrality in the nanochannel.
By comparing our numerical solutions to the results obtained by Mathur
and Murthy [2] (Fig. 4-7c,d), and Daiguji et al. [3] (Fig. 4-7e,f), we see that
our simulation results are almost identical with that obtain by Mathur and
Murthy. However, inside the nanochannel, there are differences between our
solutions and Daiguji’s. The abrupt rises at the interface of the nanochannel
and the right microchannel are not the same in our results and Daiguji’s.
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4.3 Validation of numerical methods for the
Poisson-Nernst-Planck-Navier-Stokes equa-
tions
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Figure 4-8: Schematic view of the combined electroosmotic pressure driven
flows in microchannel. External electric field (E) and pressure gradient are
applied to drive fluid flow though the channel
We consider a single microchannel sketched in Fig. 4-8. To drive fluid
though the microchannel, a pressure drop is enforced between the channel’s
ends. Under the effect of bias voltage applied between the electrodes posi-
tioned at the ends of the microchannel the fluid is additionally driven elec-
troosmotically. The fluid flow in the microchannel is therefore a combination
of electroosmotic and pressure driven flows.
Using the Poisson-Boltzmann assumption for the distribution of ions in the
channel, and ignoring the inertial term in the fluid flow, Dutta and Beskok [54]






(1− y2) + 1− Φ(y), (4.14)
where U = u/u0, P = p/p0, and Φ = φ/φ0 are normalized horizontal velocity,












The electric potential in Eq.4.14 is calculated using the well-known solution
















where α = eZζ/kBT , and β = w
2/λ2α.
In order to compare our numerical solution with the analytical solution,
we set up a simulation model for the electrokinetic flow in the microchannel.
In the model, the electrolyte solution is assumed symmetric, the tangential
electric field in the microchannel Ex = 10V/60µm, the zeta potential of the
microchannel ζ = 25.68mV , and the bulk concentration Cbulk = 0.1mM . For
consistence with the model used by Dutta and Beskok [54], the convection
term in the momentum equations are ignored.












Figure 4-9: Velocity profile of a combined electroosmotic flow and pressure
driven flow at different pressure gradients dP/dx. Solid lines are analytical
solutions (using Eq.4.14), marked lines are computed solutions.
Our numerical solutions and the analytical solutions obtained for different
pressure gradients are shown in Fig. 4-9. As can be seen, our numerical
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solutions are in perfect agreement with the analytical solutions. From the
results, we observe that by changing the pressure gradient, the flow can be sped
up or slowed down. When the pressure gradient is absent, the flow developed
in the microchannel has a plug type, which is purely the electroosmotic flow.
4.3.2 Electrokinetic transport in micro-nanofluidic in-
terconnect preconcentrator
In this section, we provide another verification for the numerical solution of the
Poisson-Nernst-Planck-Navier-Stokes equations. In this verification, we solve
for ion transport in a hydrodynamic flow based micro-nanofluidic interconnect
preconcentrator. The device is illustrated in Fig. 4-10, where a negatively
charged nanochannel bridges two microchannels. The nanochannel is 1 µm
long and 50 nm high, and the microchannel has a length of 2 µm and a height
of 1.05 µm. The channels are filled with potassium chloride (KCl) that can
fully disassociate into K+ and Cl− ions in an aqueous solution. A pressure
head is applied at the inlet to drive electrolyte solution from right to left. A
similar system was studied numerically by Wang and coworkers [4] using the
commercial software CFD-ACE+ (ESI-CFD, Inc.). The results obtained by
Wang and coworkers will be used as a reference result to verify our numerical
solutions for ion concentrations, electric potential, pressure, and fluid velocity.
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Figure 4-10: Schematic of a micro-nanofluidic interconnect preconcentrator
In accordance with the reference model [4], the potassium chloride solution
used in the simulation has concentration of 0.1 mM. Diffusivity of K+ and Cl−
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ions are 1.97 × 10−9m2/s and 2.01 × 10−9m2/s, respectively. Surface charge
density of nanochannel walls is -0.002 C/m2, charges on the microchannels are
neglected. Three cases of pressure head will be considered: 0.1 atm, 0.2 atm
and 0.4 atm.



























head (ﬂow rate) due to the exacerbated imbalance in ion
transport. It should be pointed out that the formation of ion
accumulation/depletion in hydrodynamic ﬂow is by nature
different from that in the applied electric ﬁeld. During the
equilibration process, the hydrodynamic force is non-
selective, driving both co- and counter-ions in the same
direction, while under external electric ﬁeld both ions
experience electrophoretic forces in reverse directions.
Figure 2b illustrates the transverse concentration pro-
ﬁles of both BGE ions and indicates that a strongly
overlapped EDL is established in the nanochannel. The
channel is essentially ﬁlled with a unipolar solution of
counter-ion K?, that is, the solution is dominated by K?
ions (note that different scales are used for K? and Cl- ions
in Fig. 2b). Given same buffer conditions and nanochannel
surface charges, larger pressure head generates faster ﬂow
speed and carries more BGE ions to the enrichment inter-
face, leading to more appreciable ion buildup as discussed
above. Therefore, slightly higher BGE concentration
occurs at larger pressure head. Such a correlation between
the transverse BGE ion proﬁle and the pressure head (or
ﬂow rate) captured by our numerical analysis is absent in
the classical 1D EDL model (Probstein 2003; Masliyah and
Bhattacharjee 2006). It is interesting to point out that the
difference between the curves of counter-ion and co-ion is
proportional to the volumetric charge density (see Eq. 2);
and hence, the area enclosed by both curves remains con-
stant regardless of BGE concentrations and represents the
total charges in solution to neutralize those on the nano-
channel walls.
Figure 3 depicts the longitudinal dependence of the
electrical potential (Fig. 3a) and ﬁeld (Fig. 3b). It is
interesting to note that while the potential difference
between the inlet and the outlet is small (–0.1–0 V), the
potential variation along the longitudinal direction is non-
monotonic, which is in distinct contrast to ion accumula-
tion/depletion using externally applied electrical ﬁeld
(Daiguji et al. 2004a). We can see that the longitudinal
potential proﬁle comprises of three parts: constant potential
in the microchannels, the streaming potential induced in
the nanochannel, and abrupt drop/rise at the interfaces. The
streaming potential is an electric potential generated by the
directional movement of the non-electroneutral electrolyte
through a channel under a pressure gradient (Masliyah and
Bhattacharjee 2006). The steep potential change at the
interface equivalent to the Donnan potential (Probstein
2003) in the non-ﬂow case leads to strong local electric
ﬁelds that can be used for analyte preconcentration. The
observed potential characteristics can be interpreted by the
electrical ﬁeld behavior in Fig. 3b. The entire nano-
microchannel-system can be divided into ﬁve sub-domains:
two microchannel (electroneutral) segments, a nanochannel
(non-electroneutral), and two micro–nano interfaces
(enrichment and depletion) featured by the electric ﬁeld
Fig. 3 Longitudinal proﬁles of (a) electrical potential and (b) ﬁeld
Fig. 2 Proﬁles of BGE ion concentrations. (a) Longitudinal proﬁle (b) Transverse proﬁle
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Figure 4-11: N merical solution for io conce trations on the longitudi al cen-
terline ( ), profil of no malized flow velocity in nanochannel (c), and electric
potential on the lon itudin l cente line (e) in comparison with the reference
result[4] (b,d,f)
We begin with the profiles of the ion concentrations on the centerline ob-
tained with the differen pressure heads show in Fig. 4-11a. It is obvious
that our results are in perfec m tch with the r ference result, Fig. 4-11e.
There are several physical meanings which can be inferred from the results.
Firstly, within the nanochannel, the concentration of counterions (K+) is sig-
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nificantly higher than that of co-ion s(Cl−), thus they neutralize the negative
charges on the channel wall. Secondly, in the microchannel, concentrations of
cations and anions are almost the same as the bulk concentration indicating
that electroneutrality is satisfied in the microchannels. Thirdly, the ions are
accumulated on the right and are depleted on the left of the nanochannel.
The ions accumulation is attributed to the imbalance between ion fluxes (one
comes from the right microchannel and the other comes from the nanochan-
nel). Hydrodynamic flow (from right to left) carries more co-ions to the mi-
crochanel/nanochannel interface than that through the nanochannel due to
the negative charges on the nanochannel walls that inhibit the passage of the
co-ions. Consequently, the co-ions buildup around the junction region. The
counter-ions also arise accordingly to maintain the electroneutrality [36].
Figure 4-11c illustrates the profiles of ion concentrations on the middle
cross section of the nanochannel. As can be seen, the profiles are in very good
agreement with the the reference result (Fig. 4-11d). The profiles indicate
a strongly overlapping of the EDLs in the nanochannel. Due to the negative
charges on the nanochannel walls, solution in the channel is dominated by
counter-ions. It should be noted that the slightly higher ion concentration in
the nanochannel at larger pressure head is due to the faster flow speed which
carries more ions through the nanochannel.
Figure 4-11e depicts the electric potential along the longitudinal center-
line. As can be seen, our simulation results are similar as the reference re-
sult (Fig. 4-11f) with respect to constant electric potential in the microchan-
nels, the streaming potential in the nanochannel (caused by the flow of non-
electroneutral solution in the nanochannel [56]), and abrupt transition at in-
terfaces.
The normalized pressures on the longitudinal centerline for different pres-
sure heads are shown in Fig. 4-12a. In comparison with the reference result
(Fig. 4-12c), it indicates again a good agreement between the results.
Figure 4-12b displays the horizontal velocity normalized by average veloc-
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The effects of the induced electrical ﬁeld on pressure
distribution and ﬂow velocity (via the electrostatic body
force) are presented in Fig. 4a, b. Figure 4a depicts the
longitudinal dependence of the normalized pressure (by the
applied pressure head Dp). Pressure gradient and electro-
static force, in combination drive the ﬂuid ﬂow through the
system. It shows that the bulk of the pressure drop takes
place in the nanochannel. As the BGE solution is unipoloar
(positive) in the nanochannel and the electrical ﬁeld
spike around the enrichment interface is directed to the
left (i.e., negative), the electrostatic force aligns with the
hydrodynamic ﬂow at the enrichment interface (see the
x-component of the electrostatic force, fe,x = qeEx in
Fig. 5). Thus, smaller (or even reversed) pressure drop at
the enrichment interface is needed to conserve the imposed
ﬂow rate through the preconcentrator. The pressure in the
nanochannel is accordingly raised. The impact of the
electrostatic force at the interface is more pronounced
when the pressure head is small and the bulk ﬂow is weak.
For example, in Case 1 (Dp = 0.1 atm) the ﬂow rate
through the system is extremely low. The electrostatic
force at the enrichment interface exceeds the value nec-
essary to maintain such small ﬂow rate and should be
balanced by a reverse pressure gradient. Therefore, we
observe the pressure-spike at the enrichment interface. On
the other hand, the electrostatic force at the depletion
interface acts against the ﬂow and needs to be overcome by
a large pressure drop (see Fig. 5).
Figure 4b displays the transverse distribution of the
normalized ﬂow velocity (u/U) across the nanochannel,
where U is the average velocity in the nanochannel in the
absence of surface charges at various pressure heads. Since
the electrostatic force in the nanochannel counteracts the
pressure drop, the ﬂow velocity in all cases is markedly
suppressed with respect to the no surface charge case. For
the same reason, the effect is the most signiﬁcant for low-
pressure case (see the inset in Fig. 4b).
3.2.2 Effects of BGE ion concentration
Next we investigate the effect of bulk BGE concentration
(Case 2, 4, and 5) on the ion transport and electrokinetics in
the micro-nanoﬂuidic preconcentrator. Figure 6a illustrates
longitudinal proﬁle of BGE ion concentrations, and the
observations are similar to those in the previous section. As
the bulk BGE concentration in the microchannel increase,
the ion proﬁles are elevated as a whole. Figure 6b reveals
the transverse ion concentration proﬁle across the nano-
channel. At low BGE ion strength (Cases 2 and 4), the EDL
at both channel walls are heavily overlapped; hence the
solution is essentially unipolar with counter-ions (K?) and
the ion proﬁles are identical regardless of the bulk con-
centration. However, in a more concentrated solution (e.g.,
1 mM in Case 5) the overlap between the EDLs is allevi-
ated and the amount of K? and Cl- ions are comparable.
Thus, a micro-nanochannel interconnect becomes ‘‘leaky’’
and the ion concentrations in the system are closer to bulk
concentrations.
Figure 7 depicts the longitudinal distribution of the
electrical potential and electric ﬁeld at various BGE ion
concentrations. It shows that as the BGE concentration
decreases, the streaming potential, potential drop/rise at the
interface, and the overall potential all increase, leading to
stronger electrical ﬁeld in the nanochannel and interfaces.
Detailed insight into this observation can be gained by
investigating Eqs. 14 and 15.
Fig. 4 Fluidic characteristics (a) Longitudinal distribution of normalized pressure. (b) Transverse proﬁle of normalized ﬂow velocity
Fig. 5 Contour of the x-component of the electrostatic body force fe
692 Microﬂuid Nanoﬂuid (2009) 7:683–696
123
(a) (b)

























The effects of the induced electrical ﬁeld on pressure
distribution and ﬂow velocity (via the electrostatic body
force) are presented in Fig. 4a, b. Figure 4a depicts the
longitudinal dependence of the normalized pressure (by the
applied pressure head Dp). Pressure gradient and electro-
static force, in combination drive the ﬂuid ﬂow through the
system. It shows that the bulk of the pressure drop takes
place in the nanochannel. As the BGE solution is unipoloar
(positive) in the nanochannel and the electrical ﬁeld
spike around the enrichment interface is directed to the
left (i.e., negative), the electrostatic force aligns with the
hydrodynamic ﬂow at the enrichment interface (see the
x-component of the electrostatic force, fe,x = qeEx in
Fig. 5). Thus, smaller (or even reversed) pressure drop at
the enrichment interface is needed to conserve the imposed
ﬂow rate through the preconcentrator. The pressure in the
nanochannel is accordingly raised. The impact of the
electrostatic force at the interface is more pronounced
when the pressure head is small and the bulk ﬂow is weak.
For example, in Case 1 (Dp = 0.1 atm) the ﬂow rate
through the system is extremely low. The electrostatic
force at the enrichment interface exceeds the value nec-
essary to maintain such small ﬂow rate and should be
balanced by a reverse pressure gradient. Therefore, we
observe the pressure-spike at the enrichment interface. On
the other hand, the electrostatic force at the depletion
interface acts against the ﬂow and needs to be overcome by
a large pressure drop (see Fig. 5).
Figure 4b displays the transverse distribution of the
normalized ﬂow velocity (u/U) across the nanochannel,
where U is the average velocity in the nanochannel in the
absence of surface charges at various pressure heads. Since
the electrostatic force in the nanochannel counteracts the
pressure drop, the ﬂow velocity in all cases is markedly
suppressed with respect to the no surface charge case. For
the same reason, the effect is the most signiﬁcant for low-
pressure case (see the inset in Fig. 4b).
3.2.2 Effects of BGE ion concentration
Next we investigate the effect of bulk BGE concentration
(Case 2, 4, and 5) on the ion transport and electrokinetics in
the micro-nanoﬂuidic preconcentrator. Figure 6a illustrates
longitudinal proﬁle of BGE ion concentrations, and the
observations are similar to those in the previous section. As
the bulk BGE concentration in the microchannel increase,
the ion proﬁles are elevated as a whole. Figure 6b reveals
the transverse ion concentration proﬁle across the nano-
channel. At low BGE ion strength (Cases 2 and 4), the EDL
at both channel walls are heavily overlapped; hence the
solution is essentially unipolar with counter-ions (K?) and
the ion proﬁles are identical regardless of the bulk con-
centration. However, in a more concentrated solution (e.g.,
1 mM in Case 5) the overlap between the EDLs is allevi-
ated and the amount of K? and Cl- ions are comparable.
Thus, a micro-nanochannel interconnect becomes ‘‘leaky’’
and the ion concentrations in the system are closer to bulk
concentrations.
Figure 7 depicts the longitudinal distribution of the
electrical potential and electric ﬁeld at various BGE ion
concentrations. It shows that as the BGE concentration
decreases, the streaming potential, potential drop/rise at the
interface, and the overall potential all increase, leading to
stronger electrical ﬁeld in the nanochannel and interfaces.
Detailed insight into this observation can be gained by
investigating Eqs. 14 and 15.
Fig. 4 Fluidic characteristics (a) Longitudinal distribution of normalized pressure. (b) Transverse proﬁle of normalized ﬂow velocity
Fig. 5 Contour of the x-component of the electrostatic body force fe
692 Microﬂuid Nanoﬂui (2009) 7:683–696
123
c) (d)
Figure 4-12: Normalized pressures on the longitudinal centerline (a) and pro-
files of normalized horizontal velocities in nanoch nnel (c) in comparis n with
the referenc result[4] (b,d)
ity in the nanochannel in the absence of surf ce ch rge at the c rresponding
pressure head. In this result also, we can see a good matching between our
results a d referenc one (Fig. 4-12d). Obviously, larger pr ssure head drives
faster flow through th nanochann l. The velocities in all cases are slower than
the no surface charge case because the electric body force (which is zero only in
the no-surface charge case) in the nanochannel counteracts the pressure drop.
Through above co parisons, it has been show that the solutions (includ-
ing ion c ncentrations, electric potential, pr ssure, and flow velocity) obtained
using our numerical solver are in very good agreements with the published so-
lutions. These agreements indicate the high accuracy of our numerical solver
for the coupled Poisson-Nernst-Planck-Navier-Stokes equations.
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4.4 Efficiency of methods and algorithms
In the previous sections we have validated and verified accuracy of the nu-
merical solutions of the Poisson-Nernst-Planck equations, and the coupled
Poisson-Nernst-Planck-Navier-Stokes equations. In this section, we will exam-
ine efficiency of the methods and algorithms developed to solve the Poisson-
Nernst-Planck equations as well as the coupled Poisson-Nernst-Planck and
Navier-Stokes equations. The efficiency of the parallel algorithm will be also
discussed.
4.4.1 Primitive variables vs. Electrochemical potential
variables
As presented in chapter 3, the Poisson-Nernst-Planck equations were written
in a new formulation using transformations of the variables. The advantage of
this formulation over the primitive variable formulation is that the boundary
conditions for ion concentrations at charged surfaces are reduced to simple
zero-gradient boundary conditions for the electrochemical potentials. It is
expected that the resulting linear equations can be solved faster with these
simple boundary conditions.
We will examine two numerical solvers, one is based on the primitive vari-
able formulation, called C-Solver, and the other is based on the electrochemi-
cal potential formulation, called M-Solver. These solvers are compared to each
other with respect to solution accuracy and computational performance (the
number of iterations required for convergence). We will consider also the effect
of mesh orthogonality on the solvers.
The problem discussed in section 4.2.1 is employed for the examination.
Two mesh types are considered: orthogonal and nonorthogonal. The number
of control volumes in the orthogonal mesh is 4417 which is about the same
as the number of control volumes in the nonorthogonal mesh (4432). The
similarity in the number of control volumes of the meshes guarantees the Ja-
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cobian matrices generated by the discretization processes on the meshes are
approximately the same size.
Boundary conditions used for the ion concentrations and electrochemical
potentials are provided in Table.4.4
Boundary condition Primitive variables Electrochemical Potential
C± µ± = lnC± + Z±Φ
Charged surface ∂C±
∂x










Table 4.4: Boundary conditions for ion concentrations and corresponding elec-
trochemical potentials
To make the comparison meaningful, the solvers are implemented with
the same tolerances in the Newton-Raphson method (10−5) and the Krylov-
subspace method (KSP) solver (10−16). The results and efficiencies of the
solvers are displayed in Table 4.5.
Newton iteration
KSP iterations
Orthogonal mesh Non-orthogonal mesh
C-Solver M-Solver C-Solver M-Solver
1 48 48 100 100
2 131 44 632 92
3 116 39 453 86
4 85 - 300 71
5 - - 288 56
6 - - 178 45
7 - - 82 -
8 - - 41 -
Φ0 0.0395239 0.0395463 0.0395415 0.0395622
Table 4.5: Convergence rate and surface potential obtained with C-Solver and
M-Solver on different mesh types.
From the results, we can see that the surface potentials obtained by the
solvers are very close to the analytical value (0.0395) in [3] indicating that
both solvers give highly accurate solutions.
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Several conclusions that can be made from the computational efficiency of
the solvers.
Firstly, for both solvers, it shows that the orthogonal mesh requires less
Newton’s iterations than the nonorthogonal mesh. For instance, the C-Solver
requires 4 iterations on the orthogonal mesh and 8 iterations on the nonorthog-
onal mesh. The slow convergence in the nonorthogonal mesh indicates that
the explicit treatment applied to the nonorthogonal component of the diffusion
terms (ion concentrations diffusion and field drift) affects strongly convergence
rate of the Newton-Raphson method.
Secondly, within a Newton-Raphson iteration, the system of linear equa-
tions generated from the orthogonal mesh is solved faster (indicated by the
smaller number of KSP iterations) than that generated from the nonorthogonal
mesh.
Thirdly, Jacobian matrix generated by the M-Solver can be solved faster
than that generated form the C-Solver. This indicates that the less nonlinear
variations of the electrochemical potentials near the charged surface make the
Jacobian matrix easier to solve.
4.4.2 Segregated algorithm vs. Coupled algorithm
In chapter 3, we presented the segregated algorithm and coupled algorithm for
dealing with the coupling of the Poisson-Nernst-Planck and the Navier-Stokes
equations. In this section, we compare these schemes with respect to the com-
putation time and convergence rate.The comparison is implemented using the
model problem in the section 4.3.1. Parameters used for the simulation are as
follows: channel width d = 1µm, channel length l = 10µm, bulk concentration
Cbulk = 0.1mM , charge on the walls σ = −0.05mC and voltage drop between
the ends of the channel V = 0.25V .
The problem is solved with tolerance 10−5 for both schemes. Results
obtained for ionic concentrations, electric potential, and velocity profile are
shown in Fig. 4-13. As can be seen from the figure, the schemes give the
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Figure 4-13: Results obtained with the segregated and coupled schemes: con-
centrations (a) potential (b), velocity profile (c), and pressure (d)
identical results. The ion concentrations and potential vary nonlinearly in the
electric double layers of the solid walls. The velocity profile is in a plug form
indicating the purely electroosmosis flow as discussed in the section 4.3.1.
Segregated Coupled
Computation time (sec) 26.3 59.1
Number of Newton-Rhapson iterations 21 10
Table 4.6: Computation time and rate of convergence of the segregated and
coupled schemes
To make comparison for efficiencies of the schemes, it is presented in Ta-
ble 4.6 the computation times and the convergence rates (determined by the
number of iterations required for convergence) of the schemes. It shows that
the number of iterations required for convergence in the segregated scheme is
double that in the coupled scheme. The slow convergence of the segregated
scheme is caused by the iterative process in which the Poisson-Nernst-Planck
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equations and the Navier-Stokes equations are not satisfied concurrently in
each iteration. In contrast the equations are solved simultaneous, and con-
verge concurrently in the coupled scheme. Thus, less iterations are required
for convergence. Although the coupled scheme requires less iterations to con-
verge, computation time spent by the coupled scheme is much longer than
that spent by the segregated scheme. This is due to the fact that the com-
putation time is spent mostly at the phase of solving the system of linear
equations. The system of linear equations generated by the coupled scheme
is two times larger than that generated by the segregated scheme, such large
system requires much longer time to be solved (using the Krylov-subspace
method [52]). Consequently, despite the smaller number of Newton-Raphson
iterations, the coupled scheme takes a longer computation time.
4.4.3 Efficiency of parallel solver
Figure 4-14: Global mesh is divided into 10 partitions. The partitions contain
about the same number of control volumes.
We employ the problem in section 4.2.1 to examine efficiency of the parallel
solver. Three triangular meshes are used in this examination. The numbers
of control volumes in the meshes are 61672 (coarse mesh), 246688 (fine mesh),
88
Mesh Matrix size Surface potential (mV) Number of iterations
61672 185016 39.446 10
246688 740064 39.465 13
326080 978240 39.469 14
Table 4.7: Surface potential and number of iterations in the Newton-Rhapson
method obtained with different meshes
and 326080 (very fine mesh). For all meshes, the parallel solver is executed
with cases of 2, 4, 6, 8, and 10 partitions. An example for mesh partitioning
is shown in Fig. 4-14, where the 246688 control volumes mesh is divided into
10 partitions, each partition contains about 24670 control volumes.
Result for surface potential and convergence rate are shown in Table 4.7.
Compared with the exact solution of the surface potential (39.5 mV), It shows
that the results obtained by the parallel solver are highly accurate on all
meshes. The number of iterations in the Newton-Rhapson method increases
with the mesh size. It is noted that, for a given mesh, the number of partitions
does not affect the convergence rate of the Newton-Raphson method. This is
understandable because the increase in number of partitions does not change
Jacobian matrix (and so the convergence rate), but only affects the process
solving the matrix.
Figure 4-15 shows the speed up obtained for the three meshes using up to 10
processors. For all meshes, the parallel solver gives a good speed up when the
meshes is divided into 2, 4, and 6 partitions. However, the parallel solver stalls
when the number of partitions is above 6. In the parallel computing, parallel
efficiency decreases as the ratio of communication to computation increases.
At the same number of partitions (above 6), the difference in the numbers of
ghost cells in the meshes becomes small. Thus the communication times are
not different much among the meshes. However, the computation time still
increases with the mesh size (it should be noted that the solved matrix size is
three times the mesh size). Consequently, the communication to computation
ration decreases with increasing mesh size, in the other words, the parallel
efficiency increases with the mesh size as shown in Fig. 4-15.
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Figure 4-15: Speed up of the parallel algorithm in solving the problem of
charged surface interfacing with electrolyte.
4.5 Conclusion for chapter 4
In this chapter, we have presented four case studies for validation and verifi-
cation of our numerical methods. It is shown that our numerical solutions are
highly accurate in all the case studies. By considering different mesh types, we
indicate that the mesh types do not affect the solutions of the numerical meth-
ods. However, the orthogonality of computational mesh affects computational
performance of the numerical methods. Better performance is found with the
orthogonal-structured mesh. By using the electrochemical potential formula-
tion of the Poisson-Nernst-Planck equations, a faster convergence is archived
for all mesh types. It is shown that the coupled Poisson-Nernst-Planck and
the Navier-Stokes equations can be solved accurately using both the segregated
and coupled algorithms. The segregated algorithm takes a shorter computa-
tion time than the coupled algorithm. The parallel solver has been also tested.
The solution obtained using the parallel solver is highly accurate, however the






When an electric field is applied across a permselective membrane, only specific
ions (counter-ions) are allowed to pass through. This selective ion transport
typically initiates ion concentration polarization (ICP) near the membrane.
One of the most inviting problem in ICP is “overlimiting conductance”(OLC)
in which current passing through the membrane increases beyond its limiting
value at a sufficiently high voltage. The OLC has been extensively studied
due to its scientific implication and possibility of enhancing efficiency of elec-
trochemical systems. Various mechanisms have been suggested as a source
of the OLC, which can be classified into three categories: electroconvection
(electroosmotic instability [57, 17, 23, 12] and bulk electroconvection [58, 59]),
chemical effects (water splitting [60]), and electrostatic effects in microscale
system (surface, conduction and electroosmotic flow) [61]. Supported by many
experimental results [23, 12, 22], electroconvection seems to be believed as a
major source of the OLC. Numerical studies on electroconvection so far have
relied on the assumption of local electroneutrality and the theory of the second
kind electroosmosis[7, 17]. The numerical study based on the electroosmosis
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of the second kind [9, 17] concluded that there exists an electroconvective
instability near permselective interfaces. The instability plays the key role
in the explanation for the overlimiting current phenomenon. However, clear
understanding and modeling of this phenomenon would require an accurate
calculation of the ion concentrations, residual space charge, local electric field,
and the resulting fluid flow near the ion-selective membrane, which is a numer-
ically expensive, coupled, and multiscale problem. In this chapter, we study
the electroconvection near a permselective membrane by accurately solving the
coupled Poisson-Nernst-Planck and Navier-Stokes equations. We will examine
the current-voltage response of permselecive membrane under the context of
the electroconvection.
5.2 Problem statement
We consider a model system of a permselective membrane in contact with a
symmetric, binary electrolyte solution as sketched in Fig. 5-1. In the model,
bulk space, where the concentrations of both anions and cations are maintained
at a constant, is assumed at a distance H from the membrane. Electric current
is driven through the membrane by a bias voltage between the bulk space and
the membrane. To mimic the macroscopic flat membrane surface with micro-
scale variations, the membrane is modeled by a series of wavy cation-selective
surfaces as sketched in Fig. 5-1, where amplitude of the wave is purposely
chosen to be very small (e.g. 0.001 times the wave length). This variation in
membrane surface, although smaller than typical pore size of the membrane,
produces a periodical electric field that generates a perturbative fluid motion
when an external electric field is applied. Such a fluid flow perturbation is
typically confined within the distance of O(a) and therefore does not lead to
significant changes in ion transport in Ohmic regime. However, in overlimiting
regime, this perturbation can lead to significant fluid instability and changes
in both ion concentration and flux. This setup reflects the experimental situa-
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tion, where micro- or submicro-scale roughness of membrane could act as the


























Figure 5-1: Model of a permselecive membrane in contact with an quiescent
electrolyte solution. The membrane is modeled by a wavy cation-selective
surface. A bias voltage V is applied between the membrane and bulk space to
drive ion current through the membrane.
Boundary conditions are also supplied for closure of the governing equa-
tions. No-slip boundary condition is invoked at the membranes surface. The
common boundary conditions for ion concentrations at ion-exchange mem-
brane [17] are employed: fixed value for concentration of counter ions (Cm =
2C0), and no-flux for co-ions. The control parameter in our simulation is
the bias voltage applied between the bulk space and the membrane. Periodic
boundary conditions for all variables are assumed at the left and right bound-
aries. The simulation is conducted with bulk concentration C0 = 0.5mM , dif-
fusivity of cation and anion D+ = D− = 1 × 10−9m2/s, characteristic length
l0 = 13.8µm. The corresponding Debye length (ε), velocity scale (U0), and
thermal voltage(Φ0) are 13.8nm, 44µm, and 25.8mV , respectively.
In the following sections, all results are presented in dimensionless values.
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5.3 Current-Voltage response
5.3.1 Ohmic regime - Ion concentrations reduce with
increasing bias voltage
We begin by applying a small bias voltage between the bulk space and the
membrane to establish an electric field orthogonal to the membrane. Driven
by the electric field, counter ions conduct through the membrane leading to
a decrease in ion concentration near the membrane. In other words, an ion
concentration polarization layer is developed near the membrane as shown in
Fig. 5-3, where ion concentrations are decreased near the membrane exhibiting
a gradient in the ion concentrations.
Figure 5-2: Seed vortices are formed in Ohmic regime.
Due to the wavy structure of the membrane surface, the electric field is
distorted near the membrane. Within a wave length, electric field points to-
wards the dip of the wave from both x and opposite− x directions. Action of
the electric field upon the net space charge in the EDL generates an electric
body force pulling fluid towards the dip. The resulting high pressure at the
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Figure 5-3: Concentration profiles in Ohmic regime at bias voltages V =1, 4.
The ion concentrations near the membrane surface decrease with the increasing
bias voltage.
dip pushes fluid outward from membrane. Due to the continuity of fluid flow,
a vortex pair is formed above the wavy surface. These vortices are referred to
as seed vortices. An example of the seed vortices is given in Fig. 5-2, where
three vortex pairs obtained at bias voltage V = 4 are displayed. Several fea-
tures of the seed vortices are observed: (i) width of a vortex is defined by the
membrane structure, and is extremely small compared to the system size; (ii)
each vortex rotates in opposite direction to its two neighbors as a result of the
periodic wavy surfaces; (iii) maximum magnitude of velocity flow in the seed
vortices is about 0.002U0 which is small due to the weak lateral electric field
(determined by the bias voltage and the membrane structure) and small net
charge in the EDL.
Due to the slow rotation speed, the seed vortices contribute insignificantly
into the overall transport of ions (through the convection term presented in
Eq.2.42). Ion transport in the system is dominated by diffusion, as shown in
Fig. 5-3, where ion concentrations vary linearly with the distance from the
membrane surface. When the bias voltage increases, the electrolyte is more
polarized near the membrane surface, as represented through the lowering
of the ion concentrations near the membrane. As a result, the gradient of
ion concentration increases, producing an increasing diffusive flux which is
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Figure 5-4: Tangential velocity near the membrane at different bias voltages.
proportional to the external electric field. The current therefore increases
with the bias voltage manifesting the characteristics of Ohmic regime (Fig.
5-18).
5.3.2 Limiting current regime - Vanishing of ions near
membrane surface


























Figure 5-5: Concentration profiles in limiting regime: A depletion zone is
developed near the membrane and extends with increasing bias voltage.
When bias voltage exceeds a critical value (Vcr1 = 7.5), ion concentration
near the membrane surface approaches zero. Beyond this critical value, it is
observed that further increase in voltage does not reduce the concentration
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near the membrane further but develops an extended space charge layer next
to the electric double layer of the membrane. As can be seen in Fig. 5-5,
thickness of the concentration polarization layer is about 0.05 (corresponding
to bias voltage V = 19) which is much thicker than the original EDL (0.001).
The extended space charge layers corresponding to bias voltages 4, 14 and 19
can be also inferred from plots of the space charge (ρe = C
+−C−) in Fig. 5-6.
As can be seen, in Ohmic regime (V = 4), thickness of the space charge layer
is only about 0.005 (in order of the EDL thickness). In limiting regime, the
space charge layer is much thicker and can be extended up to the thickness of
0.1 (at V = 19).





















Figure 5-6: Space charge in the system at Ohmic (V = 4) and limiting regime
(V = 16 and 19). By the development of extended space charge layer, space
charge in limiting regime is much greater than that in Ohmic regime.
Driven by electric body force, the fluid flow is determined by the electric
field and the space charge. From Fig. 5-6, we observe that the space charge
within the EDL in limiting regime is higher than that in Ohmic regime. The
combined effect of larger space charge and stronger electric field generates
faster rotation velocity of fluid in the seed vortices. Consequently, the vortices
expand toward the bulk space as shown in Fig. 5-7, where the seed vortices at
V = 14 has a height of 0.15 which is about two times higher than the vortices
at V = 4 (Fig. 5-2).
A comparison between lateral velocities (Ux) in Ohmic and limiting regime
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Figure 5-7: Seed vortices are strengthened in limiting regime (V = 14).
is shown in Fig. 5-4, where the velocity in limiting regime is two times (V = 19)
or three times (V = 14) larger than that in the Ohmic regime. However, the
flow is not strong enough to significantly alter the ion concentrations; impact
of the flow is still confined by the scale of membrane roughness. Therefore, the
ion concentration is still uniform in the lateral direction. Due to the vanishing
of ion near the membrane, current passing through the membrane is only
slightly increased for increasing voltages, corresponding to the limiting regime
in the I-V curve (Fig. 5-18).
5.3.3 Effect of extended space charge layer on the fluid
flow
Due to the decrease in ion concentration inside the polarization layer, net space
charge at inside EDL reduces at V = 19 compared to V = 14. The electric
body force inside the EDL at V = 19 is weaken accordingly. Consequently,
the rotation velocity at V = 19 is slower than that at V = 14 as can be seen
in Fig. 5-4 where tangential velocity near the membrane surface is plotted for
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Figure 5-8: Seed vortices are distorted at high bias voltage in limiting regime
(V = 19).
different bias voltages.
Although the space charge inside the EDL at V = 19 is lower, but the
extended space charge layer at V = 19 is thicker with the appearance of a
space charge hump at position y=0.06 as shown in Fig. 5-6. Action of electric
field on the extended space charge layer affects the flow in the layer. From
Fig. 5-7, this effect seems to be insignificant at V = 14. However, the effect
becomes significant at V = 19 as shown in Fig. 5-8 where the vortices are
deformed at the distance of 0.006 from the membrane. Comparing with the
Fig. 5-6, we can see that the vortices are distorted at the position of the
space charge hump in the extended space charge layer. Therefore, it can be
concluded that the development of extended space charge layers in limiting
current regime tends to deform the seed vortices. The strength of this effect
is determined by the space charge hump and the lateral electric field (which
is caused by the roughness of the membrane surface).
Further increase in bias voltage generates a higher space charge hump and
stronger lateral electric field which strengthens the deformation on the vortices.
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When the voltage is significantly high, the seed vortices are broken, and the
vortices become unstable. We will consider the instability of vortices in the
next section.
5.3.4 Overlimiting current regime - Electroconvective
instability
When the voltage exceeds a critical value (Vcr2 = 21), the seed vortices are
broken up by the deformation effect caused by the action of electric field on the
space charge in the extended space charge layer. In Fig. 5-9, the seed vortices
start to break up from their top at t = 0.011. At a time step later (t=0.013),
the original 40 seed vortices merge into 4 large vortices which extend up to
the position of y=0.4 as shown in Fig. 5-10. Like the seed vortices, each large
vortex rotates in a direction opposite to the adjacent vortices.
Figure 5-9: The merging of seed vortices at V = 22.
Due to the appearance of the large vortices, the fluid outside the depletion
zone, which is high ion concentration, is transported to the membrane surface.
We investigate this transport process by considering the evolution in time of a
single vortex determined by points O and I at coordinates x = 0.226 and x =
0.475, respectively, in Fig. 5-10. From the rotation direction (clockwise) of the
vortices, we can see that the fluid, which has high ion concentration, is driven
to the membrane surface at the right side of the vortices (indicated by I). As
a result, the ion concentrations are locally enhanced at I. The vortex, at the
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Figure 5-10: Four large vortices are formed from the original 40 seed vortices.
same time, returns the low ion concentration fluid on the membrane surface
to the bulk space at the left side (indicated by O). It therefore expands the
local depletion zone at O. The enhancement and depletion are shown in Fig.
5-11, where the cation concentrations along the line crossing I and O at time
steps 0.4 and 0.45 are plotted.

















Figure 5-11: Enhancement and depletion of ion concentration caused by the
vortical flow.
The enhancement compresses the extended space charge layer at I, conse-
quently the space charge density in the layer is increased. Action of vertical
electric field on this high density space charge generates a high pressure at I.
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Figure 5-12: Electric field is amplified in time by the concentration gradient.
On the other hand, the depletion at O yields a decompression on the extended
space charge layer resulting in a decrease in space charge density and related
decrease in pressure. The compression and decompression on the extended
space charge layer are depicted in Fig. 5-13, where the space charge layer at I
is about a half narrower than that at O, and the space charge density at I is
two times higher. The related increase (at I) and decrease (at O) in pressure
are shown in Fig. 5-14, where the fluid pressure at I is about two times higher
than that at O. The pressure drop between I and O tends to accelerate the
rotation in the vortex.
















Figure 5-13: Extended space charge is compressed and decompressed by the
vortical flow.
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Figure 5-14: Pressure drop between I and O.
In addition, the concentration gradient between I and O produces an am-
plification to electric field [12], which strengthens the electric body force at
the middle of I and O. The amplification is illustrated in Fig. 5-11-5-12, where
concentrations and electric fields at two time steps (t=0.04 and t = 0.045)
are plotted. As can be seen, the higher concentration gradient is generated in
time, and the stronger electric field is induced. This strong electric field also
tends to accelerate the rotation of the vortex.
The combined effect of electric field amplification and pressure drop accel-
erates the rotation in the vortex which is essentially a positive feed back and
promotes an electroconvective instability in the system. The fast vortical flow
transports ions to the membrane surface as can be seen in the contour plot
of cation concentration in Fig. 5-15, where the ion concentration has a two-
dimensional variation as opposed to the one-dimensional variation observed in
Ohmic and limiting regime.
In order to understand the effect of the vortical flow on the ion transport,
we compare the ion flux obtained in the vortical flow to the ion flux obtained
without the vortices (fluid flow is not considered in the system). General form
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Figure 5-15: Steady state concentration at V = 22.
Figure 5-16: Steady state streamlines at V = 22.














In Eq.5.1, the first term is flux attributed to the ion diffusion, the second term
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is flux attributed to the field driven drift, and the last term is flux attributed
to ion convection. In the no-vortices case, the last term in Eq.5.1 is ignored.





























Figure 5-17: Flux attributed to diffusion and field driven in the case with
vortices (red lines) and in the cases without vortices (blue lines).
The comparison is presented in Fig. 5-17, where the diffusion and field
driven components of cation flux passing though a cross section, which is of
distance 0.02l0 above the membrane surface, at V=22 are plotted. Due to the
impermeability to anions of the membrane, the anion flux is not shown. It
is noted that the ion transport attributed to convection (crossed markers) is
negligible because the cross section is very close to the membrane which is
impermeable to the fluid flow.
For the no-vortices case, the ionic flux components are uniform along the
membrane surface manifesting the linearly variation of ion concentrations and
electric potential in the system. In addition, since the section is taken across
the depletion layer where cation concentration is low and flat (see Fig. 5-5),
the flux attributed to ion diffusion is negligible.
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For the vortices case, in the region where ion concentration is enhanced
by the coming in flow (x = 0.0-0.6), the flux attributed to diffusion and field
driven is much higher than that in the no-vortices case. On the other hand,
the expansion of the depletion zone reduces the local conductivity. As a result,
the flux components in the depletion zone (x=0.6-0.95) decrease and are lower
than that in the no-flow case. However, due to the larger amount of enhanced
current, the overall current in the vortices case is higher than that in the
no-vortices case.
Due to the instability, higher bias voltage results a larger rotation velocity
of the vortices. The faster flow carries more ions to the membrane surface
to enhance the solution conductivity. Therefore, beyond the limiting current
regime, the current increases again with the increasing bias voltage, creating
the overlimiting current regime in the I-V curve Fig. 5-18.











Figure 5-18: Computed current-voltage response for the permselective mem-
brane. In the curves, three regimes are identified: Ohmic, limiting and over-
limiting.
Current passing through the membrane at different bias voltages are col-
lected to form the current-voltage (I-V) curve for the membrane as shown in
Fig. 5-18. In the I-V curve, three regimes are identified. Firstly, the Ohmic
regime, where the convection flow is negligible, an increase in applied voltage
results in a reduction of ion concentration near the membrane and an increase
in current. Secondly, the limiting-current regime, which is characterized by the
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almost unchanged current with increasing bias voltage; the saturated current
is due to the vanishing of ion at the membrane/solution interface. The last
regime is the overlimiting current regime occurring at significantly high bias
voltages. In this regime, solution conductivity increases significantly by the
mixing effect caused by the strong vortical flow.
5.3.5 Effect of surface wavelength on the onset of elec-
trokinetic instability
In this section we are going to examine the effect of surface wave length (a) on
the onset of electrokinetic instability and the overlimiting current. In order to
do that, the membrane model considered in the previous section (referred as
membrane M1) is modified by changing its surface wavelength while keeping
the wave amplitude unchanged. Three membrane models M2, M3, and M4
(whose wavelengths are 20% longer, 20% shorter, and twice longer than the
original one M1, respectively) are in consideration. Simulations are conducted
by increasing the voltage drop between bulk space and the membranes until
electrokinetic instability occurs.


















Figure 5-19: IV curves of membranes M1 (original one), M2 (wavelength is 20%
longer than M1), M3 (wavelength is 20% shorter than M1) and M4 (wavelength
is twice longer than M1). The curves are almost identical, an exception is M4
whose wavelength is much larger than the others.
From the simulations, we obtain IV curves for the membranes as shown
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in Fig. 5-19. From the figure, we can see that the critical voltages of the
membranes M2 and M3 are the same (Vcr2 = 21.5) as that of M1, whose
wavelength is 20% different from M2 and M3. This result indicates that small
changes in wavelength of the membrane do not affect the critical voltage of
the membrane. In addition, such small changes affect insignificantly the flow
fields and ion concentrations in overlimiting current regime of the membranes.
As can be seen in Fig. 5-20, two large vortices and concentration depletion
appear at steady state of membranes M2 and M3; these results are similar
to those obtained for M1 shown in previous sections. It is noted that due
to the periodic left and right boundaries, and the difference in the number
of seed vortices in the membranes, the flow fields and ion concentrations in
Fig. 5-20 are shifted version of others. The almost coincidences of maximal
flow velocities (Table 5.1) and IV curves (Fig. 5-19) of the membranes M1,
M2, and M3 indicates that the effect of small changes in wavelength (while
keeping wave amplitude unchanged) on the onset of electrokinetic instability
and overlimiting current is negligible.
Membrane
Maximal flow velocity





Table 5.1: Maximal flow velocities when electrokinetic instability occurs over
the membranes M1, M2, M3, and M4 (∗ Instability does not occur with M4
at V = 21.5)
When the wavelength is lengthened largely by doubling its long (as in M4),
the ratio of wave amplitude to wavelength decreases. Hence, the lateral electric
field (defined by the ratio) within the extended space charge layer is weakened
significantly; consequently a larger critical voltages is required for the onset of
instability in the case of membrane M4. However, the difference in the critical
voltages of M1 and M4 is quite small (about 1% of the critical value), as can be




Figure 5-20: Flow fields and cation concentrations obtained with M2 (a,b),
and M3 (c,d) at V = 21.5. The flow fields and concentrations are similar to
those of the membrane M1 (shown in previous sections) with respect to the
number of vortices and form of depletion zone.
regions in the IV curves demonstrate that the large change in wavelength
although can affect the critical voltage, in the overlimiting current regions
(at the same applied voltage) such change affects insignificantly the current
passing through membranes and maximal flow velocity (see Fig. 5-19 and
Table 5.1). This is because the membranes are macroscopically identical with
respect to effective area and smallness of wave amplitude.
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(a) (b)
Figure 5-21: Flow field (a) and cation concentration (b) obtained with M4
at V = 21.75. The flow fields and concentrations are similar to that of the
membranes M1, M2, and M3 with respect to the number of vortices and form
of depletion zone.
5.4 Hysteretic behavior
As described in the previous section, when the voltage increases, there is a
critical voltage which acts as a threshold between the limiting and overlimiting
regimes. At this critical voltage, the seed vortices are broken up to form large
vortices. The process of merging vortices involves a large scale change in the
flow field, and modifies the mode of ion transport. It is interesting to study
the reversibility of this process, i.e. whether the system exhibits the same
behavior when the bias voltage is decreased passing the critical regions.
For this purpose, the system is solved for decreasing bias voltages starting
from a voltage in the overlimiting current regime. The I-V curve obtained
is plotted in the Fig. 5-22 along with the I-V curve obtained for increasing
voltages. It is obvious that the I-V curves do not coincide with each other at
the transition between the limiting and overlimiting current regions, indicating
a hysteretic behavior of the electric current.
In order to investigate the mechanism behind the hysteretic behavior, we
consider flow fields at increasing and decreasing bias voltage V = 20 denoted
by points B and B′ in Fig. 5-22. The flow field at B, shown in Fig. 5-23,
110




















Figure 5-22: Hysteretic behavior at the transition between limiting and over-
limiting current regime.
features a limiting conductance regime with a series of small vortices defined
by the membrane surface structure. In contrast, the flow field at B′, shown in
Fig. 5-25, consists of two large vortices. It is shown in figures 5-16 and 5-25
that the flow pattern at B′ is similar as that at overlimiting current regime,
the flows are different only in velocity magnitude.
Figure 5-23: Streamlines at increasing V = 20 (at B).
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Figure 5-24: Steady state concentration at increasing bias voltage V = 20 (at
B).
Figure 5-25: Streamlines at decreasing V = 20 (at B′).
The maintenance of overlimiting current flow pattern at a voltage below
the critical value can be explained by the existing vortical flow and depletion
zones. The bias voltage (V = 20) induces a large pressure in the extended space
charge layer of the membrane. Due to the lateral balance in the system at B,
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Figure 5-26: Steady state concentration at decreasing bias voltage V = 20 (at
B′).
the pressure pushes fluid perpendicularly onto the membrane surface instead
of driving a fluid flow. At B′, the vortical flow, resulting from electroconvective
instability, compresses the extended space charge region of membrane from one
side (coming in flow), and decompresses it from the other side (coming out
flow). Consequently, it raises a lateral difference of pressure on the membrane
surface. Therefore, the high pressure in the extended space charge layer is
invoked to retain the vortical flow.
Furthermore, the lateral balance in the system at B yields only a slight
lateral electric field which is not able to drive a macroscopic flow in the system
(excepting the slight flow in the seed vortices). At B′, the existing depletion
zone produces a lateral concentration gradient which amplifies the lateral elec-
tric field. Consequently, an additional lateral body force is produced to retain
the vortical flow. A comparison between lateral electric fields at B and B′ is
shown in Fig. 5-27. As can be seen from the figure, the electric field at B is
defined by structure of the membrane surface, manifested by the short wave
length curve. The electric field profile at B′ is a combination of two compo-
nents: a short wave length component (defined by membrane structure) and
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a large wave length component caused by the lateral concentration gradient
across the depletion zone.












Figure 5-27: Electric fields (Ex = −∇xΦ) obtained with bias voltage V = 20.
When voltage decreases further, the rotation velocity is slowed down, the
factors retaining the large vortices flow (including the lateral pressure gradient,
and the lateral concentration gradient) are weaken accordingly. Eventually, the
system returns to the state with small (seed) vortices, and the transport of
ions is dominated again by ions diffusion.
The hysteresis behavior asserts an important role of the vortical flow in the
overlimiting current regime. This flow mixes the diffusion layer to generate
depletion zones which re-configure electric field providing lateral electric body
force and pressure gradient to maintain the vortical flow at a voltage below
the critical value Vcr2.
5.5 Conclusion for chapter 5
By solving the coupled Poisson-Nernst-Planck-Navier-Stokes equations, we
have obtained a direct numerical simulation for the nonlinear electrokinetic
flow near permselective membrane. The simulation demonstrates that at a
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significantly high voltage, there exists an electroconvective instability. This
result contributes a detailed numerical validation for the experimental obser-
vation of the electroconvective instability. We are able to clarify the mechanism
behind the change of conductivity in the I-V curve: the vortical flow caused
by the instability transports more ions to the membrane to enhance the con-
ductivity. More importantly, we observe a hysteresis behavior of current in
the transition between the limiting and overlimiting regimes. The hysteresis
behavior is characterized by the significant difference between flow patterns in
the regimes. The role of electroconvection instability flow is stated through
the hysteresis, involving mixing the diffusion layer, generating the depletion
zones, amplifying the electric field, and maintaining the overlimiting current







In the previous chapter, we studied nonlinear electrokinetic flow developed
near a permselective membrane. It was found that the electroconvective in-
stability occurring in the flow features large vortex pairs which transport ions
to the membrane to promote an overlimiting current passing through the mem-
brane. Our numerical results are in agreement with many experimental obser-
vations [12, 23, 22], and confirm the pioneering asymptotic numerical results
[17]. Our numerical study and the experimental works were conducted using
the condition of initial quiescent electrolyte solution. However, there are many
microfluidic devices in which the electrolyte solution is not quiescent initially
such as electrodialysis systems. To obtain a more complete understanding
of the electrokinetic flow near the permselecive membrane, it is necessary to
study the electroconvetive instability in a flowing electrolyte solution. In this
chapter we study the electrokinetic flow in an electrodialysis cell of which
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permselecive membranes interface with an pressure-driven electrolyte flow. In
agreement with experimental observation obtained by Kwak and Han [1] in
collaboration, we clarify the mechanism for overlimiting conduction in the
electrodialysis cell.
6.2 Problem statement
We investigate the electroconvective instability in an electrodialysis cell of
which the permselecive membranes interface with a pressure-driven electrolyte
flow. We consider a model of the electrodialysis cell depicted in Fig. 6-1. In
the model, the microchannel consists of two parallel ion-exchange membranes:
an anion-exchange membrane (AEM) on top and a cation-exchange membrane
(CEM) at the bottom. Pressures are applied at the ends of the channel to drive
the electrolyte from left to right. To mimic the micro- or submicro- roughness
of the membranes, we model the membranes by a series of wavy permselective
surfaces. To minimize the disturbance of the membrane geometry on the
pressure-driven flow, amplitude of the surface is purposely chosen to be very












Figure 6-1: Schematic of an electrodialysis cell. The cell consists of two par-
allel wavy ion-exchange membranes: an anion-perm-selective membrane on
the upper wall and a cation-perm-selective membrane on the lower wall. The
channel is 100 µm long and 20 µm width.
Boundary conditions are also supplied for closure of the governing equa-
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tions. The ion concentrations at the channel entrance are fixed at the bulk
concentration (C0). The pressure-driven flow is enforced through a parabolic
profile velocity which has an average flow rate of 80U0. No-slip boundary
condition is enforced at the membranes surfaces. The common boundary con-
ditions for ion concentrations at ion-exchange membrane [17] are employed:
fixed value for concentration of counter ions (Cm = 2C0), and no-flux condi-
tion for co-ions. The control parameter in our simulation is the bias voltage
applied between the membranes. Different bias voltages are enforced by chang-
ing the potential on the CEM while keeping that on the AEM at zero.
The simulation is conducted with bulk concentration C0 = 0.5mM , dif-
fusivity of cation D+ = 1.33 × 10−9m2/s, diffusivity of anion D− = 2.03 ×
10−9m2/s, the characteristic length l0 = 20µm. The corresponding Debye
length (λD), velocity scale (U0), and thermal voltage (Φ0) are 13.8nm, 30µm,
and 25.8mV , respectively.
In the following sections, all results are presented in dimensionless values.
6.3 Current-Voltage response of electrodialy-
sis cell
We conduct simulation with different bias voltages. The simulation is con-
ducted in time until steady state is reached. At the steady state, ionic current
passing through the CEM is collected to form a current-voltage (I-V) curve as
shown in Fig. 6-2. As can be seen from the figure, the simulation I-V curve
and the experimental I-V curve are qualitatively in agreement. Both curves
consist of three distinct regimes. The first is low current Ohmic regime, where
current increases with increasing bias voltage. Following the Ohmic regime
is the limiting current regime, where the current is saturated with increasing
bias voltages. When bias voltage exceeds a critical value, the current increases
again beyond the limiting value indicating the over-limiting current regime. It
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Figure 6-2: (a) Simulation Current-Voltage curve. (b) The experimental
Current-Voltage curve obtained by Kwak and Han [1] in collaboration. The
three distinct regimes (Ohmic, limiting, and over-limiting) are observed in
both curves. From numerical and experimental observations, it shows that
the over-limiting current occurs concurrently with the appearance of instabil-
ity vortices. It is noted that the voltage range in the simulation I-V curve
was normalized by the thermal potential (Φ0 = 25.58mV ). The difference in
voltage ranges of the I-V curves is due to the difference in characteristic length
and the membranes properties between the simulation model and the actual
experiment.
should be noted that the difference in voltage ranges of the I-V curves is due
to the difference in length scales of the simulation model (l0 = 20µm) and the
experimental device (l0 = 1mm). In the following sections, we will investigate
the effect of the pressure-driven flow on the ion transport in the microchannel
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and discuss the mechanism for the over-limiting current.
6.3.1 Ohmic regime
It is shown in Fig. 6-6a the cation concentration and fluid flow for two values
of bias voltage in Ohmic regime (V = 4). We observe from the results that
cation concentration decreases near the membranes. This decrease of ion con-
centrations is due to the conducting of cations through the CEM and anions
through the AEM.
Figure 6-3 displays the cation concentration on the centerline of the mi-
crochannel at different bias voltages. As can be seen, because of the continu-
ous desalination of the membranes, the cation concentration decreases down-
stream. An important parameter in an electrodialysis system is the outlet salt
concentration which indicates desalination efficiency of the system. The outlet
concentration at bias voltages V = 1 and V = 4 are 0.89 and 0.65, respectively.
The decrease of the outlet concentration at V = 4 indicates that in the Ohmic
regime the higher bias voltage is applied, the more efficient desalination is
produced.
A comparison of fluid flows at different bias voltages is depicted in Fig.
6-4, where the lateral velocity on a channel cross section is plotted. It shows
that the velocity profiles are nearly identical; they are all in the form of the
Hagen-Poiseuille flow [62]. The identical flows indicate that the electric body
force has insignificant effect on the fluid flow. This is reasonable because the
electric body force is perpendicular to the membranes and pushes the fluid
onto the membranes surface instead of pulling it along the channel.
6.3.2 Limiting current
When bias voltage exceeds a critical value (Vcr1 = 8), ion concentrations near
the CEM become very small. The further increase in bias voltage does not
reduce the concentration near the CEM further but extends the concentra-
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Figure 6-3: Cation concentration on the centerline of the channel obtained
with bias voltages in Ohmic, limiting, and overlimiting current regime. It is
noted that C+ = C− because of the electroneutrality.

















Figure 6-4: The identical velocity profiles for bias voltages in Ohmic and
limiting current regimes.
tion polarization layer to develop an extended space charge layer between the
electric double layer of the CEM and the diffusion layer. The extended space
charge layer of bias voltages V = 16 and V = 19 is shown in Fig. 6-5a. It
shows from the figure that the extended space charge layer (thickness of 0.03)
is much thicker than the original EDL (thickness of 0.0007). Due to the van-
ishing of ions at the membrane surface, the current cannot increase beyond
the limiting value [18] as shown in the limiting regime of the I-Vcurve (Fig.
6-2).
Due to the saturated current, increase in bias voltage only remove insignif-
icantly salt from the incoming solution. Therefore, the desalination efficiency
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of the electrodialysis cell is also saturated. We can see this inhibition from
Fig. 6-3 where the outlet concentrations obtained with bias voltages V = 16
and V = 19 are nearly the same.






























Figure 6-5: Effect of increasing voltages on space charge (a) and vertical ve-
locity (b) near the CEM.
In the limiting current regime, effect of electric body force on the flow is
still insignificant as indicated in Fig. 6-4, where the horizontal velocity profiles
in limiting current and Ohmic regime are almost identical. The lateral electric
field caused by the wavy structure of the CEM is able to produce an electric
body force. This force, although slight, can affect the flow near the membrane
surface. The effect of the lateral electric field on the flow is shown in Fig. 6-5b,
where the the vertical velocity near the membrane in the limiting regime (V =
16 and 19) is much stronger than that in the Ohmic regime (V = 4). However,
these vertical velocities are still are incomparable to the inlet pressure-driven
flow (80U0).
6.3.3 Overlimiting current
As it has been demonstrated in the previous section, when bias voltage exceeds
a critical value (Ccr1), an extended space charge layer is developed between
the electric double layer of the CEM and the diffusive layer. The combined
effect of the high pressure near the membrane surface and the action of lat-





Figure 6-6: Cation concentration and fluid flow streamlines at different
regimes: Ohmic regime V = 4 (a); limiting regime V = 16 (b); and over-
limiting regime V = 21 (c). In Ohmic and limiting regimes, the fluid flow is
similar like the form of the Hagen-Poiseuille flow. In overlimiting regime, due
to the instability, the vortices develop on the CEM surface making the flow
much different from the Hagen-Poiseuille flow.
higher bias voltage is applied, the more unstable the layer is. When the bias
voltage is significantly high (V > Vcr2), the polarization layer is destroyed by
an electroconvective instability occurring in the fluid region next to the mem-
brane. When the electrolyte is initially quiescent, the instability promotes a
vortical flow in which the vortices are formed in pairs. In the electrodialy-
sis cell, where the electrolyte is driven tangentially over the membranes, an
electroconvective instability also occurs in the channel when the bias voltage
exceeds a critical value (Vcr2 = 19). The instability generates unidirectional
vortices and growing depletion zones. These vortices and depletion zones are
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confined by the shear flow, and cannot expand entirely over the whole domain
like the vortices in quiescent solution. Sizes of the vortices and depletion zones
change gradually with the increasing bias voltage. Therefore, there is no sharp
transition between the limiting and overlimiting current in the I-V curve (Fig.
6-2). We will discuss in detail this unique electroconvective instability in the
following sections.
6.4 Sheared electroconvective instability
6.4.1 Unidrectional electroconvective vortex flow
The decrease in ion concentration along the channel leads to a reduction of
net space charge and electric field along the extended space charge layer on
the CEM surface as shown in Fig. 6-7a. In the figure, space charge at a cross
section near the channel entrance (at x = 0.2) is about two times higher than
that at a cross section near the channel exit (x = 4.8). Due to the decrease of
space charge along the membrane surface, the pressure in the extended space
charge layer decreases accordingly as shown in Fig. 6-7b. The higher pressure
makes the extended space charge layer is more unstable near the entrance. As
a result, electroconvective instability occurs first at the channel entrance. Fig.
6-8 shows the cation concentration at an early state when the instability start
occurring at the channel entrance.
It is noted that the bias voltage is increased gradually in the simulation.
The simulation uses an initial guess which is the solution in the previous
simulation. For example, the solution for bias voltage V + δV , where δV is
a small voltage increment, is obtained using the the solution obtained with
bias voltage V as an initial guess. Therefore, there is an initial imbalance in
the extended space charge layer; consequently, the instability occurs at the
channel entrance. On the other hand, when bias voltage is suddenly increased
from 0 to V + δV , the channel is initially filled with the bulk electrolyte, the
124





































Figure 6-7: Due to the decrease in ion concentration along the channel, space
charge in the extended space charge layer at the channel entrance is higher than
that at the exit (a). Pressure in the extended space charge layer is decreased
accordingly toward the channel exit (b).
space charge layer is balance at early time steps; as a result, the instability
occurs over the whole membrane surface as shown in Fig. 6-9.
Figure 6-8: Instability at an early time step when bias voltage is increased
gradually. The instability starts at the channel entrance where the extended
space charge layer is more unstable than that at the exit. The absence of
instability on the AEM (top) is due to the difference in diffusivity of cation
and anion.
Due to the the smaller diffusivity of cations, the ion concentrations become
more depleted, and the electric field becomes more focused near the CEM as
can be seen in Fig. 6-10, where the depleted zone only develops on the CEM
and the electric field near the CEM is about three times stronger than that
near the AEM. Since the depletion zone does not develop on the AEM, there
is no necessary condition for electroconvective instability to occur on the AEM
(Fig. 6-8). To initiate the electroconvective instability on the AEM, a much
higher bias voltage is required to develop a depletion zone (and so the extended
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Figure 6-9: Instability at an early time step when bias voltage is suddenly
applied to the membranes. The instability occurs over the whole CEM surface
because there is no significant variation of extended space charge layer along
the membranes.
space charge layer) which is the necessary condition for the occurrence of
electroconvective instability.













































Figure 6-10: Due to the difference in diffusivity of cation and anion, the elec-
trolyte is more depleted near the CEM coordinated at x = 0 (a), the electric
field near the CEM is larger than that near the AEM (b).
The fully developed instability is presented in Fig. 6-11. In contrast with
the symmetric vortex pairs observed in the quiescent electrolyte, the electro-
convective instability in the electrodialysis cell exhibits a series of unidirec-
tional (clockwise) vortices on the CEM as shown in Fig. 6-11a. The pressure-
driven flow suppresses unfavorably-directed vortices. The flow also expands




Figure 6-11: Fully developed instability in electrodialysis cell (V = 21): flow
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Figure 6-12: Experimental results of fully developed instability in electrodialy-
sis cell (obtained by Kwak and Han [1]). Fluid flow was visualized by stacking
the snapshot images with 10 µm polystyrene beads. (a) flow streamlines, (b)
cation concentration distribution.
6.4.2 Unchanged size vortex
At the full development of the instability, the ion concentrations decrease
downstream, the depletion zones also expand downstream, but height of the
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vortices seems to be unchanged (Fig. 6-11a). Fluid flow observed in experi-
ment conducted by Kwak and Han [1] is presented in Fig. 6-12a, where the
vortices are defined by curved streamlines of polystyrene beads. As can be
seen from the result, the vortices are very little variation in height indicating
an agreement between the experimental and simulation result (Fig. 6-11a).
The unchanged size of the vortices can be explained by the incompressibility
of the fluid. After a vortex is formed by the instability, it is pushed along
the membrane surface by the pressure-driven flow. While propagating, the
vortex is not merged into the main flow because of the instability in the local
extended space charge layer where the vortex is passing. The instability keeps
accelerating the fluid in the vortex, and so the vortex is maintained while
propagating.
It is observed in our simulation result that the appearance of the instability
vortices and the onset of the over-limiting current occur concurrently Fig. 6-2.
The similar behavior is also observed in the experiment conducted by Kwak
and Han [1]. This agreement allows us to conclude that the unidirectional
vortices resulted from the instability is the mechanism for the overlimiting
conduction in the electrodialysis cell. We will examine several important fea-
tures of the phenomenon occurring in this overlimiting current regime in the
following sections.
6.4.3 Depletion zone formation and overlimiting cur-
rent
It is observed that when the unidirectional vortices appear, the depletion zones
are also generated. To understand effect of the unidirectional vortices on the
ion transport in the electrodialysis cell, we consider ion transport in a small
area surrounding a typical vortex. The area is depicted in Fig. 6-13, where the
horizontal velocity contour and the cation concentration contour are plotted.
Fast rotation velocity
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As can be seen, the flow near the membrane is affected significantly by the
electroconvective instability flow. In the depletion zone, the flow is sped up
downstream (indicated by A in front of the vortex ); the flow is also sped up
upstream (indicated by B in the vortex). By plotting the horizontal velocity
and net space charge on lines AA′ and BB′ (Fig. 6-13), the maximum hori-
zontal velocities are found at position y = 0.02 (Fig. 6-14). These velocities
(146U0 in front of the vortex and -97U0 inside the vortex) are faster than the
average inlet flow rate 80U0, which demonstrates the role of the instability in
accelerating fluid flow. From Fig. 6-14, we see that the maximum velocities
occur inside the extended space charge layer. This is due to the net space
charge in the extended space charge layer is much larger than that in the
EDL (Fig. 6-14). This observation supports the theory of the second kind
electroosmosis suggested by Rubinstein and Zaltzman [9]. According to this
theory, the second kind electroosmosis velocity is much stronger than the clas-
sical electroosmosis and only appears at surfaces that conduct ionic current










Figure 6-13: Horizontal velocity (left) and cation concentration (right) contour
near a instability vortex.
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Figure 6-14: Plots of horizontal velocity (a) and net space charge (b) along
lines AA′ and BB′.





































Figure 6-15: Pressure and space charge layer at front and back of a vortex.
The larger pressure at the back pushes the fluid to the front generating the
vortex.
Formation of depletion zone and current enhancement
The electroconvective instability accelerates fluid flow near the membrane
surface both upstream and downstream. The upstream acceleration generates
a flow in opposite direction of the shear flow, and creates vortices in the chan-
nel. The vortices drive the low ion concentrations solution in the extended
space charge layer outwards. As a consequence, the depletion zone near the
CEM is expanded.
From ion concentration contour (Fig. 6-13), we see that the depletion
zones are thickened downstream. The growth of the depletion zones is due to
reduction of ion concentrations along the perm-selective membranes surfaces.
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The reduction is caused by the continuous desalination of the membrane.
As discussed in the previous chapter, in an instability vortex, pressure in
the extended space charge layer is increased on the side where fluid is coming
in, and is decreased on the side where fluid is coming out. Fig. 6-15b shows
the pressure at front (where fluid comes out) and back (where fluid comes in)
of the vortex in Fig. 6-13. As can be seen, the pressure at the vortex back is
about two times higher than that at the vortex front. Due to the low pressure
at the vortex front, fluid in front of the vortex is driven to the membrane.
This flow transports high concentration fluid in the pressure-driven flow to
the membrane (at A). Consequently, the solution conductance is enhanced
locally at A, and current passing though the membrane increases over the
limiting value.
6.5 Propagation of the instability vortices and
depletion zones
The vortex generated by the electroconvective instability occurring in the ex-
tended space charge layer is not confined to the membrane surface. Under
effect of the shear flow, the vortex is shifted downstream. When the vortex
propagates along the membrane surface, it triggers instability in the local ex-
tended space charge layer. Therefore, depletion zone is developed along with
the vortex propagation. In other words, the depletion zone also propagates
downstream. On the other hand, the depletion zones also help to retain the
vortex against the suppression of the shear flow. We invoke the phenomenon
of electric field amplification across depletion zone [12] to explain for the “self-
maintenance” the vortex. This field amplification is similar like that discussed
in chapter 5. As can be seen from Fig. 6-13, where the hump in the depletion
zone amplifies electric field on its left (A) and right (B) sides. Consequently,




Figure 6-16: The vortices and depletion zones are not confined to the mem-
brane surface. The sheared flow thrusts them downstream. The propagations
of vortices and depleted zones are observed in both simulation (a) and ex-
periment (b). (For better visualization, streamlines are not included in the
figures)
from the right body force helps to retain the clockwise vortex while propagat-
ing along the membrane surface.
The propagations of the vortex and depletion zone are also observed in the
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experiment of Kwak and Han [1]. Simulation and experiment results for the
propagation of depletion zones are displayed in Fig. 6-16, where the cation
concentrations at different time steps are plotted. The results shows clearly
the growth and propagation of the depletion zones towards the channel exit.
By tracking position of a vortex at different time steps, it is found that
for the average inlet flow rate of 80U0, propagation speed of the vortices ob-
served at V = 22 is 75U0. The propagation speed is quite close to the average
inlet flow. At bias voltage V = 25, the the propagation speed is 73U0, which
indicates that the propagation speed changes oppositely with the vortex size.

















Figure 6-17: Oscillating current occurs when the instability vortices propagate
along the membrane surface.
When the vortices and depletion zones propagate downstream, new vor-
tex and depletion zone are generated at the front of the channel. The overall
concentration and flow profiles vary periodically. The propagation of the deple-
tion zones makes the current passing through the membrane oscillates around
a certain value as shown in Fig. 6-17. From the figure, we can see that the
oscillation amplitude at V = 25 is larger than that at V = 21. The large
current amplitude at V = 25 is due to the larger depletion zones (Fig. 6-6)
which induce stronger effect on the current. The oscillating current was also
observed in prior studies [17, 63], where authors explained the oscillation by
the chaotic deformation of vortex pairs.
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6.6 Effect of inlet flow rate and bias voltage
on the vortex size


































Figure 6-18: Vortex height increases with increasing bias voltage (a), and
decreases with increasing inlet flow rate (b).
We define the height of an instability vortex by the distance from the
membrane surface to the highest point of the vortex streamlines. The vortex
height is determined by fluid velocity in the vortex, and the inlet flow. An
increase in bias voltage generates a higher pressure and larger space charge in
the extended space charge layer; thus, it induces a faster rotation velocity in
the instability vortex. The faster flow drives more fluid upstream; as a result,
the vortex is enlarged. Figure 6-18a displays the vortex height at different bias
voltages. The vortex height seems to increase linearly with bias voltage.
When a bias voltage is applied between the membranes, ions in the pressure-
driven flow are driven through the membranes by the induced electric field to
generate a certain electric current. At the same bias voltage, a higher inlet
flow rate drives more ions into the channel, as a result, the depletion zones are
reduces. The rotation velocity of the vortices decreases accordingly. There-
fore, the vortices are reduced in height. The effect of inlet flow rate on the
vortex height is displayed in Fig. 6-18b, where vortex height at V = 22 is mea-
sured with different inlet flow rates: 60U0, 80U0, 120U0, and 240U0. It shows
clearly that the vortex height is decreased with increasing inlet flow rates.
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When the inlet flow rate is significantly large, the extended space charge layer
is suppressed because the amount of ions carried in by the inlet flow exceeds
the amount of ions passing though the membrane. Due to the absence of
the extended space charge layer, the instability disappears from the channel
which means that the vortex height reduces to zero (no vortex appears in the
channel).
6.7 Conclusion for chapter 6
We conducted simulations for ion transport in a typical electrodialysis cell.
Our simulation results showed new kind of electroconvective instability oc-
curring in electrodialysis cell, which is called the sheared electroconvective
instability. The pressure-driven flow eliminates unfavorably-directed vortices
and thrusts favorably-directed vortices along the membrane surface. The in-
stability accelerates fluid flow near the membrane surface to transport the
fluid, which has high ion concentration, to the membrane to produce an over-
limiting current passing through the membrane. Due to the confining effect of
the shear flow, the instability vortices cannot expand entirely over the domain
as occurred in quiescent solution. Therefore, there is no current jump in the
transition between the limiting and overlimiting current regimes; the hystere-
sis behavior does not appear in the I-V curve. It was also shown that the
oscillating current observed in the over-limiting current resulted from of the
propagation of depletion zones along the membrane surface. Our simulation
results are in good agreement with experiment results. The agreement allows
us to conclude that the appearance of instability vortices is the mechanism for







In the present thesis, we studied the nonlinear electrokinetic flow near a perms-
elective membrane. By solving directly the coupled Poisson-Nernst-Planck-
Navier-Stokes equations, we obtained the numerical solutions for the ion trans-
port near the permselective membrane. Our study contributes to a detail un-
derstanding of the electroconvective instability developing over permselective
membranes. The agreement between our simulation result and the experimen-
tal results allowed us to suggest a mechanism for the overlimting conductance
in electrodialysis cell.
To solve the Poisson-Nernst-Planck and Navier-Stokes equations, we devel-
oped numerical methods based on the finite volume method and the Newton-
Raphson method. To improve the convergence rate of the Poisson-Nernst-
Planck equations solver, we used a transformation of variables which relates
logarithmically the ion concentration and the electric potential. The Navier-
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Stokes equations were solved by a coupled method which uses the Rhie-Chow
interpolation to produce an equation for pressure from the continuity equa-
tion. Linear algebraic equations were solved using the PETSc library which
implements the Krylov-subspace method.
In order to couple the Poisson-Nernst-Planck and Navier-Stokes equations,
we developed two coupling algorithms. In the first algorithm, the segregated
algorithm, the sets of equations are solved separately. Starting with solving the
Poisson-Nernst-Planck equations, concentrations and electric potential are ob-
tained and used to calculate electric body force. The Navier-Stokes equations
are then solved with this body force. Velocity field from the solution of the
Navier-Stokes equations is then used to calculate the convection term of ion
fluxes which are then substituted into the Poisson-Nernst-Planck equations.
The process is repeated until convergence reaches for all variables.
In the second algorithm, the coupled algorithm, the Poisson-Nernst-Planck
and Navier-Stokes equations are solved simultaneously. The equations are dis-
cretized and assembled into a Jacobian matrix. The Jacobian matrix is much
larger than that generated by the segregated algorithm. It was found that
the segregated algorithm takes more iterations to reach convergence for all
equations, but it takes shorter computation time and requires less memory
requirement than the coupled algorithm. On the other hand, the coupled al-
gorithm is able to reach convergence in fewer iterations.However, the coupled
algorithm has a massive memory requirement, and it takes much longer com-
putation time compared to the segregated algorithm. Depending on size of
problem (determined by the number of control volumes in the computational
mesh), the appropriate algorithm for simulation should be chosen.
We developed a parallel algorithm to execute the numerical method on a
parallel computer system. However, efficiency of the parallel solver is problem-
dependent. It was found that the system of linear equations generated by
discretization of Poisson-Nernst-Planck equations could be solved efficiently
in parallel using the Krylov subspace method if the number of partitions is
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less than 8.
The numerical methods were verified though four case studies where our
numerical solutions are in good agreements with analytical solutions and nu-
merical solutions published in literature. The agreements indicate the high
accuracy of our numerical methods.
Using the numerical numerical methods, we obtained numerical solution
for the nonlinear electrokinetic flow developed near a permselective membrane
in contact with a quiescent electrolyte solution. The result demonstrated the
occurrence of the electroconvective instability at a significantly high voltage
applied at the membrane. This result contributes a numerical validation of the
experimental results in literature. Based on the electroconvective instability,
we explained the mechanism for the change of conductivity in I-V curve. We
shown that the vortical flow generated by the instability transport more ions
to the membrane surface to promote an overlimiting current passing through
the membrane. More importantly, we observed a hysteretic behavior in the
transition between the limiting and overlimiting regimes. The hysteresis is
characterized by a significant difference between flow pattern in limiting and
over-limiting regime. The hysteresis is caused by the redistribution of ion con-
centration in overlimiting regime and the formation of a large depletion zone.
The role of electroconvective instability flow is stated through the hysteresis,
involving the mixing of the diffusion layer, generation of the depletion zones,
amplification of the electric field, and maintaining the overlimiting current
regime at even lower critical value voltage.
In order to obtain a more complete understanding of the electrokinetic
flow developed near permselective membrane. The numerical solution for
electrokinetic flow in electrodialysis cell was also carried out. It was found
that electroconvective instability occurs in the electrodialysis cell of which the
permselective membranes interface with a shear flow. The shear flow makes
the electroconvective instability different from the instability occurring in the
quiescent electrolyte. The instability exhibits unidirectional vortices and grow-
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ing depletion zones. Interestingly, the vortices and depletion zones propagate
along membrane surface. Importantly, we observed that when the instabil-
ity occurs, current passing through the membrane exceeds the limiting value.
A similar observation was also obtained in experiment. These observations
allowed us to state conclusively that the overlimiting conductance in the elec-
trodialysis cell is not a result of neither chemical effects (water splitting) nor
electrostatic effects in microscale system (surface, conduction and electroos-
motic flow) but is a result of the electroconvective instability. We also found
that, due to the effect of the shear flow in the electrodialysis cell, the instability
vortices are not able to expand entirely over the domain like in the quiescent
case. The current increases gradually with the voltage applied. Thus, there
is no jump in the I-V curve, and no hysteretic behavior was observed in the
electrodialysis cell.
7.2 Recommendation for future work
Some important contributions of the present study were mentioned above.
However, some unexplored problems still remain and need further studies.
These problems include:
1. Throughout this thesis, we modeled the permselective membrane by a
homogeneous surface which is impermeable to co-ions and contains a
uniform counter-ion concentration. Using this membrane model, the
computational mesh only requires refinement in the normal direction
of membrane surface; hence, the simulation computational cost can be
saved. In fact, the membrane is a heterogeneous structure in which
counter-ions distribute inconstantly. To achieve a more realistic simu-
lation, a recommendation is to model the permselective membrane by
a heterogeneous surface which is composed of ion-exchange spots em-
bedded in a nonconducting material matrix. The difference in electrical
properties of the spots and nonconducting material causes an unsmooth
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electric potential and ion concentrations at the contacting surface be-
tween the materials. Thus, the computational mesh must be refined at
that surface to capture rapid changes of the electric potential and ion
concentrations.
2. Actual permselective membranes are nano-porous structures. The most
accurate simulation for the electrokinetic flow near permselective mem-
brane is to model the permselective membrane directly by a series of
nano-pores. Hence, future work should be done in examining the exis-
tence of electroconvective instability over such kind of membrane model.
3. The problems we have studied in this thesis are in two-dimensional space.
The third dimension was assumed to be infinitely long. In experimental
devices, the third dimension ranges from tens of µm to several mms.
Recently, some experiments have shown that the ion concentration po-
larization developed near permselective membrane is also affected by
geometrical confinement [61]. Therefore, the electrokinetic flow in the
third dimension may affect significantly the conductance of the mem-
brane. Hence, a recommendation for future work is to include the third
dimension in the simulation.
4. Nano-slit and series of nanochannels share the permselectivity with the
membrane. A difference between them is flow of fluid through the nano-
slit and series of nanochannels. Therefore, studying effect of the flow on
the electroconvective instability occurring near the nano-slit and series
of nanochannels is another avenue for future work to obtain a more
complete understanding of the transport phenomena near permselective
surfaces.
5. We developed numerical methods to solve for the coupled Poisson-Nernst-
Planck-Navier-Stokes equations. The methods are able to solve for three-
dimensional meshes, and to execute on parallel computer systems. How-
140
ever, as it has been shown in chapter 4, the Krylov-subspace method
used to solve in parallel the system of linear equations is inefficient for a
large number of partitions. The parallel solver becomes inefficient when
the number of partitions is large. Therefore, further studies should be
focused on improving the efficiency of the parallel solver. A recommen-
dation for improvement of the linear system solver is to develop a parallel
solver based on the multigrid method.
6. The rapid change of ion concentrations and electric potential near mem-
branes surfaces requires computational mesh to be strongly refined near
the surfaces. Therefore, another recommendation for future studies is to
develop an algorithm which can estimate the error over the mesh and
automatically refines the control volumes which have large error.
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