Bumraary. The linear-quadratie dependence of effect on the dose of ionizing radiation and its biophysical implieations are eonsidered. The estimation of the parameters of the response funetion and the derivation of the joint eonfidenee region of the estimates are deseribed. The method is applied to the induetion of pink mutations in Tradescantia which follows the linearquadratie model. The s$atistieal proeedure is also sui~able for other response functions.
Introduction
The study of dose-response relations has always been one of the main topics of radiation biology and radiation biophysics. Various theoretical models, many of them linked to hit-or target-theory, have been used to obtain analytical approximations for such relations, ttowever, only few attempts have been made to test the fit of the experimental resnlts to the analytical expressions. This lack of attention to the quantitative evaluation of dose-response curves may partly be due to the fact that the models usually employed have lost their original biophysical interpretation, since it has been shown that the processes of energy deposition by ionizing radiation are rar more complex than postulated in hit-or target-theory [tt, t2] , and that the resulting analytical expressions are arbitrary special cases among a wide class of more general stochastic equations [6] . The lack of statistical treatment may also be due to the fact that equations such as the multi-target formula contain the unknown parameters in non-linear form and that therefore the estab]ished techniques of linear regression analysis cannot be readily employed.
Recently it has been pointed out that at least for certain cellular effects and in the range of small doses one deals with a simple linear-quadratic dose-response curve, and that the parameters in such response curves have well defined biophysical meaning [7] . Earlier the linear-quadratic relation had been invoked in the special case of the formation of dicentric chlomosomes by ionizing radiations, and it has been extensively discussed in the literature (see e.g. [8, t6, 1, t0] ). In the following, statistical methods will be considered to obtain the least-squares fit and the confidence region for the parameters of a dose-effect relation. The linearquadratic model will be treated in detail as a particularly simple example and because of its special relevance to the important problem of the effects of ionizing
The Linear-Quadratic Relation
The remarks in this section do not concern details of the statistical procedure, they will, however, serve to pur the statistieal problem into perspective by outlining one area of particular applicability.
A systematie study of the relative biologieal effectiveness (RBE) of various radiation qualities as a funetion of absorbed dose has led to the eoneinsion that primary cellular damage produced by ionizing radiations in various eukaryotes is proportional to the square of the specifie energy, z, in the nucleus or in sensitive sites of the nueleus of the order of one to several micrometer diameter [7] : s(z) = kz 2 .
(i)
This relation indicates that the cellular damage is due to the interaction of pairs of radiation-indueed sublesions or, more generally speaking, that the primary cellnlar damage results from a second-order reaction of radiation products. The quadratie dependence on specifie energy leads to a linear-quadratie dependenee on absorbed dose:
The linear term in this relation corresponds to that component of the damage which is due to lesions produeed in one and the same partiele traek; ~ is the average inerement of specific energy brought about by a single charged particle in the site. The quadratic term corresponds to the component of damage which is due to lesions produeed by separate particles. Accordingly, one can state that the linear term represents the intra-traek effect while the quadratic term represents the inter-track effect.
Before the microdosimetrie concepts had been developed whieh lead to Eq. (2) the linear-quadratie dose dependence was deduced within the limits of the LET concept for the special case of the induction of dicentrie ehromosomes and centric rings. In this ease s(D) stands for the mean number of these aberrations per cell. Lea [8] gives an exeellent account of the reasoning whieh in essence eorresponds to the more generalized mierodosimetric arguments. Later there were numerous studies in which the ideas expressed by Lea have been applied and further developed (see e.g. [i6, l, i0]). It has been shown [7] that within the approximation of the LET eoncept Eq. (2) reduces to:
where -LD is the dose averagë LET in (keV/[xm), d is the site diameter in ([xm), and.D is the absorbed dose in (rad). The relation expresses the faet that the ehromosome aberrations are the result of two "single-breaks"; the linear term represents the yield of aberrations due to the interaetion of two breaks produeed by the same particle frack, the quadratic term represents the yield due to the interaction of breaks which are produced by different charged particles.
It should be noted that these relations are only approximations eren if one disregards saturation effects at higher doses. The quadratie dependence on energy Statistical Evaluation of Dose-Resl~onse Functions 3 concentration in the nucleus may not be strictly valid, and Eq. (l) may coßain an additional linear term in z. In the oase of ehromosome aberrations such a linear term could, for example, be dne to the fact that seine single-breaks are present eren in unirradiated eells. But in this more general ease one still obtains the linearquadratie dependence on absorbed dose; the only differenee is that the ratio of the linear to the quadratie term is then larger than predJcted on the basis of microdosimetrie data er the LET value.
The linear-quadratie relation for the primary cellular damage has been deduced indirectly from studies of RBE. Beeause the observed experimental andpoint need not be linearly related to the primary eellular damage, one cannot always expect the simple linear-quadratie relation. Dose-effect curves for eytogenetie effects may therefore be pal~icularly simple special cases. It has, however, been found that the grow~h reduction of Vicia/aba seedlings as a function of absorbed dose also agrees well with an expression which contains the linear and the quadratie term in dose [4, 5] : . For the purpose of the present discussion only the results at low doses will be eonsidered; the plateau and the subsequent decline of the yield at high doses which may be due to cell killing will not be eonsidered.
The full logarithmic plot has the advantage that orte can judge the data accurately eren in the range of low doses and low yields. In addition, this plot has the property that proportionahty of the yield to a power, .Dn, of the dose is indieated by a straight line of slope n. Thus, if one plots the yield minus the eontrol incidenee, the initial part of the eurves with slope i corresponds to a linear dependence on dose while the part of the eurves which approaches slope 2 at higher doses corresponds to a quadratie dependence on dose. In the following, these data will be analyzed on the basis of the linear-quadratie model expressed in Eqs. (2) and (3).
It is of interest to note that in cytogenetics the linear-quadratie modal is sometimes substituted by the assumption of proportionality of the yield to a power of dose intermediate between i and 2. Depending on the observed value n of the exponent the effect is then considered to be nearer to a linear er quadratie relation. It is obvious from Fig. i that such a statement has limited meaning; whether one finds a linear dependence, a quadratic dependenee, er a dependence intermediate between these two eases, depends entirely on the dose fange whieh is investigatëd. Frequently experimental studies cover only a narrow dose fange, and it is then quite possible to approximate the results by a line segment with 1 Annual Repor$ on Research Projec$ C00-3243-2, pp. 170--200, USAEC (t973).
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Linear Itegression Analysis of the Dose-Response Function
The statistical procedures necessary to derive the least-squares fit and to obtain the joint confidence region for the parameters of response functions such as Eqs. (2) to (4) are well established (see e.g. [2] ). It will, however, be useful to discuss the principal numerical steps in a form readily applicable to the typical situations encountered in radiation biology. No attempt will be made to present the full reasoning which nnderlies the numerical procedure since detailed accounts are found in the literat~re.
Least-Squares Estimate o] the Parameters
Consider the linear-quadratic relation between effect, y, and dose2:
2 The symbol y is used for the effect in order to avoid confusion with the symbol e which will be used for the statistical error.
Statistical Evaluation of Dose-Response Functions
The expression is linear in the parameters, al, a» and a a whose true values are unknown, and have to be estimated from the experimental data. The following considerations will, with minor modifieations, apply to all models which are linear in the parameters, regard]ess how the dose enters the expression.
Assume that a series of doses Dr, (u = i ..... N), is applied in an experiment, and that the observed effect levels at these dose values are y~. One or several of the Dv may have the value zero, i.e. they may represent control groups.
The least-squares problem consists in finding the values of the parameters al, 2/ a z and a 8 which minimize the sum of squares, ~ e~, where the e~ are the differences between the observations, y~, and the theoretical effect levels, y(D~) :
It is practical to write these relations in matrix form (for details see texts such as [3] ). Iu the following, vectors will be represented by bold-faced small letters, matrices by bold-faced capital letters. Components of vectors or matrices will be indicated by the corresponding letters not in bold face but with indices. Use of the matrix notation will make it clear how the analysis is to be modified for doseresponse functions different from the linear-quadratic form.
If one introduces the vector of errors, e, the vector of observations, y, and the vector of parameters, a: 
The vector a has to be chosen so that the vector, e, of errors has minimum length. The problem can be reduced to the solution of a system of linear equations. Since the mathematics is elementary, and since computer routines are commonly available to derive the solutions ä and ê of the minimization problem for a given matrix, C, of coefficients and a given vector, y, of observations, there is no necessity to list explicif details. The solution is, however, given in Appendix I. The vector ä is c~lled the estimate of the parameters. Up to this point it has been assumed that all the observations, y, have the same weight. This is in general not justified because the standard deviations, A. ~. Kellerer and J. Brenot some cases it is possible to obtain estimates of the values a, from the experimentM observations. For instance, in growth reduction studies with Vicia/aba, groups of seedlings are exposed to different doses; one can in this case estimate both the standard deviation of the effect and the mean effect in each group [4, 5] . In other eases such as the scoring of certain rautations or in cellular survival studies one determines merely the number of cells in an exposed group of cells which show the effect. The varianee a~ can then be estimated as n~(l--m/N,), where n~ is the rmmber of cells which show the effect and N~ is the total number of cells in the group.
2 by n, These approxiWhen one deals with small rates, n,/N,, one can estimate a~ mations for the variance of the individual points are based on the assumption that one deals with a binomial distribution or a Poisson distribution of n~. This may not alwa.ys be strictly correct, and the actual variance may be larger than the predicted values. The estimates chosen for a~ are, however, aceeptable as long as they are proportional to the actual variances, a~; the essential requirement is merely that the individual points be given their correct relative weights.
To achieve the proper correction one has to substitute the terms e~, y~, and C** in Eq. (9) by the expression e,/a~, y~/a~ and C,~/a~. In the following it will be assumed that this normalization is applied; however for simplicity of notation the symbols e~, y,, and C,, will be retained for the modified terms.
The Joint Confiäence Region
It is not uncommon that estimates of the parameters of a response function are determined and their standard errors or confidence ranges are given separately. This can, however, be misleading insofar as the estimates of the parameters are not independent. In the lirtear-quadratic equation, for example, a larger estimate of one of the parameters would imply a decrease of the optimum estimates of the other two parameters. 0ne can ask for that region in the space of the three parameters a 1, a 2, and a s which corresponds to a given value of Xe~ larger than the minimum value obtainable with optimum fit. These regions are ellipsoids as ean be seen in the following way.
Assume that the least-squares estimates of the parameters are designated by äk and that the corresponding snm of least squares, Xê~ is designated by ~; (i4) 8 From Eq. (i3) one readily derives the major axes of the ellipsoid of the three parameters a» a 2, and a3, or obtains the plot of the ellipse which results if one considers only the two dose coeffieients a 2 and a 8. This will be dealt with in the next section where numerical results will be given for the data of Fig. t . First it will be necessary to consider how the value of s is determined which corresponds to a given level of statistical significance. The determination of the joint confidence region is based on the assumption that the theoretical expression used to fit the data is valid and that therefore the errors are entirely due to statistical fluctuations and not to systematic deviations of the experimental results. Moreover one assumes that the errors, e~, are independent and normally distributed.
As a first step, before one considers the confidence region of the parameters, one taust therefore cheek whether the theoretical model is indeed aeceptable. There are various possible tests which can be applied to eheck the adequacy of a model; all these tests are based on an examination of the residuals ê~ = ~~--y~. The general method is to apply suitable non-parametric tests of randomness to the set of values ê~. Il, however, the variances, a~, of the observations are known, the simplest test of adequaey is the comparison of the weighted sum of least squares, There are two different methods for the determination of the value of s. The ehoice of the method depends on whether the variances, a~, themselves or only the relative weights of the individual observations are known.
If one knows only the relative weight of the individual observations, one has to use the fact that s/$ is distributed aeeording to Fisher's F-distribution with M degrees of freedom for the numerator and (N--M) degrees of freedom for the denominator. The joint region of the parameters with the eonfidenee level p is obtained by using the following value of s in Eqs. (13) and (14) : [2, 9] .
If, as in the example of Fig. 1 , the values a~ are knoml, s is distributed aeeording to the statistic Z 2 with M degrees of freedom. The value of s defining the joint eonfidenee region on the level p is then given by:
This leads to an ellipsoid concentric, coaxial, and similar to the one obtained on the basis of Fisher's 2'-distribution; but usually this ellipsoid is somewhat smaller. This refleets the fact that one has more information in this case than in the previous one where only the relative values of the varianees, «~, are known.
Numerical Results and Generalization to Non-Linear Cases
The least-squares fit of Eq. (5) to the data of Fig. t results in the sum ~ = 14.7. This is less than the 95%-value Z.~~_3 = t9.7 for N= t4. The model can therefore be aeeepted. Table t represents the result of the least-squares fit and the solution of Eq. (13). In order to define the resulting ellipsoid of the possible vMues of the parameters in concise but explieit form, the outer points of its main axes are given in addition to the center ä. These values are readily obtained from Eq. (t.3) by computing the eigen-veetors of the matrix B (see Appendix III).
Also given in Table i Table t contains the full numerical results, one may want to present these results in simpler form. In order to do this, one can eliminate the parameter OE1, i.e. the spontaneous incidence of the mutations, and merely consider the confidence region of the dose coeffieients a~ and a a. This confidence region corresponds to the projection of the ellipsoid of the three parameters into the plane of the two parameters a 2 and a a. But its size is somewhat smaller because one taust set 8 equal to Z~ or 2/(N--3). 2'(2, N--3) • ~, since M is equal to 2 instead of 3. The resulting figure is an ellipse as shown in Fig. 2 . The inner ellipse, drawn as a broken line, corresponds to the 50 %-level of the statistie Z~, and ean therefore be considered as the region of standard deviation of the parameters a 2 and a a. I-Iow the matrix of coefficients for the ellipse is derived from the matrix Bis pointed ou~ in Appendix IV. One should note that one would obtain regions whieh can be somewhat too small, ff one were to derive the intersection of the ellipsoid with the plane a z = dl instead of its projection onto the plane of a 2 and a a. Orte should further note that the form of the ellipsoids and ellipses, i.e. the orientation of the axes, depends on the choice of the unit of dose. For a suitable plot it is desirable that the values of the different parameters are of the same order of magnitude. A proper choice of the unit for the numerical calcul~tion is therefore a dose for whieh the linear and the quadratic components in the response fmlction are about equal. As a value elose to the bend of the curve in Fig. t the unit of t0 rad has been ehosen for the computations in the present example. The studies with Tradescantia permit relatively high statistical accuracy eren at low doses, as is apparent from Fig. 2 . This is due to the nature of the experimental system in which a small number of affected cells can be detected among an extremely large number of exposed cells. In other systems to whieh the method has been applied [4, 5, i3 ] the relative size of the confidence regions has been larger. The standard deviations, a~, indicated in Fig. tare From the estimates and eonfidence regions for a s and as one obtait~s ghe eorresponding fange of the quantities k = a a and ~ = a2/a a in Eq. (2). The mierodosimetrie implications of the observed value of ~ and its eonfidenee fange is not the objeet of the present study, not will the influence of saturation be eonsidered which leads to deviations from the linear-quadratie modël at higher doses.
The mathematieM procedure, hefe applied to the linear-quadratie model, can be modified to apply to other eases. In the esse of Eq. (4) whieh has been used for survival eurves of mammalian eells [t4] or growth reduetion studies in plants [4, 5] no modifieations are neeessary, hut one taust be sure to equate the vMues sv with the standard deviation of the logarithm of the observed variable and not with the standard deviation of its absolute vMue. A simplifiea~ion oeeurs in those eases where one deMs with only two parameters, i.e. if the term which is quadratie in dose ean be neglected with densely ionizing radiations, The mathematical problem of the derivation of the eonfidenee region then reduees to a problem in two dimensions. The modifieations in ~he formalism are obvious.
More eomplieated are those models whieh are non-linear in the unknown parameters. One example is the model defined by the relation:
In this case the equations for the least-squares problem can be readily established; but their analyticM solution is difficult. The simplest method is therefore ~o use a computer and perform the least-squares fit for a series of fixed values of n. In this way the least-squares estimate of n can be determined. The same technique can be used in order to obtain the confidence region section by seetion. 
With this modißcation the model is linear in the two parameters In a 2 and n, and the confldenee region of these parameters can be readily obtMned for a series of vMues of a z. Similar eonsiderations ean be applied to other dose-response functions.
