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Abstract: The assessment of storm damages is critically important if resource managers are
to understand the impacts of weather pattern changes and sea level rise on their lands and
develop management strategies to mitigate its effects. This study was performed to detect
land cover change on Assateague Island as a result of Hurricane Sandy. Several single-date
classifications were performed on the pre and post hurricane imagery utilized using both a
pixel-based and object-based approach with the Random Forest classifier. Univariate image
differencing and a post classification comparison were used to conduct the change detection.
This study found that the addition of the coastal blue band to the Landsat 8 sensor did not
improve classification accuracy and there was also no statistically significant improvement
in classification accuracy using Landsat 8 compared to Landsat 5. Furthermore, there was
no significant difference found between object-based and pixel-based classification. Change
totals were estimated on Assateague Island following Hurricane Sandy and were found to be
minimal, occurring predominately in the most active sections of the island in terms of land
cover change, however, the post classification detected significantly more change, mainly
due to classification errors in the single-date maps used.
Keywords: Assateague Island; Hurricane Sandy; change detection; Landsat 8;
object-based classification
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1. Introduction
Hurricanes and other large coastal storms have significant impacts on human and vegetation
communities but they are also important agents of ecological succession in coastal ecosystems [1,2].
There are direct impacts to coastal vegetation such as damages caused by wind and storm surge [3,4] or
from increased soil salinity following a storm surge [2,5,6]. These impacts can alter vegetation patterns
within coastal habitats causing minor to irreversible changes to the landscape which in turn affects the
wildlife communities that utilize these unique and rare coastal habitats. It is expected that there will be
an increase in the frequency and intensity of hurricanes and other extreme storm events due to the effects
of changing global weather patterns [7,8]. Sea level is also expected to continue rising due to glacial
melting resulting in larger storm surges, greater flood damage and shoreline erosion [7,9,10]. These
factors make the accurate assessment of hurricane damages to coastal ecosystems critically important if
resource managers are to understand how these changes may impact their lands so improved
management strategies can be developed [2,6,9].
These kinds of assessments need to be rapid and be easily repeatable so that potential problem areas can
be identified and mitigation strategies developed in a timely manner [11]. Remote sensing provides a means
by which hurricane impacts can be assessed over large areas quickly, accurately, and repeatedly [2,5,6].
Because of its repetitive data collection, synoptic view, and digital format, remotely sensed data has
become an important resource for monitoring land cover change resulting from human and natural
processes [12] and has been extensively used in a number of other studies assessing hurricane damage
to coastal ecosystems [2–6,9,13–15]
There is a variety of satellite remotely sensed imagery that can be utilized for studies involving land
cover classification and change detection. For over 40 years the Landsat program has been providing
moderate spatial resolution imagery that has proven to be invaluable for a large number of studies in a
wide variety of different disciplines [16,17]. While there are a number of sources for higher spatial
resolution imagery (e.g., Ikonos, Quickbird, Worldview), Landsat imagery has higher spectral resolution
(i.e., senses in more wavelengths) than most high spatial resolution data, covers a larger extent, and since
2008 is freely available, making repeat land cover analysis possible. The latest generation of Landsat
satellites, Landsat 8, was launched 11 February 2013 and brings with it several improvements. Previous
Landsat sensors had a radiometric resolution of 8 bits or 256 possible values, but the new Operational
Land Imager (OLI) sensor onboard Landsat 8 collects 12 bit data which increases the number of potential
values to 4096. This increase in radiometric resolution enhances the sensor’s ability to detect small
changes in the amount of energy reflected from objects on the Earth surface and can lead to an improved
ability to distinguish between objects with similar spectral patterns [18]. The OLI also has three new
bands, a blue band for coastal and aerosol studies, a shortwave infrared band for cloud detection, and
finally a quality assessment band used to indicate possible bad pixels [19]. Furthermore, the spectral
range of most of the original bands, especially the NIR and SWIR bands, were narrowed to reduce the
effects of water absorption [20,21]. Because of these improvements, Landsat 8 is expected to produce
superior analysis results compared to previous Landsat sensors [22–24]. Given the recent availability of
this imagery, little work has been formally published testing these enhancements; nevertheless, a few
have shown improved results [20,25].
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Land cover classification has typically been accomplished using a pixel-based approach, where by each
pixel is independently classified using only the spectral reflectance values for that pixel [26–28]. Recently,
object-based image analysis (OBIA) has been utilized for image classification and change detection and
has resulted in a significant improvement in accuracy especially for high spatial resolution imagery [29–32].
Unlike the traditional pixel-based approach, OBIA starts by first segmenting an image into spatially
and/or spectrally homogenous, non-overlapping, groupings of pixels known as image objects. The
objects are then assigned a land cover class much like pixels by a classification algorithm. Objects have
an advantage over pixels in that they contain spatial and spectral information that single pixels do not
such as mean band values, mean ratios, size, shape, and topological relationships that can all be utilized
during the classification process [33,34].
OBIA is frequently used to extract information from high resolution imagery; however, it is not
limited to such imagery. While it can be used with moderate resolution data like Landsat, it has been
unclear whether there is an improvement in accuracy when doing so. Studies that have made
comparisons between pixel-based (PBC) and object-based (OBC) classification with moderate
resolution data have reached differing conclusions; some finding OBC outperformed PBC [35–37] while
other have found the opposite to be true [38]. Several studies found no significant difference between
methods [39,40].
Detecting and measuring change is important when studying natural resources. It can be accomplished
using two broad approaches. The first approach involves the comparison of two individually classified
maps. Post classification comparison (PCC) is a very popular method within this approach and is perhaps
the most commonly used methodology for change detection in general [41]. It involves overlaying two
land cover maps from different dates and identifying the differences between the classifications. The
second approach involves analyzing multi-temporal data concurrently. While the second approach is
comprised of numerous methodologies, univariate image differencing (UID) is often cited as the preferred
method [42]. Furthermore, it is also the recommended change detection method of the National Oceanic
and Atmospheric Administration (NOAA) Coastal Change Analysis Program (C-CAP) which, as part of
the program, developed a comprehensive protocol for the implementation of land cover classification and
change detection for coastal regions in the US from remotely sensed data [43].
The main objective of this study was to quantify and qualify the type and amount of land cover change
that occurred on Assateague Island as a result of Hurricane Sandy. In addition to detecting land cover
change, several additional objectives were established including, evaluating the contribution of the new
Landsat 8 bands to classification accuracy, comparing the performance of Landsat 8 for land cover
classification with Landsat 5, comparing OBC and PBC using moderate resolution data, and comparing
the results of PCC to UID for change detection. Our results show that given the level of classification
detail (i.e., map classes) in this study, the new Landsat 8 coastal blue band did not improve classification
accuracy. Also, there was no statistically significant difference in classification accuracy between using
Landsat 8 compared to Landsat 5, again at the level of land cover detail utilized. Furthermore, there was
no significant difference between OBC and PBC. Finally, while land cover change totals were found to
be minimal on Assateague Island, issues of thematic error associated with the PCC methodology results
in significantly higher amounts of change identified compared to the UID.
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2. Methods
2.1. Study Area
Assateague Island is an undeveloped barrier island and part of the Delmarva
(Delaware-Maryland-Virginia) Peninsula on the Mid-Atlantic Coast (Figure 1). Assateague is managed
by three government agencies. The National Park Service (NPS) manages most of the land within the
Maryland portion of the island as well as some within Virginia. The U.S Fish and Wildlife Service
(USFWS) manage the lands within the rest of Virginia known as the Chincoteague National Wildlife
Refuge. The third agency is the Maryland Park Service (MPS) who manages a small, 3 km long portion
of the island within Maryland as a state park. The island is mostly undeveloped with the exception of a
few roads and parking lots, as well as campgrounds [44]. Coastal storms are responsible for creating and
maintaining a number unique habitat types that support a variety of important species such as the
threatened piping plover (Charadrius melodus) as well as numerous migratory birds, deer, and the
famous wild horses [45].

Figure 1. States shown include Delaware (DE), Maryland (MD), and Virginia (VA), located
in the United States. The study area boundary shown in red includes both Assateague Island
(dark grey) and a portion of the surrounding mainland (light gray).

J. Imaging 2015, 1

89

The island can be broken into three sections. The northern 10 km of the island, also known as the North
End, is a dynamic, storm structured environment that is much lower and narrower relative to the rest of the
island. The North End has seen significant changes as a result of anthropogenic modifications. A jetty built
in 1934 to hold open the Ocean City inlet has disrupted longshore transport from the north and thus starves
the North End of sand leading to increased erosion [46,47]. The low and narrow characteristics of the North
End make it vulnerable to storm waves and overwash and thus erosion [44]. The middle of the island is
widest section and the oldest. It includes a substantial amount of maritime forest and is the most stable
portion of the island. The southern portion of the island is known as Tom’s Cove Hook and is an
accretionary spit that has grown 6 km since the 1800s and continues to develop southward.
The study area for this project, depicted by the red outline Figure 1, encompasses not only Assateague
Island but Sinepuxuent and Chincoteague Bay to the west as well as a portion of the surrounding mainland.
While the main focus of this study was assessing the impact of Hurricane Sandy on Assateague Island, in
order to expand the usefulness of this dataset, the surrounding main lands were included as well since they
can have ecological impacts on the resources within Assateague [45]. The mainland is a mixture of both
natural and manmade cover types, including forest, shrubland, agriculture and development.
Significantly more anthropogenic modifications to the landscape occur on the mainland compared to
Assateague Island. While the entire study area was classified and assessed for change, the change
detection results will be elaborated on in terms of changes on Assateague Island.
2.2. Imagery
For this study, data from two Landsat satellites were used. The pre-Hurricane Sandy imagery was
collected by the Landsat 5 Thematic Mapper (TM) sensor while the post-Hurricane Sandy imagery was
collected by the Landsat 8 OLI sensor. Hurricane Sandy struck the east coast in October 2012, almost a
year after Landsat 5 was decommissioned (November 2011). While Landsat 7 was functional during the
time of the hurricane, the failure in the scan line corrector made the data unusable for this study.
Two multi-temporal layer stacks were created, one for before the hurricane and the other for after.
Two images were picked for each stack, an early spring, leaf-off image and a late summer image to
capture the full phenological differences between classes. All imagery was downloaded from USGS
EarthExplorer (http://earthexplorer.usgs.gov). In addition to the seasonal requirements, all imagery had
to be cloud free and have near anniversary collection dates within each season in order to avoid
substantial differences in phenology between dates. Table 1 shows the collection dates for the imagery
used. The summer images were collected within 5 days of each other, however, there was more than a
month between the pre and post hurricane early spring imagery. Because Landsat 8 was launched
February 2013, the earliest images available are in April 2013. There were no cloud free Landsat 5
images available until 8 March 2011. Ultimately, the summer images were more important for
classification and change detection thus it was more important that these images be collected as close to
each other as possible. Also, despite the month or so difference in the spring images, the phenology of
the vegetation was consistent between the images.
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Table 1. Imagery collection dates.

Layer Stack

Sensor

Spring Image

Summer Image

Pre-Hurricane Sandy
Post-Hurricane Sandy

Landsat 5 TM
Landsat 8 OLI

8 March 2011
14 April 2013

31 August 2011
5 September 2013

2.3. Image Processing
All images were pre-processed prior to performing single-date classifications and change detection
using the ERDAS Imagine 2014 software [48]. The imagery for each date and season was first layer
stacked and clipped to the study area. The COST correction method [49] was used to radiometrically
and atmospherically correct all the images for increased comparability. The original COST correction
Equation (1) is shown below along with a table describing the equation variables (Table 2).
+
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−
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)

−

. 01

(1)

Table 2. Description of COST parameters.
Variable

Description

d
Lmin and Lmax
DNi
DNmin
DNmax
Esun
θz

The sun-earth distance at time of collection
Spectral radiance calibration factors
The DN value at pixel i
Band specific minimum DN value as determined by user
Maximum possible DN value for the data ( ex. 255 for 8 bit)
Solar spectral irradiance
Local solar zenith angle ( 90º- local solar elevation angle)

Lmin and Lmax can be found in the image metadata along with the solar elevation angle needed to
calculate θz. Esun and d can be found in Chander and Markham [50]. The band specific DNmin value is
found through histogram exploration of each band. The above equation was adjusted in order to perform
the correction of the Landsat 8 imagery. Landsat 8 no longer requires that the imagery be processed to
radiance before converting to Top-of-Atmosphere reflectance (TOA). Instead, each band can be
processed directly to TOA using a constant multiplicative and additive rescaling factor provided in the
image metadata. Equation (2) presents the updated COST correction formula for Landsat 8.
=

(

∗ 0.00002 − 0.1)

−

(

∗ 0.00002 − 0.1)

− 0.01

(2)

Once corrected, derivative layers were generated in order to provide additional information along with
the original spectral bands and to improve classification accuracy. Two vegetation index layers were
generated for each image, a normalized vegetation index (NDVI) layer and a moisture stress index (MSI)
layer. In addition to the vegetation index layers, three tasseled cap (TC) transformation feature layers
(brightness, greenness, wetness) were also generated using the transformation coefficients for Landsat 5 and
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Landsat 8 taken from Crist et al. [51] and Baig et al. [52] respectively. The tasseled cap transformations for
both sensors make use of the visible band (R, G, and B) as well as the Infrared bands (NIR, SWIR 1,
SWIR 2). The Landsat 8 transformations do not utilize the coastal blue band. The corrected imagery and the
five derivative layers were then stacked to create a single-date image stack. For each time period,
pre-hurricane and post-hurricane, the early spring and late summer images were then stacked together to
form the final multi-temporal image for classification.
2.4. Land Cover Classification
Land cover classification was carried out in three basic steps. First, reference data were collected for
classification training and accuracy assessment. Next a series of classifications were completed. First
the new coastal blue band was tested to assess its contribution to the overall classification accuracy.
Then, the pre and post hurricane imagery were classified using both the PBC and OBC approaches. In
the last step, the accuracy of all maps was calculated and statistically compared to fulfill several of the
research objectives.
2.4.1. Reference Data Collection
A modified version of the NOAA C-CAP classification scheme [43] was chosen for all the land cover
mapping in this study (Figure 2). The original 25 classes were condensed to 10 based upon a priori
knowledge of the study area and an examination of previously generated NOAA C-CAP land cover
maps. The classes in bold are the final land cover classes used. To improve classification accuracy, four
temporary classes were added in order to decrease the spectral variability of the developed and
unconsolidated shore classes.

Figure 2. Modified National Oceanic and Atmospheric Administration (NOAA) Coastal
Change Analysis Program (C-CAP) classification scheme organized hierarchically. Land
cover types in bold, are the cover types of interest in this study. Land cover types in circles
represent temporary classes that were aggregated for the final maps.
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Reference data are samples of the land cover classes defined by the classification scheme and are used
independently for developing the classification model (i.e. training) and assessing map accuracy. Units that
were selected for inclusion as reference data had to meet several requirements outlined in Congalton and
Green [53]: (1) the sample had to at least 90 m × 90 m in size, or 3 × 3 Landsat pixels ; (2) the area within
each sample had to be spectrally homogenous (only one cover type); (3) a high degree of variation had
to be captured for each class; and (4) the samples had to well distributed across the study area in order
to avoid spatial autocorrelation.
The goal was to collect 100 samples per land cover class [53]. The reference samples were first
carefully inspected using high resolution imagery (2011 and 2012 National Agricultural Inventory
Program (NAIP) imagery and Google Earth). Sample unit labels were adjusted as needed. Field
reconnaissance was performed between July and August 2014 to confirm the land cover labels of the
selected reference data. Following the field reconnaissance, further photo interpretation was conducted
to carefully edit the remainder of the reference samples. The final sample totals can be seen in Table 3.
The goal of at least 100 samples was reached for all classes but scrub/shrub and unconsolidated shore.
These two classes encompassed a small percentage of the study area and/or occurred in small patches
that did not meet the minimum mapping unit. In order to avoid spatial autocorrelation and spectral
redundancy, fewer samples were collected [54]. The samples were divided to achieve 50/50split between
those samples used for training and those used for accuracy assessment. In the case of scrub/shrub and
unconsolidated shore, at least 50 samples were needed to ensure the accuracy assessment was statistically
valid for those classes and the remainders were used for training.
Table 3. Number of reference data samples collected for each land cover class.
Land Cover Class

Total Samples

Training

Accuracy

Agriculture
Deciduous Forest
Developed
Estuarine
Evergreen Forest
Mixed Forest
Open Water
Palustrine
Scrub/Shrub
Unconsolidated Shore

106
102
121
100
100
100
121
105
85
85

53
52
71
50
50
50
61
55
35
35

53
50
50
50
50
50
60
50
50
50

2.4.2. Land Cover Classifications
All classification processes were performed using Trimble eCognition Developer 9.0 [55]. Prior to
classification, an analysis was performed to determine the best parameters for segmentation using the
multi-resolution segmentation algorithm. The multiresolution segmentation algorithm requires three
user defined parameters, scale, shape, and compactness. While all three play a role in the general shape
and size of the polygons, the scale parameter has been found to have a significantly greater control since
it ultimately controls the amount of heterogeneity allowed in each segment [56]. Scale values from 2 to
40 were tested to determine the optimal scale parameter while the shape and compactness parameters
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were held at 0.2 and 0.5 respectively. Three methods were used to determine the optimal scale,
autocorrelation [57], average local variance [58,59], and a measure that combines both autocorrelation
and segment variance known as the objective function [60]. The multiresolution segmentation algorithm
was used to perform a series of segmentations with equal weight assigned to all bands in the image. The
mean and standard deviation of the summer NIR band was exported along with the final vector for all
segmentations. A visual assessment of the “optimal” scale value determined by each method was
performed and a final scale was chosen. The same process was used to determine the optimal scale
parameter for both the pre and post-hurricane images separately. Due to differences in the sensors that
collected each image, it was not appropriate to use the same parameters.
An initial classification was performed on the post-hurricane summer image to assess the contribution
of the new coastal blue band to overall classification accuracy. An object based classification was
performed using the Random Forest (RF) classifier [61] (called Random Trees in eCognition). After
segmenting the image using the optimal parameters, the image segments were intersected with the
training data in order to select the training sample segments for the RF classifier. The RF classifier is
simple to run and only requires two parameters, the number of trees and the number of randomly selected
explanatory variables to select at each split. The number of trees has to be high enough to ensure the out
of box (OOB) error, or accuracy of the model, converges (once converged the additional trees neither
increases or decreases the OOB error) but the number of selected variables can have an effect on the
strength of the individual trees and the correlation between trees [61]. Rodriguez-Galiano et al. [62] found
that once convergence is reached, the number of randomly selected variables has very little effect on
classification accuracy allowing it to run with little guidence. For this study, each forest was grown using
500 trees and the square root of the number of available features which is the default value for the number
of randomly selected variables. While in an object-based environment the model can be trained using a
number of object features such as spectral and shape, for this test only the mean spectral values were
used to ensure that the RF classifier was only able to choose from the spectral bands while developing
the classification model. The classification was performed twice, once with the coastal blue band and
once without and the accuracy of each map was calculated and compared. The results determined
whether the coastal blue band would remain included in the post-hurricane image.
The post-hurricane and pre-hurricane imagery were then fully classified using both an OBC and PBC
with the RF classifier. After segmenting the image using the optimal parameters, the training segments
were again selected by intersecting the sample units with the image segments. With a PBC, the model is
trained solely on the mean and variance of all the bands and then applied to the unclassified pixels, not
the remaining image objects. With an OBC, the model can be trained using a number of object features
in addition to the mean band values and variance which is then applied to unclassified segments. The
input features used to train the classifier in the object-based environment are given in Table 4.
The open space, other developed, unconsolidated far and near shore classes that were included in the
classification as temporary classes in order to break down the spectral variance of the developed and
unconsolidated shore classes were aggregated up one level (to unconsolidated shore and developed)
following the classification.
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2.4.3. Accuracy Assessment
All land cover classifications underwent an accuracy assessment using the independent reference data set.
A traditional tally-based error matrix [63] was generated for each classification. The overall accuracy as well
as the kappa were all calculated from the error matrix [63]. For each of the object-based classifications, an
area-based error matrix [64] was also generated and the overall and kappa were calculated. Several pairwise
kappa comparisons took place between the numerous classification results. First, the error matrices for the
post-hurricane band testing were compared to assess whether there was a significant difference in
classification accuracy when the coastal blue band was included in the classification. Next, a comparison
took place between the OBC and PBC for both the pre and post-hurricane images to determine whether
the classification method produced significantly different accuracies. Finally the matrices of the pre and
post-hurricane maps were directly compared for both classification methods (OLI-PBC vs. TM-PBC and
OLI-OBC vs. TM-OBC) to determine if there was a significant difference in accuracy using Landsat 8
compared to Landsat 5.
Table 4. Input features for object-based classification.
Spectral Feature
Mean Layer Values
Standard Deviation
Minimum Pixel Value
Maximum Pixel Value
Mean Difference to Neighbors
Mean Difference To Super-Objects
Ratio To Super-Objects
Difference in NDVI and NLWM
Difference in NIR, SWIR1, SWIR2

Spatial Features

Area
Border Length
Length
Width
Length/Width

Thematic Features

Min and Maximum % overlap
with the National Wetland
Inventory data layer

2.5. Land Cover Change
2.5.1. Univariate Image Differencing
A univariate image differencing was first carried out using the protocols outlined in Dobson et al. [43].
A pixel-by-pixel subtraction, also known as image differencing, was performed using the pre and
post-hurricane NDVI layers and added into eCognition along with the vector boundaries of the
object-based post-hurricane classification. The multi-resolution segmentation algorithm was used to
segment the NDVI difference layer. During the segmentation, the polygons from the post-hurricane
classification acted as boundaries and the segments were then assigned a class according to the thematic
polygon it fell within [38] so that class specific change thresholds could be determined as explained in
Xian et al. [65]. Change thresholds were determined using a visual assessment with the goal of reducing
omission as much as possible especially on the island. Change thresholds were determined for all classes
except for estuarine wetland to avoid errors associated with the higher tide in the pre-hurricane summer
image. Using the different change thresholds, the segments were classified as either change or no-change
based on their mean NDVI difference.
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The next step in the process was to assign the pre-hurricane land cover class to each change area.
Prior to this, reference samples that fell within the segments labeled as change were removed and new
training samples selected using photointerpretation. The pre-hurricane image and updated training data
were then used to classify only those areas that were labeled as change. The classified change areas were
merged with the post-hurricane image to form a new complete pre-hurricane image.
2.5.2. Post Classification Comparison
In addition, a PCC between the two single-date maps was conducted to compare the results of the
univariate image differencing as described above against the results of the PCC. The two single-date maps
were overlaid. Areas that exhibited a change in land cover type between dates were considered changed.
Since these changed areas were already classified for both dates, no further classification was necessary.
3. Results
3.1. Land Cover Classification
An initial classification was performed on the post-hurricane summer image to assess the contribution
of the new coastal blue band to overall classification accuracy. The RF classifier calculates the
importance of each variable in terms of model accuracy automatically while generating the classification
model. Table 5 gives the importance value of each band after running the RF classifier on all bands in
the summer image. Importance values greater than 0, indicate that the band was used at a node within
the model to generate a decision rule. Since all bands have a value greater than 0, all bands were used at
some point in the development of all the individual decision trees. Higher values indicate that the band
has a greater impact on classification accuracy; so for example, the NIR band had the greatest impact on
the accuracy of the model. The coastal blue band is at the very bottom of the list indicating that its impact
on accuracy of model was the least significant. To test this, two classifications were performed, one with
the coastal blue band and the other without. The accuracy of the two maps was calculated and compared
using a pairwise kappa comparison. The results are presented in Table 6.
Table 5. Variable importance.
Band

Importance

NIR
SWIR 1
SWIR 2
Brightness
Greenness
NDVI
Blue
Red
Green
MSI
Wetness

0.108458534
0.101598412
0.101203956
0.099140197
0.092806019
0.089701816
0.083893582
0.076913401
0.069847479
0.066674672
0.062730104

Coastal Blue

0.047031853
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Table 6. Overall accuracy and kappa of coastal blue band test.
With Coastal Band
Without Coastal Band

Overall Accuracy

Kappa

67.57%
67.57%

0.63966
0.63964

The overall accuracy of the two maps was exactly the same. Likewise, the kappa values were almost
identical (Table 6), and a pairwise kappa comparison (Z-score = 0.470), confirms that there was no
significant difference at the 95% confidence interval (Z-score < 1.96). Since no significant difference
was found, the coastal blue bands were removed from the post-hurricane image in order to reduce the
number of unnecessary features during the single-date classifications.
The pre and post-hurricane imagery were then classified using both a pixel and object-based
classification. Figures 3 and 4 are the results of the pixel-based and object-based classification for both
of the single-date classifications respectively. There is strong agreement between the two maps created
using both methods.
3.2. Accuracy Assessment
For each of the maps produced an accuracy assessment was performed. For the object-based maps,
both a traditional tally-based error matrix and an area-based error matrix were generated. For the
pixel-based classifications, only a tally-based error matrix is appropriate. For each matrix, the overall
accuracy was calculated as well as the kappa. A pairwise kappa comparison was then run to compare
several of the matrices in order to determine if: (1) there was a significant difference in the accuracy
between the Landsat 8 and Landsat 5 maps; and (2) whether there was an improvement in accuracy using
the object-based compared to pixel-based classification.
3.2.1. Single Date Classification Accuracy
The overall accuracies are summarized in Table 7 along with the kappa and Z statistic for each map.
Remember that there is no area-based accuracy assessment for pixel-based classifications. All
single-date classifications had overall accuracies greater than 75% and all kappa values indicate a
moderate agreement between the map and the reference data. Additionally, the Z statistics indicate that
all maps were better than a random classification at the 95% confidence interval (Z Statistic > 1.96). The
overall accuracy and kappa statistics for the area-based maps attained better accuracies compared to the
assessment using the tally-based matrix. These higher values for the area-based vs. traditional analysis
were expected as shown in MacLean and Congalton [64] and Campbell et al. [38]. The overall accuracies
between the pre and post hurricane maps were very similar for both methods. The object-based
pre-hurricane map did have a slightly higher overall accuracy than the post-hurricane map. Secondly,
the overall accuracies were similar for both the pixel-based and object-based classifications, with the
object based obtaining a slightly higher accuracy for both dates.
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Figure 3. Results of the single-date pixel-based classification.
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Figure 4. Results of the single-date object-based classification.
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Table 7. Summary of single-date classification accuracies.

Date
Pre-Hurricane
Post-Hurricane

Tally-Based
Kappa
Z Statistic

Area-Based
Kappa
Z Statistic

Method

Overall

Overall

Pixel
Object
Pixel

78.90%
82.64%
80.50%

0.765
0.807
0.783

38.325
43.255
40.567

NA
89.59%
NA

NA
0.874
NA

NA
144.097
NA

Object

81.66%

0.796

42.217

89.79%

0.866

172.217

Tables 8 and 9 present the user’s and producer’s accuracies [66] for all of the classifications
performed. Most user’s and producer’s accuracies were close to if not greater than 80%. The most
notable exception to this was the palustrine and scrub/shrub class which in all classifications performed
had producer’s accuracies below 70% for most cases and in the case of palustrine, the producer’s
accuracy never got above 60% with the exception of the area based assessment. User’s accuracies for
the two classes were better (above 60% in all cases); however, with the exception of a few cases, they
were still lower than the other categories. Palustrine areas were most confused with forested classes and
to a lesser extent estuarine wetlands. Scrub/shrub on the other hand was often confused with agriculture
and forest classes especially evergreen forests, as well as unconsolidated shore. Forested areas, while
performing better than palustrine and scrub shrub, also proved troublesome. Most user’s and producer’s
accuracies were not above 80%; however, they do not drop below 60%. One aspect that was common
for all three forest classes in all cases was that many samples were incorrectly classified as palustrine or
another forested class.
Table 8. User’s (UA) and producer’s (PA) accuracies for pre-hurricane classifications using
object-based (OBC) and pixel-based (PBC) classification methodology.
PBC

OBC

Tally-based

Tally-based

Area-based

UA

PA

UA

PA

UA

PA

Agriculture

100.00%

84.00%

97.87%

92.00%

98.12%

92.08%

Deciduous Forest

70.31%

90.00%

74.55%

82.00%

78.48%

84.03%

Evergreen Forest

66.67%

84.00%

82.22%

74.00%

85.65%

79.55%

Mixed Forest

72.41%

84.00%

82.98%

78.00%

82.02%

80.94%

Developed

65.75%

96.00%

84.21%

96.00%

84.29%

98.81%

Open Water

100.00%

98.21%

96.49%

98.21%

99.69%

99.80%

Estuarine

90.74%

98.00%

73.77%

90.00%

84.64%

96.30%

Palustrine

60.00%

22.64%

73.17%

56.60%

68.85%

60.87%

Scrub/Shrub

81.25%

54.17%

71.43%

72.92%

75.80%

68.64%

Unconsolidated Shore

84.78%

78.00%

89.58%

86.00%

92.08%

85.33%

3.2.2. Kappa Analysis
A pairwise kappa analysis was performed after the creation of the error matrices to assess whether
there was a significant difference between the pre and post hurricane images (Landsat 8 vs. Landsat 5)
as well as the object-based and pixel-based classifications. For the pre and post hurricane map
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comparison, the results were compared for both the object-based and pixel-based classifications,
including the error matrices for the area-based assessment for the object based classification. For the
object-based vs. pixel-based comparison, only the tally-based error matrices were compared for each
method since an area-based assessment is not performed on a pixel-based map. Tables 10 and 11 present
the results of the pre vs. post hurricane analysis and the object vs. pixel-based analysis respectively.
Table 9. User’s (UA) and producer’s (PA) accuracies for post-hurricane classifications using
object-based (OBC) and pixel-based (PBC) classification methodology.
PBC
Land Cover Class

OBC

Tally-based

Tally-based

Area-based

UA

PA

UA

PA

UA

PA

Agriculture

90.38%

88.68%

89.29%

94.34%

91.41%

95.31%

Deciduous Forest

74.07%

80.00%

72.22%

78.00%

79.94%

78.65%

Evergreen Forest

69.09%

76.00%

78.26%

72.00%

75.64%

76.17%

Mixed Forest

73.47%

72.00%

64.58%

62.00%

66.84%

68.51%

Developed

71.93%

82.00%

85.45%

94.00%

87.88%

97.95%

Open Water

100.00%

98.33%

100.00%

98.33%

100.00%

99.61%

Estuarine

88.68%

94.00%

83.93%

94.00%

90.36%

96.08%

Palustrine

60.87%

50.91%

66.00%

60.00%

71.53%

68.85%

Scrub/Shrub

80.00%

64.00%

80.00%

64.00%

79.68%

55.12%

Unconsolidated Shore

92.45%

98.00%

90.74%

98.00%

94.44%

99.04%

The kappa analysis comparing the pre and post hurricane images indicates that there is no significant
difference between the two maps for both the pixel and object-based classifications since all Z test
statistics were less than 1.96. The kappa analysis comparing the object-based and pixel-based
classifications also indicates no significant difference between the two methods for either map.
Table 10. Kappa analysis comparing pre and post hurricane error matrices.
Method

Accuracy Assessment Type

Z Test Statistic

Tally-based

0.413

Area-based

0.950

Tally-based

0.640

Object
Pixel

* Significant at 95% confidence level.

Table 11. Kappa analysis comparing object-based vs. pixel-based classifications error matrices.
Classification

Z Test Statistic

Pre-Hurricane

1.52

Post-Hurricane

1.11

* Significant at 95% confidence level.

3.3. Land Cover Change Detection and Classification
With the vector results of the post-hurricane classification included to act as boundaries, a
within-class segmentation was performed with the full weight placed on the results of the image
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differencing between the post-hurricane and pre-hurricane NDVI. It was then possible to develop class
specific change threshold values using the class specific change means and standard deviations of the
resulting segments. Change thresholds were calculated by multiplying the standard deviation by an
adjustable parameter and then adding and subtracting that value from the mean. The appropriate
adjustable parameter and thus change thresholds for each class was determined by testing several
parameter values and visually assessing how well the resulting thresholds detected change within each
class. A parameter value of 1.5 was found to work best for all classes except for unconsolidated shore
and scrub/shrub which required a value of 1 to detect all changes. Using the calculated thresholds, the
objects within the image were classified as either change or no-change. Areas labeled as change were
then classified with a pre-hurricane class and merged with the post-hurricane results.
Following the completion of the UID methodology, a PCC was also carried out between the two
single date maps. The pre and post hurricane map were unioned and areas with two different land cover
labels were classified as change. Figure 5 shows the difference between the areas classified as change
and no change using the two change detection methods. The PCC classified 8.98% of the study area as
change while the UID classified 0.339% of the area. It is important to note that while developing change
thresholds for the UID, change was not detected for estuarine wetlands in order to reduce errors
associated with the tide. For the PCC, the two maps were simply overlaid as they were. The results from
both change detection methodologies were overlaid to identify and measure spatial agreement between
areas labeled as change (Figure 6). Combined, 17275.59 ha were classified as change and of this area,
523.53 ha were identified as change by both the PCC and UID (shown in green in Figure 6). The area of
agreement includes 80.63% of the area identified as change by the UID methodology and 3.05% of the
area identified as change by the PCC.
Given the high percentage of area identified as change by the PCC, some supplementary evaluations
were conducted to assess the results of the PCC. The PCC conducted previously was performed using
the object based maps which, when overlaid, can create slivers due to differences in object boundaries
between dates. A PCC was performed on the results of the pixel-based classifications, eliminating
slivers, and was compared to the object-based PCC. The percentage of the study area classified as change
by the pixel-based PCC was 8.59%, only a 0.3% drop compared to the object-based PCC. Additionally,
the effect of aggregating land cover classes on the amount of area classified as change was investigated.
Two aggregations and PCCs were performed. The first involved aggregating mixed, evergreen, and
deciduous forest up one level and reclassifying them as forest and then performing a PCC with the
reclassified maps. The second involved aggregating estuarine and palustrine up to wetland in addition
to the aggregation of the forest classes and performing a PCC for a second time. Class aggregation was
done for the object-based and pixel-based classifications. The results are shown in Table 12. It should
be noted that the percent difference in change area represents the percent difference in total area
classified as change after performing an aggregation and PCC compared to total area classified as change
using the PCC with the original land cover maps (all 10 classes with no aggregation). Thus there is no
percent difference in change area for the original 10 classes (shown as NA in table)
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8.98% Change

0.339% Change

Figure 5. Areas of change and no-change as detected by the univariate image difference and
post classification comparison (PCC). Percent change under each map represents percentage
of study area classified as change by each method.

J. Imaging 2015, 1

Figure 6. Overlay of the areas classified as change by the Post Classification Comparison
(PCC) and Univariate Image differencing (UID). Areas in green represent agreement
between methods while blue and pink are areas identified as change by one method but not
the other.
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Table 12. Results of aggregating land cover classes on PCC change detection.
Object-Based PCC
Total Area
Classified As
Change (ha)

Percentage of Study
Area Classified As
Change

Percent Difference in
Change Area *

Original Classes

1,7149.86

8.98%

NA

Aggregate Forest Classes

1,5030.63

7.87%

12.36%

Aggregate Forest and
Wetland Classes

1,4151.87

7.41%

17.48%

Class Aggregation

Pixel-Based PCC
Total Area
Classified As
Change (ha)

Percentage of Study
Area Classified As
Change

Percent Difference in
Change Area *

Original Classes

1,6409.16

8.59%

NA

Aggregate Forest Classes

1,4236.65

7.45%

13.24%

Aggregate Forest and
Wetland Classes

1,3515.3

7.07%

17.64%

Class Aggregation

* Compared to the total area classified as change using the original 10 land cover classes.

For both the object and pixel-based PCC, by aggregating the classes, the total area classified as change
dropped. There was a 12.36% drop in the total area classified as change just by aggregating the forest
classes together for the object-based PCC. A similar drop was seen with the pixel-based PCC. The drop
was slightly higher by adding in the aggregated wetland classes. While there was a drop in the total area
classified as change, the percent change still remains higher than that see with the UID.
Table 13. Land cover totals and area difference in hectares for the entire study area after
using univariate image differencing to generate the pre-hurricane map. A negative difference
indicates a decrease in the total area for that class between dates.
Deciduous Forest
Developed
Estuarine
Evergreen Forest
Open Water
Palustrine
Scrub/Shrub
Unconsolidated Shore

Pre-Hurricane

Post-Hurricane

Difference (ha)

Percent Change

5.67
199.53
4043.71
273.24
1,0457.08
1040.67
1100.70
1368.77

5.67
199.80
3966.58
274.50
1,0500.19
1048.59
1088.28
1405.76

0.00
0.27
−77.13
1.26
43.11
7.92
−12.42
36.99
Total =

0.000%
0.001%
0.417%
0.007%
0.233%
0.043%
0.067%
0.200%
0.969%
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Tables 13 and 14 give the land cover totals and area differences on Assateague Island using the UID
and PCC respectively. Most of these changes within the island are expected to have been a result of
Hurricane Sandy since development is not common here. As can be seen in Table 13, the greatest impact
was to estuarine, scrub/shrub, unconsolidated shore, and open water. Both scrub/shrub and estuarine
experienced a decrease in area while unconsolidated shore experiences a considerable increase. The
results after performing the PCC (Table 14) exhibit similar trends with the addition of palustrine
wetlands that saw the largest increase between dates and unconsolidated shore which saw a decrease.
There is very little agreement on the direction (increase or decrease) and magnitude of change.
Table 14. Land cover totals and area difference in hectares for Assateague Island using PCC.
A negative difference indicates a decrease in the total area for that class between dates.
Pre-Hurricane

Post-Hurricane

Difference (ha)

Percent Change

6.39
193.68
4000.57
9.90
284.85
1,0644.9
674.28
1112.58
1562.22

5.67
199.80
3966.58
0.00
274.50
1,0500.19
1048.59
1088.28
1405.76

−0.72
6.12
−33.99
−9.90
−10.35
−144.71
374.31
−24.30
−156.46
Total =

0.004%
0.033%
0.184%
0.054%
0.056%
0.783%
2.024%
0.131%
0.846%
4.11%

Deciduous Forest
Developed
Estuarine
Mixed Forest
Evergreen Forest
Open Water
Palustrine
Scrub/Shrub
Unconsolidated Shore

4. Discussion and Conclusions
The main goal of this study was to quantify and qualify the type and amount of land cover change
that occurred on Assateague Island as a result of Hurricane Sandy. With hurricane change detection
established as the overarching goal, it was possible to perform several additional assessments; comparing
the performance of Landsat 8 to Landsat 5, and object vs. pixel-based classification. Several findings
resulted from this study and are discussed below.
4.1. Landsat 5 vs. Landsat 8
In this study the addition of the coastal blue band as well as the improvements in the Landsat OLI
sensor (radiometric resolution and spectral bandwidths) were tested. First, the difference in accuracy
between classifications was compared with and without the coastal blue band. The coastal blue band was
the only new band assessed as the cirrus band is comprised of wavelengths that are almost completely
absorbed by atmospheric moisture, providing little additional information. Additionally, the quality
control band does not contain any spectral information and is instead used to assess the quality of the
imagery. The coastal blue band was not found to improve the accuracy of the classification. The result
is understandable given the placement of the band in the electromagnetic spectrum. In upland land cover
classification, the visible bands often do not provide important information necessary to distinguish one
cover type from another; the infrared bands are better suited to that end. Liu et al. [67] also found that
both the coastal blue band and the new cirrus band had little effect on the derivations of the tassel cap
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components and their ability to classify land cover types. However, because this band is comprised of
very narrow wavelengths, it would better be able to penetrate water and improve bathymetric studies or
studies investigating subaquatic vegetation. In addition, its placement will make it important for
detecting atmospheric conditions and improving atmospheric correction because it is highly scattered.
With the increase in radiometric resolution, it was expected that the classification accuracy for the
post-hurricane map (Landsat 8) would be significantly better than the pre-hurricane (Landsat 5) maps
due to the improved separability of spectrally similar classes and improvement in bandwidth ranges.
Using several pairwise kappa analyses, however, it was found that there was no significant difference in
classification accuracy for either the object-based or pixel-based classifications.
It is possible that the differences in the training and accuracy samples between maps may have had
an impact. Each image underwent a separate segmentation and then the segments were intersected with
the reference unit centroids. It is not likely that the same size and shaped segments were generated, thus
each classification was trained with and applied to slightly different segments which could alter the
results. Furthermore, it is possible that the classification scheme used was not detailed enough for the
higher radiometric resolution to make a difference in the classification accuracy. The NOAA C-CAP
classification scheme used here was designed to be used with 8 bit Landsat data collected by the TM and
Enhanced Thematic Mapper (ETM+) sensors, and has been successfully used to classify these cover
types for a number of years with a high level of accuracy. There may be enough information stored in
the 8 bit imagery to distinguish the spectrally similar classes. Additional studies would need to be
conducted using more detailed schemes to determine when the improved radiometric resolution would
be a benefit for land cover classification. It is important to keep in mind though that the 30 m spatial
resolution may limit how detailed one can get. Furthermore, the enhanced radiometric resolution may
benefit studies where biological parameters are being measured from the imagery as demonstrated in
Dube and Mutanga [20] who found Landsat 8 OLI data provided better estimates of above ground
biomass compared to Landsat 7 ETM+.
4.2. Object vs. Pixel-Based Classification
While object-based classification has been shown to improve the classification accuracy of
high-resolution imagery, with moderate resolution imagery the benefits have not been clear. One of the
objectives of this study was to further investigate this relationship by comparing a pixel-based and
object-based classification using the same training data and classification algorithm, which has not
commonly been done in previous investigations. No significant difference between the object-based and
pixel-based classifications for both the pre-hurricane and post-hurricane imagery was found which is
similar to conclusions reached in other studies utilizing medium resolution imagery [39,40,68].
One of the main advantages of OBIA that allows it to perform well is its ability to reduce the spectral
variability within a class and thus confusion between classes. If there was not much within class spectral
variability to begin with, however, then the benefits of OBIA would be diminished. It was pointed out
in Campbell et al. [38] that a 30 m Landsat pixel is sizable and could be considered an image object
in-and-of itself and if the classification scheme was more detailed, then a single pixel may reduce the
spectral noise enough to allow the pixel to be classified accurately. On the other hand, if the classes were
very broad, then one would expect significantly more within-class spectral variability. For example, the
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class forest would include the spectral characteristics of both deciduous and evergreen forest or
developed would include the characteristics of a multitude of objects such as grass, trees, roof tops,
pavement, etc. With broad classes, the reduction in noise may actually increase the classification
accuracy, especially for more heterogeneous classes.
4.3. Land Cover Change
One of the major objectives of this study was to quantify the land cover change that occurred on the
island as a result of Hurricane Sandy. The UID approach was implemented to detect changes and then
update the post-hurricane map in order to generate a more consistent pre-hurricane map. From there, the
land cover totals and differences were calculated. The PCC was also implemented to detect where change
had occurred and the type of change using the information provided in both single-date maps.
Changes across the entire study area were minimal. By percent change, the UID labeled 0.336% of
the study area as change while the PCC labeled 8.98%. A minimal amount of change was expected given
the time frame of the study; however, the PCC method detected significantly more. There was some
agreement between the two methods. The UID methodology relies on the change in spectral reflectance
to detect change, not a difference in thematic labeling which is dependent on the quality of the
classification. Of the area classified as change using the UID, 80% of it was detected as change by the
PCC method indicating that the PCC was able to detect real land cover changes in the study area,
however, a great deal of false change was detected as well.
Two factors could explain why such a substantial difference was seen between the change detection
methodologies. First, an object-based PCC suffers from the effects of slivers. When different sets of
imagery undergo separate segmentations, it is rare that the resulting segments will exhibit the same
geometry due to differences in the environmental conditions when the images were captured or
misregistration [69]. When overlaid, differences in the edges of the segments create slivers which can
lead to additional change errors. The second factor is thematic errors. The PCC method relies upon the
accuracy of the single-date maps. Errors in the maps will appear as erroneous changes and can occur in
both object-based and pixel-based PCC. In this case, two segments representing the same feature may
have different class labels because of the classification process, which results in a change error.
The object-based PCC was compared to the pixel-based PCC to assess the possible contribution of
slivers to the total change area detected by the PCC. Both methods detected a similar amount of change
with the pixel-based detecting slightly less, so slivers were perhaps a minimal component to the objectbased PCC. The differences in thematic labeling were investigated further by aggregating classes prior
to performing the PCC (see Table 12). By simply aggregating mixed, deciduous, and evergreen forest
together, the total area classified as change dropped by 12.36% and 13.24% for the object-based and
pixel-based maps respectively. One would not expect the composition of a forest to change within two
years, so this difference in area was due to differences in the labeling of these forested polygons and
pixels between maps. By aggregating the wetland classes, an even greater drop was observed. The result
of this investigation suggests that change detection errors could be reduced by simply aggregating classes
up to a higher level in the classification scheme. Nevertheless, even after aggregating the wetland and
forest classes, the percentage of the study area classified as change was still over 7% for both PCCs
indicating that a number of labeling errors still exists.
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The object-based univariate image differencing method applied here has the advantage of detecting
changes due to spectral differences between dates and not because of differences in thematic labeling.
Furthermore, by enforcing the boundaries of the post-hurricane map during the segmentation of the
difference image, internal adjustments could be made to those segments that experienced real change.
Had the difference image been segmented without the enforced boundaries, when updating the
post-hurricane map, differences between the changed objects and the base map would result in silvers
as demonstrated in McDermid et al. [70]; however, there would be significantly fewer compared to the
PCC since only the overlap between the change objects and the base map occurs, Enforcing the
boundaries did not eliminate spurious slivers altogether. Boundary errors in the post-hurricane map still
resulted in slivers, some only a few pixels in size. Fuzzy boundaries between cover types also make it
difficult to accurately delineate features
While change was measured for the entire study area, this paper focuses mainly on the results seen
within Assateague Island. While the PCC estimated a greater amount of change within the island, there
were some consistent results. Estuarine, scrub/shrub, and unconsolidated shore experiences the greatest
changes on the island itself. Estuarine and scrub/shrub both saw decreases. Surprisingly, unconsolidated
shore saw a significant decrease with the PCC compared to the UID that showed an increase. It is probable
that this is due to the decrease in shoreline detected by the PCC and not with the UID. It is difficult to say
whether this was real change or not as it could have been explained by differences in the tide.
While changes on the island were minimal, where they occurred is consistent with the structure of the
island itself. Most of the change detected within the northern 10 km of the island, known as the North End,
as well as the southernmost hook known as Tom’s Cove Hook (Figure 7). The center of the island
experienced almost no change with the exception of a few small overwash fans. The North End much lower
relative to the rest of the island and does not have a continuous, high dune to protect the vegetation on the
side closest to the bay. These characteristics leave the area very susceptible to overwash which carries sand
from the ocean onto the mainland. The North End saw an increase in unconsolidated shore due to a large
overwash fan burying estuarine wetland and scrub/shrub areas that are close to the ocean due to this area
being so narrow. Tom’s Cove Hook on the other hand is an accretionary spit. Long shore transport carries
sand from the northern portion of the island south where it accumulates at the spit. The hook saw a
significant increase in the southern tip of the spit following the hurricane as well as a loss of a very small
amount of estuarine and scrub/shrub habitat that was buried by a small overwash fan. In general the
location and type of change detected on the island is consistent with its ecology and topography.
It is important to note that these results should be taken as estimates. First, it was not possible to
collect reference data on the actual changes that occurred within this time span thus it was not possible
to assess the accuracy of these results. Second, a visual assessment was undertaken to choose change
threshold parameters. While more objective methods exist to develop change thresholds, since change
was expected to be minimal and the study area was small, a visual assessment was conducted instead.
The goal was to reduce omission, thus overestimation of change was preferred rather than under
estimation. It is possible that more change was detected than had actually occurred. Differences in tide
between the two dates may have also played a role in the final results. While estuarine habitat was not
included in the change detection process in order to reduce possible errors, a great deal of unconsolidated
shore and open water changes were classified as estuarine in the pre-hurricane map leading to a higher
decrease in estuarine wetlands than was actually experienced.
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Figure 7. The North End before (a) and after (b) Hurricane Sandy. Tom’s Hook Cove before
(c), and after (d) the hurricane.
This study was limited to detecting large area changes. Given the spatial resolution of the Landsat
data, it was not possible to detect changes smaller than 30 m × 30 m in size. Higher spatial resolution
data would be needed to detect smaller changes but it was not available for the entire study area.
Additionally, the use of Landsat data allows for this analysis to be integrated with pre-existing land cover
maps and with the data being freely available, these maps can be updated as needed.
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