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Universal quantum (semi)groups and Hopf envelopes
Marco Andre´s Farinati ∗
Abstract
We prove that, in case A(c) = the FRT construction of a braided vector space (V, c) ad-
mits a weakly Frobenius algebra B (e.g. if the braiding is rigid and its Nichols algebra is
finite dimensional), then the Hopf envelope of A(c) is simply the localization of A(c) by a
single element called the quantum determinant associated with the weakly Frobenius alge-
bra. This generalizes a result of the author together with Gasto´n A. Garcı´a in [FG], where
the same statement was proved, but with extra hypotheses that we now know were un-
necessary. On the way, we describe a universal way of constructing a universal bialgebra
attached to a finite dimensional vector space together with some algebraic structure given
by a family of maps {fi : V
⊗ni → V ⊗mi}. The Dubois-Violette and Launer Hopf algebra
and the co-quasi triangular property of the FRT construction play a fundamental role on
the proof.
Introduction
Given c : V ⊗ V → V ⊗ V a solution of the braid equation, or equivalently, R : V ⊗ V →
V ⊗ V a solution of the Yang-Baxter equation, the FRT construction (Faddeev-Reshetikhin-
Takhtajan) produces a coquasitraingular bialgebra A(c), so that its comodule category is natu-
rally braided, V is a comodule overA(c), and themap c is recovered as the categorical braiding.
The FRT construction gives a standard way of constructing quantum semigroups, it is a bial-
gebra that is never a Hopf algebra (unless the trivial case V = 0), and the problem of getting a
Hopf algebra by inverting a quantum determinant is a classical one, for instance, this problem
is present in Manin’s work [M]. In [FG] we give a partial answer, motivated by the theory
of finite dimensional Nichols algebras, we could exhibit very explicit examples generalizing
quantum grassmannian algebras and other similar approaches to quantum determinants. The
adjective “explicit” in [FG] is double: we give explicit formulas for the quantum determinant
and explicit formulas for the antipode. However, themain results in [FG] has hypothesis of two
kind: the first main result has a theoretical assumption, that we know is not always satisfied,
but that lead to a general statement, and the second main result has an ad hoc hypothesis, that
is easy to check -from a computational point of view- in concrete examples, but we couldn’t
give a general statement where that hypothesis holds. This situation is solved in this paper.
It is convenient to see the FRT construction as a bialgebra satisfying a universal property,
and by doing that, by the same price, one can define universal bialgebras for many natural and
interesting situations, including the Hopf algebra introduced by Dubois-Violette and Launer,
and many others. This construction is so natural that can be considered as folklore, it is almost
present in Dubois-Violett and Launer’s original work, but in the author’s opinion, there is
no explicit description in the literature, and since this universal point of view will be used
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intensively, we present it as the first section of this work. We notice that a recent work [AGV]
deals with the same universal object, focused in the existence problem, but in our context, the
existence problem is trivial and also our presentation is different and very explicit so decide to
keep that section.
The paper is organized as follows: in Section 1 we define the universal bialgebra associ-
ated with a map f : V ⊗n1 → V ⊗n2 where V is a finite dimensional vector space. Obvious
generalization for families of maps is also presented.
In Section 2 we recall the Hopf envelope of a bialgebra and study in detail the case of the
Hopf algebra associated with a non-degenerate bilinear form.
In Section 3 we recall the main construction in [FG]: the definition of Weakly Graded
Frobenius Algebra (WGFA) and the corresponding candidate for the explicit formula of the
antipode. After that, using the coquasitriangular property of the FRT construction and the
universal construction developed in Section 1 for a modification of the the Dubois-Violete and
Launer’s Hopf algebra, the main result (Theorem 3.11) is proved:
Theorem: If the FRT construction admits a Weakly Graded Frobenius Algebra (WGFA, see Def-
inition 3.1), then its Hopf envelope is the localization with respect to a single element, the quantum
determinant associated with the WGFA.
In Section 4we briefly comment other applications of the universal idea of the first section,
and comparaison with other works.
Acknowledgements: I wish to thank Gasto´n A. Garcı´a for fruitful discussions on the de-
velopments of this work. Research Partially supported by the projects UBACyT 2018-2021
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1 Universal construction
Let k be a field, V a finite dimensional vector space of dimension n, let n1, n2 ∈ N0, and
f : V ⊗n1 → V ⊗n2
a linear map. Fix {xi}
n
i=1 a basis of V and consider C the coalgebra with basis {t
j
i}
n
i,j=1 and
comultiplication
∆(tji ) =
n∑
k=1
tki ⊗ t
j
k
We consider V as C-comodule via
ρ(xi) =
∑
j
tji ⊗ xj
Denote TC the tensor algebra on C , with bialgebra structure extending the comultiplication of
C . Since V is a C-comodule, then it is a TC-comodule, but because TC is a bialgebra, it follows
that V ⊗ℓ is a TC-comodule for any ℓ ∈ N0. The structure map is as follows:
For multi-indices I, J ∈ {1, 2, . . . , n}ℓ (i.e. I = (i1, i2, · · · , iℓ)) denote
xI := xi1 ⊗ xi2 ⊗ · · · ⊗ xiℓ ∈ V
⊗ℓ
tJI := t
j1
i1
tj2i2 · · · t
jℓ
iℓ
∈ TC
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In this notation, the TC-comodule structure of V ⊗ℓ is given by
ρ(xI) =
∑
J∈{1,...,n}ℓ
tJI ⊗ xJ
If f(xI) =
∑
J f
J
I xJ , it need not be TC-colinear, the condition ρ(f(xI)) = (id⊗f)ρ(xI) is
precisely the commutativity of the following diagram
xI❴

✫ ,,
V ⊗n1
f //
ρ

V ⊗n2
ρ

∑
J f
J
I xJ❴
∑
J t
J
I ⊗ xJ
✓
//
TC ⊗ V ⊗n1
id⊗f // TC ⊗ V ⊗n2
∑
J,K f
J
I t
K
J ⊗ xK
∑
J,K t
J
I f
K
J ⊗ xK
That is, f is colinear if and only if∑
J,K
tJI f
K
J ⊗ xK =
∑
J,K
fJI t
K
J ⊗ xK (∀I,K)
So, we define the two-sided ideal If :=
〈∑
J(t
J
I f
K
J − f
J
I t
K
J ) : ∀I,K
〉
and the algebra
A(f) := TC/If
Theorem 1.1. A(f) is a bialgebra.
More precisely, If ⊆ Ker(ǫ), where ǫ : TC → k is the algebramap determined by δ(t
j
i ) = δ
j
i ,
and ∆If ⊆ If ⊗ TC + TC ⊗ If . In other words, If is a bi-ideal.
Proof. Recall, for tJI = t
j1
i1
· · · tjaia , the comultiplication is given by
∆(tJI ) = ∆(t
j1
i1
) · · ·∆(tjaia )
= (
∑
ℓ1
tℓ1i1 ⊗ t
j1
ℓ1
) · · · (
∑
ℓa
tℓaia ⊗ t
ja
ℓa
) =
∑
ℓ1,...,ℓa
tℓ1i1 · · · t
ℓa
ia
⊗ tj1ℓ1 · · · t
ja
ℓa
=
∑
L∈{1,...,n}a
tLI ⊗ t
J
L
So,
∆
(∑
J
(tJI f
K
J − f
J
I t
K
J )
)
=
∑
J,L
(tLI ⊗ t
J
Lf
K
J − f
J
I t
L
J ⊗ t
K
L )
=
∑
J,L
(tLI ⊗ (t
J
Lf
K
J − f
J
L t
K
J ) + t
L
I f
J
L ⊗ t
K
J − f
J
I t
L
J ⊗ t
K
L )
=
∑
J,L
(tLI ⊗ (t
J
Lf
K
J − f
J
L t
K
J ) + t
L
I f
J
L ⊗ t
K
J − f
L
I t
J
L ⊗ t
K
J )
=
∑
L
tLI ⊗ (
∑
J
tJLf
K
J − f
J
L t
K
J ) +
∑
J
(
∑
L
tLI f
J
L − f
L
I t
J
L)⊗ t
K
J
Also
ǫ
(∑
J
tJLf
K
J − f
J
L t
K
J
)
=
∑
J
δJLf
K
J − f
J
Lδ
K
J = f
K
L − f
K
L = 0
We conclude that the ideal generated by
∑
J t
J
Lf
K
J − f
J
L t
K
J is a coideal, contained in Ker ǫ.
Remark 1.2. Variation: families of maps. The above construction generalizes easily for fami-
lies of maps. If F := {fi : V
ni → V mi}i∈I is a family of maps, then IF :=
∑
i∈I Ifi is a sum of
bi-ideals, so, it is a bi-ideal and A(F ) := TC/IF is a bialgebra
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1.1 Universal property
Proposition 1.3. The construction A(F ) satisfies the following universal property: If V is a comodule
over a bialgebra A, with structure map ρA : V → A ⊗ V , and F = {fi : V
⊗ni → V ⊗mi}iıI is a
family of A-colinear maps, then there exists a unique bialgebra morphism π : A(F ) → A such that
the A-comodule structure on V is the one comming from A(F ) via π, that is, the following diagram is
commutative
V
ρA //
ρ $$■
■■
■■
■■
■■
■ A⊗ V
A(F ) ⊗ V
π⊗idV
OO
Proof. Fix a basis x1, . . . xn of V then ρA(xi) =
∑
j a
j
i⊗xj for a unique choice of elements {a
j
i}i,j
in A. Define the map π : A(F ) → A via tji 7→ a
j
i , since all fi are A-colinear it follows that π is
well defined.
Example 1.4. Let V = k[x]/x2 considered as unital algebra. That is, we have two maps, the
multiplication and the unit:
m : V ⊗ V → V
u : k = V ⊗0 → V
Consider {1, x} as a basis of k[x]/x2 = k ⊕ kx. If
ρ(1) = a⊗ 1 + b⊗ x
ρ(x) = c⊗ 1 + d⊗ x
the condition of u being co-linear, since ρ(1k) = 1⊗ 1k forces a = 1 and b = 0. Because x
2 = 0,
(id⊗m)(ρ(x⊗ x)) = c2 ⊗m(1⊗ 1) + cd⊗m(1⊗ x) + dc⊗m(x⊗ 1) + d2 ⊗m(x⊗ x)
= c2 ⊗ 1 + (cd + dc)⊗ x
we have in A(m) the relations c2 = 0 and dc = −cd. Notice the (co)matrix comultiplication
∆a = a⊗ a+ b⊗ c, ∆b = a⊗ b+ b⊗ d
∆c = c⊗ a+ d⊗ c, ∆d = c⊗ b+ d⊗ d
with a = 1 and b = 0 gives
∆c = c⊗ 1 + d⊗ c, ∆d = d⊗ d
That is, d is group-like and c is a skew primitive. We conclude
A = A({m,u}) = k{c, d}/〈c2 , cd+ dc〉 = k[N0]#k[c]/c
2
A comodule structure over k[N0]#k[c]/c
2 is precisely a d.g. structure, in this case, this con-
struction gives the natural grading |1| = 0, |x| = 1, together with the differential ∂x = 1,
∂1 = 0. Notice that -at least if 12 ∈ k-, the abelianization Aab := A/([A,A]) = k[d] = k[N0]. In
the “classical” setting one gets only a natural grading on k[x]/(x2) (or a Torus action), but in
this non-commutative or “quantum semigroup” action, one gets the differential structure due
to the element c.
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Remark 1.5. Usual classical objects that are invariant under the group of automorphisms do
not need to be automatically “quantum invariant”. For example, if A is a finite dimensional
algebra, one can consider the trace map tr : A→ k given by
tr(a) = tr
(
a′ 7→ a · a′
)
In the above example, tr(1) = 2 and tr(x) = 0, but
(id⊗tr)ρ(x) = (id⊗tr)(c ⊗ 1 + d⊗ x) = 2c 6= 0 = ρ(trx)
That is, tr is not A(m,u)-colinear. Similarly, the Killing form of a finite dimensional Lie algebra
(g, [, ]) is not necessarily colinear with respect to the algebra A([, ]). Nevertheless, one can
always add the relation associated with that operation, form instance, tr is always colinear
with respect to A(m,u, tr), and the Killing form will be colinear using A([, ], κ).
2 The Hopf algebra of Dubois-Violette and Launer
In [DV-L], the authors define a Hopf algebra associated with a non-degenerate bilinear form
in the following way:
Let b : V ⊗ V → k be a non degenerate bilinear map, write
b(xi ⊗ xj) = bij ∈ k
and denote bij the matrix coefficients of the inverse of the matrix (B)ij = bij , and as in the
previous section, {xi : i = 1 . . . , n} is a basis of V . Dubois-Violette and Launer define the
k-algebra with generators {tji : i, j = 1, . . . , n} and relations (sum over repeated indices).
bµνt
µ
λt
ν
ρ = bλρ1 (1)
bµνtλµt
ρ
ν = b
λρ1 (2)
In our setting, V is a comodule over the free bialgebra with generators tji and V
⊗2 is a
comodule via (sum over repeated indices)
ρ(xi ⊗ xj) = t
k
i t
l
j ⊗ xk ⊗ xl,
Considering k as trivial comodule, the colinearity of b requires
ρ(xi ⊗ xj) = 1⊗ b(xi ⊗ xj) = 1⊗ bij
?
= (id⊗b)(ρ(xi ⊗ xj)) = t
k
i t
l
j ⊗ bkl
hence, the equations for A(b) are
tki t
l
jbkl = bij (3)
This is the same as equation (1).
In terms of matrices, consider B ∈ Mn(k) ⊂ Mn(A(b)(c)) and t ∈ Mn(A(b)) given by
(B)ij = bij and (t)ij = t
j
i ; the relation (3) is:
t ·B · t = B
5
or equivalently
B−1 · t ·B · t = Id
because B is invertible in Mn(k), and so it is invertible in Mn(A(b)). We see that t has a left
inverse B−1 · t ·B, we will show that t also have B−1 · t · B as right inverse. For that denote
U := t · (B−1 · t ·B)
We want to show that U = id. We compute B−1tBU and get
B−1tBU = B−1tBtB−1tB
and using t · B · t = B we get
B−1(tBt)B−1tB = B−1BB−1tB = B−1tB
But from B−1tBU = B−1tB it follows that
tBU = tB
and so
B−1tBtBU = B−1tBtB
Recall tBt = B, so B−1tBt = id and we conclude from the above equation that
BU = B
which clearly implies U = Id.
Notice that U = Idmeans
t ·B−1 · t · B = id
or equivalently
t · B−1 · t = B−1
and the components of this equation is precisely equation (2), so, equation (2) is redundant
and Dubois-Violette and Launer Hopd algebra coincides with the bialgebra A(b). In particular,
A(b) is a Hopf algebra, the antipode is given by
S(tji ) = b
jktlkbli
We mention that the equations
S(h1)h2 = ǫ(h) and h1S(h2) = ǫ(h)
for h = tji (and for all i, j) mean, respectively,
(B−1tB)t = id and t(B−1tB) = id
The fact that Dubois-Violette and Launer construction gives a Hopf algebra is well-known,
but for completeness we include the following:
Proof that the antipode is well-defined: Recall the relation tki t
l
jbkl = bij ; we want to see that the
opposite relation is valid for S(tji ), that is
S(tlj)S(t
k
i )bkl
?
= bij
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Let us denote
B˜ji := S(t
l
j)S(t
k
i )bkl = b
latcabcjb
kdtedbeibkl
= δakt
c
abcjb
kdtedbei = t
c
kbcjb
kdtedbei
We have
B˜ji = t
c
kbcjb
kdtedbei
So
B˜jit
i
u = t
c
kbcjb
kdtedbeit
i
u = t
c
kbcjb
kd(tedbeit
i
u)
= tckbcjb
kdbdu
= tckbcjδ
k
u = t
c
ubcj = bijt
i
u
In matrix notation, B˜t = Btt. Since t is invertible, it follows that B˜ji = bij as desired.
Remark 2.1. Other situations where the universal bialgebra is already Hopf, outside non-
degenerate biliner forms, are possible; see for instance [BD] or [CWW]. However, the Dubois-
Violette and Launer’s Hopf algebra will be enough for our purpose.
2.1 The Hopf envelope
It is well-known that the forgetful functor from Hopf algebras to bialgebras has a left adjoint,
the general construction is due to Takeuchi [T]. In other words, if B is a bialgebra, then there
exists a Hopf algebraH(B) togetherwith a bialgebra map ιB : B → H(B) such that everymap
f : B → H from B into a Hopf algebraH factors in a unique way throughH(B):
B
ιB ""❊
❊❊
❊❊
❊❊
❊
∀f // H
H(B)
∃!f˜
<<
The general construction can be complicated: if B is given by generators b1, . . . , bm and rela-
tions, one should add extra generators b′1, · · · , b
′
m so that S(bi) = b
′
i, and relations in order to
get the Antipode axiom, but also one should add S2(bi) = S(b
′
i) as generator, say b
′′
i , and so on.
It is not clear in general if the Hopf envelope of a finitely generated bialgebra is finitely gen-
erated. In some cases, very few elements are really necessary in order to get a Hopf algebra.
For example, if one knows a priori that S2 = id (e.g. if B is commutative or cocommutative),
then the double of the original generators will be enough. A particularly simple example is
B = O(Mn(k)), whose Hopf envelope is O(GLn(k)) = O(Mn(k))[det
−1]. That is, we only add
a single commuting generatorD−1, with the relation D−1 · det = det ·D−1 = 1.
In the framework of universal biagebra A(F ) associated with a family of maps F , one
can also consider H(F ) := H(A(F )), that is, the Hopf envelope of A(F ). It will have the
analogous universal property as A(F ) but within the Hopf algebras. It is not clear how many
generators are really necessary to add, but very different things can happen. From this point of
view, the FRT construction (see subsection 3.1) is an opposite example of the Dubois-Violette
and Launer’s Hopf algebra: The universal bialgebra associated with a non degenerate bilinear
form is already a Hopf algebra, while the FRT construction is neverHopf (unless the trivial case
V = 0). However, the main result of this paper is to show a general circumstance where the
Hopf envelope of the FRT construction is the (in general non-commutative - though normal)
localization with respect to a single element, that we call the quantum determinant.
Notice that if H is a Hopf algebra and I a bi-ideal such that S(I) ⊆ I , then clearly H/I is a
Hopf algebra. This can be applied to the following situation:
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Theorem 2.2. Let V be a finite dimensional vector space and let us fix a linear isomorphism Φ : V →
V ∗∗ (not necessary the canonical one). Consider the maps
evl : V
∗ ⊗ V → k
ϕ⊗ x 7→ ϕ(x)
evr : V ⊗ V
∗ → k
x⊗ ϕ 7→ Φ(x)(ϕ)
IfW := V ⊕ V ∗, then the universal bialgebra onW such that the decomposition W = V ⊕ V ∗ and the
bilinear maps evl y evr are colinear, is already a Hopf algebra. We will denote it byH(evl, evr).
Proof. If b : W ⊗W → k is the bilinear map determined by b(v,w) = 0 = b(φ,ψ), b(φ, v) =
evl(φ, v), b(v, φ) = evr(φ, v), then b is clearly non-degenerate; its universal bialgebra is Hopf
because it coincides with Dubois-Violette and Launer’s one. Let us call it H(b). Let x1, . . . , xn
be a basis of V , x1, . . . , xn its dual basis, that for covinience we will denote xn+1, . . . , x2n. Recall
H(b) has generators tji : i, j = 1, . . . , 2n and the antipode is given by
S(tji ) = b
jktlkbli
Since b(V, V ) = b(V ∗, V ∗) = 0, the matrix B ∈ k2n×2n of b has a structure of 2× 2 blocks of size
n× n of the form
B =
(
0 ∗
∗ 0
)
Similar block structure for its inverse. One may write, for i, j = 1, . . . , n
S(tn+ji ) =
2n∑
k,l=1
bn+j,ktlkbli =
n∑
k=1
n∑
l=n+1
bn+j,ktlkbli =
n∑
k,l=1
bn+j,ktn+lk bn+l,i
and similarly
S(tjn+i) =
2n∑
k,l=1
bj,ktlkbl,n+i =
2n∑
k=n+1
n∑
l=1
bj,ktlkbl,n+i =
n∑
k,l=1
bj,n+ktln+kbl,n+i
If we add the condition “the decompositionW = V ⊕V ∗ is colinear”, this is the same as require
that the projector
πV : V ⊕ V
∗ → V ⊕ V ∗
xi 7→ xi, (i = 1, . . . , n)
xn+i 7→ 0 (i = 1, . . . , n)
should be colinear. (Notice πV ∗ = idW −πV , so we don’t need to add the other projector to the
family of maps). We have, for i = 1, · · · , n:
ρ(xi) =
2n∑
j=1
tji ⊗ xj =
n∑
j=1
tji ⊗ xj +
n∑
j=1
tn+ji ⊗ xn+j
⇒ (id⊗πV )(ρ(xi)) =
n∑
j=1
tji ⊗ xj
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ρ(xn+i) =
2n∑
j=1
tjn+i ⊗ xj =
n∑
j=1
tjn+i ⊗ xj +
n∑
j=1
tn+jn+i ⊗ xn+j
⇒ (id⊗πV )(ρ(xn+i)) =
n∑
j=1
tjn+i ⊗ xj
If one ask πV to be colinear then the relations needed are
tn+ji = 0 = t
j
n+i ∀i, j = 1, . . . , n
We see from the previous computation that the ideal generated by {tn+ji , t
j
n+i, i, j = 1, . . . , n}
is stable by the antipode and so, the quotient bialgebra
A(b, πV ) = H(b)/〈t
n+j
i = 0 = t
j
n+i, i, j = 1, . . . , n〉
is a Hopf algebra. Since πV : W →W is A(b, πV ) colinear, then πV ∗ = idW −πV is colinear too,
hence, V ⊂ W and V ∗ ⊂ W are subcomodules. Since b is colinear, we conclude that evl and
evr are colinear maps too, because they can be computed using b and restrictions fromW into
subcomodules, that is, using compositions with colinear inclusions.
As a corollary, we can give a proof of Theorem 3.11, that is the same statement as in [FG]
but almost without hypothesis.
3 Main resut
After recalling the main objects of interest here: the FRT construction and Weakly Graded
Frobenius Algebras, we prove our main result.
3.1 FRT construction: A(c)
A braided vector space is a pair (V, c), where V is k-vector space and c ∈ End(V ⊗V ) is a solution
of the braid equation:
(c⊗ id)(id⊗c)(c⊗ id) = (id⊗c)(c⊗ id)(id⊗c) in End(V ⊗ V ⊗ V ), (4)
In [FRT], the authors define a bialgebra associated with an R-matrix, but to have an R-matrix
is equivalent to have a braiding considering c := τ ◦R, where τ : V ⊗ V → V ⊗ V is the usual
flip. In terms of the matrix coefficients of c, the FRT construction is the k-algebra generated
by tji with relations ∑
k,ℓ
ckℓij t
r
kt
s
ℓ =
∑
k,ℓ
tki t
ℓ
jc
rs
kℓ ∀ 1 ≤ i, j, r, s ≤ n. (5)
It turns out that the FRT construction is exactly A(c).
The fact that c is a solution of the braid equation implies the very important fact that A(c)
is a co-quasi-triangular bialgebra. That is, there exists a convolution-invertible bilinear map
r : A×A→ k satisfying
(CQT1) r(ab, c) = r(a, c(1))r(b, c(2))
(CQT2) r(a, bc) = r(a(2), b)r(a(1), c)
(CQT3) r(a(1), b(1))a(2)b(2) = b(1)a(1)r(a(2), b(2))
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This map is uniquely determined by
r(tki , t
ℓ
j) = c
kℓ
ji for all 1 ≤ i, j, k, ℓ ≤ n.
(Notice the indices ij and ji in the definition of r.) In particular, the category ofA(c)-comodules
is braided.
3.2 Weakly Graded Frobenius algebras
In this subsection and the followingwe recall themain definitions and results of [FG]. We begin
with the definition of weakly graded Frobenius algebra, that extends the notion of Frobenius
quantum space introduced by Manin in [M2, §8.1]. The motivation is to produce quantum
determinants together with quantum Cramer-Lagrange identities, hence a formula for the an-
tipode. The paradigmatic examples are finite dimensional Nichols algebras associated with
rigid solutions of the braid equation.
Definition 3.1. [FG, 2.1] Let A be a bialgebra and V ∈ AM. An algebra B is called a weakly
graded-Frobenius (WGF) algebra for A and V if the following conditions are satisfied:
WGF1) B is an N-graded A-comodule algebra, that is B =
⊕
n≥0
Bn, ρ(Bn) ⊆ A ⊗ Bn, where
ρ : B→ A⊗B is the structure map, andBn ·Bm ⊆ Bn+m for all n,m ≥ 0;
WGF2) B is connected (i.e. B0 = k) andB1 = V as A-comodules;
WGF3) dimkB <∞ and dimk B
top = 1, where top = max{n ∈ N : Bn 6= 0};
WGF4) the multiplication induces non-degenerate bilinear maps
B1 ×Btop−1 → Btop, Btop−1 ×B1 → Btop.
We notice that conditions in (WGF4) appeared in [M2], related to involutive solutions of the
QYBE (thus the corresponding c is a symmetry) and in [Gu], related to Hecke-type solutions.
It is known that in both cases the quantum exterior algebras are Nichols algebras, thus this
Definition generalizes [M2, Gu].
Definition 3.2. Let B be a WGF algebra for A and write Btop = kb for some 0 6= b ∈ B. We
call such an element a volume element forB. SinceBtop is an A-subcomodule, ρ(b) = D ⊗ b for
some group-like elementD ∈ A. We call this elementD the quantum determinant in A associated
withB.
Notation 3.3. Let {x1, . . . , xn} be a basis of V . Since by assumption the multiplication B
1 ×
Btop−1 → Btop = kb is non-degenerate, there exists a basis of Btop−1, say {ω1, . . . , ωn} ∈
Btop−1, such that
xiω
j = δji b ∈ B
top.
For 1 ≤ i, j ≤ n, we define the elements T ji ∈ A by the equality
λ(ωi) =
∑
j
T ij ⊗ ω
j for all 1 ≤ i ≤ n.
It is easy to check that∆(T ij ) =
∑n
k=1 T
i
k ⊗ T
k
j and ε(T
j
i ) = δ
j
i for all 1 ≤ i, j ≤ n.
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Example 3.4. If V = kn, c = −τ on V ⊗ V , A(c) = O(Mn(k)), B = ΛV , then b = x1 ∧ · · · xn is
the usual volume form, the elements wj = (−1)i+1x1 ∧ · · · x̂j · · · ∧ xn give a ”dual basis” with
respect to {x1, . . . , xn}. The elements T
j
i are the minors of the generic matrix. The bialgebra
O(Mn(k)) is not Hopf, but its localization O(GL(n, k)) = O(Mn(k))[det
−1] is a Hopf algebra.
One of the main goals in [FG] was to generalize the Lagrange formula for expanding the
determinant by rows, and hence to have a natural candidate for the antipode on the localiza-
tion by quantum determinants. The general statement is:
Proposition 3.5. [FG, Proposition 2.6] The following formula holds in A(c):
n∑
k=1
tki T
j
k = δ
j
iD for all 1 ≤ i, j ≤ n. (6)
We recall a result of Hayashi.
Lemma 3.6. [H, Theorem 2.2] Let A be a coquasitriangular bialgebra. For any group-like element
g ∈ A, there is a bialgebra automorphism Jg : A→ A given by Jg(a) = r(a(1), g)a(2)r
−1(a(3), g) such
that
ga = Jg(a)g for all a ∈ A.
In particular, D ∈ A(c) is a group-like element in a cqt bialgebra, so we have a bialgebra
isomorphism J : A(c)→ A(c) such that
Da = J(a)D for all a ∈ A(c)
Definition 3.7. Let A(c)[D−1] be the k-algebra generated by A(c) and a new element D−1 sat-
isfying the relations
DD−1 = 1 = D−1D. (7)
It easy to see thatA(c)[D−1] is indeed a (non commutative) localization ofA(c) inD. We denote
by ι : A(c) → A(c)[D−1] the canonical map. Notice that, in virtue of Hayashi’s result, D is a
normal element, so, the general non-commutative localization can be computed in terms of
left (or right) fractions: a general element in A(c)[D−1] is of the formD−na for some n ∈ N and
a ∈ A(c). The next result follows from [H, Theorem 3.1], see also [FG, Lemma 2.13].
Lemma 3.8. A(c)[D−1] is a coquasitriangular bialgebra.
3.3 Main result
In this section
• (V, c) is a finite dimensional braided vector space,
• A(c) is the FRT construction,
• we assume thatA(c) admits aWGF algebraB (see Definition 3.1), denoteD its associated
quantum determinant.
Since D ∈ A(c) is a group-like element, it must be invertible in the Hopf envelope of A(c).
In [FG] we studied the problem of deciding if inverting D is enough in order to get a Hopf
algebra. In other words, to decide if A(c)[D−1] is a Hopf algebra, and moreover, to give the
formula for the antipode. The first main result (see 3.3 for the notation of the T ji ’s) in [FG] is:
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Theorem 3.9. [FG, Theorem 2.19]) If the canonical map ι : A(c) → A(c)[D−1] is injective then
the category of A(c)[D−1]-comodules is rigid, tensorially generated by V and kD−1. As a conse-
quence, A(c)[D−1] is a Hopf algebra. Moreover, the formula for the antipode is given on generators
by S(D−1) = D, and
S(tji ) := T
j
i D
−1 (∀1 ≤ i, j ≤ n).
With the notation of the automorphism J = JD given by Hiyashi’s theorem, the second
main results in [FG] is:
Theorem 3.10. [FG, Theorem 2.21]) Assume the following equality holds in A(c) for all 1 ≤ i, j ≤ n:
n∑
k=1
J(T ki )t
j
k = δ
j
iD. (8)
ThenA(c)[D−1] is a Hopf algebra and the formula for the antipode on generators is given by S(D−1) =
D, and S(tji ) := T
j
i D
−1 for all 1 ≤ i, j ≤ n.
Now, without assuming ι : A(c) → A(c)[D−1] (there are examples with generic braidings
of diagonal type where ι is not injective, see last example in [FG]), nor asuming (8), we can
prove the main result of this paper:
Theorem 3.11. A(c)[D−1] is always a Hopf algebra.
Proof. First notice that equations (6) (Proposition 3.5) and (8) are equations in A(c), but in
A(c)[D−1] one can write respectively as
n∑
k=1
tki T
j
kD
−1 = δji (9)
and
δji =
n∑
k=1
D−1J(T ki )t
j
k =
n∑
k=1
T ki D
−1tjk (10)
We know equation (9) is true because of (6), and it means that defining S(tji ) = T
j
i D
−1, in case
S is well-defined and antimultiplicative, it will satisfy the antipode axiom on the right. In [FG]
we show that (10) implies that S is actually well-defined as antialgebra map, and that also S
satisfies the antipode axiom on the left. So, it will be enough to show that equation (6) implies
equation (10).
Using that A(c)[D−1] is coquasitriangular, the category of comodules is braided, and so,
the following two comodules are isomorphic:
V ∗ := Btop−1 ⊗ kD
−1
∗V := kD−1 ⊗Btop−1
Fix an isomorphism. DefineW := ∗V ⊕ V and b :W ×W → k the bilinear map as follows:
b(v, v′) = 0 = b(φ, φ′) ∀ v, v′ ∈ V, φ, φ′ ∈ ∗V
Define b(φ, v) through the multiplication m : Btop−1 ⊗ V → Btop:
∗V ⊗ V = kD−1 ⊗Btop−1 ⊗ V
id⊗m
−→ kD−1 ⊗Btop = kD
−1 ⊗ kD ∼= k
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and finally b(v, φ) through the fixed isomorphism ∗V ∼= V ∗:
V ⊗ ∗V = V ⊗ (kD−1 ⊗Btop−1) ∼= V ⊗ V
∗ = V ⊗ (Btop−1 ⊗D
−1)
m⊗id
−→ kD ⊗ kD−1 ∼= k
It is clear that b is non degenerate, so H(b) is a Hopf algebra. But also, because the multiplica-
tion in B is A(c) colinear, and the isomorphism kD−1 ⊗ kD ∼= k is A(c)[D−1] colinear, we get
that b is also A(c)[D−1] colinear. Using the universal property forH(b) we get a map
H(b)→ A(c)[D−1]
Moreover, V ∗ and V are A(c)[D−1] comodules, hence the projection πV : V ⊕ V
∗ → V is
colinear, and the above epimorphism factor through
H(b)→ H(evl, evr)→ A(c)[D
−1]
Recall the set of generators {t′ji , i, j = 1, . . . , 2n} of H(b) and H(evl, evr). Notice the subset
{t′ji , i, j = 1, . . . , n}maps into the generators {t
j
i , i, j = 1, . . . , n} of A(c).
We also know from Proposition 3.5 that the following equation holds:
n∑
k=1
tki T
j
k = δ
j
iD for all 1 ≤ i, j ≤ n.
so, in A(c)[D−1] we have
n∑
k=1
tki T
j
kD
−1 = δji (11)
or in matrix notation
t · T = idn×n
where (t)ij = t
j
i and (T)ij = T
j
i D
−1 are elements ofMn(A(c)[D
−1]).
Now one can compute inMn(H(b)) the equality given by the antipode property, for i, j =
1, . . . , n:
δji = ǫ(t
′j
i ) = (t
′j
i )1S((t
′j
i )2) =
2n∑
k=1
t′ki S(t
′j
k) =
2n∑
k,l,r=1
t′ki b
klt′rl brj
But in H(evl, evr), using t
n+b
a = 0 = t
b
n+a, the above sum gives
=
n∑
k=1
2n∑
l,r=1
t′ki b
klt′rl brj
And because the only possible nonzero coefficients of the bilinear form are bk,n+l, or bn+k,l
(k, l = 1, . . . , n) this is the same as
=
n∑
k=1
2n∑
l=1
n∑
r=1
t′ki b
klt′n+rl bn+r,j
But also, in H(evl, evr)we have t
′n+r
l = 0 for l, r = 1, . . . , n, so
=
n∑
k,l,r=1
t′ki b
k,n+lt′n+rn+l bn+r,j
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Similar equation of the left-axiom of the antipode, shows that the matrix t′ ∈ Mn(H(evl, evr))
is invertible (and not only the (t′ji )
2n
i,j=1-matrix inM2n(H(evl, evr)).
Equation (11) says that the matrix t ∈Mn(A(c)[D
−1]) has right inverse, but because t is the
image of t′ ∈Mn(H(evl, evr)) and t
′ is invertible we conclude that t is also invertible, hence, it
has right inverse and it is equal to the left inverse. This is precisely condition (10)
4 The (locally finite) graded case and comments on other related
works
4.1 Z-Graded vector spaces and graded coactions
Assume W =
⊕
p∈ZWp is a graded vector space such that Wp is finite dimensional for every
p ∈ Z. Let
Cp := End(Wp)
∗ and Cgr :=
⊕
p∈Z
Cp
For every p, fix {x
(p)
1 , . . . , x
(p)
dimWp
} a basis of Wp, denote {t
(p)j
i}
dimWp
i,j=1 the corresponding basis
of Cp, thenW is a Cp-comodule by defining
ρ
(
x
(p)
i
)
:=
dimWp∑
j=1
t(p)ji ⊗ xj
It verifies ρ(Wp) ⊆ Cp ⊗Wp ⊆ Cgr ⊗Wp, that is, it is a graded Cgr-comodule. Define T (Cgr)
the tensor algebra with comultiplication extending the comultiplication of Cgr. W is also a
(graded) T (Cgr)-comodule, and henceW
⊗n is a T (Cgr)-comodule for any n.
If F = {fi : V
⊗ni → V ⊗mi}iıI is a family of family of linear maps, the ideal IF can be
defined exactly in the same way, Agr(F ) = TCgr/IF will be a bialgebra and W will be a
graded Agr(F )-comodule.
Remark 4.1. If dimV =
∑
p∈Z dimVp <∞ then Cgr then one can also consider C = Endk(V )
∗,
and E = {ep : V → V } the family of projectors corresponding the direct summands Vp (i.e.
epeq = δp,qeq, Im(ep) = Vp). We have T (Cgr) = TC/IE . If F = {fi : V
⊗ni → V ⊗mi} is a family
of graded maps, then Agr(F ) is a quotient of A(F ):
A(F )։ A(E ∪ F ) = Agr(F )
In particular, if B a graded algebra, with unit u and multiplication m : B ⊗ B → B, one
may consider graded comodule structures onB, and they will be governed by Agr(u,m).
Example 4.2. Let V = k[x]/x2 be considered as a unital algebra with grading |1| = 0 and
|x| = 1. Every graded component is of dimension 1, so, the graded comodule structures are
necessarily of the form
ρ(1) = a⊗ 1
ρ(x) = d⊗ 1
with a and d group-like elements. If the unit map u : k → k[x]/x2 is colinear then a = 1,
and Agr(u,m) = k[d] ∼= k[N0], one lose the differential structure (compare with Example 1.4).
However, we will see that in some cases the graded comodule structures may still be very
interesting, since they will correspond, in the quadratic case, to Manin bialgebras.
An easy lemma is the following:
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Lemma 4.3. LetB be a connected associative graded algebra, namelyB−n = 0 for n > 0 andB0 = k.
Denote B1 = V and assume B is generated by V . That is, B = TV/(R) where R is homogeneous
(but not necessarily concentrated in some specific degree). Then Agr(B) := Agr(u,m) (u is the unit
andm the multiplication) is generated by C1 := End(V )
∗. That is, the map T (C1) →֒ T (Cgr) induces
a surjective map T (C1)→ Agr(B).
Proof. If {x1, . . . , xn} is basis of V = B1, then the elements of the form xi1 . . . xip generatesBp.
Denote ρ(xi) =
∑
j t
(1)j
i ⊗ xj . Since ρ : B→ Agr(B)⊗B is an algebra map,
ρ(xi1 . . . xip) =
∑
j1...,jp
t(1)jii1 · · · t
(1)jp
ip
⊗ xi1 · · · xip
and we see that C1 generatesAgr(B).
4.2 The Manin bialgebra
Recall a quadratic algebra is a k-algebra of the form B = TV/(R) with R ⊆ V ⊗2. We will
assume further that V is finite dimensional. In the seminal work [M], Manin define operations
•, ◦ and (−)! on quadratic algebras. He proves that given a quadratic algebra B = TV/(R),
then end(B) := B! • B is a bialgebra, B is an end(B) comodule-algebra, the structure map
ρ : B → end(B) ⊗ B satisfies ρ(Bp) ⊆ end(B) ⊗ Bp (∀p), and moreover, end(B) is universal
with respect to those properties (see [M2, Section 6.6]). As a corollary we have:
Proposition 4.4. Let B be a finitely generated quadratic algebra: B = TV/(R). If uB : k → B
denotes the unit map andmB : B ⊗B → B its multiplication, then
Agr(B) := Agr(uB ,mB) = B
! •B
Proof. Both algebras are generated by V ∗ ⊗ V = Endk(V )
∗ and they share the same universal
property. The unique isomorphism determined by the universal properties is the identity on
generators.
Remark 4.5. In case of a quadratic algebras B = TV/(R), the subspace of defining relations of
Agr(B) = B
! • B is clear. It would be interesting to expand the class of algebras B where the
defining relations of A(B) (or Agr(B) if B is graded) can be made explicit.
4.3 N-homogeneous algebras
In [Po], the author follows Manin construction for N -homogeneous algebras. That is, if A =
TV/R where R ⊆ R⊗N for some N ≥ 2. Define R⊥ ⊆ (V ∗)⊗N ∼= (V ⊗N )∗ the annihilator of R
and A! := T (V ∗)/R⊥. Notice (A!)! ∼= A. Similarly he defines the operation • as follows. For
twoN -homogeneous algebras A = TV/(R) andB = TW/(S) (whereR ⊆ V ⊗N and S ⊆W⊗N
for the same N ), he define
A •B := T (V ⊗W )/(τ(R ⊗ S))
where τ : (V ⊗N )⊗ (W⊗N )→ (V ⊗W )⊗N is defined by
τ(v1 ⊗ · · · ⊗ vN ⊗ w1 ⊗ · · · ⊗wN ) = (v1 ⊗ w1)⊗ (v2 ⊗ w2)⊗ · · · ⊗ (vN ⊗ wN ) ∈ (V ⊗W )
⊗N
Denoting end(A) := A! • A, it is a bialgebra and A is a left comodule algebra over it. Ana-
logus considerations for the algebra A!. Finally, he defines e(A) as the quotient of end(A) by
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the relations of end(A!) (or vice versa). We notice that in our setting, for any finitey gener-
ated graded algebra A, the universal bialgebra Agr(A) is defined, independently of the degree
of the relations, and also works for homogeneous relations of eventualy different degrees,
and the same for a pair of graded algebras (A,A′) with the same set of generators. For N -
homogeneous graded algebras, we don’t say that our approach is easier or better than the one
in [Po], but we say that our approach is sufficiently general and flexible to addapt perfectly to
theN -homogeneous case, and also for multigraded case, or even to the non-graded case (if the
algebras are finite dimensional).
4.4 C∗-context
In the C∗-algebra context, Wang define (see [W]) a C∗-algebra associated with a finite dimen-
sional C∗-algebra. That definition includes that a natural state is colinear. The C∗-algebra
definition is more restrictive, for instance, for the C∗-algebra given by the group algebra C[G]
of a finite group G, it is showed in [KSW] that the corresponding C∗-Hopf algebra is commu-
tative, while it is a relatively easy exercise to show that the universal construction of Section
1 for the algebra M2(k) gives a non commutative nor cocommutative bialgebra. Using that
C[S3] ∼= C × C ×M2(C) we see that our construction gives an object different from the one
defined by Wang.
4.5 Lie/Leibniz algebras
In [AM], the authors define a commutative bialgebra associated with a Lie or Leibniz algebra
by studying the adjoint of the functor
A h⊗A
where A is a commutative k-algebra and h is a fixed Leibniz (or Lie) algebra. The bracket in
the current algebra is given by
[x⊗ a, y ⊗ a′] := [x, y]⊗ aa′
The Leibniz (resp. Lie) algebra A ⊗ h is called the current algebra. From the adjoint functor
of the current algebra they define what they call the universal algebra of h. This (necessary
commutative) algebra turns out to be a quotient of a polynomial algebra in n2 variables (n =
dim h) that in fact is a bialgebra, with a universal property among commutative bialgebras
coacting on h. Recall that a Leibniz algebra is a generalization of a Lie algebra in the sense that
the operation is not required to be antisymmetric, but it satisfies a choice of the Jacobi identity:
[x, [y, z]] = [[x, y], z] − [[x, z], y]
Notice that there is a permutation of the letters x, y, z, so, if A is not commutative, it is not clear
how to define a Leibniz structure on h ⊗ A, and the point of view in [AM] do not generalizes
to noncommutative algebras. However, from the point of view of our universal construction
(Section 1), the non-commutative universal bialgebra coacting on h is clear: just consider the
bracket operation as a map [−,−]h : h
⊗2 → h, and A(h) := A([−,−]h) will give the universal
(in general non-commutative) bialgebra such that h is a comodule and [−,−]h is colinear. The
abelianization
A(h)ab := A(h)/([A(h), A(h)])
will be of course commutative, and since the ideal generated by brackets is always a bi-ideal,
this is also a bialgebra, and satisfies the same universal property of A(h) but among commu-
tative bialgebras. We conclude that the universal commutative bialgebra constructed in [AM]
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is the abelianization of A(h). Similar comments for the Hopf envelopeH(h) andH(h)ab. How-
ever, the advantage of having a noncommutative universal bialgebra/Hopf coacting on h is
clear. For instance skew-derivations, (e.g. differential graded structures) are detected by non-
commutative bialgebras. In a similar way to the example k[x]/(x2), the smallest non-abelian
Lie algebra already gives a nontrivial (non commutative, nor cocommutative) universal object:
Example 4.6. Let h be the non-commutative 2-dimensional Lie algebra h = kx⊕ ky with anti-
symmetric bracket [x, y] = x. Writing C as the 4-dimensional coalgebra with basis a, b, c, d,
ρ(x) = a⊗ x+ b⊗ y, ρ(y) = c⊗ x+ d⊗ y,
∆(a) = a⊗ a+ b⊗ c, ∆(b) = a⊗ b+ b⊗ d
∆(c) = c⊗ a+ d⊗ c, ∆(d) = c⊗ b+ d⊗ d
The structure map on x⊗ y is computed using the standard diagonal structure:
ρ(x⊗ y) = (a⊗x+ b⊗ y)(c⊗x+d⊗ y) = ac⊗ (x⊗x)+ad⊗ (x⊗ y)+ bc⊗ (y ⊗x)+ bd⊗ (y⊗ y)
The requirement (id⊗[, ])ρ(x ⊗ y) = ρ([x, y]) gives
ac⊗ [x, x] + ad⊗ [x, y] + bc⊗ [y, x] + bd⊗ [y, y] = (ad− bc)⊗ x
= ρ([x, y]) = ρ(x) = a⊗ x+ b⊗ y
that is,
(ad− bc) = a, 0 = b
or equivalently b = 0 and ad = a. Before checking the other conditions for colinearity using
x ⊗ y, y ⊗ x and y ⊗ y, we see that b = 0 implies that a is group-like. In the Hopf envelope
H(h), amust be invertible, and ad = a forces d = 1. It is an easy exercise that these conditions
are enough to get the bracket colinear: the bialgebra freely generated by a±1 and cwith
∆(a) = a⊗ a,∆(c) = c⊗ a+ 1⊗ c
is the universal Hopf algebra, coacting as
ρ(x) = a⊗ x
ρ(y) = c⊗ x+ 1⊗ y
If we don’t require d to be invertible, it i easy to check that the other conditions on the colin-
earity of the bracket are ad = da = a, cd = dc. So the universal bialgebra is
A(h) = k〈a, c, d〉/(ad = da = a, cd = dc)
with comultiplication
∆(a) = a⊗ a, ∆(d) = d⊗ d, ∆(c) = c⊗ a+ d⊗ c
and coaction
ρ(x) = a⊗ x, ρ(y) = c⊗ x+ d⊗ y
Remark 4.7. If G is a group and h is a G-graded Lie algebra, because of the antisymmetry of
the bracket, one may assume that G is abelian. But for Leibniz algebras, grading over non-
commutative groups makes perfect sense, and grading over a non-commutative group G is
the same as a coaction over the non-commutative Hopf algebra k[G].
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