Dependent landmark drift: robust point set registration with a Gaussian
  mixture model and a statistical shape model by Hirose, Osamu
Dependent landmark drift: robust point set registration with a
Gaussian mixture model and a statistical shape model
Osamu Hirose
Faculty of Electrical and Electronic Engineering, Institute of Science and Engineering, Kanazawa University,
Kakuma, Kanazawa, Ishikawa 920-1192, JAPAN.
E-mail: hirose@se.kanazawa-u.ac.jp
Abstract. The goal of point set registration is to find point-by-point correspondences between point sets,
each of which characterizes the shape of an object. Because local preservation of object geometry is assumed,
prevalent algorithms in the area can often elegantly solve the problems without using geometric information
specific to the objects. This means that registration performance can be further improved by using prior
knowledge of object geometry. In this paper, we propose a novel point set registration method using the
Gaussian mixture model with prior shape information encoded as a statistical shape model. Our transformation
model is defined as a combination of the similarity transformation, motion coherence, and the statistical shape
model. Therefore, the proposed method works effectively if the target point set includes outliers and missing
regions, or if it is rotated. The computational cost can be reduced to linear, and therefore the method is
scalable to large point sets. The effectiveness of the method will be verified through comparisons with existing
algorithms using datasets concerning human body shapes, hands, and faces.
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1 Introduction
Point matching is the problem of finding point-by-point correspondence between point sets where each set
characterizes the geometry of an object. Finding such geometrical correspondences between point sets is
studied in the fields of image recognition, computer vision, and, computer graphics. A major class of point
matching problems is point set registration—the problem of finding a transformation between two point sets in
addition to point-by-point correspondences. Point set registration problems can be roughly classified into two
classes according to the transformation models: rigid and non-rigid transformations. A rigid transformation
model is defined as a linear map that preserves the relative positions of points in a point set, i.e., rotation and
translation. The rigid point set registration problem is a relatively simple problem that has been intensively
studied [1, 2, 3, 4, 5]. Non-rigid registration is a more complex problem that involves transforming an object’s
geometry. Typical transformation models used for point set registration problems are the thin-plate spline
functions [6, 7, 8, 9, 10] and Gaussian functions [11, 12, 13, 14]. These methods are differently classified
according to the definitions of the point set registration problem: energy minimization [6, 7, 10] and probabilistic
density estimation using a Gaussian mixture model [8, 9, 11, 12, 13, 14].
Crucial to the success of these registration methods is a robustness to outliers, points that are irrelevant to
the true geometry of the object. Several approaches have been proposed to deal with outliers, such as statistical
analysis for distances between correspondent points [15, 16, 17], soft assignments [7, 18], trimming point
sets through iterative random sampling [19], kernel correlation [20], explicit probabilistic modeling of outliers
[11, 12, 13, 14], and the use of robust estimators such as the L2E estimator [8] and a scaled Geman–McClure
estimator [21]. Another factor crucial to the success of registration methods is the assumption of a smooth
displacement field, which forces neighboring points to move coherently. The smoothness of a displacement field,
also known as the motion coherence, is imposed by a regularization techniques [6, 7, 10, 8, 9, 11, 12, 13, 14].
Owing to the assumption of a smooth displacement field, such non-rigid registration algorithms seek to find
transformations with sufficient global flexibility while preserving the local topology of a point set.
These methods are universally applicable to general point set registration problems as no prior knowledge,
except for that concerning the smoothness of a displacement field, is assumed for the geometry of objects
to be registered. This means that registration performance can be improved by using prior knowledge of
object geometry. One approach to incorporating such prior information is the use of a kinematic motion for
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articulated objects, such as the human body [22, 23, 24, 25]. These methods show promising results but cannot
be applied to objects with no kinematics. Another approach is the use of partial correspondence across two
point sets [26, 27]. These methods also show promising results, but better performance is not expected if
partial correspondence is not available. Yet another approach is the use of supervised learning techniques.
One candidate of such supervised learning techniques is a statistical shape model [28, 29] that describes the
mean shape and statistical variation of geometrical objects. Shape variations represented by statistical shape
models are constructed from shape statistics of landmark displacements. Therefore, movements of neighboring
landmarks are not assumed to be correlated, and those of distant landmarks are allowed to be dependent on
one another. The statistical shape models also do not require any physical models such as object kinematics.
Statistical shape models have been widely used as prior shape information for various tasks, including
image registration, image segmentation, and surface reconstruction, in the fields of computer graphics, computer
vision, and medical imaging. A broad range of these works were reviewed in several survey papers [30, 31, 32, 33],
and lecture notes [34, 35]. In the field of computer graphics and vision, statistical shape models have mainly
been used for reconstruction or completion of smooth 3D surfaces [36, 37, 38, 39, 40], which can be interpreted
in a wider sense as point set registration problems with extra information such as colors, surface normals, and
the articulation of the human body shape. These works include applications related to the reconstruction of
3D human surfaces such as faces [36], body shapes and poses [37, 39], skins and muscles [38], and body shapes
[40].
In the field of medical imaging, the point set registration problems with statistical shape models have often
been developed in noisier settings, i.e., in the presence of outliers [41, 42, 43], and these methods were later
extended to image registration [44] and image segmentation [45]. All these methods are designed on the basis
of non-rigid registration techniques such as probabilistic density estimation with a Gaussian mixture model
[41, 42], the one with a t-mixture model [43], and the minimization of an energy function [44]. Typically,
these methods solve either or both of the two different problems. The first problem, which is sometimes called
group-wise point set registration, involves finding point-by-point correspondence among multiple unstructured
point sets, aiming at learning statistical shape models [41, 42, 43, 44]. The second problem involves finding
point-by-point correspondence between a point set that forms the average shape in a pre-trained statistical
shape model and a new unstructured point set that forms an object shape [42, 44]. More recently, a method
of 3D surface reconstruction, originating in these works, has been proposed with an efficient use of surface
normals [46].
In this article, we focus on the second problem, motivated by the fact that (a) the scalability of the algorithms
for the second problem is relatively limited, because their computational costs are proportional to the product
of the numbers of the two point sets to be registered, and (b) their formulation did not explicitly include
the rotational term and they might not be robust against a rotated target shape. As in [46], we assume that
training shapes or pre-trained statistical shape models are available as prior shape information. This assumption
is somewhat strong but is not unrealistic, because training shapes with point-by-point correspondence or pre-
trained shape models are often publicly available; for example, 2D human hands and faces [47], 3D human poses
and shapes [37], and 3D human shapes [40]. In test cases, we do not assume the use of any extra information
such as color, surface normals, the articulation in the body parts, or the partial correspondence between point
sets, in order not to reduce the applicability of the method.
Contributions of this work
We propose a novel non-rigid point set registration algorithm based on a supervised learning approach that
we call dependent landmark drift (DLD). In the context of statistical shape modeling, the proposed algorithm
is a novel optimization algorithm for fitting a statistical shape model, where one input point set forms the
mean shape and another forms a target shape. The proposed algorithm is designed as a Gaussian mixture
model in which the transformation model is defined as a combination of the similarity transformation and the
statistical shape model. Among the related algorithms, our approach is novel in that it simultaneously provides
(1) fast computation, with computational costs proportional to the sum of the numbers of two point sets to
be registered, (2) simultaneous optimization of scale, translation, rotation, and shape deformation, and (3)
adaptive control of the smoothness of a displacement field. In addition, our algorithm retains the merits of the
registration algorithms based on the Gaussian mixture model, i.e., the automatic radius control and robustness
against outliers, originating in the explicit probabilistic modeling of outliers. The effectiveness of the proposed
algorithm was tested through comparisons with supervised and unsupervised point set registration algorithms.
Related works
In computer graphics, shape matching algorithms, originating in point set registration algorithms, have been
actively developed. The most common method for matching two shapes in computer graphics is the iterative
closest point algorithm (ICP) [35]. The ICP solves the registration problems by iterating the two-step procedure:
(1) to find the point in the target surface that is closest to each point in the current deformed surface and
(2) to update the deformed surface using the current pairs of closest points. In this field, the ICP has been
customized to solve shape matching problems specific to the types of the object such as a human face [48, 49],
hand shape and pose [50, 51], body shape and pose [52, 53, 37, 54, 55], and dynamic human shape in motion
[56]. The shapes registered by these algorithms can be used for building blend shapes and shape models,
and they have been successfully applied to video-retouching [39] and the automatic synthesis of 3D human
animation [54, 57, 56].
The main difference between shape matching algorithms in computer graphics and the general point set
registration algorithms is in the design of the objective function that measures a dissimilarity between two
shapes. The objective functions of general point set registration problems are typically based on the distance
between points and the smoothness of a displacement field. On the contrary, the objective functions of the
shape matching algorithms is designed as a combination of the distance between points and various information
such as the user-defined marker errors and the smoothness of the deformed surface [52, 54], constraints on pose
and shape deformation [37, 50, 51], and consistency with additional information such as color and brightness
[55, 49].
The registration algorithms that are not domain-specific have also been developed in computer graphics.
Mitra et al. proposed a rigid alignment algorithm with the objective function that efficiently approximates
the point-to-surface distance using the d2Tree [58]. Li et al. proposed a non-rigid registration method that
incorporates the rigid transformation, local affine transformation, and the spatial coherence of the deformation
[59]. Gao et al. proposed a representation of a shape, called rotation-invariant local mesh differences (RIMD)
to remove the rotational effect on the dissimilarity measure between two shapes [60]. The global optimization
method that solves non-rigid registration problems using a convex optimization technique was reported by [61].
2 Methods
The goal of the point set registration is to find the map T that transforms the geometric shape represented as a
point set Y = {y1, · · · , yM} and matches the target shape represented as the other point set X = {x1, · · · , xN}.
The set of T (y) − y for any y ∈ RD is called a displacement field as it defines the displacement of each point
in Y . Generally, the point set registration problem is defined as a minimization problem as follows:
Tˆ = argminT L(X, T (Y )) + γR(T ), (1)
where L is a loss function that measures the dissimilarity between two geometric shapes, R is a functional
that measures the complexity of a displacement field, and γ > 0 is a parameter that balances the similarity
of the shapes and the smoothness of the displacement field. In this study, we use a statistical shape model
(SSM) with the similarity transformation as the transformation model T and use the negative log-likelihood
of a Gaussian mixture model (GMM) as the loss function L. To clarify the merits in the choice, we review the
SSM based on the principal component analysis [29] and then introduce a GMM as a technique of the point
set registration [11, 12]. We then propose a novel registration method, and finally, discuss the reduction in its
computational cost. The list of symbols used throughout this paper is available in Appendix.
2.1 Statistical shape model
We begin with definitions of a landmark and a shape, required to define a statistical shape model. To obtain
shape statistics from multiple geometric objects, it is common to define correspondent points across them.
These points of correspondence are called landmarks. A shape is typically defined as a set of landmarks for one
of the geometric objects with scale, rotation, and translation effects removed [47, 62]. Note that a point set
and a shape are distinguished from each other in that (1) shapes are composed of the same number of points
whereas the number of points in a point set is generally different from those in other point sets; and (2) points
in shapes are correspondent across all shapes, whereas points in multiple point sets are not correspondent.
Statistical shape models are constructed from training shapes, i.e., multiple point sets with point-by-point
correspondence.
Definition of a statistical shape model
The SSM is a representation of a geometrical shape and its statistical variations in an object. Because definitions
of SSMs diverge according to the aim of the application or the method of construction [30], we introduce a
definition based on the principal component analysis (PCA) [28, 29, 47] that can adequately describe the
proposed algorithm. Suppose a shape is composed of M landmarks (v1, · · · , vM ), each of which lies in a D-
dimensional space. Then, the shape is represented as a vector v = (vT1 , · · · , vTM )T ∈ RMD. The PCA-based
statistical shape model is defined as follows:
v = u +
K∑
k=1
zkhk + w, (2)
where u = (uT1 , · · · , uTM )T ∈ RMD is the mean shape, hk ∈ RMD is the kth leading shape variation, zk ∈ R is
the kth weight corresponding to the kth shape variation, K is the number of shape variations, and w ∈ RMD
is a residual vector. To reduce information sharing in shape variations to the maximum extent, h1, · · · ,hK are
usually assumed to satisfy the orthonormality condition hTi hj = δij where δij is Kronecker’s delta.
Estimation of shape variations from training data
Mean shape u and shape variations h1, · · · ,hK are unknown, and should be estimated from multiple shapes
v1, · · · ,vB , i.e., training data. The mean shape u is simply estimated as the average of sample shapes. Suppose
C ∈ RMD×MD is a shape covariance matrix defined as
C =
1
B − 1
B∑
j=1
(vj − v¯)(vj − v¯)T , (3)
where v¯ is the sample average of shapes v1, · · · ,vB . The shape covariance matrix C represents statistical
dependencies for landmark displacements. The kth shape variation can be estimated as the kth eigenvector
of C corresponding to the kth largest eigenvalue. We note that the shape covariance matrix is dependent on
rotations of shapes v1, · · · ,vB . On the contrary, coherent moves of landmarks caused by the rotation of a
whole shape cannot be represented as their covariance if the rotation angle is relatively large. Therefore, effects
of rotations should be eliminated from the training shapes v1 · · · ,vB in computing the shape covariance matrix
C.
2.2 Gaussian mixture model for point set registration
We summarize the Gaussian mixture modeling approach for solving point set registration problems proposed
by Myronenko et al. [12] as this approach is the basis for the proposed algorithm. They defined a registration
problem of two point sets as a problem of probabilistic density estimation, where one point set is composed of
centroids for a GMM, and the other consists of samples generated from the GMM. Here, we refer to a point
set to be deformed as a source point set and the other point set that remains fixed as a target point set. We
also refer to a point that is irrelevant to the true object geometry as an outlier and one that represents the
true object geometry as an inlier.
Definition of the model
Let xn ∈ RD and ym ∈ RD be the nth point in a target point set X = {x1, · · · , xN} and the mth point in a
source point set Y = {y1, · · · , yM}, respectively. The probabilistic model for registering the two point sets X
and Y is designed as a mixture model for generating target point xn in the four-step procedure: (1) a label is
selected as an outlier or an inlier based on the Bernoulli distribution with outlier probability ω, (2) if the label
is an inlier, a point is selected from the source point set Y = {y1, · · · , yM} with equal probability p(m) = 1/M ,
(3) the selected point ym is moved by the transformation model T , and (4) target point xn is generated by the
Gaussian distribution whose center is the moved point. More formally, the mixture model is defined as follows:
p(xn; Θ) = ω · poutlier(xn) + (1− ω) ·
M∑
m=1
p(m)p(xn|m; Θ), (4)
where Θ is a set of parameters of the mixture model, and poutlier(xn) is a distribution of outliers. The prior
distribution of inliers is defined as p(m) = 1/M . The inlier distribution p(xn|m; Θ) for m = 1, · · · ,M is defined
as a Gaussian distribution
p(xn|m; Θ) = 1
(2piσ2)D/2
exp
(
− ||xn − T (ym; θ)||
2
2σ2
)
, (5)
where σ2 is the variance of the Gaussian distribution, T (ym; θ) is a transformation model for source point ym
with a set of parameters θ, and Θ = (θ, σ2) is a set of parameters of the GMM.
Problem definition as a probabilistic density estimation
Under the model construction, the problem is to find the best transformation T (ym; θ) that matches the target
point set X. Because the parameter θ characterizes the transformation T (ym; θ), the solution of the point set
registration problem is obtained by finding the best parameter θˆ. More formally, the point set registration
problem is defined as a probabilistic density estimation as follows:
Θˆ = argminΘ
{
−
N∑
n=1
log p(xn; Θ) + γR(T )
}
, (6)
where Θ = (θ, σ2), and R(T ) is the regularizer in the motion coherence theory [63]. We note that this
formulation is a special case of the general definition of the point set registration problems, defined as Eq.
(1), as the negative log-likelihood function is a type of loss function L that measures the dissimilarity between
geometric shapes represented as point sets.
Optimization by the EM algorithm
Because the analytic solution for Eq. (6) is not available, the EM algorithm is used to search for a local
minimum of the function. The EM algorithm iteratively improves a solution by updating the upper bound of
the negative log-likelihood function, called the Q-function. Given a current estimate Θ¯ = (σ¯2, θ¯), the Q-function
for the GMM is derived as
Q(Θ, Θ¯) =
NPD
2
log σ2 +
1
2σ2
N∑
n=1
M∑
m=1
p(m|xn; Θ¯)||xn − T (ym; θ)||2 + γR(T ) (7)
where NP =
∑N
n=1
∑M
m=1 p(m|xn, Θ¯) ≤ N is the effective number of matching points, and p(m|xn, Θ¯) denotes
the posterior probability that source point ym is correspondent to target point xn under the current estimate
Θ¯. The posterior probability p(m|xn; Θ¯) can be calculated as
p(m|xn; Θ¯) = (1− ω)p(xn|m; Θ¯)
ωpoutlier(xn) + (1− ω) 1M
∑M
m′=1 p(xn|m′; Θ¯)
. (8)
Based on the theory of the EM algorithm, a solution of the point set registration problem is obtained by
iterating the following procedure: (i) updating the posterior probability p(m|xn; Θ¯), (ii) finding the Θ∗ that
minimizes the Q-function for Θ, given the parameter set Θ¯, and (iii) replacing the given parameter set Θ¯ with
the minimizer Θ∗ of the Q-function. This procedure is iterated until a suitable convergence criterion is satisfied.
Relation to ICPs and the automatic radius control
There is a close relationship between the methods based on the GMM and iterative closest point algorithms
(ICPs), which are more common in computer graphics. Let Nm ⊂ {1, · · · , N} be an index set composed of the
neighbors of T (ym) in the target point set X. The ICPs for point set registration problems can be defined as
follows:
Tˆ = argminT
M∑
m=1
∑
n∈Nm
gmn||xn − T (ym)||2 + γR(T ), (9)
where gmn is the matching weight between point xn and ym. The loss functions of ICPs and the GMM are the
sum of the squared distance weighted by gmn and pmn = p(m|xn; Θ), respectively. Therefore, the GMM and
ICPs are the same in that they are included in the general class of the point set registration problem, defined
as Eq. (1), with the same type of the loss functions.
On the contrary, there exists a difference in the definitions of the registration problems that yields the
difference in the optimization trajectories and resulting deformed shapes: the residual variance σ2. It can
be intuitively interpreted as the parameter that defines the set of neighbors Nm since pmn ∝ exp{−||xn −
T (ym; θ)||2/2σ2} and the corresponding loss term pmn||xn − T (ym; θ)||2 in the Q-function become nearly zero
if the distance between xn and T (ym; θ) is sufficiently large e.g., 5σ. Therefore, the sequential update of σ
2
based on the EM algorithm dynamically changes the set of neighbors Nm with a mutable radius during the
optimization. For the ICPs, the set of neighbors Nm is typically set to the closest point to the target surface
[35]. We, therefore, call the characteristic that yields the difference between the GMM and ICPs the automatic
radius control.
2.3 Our approach
We propose a novel algorithm called dependent landmark drift (DLD) for registering the mean shape and a
novel point set. The algorithm uses the same GMM framework as the CPD algorithm. The merits of using a
GMM, such as the explicit modeling of outliers and the automatic radius control, are thereby inherited by the
proposed algorithm. The main difference between the CPD and the DLD is in the definition of transformation
models for a source point set: the transformation model of the CPD is based on motion coherence, i.e., moving
points under a smooth displacement field, whereas that of the DLD is a combination of a statistical shape
model, a similarity transformation, and motion coherence.
Statistical shape model as a transformation model
We first describe that statistical shape models can be utilized as a transformation model for GMM-based point
set registration. Suppose H = (h1, · · · ,hK) ∈ RMD×K is the matrix notation of K shape variations. We also
suppose Hm ∈ RD×K is the submatrix of H that corresponds to the mth landmark um ∈ RD in the mean
shape u ∈ RMD. Then, the statistical shape model (2) is denoted by a point-by-point transformation model
vm = um +Hmz + wm, (10)
where vm is the mth point in shape v ∈ RD, z = (z1, · · · , zK)T ∈ RK is a weight vector for K shape variations,
and wm ∈ RD is a subvector of the residual vector w corresponding to landmark um. Therefore, the statistical
shape model can be used as a transformation model of a point set registration. A merit of using statistical shape
models for point set registration problems is that moves of landmarks are estimated based on the statistical
dependency of landmark displacements. We therefore call our algorithm dependent landmark drift.
Transformation model
We incorporate prior shape information into the transformation model. We suppose that the training phase has
already completed, that is, the mean shape u = (uT1 , · · · , uTM )T and shape variations H = (h1, · · · ,hK), also
denoted by H = (HT1 , · · · , HTM )T , have been calculated from training shapes. We then define the transformation
model TDLD as a combination of the similarity transformation and the statistical shape model, encoding prior
shape information as follows:
TDLD(um; θ) = sR(um +Hmz) + d, (11)
where s ∈ R is a scale parameter, R ∈ RD×D is a rotation matrix, and d ∈ RD is a translation vector.
We incorporated the similarity transformation into the transformation model because the effects of scale,
translation, and rotation are typically eliminated from the statistical shape model during training. We refer
to the triplet ρ = (s,R, d) as location parameters and z as shape parameters. We note that the transformation
model is different from [42, 44] in that our model combines the similarity transformation and the non-rigid
transformation with a PCA model, whereas their transformation model is defined as the PCA model only.
Definition of Q-function
We use the Gaussian mixture model, defined as Eqs. (4) and (5), as the basis of solving the point set registration
problems. We suppose λk ∈ R is the kth largest eigenvalue of the covariance matrix C computed from training
data and ΛK ∈ RK×K is the diagonal matrix defined as ΛK = d(λ1, · · · , λK), where d(·) denotes the operation
of converting a vector into a diagonal matrix. Replacing the transformation model T in Eq. (7) by TDLD, we
define the Q-function of the point set registration problem as
QDLD(Θ, Θ¯) =
NPD
2
log σ2 +
1
2σ2
N∑
n=1
M∑
m=1
pmn||xn − sR(um +Hmz)− d||2 + γzTΛ−1K z, (12)
where Θ = (z, ρ, σ2), pmn = p(m|xn; Θ¯), and NP =
∑N
n=1
∑M
m=1 pmn. We used the Tikonov regularizer
zTΛ−1K z as a regularization term to avoid searching for extreme shapes, where γ > 0 is a parameter that
controls the search space of z. We note that this regularization is interpreted as a smooth displacement field
because the resulting transformed shape becomes increasingly similar to the mean shape as γ increases, i.e., the
neighboring points move coherently. The prior shape information in our approach is therefore a combination
of the statistical shape model, the similarity transformation, and motion coherence.
Outlier distribution and matching probabilities
We note that the outlier distribution poutlier(xn) included in the mixture model defined as Eq. (4) is an
arbitrary choice according to applications. For example, poutlier(xn) can be removed from the mixture model
if no outliers exist in the target point set. To register point sets with outliers, we use a D-dimensional uniform
distribution defined as
poutlier(xn) = 1/S, (13)
where S is the volume of the region in which outliers can be generated. The volume S is of course unknown
and we therefore use the minimum-variance unbiased estimator of the D-dimensional uniform distribution as
an estimate of the volume S, which is estimated from the target point set X.
In this setting of the outlier distribution, the posterior matching probability pmn = p(m|xn; Θ¯), which is
defined as Eq. (8), is reformulated as
p(m|xn; Θ¯) =
exp
(− 12σ2 ||xn − ym||2)
c+
∑M
m′=1 exp
(− 12σ2 ||xn − ym′ ||2) , (14)
where ym = TDLD(um; θ¯) and c = (2piσ2)D/2 ω1−ω MS . We also note that the computation of the matching
probabilities can be prohibitive if M and N are relatively large. The acceleration of this bottleneck computation
will be discussed in Section 2.4.
Optimization
Based on the theory of the EM algorithm, a solution to the point set registration problem is obtained by
iterating the following procedure: (i) updating the posterior probability pmn = p(m|xn; Θ¯), (ii) finding the Θ∗
that minimizes the Q-function for Θ given the current estimate Θ¯, and (iii) replacing the given parameter set
Θ¯ with the minimizer Θ∗ of the Q-function. Because the analytic solution Θ∗ is unavailable, we divide the
optimization procedure (ii) into three steps:
(a) Optimization of shape parameter z and translation vector d given (s,R, σ2),
(b) Optimization of location parameter ρ = (s,R, d) given (z, σ2),
(c) Optimization of residual variance σ2 given (z, ρ).
For each step, it is possible to find the exact minimizer of the Q-function given corresponding fixed parameters.
For steps (a) and (c), the exact minimizers are obtained by taking partial derivatives of QDLD, and equating
them to zero. For step (b), QDLD must be optimized under the orthonormality condition R
TR = ID as R is a
rotation matrix. This constrained optimization problem can be analytically solved by using the result reported
in [64, 65].
The mean shape u and shape variations H are updated in step (b) after updating the scale parameter s
and the rotation matrix R because u and H are dependent on the coordinate system in which the statistical
shape model is defined. Translation vector d is updated in both (a) and (b) of the M-step to find a better
approximation of the exact minimizer Θ∗ in a heuristic manner. The residual variance σ2 can be estimated
in the same manner as in the general case of the GMM-based registration, and thereby, the automatic radius
control in the GMM is retained.
Adaptive control of the smoothness of a displacement field
The choice of parameter γ, defined in Eq. (7), is crucial to performing accurate registration because γ controls
the smoothness of a displacement field. If γ is excessively large, the shape deformation is less affected by the
target point set and tends to be more conservative. On the contrary, if γ is excessively small, the registration
often fails as the displacement field becomes less smooth and the optimization tends to be stuck in local
minima. To relax the difficulty in choosing an appropriate γ, we adopt an optional search strategy based
on the adaptive control of γ; we initially set γ to a moderately large value, and if the optimization process
approaches convergence, we set it to zero or a value close to zero. The rationale of this approach is to register
two point sets in a hierarchical manner; the average shape is deformed globally and conservatively in the early
stage of the optimization, and is deformed more locally and flexibly near the convergence.
2.4 Linear time algorithm
We show that the computational cost of one step of the EM optimization described in the previous subsection
can be reduced to linear, i.e., O(M + N). The bottleneck of the EM optimization is the computation of
matching probabilities pmn for all m = 1, · · · ,M and n = 1, · · · , N ; the na¨ıve computation requires O(MN)
computation. The key to reducing the computational cost is to use the Nystro¨m method [66], which avoids
the direct evaluation of all the matching probabilities. The resulting linear time algorithm that we propose is
shown in Figure 1.
Key observations for reducing the computational cost
Here, we summarize the idea for reducing the computational cost of the EM optimization. Suppose KY X ∈
RM×N is a Gaussian affinity matrix, the mnth element of which is defined as kmn = exp{−||xn − ym||2/2σ2}.
Key observations for reducing the computational cost are listed as follows:
• All computations related to matching probabilities P = (pmn) in the M-step of the EM algorithm can be
expressed as one of the products P1N , P
T 1M , and PX.
• The computations of P1N , PT 1M , and PX can be replaced by the products related to KXY .
• The matrix-vector products related to KY X can be calculated in O(M +N) time by using the Nystro¨m
method.
• All matrices of size M ×M and MD×MD, e.g., d(q), d(P1N ), d(PT 1M ), P and IM , are diagonal, and
their products can be computed in O(M) time.
The first observation is obtained by solving the optimization subproblems for the M-step and factoring out
P1N , P
T 1M , and PX from each term of their solutions, as shown in the Algorithm 1. The fourth observation
is easily obtained by avoiding the evaluation of off-diagonal elements in the diagonal matrices. The number of
nonzero elements of each diagonal matrix is at most M , and thereby, the computational cost of evaluating the
products related to the diagonal matrices is O(M). We next see how the second and third observations are
obtained.
Computation via the Gaussian affinity matrix
The second observation is guaranteed by [12]. In the same manner as the CPD, the products P1N , P
T 1M ,
and PX can be replaced by the matrix-vector products related to the Gaussian affinity matrix KY X as the
Algorithm 1: Dependent Landmark Drift (Linear time algorithm)
· Input: X = (x1, · · · , xN )T , u = (uT1 , · · · , uTM )T , H = (HT1 , · · · , HTM )T , ΛK , ω ∈ (0, 1), γ > 0.
· Output: Y = (y1, · · · , yM )T .
· Initialization:
v(Y ) = u, S = volume(X), σ2 =
1
NMD
{
Mtr(XTX)− 2(1TMY XT 1N ) +Ntr(Y TY )
}
.
· EM optimization: repeat until convergence.
- E-step: calculate P1N , P
T 1M , and PX using the Nystro¨m method.
(a) Calculate KY Y ,K
−1
V V ,KV X using the random samples V ⊂ X ∪ Y without replacement s.t.
KY X ≈ KY VK−1V VKV X ,
(b) Calculate P1N , P
T 1M , and PX.
q = 1N ./(K
T
Y X1M + c1N ), P
T 1M = 1N − cq, P1N = KY Xq, PX = KY Xd(q)X,
- M-step: update z, s,R, d,u,H, Y and σ2.
(a) Update shape parameters z, translation vector d, and shape Y .
NP = 1
T
MP1N , P = d((P1N )⊗ 1D), xP = v(PX), uP = Pu,
HP = N
−1
P (1
T
M ⊗ ID)PH, xP = N−1P XTPT 1M , uP = N−1P UTP1N ,
z =
{
HTPH−NPHTPHP + γΛ−1K
}−1{
HT (xP − uP )−NPHTP (xP − uP )
}
,
d = xP − uP −HP z, v(Y ) = u + Hz + 1M ⊗ d, yP = N−1P Y TP1N .
(b) Update location parameters (s,R, d), shape model (u,H), and shape Y .
X˜ = X − 1NxTP , Y˜ = Y − 1MyTP , A = (PX˜)T Y˜ , compute SVD of A = ΦLΨT ,
R = Φd(1, · · · , 1,det(ΦΨT ))ΨT , s = tr(ATR)/tr(Y˜ Td(P1N )Y˜ ), d = xP − sRyP ,
u← s(IM ⊗R)u, H← s(IM ⊗R)H, Y ← sY RT + 1MdT .
(c) Update residual variance σ2.
σ2 =
1
NPD
{
tr(XTd(PT 1M )X)− 2tr(Y TPX) + tr(Y Td(P1N )Y )
}
.
Figure 1: Linear time algorithm for registering mean shape u and point set X. The notation d(·) denotes the
operation for converting a vector into a diagonal matrix, det(·) denotes the determinant of a square matrix,
and v(·) denotes the operation for converting a matrix into a vector in the row-major order. The mean shape
u is also denoted by the matrix notation U = (u1, · · · , uM )T , i.e., u = v(U). Furthermore, 1M and 1N denote
column vectors of all 1s of size M and N , respectively. The identity matrices of size M and D are denoted by
IM and ID. The symbols “←” and ⊗ denote the substitution and the Kronecker product, respectively.
definitions of the products P1N , P
T 1M , and PX are exactly the same as those of the CPD except for the
definition of the outlier distribution. Suppose q ∈ RN is the vector defined as
q = 1N ./(K
T
Y X1M + c1N ),
where “./” denotes element-wise division and c = (2piσ2)D/2 ω1−ω
M
S is a constant. Then, the matrix-vector
products P1N , P
T 1M , and PX can be reformulated by using KY X and q as follows:
PT 1M = 1N − cq, P1N = KY Xq, PX = KY Xd(q)X, (15)
where d(·) denotes the operation for converting a vector into a diagonal matrix. That is, all the products in the
bottleneck computations P1N , P
T 1M , and PX can be computed through the products related to KXY . We
note that the matrix-matrix products KY Xd(q)X can be expressed as the sum of the matrix-vector products
related to KY X as follows:
KY Xd(q)X =
D∑
d=1
KY X(q ◦ x(d)),
where “◦” denotes element-wise product and x(d) is the dth column of X. Therefore, if the matrix-vector
products KTY Xa and KY Xb for arbitrary vectors a ∈ RM and b ∈ RN are computed in O(M +N) time, all the
bottleneck computations P1N , P
T 1M , and PX can also be computed in O(M +N) time.
Nysto¨m approximation for reducing the computational cost
We then proceed to the third observation. The matrix-vector products KTY Xa and KY Xb can be approximated
inO(M+N) time by using the Nysro¨m method [66], which is a technique of generating a low-rank approximation
of a Gram matrix without its eigendecomposition in a computationally efficient manner. The Gaussian affinity
matrix for all points in the combined point set X ∪ Y is a Gram matrix, and thereby, the Nystro¨m method
is applicable to the approximation of its submatrix KY X . Suppose V is the set of points that is randomly
chosen L times from the combined point set X ∪ Y without replacement. Based on the theory of the Nystro¨m
method, the Gaussian affinity matrix KY X can be approximated as follows:
KY X ≈ KY VK−1V VKV X , (16)
where KY V ∈ RM×L, KV V ∈ RL×L, and KV X ∈ RL×N are the Gaussian affinity matrices between Y and V ,
for the subset V itself, and between V and X, respectively. Therefore, if the number of sampled points L is
much less than N and M , the approximation of the products KTY Xa or KY Xb can be efficiently calculated by
evaluating matrix-vector products on the right-hand side of the following equations
KTY Xa ≈ KTV XK−1V VKTY V a,
KY Xb ≈ KY VK−1V VKV Xb, (17)
from right to left. The computational costs of evaluating the right-hand side equations are O(DL(M + N) +
L3 + DL2); i.e., O(M + N) if we assume that L and D are constants. One issue of using the Nystro¨m
method is the trade-off between speed and accuracy; setting L to a small value leads to fast but less accurate
computations. Therefore, if the residual variance σ is sufficiently small, we directly evaluate Eqs. (15), reducing
the computational cost by ignoring the points that are sufficiently distant from the mean point of a Gaussian
function. The points that lie within a small distance from the mean point can be efficiently found by using the
KD tree search.
Total computational cost of the EM algorithm
The computations of the remaining terms in Algorithm 1 can be evaluated in O(M+N) time. The product PX˜
in Algorithm 1 is computed in O(M +N) time because PX˜ = PX− (P1N )xTP . Furthermore, the initialization
step requires O(M + N) computations because 1TNXY
T 1M can be computed by evaluating matrix-vector
products of the right-hand side equation from left to right. Therefore, the total computational cost of the
initialization and one iteration of the EM algorithm is proportional to M +N .
Figure 2: Optimization trajectories for a body shape (top) and a face (bottom) with missing regions. The
points in the target shapes and deformed shapes are colored blue and red, respectively. The leftmost column
shows the initial point sets, and the optimization proceeds from left to right.
We also note that the Nysro¨m method is typically faster than the improved fast Gauss transform [67], a more
conventional technique for reducing the computational cost of evaluating the matching probabilities. The IFGT
is the method for accelerating the sum of Gaussian functions by using the truncated Taylor series expansion.
An issue with the IFGT is that its computational cost depends on the radius of the Gaussian functions; the
modified IFGT algorithms that are practically faster than the original version require direct computation,
i.e., O(MN) computation, in a worst-case scenario [68, 69]. If we use the IFGT as an alternative method
for speeding up the E-step, direct computation cannot be avoided because the radius, which corresponds to
residual variance σ2 in our method, gradually decreases as the optimization proceeds. On the contrary, the
computational cost of the Nystro¨m method is unaffected by the radius of the Gaussian function, and is always
O(M +N) during the optimization.
3 Experiments
In this section, we report the registration performance and the computational time of the proposed algorithm.
The registration performance will be tested through experimental comparisons with supervised learning ap-
proaches for 3D examples and unsupervised learning approaches for 2D examples. The supervised learning
approaches we compared were GMM-ASM [42] and an ICP method motivated by [52, 21, 50], whereas the un-
supervised ones were CPD [12] and TPS-RPM [6] for which the authors of the papers distributed high-quality
implementations. The time taken for computing pairwise matching probabilities for the two approximation
methods, the Nystro¨m method [66] and the IFGT [67, 69] will be compared with the direct computations.
3.1 Datasets and training statistical shape models
We used and the FLAME dataset [49] and the SCAPE dataset [37] as 3D examples and the IMM hand and
face datasets [17] as 2D examples. The SCAPE dataset includes 71 human body shapes with different body
postures, each of which is composed of 12,500 points. The ground truth data for point-by-point correspondence
were provided for all 71 point sets. The FLAME dataset constitutes time-lapse 3D face models with various
facial expressions for 10 people. The number of face models included in the dataset is 46,905, and each face
model is composed of 5,023 points with point-by-point correspondence. Among them, we randomly extracted
950 faces without considering the differences in facial expressions and human identities. For each face model,
we used 3,929 points obtained by removing 1,094 points corresponding to eyeballs to visualize the point sets
Figure 3: Resulting deformed shapes for five bodies with different body postures obtained from the SCAPE
dataset. The left four figures show success examples and the rightmost figure shows a failure example.
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Figure 4: The performance comparison between the DLD without the pre-alignment (top) and the GMM-ASM
with the pre-alignment (bottom). The number shown in each square represents the number of successes for
71 different body postures, obtained from the SCAPE dataset. Each trial was conducted in a leave-one-out
manner. The position of the square represents the rigid transformation added to the 71 body postures.
around the eyes clearly. For IMM datasets, each human hand and face is composed of 56 and 58 points. The
points in the shapes were correspondent across all shapes for each dataset. The number of shapes in the hand
dataset was 40, and the face dataset consisted of 240 shapes, i.e., six faces with different angles per person for
40 different people.
As mentioned in the previous section, the effects of scale, rotation, and translation are typically removed
from the training data to learn the statistical shape model. Therefore, we pre-processed the shapes in the
original datasets as follows: For each dataset, we first calculated the mean shape as the sample average of all
shapes. We then constructed training data by computing shapes with the best rigid alignment with the mean
shape. Note that, from Result 7.1 described in [62], it is possible to find the best rigid transformation to match
two shapes, i.e., two point sets with point-by-point correspondence. For the SCAPE and FLAME datasets, we
repeated the computation process of the mean shape three times to improve the quality of the mean shape.
Finally, for each body shape, we multiplied the scale factor to normalize the size of the mean shape for more
interpretable experimental results. The scale factor was obtained by setting the volume of the cuboid that
envelopes the mean shape to one. For the SCAPE and IMM datasets, the statistical shape model required
for the registration was trained in a leave-one-out manner, i.e., one for a validation point set and the others
for training shapes. For the FLAME dataset, we used 900 shapes as a training dataset and the remaining 50
shapes as a test dataset.
3.2 Application to the SCAPE dataset
Here, we report the applications to the SCAPE data set, which is composed of 71 human bodies with various
body postures. The primary purpose of the applications is to compare (1) the registration accuracy of the
DLD with that of the GMM-ASM [42], and (2) the CPU times of the DLD with or without the acceleration
by the approximation techniques. Throughout the applications to the SCAPE dataset, we use the common
parameters (K,ω, γ) = (70, 10−4, 10−4).
We first report the application to several human body shapes for the demonstration purpose. To demon-
strate the robustness against missing regions, we generated a point set by removing 2,000 points from the
legs and 2,000 points above the shoulder. The number of points used in the Nystro¨m method was set to 500.
Figure 2 shows the progress of the optimization for human body No. 1 with missing regions. In this figure, each
optimization proceeds from the left to the right. The DLD algorithm succeeded in the registration for the body
shape with missing regions, suggesting that it has robustness against missing regions. Figure 3 shows typical
examples of success trials and a failure trial for different body postures. These examples suggested that our
algorithm worked effectively for different body postures without any extra information such as colors, surface
normal, and human body articulation. However, the examples also suggested that the registration error could
not always be removed.
Performance comparison
We compared the registration accuracy of the DLD algorithm with that of the GMM-ASM [42]. By this com-
parison, we aim at quantifying the improvement in the registration performance, originating in two differences
between the methods: (1) the simultaneous optimization of the shape and location parameters and (2) the
adaptive control of the smoothness of the displacement field. To this aim, the comparison with the GMM-ASM
is reasonable because the DLD algorithm is the same as their method except for the above two differences and
the acceleration by the Nystro¨m method.
To evaluate the robustness against the similarity transformation, we generated target point sets by adding
combinations of the rotation and translation to each body shape. We changed the rotation angle from −pi/3
to pi/3 at intervals of pi/15 and changed the translation distance from −0.5 to 0.5 at intervals of 0.1. The
maximum translation distance corresponds to roughly one-fourth of the height for the mean shape. For the
GMM-ASM, the mean shape was initially aligned to each body shape by using the rigid CPD [12] to minimize
the disadvantage in the definition of the transformation model. Here, we used the IFGT with error bound 10−6
as an alternative accelerating method for both methods to avoid the effect of randomness, originating in the
random sampling scheme in the Nystro¨m method. Figure 4 shows the number of successes for each combination
of a rotation and a translation. A trial was defined as a success if the maximum distance between a point in
a deformed shape and the corresponding point in a target shape was less than 0.15. In comparison with the
GMM-ASM, the DLD was robust against both the rotation and translation; further, the effect of the translation
was quite small. On the contrary, the GMM-ASM was less robust especially against the translation despite of
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Figure 5: Comparison of the CPU time among the direct computation (black), the IFGT (blue), and the
Nystro¨m method (red).
the fact that the pre-alignment by the rigid CPD was conducted before fitting the SSM. This result shows that
the two differences between these methods contributed to the improvement in the registration accuracy.
Computational time
We measured the CPU time of the proposed algorithm using the human body No. 1 in the SCAPE dataset and
the average shape calculated for the dataset. To evaluate the scalability of the DLD algorithm, we generated
10 pairs of point sets with the same numbers of points by randomly sampling 1250, 2500, · · · , 12,500 points
without replacement from the target point set and the average shape. We used a MacBook Pro (Retina 15-inch,
Early 2013, OS X El Capitan 10.11.6) with a 2.4 GHz Intel Core i7 and 16 GB RAM as our computational
environment. We implemented the DLD algorithm in the C language, and used GCC 6.0 as a C compiler.
We compared the direct method for computing the pairwise probability with two approximation methods: the
IFGT [67, 69] and the Nysto¨m method [66]. The IFGT was implemented according to the technical paper [69],
and the IFGT error bound was set to 10−6. The number of points used for the Nystro¨m method was set to 500.
We stopped the computation if the improvement of the log-likelihood during one iteration of the EM algorithm
was below 10−4. Figure 5 shows the resulting CPU times for the three methods. For the point sets with 1,250
points, the CPU times for the Nystro¨m method, the IFGT, and the direct computation were 5.19, 8.56, and
5.41 s, respectively. For the point sets with 12,500 points, i.e., the most severe condition, the CPU time for
the Nystro¨m method was 105.4 s, which was 12.2 times faster than the direct computation and 5.6 times faster
than the IFGT. From the figure, we observe that the direct computation was over-linear. We also observe that
the IFGT was slightly over-linear, suggesting that the direct computation included in the IFGT framework was
used during the optimization. The computational time of the Nystro¨m method was linear, which is consistent
with the analysis of the computational cost described in the previous section.
3.3 Application to the FLAME dataset
We report the applications to the FLAME dataset, which constitutes time-lapse 3D face models with various
facial expressions. To evaluate the registration accuracy of the proposed method, we implemented an ICP-based
method motivated by [52, 21, 50] as a competitor. The method we implemented as a competitor is summarized
as follows: (1) the energy function is defined on the basis of the theory of a scaled Geman-McClure estimator,
(2) the transformation model is the same as that of the proposed method, i.e., TDLD, and (3) the shape
and location parameters are optimized by updating them and the matching weight alternatively. The energy
Figure 6: The difference in the optimization trajectory between the DLD and the Geman-McClure estimator:
the face models before the registration (top), the deformed shapes after one step of the optimization by the
Geman-McClure estimator (middle) and the DLD (bottom). The target point sets and the source point sets
are colored blue and red, respectively. The columns of the figure show the face models rendered at different
camera positions.
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Figure 7: The performance comparison between the DLD (top) and the Geman-McClure estimator (bottom).
The number shown in each square represents the number of successes for 50 different 3D face models, extracted
from the FLAME dataset. The position of the square represents the rigid transformation added to the 50 face
models.
function is formally defined as follows:
E =
N∑
n=1
M∑
m=1
gmn||xn − TDLD(um; θ)||2 + µ(√gmn − 1)2
where gmn =
(
µ
µ+||xn−ym||2
)2
is the matching weight between ym and xn, and µ is a parameter that controls
the range within which residuals have a significant effect on the energy function. Figure 6 shows the apparent
difference in the optimization trajectories for the DLD and the Geman-McClure estimator. For the DLD, the
mean shape was shrunk and largely translated after one step of the optimization because of the automatic
radius control. On the contrary, for the Geman-McClure estimator, the mean shape was not shrunk, and the
translation distance was considerably small after one step of the optimization. The complete optimization
trajectories are available in Supplementary Video 2.
To evaluate the robustness against the similarity transformation of target point sets, we added the com-
binations of the rotation and translation in a similar manner as the applications to the SCAPE dataset. We
changed the rotation angle from −2pi/3 to 2pi/3 at intervals of 2pi/15 and the translation distance from −1.0
to 1.0 at intervals of 0.2. The maximum translation distance 1.0 roughly corresponds to the length of the
average face. We used the parameters (K,ω, γ) = (20, 10−8, 10−4) for the DLD and (K,µ) = (20, 10−4) for the
Geman-McClure estimator.
Figure 7 shows the result of the comparison. Here, a trial was defined as a success if the maximum distance
between a point in a deformed shape and the correspondent point in the target shape was less than 0.05. The
DLD was more robust against both the rotation and translation than the Geman-McClure estimator, and the
success rate was nearly 100 % if the rotation angle was less than or equal to 2pi/5. We note that the success
rate sharply dropped to 0 %. This was because the DLD tried to register point sets upside-down when the
rotation angle was greater than or equal to 3pi/5. The Geman-McClure estimator was also robust against the
rotation and translation. The registration accuracy was, however, relatively less than the DLD.
3.4 Illustrative results for 2D datasets
To test the robustness of our approach, we generated four types of target point data for hand No. 6 in the
IMM hand data. The top row in Figure 8 shows the correct target shapes, i.e., hand No. 6 in the IMM dataset,
and the second row shows target point sets, which represent hand No. 6 with four types of modifications:
(a) replication of target points with dispersion, (b) deletion of target points, (c) addition of outliers, and (d)
rotation of the whole shape. Here, we used hand No. 6 selected from the original dataset as a validation point
set instead of the pre-processed one for training a statistical shape model, to prevent the test problem from
becoming too easy. The red points shown in figures of the third row are the initial hand shapes to be deformed,
i.e., the mean shape of the hands, before optimization.
Choice of parameters
For all four target point sets, we fixed K and γ, which are the parameters of the DLD, to K = 10 and γ = 10−3.
On the contrary, we used the remaining parameter ω = 0.01 for (a), (b), and (d) and ω = 0.30 for (c) as outliers
were included in (c), but not included in (a), (b), and (d). For CPD and TPS-RPM, we used the software
distributed by the authors of CPD and TPS-RPM with their default parameters. For the DLD, we used 39
hand shapes as training data with target hand shape No. 6 removed.
Results
The fourth, fifth, and sixth rows in Figure 8 show the results of registrations using the DLD, CPD, and TPS-
RPM algorithms, respectively. The DLD yielded the best registration for all data. For all hand shapes deformed
by CPD and TPS-RPM, images of all fingers except the thumb were rendered thinner than those of the true
target shape, suggesting the weakness in assuming only a smooth displacement field as prior shape information:
a point was forced to be displaced coherently with its neighboring points, even for a different finger. For data
(a), all methods roughly recovered the true target shape, whereas thinner fingers were observed for the CPD
and TPS-RPM. For data (b), the DLD recovered the missing points correctly. On the contrary, the CPD and
TPS-RPM did not recover the missing points, and the thumb and all fingers were rendered shorter in their
results than in the true target shapes. This suggests a weakness in the computation of the missing regions.
True shape
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Initial Shape
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Figure 8: Applications of DLD, CPD, and TPS-RPM to hand No.6 with four types of modification: (1)
replication of points with dispersion, (2) deletion of points, (3) addition of outliers, and (4) rotation of the
whole shape.
This weakness originates from assuming only a smooth displacement field: source points moved much more
coherently as the target points did not exist near them. For data (c), the DLD found the true target shape,
whereas the deformed shapes generated by CPD and TPS-RPM were close to the mean shape rather than the
true target shape. For data (d), all methods roughly recovered the true target shape, whereas thinner fingers
were observed in results for the CPD and TPS-RPM. The DLD succeeded in recovering the true hand shape.
3.5 Comparison of registration performance in 2D cases
To evaluate the registration performance of the DLD more precisely, we compared the DLD, CPD, and TPS-
RPM using the same IMM hand dataset and the IMM face dataset under various conditions. As the true target
shapes to be estimated, we used hand No. 6 and face 22-4f shown in the first row of Figure 9. For the IMM
hand dataset, we used 39 hand shapes with hand No. 6 removed from all 40 shapes as a set of training data
for the DLD, whereas 234 face shapes, with all six faces of human No. 22 removed, were used as the other set
of training data for the DLD.
Generating validation datasets
As in the experiment in the previous subsection, we generated four types of target data for hand No. 6: (a)
20-time replication of target points with dispersion, (b) random deletion of target points, (c) addition of outliers
that follow uniform distributions, and (d) rotation of the whole shape. In generating the four types of target
data, we changed the following data generation parameters: (a) standard deviation of the Gaussian distribution
for replicating target points, (b) missing rate, (c) signal-to-noise ratio, and (d) rotation angle. To repeat the
experiments and reduce the influence of randomness on registration performance, we generated target point
sets 20 times for (a), (b), and (c) in the same setting. For (d), a single set of target points was generated for
each rotation angle, since there is no randomness in the case of rotation.
Definition of registration accuracy
The DLD, CPD, and TPS-RPM were applied to each target data item, and the registration accuracy was
calculated for each. For target data (a), (b), and (c), the average and standard errors in the registration
accuracy were calculated. Registration accuracy was defined as the rate of correct matching between a true
target shape and a deformed mean shape following registration. More formally, it was defined as follows:
Accuracy =
#points with correct matching
#points in the mean shape
.
Point-by-point correspondence to compute registration accuracy was estimated using the nearest-neighbor
matching between the deformed mean shape and the true target shape, i.e., the shape before modifications
such as deletion of points or addition of replicated points and outliers.
Choice of parameters
We used the default parameters for the CPD and TPS-RPM implemented in their software. For the DLD, we
fixed the number of shape variations to K = 10 for the hand dataset and K = 30 for the face dataset. We set
the parameter of the DLD ω to 0.01 for (a), (b), and (d), whereas it was set to 0.30 for (c) because the former
datasets did not include outliers and the latter included outliers. We changed the parameter of the DLD γ to
5.0 × 10−3, 1.0 × 10−3, and 5.0 × 10−4 without the adaptive control of γ to investigate the influence of γ on
registration performance.
Results
The second row in Figure 9 shows the results of a comparison between target shapes and replicated target
points. The x-axis represents the standard deviation of replicating target points whereas the y-axis shows
registration accuracy. For the hand datasets, the registration performance of DLD was insensitive to the
regularization parameter γ and the DLD outperformed the CPD and TPS-RPM in almost all cases. For face
datasets, the DLD with γ = 5.0 × 10−3 achieved the best registration performance, whereas the DLD with
γ = 5.0× 10−4 was less accurate than the CPD.
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Figure 9: Comparisons of registration performance among DLD, CPD, and TPS-RPM using hand No. 6 in
the IMM hand dataset (left), and face 22-4f in the IMM face dataset (right) with four types of modification:
(1) replication of points with dispersion, (2) deletion of points, (3) addition of outliers, and (4) rotation of the
whole shape.
The results for target shapes with random missing points are shown in the third row of Figure 9. The x-axis
represents the missing rate and the y-axis registration accuracy. The DLDs with γ = 1.0× 10−3 and 5× 10−4
were the most stable for the target shapes, and they outperformed CPD and TPS-RPM in nearly all cases. On
the contrary, the DLD with γ = 5× 10−3 was moderately less accurate than CPD for the hand dataset. This
suggests that a γ that is too large may, in some cases, reduce registration accuracy because of the large bias
originating in the prior shape information.
The fourth row in Figure 9 shows the results for target shapes with outliers following a 2D uniform distribu-
tion with x1 ∈ [0.0, 1.2] and x2 ∈ [0.0, 1.2] for the hand dataset and that with x1 ∈ [0.2, 1.0] and x2 ∈ [0.0, 0.8]
for the face dataset. The x-axis of each figure represents the signal-to-noise ratio and the y-axis represents
registration accuracy. The DLD achieved the best registration performance for both datasets in nearly all cases,
showing its robustness against outliers. When the signal-to-noise ratio was 0.1, the DLD was less accurate than
the CPD and TPS-RPM. This suggests that an inappropriate choice of noise probability ω reduces registration
accuracy.
The fifth row in Figure 9 shows the results for rotated target shapes. The x-axis and the y-axis represent
the rotation angle and registration accuracy, respectively. For the hand dataset, the registration accuracy of
TPS-RPM was considerably stable and was unaffected by the rotation angles, at least in the range [−pi/3, pi/3].
For the face dataset, the DLD achieved the best performance in nearly all cases, suggesting its robustness to
the rotation.
4 Conclusion
Many existing algorithms for solving point set registration problems employ the assumption of a smooth
displacement field, that is, the local geometry of the point set is preserved. Because of this assumption,
registration problems are elegantly solved by these algorithms in various cases. This means that the registration
performance can be improved using prior shape information instead of sacrificing the applicability of the
algorithms. In this paper, we proposed a novel point set registration algorithm based on a Gaussian mixture
model. We used a PCA-based statistical shape model to encode prior shape information, which was combined
with the assumption of a smooth displacement field. The proposed algorithm works effectively if the target
point set is rotated as location parameters corresponding to a similarity transformation are simultaneously
estimated in addition to shape deformation. Our algorithm is also scalable to large point sets because of the
presence of a linear-time algorithm, which was verified through the application to the SCAPE dataset. To
evaluate the registration performance of the proposed algorithm, we compared it with the supervised learning
approaches, the GMM-ASM and an ICP with the Geman-McClure estimator using the SCAPE and FLAME
datasets. We also compared it with the the unsupervised learning approaches, CPD and TPS-RPM using the
IMM hand dataset and the IMM face dataset with four types of modifications: replication of target points
with dispersion, random deletion of target points, addition of outliers, and rotation of the entire shape. The
proposed algorithm outperformed the GMM-ASM, an ICP-based method with the Geman-McClure estimator,
CPD and TPS-RPM in almost all cases, showing its effectiveness for various types of point set registration
problems.
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Appendix
List of notations
• N : the number of points in the target point set.
• M : the number of points in the source point set (or the mean shape).
• D: the dimension of the space in which point sets are embedded.
• K: the number of shape variations in a statistical shape model.
• L: the number of points to be sampled for the Nystro¨m approximation.
• X = (x1, · · · , xN )T ∈ RN×D: the target point set, where the nth point of which is denoted by xn ∈ RD.
• Y = (y1, · · · , yM )T ∈ RM×D: the source point set, where the mth point of which is denoted by ym ∈ RD.
• U = (u1, · · · , uM )T ∈ RM×D: the matrix notation of the mean shape, where the mth point of which is
denoted by ym ∈ RD.
• u = (uT1 , · · · , uTM )T ∈ RMD: the vector notation of the mean shape.
• H = (h1, · · · ,hK) ∈ RMD×K : the shape variation matrix, where hk ∈ RMD is the kth leading shape
variation.
• z = (z1, · · · , zK)T ∈ RK : the weight vector corresponding to K shape variations.
• σ2: the residual variance of a Gaussian distribution that constitutes the Gaussian mixture model.
• ω: the outlier probability.
• γ: the regularization parameter for controlling the smoothness of the displacement field.
• NP : the effective number of matching points in the target point set.
• T (ym; θ): a transformation model for mapping a source point set Y to a target point set X where θ is a
set of parameters that characterizes the transformation.
• ρ = (s,R, d): the parameter set that defines the similarity transformation, where s is the scaling factor,
R ∈ RD×D is the rotation matrix, and d ∈ RD is the translation vector.
• Θ = (θ, σ2): the whole parameter set of a Gaussian mixture model.
• P = (pmn) ∈ RM×N : the probability matrix, the mnth element of which is the posterior probability that
xn matches ym (or um).
• S: the volume of the region in which outliers can be generated.
• V : the sampled point set from the combined point set Y ∪X for the Nystro¨m approximation.
• KY X = (kmn) ∈ RM×N : the Gaussian affinity matrix between point sets Y and X, where kmn =
exp(−||ym − xn||2/2σ2).
