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В. М. Воронин, С. В. Курицин
Латентный семантический анализ и понимание текста
обучение пониманию текстов является одной из самых важных за‑
дач, по ставленных перед современным образованием, которое направ‑
лено на развитие способностей мышления, выработку практических 
навыков, изучение процедур и технологий, формирование базовых ком‑
петенций. Умение адекватно вос принимать, осмыслять и в результате по‑
нимать прочитанное является важней шим компонентом образовательно‑
го процесса.
Проблема оценивания результатов понимания до настоящего време‑
ни яв ляется малоизученной1. Это положение отмечается и в «Концепции 
образова тельной области “Филология”» (2000), где сказано: «До сих пор 
не выработаны научно обос нованные критерии оценки знаний, умений и 
навыков учащихся…» несмотря на появление систем оценивания, осно‑
ванных на критериях правильного вы полнения текстового задания (еГЭ 
и др.), массовая школьная практика оцени вания результатов понимания 
текста остается рутинной. 
Компьютерное тестирование знаний становится на сегодняшний 
день все более актуальной и широко распространенной технологией 
оценки качества знаний обучающихся. наряду с такими достоинствами 
как относительная про стота технической реализации, высокая степень 
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автоматизации и минимизация затрат времени на проведение процедуры 
тестирования опыт практического ис пользования этой технологии позво‑
ляет говорить о следующих проблемах: 
1. в большинстве из широко распространенных компьютерных си‑
стем те стирования используются вопросы, основанные на прямом срав‑
нении ответа ученика с заранее заданным вариантом правильного ответа. 
такие тесты подходят для проверки фактологических знаний и понима‑
ния концептуальных связей, для косвенной проверки практических на‑
выков решения задач в определенной предметной области. При этом, 
однако, оказываются недоступны для оценива ния дискурсивные аспекты 
знания, связанные со способностью тести руемого практически демон‑
стрировать свои знания и умения в рассуждениях, дискуссиях, ответах на 
вопросы собеседников. 
2. Практически невозможно проводить автоматическое тестирова‑
ние твор ческих способностей обучающихся, например, в рамках гумани‑
тарных специ альностей.
3. наличие правильного варианта ответа на вопрос не исключает 
возможность простого угадывания или нахождения правильного ответа 
по принципу исключения. 
решение отмеченных проблем в настоящее время связывается с 
компью терной лингвистикой и технологиями искусственного интел‑
лекта.
на наш взгляд, продуктивным является привлечение метода латентно‑
се мантического анализа (LSA) для преодоления ограничений тестового 
контроля по выборочному методу2. Этот метод позволяет извлекать кон‑
текстно‑зависимые значения слов при помощи статистической обработки 
больших на боров текстовых данных, и в его основе заложены принципы 
анализа главных компонентов, применяемых в создании искусственных 
нейронных сетей. сово купность всех контекстов, в которых встречается 
или не встречается данное сло во, задает множество обоюдных ограни‑
чений, позволяющих определить похожесть смысловых значений слов 
и множеств слов между собой. она позво ляет моделировать отдельные 
когнитивные и психолингвистические процессы у человека, и реализация 
его возможна на современных персональных компью терах. 
Для решения поставленной задачи необходимо было разработать 
компью терную программу — имплементацию алгоритма LSA и проте‑
стировать ее для русского языка, а также создать необходимый для рабо‑
ты программы корпус русского языка, репрезентирующий общие знания 
учащихся старших классов. 
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Экспериментальная апробация LSA в качестве инструмента оценки 
пони мания текстов проводилась нами на примере свободно конструируе‑
мых развер нутых ответов на понимание текстов двух видов — нарратив‑
ного и экспо зиторного.
Программа LSA (первоначально известная как «Латентное семан‑
тическое индекси рование» («Latent Semantic Indexing», LSI)) разрабаты‑
валась для решения задач по иска и извлечения информации (information 
retrieval) и представляет собой выделение из большой базы данных 
небольшого количе ства документов, релевантных заданному запросу. 
Предшествующие подхо ды к решению этой задачи включали в себя 
поиск по ключевым словам (keyword‑matching), удельный вес этих 
ключевых слов и векторную основу, изображающую наличие слов в до‑
кументах. LSA распространил векторную основу на декомпозицию на 
сингулярные значения перестройки базы (Singular Value Decomposition 
(SVD))3.
Хотя существуют некоторые вариации, но общий алгоритм работы 
LSA та ков4:
– сбор большого массива релевантного текста и разделение его на 
«доку менты». в большинстве случаев каждый параграф обрабатывается 
как отдель ный документ. такой подход основан на том, что информация 
внутри парагра фа имеет тенденцию быть логически связанной (когерент‑
ной) и последователь ной.
– создание смежной матрицы документов и термов. Клетка в этой 
матрице соответствует документу х и терму у и содержит коли чество раз, 
которое у встречается в х. терм определяется как слово, которое встре‑
чается более чем в одном документе, и при морфологическом поиске 
или другом морфологическом анализе не представляет собой попытки 
комбиниро вать различные формы того же слова.
если есть m термов и n документов, то такая матрица может быть 
рассмот рена как репрезентация, в которой существуют m‑мерный вектор 
для каждого документа и n‑мерный вектор для каждого терма.
– Уменьшение значения каждой клетки за счет эффекта от об‑
щих слов, которые встречаются во всем корпусе (т. е. от наиболее часто 
встречае мых слов в общем массиве текстовой информации). метод обще‑
го взвешивания — «логарифм энтропии» — базируется на теории инфор‑
мации (Information Theory), в которой значение повышается при полу‑
чении информа ции.
– SVD при помощи параметра k точно определяет желаемое число 
измерений. (в принципе, SVD рассчитывает ся со всеми измерениями и 
создает три матрицы, которые при перемножении дают исходные данные, 
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но соответствующее количество памяти, которое требу ется для такой опе‑
рации, слишком велико. Поэтому для решения данной задачи используют 
ал горитмы, оптимизированные для разреженного пространства данных, 
и подсчи тывают только наиболее значимые k измерения матриц.) резуль‑
тат описанного выше процесса — три матрицы. одна имеет k‑мерный 
вектор для каждого доку мента, другая — k‑мерный вектор для каждого 
терма в корпусе, третья — k‑сингулярные значения. Первые две матрицы 
определяют два различных вектор ных пространства, которые также от‑
личаются от пространства, определяемого исходной матрицей. 
LSA начинает процесс изучения с определения частоты встречаемо‑
сти слов в контекстах («документах»). LSA прочитывает текст в цифровой 
форме и определяет, когда и с какой часто той встречаются слова в каждом 
сегменте текста. если слова соответствуют когнитивным единицам, то 
необходимо опреде лить каждое слово как очень длинный вектор, содер‑
жащий вектор количества раз, когда слово появилось в каждом параграфе 
или документе. но известно, что данное решение неудовлетворитель‑
но: причина, по которой пропозицио нальные репрезентации занимают 
первое место в исследованиях процессов по нимания, такова, что слова 
не могут являться аналогами когнитивных единиц. итак, вместо прямо‑
го определения слов в термах документов (и документов в термах слов) 
LSA заменяет семантическое приближение, что радикально уменьшает 
измерение пространства. Это делается с помощью хорошо извест ной тех‑
ники декомпозиции матрицы на сингулярные значения. теорема, взятая 
из алгебры, гласит о том, что любая квадратная матрица M может быть 
разложена на три матрицы: M = A*D*A', где A и A' матрицы составляют 
собственный вектор (eigenvector) матрицы и D — диагональная матрица 
с собственными значениями (eigenvalues) (или син гулярными значения‑
ми) матрицы. в LSA нас интересуют не квадратные матри цы, а теорема, 
выведенная для неквадратных (non‑square) матриц. собственное значе‑
ние последовательно в термах их величины или важности. Умножение 
трех матриц приводит к возврату к исходной матрице. LSA отбрасыва‑
ет большинство собственных значений (и связанных с ним собственных 
векторов) и сохраняет только наибольшие, предъявляя 300 самых боль‑
ших. Перемноже ние трех матриц, таким образом, уменьшает и не вос‑
производит точно M, но приближает к оригинальной M. таким образом, 
это является значительным преимуществом. исходная матрица также со‑
держит множество информации о всех деталях и случаях употребления 
слова. Путем отбрасывания всех этих де талей мы сохраняем только сущ‑
ность значения каждого слова, это чистая се мантическая структура, ин‑
дифферентная к специфичным ситуациям. При таком конструировании 
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семантического пространства, как правило, в 300 измерений, каждое сло‑
во и документ исходной матрицы могут быть представлены как век тор. 
Более того, новые слова и документы могут быть вставлены в это про‑
странство и просчитаны с любым исходным вектором. есть различные 
способы сравнения векторов. рассмотрим в качестве примера один из 
них — он наиболее тесно связан с корреляцией: измерение связанности 
(relatedness) между векто рами — нахождение косинуса между векторами 
в многомерном семантическом пространстве. одинаковые векторы име‑
ют косинус равный 1, ортогональные векторы имеют косинус равный 0; 
противоположные векторы имеют косинус равный –1. например, слова 
«дерево» и «деревья» имеют cos = 0,85; слова «дерево» и «кош ка» су‑
щественно независимы (cos = – 0,01); «кошка» и «собака, преследую щая 
кошку» — cos = 0,36 (по данным W. Kintsch4).
макроединицы текста могут также быть представлены как векторы в 
LSA‑пространстве. Действительно, как только текст был проанализирован 
по его со ставляющим словам и пропозициям, вектор, репрезентирующий 
текст в целом, становится просто центроидом составляющих векторов. та‑
ким образом, макроструктура текста свободно создается на основе только 
что созданной микроструктуры текста (учи тывая, что соответствующие 
макроединицы ясно обозначены в тексте). следова тельно, макроединицы 
могут также принимать участие в процессе активации зна ния, в точности 
как слова или пропозиции. 
Как отмечалось выше, для апробации метода LSA в качестве 
инструмента рия оценки понимания необходимо было создать корпус 
русского языка и про грамму — имплементацию алгоритма LSA. русский 
корпус LSA, созданный для этого исследования, содержит документы, 
отражающие базовые знания средне статистического российского школь‑
ника, накопленные им к 11 классу. он включает в себя ли тературу, обяза‑
тельную к прочтению в рамках школьной программы, учебники по всем 
школьным дисциплинам до 11‑го класса, научно‑популярные, художе‑
ственные и фантастические книги, энциклопедии, газетные статьи, сце‑
нарии фильмов, стенограммы специализированных интернет‑форумов и 
т. д., т. е. ту информацию, которая, на наш взгляд, в достаточно большой 
степени репрезен тирует базовые знания учеников 11‑х классов. в целом 
корпус состоит из 71 267 документов (то есть параграфов), включает 
4 661 954 различных терминов (без применения стемминга, т. е. без воз‑
врата словам их исходных форм). размер ность корпуса была определена 
опытным путем в 337 измерениях. 
все вычисления мер LSA производились в специально разрабо‑
танной про грамме, использующей имплементацию алгоритма LSA. 
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Программа была напи сана на языке «с» для операционной системы 
«Microsoft Windows» и оптимизирова на для параллельных и распреде‑
ленных вычислений для процессоров компании «Intel».
Методы исследования
нами использовался LSA как процедура оценки семантиче ского 
подобия между пересказом и исходным текстом. Для целей этого иссле‑
дования способность LSA моделировать человеческие суждения о пере‑
сказе была проверена шестью различными способами. в литературе 
различа ются холистический (holistic) (H) и компонентный или аналити‑
ческий методы (componential) (C)5. Принципиальные различия, которые 
существуют между хо листическими и компонентными методами, осно‑
вываются на том, как они оце нивают пересказ. в то время как холисти‑
ческие методы обеспечивают полную оценку, основываясь на подобии 
пересказу исходному (глобальному) тексту, компонентные методы обе‑
спечивают оценку, вычисляя подобие между множе ственными компо‑
нентами пересказа (например, между предложениями, коге рентностью, 
дополнительными или главными темами).
согласно W. Foltz и др., каждый подход имеет свои преимущества6. 
в то время как холистический метод может обеспечивать более точную 
меру полной итоговой качественной оценки, компонентный метод мо‑
жет обеспечить более детализированные данные о том, какие компонен‑
ты пере сказа были оценены лучше. в этом исследовании были выбраны 
шесть различ ных методов: четыре холистичеких и два компонентных.
Метод H1. «Пересказ — исходный текст». Этот холистический ме‑
тод заклю чается в сравнении пересказа каждого испытуемого с исход‑
ным текстом мерой косинуса между ними. так, чем выше косинус между 
пересказом и текстом, тем лучше будет качество пересказа. Этот метод 
был применен  E. Kintsch и др. для решения задачи оценки пересказа в 
программе «Summary Street»7.
Метод H2. «Пересказ — пересказ». Этот метод заключается в ана‑
лизе переска зов, написанных обучающимися, для установления подобия 
среди всех них. Каж дому пересказу присваивается среднее значение его 
косинуса по сравнению с остальными пересказами, что означает, что пе‑
ресказ, самый близкий остальной части (т. е. всем пересказам, данным 
обучающимся), получил бы самую высокую оценку, второй по мере подо‑
бия пересказ получил бы вторую наивысшую оценку и т. д. T. K. Landauer, 
D. Laham и др. использовали подобный метод, но применяли вместо ран‑
говой системы оценки матрицу расстояний (1‑косинус)8. матрица рас‑
стояний между всеми пересказами была «развернута» к единственному 
измерению (континууму), которое лучше всего восстанавливало все рас‑
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стояния, и точка, соответствующая конкретному пересказу, в этом изме‑
рении бралась как мера его качества.
Метод H3. «Пересказ — экспертный пересказ». третий холисти‑
ческий метод заключается в оценке пересказа обучающихся путем срав‑
нения их с эталонным пересказом, написанным экспертами‑оценщиками. 
таким образом, пересказ обучающегося, наиболее подобный экспертному 
пересказу, оценивается как наилучший, обладающий высшим качеством. 
в настоящем исследовании четыре пересказа, написанные экспертами‑
оценщиками, были выбраны как стандарт, и оценка каждого пересказа 
обучающегося была вычислена как его косинус LSA со стандартом. По‑
добный метод использовался T. K. Landauer, D. Laham и др. для переска‑
зов обучающихся9.
Метод H4. «Предградуированный пересказ — неградуирован-
ный пересказ». Этот заключительный холистический метод заключается 
в предварительной оценке набора пересказов обучающихся экспертами‑
оценщиками. набор пере сказов сначала градуируется экспертами‑оцен‑
щиками, затем вычисляется коси нус между каждым неградуированным 
и каждым предградуированным переска зом, а каждому новому пересказу 
присваивается среднее значение косинусов небольшого набора (10) близ‑
ко подобных пересказов. Главная сила этого мето да в том, что он рас‑
сматривает человеческие суждения (оценки экспертов‑оцен щиков) как 
начальную фазу. Этот метод был применен T. K. Landauer, D. Laham и др. 
для пересказов обучающихся10.
Метод C1. «Пересказ — предложения исходного текста». Этот 
компонент ный метод заключается в исследовании подобия пересказа 
обу чающегося и каждого предложения в исходном тексте, который был 
прочитан. вычисленный косинус, таким образом, показывает среднее 
значение косинуса между пересказом обучаю щегося и всеми предложе‑
ниями исходного текста.
Метод C2. «Пересказ — главное предложение исходного текста». 
Этот по следний компонентный метод очень схож с предыдущим. он со‑
стоит в вычис лении и усреднении косинусов между каждым предложени‑
ем в пересказе обу чающегося и рядом предложений исходного текста, ко‑
торые эксперты посчита ли наиболее важными. Этот метод был применен 
P. Foltz, D. Laham и T. Landauer для пересказов обучающихся11.
Характеристика выборки
в качестве испытуемых выступали 22 учащихся 11‑х классов сред‑
ней школы, а в качестве экспертов — четыре преподавателя (в том числе 
один кандидат психологических наук). 
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Процедура исследования
Задача испытуемых заключалась в передаче содержания текстов 
(нарра тивного и экспозиторного). Пересказы писались учениками от 
руки и затем перекодировались в электронную форму. Эксперты‑оценщи‑
ки оценивали пере сказы по двум шкалам: по содержанию (от 0 до 4 бал‑
лов) и по когерентности (от 0 до 6 баллов).
в качестве нарративного текста использовался русский перевод 
рассказа «Circle Island» («остров Круга»)12. Этот рассказ имеет объем в 
170 слов и требует для понимания определенных фоновых знаний. Дан‑
ный текст был вы бран в силу того, что является типичным нарративным 
текстом, поскольку он из начально создавался для демонстрации пропози‑
циональной схемы нарративно го текста и психологического объяснения 
понимания такого текста. 
в качестве экспозиторного текста была взята статья из энциклопе‑
дии о деревьях в джунглях, адаптированной для общих навыков чтения 
всех испытуемых. статья содержала 500 слов и также требовала об щих 
базовых знаний. текст был выбран в качестве типичного экспозитор‑
ного текста, поскольку в нем присутствуют концептуализация знаний, 
причинно‑следствен ные связи, специфическая терминология. К тому же, 
текст является аналогич ным тем текстам, которые ученики изучают на 
уроках биологии в 11 классе.
Результаты
Полученные данные прошли три ступени анализа. во‑первых, для 
каждого типа текста была оценена надежность (согласованность) оценок 
экспертов‑оценщиков «Interrater» и проведен корреляционный анализ мер 
косинуса LSA, полученных с помощью вышеупомянутых шести ме тодов 
с оценками экспертов‑оценщиков для каждого типа текста и каждого оце‑
ниваемого компонента (т. е. содержания и когерентности). во‑вторых, 
было произведено сравнение полученных корреляций с целью оценить 
относитель ную надежность методов для каждого типа текста и каждого 
компонента, ис пользуя дисперсионный анализ ANOVA. в‑третьих, был 
проведен регрессионный анализ для оценки независимой пропорции 
разли чий оценок экспертов‑оценщиков, объясняемой каждым методом.
Тест надежности оценок экспертов-оценщиков «Interrater»
Перед анализом того, является ли LSA надежным инструмен‑
том в оценке пересказа, было необходимо проверить качество оценок 
экспертов‑оценщи ков. Для нарративного текста корреляции общих оце‑
нок варьировались от 0,79 до 0,84 (коэффициент Пирсона). Эти данные 
использовались как основание для сравнения корреляции между оценка‑
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ми экспертов‑оценщиков и LSA. Показатели теста на дежности «Interrater» 
варьировались от 0,81 до 0,86, а когерентности — от 0,66 до 0,75. Для 
экспозиторного текста надежность общих оценок экспер тов‑оценщиков 
варьировалась от 0,64 до 0,82 (коэффициент Пирсона). тест на дежности 
«Interrater» содержания варьировался от 0,53 до 0,81, а когерентности — 
от 0,58 до 0,79.
Анализ корреляций между косинусом LSA  
и оценками экспертов-оценщиков
в нарративном тексте корреляции между оценками LSA и оцен‑
ками экс пертов‑оценщиков были просчитаны для каждого метода (см. 
табл. 1). все корреляции были положительны и статистически значимы 
(p < 0,001). Для ше сти методов все корреляции между оценками экспер‑
тов‑оценщиков и косинуса ми LSA были подобны, таким образом, все ме‑
тоды работали в сходной манере. в частности, для нарративного текста 
холистические методы сопоставимы с компонентными методами. обна‑
руженные корреляции сопоставимы с обнару женными в исследовании 
E. Kintsch и др. для текстов о древних цивилизациях13.
таблица 1
Корреляционная матрица оценок пересказов LSA  
и экспертов-оценщиков для нарративного текста
Метод Эксперт 1 Эксперт 2 Эксперт 3 Эксперт 4
H1 (Пересказ — исходный 
текст)
0,55*** 0,54*** 0,60*** 0,47***
H2 (Пересказ — пересказ) 0,54*** 0,55*** 0,57*** 0,49***
H3 (Пересказ — эксперт ный 
пересказ)




0,57*** 0,50*** 0,53*** 0,50***
C1 (Пересказ — предло‑
жения исходного текста)
0,58*** 0,56*** 0,60*** 0,50***
C2 (Пересказ — главное 
предложение исходного 
текста)
0,57*** 0,55*** 0,59*** 0,48***
*** p < 0,001
в таблице 2 показаны корреляции между оценками LSA и оценка‑
ми экс пертов‑оценщиков для экспозиторного текста. Для первых пяти 
методов все корреляции были положительны и статистически значимы 
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(p < 0,01). метод «Пересказ — главное предложение исходного тек‑
ста» (C2) показывает статисти чески не значимую корреляцию между 
оценкой третьего эксперта‑оценщика и косинусом LSA. Для экспозитор‑
ного текста эти шесть методов не работают, так же как для нарративного 
текста. При симулировании LSA оце нок экспертов‑оценщиков некоторые 
методы оказываются более надежными по сравнению с другими. в целом 
во всех изученных случаях для экспозиторного текста холи стические ме‑
тоды были более надежными, чем компонентые.
таблица 2
Корреляционная матрица оценок пересказов LSA  
и экспертов-о ценщиков для экспозиторного текста
Метод Эксперт 1 Эксперт 2 Эксперт 3 Эксперт 4
H1 (Пересказ — исходный 
текст)
0,40*** 0,33*** 0,37*** 0,40***
H2 (Пересказ — пересказ) 0,42*** 0,42*** 0,31*** 0,48***
H3 (Пересказ — эксперт ный 
пересказ)




0,52*** 0,57*** 0,48*** 0,63***
C1 (Пересказ — предложе‑
ния исходного текста)
0,27*** 0,22** 0,22** 0,27***
C2 (Пересказ — главное 
предложение исходного 
текста)
0,21** 0,17* 0,14 0,22**
* p < 0,05. 
** p < 0,01.
*** p < 0,001.
Дисперсионный анализ корреляционных данных
Чтобы сравнить все корреляционные данные и сделать выводы о 
них, был выполнен дисперсионный анализ ANOVA. результаты пока‑
зывают, что оценка, основанная на семантиче ском подобии, хорошо со‑
ответствовала человеческой оценке. семантическое подобие исходит из 
сравнения пересказа с исходным текстом, с пересказами, сделанными 
экспертами, с частью пересказа или, в случае компонентных мето дов, с 
предложениями исходного текста. таким образом, семантические отно‑
шения становятся важным индикатором при оценке общего качества 
пересказа. 
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Регрессионный анализ
Для определения того, что выбранные методы оценивают сходным 
об разом, и того, что они измеряют независимо, необходимо было выпол‑
нить ре грессионный анализ, в котором была бы оценена та пропорция 
разницы сужде ний экспертов, которую каждый объясняет независимо. 
восемь пошаговых регрессионных моделей были выполнены на 
данных для каждого типа оценки того, как различные методы объясня‑
ют независимую пропорцию разницы в оценках содержания и оценках 
когерентности экспертов‑оценщиков. Четыре пошаговые регрессионные 
модели были выполнены для прогнозирования содержания, одна — для 
каждого эксперта‑оценщика и четыре — для прогнозирования когерент‑
ности. независимые переменные были шестью методами, используемы‑
ми в данном исследовании.
результаты показали устойчивый паттерн для двух типов текста. 
метод н4 («Предградуированный пересказ — неградуированный пере‑
сказ») применяется во всех регрессионных моделях. Кроме того, все 
16 регрессионных моделей за ис ключением одной содержали другой ме‑
тод в заключительном уравнении мо дели. регрессионный анализ показал, 
что при комбинировании двух наиболее успешных методов процент объ‑
ясняемой разницы для экспозиторных текстов может достичь процента 
объясняемой разницы для нарративных текстов. или, другими словами, 
предсказание человеческих суждений при комбинировании нескольких 
методов в большей степени улучшилось для экспозиторных текстов, чем 
для нарратив ных.
Общие выводы
результаты показали, что существуют различия в способе, которым 
мето ды ведут себя относительно нарративных и экспозиторных текстов. 
таким об разом, надежность LSA оказалась выше для нарративного тек‑
ста, чем для экспози торного, с подобием между оценками экспертов‑
оценщиков и косинусами LSA, необходимыми больше для содержания, 
чем для когерентности.
следующие выводы относятся к вопросу об относительной надеж‑
ности различных методов вычисления качества пересказа, основанных 
на LSA. во‑первых, сравнение всех методов показало, что они ведут себя 
одинаково хорошо для нарративных текстов, с корреляциями, подобными 
найденным E. Kintsch и др.14 однако компонентные методы эксплицит‑
но хуже выполня лись для экспозиторных текстов. иначе говоря, мето‑
ды, которые используют информацию исходного текста, чтобы оценить 
пересказ, были хуже. методы н4 («Предградуированный пересказ — 
неградуиро ванный пересказ»), н3 («Пересказ — экспертный пересказ»), 
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н2 («Пересказ — пере сказ») оказались значительно эффективнее. Эти 
три метода используют для конечной оцен ки только информацию, со‑
держащуюся в пересказе. три худших метода ис пользуют информацию, 
основанную на исходном тексте. Кроме того, LSA в нарративном тексте 
коррелирует больше с оценками содержания экспертов‑о ценщиков, чем с 
оценками когерентности экспертов‑оценщиков. однако для экспозитор‑
ного текста мы обнаружили противоположные результаты. Эти раз личия 
могли появиться из‑за того, как LSA оценивает содержание в нарратив‑
ном тексте. оценки когерентности и содержания экспозиторного тек ста 
и оценки когерентности нарративного текста фактически одинаковы. 
Фак тически различия между когерентностью и содержанием не были 
статистиче ски значимы.
если эти данные показали, что холистические методы были более 
надеж ны, чем компонентные методы, то это также подтверждает идею о 
том, что LSA может обеспечить более точное измерение общего качества 
пересказа в проти воположность предоставлению более определенной ин‑
формации относительно того, какие компоненты пересказа могут быть 
оценены лучше. Эта точка зрения также предполагает, что LSA более чув‑
ствителен в оценке того, как семантиче ская информация обрабатывается 
в терминах концептуализации и абстракции, а не в оценке с помощью 
компонентных методов.
результаты показали, что метод н4 («Предградуированный пере‑
сказ — негра дуированный пересказ»), дополненный методом н3 («Пере‑
сказ — экспертное пере сказ») может использоваться для лучшего про‑
гнозирования пропорции разницы в человеческих суждениях.
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Смысловые механизмы психической адаптации  
к профессии у студентов первого курса
Проблема адаптации — одна из ключевых в современных исследо‑
ваниях психологии. Уже на уровне определений подчеркивается важ‑
ность личности, ее ведущих структурных образований (потребностей, 
мотивов, отношений к социальным ролям и статусу, Я‑концепции) для 
развития и конечной успешности адаптации в ее социально‑психологи‑
ческом аспекте1. 
Адаптация в широком смысле трактуется как процесс приспосо‑
бления индивидуальных и личностных качеств к жизни и деятельности 
человека в изменившихся условиях существования; процесс активного 
взаимодействия личности со средой, ведущий, в зависимости от степени 
активности индивида, к преобразованию среды в соответствии с потреб‑
ностями, ценностями и идеалами человека или к преобладанию зависи‑
мости личности от среды; изменения, сопровождающие на уровне психи‑
ческой регуляции процесс активного приспособления индивида к новым 
условиям жизнедеятельности; процесс, являющийся целостной реакцией 
личности на сложные изменения жизни и деятельности2.
Адаптация выражается не только в приспособлении организма к но‑
вым условиям, но главным образом в выработке фиксированных форм 
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