The goal of a variational approximation is to approximate a posterior, p(β|Y ) by making an approximating distribution, q(β), as close as possible to the true posterior (Bishop, 2006) . We search over the space of approximating distributions in order to find the particular distribution with the minimum KL-divergence with the actual posterior. Formally, we search over the set of approximating distributions q(β) to minimize
1 Deriving the General Variational Approximation Algorithm
The Tractability-Fit Tradeoff in Variational Approximations
The goal of a variational approximation is to approximate a posterior, p(β|Y ) by making an approximating distribution, q(β), as close as possible to the true posterior (Bishop, 2006) . We search over the space of approximating distributions in order to find the particular distribution with the minimum KL-divergence with the actual posterior. Formally, we search over the set of approximating distributions q(β) to minimize KL(q(β)||p(β|Y )) ≡ KL(q||p) = − q(β) log p(β|Y ) q(β) dβ.
(1.1)
If we make no assumptions about the factorized distribution, then Equation 1.1 is minimized when q(β) = p(β|Y ) (because log 1 = 0). Of course, this is not particularly helpful, because the posterior is generally intractable. To make manipulation of the approximating distribution possible, we introduce additional assumptions into the approximating distribution, with the hope that this will make inference tractable, while also still providing a close approximation to the true posterior.
This presents the inherent tension when approximating a posterior with a variational approximation, while also illustrating one of the major advantages of variational approximations. On the one hand, using a more general approximating distribution will lead to a better approximation of the posterior distribution: we make the approximation arbitrarily close by reducing the number of assumptions made in the approximating distribution. But fewer assumptions result in the approximating distribution being less tractable, limiting the usefulness of the approximation. On the other hand, introducing more restrictive assumptions to the approximating distribution, results in a poorer approximation (or a greater KL-divergence between the approximating distribution and true posterior). But if the additional assumptions imposed upon the approximation are useful, then the approximating distribution will be easier to manipulate for inference. Therefore, the goal (and indeed, the art) of applying variational approximations is to identify a set of approximating distributions that lead to tractable inferences, while also providing a close fit to the true posterior distribution. This tension is actually an advantage of the variational approximation over other approximation methods, because we can control the quality of our approximation by controlling the assumptions made in the approximating distributions.
Following a large literature in computer science and machine learning, we use a very general form of approximating distributions (eg Jordan et al. 1999; Blei et al. 2003; Bishop 2006) . We focus upon approximating distributions that contain additional independence than in the true posterior, but we make no other assumption about the particular parametric form of the approximating distribution. Rather, the distributional form for the approximating distribution will be estimated. We choose this approximating distribution also because it has been rigorously proven to perform well when applied to a large class of models. Wang and Titterington (2004) demonstrate that, given a sufficient number of observations from the data, this family of approximating distributions will correctly characterize the posterior mean, a guarantee not possible for sampling based approaches to inference. 1 Following Bishop (2006) , we call this a factorized approximation, because the independence assumption results in the approximating distribution being divided into a set of factors (or blocks of parameters). Similar to the Gibbs sampler, we first partition β, into a set of K blocks, β = (β 1 , β 2 , . . . , β K ). Then we will restrict attention to approximating distributions that have the form,
( 1.2)
The variational algorithm will identify (rather than assume) the specific parametric families that constitute each component of the factorized distribution.
Maximizing a Lower Bound to Minimize the KL-Divergence
Working directly with Equation 1.1 can be challenging (Jordan et al., 1999; Bishop, 2006) , so we instead solve an equivalent problem: maximizing a lower bound on the log-probability of the data (Bishop, 2006) . 2 To obtain this bound, we first write the log-marginal probability of the data
Next, we introduce the approximating distribution by multiplying by q(β) q(β) = 1,
Then apply Jensen's inequality to move the logarithm inside the integration (Blei et al., 2003; Bishop, 2006) 
The right-hand side of Inequality 1.3 represents a lower-bound on the marginal probability of the data. To see that maximizing L(q) is equivalent to minimizing the KL-divergence between the true posterior and the approximating distribution, we rely upon a well-known identity (Bishop, 2006) 
is a fixed number that is unchanged as we modify q(β). Further, KL-divergences are always nonnegative and therefore as L(q) increases, KL(q||p) must decrease. It follows directly that when L(q) is at a maximum, KL(q||p) must be at a minimum. The dual relationship between the lower-bound on the data and the KL-divergence between the approximating distribution reveals further the tractability-fit tradeoff. On the one hand, we can obtain an arbitrarily good fit on the lower bound of the marginal probability of the data (and equivalently reduce the KL-divergence between the true and approximating distributions to zero) by allowing for arbitrary distributions in the posterior-which of course makes the problem intractable and renders the variational approach useless. As we add assumptions to the approximating distribution, it will be easier to manipulate. But, the additional assumptions imply that the lower bound on the data will be loose-or that our estimate of the posterior will be lower quality.
An Iterative Algorithm for Maximizing L(q)
We now derive the update steps used to maximize L(q) with respect to the approximating distribution. Before we perform this derivation, please note that this section is technical and justifies the steps we use throughout the paper to apply variational approximations. The remainder of the paper, however, is intelligible without following the derivations here and therefore can be skipped by the uninterested reader. 4 The algorithm begins by first initializing each of the factors of the approximation, q(β 1 ) old , . . . q(β K ) old and we consider each term of the lower bound iteratively. 5 At the moment, initializing the functions may seem abstract, but in our particular examples it will be clear exactly how to initialize the distributions.
First, focus on updating one block of parameters, β k . We can rewrite the lower bound to focus on the terms in q(β k ) as,
Where we have collected terms that do not depend on q(β k ). The first underbrace collects
which is equal to the expected value of the log posterior with the expectation taken over the variational distribution using all blocks but β k (Bishop, 2006) . Further, − j =k q(β j ) log q(β j )dβ j is a collection of constants, with respect to q(β k ). We will collect the terms that do not depend directly on β k into the distribution logp(β k ) = E j =k [log p(β, Y )] + constants. Inserting this distribution into Equation 1.5 and collecting terms we have (Bishop, 2006) ,
Equation 1.7 is the negative KL-Divergence betweenp(β k ) and q(β k ) and therefore will be maximized when q(β k ) =p(β k ). Applying a logarithm to both sides shows that this distribution is easily calculated as,
Our final step to obtaining the form of q(β k ) will be to exponentiate each side and ensure that we have obtained the proper constants (Bishop, 2006) ,
In practice, we will avoid carrying out the final integral by inspecting the form of log q(β k ) new (this will be clear in the specific examples). If we repeat this argument for each of the K factors, we have an algorithm to describe the optimization. The update equations for each step are iterative and depend on values for the other equations. 6 In theory, convergence to a global maximum is guaranteed and easily monitored by evaluating the change in L(q). L(q) is a single number and therefore assessing convergence of any one application of the model is automatic (avoiding the complicated convergence diagnostics prevalent in applications of sampling based approaches to inference).
To summarize, a typical iteration of the variational approximation algorithm contains the following steps,
There is an interesting comparison between the steps of a Gibbs sampler and the steps of a variational approximation (Blei and Jordan, 2006) . In the Gibbs sampler, we condition upon the sampled values of the parameters, then draw from the corresponding distribution. In a variational approximation, we integrate (average) over the current estimates of the posterior distribution to obtain the approximating distribution.
Bayesian Probit Regression 2.1 Gibbs Sampler
The Gibbs sampler for the Bayesian probit model proceeds in two steps and relies upon a data-augmentation (Albert and Chib, 1993; Gelman et al., 1995; Jackman, 2000) . We divide the parameters into two blocks: the regression coefficients and the latent propensities and start each iteration with the current draw of the regression coefficients, β t . The first step is to draw the latent propensities. Define
where Normal [0,∞) (µ i , 1) is a normal distribution truncated to positive numbers. After drawing the latent propensity vector, Y * ,t we draw the updated parameter vector, β t+1 . A standard derivation shows that,
EM Algorithm
To describe the EM algorithm for the Bayesian probit regression, we begin each iteration t with the current estimate for the regression parameters β t . The augmented data for the EM algorithm are the latent propensities for a positive response. Inspection shows that the posterior distribution for the augmented
where φ is the normal density and Φ is the cumulative distribution function (Jackman, 2000) . Collect these expected values into the vector E[Y * ] t .
During the maximization step, we average over the latent distribution and then maximize to obtain the updated values of β t+1 ,
These steps are repeated until the sequence of regression coefficients converge.
Deriving Update Steps for Bayesian Probit Regression
This section provides the update steps for the Bayesian probit regression.
Update for q(Y * i ) new Recall, we will compute the expected value of the log-posterior distribution, with the expectation taken over the distribution on the regression parameters β var . Writing out the terms that depend upon Y * i , (and suppose that Y i = 1),
Completing the square reveals that this is a Truncated normal distribution, with µ i = X i E[β]. To complete the update step, we will first need to determine the functional form of q(β).
Update for q(β) new To complete this update, we take the expectation of the log-posterior over the latentpropensities, using the approximating distribution. Collect the latent propensities into the N × 1 vector Y * . Carrying out the expectations,
Which is easily recognizable as a quadratic form, so q(β) = Multivariate Normal(β var , Σ var ), with variancecovariance matrix Σ var = (X X + 1 σ 2 I) −1 , and mean parameter β var = (X X + 1
. Applying one final step to assess the expected values of the latent propensities (Jackman, 2000) ,
Finishing the Latent Parameter Updates To finish the updates for the latent parameters, we note that
To assess convergence, we monitor change in the lower-bound. To obtain the bound for a particular model, it is helpful to write it as L et al., 2003) , or the expected value of the log-posterior (with the expectation taken over the variational distribution, averaging over both β and Y * ) minus the expected value of the logged-approximating distribution, which is the entropy of the approximating distribution. Using the independence in the approximating distribution and the posterior we find that,
To carry out the remaining expectations, we rely upon well-known properties of normal distributions, but provide it to obtain property here: the entropy of a random variable, y distributed according to a truncated normal distribution with center µ and unit-variance is Entropy(Trunc.
. Carrying out the expectations provides the lower bound
Code for Variational Probit Model
This subsection provides example code for the variational probit regression ##The first code provides the lower bound on the data ##betas are the current posterior means ##of the approximating distribution on the coefficients ##X is the vector of covariates ##stars is the expected value of the ##augmented posterior approximation for each observation (E[y], y˜q(yˆ{ * })) ##sigs is the covariance matrix for ##the posterior approximating the coefficients ## draws are the dependent variable len<-length lower.bound2<-function(betas, X, stars, sigs, draws){ ##the code is a straightforward implementation ##of the lower bound, divided into parts ab<-t(X)% * %X% * %(betas% * %t(betas) + sigs) part1<-sum(diag(ab))/2 part2<-t(betas)% * %betas + sum(diag(sigs)) part2<-part2 * (beta.mat.prior[1,1]) part2<-part2/2 + (1/2) * log(det(solve(beta.mat.prior))) + (len(betas)/2) * log(2 * pi) part3<-t(stars)% * %stars part4<-len(betas)/2 + (1/2) * log(det(sigs)) + (len(betas)/2) * log(2 * pi) 
. Exponentiating both sides of Equation 4.1 shows that q(τ ) i is a multinomial distribution, with the probability of senator i belong to bloc k given by r ik . We will finish the update step for r ik once we have obtained the distributional form for q(π) and q(θ kj ).
Update for q(π) new Writing out the components of the log-posterior that depend upon π, we obtain
and the previous section showed that E[τ ik ] = r ik . This is the kernel of the Dirichlet distribution and therefore, q(π) ≡ Dirichlet(λ) distribution, with typical element λ k = α k + N i=1 r ik . Update for q(θ kj ) new Focusing on the terms in the posterior that depend upon θ kj ,
This is the kernel of the Beta distribution. So, q(θ kj ) ≡ Beta(η kj1 , η kj2 ) where,
Completing q(τ i ) new To complete the algorithm, we compute,
To summarize an iteration of the algorithm, we start with the values of λ old and η old kj for all k and all j from a previous iteration (or initialize the values if this is the first step). We then obtain q(τ i ) new for all i, or equivalently update,
We then obtain q(π) new , which is equivalent to updating the parameters
And finally we obtain q(θ) new , which is equivalent to updating the parameters,
I implemented and applied the voting bloc model to roll call data from the US Senate during the 110th Congress (2007) (2008) , setting γ 1 = γ 2 = 1 and α k = 1 for all k. Figure ?? shows that the algorithm quickly converges to the posterior (where convergence is monitored using the lower-bound on the log-probability of the data. We now provide the lower-bound. To do so, we rely upon the following factorization of the posterior (implicit in the model described above),
The lower-bound is given by, [,2,m] , na.rm=T)) } } part3<--lgamma(sum(lambda)) part4<-sum(lgamma(lambda)) part5<--sum((lambda-1) * digam.lam) part6<-0 for(j in 1:k){ part6<-part6 + sum (lgamma(apply(etas[,,j] , 1, sum))) -sum (lgamma(etas[,,j] 
Update Steps for Dirichlet Process Prior
This section describes the update steps for the nonparametric topic model, developed in Section 6.
Before starting, note that we can write p(τ i |v) as p( Blei and Jordan, 2006) .
Update for q(τ ) new Taking the logarithm of the posterior and taking expectations we find that
. Taking the exponential of both sides we find that q(τ ) is a multinomial distribution. To complete the update steps, we first determine the functional forms of q(v) and q(θ).
Update for q(v) new Taking the logarithm of the posterior and taking the appropriate expectations we find that
which is the kernel of a Beta distribution (Blei and Jordan, 2006) . Define γ k,1 = 1 + N i=1 r i,k and γ k,2 = E(α) + N i=1 K j=k+1 r i,j . Then q(v k ) ≡ Beta(γ k,1 , γ k,2 ). Update for q(θ k ) Taking the logarithm and carrying out expectations we find log q(θ new k ) = w j=1 (λ j − 1) log θ k,j + N i=1 w j=1 r i,k y i,j log θ k,j .
This the kernel of a Dirichlet distribution. Define η k = λ + N i=1 r i,k y i . Then, we have q(θ k ) = Dirichlet(η k ).
Update for q(α) Taking the logarithm and expectations we have log q(α) new = (α − 1) log s 1 + s 1 log s 2 − αs 2 − log Γ(α) +
This is a Gamma(w 1 , w 2 ) distribution , where w 1 = s+K−1 and w 2 = s 2 − K−1 k=1 [Ψ(γ k,2 ) − Ψ(γ k,1 + γ k,1 )] and therefore E[α] = w 1 w 2 .
Completing updates for q(τ ) new Carrying out the expectations, we have that E[log v k ] = Ψ(γ 1,k ) − Ψ(γ 1,k + γ 2,k )
We repeat the update steps until convergence, which is evaluated by evaluating the lower-bound L(q).
Preprocessing the Documents
In this section I describe how the 64,033 press releases are translated into count vectors. The first preprocessing step discards the order of words in the press release, leaving an unordered set of words remaining (Quinn et al., 2010; Hopkins and King, 2007) . While one might expect the order of words to be crucial to understanding the sentiment expressed in a text, identifying the topic of a press release should be invariant to permutations of word order. Certain topics, such as the Iraq war, should result in specific words appearing with high frequency (troop, war, iraqi) irrespective of whether the senator supports or opposes the war. After discarding word order, a series of steps are performed to group words together that differ only due to the way they are used in the document. First, all the words are placed into lower case and all punctuation is removed. Then, I applied the Porter stemming algorithm to each word (Porter, 1980) . The stemming algorithm takes as an input a word and returns the word's basic building block, or stem. For example, the stemming algorithm takes the words family, families and returns famili.
After stemming the words in each document, I counted the number of occurrences of each word in the corpus, the total set of press releases. All words that do not occur in at least 0.5 % of addresses were removed (Quinn et al., 2010) . Finally, I removed all stop words (eg, around, whereas, why, whether).
