ABSTRACT In this paper, we propose time series prediction methods for depth-averaged current velocities (DACVs) of underwater gliders. Based on historical DACV data, these methods can predict the DACVs of future profiles with good performance. Regarding DACVs as time series, we use backpropagation neural network and least squares support vector machine (LSSVM) methods to predict the DACVs. To obtain better prediction performance, the features of DACVs are considered, and we use empirical mode decomposition (EMD) to decompose the time series into several sub-series. Then, the two methods are reused to predict each sub-series, and the results of all the sub-series with each method are added. Based on the realtime DACVs obtained from the simulation environment and the DACVs obtained from sea trials, we test and verify the four methods. The results demonstrate that all the methods exhibit a good prediction performance for conditions in which ocean currents are relatively regular; whereas in other cases, EMD-LSSVM shows inherent robustness and superiority compared with the other three methods.
I. INTRODUCTION
Underwater gliders have become a popular type of autonomous ocean observation platform over the past two decades, and they are well known for their low costs and high endurance over long distances [1] - [3] . However, being driven by buoyancy makes them susceptible to ocean currents [4] , whereas in reality, the access to ocean currents is quite limited. On the one hand, there is currently no perfect domestic ocean dynamics model for current forecasting that can be provided to gliders, even though there exist available current forecast models in the future, which may still possess problems such as low resolution and a number of errors [5] . On the other hand, to reduce costs, gliders are rarely willing to carry current meters. To solve the above contradiction, many scholars have investigated methods of using underwater gliders to directly obtain ocean current information [6] , [7] , and depth-averaged current (DAC) is one type of ocean current that can be estimated by gliders. The basic approach for estimating depth-averaged current velocity (DACV) is to use the difference between the dead-reckoned (DR) and measured (GPS, global position system) position of resurfacing, divided by the subsurface time.
DAC has many applications [8] - [10] , and its basic application is to aid in glider navigation by improving the accuracy of positing, tracking and planning. In [7] , the uncertainty of DR was analyzed using the unscented Kalman filter (UKF), and the navigation accuracy of gliders was improved with the combination of DAC and ROMs (regional oceanic modeling system). Zhou et al. incorporated the DACV information of the last profile into the DR of the next profile, which greatly improved the positioning accuracy [11] . Huang et al. calculated the DACVs of the next profile using the simple weighted average of historical DACVs, and based on this information, the heading of the glider was selected [12] .
Because of spatial and temporal variations, large errors may arise if we regard the DACV of the last profile or the simple weighted average of historical DACVs as the DACVs of the next future profiles. In deployments of underwater gliders, we tend to construct special predictive models to predict DACVs with high accuracy to better guide gliders. However, this problem is not trivial. On the one hand, the mechanism of DAC is sophisticated, which is the integration of different types of ocean currents within the scope of local space and time, whereas ocean currents are caused by many complicated factors. On the other hand, it will require several hours to obtain a DACV sample in a profile, which makes the sample size quite limited. How to utilize these conditions to predict DACVs is an urgent problem that should be solved in deployments of underwater gliders, and it is also the problem that we discuss in this paper.
Considering the features of DAC, we treat the DACVs as a time series, and then we use time series prediction methods to predict DACVs. Specifically, two methods, backpropagation neural networks (BPNNs) and least squares support vector machines (LSSVMs), are adopted. To improve the prediction performance, we also use empirical mode decomposition (EMD) to decompose the time series into several sub-series. Then, the two methods are reused to predict each sub-series, and the results of all the sub-series with each method are added. We use the data derived from a real-time simulation environment and real sea trials to test and verify the performance of these methods, and we obtain the next one profile prediction and next N profiles prediction, respectively. The main contributions of this paper are as follows: 1) we present an effective prediction mechanism for DACVs, which is based only on a small amount of historical samples rather than on other external conditions; 2) we incorporate the EMD technique into DACVs, thus making it possible to predict the cluttered DACVs corresponding to poor sea conditions, and with the help of EMD, the prediction of the DACVs of the next several profiles is possible; and 3) for DACVs from both simulations and sea trials, our methods show superiorities, which may provide a good foundation for future works, such as predicting real-time DACVs in sea trials and constructing local current fields with DACVs.
II. TIME SERIES MODELING OF DACVs

A. DACV CALCULATION
It is generally assumed that the glider moving consists of two phases: surface and subsurface. For a moving cycle of our gliders, the surface phase usually takes several minutes and the subsurface phase usually takes several hours. We can abbreviate a full moving cycle by the following subevents: a) surfacing and acquisition of the first valid GPS fix, b) preparing to dive and obtaining GPS fix prior to diving, c) diving. The subevents a) and b) take place in the surface phase, while c) takes place in the subsurface phase. Based on these, we can calculate the DACV. If a underwater glider begins to dive at position P c n , then after a diving profile, the glider will resurface at position P a n+1 . For real ocean environment, P c n and P a n+1 can be read by GPS, and for simulated ocean environment, we can simulate the GPS positioning process using the integral of the vector sum of flow and glider speeds in a known flow field V c_map :
where v g is the horizontal speed of the glider and T n is the time cost of the nth profile. In this paper, we place the projection of the 3D simulated environment into a 2D surface, and only the 2-dimensional (2D) situation is considered. Besides the real resurfacing point P a n+1 , the estimated resurfacing point P a n+1,0 in calm water can be obtained by DR method:
where t is the sampling interval of the navigation system, satisfying k i=1 t = T n , and v g,i corresponds to the horizontal speed of the glider at the ith sampling interval. According to some references [6] , [13] , v g,i can be derived from the measured heading, pitch and depth rate (ignore the currents in vertical direction) with the use of the mounted sensors. Since this algorithm costs much more time and needs real-time sensors data, in our previous work [11] , we built a rapid-calculation model for glider horizontal speed, which can average v g,i in the whole profile by considering the seawater density difference, the pressure hull's compression deformation, etc. If v g,i is the same in all the intervals, and if we think the heading can keep fixed and stable, then (2) can be simplified as
We think the difference between P a n+1 and P a n+1,0 is caused by DACV. Hence, we can calculate the DACV of the nth profile:
In the above calculations, there may exists some errors, and we can analysis them. First, we mentioned that the rapid-calculation model for glider horizontal speed can cause an error with an amount of approximately 0.02m/s [11] . Further, the heading of the glider always fluctuates, rather than fixed. Considering a typical v g of 0.35m/s and a typical T n of 4h, a heading error of 5 degrees translates to an artificial 0.024m/s DACV. Errors due to heading fluctuates and the rapid-calculation model can easily amount 10% of the actual DACV [6] .
B. TIME SERIES MODELING
We previously mentioned that the mechanism of DAC is sophisticated and that the sample size of DACVs is limited. Because DAC is the integration of ocean currents in different times, depths and positions, it has some differences from the currents measured using other current measurement equipment, such as HF radar and ADCP (acoustic Doppler current profiler). Some researchers have used empirical models to model these ocean currents [5] , [14] , [15] . More recently, some scholars have even used empirical models to model and predict DACVs [13] . In these previous studies, current is decomposed into three components: a tidal component, a non-tidal component and a wind-driven component (optional). All of these components have both temporal and spatial variations, and they are quite complicated, particularly the tidal component and wind-driven component. The tidal component is composed of as many as hundreds of constituents, and the parameters that need to be identified are quite numerous. Moreover, the tidal-based modeling methods accompany the sea area particularly well, where the ocean currents are characterized by strong tides. For the general area, the effectiveness of these modeling methods may be reduced. The wind-driven component is related to sea wind, but the information of sea wind is difficult to obtain, and the wind-flow transfer function is not trivial. Hence, we can find that the disadvantages of the empirical model modeling methods for DACVs are obvious. Objective analysis (OA) is the optimal linear estimation based on the statistical characteristics of a specific field, the uncertainty of which is a function of the sample point location and sampling time. OA is widely used in a large number of studies with respect to mobile underwater sensor platforms for sampling [16] - [18] . However, the shortcomings of OA are that: 1) the form of the uncertainty function is difficult to determine; 2) the property of linear estimation prevents it from effectively considering the nonlinear components of the data; and 3) there is no perfect method for determining the spatial correlation scale and temporal correlation scale of spatio-temporal data. This paper adopts another concise idea for DACVs, namely, regarding the data as a time series, and the so-called time only reflected in the sequence of the glider's sampling profiles rather than a specific time and location. To make the data comparable, a requirement is that the depth of the profiles should be the same.
As a special type of stochastic process, it is generally believed that although the sample values of time series are random, inevitability exists in contingency, and the sequence and values contain the information that may reflect the objective system and the dynamic change process. Classical time series models such as ARMA (auto-regressive moving average), AR, and MA are all based on the stationarity of system, expressed as a linear difference equation. Hence, these methods are only applicable to linear systems.
For the DAC of an underwater glider, intuitively, in the scope of a small area, we hypothesize that the DACV of the next profile is only associated with several historical DACVs and not related to the DACVs from much earlier. Using the DACVs from continuous profiles of the same depth, the NAR(nonlinear auto regressive) model can be constructed as follows:
In oceanographic research, the symbol u denotes the flow velocity in the E/W direction and v denotes the flow velocity in the N/S direction; therefore, we decompose V c in the E/W direction and in the N/S direction. We use η to denote either u or v, and we select n as the order of the NAR model; then, the model can be rewritten as
The order determination of such a model must be based on data; however, the realization of these random series can not be repeated. Therefore, the model's order will change within a certain range. If the selected model order is too small, then some useful information will be lost, and the tracking and prediction ability of these series may decrease. Conversely, if the selected model order is too large, then it may cause the model to be quite complicated and computationally expensive, which may also have a negative impact on the tracking ability of the model. Compared with relatively mature methods for order determination and model adaptive tests applied in classical time series models (e.g., correlation function diagram and augmented DickeyFuller test), no unified, standard method and assessment criteria currently exist that can be applied to nonlinear time series. For the underwater glider in sea trials, we hypothesize that the present DACV has no relationship with the DACVs from a half day before. Therefore, we select the order on the basis of 0.5 day to 1 day in combination with the time cost of one glider profile. In this paper, considering that the time cost of all the glider profiles in sea trials are distributed from 3.5 h to 4.5 h, we choose n = 5. In the simulation environment, we assume that the time cost of each profile is fixed at 4 h, and we also choose n = 5.
III. PREDICTION METHODS
For time series, we can use the corresponding prediction methods to predict them. Time series prediction is an important research subject in areas such as engineering, economics and natural sciences. Over the past three decades, the theory and practice of time series analysis have entered the era of non-linearity. Many non-linear time series models have been proposed, such as the bilinear model, threshold autoregressive model, and exponential autoregressive model [19] . In recent years, as a universal method, artificial neural networks (ANNs) have become a popular tool for function approximation and time series prediction. Moreover, the LSSVM first proposed by Suykens et al. is one of the important achievements in the field of machine learning in recent years [20] , and it is more concise and compact compared with support vector machine (SVM), having an advanced complete theoretical system and having the ability to approximate any complex system. LSSVM shows good performance in nonlinear time series prediction. Therefore, in this paper, we use the BPNN method and LSSVM method to predict the time series of DACVs. Because of the features of DACVs, in many cases, if we predict the original series directly using the prediction methods, the results may be poor. One idea is to decompose the original time series into several sub-series with relatively simple components and then predict each subseries separately and add the results of all the sub-series. EMD is a new tool for signal processing that was presented by Huang in 1998 [21] . EMD is based on data itself without the need of transformation processing to the data in advance. Compared with the wavelet algorithm, EMD can reflect the original physical properties of a system more accurately, and it has a stronger local reflect ability, which is more effective in processing non-linear and non-stationary data. To better predict DACVs, we also combine EMD with BPNN and LSSVM.
A. BPNN
BPNN is a class of typical neural networks. A complete BPNN consists of three parts: input layer, hidden layer, and output layer. Prior to being used, the lag and the numbers of neurons in the hidden and output layers of the net should be set. The structure diagram of BPNN is shown in Fig. 1 . In Fig. 1 , y j (j = 1, 2 . . . n) represents the inputs,ŷ n+1 represents the outputs, and L1 is the number of neurons in the hidden layer, which can be determined by trial and error.
is the threshold value, w ij is the connection weight, and L2 is the number of neurons in the output layer. Because the NAR model only has an output value, L2 = 1. We choose tansig and purelin as the activation functions of the hidden and output layers, respectively, and the advantage of this combination is that it can approximate arbitrary functions with arbitrary precision. The details of how to use BPNN to predict DACVs are as follows: 1) Assuming that the length of the DACV series is len and considering the order n, the series can be divided into len − n groups of data. Each group contains n + 1 DACVs, and the first n DACVs correspond to the inputs, whereas the n + 1th DACV corresponds to the target output. 2) The 1 : len − n groups of the data are used to train the net. w ij and b i are initialized using random numbers distributed in [−1 1], which are learned by the gradient descent with momentum weight/bias learning function. The Levenberg-Marquardt training algorithm is adopted, and MSE (mean square error) is chosen as the error performance function. 3) After training, the len − n + 1th group of inputs η len−n+1 : η len is input to the trained net, and the output of the len − n + 1th group can be obtained, which corresponds to the prediction of the len + 1th profile of DACV η len+1 . 4) The first element of the len − n + 1th group of inputs is removed, and another element η len+1 is added to the end of the inputs; then, we obtain a new group of inputs [η len−n+2 : η len , η len+1 ]. This new group of inputs is input into the trained net; then, the len + 2th profile prediction of DACV η len+2 can be obtained. The processes are repeated until the len + N th profile prediction of DACV η len+N is obtained. Using steps 1) to 3), we can obtain the next one profile prediction. When using steps 1) to 4), we can obtain the prediction of the next N profiles.
B. LSSVM
The LSSVM model can be described as follows [22] :
where
is the inputs of the training set, K is the length of the training set, which is corresponding to len−n described in III-A. y = (y 1 , y 2 , . . . y i , . . . y K ) T is the outputs of the training set, which is the function of x and K . The ith input data x i ∈ R n and output y i ∈ R, where R n is the n-dimensional vector space , R is the one-dimensional vector space and
the Lagrangian multiplier, and b is the constant bias, both of which need to be solved. k(x, x i ) is the kernel function, and different kernel functions correspond to different support vector basis. Gaussian RBFs have a better tradeoff between accuracy and smoothness of the approximation than other radial basis functions. Therefore, we use Gaussian RBFs(radial basis functions) as the kernel functions. Prior to using LSSVM, the kernel parameter σ and regularization parameter γ should be selected, the choices of which can affect the learning and generalization ability of LSSVM. Several schemes exist for selecting the two parameters, such as cross-validation, K-fold cross-validation, evolutionary algorithms, gradient-descent method and leave-one-out method. In this paper, we adopt the leave-one-out method to select the two parameters. Here it should be noticed that each training set corresponding n + 1 DACVs (the first n corresponding inputs and the last n corresponding output), and the leave-one-out method requires at least two training set. Hence, K should be not less than 2, and LSSVM can begin to apply after n + 2 profiles. Similar to the process of BPNN for predicting DACVs, LSSVM can predict the DAC of the next one profile or the DACVs of the next N profiles.
C. EMD DECOMPOSITION
EMD is essentially a smooth process for time series, which decomposes the fluctuation and trend of different scales of the series step by step, producing several sub-series that have the characteristics of different scales. Each sub-series is named an intrinsic mode function (IMF), which represents a scale fluctuation component of the original series, while the residual term represents the trend or average of the original series. An IMF must satisfy the two following conditions: 1) within the entire data sequence, the number of extreme value points and the number of points passing zero must be equal or differ by at most one, and 2) the data sequence must be locally symmetric about the timeline; in other words, at any time point, the local mean value must be zero.
The main steps of EMD decomposition are as follows: a) If X (t) is the original signal that are to be decomposed, find all the maximum points of the original signal and fit the upper envelope curve e + (t) of the signal using cubic spline functions. Similarly, find all the minimum points of the original signal and fit the lower envelope curve e − (t) of the signal using cubic spline functions. Then we can get the average of the upper envelope curve and the lower envelope curve:
and the difference h 1 1 (t) between the original signal and the average can be got as
b) In a general way, h 1 1 (t) is not a stationary signal, which cannot meet the requirements of IMF. Repeat the processes a) k1 (Generally k1 is less than 10) times until h k1 1 (t) can meet the requirements. Then we get the first IMF of the original signal X (t) as below:
and the difference r 1 (t) between the original signal and the first IMF can be given as
c) Choose r 1 to be the signal that is to be decomposed and repeat the above processes a) and b) until the EMD decomposition process meets the termination criterion given in advance (The termination criterion usually adopt the two following judgment standard: one is the amplitude of the last IMF component or the residual signal is less than the preset value, and the other is the residual signal becomes a monotonic function or a constant); then, the decomposition process is terminated. The final result of EMD can be given as:
where c i (t) is the ith IMF component, which represents the signal component of different characteristic scales of the original signal X (t), n is the number of the IMF components, and r n is the residual component, which reflects the trend of X (t). Hence, X (t) can be decomposed into n stationary components and a trend component. The structure diagram of EMD-p* (p* represents BPNN or LSSVM) for predicting DACVs is shown in Fig.2 . 
IV. RESULTS
In this section, we first view the glider as a Newtonian particle and use simulated flow fields combining the moving glider to produce real-time DACVs, then we utilize the four proposed prediction methods to predict the DACVs. Second, we use DACVs data of the seawing glider (1000J003 and 1000J005) developed by the Shenyang Institute of Automation (SIA), Chinese Academy of Sciences (CAS), from sea trials to test and verify the performance of the above methods. Next one profile prediction and the prediction of the next N profiles are considered; in this part, we unify N = 4. Prior to using the methods mentioned in this paper, all the data of DACVs should be normalized in [0 1], which can reduce the computational complexity and avoid the large value controlling the training process. If all the data are η, then the normalized data are
Likewise, after completing the prediction, we should de-normalize the predicted dataη nor ; the process of de-normalization can be given aŝ
We use root mean square error (RMSE) as the evaluation index of prediction performance. To avoid predicted values that are not logical, we set the threshold values 1.2 × max(η) VOLUME 5, 2017 
A. PREDICTION OF DACVs FROM SIMULATION
To test and verify the real-time prediction effect, we predict the DACVs derived from the simulated flow field combined with the moving glider. In the 2D 300km × 300km simulated sea area, the area is divided into 1km × 1km grids, A time-invariant hyperbolic flow field is chosen as the simulated field primarily. In this case, the corresponding DACVs can be relatively regular, and the hyperbolic flow field used here can be defined as follows:
where x 1 = x/100, y 1 = y/100, and 0 ≤ x ≤ 300km, 0 ≤ y ≤ 300km, which corresponding to the dimension of the 2D area above.
, A and ε are related to the amplitude of the current field and ω is the frequency. We fix A = 0.04, ε = 0.25, ω = 0.2π , and t = 9s. The underwater glider starts to move 60 continuous profiles from the starting point. Meanwhile, the prediction methods are used to obtain the real-time prediction of DACVs, and because of the reason given in the end of III-B, all the methods can be put to use after 7 profiles. First, the EMDs of the DACVs are given in Fig. 3 . It should be noticed that the IMF components are derived each time when a new profile appears. However, in order to better express, we only show IMF components in Fig. 3 which corresponding to that all the profiles have been obtained completely. Then we provide the predictions of the next profile and the next 4 profiles. The results of the next profile prediction are shown in Fig. 4 and Table 1 , and we also show the prediction errors in Fig. 5 . The results of the next 4 profiles prediction profiles are shown in Fig. 6 Table 2 , while the prediction errors are shown in Fig. 7 . It is noted that it will produce 53 predictions in the next profile prediction totally and 50 × 4 predictions in the next 4 profiles prediction totally when the glider moves. In the former case, we can easily draw all the predicted DACVs or the errors in one figure(as in Fig. 4 or 5) . However, in the latter case, if we still draw all the predicted DACVs or the errors in one figure, it may hard to see clearly. Therefore, we draw them separately as in Fig. 6 or 7 . In addition, we make the following instructions to Fig. 6 and Fig. 7 : len represents after the lenth profile. The partial enlarged view used in each sub-figure of Fig. 6 is to show the predictions clearly, and for the same purpose, in the partial enlarged view, the real DACVs before lenth (including the lenth profile) profile are not drawn. In Fig. 7 , the numbers on the x axis corresponding to the 4 profiles after the lenth profile.
The relatively regular DACVs simulated above correspond to good sea conditions. In contrast, in some other cases, poor sea conditions and complicated local ocean flows will cause the DACVs to have quite poor regularity and be disordered. To simulate the disordered case, we place the time-variant hyperbolic flow field into consideration.The flow functions and all the parameters are the same as above, but this time t is not a fix value, which changes from 0s to 50s per hour, and the step size is 1s . Once t overflows, it restarts from zero and starts a new round of updates. The underwater glider starts to move 60 continuous profiles from the starting point. Similar to the above, the EMDs of the DACVs are presented in Fig. 8 . The next profile prediction is shown in Fig. 9 and Table 3 , whereas the prediction errors are shown in Fig. 10 . The prediction of the next 4 profiles is shown in Fig. 11 and Table 4 , whereas the prediction errors are shown in Fig. 12 .
B. PREDICTION OF DACVs FROM SEA TRIALS
In this section, two groups of DACVs (201 DACVs from glider seawing-1000J003 and 133 DACVs from glider seawing-1000J005) from sea trials are used to test and verify the prediction methods. The sea area of the trials is located VOLUME 5, 2017 in the South China Sea (Fig. 14(a) and 14(b) ), and the time is from late April to early June, 2015. The maximum depth of all the profiles is 1000m, and the time costs of the profiles are distributed from 3.5h to 4.5h (different settings, such as pitch angle and input net buoyancy, can lead to different speeds). Similar to above, we also fix L1 = 10, L2 = 1, and we use the four methods to predict these DACVs. All the methods can be used after the 7th profile. Similar as section IV-A, we demonstrate the EMD and show the predictions of the DACVs from the two gliders. The EMD of all the DACVs from the two gliders are demonstrated in Fig. 13(a) and 13(b) . The next profile prediction of the two are shown in Fig. 14(a) to 14(b) , while the errors of the two are shown in Fig. 15(a) and Fig. 15(b) , and we use Table 5 and Table 6 to show the prediction performance. The next 4 profiles prediction of the DACVs from the two gliders are shown in Fig. 16 and Fig. 17 , while the errors of the two are shown in Fig. 18 and Fig. 19 , and we show the prediction performance of the two in Table 7 and Table 8 . Tables 1 to 2 in IV-A, we can observe that all the prediction methods can predict the DACVs with good performance in the stationary flow field, regardless of the next one profile or four profiles prediction. The accuracy of LSSVM is higher than that of BPNN, whereas there is no significant difference between adding EMD and not. From Fig. 5 , we can find that the error fluctuations of the two BPNN methods tend to small after several (about 32) profiles. However, for the two LSSVM methods, apart from the original two profiles and a few profiles in the middle part (from 25th to 32rd approximately), the prediction errors of the rest are rather small. Hence, we found BPNN is susceptible to the length of training samples, while LSSVM is less sensitive to the length of training samples. As shown in the prediction of the next four profiles shown in Fig. 7 , it is apparent that the characteristics of the four prediction methods are different. For the two LSSVM methods, we can find that the nearer the profile is to present, the better the prediction performance, but for the two BPNN methods, this characteristic not exists any more. According to this, we can draw a conclusion that the regularity and stability of using LSSVM to predict are better than that of using BPNN. Through Figs. 9 to 12 and Tables 3  to 4 we can observe that the prediction of the authenticity of DACVs is greatly reduced in the disordered case. And in the errors figures (Figs. 10 and 12) , we found that even for EMD-LSSVM, the regularity and stability become worse. In the disordered situation, only the predictions of EMD-LSSVM have some similarity with the real values in some profiles, the accuracy of which is the highest, whereas the accuracies of the other three prediction methods are not high. Specially, compared with the real values, the BPNN predictions have no similarity.
C. ANALYSIS OF RESULTS
From Figs. 4 to 7 and
According to the real DACV data tests of IV-B, through Tables 5 to Tables 8 it can be found that the prediction accuracy of LSSVM is higher than that of BPNN, and the accuracy can be greatly improved after adding EMD. In the prediction of the next one profile, as shown in Fig. 14 and 15 , the prediction values of EMD-LSSVM are very close to the real values in most of the profiles. In the prediction of the next four profiles, as shown in Fig. 16 to 19 the prediction values of EMD-LSSVM also have a high similarity compared with real values in some profiles, whereas large differences exist between the predictions of BPNN and the real values. What's more, in the real DACV data tests, from the all the error figures (Fig. 15, 18 and 19) , we can discern that the predictions of the four methods show no clear regularity.
The above analysis shows that it is effective to treat DACVs as a time series. For the case in which DACVs are relatively regular, which corresponds to the stationary flow field or good sea conditions, LSSVM or BPNN can obtain high accuracy predictions without the incorporation of EMD. In contrast, for the case in which DACVs lack of regularity, which corresponds to the nonstationary flow field or poor sea conditions, EMD-LSSVM is an appropriate prediction tool for predicting DACVs. 
V. CONCLUSIONS AND FUTURE WORK
This paper presents time series prediction methods for DACVs that can effectively predict the DACVs of underwater gliders. The methods regard the DACVs as time series, adopting the corresponding methods to predict them, and good results are obtained.
The main features of the DACV data are a lack of regularity and the sample size is quite limited. Some methods such as empirical model modeling methods and OA may not go well with the prediction of DACVs, whereas the proposed time series prediction methods can predict DACVs, preferably aiming at these features. The DACVs are modeled by NAR, and then the corresponding methods are used to predict them. We use four methods altogether, which are BPNN, LSSVM, EMD-BPNN, and EMD-LSSVM. Regardless of the method, the prediction performance of the next one profile is better than that of the next four profiles. The reason is that in the prediction of the next more than one profiles, the inputs are based on the preceding predicted values more or less, which can cause some uncertainty. For the case in which the ocean currents are relatively regular, all four methods show good performance in the prediction of the next one profile and the next four profiles, and there is no significant difference with EMD or without EMD. For the case in which the ocean currents are disordered and for the real DACV data from sea trials, by adding EMD into the data to be predicted, the prediction accuracy can be greatly improved. In the two situations, both the next one profile prediction and the next four profiles prediction, EMD-LSSVM shows inherent robustness and superiority compared to the other three methods.
Next, we consider putting the prediction methods of this paper to use in real-time sea trials for the sake of providing more accurate DACVs that can help the navigation of underwater gliders in path planing, tracking and positioning. In addition, based on the next N profiles prediction of DACVs, constructing local flow fields with DACs and performing path planning in the flow fields are also directions for future work. He is currently a Professor with the Shenyang Institute of Automation, Chinese Academy of Sciences, Shenyang, China. His research interests include control system architecture, intelligent control and engineering realization of autonomous underwater vehicles and remotely operated vehicles, and manned submersible control.
