The chaotic time oscillations in an incompressible fluid driven into motion by a harmonic time-varying pressure gradient is examined. Special attention is given to centrifugal destabilization of the viscous boundary layer. The basic flow is shown to be linearly unstable. For increasing modulation amplitude, the flow exhibits chaotic oscillations. The energy exchange between subharmonics and superharmonics of the least-stable spanwise wave number is considered. The presence of subharmonic Fourier modes are shown to accelerate the transition to temporally chaotic motion. © 1996 American Institute of Physics. ͓S1054-1500͑96͒00204-2͔
I. INTRODUCTION
Flows that are driven in total or in part by time periodic excitations find application in problems in heat and mass transfer. At a fluid-solid interface, oscillatory fluid motion has been shown to give rise to an enhancement in the dispersion of passive contaminants [1] [2] [3] and in heat transfer. 4, 5 This enhancement can be orders of magnitude greater than that afforded by molecular diffusion alone. The magnitude of the cited enhancement is a function of the dynamics and character of the fluid motion in the viscous boundary layer. For this reason effort has been directed toward understanding the conditions under which oscillatory flows lose stability and become turbulent.
Modifications of Stokes' second problem have been used to model the viscous boundary layer. In the problem as originally formulated by Stokes, 6 the fluid adjacent to a rigid planar surface is driven into motion by the in-plane timeharmonic displacement of the surface. The magnitude of the resulting Stokes boundary layer decays exponentially with distance from the surface. The rate of decay is a function of the viscosity of the fluid and frequency of oscillation. Modified Stokes problems usually involve the consideration of different types of forcing and surface geometry. In wallbounded flows, the oscillatory fluid motion results from an applied pressure gradient. Deceleration of the fluid at the wall results in the formation of an oscillatory boundary layer adjacent to the surface.
Linear stability analyses of flow over planar boundaries have concluded that the Stokes boundary layer is linearly stable to two-and three-dimensional vortical disturbances. [8] [9] [10] This body of work is based on the hypothesis that the Stokes boundary layer becomes unstable at a critical value of the streaming Reynolds number R s . The streaming Reynolds number R s is defined as U 0 2 /͑͒, where is the kinematic viscosity of the fluid, is the frequency of excitation, and U 0 is the velocity amplitude. One may interpret the streaming Reynolds number as U 0 L/, where the appropriate length scale L is taken to be the oscillatory particle displacement ͑U 0 /͒.
The absence of a bifurcation point according to linear theory has motivated investigators to look to the effects of finite-amplitude disturbances. Recently, Akahavan et al. 10 concluded that instability of the secondary flow, generated by finite-amplitude linearly stable two-dimensional perturbations of the flow, may be responsible for transition to turbulence.
In the allied problem of an oscillatory boundary layer generated by the transverse oscillation of a cylinder, Hall 11 theoretically obtained a bifurcation point according to linear theory. This instability was earlier observed experimentally by Honji 12 and corroborated by Sarpkaya. 13 It was found that convex curvature of the boundary gives rise to centrifugal destabilization of the boundary layer.
The influence of wall geometry on the stability of the oscillatory boundary layer has been investigated by Thompson et al. 14, 15 This work examined oscillatory flow in a twodimensional rigid walled channel with a width, H 0 (bϪh), that varies slowly with changing axial position. The fluid motion in the boundary layer was shown to be a function of R s and two additional nondimensional parameters ⑀ and R. The parameter ⑀ is taken to reflect the degree of variation in the wall height with axial location. The parameter R is the oscillatory Reynolds number given by H 0 2 / and is based on the channel height H 0 .
At low amplitudes of excitation, ⑀ 2 R s Ӷ1, a viscous streaming flow occurs in the channel. 14 This flow is second order in the oscillation amplitude and is the result of the gradient of the time-averaged Reynolds stress. Viscous streaming in this parameter range does not strongly interact with the basic oscillatory flow. However, as the oscillation amplitude is increased, nonlinear inertial effects become important. In such a case strong viscous streaming flow can be superceded by the occurrence of a boundary layer instability. For oscillatory flows where centrifugal instability occurs, 15 unstable modes are manifest by the appearance of counterrotating vortices and the generated vorticity is collinear with the direction of the applied pressure gradient. The destabilizing centrifugal force is generated by the curvature of the boundary. The controlling stability parameter is the Taylor number T 2 , which is equal to ⑀ 2 R s /R 1/2 . The least stable vortical disturbances have a spanwise wave number equal to 0.35͑/͒ 1/2 and have been shown to bifurcate subcritically from stability at a Taylor number T 2 equal to 16.92 . Scaled on the oscillatory boundary layer thickness, the critical spanwise wave number c is equal to 0.35. Therefore, if boundary curvature is considered, the boundary layer loses stability at a finite value of the modulation amplitude, of the basic flow. Moreover, for higher values of T 2 temporally chaotic oscillations ensue. 16 The aforementioned analysis of the least linearly stable vortex mode is expected to yield accurate results near the critical Taylor number. However, experimental results 12, 17 from allied problems suggests that the amplitude of the subharmonics of the least stable wave number may be important at higher values of the Taylor number. The extent to which the presence of sub and superharmonics of the least stable wave number mediate the energy transfer from the basic flow and the onset of chaotic oscillations remains an open question.
In this study, the temporal evolution of threedimensional vortical disturbances in an oscillatory boundary layer is examined in the limit as 1/R and ⑀ tend to zero. The new contribution of this study is the description of the role played by the wave number composition and amplitude of disturbances in the development of instability and chaotic oscillations. To this end, the spanwise variation in the disturbance velocity comprised of Fourier modes having superharmonics and subharmonics of the critical wave number c are examined. The objective here is to determine the sensitivity of the flow field to background disturbances. This will be accomplished by examining the temporal features of the numerical solution of the local disturbance equations as T 2 is varied. The disturbance equations will be solved for two values of the principal wave number , namely, c and c /4. These solutions will be used to determine how temporal features are modified, as the result of the energy balance between the Fourier modes.
In Sec. II the problem of boundary layer stability in a channel with varying height is outlined. The basic flow and disturbance equations are presented. Section III is devoted to the presentation of the method of solution of the disturbance equations. In Sec. IV the numerical results of the analysis are presented. It is shown that the flow exhibits chaotic temporal oscillations when sub-and superharmonics are present in the Fourier expansion. The onset of temporal chaos is established through calculation of the Lyapunov exponents for the disturbance kinetic energy. The growth in amplitude of these disturbances gives rise to a secondary flow. In addition, the presence of subharmonic modes is shown to yield chaotic oscillations at a lower Taylor number than for cases where only superharmonics modes are present.
II. PROBLEM STATEMENT
The oscillatory fluid motion in a planar channel with a slowly varying lower boundary and an upper boundary of uniform height will be considered ͑Fig. 1͒. The height of the lower wall is defined by Y ϭH 0 h(X/L 0 ) and the upper wall is defined by Y ϭH 0 b. The parameters L 0 and H 0 represent the typical wall wavelength and height of the channel lower wall. The slope of the lower wall is O͑⑀͒, where ⑀ϭH 0 /L 0 . For the case of a slowly varying channel, ⑀ is much less than unity. The fluid enclosed in the channel is considered to behave incompressibly. An imposed time harmonic pressure gradient directed in the X direction will be used to generate a two-dimensional basic flow in the channel. The deceleration of the flow at the boundaries gives rise to oscillatory boundary layers on the upper and lower wall of the channel. The two-dimensional basic flow is subsequently perturbed by a three-dimensional vortical disturbance. The lower wall, by virtue of its curvature, offers the least stable situation. Therefore, attention will be focused on the fluid motion adjacent to the lower wall. The temporal growth of the disturbance amplitude will be used to determine the stability of the basic flow.
A. Basic flow
The asymptotic behavior for the basic flow follows from the solution of momentum and continuity equations under the limiting condition that ⑀ approaches zero. By invoking this condition, the velocity can be determined in terms of a regular expansion in gauge functions of the slope parameter ⑀.
14 As a result, the basic flow solution is globally valid in . The oscillatory particle displacement ͑U 0 /͒ is taken to be small compared to the wall wavelength L 0 . The dimensional axial, vertical, and spanwise coordinates are given by the variables X, Y , and Z, respectively. To determine the sensitivity of the basic flow to three-dimensional disturbances, one must examine the fluid motion in the viscous region, where
The axial coordinate X is scaled on the wall wavelength L 0 .
In the boundary layer region the nondimensional coordinates are given by
Time is scaled on 1/, where is the modulation frequency. The velocities and pressure will be expressed as the sum of a disturbance and a basic flow term. In the viscous region the basic flow velocity component in the axial direction is taken to be O(U 0 ). Whereas by virtue of the no-penetration condition at the wall, the vertical component of the basic flow is O(⑀U 0 ). If the aforementioned scaling is applied to the disturbance quantities, the convective and centrifugal terms in the momentum equations are O͑⑀͒. The aforementioned scaling results in a trivial solution for the disturbance velocity at leading order in ⑀. This result is consistent with observations of low-amplitude viscous streaming. Instability occurs when the centrifugal force arising from the axial change in the momentum flux ͑ 0 UV͒ is sufficiently large as to render (⑀ 2 R s )ϭO(R 1/2 ). Therefore the axial component of the disturbance velocity is O(U 0 ), while the vertical and spanwise disturbance velocities are O͓͔͑ 1/2 ͒. The scaling for the basic and disturbance flow follows that of Thompson [14] [15] [16] and is in line with that used by Hall 11 for the case of centrifugal instability in the viscous region of a transversely oscillating cylinder. The quantity ͑͒ 1/2 can be rewritten as
) is analogous to that given by Hall. Applying the aforementioned scaling the velocity components and the pressure can be written as UϭU 0 ͓û ͑ x,y,t ͒ϩu͑ x,y,z,t ͔͒,
The dimensional quantities (U,V,W, P) correspond to the axial, vertical, and spanwise components of velocity, and the pressure, respectively. The nondimensional basic flow terms are denoted by ͑Ϫ ͒, whereas the nondimensional disturbance quantities are (u,v,w,p). The equations governing the basic flow are obtained by substituting Eqs. ͑1͒-͑2͒ into the Navier-Stokes equations and setting the disturbance quantities to zero. In the case of small fluid particle displacement, the basic flow at leading order in ⑀ is governed by the following equations:
The basic flow velocity satisfies the no-slip and the zero penetration conditions at yϭ0 and yϭ(bϪh)/␦. 
For y being O͑1͒, the velocities revert to the boundary layer solution of the planar oscillatory layer. This solution is obtained from Eq. ͑6͒ in the limit as ␦ tends to zero,
͑8b͒

B. Disturbance equations
The equations governing the dynamic development of three-dimensional disturbances introduced into the basic flow will be considered here. Of particular interest are those cases where the boundary slope ⑀ and boundary layer thickness ␦ are of small magnitude. Instability in the viscous region is caused by the centrifugal acceleration of the fluid, which results from the curvature of the channel lower wall. This occurs when the modulation amplitude renders
). In such a case the Taylor number is O͑1͒. This allows energy exchange between the basic flow and the disturbance to take place. Applying the nondimensionalization and coordinate scaling given in Eqs. ͑1͒-͑2͒ to the equations of motion, and subtracting the basic flow equations from the result yield
where L(a) equals a yy ϩa zz Ϫa t and Q a equals va y ϩwa z . The temporal growth rate of the disturbance velocities is governed by the magnitude of the Taylor number T 2 . In the aforementioned equations, the dependence of the disturbance velocity amplitude on axial position is manifest in O͑␦ 1/2 ͒ terms. Discarding these terms yields a solution that is locally valid in the axial position. One can consider the parameter T 2 hЉû in Eq. ͑10͒ as the local Taylor number when û is replaced by the asymptotic axial velocity amplitude B(x) given in Eq. ͑7͒. The magnitude of the local Taylor number changes with axial position and its value indicates the degree of instability of the basic flow. The boundary layer is least stable when û hЉ attains its minimum value. For an incompressible channel flow this situation occurs where the boundary attains its minimum convex curvature and channel width. The axial position where this minimum occurs will be denoted by the position x 0 . Energy is exchanged from the basic flow to the disturbance flow. The temporal growth of the amplitude of the disturbance is an indication of instability of the basic flow. The axial component of the disturbance velocity u is responsible for this energy exchange, whereas the vertical velocity is driven by the former.
The disturbance velocities (u,v,w) and pressure are expanded in terms of a Fourier series in z, where represents the principal spanwise wave number,
͑13͒
The expression given in Eq. ͑13͒ is substituted into Eqs. ͑9͒-͑12͒. By virtue of the Fourier expansion, and Eqs. ͑11͒-͑12͒ the dependence of the X and Y momenta, Eqs. ͑9͒ and ͑10͒, on p and w can be algebraically removed. Performing the aforementioned operations results in the local disturbance equations for the coefficient of the nth Fourier harmonic in z,
where the function ⌬ j represents the complement of the Kronecker delta and the operator D n (a) is defined as a yy Ϫ(n) 2 a. In the aforementioned equations, summation over the index m is implied. The disturbance field is evaluated by solving for the Fourier coefficients of v and u. The velocity coefficients, u n , v n , and v y n satisfy homogeneous boundary conditions at y equal to zero and as y tends to ϱ. The z component of the velocity can be recovered using the continuity equation.
III. METHOD OF SOLUTION
The Galerkin method is employed to solve Eqs. ͑14͒ and ͑15͒. The nth Fourier coefficient of the velocity components u and v are expanded in terms of the trial functions C i (y),
The trial functions in this series expansion are linear combinations of Chebyshev polynomials T i ,
The computational domain s:͓Ϫ1,1͔ was mapped to the physical domain using the logarithmic coordinate transformation yϭϪy 0 ln ͓͑sϩ1͒/2͔. The trial functions C i (y) satisfy Dirichlet boundary conditions at y equal to 0 and ϱ. The Neumann boundary condition for v at y equal to ϱ is satisfied by virtue of the mapping. The remaining Neumann boundary condition at y equal to zero is satisfied by imposing the constraint
on the trial series. The initial values for the coefficients of v n are chosen such that the Neumann boundary condition is satisfied. The value of the scale factor of the transformation y 0 was increased until the largest Floquet exponent of the solution of the linearized equations reached a constant value. This was found to occur at y 0 equal to 3&. For this value of y 0 , the mean square error in the approximation of the basic flow is a minimum. The inner products are evaluated using the Gauss-quadrature approximation. The resulting ordinary differential equations were integrated in time using a variable time step backward difference formula scheme. In our calculations 30 trial functions in y were found to be sufficient. Numerical tests using up to 60 trial functions have been performed to ensure invariance in the temporal behav-ior of the solution. The second derivative of the boundary shape hЉ is set equal to negative one in all calculations reported here.
IV. RESULTS AND DISCUSSION
The results reported in this study are based on observations of the temporal oscillations and the wave number spectrum of the kinetic energy of the disturbance velocity. In describing the temporal behavior, the term cycle is used to represent the time interval 2. This value corresponds to the period of the basic flow oscillation. The kinetic energy of the flow is the sum of the squares of each velocity component integrated over y and z. The limits of integration are ͑0,ϱ͒ in y and ͑0,2n/ c ͒ in z. The value of n ϭ2n/ c corresponds to the wavelength of the fundamental spanwise wave number c /n . In the present study n takes on the values of 1 and 4. Integrating the disturbance kinetic energy with respect to z yields the energy per wavelength in terms of the spanwise Fourier amplitudes,
E m/n is the kinetic energy per wavelength n of the Fourier component having the spanwise wave number m c /n. The influence of sub and/or superharmonic Fourier components of the spanwise wave number c on the disturbance kinetic energy are considered here. A disturbance is denoted as being of type PS when only the linearly least stable mode and its integral superharmonic Fourier components are present in the disturbance. In such a case n is equal to 1. When sub and superharmonics of c are present, the disturbance will be termed type SPS. In this case n is greater than unity. The square root of the Taylor number T 2 , which is proportional to the amplitude of the basic flow, will be used to parameterize our observations. As the value of T is increased, both PS-and SPS-type disturbances exhibit periodic and chaotic oscillations in time. The post-transient solutions computed for the initial disturbance fields of type PS and SPS are markedly different. The notion that variations in the initial conditions yield multiple solutions is supported by experimental observations in Taylor-Couette flows. 18 In Taylor-Couette flows the wavelength of the vortices for a fixed supercritical Taylor number is established by the initial conditions. Initial conditions may yield a vortex wavelength that is smaller than, equal to, or larger than the critical wavelength.
Considering the decay rate of the disturbance energy with increasing wave number, the number of Fourier modes in Eq. ͑13͒ is chosen. The disturbance energy wave number spectrum denotes the amplitude distribution of the spanwise Fourier components, comprising the disturbance kinetic energy, as a function of the spanwise wave number. The chief contribution to the disturbance is made by a limited number of Fourier modes. The corresponding range in wave number is denoted as the passband of the energy spectrum. The spectrum decays sharply for wave numbers to the left and right of this range. The passband of the energy spectrum is controlled by the number of active Fourier modes in the unstable region of the T 2 Ϫ plane. At a fixed value of the Taylor number, the range of wave number values is delimited by the neutral stability curve given in Fig. 2 . This curve segments the T 2 Ϫ plane into stable and unstable regions. Disturbances that have wave numbers lying in the unstable region of the T 2 Ϫ plane generate the active modes.
The neutral stability curve is determined by applying Floquet theory to the linearized disturbance equations. The Floquet exponents are computed by solving the linearized disturbance equations for values of T 2 and . The locus of points for which the magnitude of the Floquet exponent is equal to unity yields the neutral stability curve.
Numerical experiments for Taylor numbers near critical confirm that linear theory successfully predicts the cutoff wave numbers for the active region or passband. However, for larger values of T 2 as unstable modes grow in amplitude, energy is exchanged between the active and stable Fourier modes. In order to appropriately capture the dynamics of the flow, a sufficient number of stable Fourier modes must be retained. In such a case the number of modes is increased until the solution is invariant to a further increase in the number of Fourier terms. Numerical experiments have been performed using this criterion. For the PS case, ten terms in the Fourier series provide ample bandwidth for modeling the energy exchange between unstable and dissipative modes. vortex flow typically follows singly periodic flow as the Taylor number is increased. 19 In the present problem spatial bifurcations of this type would yield waves in the axial coordinate. This would require the axial variation of the disturbance to be considered in the governing equations.
A. Classification of the temporal behavior using bifurcation diagrams and Lyapunov exponents
An overview of the dynamic regimes for varying Taylor number are presented succinctly by the bifurcation diagrams given in Figs. 3͑a͒ and 3͑b͒ . The results for the PS-type flow are summarized in Fig. 3͑a͒ . In this case the interaction between the basic flow and Fourier components having the fundamental spanwise wave number c and ten of its integral multiples are considered. The bifurcation diagram is constructed using 15 time cycles of the total kinetic energy at fixed values of the Taylor number. Each point on the diagram represents a sample of the total kinetic energy signal taken at intervals of one half-cycle after transients in the solution have dissipated. The results given in Fig. 3͑a͒ indicate that the disturbance kinetic energy is time periodic for T below ͑50͒
. This is determined by the return to the same amplitude at the end of every half-cycle. For values of T between ͑50͒
1/2 and ͑60͒ 1/2 the disturbance kinetic energy undergoes a single period doubling bifurcation. This is evident from the appearance of two amplitude points that recur every other half-cycle. At T equal to ͑70͒ 1/2 the bifurcation diagram shows a clustering of points about four energy amplitudes. These semiperiodic oscillations mark the onset of chaos. The wide range of energy amplitudes present at T equal to ͑80͒ 1/2 indicates strongly chaotic oscillations. Current results differ from those previously reported by Thompson et al. 16 in which the first two Fourier modes are used to model chaotic PS-type disturbances. Though this model was successful in gleaning the basic features in the time evolution of the disturbance velocity, the interaction between higher modes was not considered. In comparison with present results one finds that the first period doubling bifurcation occurs at a value slightly higher than the T equal to ͑50͒ 1/2 reported, whereas the onset of chaotic behavior is found to occur at a lower value of T. It appears that the presence of additional superharmonic Fourier modes in the disturbance velocity lowers the amplitude threshold at which temporally chaotic oscillations occur.
The summary of results or SPS-type disturbances is given in Fig. 3͑b͒ .
For SPS-type disturbances, the disturbance kinetic energy oscillates periodically for values of T between ͑30͒ The largest Lyapunov exponent was calculated for a two-dimensional phase space comprised of the kinetic energy of the axial and spanwise disturbance velocity components E u and E w . Given an initial range of energies in the E u ϪE w plane, the largest Lyapunov exponent is evaluated by monitoring the expansion of the state-space trajectories with increasing time. 20 When the magnitude of this largest Lyapunov exponent is positive the signal is termed chaotic.
The trajectory in the phase plane E u ϪE w is described by the vector position (t). Two points at the time instances t 0 and t 1 are chosen such that their distance d 0 ϭ͉(t 0 )Ϫ(t 1 )͉ is less than a prescribed tolerance ␤. After a time t m has elapsed the distance between the trajectories d 1 ϭ͉(t 0 ϩt m )Ϫ(t 1 ϩt m )͉ is determined. The estimate of the Lyapunov exponent for this first iteration is given by
On the next iteration, a replacement vector is found for (t 1 ϩt m ) and t 0 is updated as t 0 ϭt 0 ϩt m . The new vector satisfies the condition that d 0 ϭ͉(t 0 )Ϫ(t 2 )͉ is less than ␤.
In addition, ͑t 2 ͒ is chosen such that the angle between (t 1 ϩt m ) and the replacement vector ͑t 2 ͒ is less than 0.3 radians. This ensures that the ensemble of locations used derive from a similar set of initial conditions. The distance after t m has elapsed is d 2 ϭ͉(t 0 ϩt m )Ϫ(t 2 ϩt m )͉. Hence the estimate of the Lyapunov exponent at the second iterations is given by 2 ϭln(d 2 /d 0 )/t m The procedure is repeated, yielding a series of estimates ͕ j , jϭ1,2,...͖ for the Lyapunov exponent. These estimates are then averaged to evaluate the largest Lyapunov exponent. For the cases examined, t m equal to 3.33 was used.
The case of PS-type disturbances with Tϭ͑80͒ 1/2 is considered first. From the analysis of 160 cycles of posttransient data and with the distance threshold ␤ϭ0.01, the estimate of the Lyapunov exponent was determined using a maximum of 95 j estimates. The mean value of the Lyapunov exponent for increasing number of estimates is shown in Fig. 3͑c͒ . The mean value of the Lyapunov exponent converges to the value 0.63. The variance in this estimate was 2.9ϫ10
Ϫ3
. The positive value of the Lyapunov exponent supports the claim that chaotic oscillations occur at this value of the Taylor number. For the Taylor numbers considered the Lyapunov exponent was positive only for Taylor numbers greater than 70.
For SPS-type disturbances a typical Lyapunov exponent result is shown in Fig. 3͑c͒ for the value T equal to ͑52͒ 1/2 . In this case 125 cycles of post-transient data and a value of ␤ equal to 0.05 were used. The mean value of the Lyapunov exponent for this case was found to be 0.22. The variance in this estimate was 9.9ϫ10
. For the cases considered the Lyapunov exponent remained positive for Taylor numbers greater than 50.
It may be concluded that both PS-and SPS-type disturbances become chaotic. However, SPS-type disturbances become chaotic at a lower value of the Taylor number. Therefore the presence of subharmonic spanwise wave numbers in the velocity disturbance accelerates the onset of chaotic oscillations. The spanwise wave number composition of the flow field for given value of T will be considered next. Because of the lower threshold for chaotic oscillations established for the subharmonic case, assessing the degree of coupling between the spanwise harmonic components for both the PS and SPS cases is in order. Such interactions will be considered in the forthcoming sections. In addition to this, the structure of the velocity field will also be presented.
B. Disturbances with primary and superharmonic modes 1. Temporal and spatial features of the disturbance kinetic energy
In this section the time behavior of the total kinetic energy is presented along with the distribution of the energy among its Fourier wave number components. The results highlight the relationship between the temporal and spatial character of the disturbance velocity field. Modes having integral multiples of the primary wave number c are examined first.
The disturbance energy wave number spectra are given in Fig. 4͑a͒ . These spectra were constructed from a 15 cycle time average of each of the modal energies E m/1 (t). The amplitude of each mode is plotted versus their corresponding wave number. The three separate wave number spectrum curves corresponding to the cases where T is equal to ͑40͒
͑60͒
1/2 , and ͑80͒ 1/2 are given. The maximal energy contribution corresponds to the wave number c for each case. This feature is reflected in the velocity field by the prominence of vortex cells with wavelength equal to 2/ c . In all cases the energy wave number spectra decay as 1/ ␣ for greater than 5 c . The tails of the spectra are found to decay at a slower rate as the Taylor number is increased. For the three cases shown, T equal to ͑40͒ 1/2 , ͑60͒ 1/2 , and ͑80͒ 1/2 , the exponent ␣ is approximately 14, 9.8, and 9.44, respectively. This rapid decay in the amplitude denotes low spatial complexity in the flow. Although the wave number spectra for these Taylor numbers are similar, their temporal character is quite differ. This reflects a weak coupling between spatial and temporal transitions over an intermediate range of Taylor numbers.
The temporal oscillations of the disturbance kinetic energy over five cycles for each of the aforementioned T values   FIG. 4 . ͑a͒ Energy wave number spectrum for an initial disturbance field composed of the linealy least stable wave number and its superharmonics. ͑b͒ Time variation of the energy for an initial disturbance field with the linearly least stable wave number and its superharmonics.
is given in Fig. 4͑b͒ . It should be noted that these waveforms are obtained after transient oscillations have decayed. As we can see in the figure, the temporal behavior varies widely with changing Taylor number. The disturbance energy for T equal to ͑40͒ 1/2 reaches a quasisteady equilibrium state that exhibits time periodic oscillations with a period of one halfcycle. Since the disturbance kinetic energy is the result of squaring disturbance velocity components, the oscillation frequency of the kinetic energy is twice that of the disturbance velocity. As T is increased to ͑60͒ 1/2 , the disturbance passes through a single temporal bifurcation. The kinetic energy sustains a higher amplitude and repeats with a period of one cycle. Chaotic oscillations in the disturbance kinetic energy are evident in the case where T is equal to ͑80͒ 1/2 . For this case, no long time periodic behavior was found to occur. This fact was verified by observing the solution after integrating the disturbance equations for 400 cycles.
The disturbance velocity field
The time evolution of flow observed in a plane taken transverse to the axial direction ͑i.e., yϪz plane͒ is depicted FIG. 5 . ͑a͒ Velocity field for an initial disturbance containing the linearly least stable wave number mode and its superharmonics for T 2 ϭ60. ͑b͒ Velocity field for an initial disturbance containing the linearly least stable wave number mode and its superharmonics for T 2 ϭ80. . The thickness of the disturbance layer as predicted by linear theory is approximately 12 boundary layer units. 15 In the present study the thickness of the disturbance layer was found to increase with increasing Taylor number. This is the result of a centrifugal force arising from the acceleration over the curved boundary. The momentum generated forces fluid away from the boundary. The flow is brought into balance by the pressure, which is manifest in the viscous term of vertical component of the disturbance equation. Therefore the boundary layer thickness of the disturbance is a reflection of the location where this balance in achieved. For values of Taylor number near T c the disturbance layer thickness rises sharply from the value predicted by linear theory to nearly twice that value. Subsequent increases in the Taylor number yield little variation in the bounding value of disturbance's vertical span. However, the disturbance experiences larger fluctuations in its vertical extent over time, as the Taylor number is increased. The growth in the disturbance layer thickness to nearly twice the value predicted by linear theory, is owed to the nonlinear interaction between spanwise modes. Truncating the number of spanwise modes below the current number results in an underprediction of the thickness of the disturbance layer. The extent of the disturbance is small at high frequencies. For a 10 Hz oscillation the boundary layer is 0.013 cm. Therefore, 30␦ for this case is only 4 mm, and scales as 1/ 1/2 with increasing frequency. The velocity vectors and profiles for T equal to ͑60͒ 1/2 are given in Fig. 5͑a͒ . Each frame is drawn at intervals of one-fourth the excitation period. The flow vectors identify the evolution of two vortices. The legends above each frame indicate the observation time scaled on the time period of the excitation.
As the basic flow begins to decelerate, the first frame labeled time equal to zero shows the presence of two vortices. The first vortex spans the entire frame while the second vortex having a smaller magnitude appears superposed on the first vortex. The effect of the second vortex can be seen by the weaker flow that appears slightly below and to the left of the frame's center. The basic flow achieves its minimum acceleration magnitude at 0.25 of a cycle. As the acceleration of the basic flow increases, the vortices collapse into a single vortex, which intensifies near the boundary during the time interval between 0.25 and 0.5 of a cycle. A lateral displacement of a single vortex from the center of the frame to the lower left corner of the frame can be seen during the first half-cycle of excitation. The vortex is also skewed with respect to a vertical line at z equal to /2 c . This spanwise displacement and the skewed orientation of the vortex results from the contribution of the superharmonic Fourier modes. Frames corresponding to time 0.5 and 0.75 cycles show that the vortex strength continues to intensify, even as the basic flow passes through the maximum acceleration magnitude of the basic flow. Time equal to one marks the end of the first cycle, where the flow returns to the same state as seen at time equal to zero. These features repeat periodically in time. The trajectory of the vortices in the yϪz plane is also found to repeat over successive cycles. An examination of the axial component of vorticity has found a vorticity concentration in the Stokes layer region for times that coincide with maximum acceleration in the axial basic flow. Deceleration of the axial basic flow is accompanied by advection of vorticity away from the boundary. A suppression of vorticity advection away from the boundary is expected for times where the axial basic flow experiences maximum shear.
For T less than ͑50͒ 1/2 the vertical component of the disturbance velocity oscillates at twice the external forcing frequency. The axial component of the disturbance velocity, on the other hand, oscillates at a period of 2. Hence, the vertical component of the disturbance velocity is found to oscillate at twice the frequency of the axial component. This can be explained by considering the disturbance equations ͑9͒ and ͑10͒. The terms vû y and 2T
2 hЉuû on the left-hand side of these equations constitute the linear forcing terms that channel energy from the basic state having the particle velocity û to the disturbance velocity components (u,v). Consider a temporal variation of the basic flow and the axial component of the disturbance velocity with time-harmonic frequencies and u , respectively. Under this assumption, the linear forcing term in Eq. ͑10͒ gives rise to the frequencies ͉Ϫ u ͉ and ͉ϩ u ͉. For values of T less than ͑50͒ 1/2 the axial component of the disturbance velocity u oscillates at the same frequency as û . Hence u is equal to . A harmonic balance can be established in Eq. ͑10͒ between the linear forcing term, 2T
2 hЉuû and linear terms in v, L(v), if v is required to oscillate at 2. This time dependence for v also satisfies the harmonic balance between the linear forcing term, vû y and the linear terms in u, L(u), in Eq. ͑9͒.
The period doubling behavior at T equal to ͑60͒ 1/2 is the result of the nonlinear contribution of the Reynolds stress terms. These terms result in a temporal bifurcation in the amplitude of the vertical component of the disturbance velocity. As a result, the fluid motion in the transverse plane, due to the velocity components v and w, oscillates with a time period of 2.
The velocity field for the chaotic case when T is equal to ͑80͒ 1/2 is presented in Fig. 5͑b͒ . At time equal to zero the flow field consists of a single vortex. This vortex is concentrated near the lower right corner of the frame. The basic flow decelerates from time zero to time 0.25. The vortex is advected vertically, away from the boundary during this time interval. As the vortex moves away from the rigid boundary, a weak recirculation zone forms adjacent to the boundary. . The spatial trajectories of the vortices do not repeat over successive cycles, owing to the temporally chaotic nature of the disturbance. In addition, a concentration of vorticity in the oscillatory boundary layer may not coincide with maximum shear in the axial basic flow.
C. Disturbances with primary, sub-, and superharmonic modes
Temporal and spatial features of the kinetic energy
In this section the energetics of the velocity field for modes that are integral multiples of the principal wave number equal to c /4 will be examined. The initial conditions for the disturbance are chosen such that all of the Fourier modes are excited. In doing so, we ensure that the dominant spatial features become evident. It is shown that chaotic oscillations occur at lower Taylor numbers when subharmonic Fourier modes are part of the disturbance.
The energy wave number spectra for the cases T equal to ͑30͒ 1/2 , ͑47͒ , respectively. This decay in the amplitude denotes higher spatial complexity than that of the PS-type disturbance. The reduction in slope over the PS case gives us reason to believe that with the additional subharmonic Fourier modes, small-scale structures maybe generated at higher Taylor numbers. Maximum amplitude of the disturbance energy spectra occurs at c /2 rather than at c , as in the PS case. At corresponding Taylor numbers, the total kinetic energy in the presence of SPS sustain lower amplitudes than the PS type disturbances.
Time variations in the total disturbance kinetic energy for each of the aforementioned Taylor numbers are given in Fig. 6͑b͒ . For increasing Taylor number, the disturbance kinetic energy undergoes periodic, period doubling, and chaotic oscillations. Linear analysis predicts that a disturbance with a spanwise wave number of c is the least stable and is a dominant contributor to the flow. This is indeed the case when the Taylor number is near T c 2 . For higher Taylor numbers nonlinear features in the dynamics must be considered.
The energy wave number spectrum for T equal to ͑30͒ 1/2 will be considered first. The spectrum consists of discrete spanwise components that achieve high amplitudes at even integer multiples of c /4. The Fourier mode at c /4 has small magnitude. This mode falls outside the unstable range prescribed by the linear stability curve. At this value of the Taylor number the energy oscillates periodically.
At T equal to ͑47͒ 1/2 the disturbance has undergone its first period doubling bifurcation. This is evident from the time signature given in Fig. 6͑b͒ dominant Fourier mode. This state of affairs is in agreement with experimental observations 12 at values of the Taylor number near transition to turbulent fluid motion.
The dynamic behavior of the disturbances for PS and SPS cases for a fixed value of T differ in temporal and spatial structure. Numerical calculations for the SPS mode above T equal to ͑30͒ 1/2 , where the initial wave number spectrum contained all components demonstrate that the c /2 Fourier mode ultimately dominates the flow. Therefore the flow shows sensitivity to subharmonic wave number components in the wave number spectrum. As a result, SPS disturbances are likely to be the preferred route to chaos. The chaotic behavior for PS and SPS disturbances is characterized by a low number of modes. Temporally chaotic oscillations have been found with disturbance equations using two ͑PS͒ or five ͑SPS͒ Fourier modes, while neglecting axial variations in the disturbance quantities. Low-mode models are adequate for describing basic temporal features. However, accurate parametrization of temporal and spatial features requires the consideration of higher Fourier modes.
Relationship of subharmonic response to allied problems
The shift in the maximal energy response from Fourier modes having primary to those having subharmonic wave numbers has been reported for other problems involving oscillating flows over curved boundaries. These include centrifugal destabilization of the boundary generated by cylinders undergoing transverse and torsional oscillation. Honji, 12 in experiments using a transversely oscillating cylinder, found that the spanwise wavelength increases with increasing modulation amplitude. The geometry in Honji's experiment differs from that being considered in the current investigation. Under the assumptions of large values of the oscillatory Reynolds number and small displacements, this case can be brought into agreement with the current problem. This can be done by performing a local analysis of the cylinder flow about the point of maximum tangential velocity. Honji reports measured wave numbers ranging between ͑0.27-0.19͒ for values of T ranging between ͑͑24͒ 1/2 -͑44͒ 1/2 ͒. From his description it is not clear whether the wave number of the disturbance varies abruptly or gradually with changes in the Taylor number. A theoretical account of the linear stability of oscillating cylinder flows is given by Hall. 11 The critical oscillation amplitudes for unstable motion given by Hall are in agreement with the experimental observation of Honji. A comparison of the critical wave number is not given since Honji's paper does not report wave number data near the critical Taylor number. Using the nondimensional scheme employed here, the critical wave number of Hall takes the value of 0.35. Therefore, at T equal to ͑44͒ 1/2 the measured wavelength is nearly one-half that given by the linear stability analysis. Similar experimental observations regarding this behavior has been reported by Tatsuno and Bearman. 17 Experimental results for the case of torsionally oscillating cylinders have been reported by Seminara and Hall, 21 and Park, Barenghi, and Donnelly. 22 Both studies find that modes having subharmonic spanwise wave number increase in amplitude as the Taylor number is increased. Seminara et al. find the mode to be 0.2 times the critical wave number obtained from the linear analysis. Park et al. do not provide a wave number measurement. However, they indicate that transitions from Taylor vortex flow to chaotic flow occurs abruptly. A theoretical study of subharmonic destabilization in the aforementioned case for small departure from the critical Taylor number is given by Hall. 23 The analysis considers the secondary stability of the Taylor vortex flow to a disturbance wave number with a spanwise 0.5 c . This subharmonic mode was found to be unstable.
The survey of experimental and theoretical work suggests that subharmonic destabilization is a common feature in problems involving centrifugal instability and oscillatory flow. In particular, these studies suggest that the subharmonic mode with wave number c /2 plays a key role in transition to chaotic motion.
The disturbance velocity field
The velocity in a transverse section with a spanwise width of 4/ c and a height of 30 boundary layer units above the rigid boundary will be considered. It should be noted that the spanwise frame width used here is four times that used for the PS cases. The velocity field is periodic in the spanwise direction with period 8/ c .
The velocity field for T equal to ͑47͒ 1/2 is given in Fig.  7͑a͒ . For this value of the Taylor number the flow has undergone a period doubling bifurcation. The basic flow profiles are presented to the immediate left of each frame. A time period of 0.75 cycle is highlighted by four time frames. The relative size of the velocity vectors delineate the velocity amplitude. The first frame at time equal to zero begins with the basic flow entering the deceleration phase of the first half-cycle. The transverse disturbance flow field is composed of two vortices having maximum vertical velocity along the vertical lines z equal to zero and 4/ c . This structure of the flow field is consistent with the result that the c /2 is the dominant mode. The vortex gains energy as time increases from zero to 0.25 of a cycle. As the vortex intensifies, its center is displaced in the positive vertical direction. The vortices diminish in strength as the basic flow accelerates from time 0.25-0.5 cycles. Experimental observations have also found the vortex to remain coherent as it is advected away from the rigid boundary for Taylor numbers in the temporally periodic regime. 12 For time 0.5-0.75 of a cycle the vortex intensity is increased, though not to the level seen at time equal to 0.25. From the time evolution of the velocity field we observe that the gains in the disturbance energy coincide with the deceleration phase of the basic flow cycle and the losses coincide with the acceleration phase. This observation has also been verified by examining the temporal variation of disturbance energies against the time variation of the basic flow. Similar observations have also been made for PS-type interactions by comparing the energies with the basic flow variation for values of T less than ͑70͒ 1/2
. We also note that the vortical flows extend several boundary layer units above the boundary. The flow field is time periodic with a period of one cycle. This is reflected in the repetition of spatial trajectories of vortices over successive excitation periods. The flow also exhibits a concentration of vorticity in the oscillatory boundary layer at times of maximum acceleration in the axial basic flow. A similar feature was noted for T equal to ͑60͒ 1/2 for PS-type disturbances. The structure of the velocity field once the flow becomes chaotic is given in Fig. 7͑b͒ . The velocity vectors and profiles are presented for T equal to ͑52͒ 1/2 . The frame at time zero reveals two vortices along the edges of the frame. Over the first quarter-cycle the two vortices intensify as they move upward and the vortex center shifts away from the frame edge. This time interval corresponds to the deceleration phase of the basic flow. As the basic flow accelerates to time 0.50, the vortices diminish in strength. to the edge of the frame, between time 0.50 and time 0.92. Over the next half-cycle, time 1.0 to time 1.5, the new vortices move upward. The vertical drift of the vortices is faster between time 1.0 and 1.25. The vortices are found to remain coherent as they are advected upward. This feature is common among periodic and chaotic disturbances of type PS or SPS. The structure of the velocity field as well as the position of the vortex centers does not repeat after an oscillation period, for T equal to ͑52͒ 1/2 . The nonperiodic behavior of the vorticity distribution and vortex spatial trajectory reflect the chaotic nature of the flow.
V. CONCLUDING REMARKS
The transition to chaotic motion in an incompressible fluid, driven by a harmonic time-varying pressure gradient has been presented. It was shown that both PS and SPS disturbances become temporally chaotic, though at different modulation amplitudes. The presence of subharmonic wave number components in the disturbance accelerate the transition to chaos. The dynamic behavior of the disturbances for PS and SPS cases at like values of the Taylor number differ. The disturbance field was found be sensitive to the wave number content of the initial disturbance field. PS-type modes are the least stable near T c while the SPS mode become chaotic more rapidly for an increasing Taylor number. 
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