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Abstract 
 
Object tracking, all in all, is a testing issue. Troubles in tracking objects emerge because of 
unexpected motion of the object, scene appearance change, object appearance change, 
structures of objects that are not rigid. Besides this full and partial occlusions and motion of 
the camera also pose challenges. Commonly, we make some assumptions to oblige the 
tracking issue in the connection of a specific provision. Ordinarily it gets important to track 
all the moving objects in the real time video. Tracking using colour performs well when the 
colour of the target is unique compared to its background. Tracking using the contours as a 
feature is very effective even for non-rigid targets. Tracking using spatial histogram gives 
satisfactory results even though the target object undergoes size change or has similar 
coloured background. In this project robust algorithms based on colour, contour and 
spatiograms to track moving objects have been studied, proposed and implemented. 
 
Keywords: Object tracking, contours, Spatial histogram, Spatiogram. 
 
 
 
 
 
 
 
 
 
 
  
 5 
 
Contents 
 
Acknowledgement............................................................................................................................. 3 
Abstract ............................................................................................................................................ 4 
1. Introduction .............................................................................................................................. 6 
2. Object Tracking- A Literature Survey .......................................................................................... 8 
3. Tracking an object based on its colour ..................................................................................... 10 
3.1 Algorithm ......................................................................................................................... 11 
3.2 Results ............................................................................................................................. 12 
3.3 Conclusion ....................................................................................................................... 13 
4. Tracking moving objects using contours ................................................................................... 14 
4.1 Algorithm ......................................................................................................................... 15 
4.2 Results ............................................................................................................................. 16 
4.3 Conclusion ....................................................................................................................... 19 
5. Spatial Colour Histogram based object tracking ....................................................................... 20 
5.1 Algorithm ......................................................................................................................... 20 
5.1.1 Target Representation .............................................................................................. 20 
5.1.2 Target Localization ................................................................................................... 22 
5.1.3 Model Update .......................................................................................................... 23 
5.1.4 Object histogram update .......................................................................................... 24 
5.2 Algorithm Summary ......................................................................................................... 25 
5.3 Parameters used and their selection: ............................................................................... 26 
5.4 Results: ............................................................................................................................ 27 
5.5 Conclusion: ...................................................................................................................... 32 
6. References ............................................................................................................................... 33 
 
 
 
  
 6 
 
1. Introduction 
 
In the domain of computer vision, object tracking plays a very important role. With the 
advent of powerful computers, the proliferation of high definition and economical video 
cameras, and the applications that require automated analysis of a video, a great increase in 
the interest in object tracking algorithms has come in picture. Video analysis consist of three 
primary steps: detection of objects that are moving called the target objects, tracking of target 
objects in consecutive frames, and analysis of tracks to study behaviour and motion. 
Therefore, tracking of objects is indispensable in the following domains [12]: 
—recognition based on motion that involves identification of human depending on gait, 
automatic object detection, etc. 
—video surveillance that involves analysing a scene for detection of unwanted or suspicious 
events; 
—automated indexing, which is numbering and searching of videos in large databases; 
—interaction of human-computer, which involves gesture recognition, eye gaze tracking for 
data input to computers, etc. 
—monitoring the traffic which involves real-time gathering the statistics of traffic to control 
traffic. 
—automated navigation of the vehicle, which involves path finding depending on video and 
capability to avoid obstacles. 
 
Basically, tracking may be defined as the task of finding the path of an object in frames when 
it moves in the background. Conversely, an object tracker puts consistent marks to the objects 
tracked in consequent video frames. Besides, based on the tracking application, a tracker may 
incorporate additional object-specific information for instance area, shape or orientation of 
the object. Tracking of objects poses a challenge because of [12]: 
—information-loss due to 3D projection on a 2D image, 
—image noise, 
—complex motion of the object, 
—objects being articulated and non-rigid, 
—image occlusions, 
—complex shape of the target, 
—brightness changes in the scenes, and 
—requirement of real-time motion tracking. 
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Usually an attempt is made to simplify tracking by putting constraints or making some 
assumptions on the object motion and/or object appearance. Most of the tracking algorithms 
make an assumption that the object moves smoothly and does not undergo any sudden 
changes. Besides this constrain can be added to the motion of the object to have constant 
velocity/acceleration depending on some information made available beforehand. Prior 
information about the size and number of objects, or the shape and appearance, can also be 
used to further constrain our tracker. A number of approaches for tracking objects have been 
developed over the years. These primarily differ from one another based on their approach to 
the following questions: How to represent the object? How to select the image features? How 
to model the shape, motion, and appearance of the object? The answers are found to vary 
with the context/environment in which the object is being tracked and the final application for 
which the information of the tracks is required. Consequently, numerous tracking methods 
have been found that answer these questions for various situations [12]. 
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2. Object Tracking- A Literature Survey 
 
Finding the trajectory of an object in motion in subsequent frames from a video taken in real 
time is quite challenging. If the camera with which the video is taken moves too, then we 
cannot use background subtraction algorithms. Besides this, occlusion, real-time processing 
requirement, complexity of object motion, non-rigidity of object etc. add increase the 
challenge of object tracking. However in the past decade a number of high performing 
algorithms have come to surface. 
The tracking of an object comprises of two primary steps namely representation and 
localization. The former depends on the modelling of the target object whereas the latter 
deals with method of searching the target in subsequent frames. Colour histogram [3-5], 
feature point [7-9] and object contour [10, 11] etc. are some of the models that are very 
popular for target representation. The target localization depends on the model followed by 
target representation step. Tracking based on object contour gives good result in case of non-
rigid objects. It consists in constructing a B-Spline curve to parameterize the contour 
followed by particle filtering method to perform tracking [11]. One B-Spline curve is used to 
represent each particle from a set of N particles at each frame and these set of points have to 
be continuously updated and maintained depending on the local map of the edges. It is 
evident that for a good tracking performance we would need a large number of particles. 
Again if we want to track more than one object simultaneously then this algorithm fails due 
to its high computational requirement. 
One of the other approaches that track based on contours make use of a level set array and 
two linked lists. The linked lists elements are switched on to perform the realization of 
adaption of contour. Though the algorithm mentioned above has comparatively low 
complexity in the computation we observe that the representation of the contour which is 
non-parametric tends to decrease the constraint in the contour. If the background has same 
colour as our target object then to include the back ground the contour expands that leads to 
failure in tracking. 
 If rich textures are present in the object then we can use feature points that gives very 
good results. One of the methods which are usually used to find a feature point that gives 
good results is the iterative Newton-Raphson minimisation algorithm [8, 9]. This algorithm 
finds the corresponding feature points in subsequent frames. When feature points are used in 
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tracking the implementation is faster and found to be more reliable. But this tracking fails if 
partial occlusion takes place or if the object motion includes many turns. 
 It has been found that for target representation, if the colours histogram is used then 
the tracking performs well even if there is partial occlusion or pose changes of the object. 
One of the very popular algorithms named 'Camshift' [5] consists in making a colour 
histogram of the target object to track it in subsequent frames. It employs an iterative 
procedure that makes use of the mean shift to find the boundary of the object in subsequent 
frames. In each frame, the boundary position is changed until it finally converges. This 
algorithm was primarily developed for tracking of human faces; however this can be used for 
other objects also. Another algorithm, known as the Kernel-based-tracking algorithm (KBT) 
[4] depicts the distribution of colour of the object using a Kernel weighted colour histogram. 
Here, the weights of the pixels at the boundary of the object are smaller whereas those pixels 
that are around the object centre are given higher weights. Here also, the target localisation is 
done by performing through a mean shift method (generally Camshift) iteratively. These 
algorithms using mean shift have been found to perform very well with the use of Kernel-
weighted histogram. But a serious short-coming of these algorithms is that when the object to 
be tracked undergoes a size change, the performance deteriorates [12]. 
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3. Tracking an object based on its colour 
 
Tracking an object by its colour is based on the following assumptions that the colour of the 
object is different from that of its background and remains unique throughout the duration of 
the tracking [12]. 
Here we use the HSV (Hue, Saturation, and Value) colour space, instead of the more 
common RGB(Red, Green, Blue) colour space. In HSV, each “tint” of colour is represented 
by a number called the Hue. The “quantity” of colour is represented by a number called the 
Saturation and the illumination of the colour is represented by a number called the Value. 
This has a certain advantage over the RGB scale in that we have a single number (hue) for the 
object in spite of multiple shades of colour (from dark to a bright) that the object may have. 
To implement this algorithm the open source computer vision library (openCV) was used. 
This library is written in C/C++ and is optimized and intended for real time applications. The 
version used was OpenCV 2.4.6.0 configured with Microsoft visual studio 2010. 
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3.1 Algorithm 
 
The complete algorithm description can be found in [12]. The outline of the steps followed is 
mentioned in a simple manner below: 
1. The first frame is read from the webcam and the colour of object to be tracked is 
found out. The colour space should be HSV (Hue-Saturation-Value) since the hue 
value depends on only the tint and is same ranging from dark to bright.  
2. Then the image is thresholded using the HSV value. 
3. Then calculate moment10 and moment01- the two first order moments and the zeroth 
order moment (area). 
4. Then divide moment10 by area to get the X coordinate, and similarly, divide 
moment01 by area to get the Y coordinate. 
5. The centre of the object thus found using the moments is saved and then the next 
frame is captured and the steps are repeated for it too. 
6. In the current frame the centre of the object is then joined with that of the previous 
one thus giving us a scribble that denotes the path of the motion. 
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3.2 Results 
 
 
 
Figure 3.1: The left side shows the tracking result of the blue coloured object using yellow 
coloured scribbles and the right side shows the frame after thresholding operation using the 
hue  (105 – 130),saturation – (130 -255) and value – (130-255)  
 13 
 
3.3 Conclusion 
 
This method was implemented in OpenCV 2.4.6.1 and the results obtained were 
found to be successful in real time. 
This method can be used to track the object even if the background is not constant, the 
only constraint being its colour should be unique.  
Occlusion of the object does not have any effect on performance. Even if the object 
gets completely occluded in some of the frames, it keeps up the tracking once the 
occlusion is removed. 
The motion of the camera while taking the video has little effect on the tracking 
result. 
However it should be kept in mind that the colour of the object to be tracked must be 
unique compared to its background. 
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4. Tracking moving objects using contours 
 
A contour [2, 3] is a set of points that directly or indirectly depicts in an image, a curve. This 
depiction depends on the situation in particular. There are numerous methods in which a 
contour/curve can be represented. In OpenCV the representation of the contours is carried out 
by sequences in which the entry has encoded information of the location of the next point on 
the curve. 
 
To find the pixel mean in a set of images/frames, add all the pixel values across the frames 
and divide it by the total number of frames. However an alternative is often used called the 
running average. The running average may be calculated as [2, 3]: 
                 
             accml(x, y) = (1−α )∗accml(x, y)	+ α∗img(x, y)           iff msk(x, y) ≠ 0 
 
If the value that is given to α is constant then the result of summing and that of running 
average will differ. The parameter α determines the extent to which the previous frame 
influences the accumulator. Equivalently, it gives the length of time it takes for the effect of 
previous frames to diminish.  
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4.1 Algorithm 
 
The details of object tracking using contours can be found in [2, 3]. The outline of the 
algorithm used is mentioned below: 
 
1. The first frame is read from standard PETS2001 dataset video. 
2. Using the next frames the running average is calculated and accumulated. 
3. For each frame the running average accumulated is subtracted. 
4. Then the difference is converted to grey scale using the standard formulae. 
5. The grey image then thresholded to make the contours more pronounced. 
6. The noise is reduced using morphological operations- eroding and dilating. 
7. Contours are then computed on the difference image. 
8. For each contour the boundary is determined and a rectangle is drawn surrounding it 
to show the object being tracked. 
9. Steps 2-7 are repeated until the completion of the video.  
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4.2 Results 
 
After implementing the algorithm in OpenCV, the results on various datasets obtained are 
shown below: 
 
 
 
Figure 4.1: Tracking result using the given algorithm on PETS2001 (1) dataset. 
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Figure 4.2: Tracking result using the given algorithm on PETS2001 (2) dataset. 
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Figure 4.3: Tracking result using the given algorithm on PETS2001 (3) dataset. 
 19 
 
4.3 Conclusion  
 
 
This method was implemented in OpenCV 2.4.6.1 and the results obtained were found to be 
successful in real time. This method is quite robust in the sense that it tracks all the moving 
objects in the video despite their arbitrary shapes, sizes and locations. In applications such as 
surveillance for security it is very efficient as it detects any motion in the captured view. This 
also performs very well when the object in motion and its background share similar colour. 
The varying brightness, up to a certain level, has no effect on the performance of the 
algorithm. Besides this it also performs satisfactorily when the object undergoes partial 
occlusion.  
 
However the background should be fixed for this algorithm to work otherwise the contours 
may also include the background and the moving objects can’t be tracked effectively. 
 
  
 20 
 
5. Spatial Colour Histogram based object tracking 
 
In this method the concept of spatiogram [1] is used to represent the object by a new class of 
spatial colour histogram model. Every bin of spatial histogram has the information of total 
pixel number that fall in the particular bin and also the pixels positions with respect to the 
centre of the object. Using the centre voting scheme similar to that of generalized Hough 
transform, the localization of the target object is performed. After localizing the object, it is 
segmented out using the back projection algorithm from the background [1]. Once the object 
is segmented out, we estimate the object size in the current frame and change the search 
range. 
5.1 Algorithm 
Let ܿ⃗ be the centre of the object to be tracked in the current frame. We need to find its 
centre in the subsequent frames. We refer the object to be tracked as the target object. 
 We segment the object in the initial frame using background subtraction 
algorithms, the details of which can be found in [12], or else by a manual selection. 
5.1.1 Target Representation 
 
Let { పܺሬሬሬ⃗ = (ݔ௜,ݕ௜)}௜ୀଵ,…,ே be the pixel locations of the object we want to track, the 
target object. 
	ܿ⃗ = (	ܿ௫ , ܿ௬) is the object centre and (݈௫ , ݈௬) are half the dimensions of rectangle 
bounding the target object. For target representation we form a spatial colour 
histogram given as [1] 
h = {  μሬ⃗ (௕,௞) ,  ݊(௕,௞) }௕ୀଵ,…,஻, ௞ୀଵ,ଶ…  
Where  μሬ⃗ (௕,௞) = Mean vector that represents the location of kth pixel cluster of 
in the bth bin with respect to the object centre. 
            ݊(௕,௞) = the probability value determined using total pixel number in 
the bth bin and kth cluster. 
Mathematically [1], 
݊(௕,௞) = C∑ ܭ( పܺሬሬሬ⃗ ) ே௜ୀଵ ᆄ௜௕௞  
 
Where    C = ଵ
∑ ௄(௑ഢሬሬሬሬ⃗ ) ಿ೔సభ     to ensure that        ∑ ݊௕,௞(௕,௞)  = 1 
ᆄ௜௕௞  = 1 if the pixel lies in bth bin, kth cluster otherwise it is zero. 
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The Kernel function is defined as [1] 
 ܭ( పܺሬሬሬ⃗ ) = ൜1 − ݀ଶ൫ పܺሬሬሬ⃗ ൯						݂݅	݀( పܺሬሬሬ⃗ ) ≤ 1,0																			ܱݐℎ݁ݎݓ݅ݏ݁   
Here ݀( పܺሬሬሬ⃗ ) is Euclidean distance between pixel పܺሬሬሬ⃗  and the object centre. We 
calculate this by normalizing (ݔ௜ −	 	ܿ௫) by ݈௫ and (ݕ௜ −		ܿ௬) by݈௬. 
 ݀൫ పܺሬሬሬ⃗ ൯ = 	ඨቀ௫೔ି		௖ೣ௟ೣ ቁଶ + ൬௬೔ି		௖೤௟೤ ൰ଶ 
This is same as the ellipse equation centred at ܿ⃗. Those pixels located outside it 
are given zero weights and those close to centre are given higher weights [1]. 
Estimation of μሬ⃗ (࢈,࢑) [1]: 
Input: Pixel Location 
Output: Cluster of pixels 
For each పܺሬሬሬ⃗ : 
1. Determine the bin index b of pixel పܺሬሬሬ⃗ . 
2. Form a new cluster  μሬ⃗ (௕,ଵ)= పܺሬሬሬ⃗  if the bth bin is empty. 
3. Else, for each k 
a. Find the distance of  μሬ⃗ (௕,௞) from పܺሬሬሬ⃗ . 
b. If the distance is less than ߝ, then include పܺሬሬሬ⃗  into  μሬ⃗ (௕,௞). 
c. Update  μሬ⃗ (௕,௞). 
4. Form a new cluster  μሬ⃗ (௕,௞) = పܺሬሬሬ⃗  if పܺሬሬሬ⃗  cannot be assigned to any of the pre-existing 
clusters. 
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5.1.2 Target Localization 
 
 In this step we do the centre voting followed by back projection. The centre voting 
involves the following steps [1]: 
1. Only those pixels can cast a vote whose colour is present in the histogram target 
model. 
2. The pixel belonging to bth bin puts its vote at పܺሬሬሬ⃗ −  μሬ⃗ (௕,௞). 
3. If the reliability of a pixel is high then it votes with larger weight compared to the 
pixel whose reliability is low. 
The reliability of a pixel depends on how unique is its colour when compared to the 
background. The voting weight to cast a vote at  μሬ⃗ (௕,௞)is defined as 
    ݓ(௕,௞) = max	{௡(್,ೖ)ି௠್௡(್,ೖ)ା௠್ , 0} 
Here ݉௕ is the probability value obtained from the background spatial histogram. Let పܺሬሬሬ⃗  ‘s 
are the background pixels located within ellipse with axis (݈௫ + ∆) and (݈௬ + ∆) and 
  ∆ = ߟ × min൫݈௫ , ݈௬൯; 
where the parameter η varies with the object speed. 
The value ݉௕ is the background histogram value at ܾ௧௛ bin and is defined as 
   ݉(௕) = ܥ஻ீ ∑ ܭ஻ீ( పܺሬሬሬ⃗ ) ே௜ୀଵ ߜ௜௕ 
    Where ܥ஻ீ= 
ଵ
∑ ௄ಳಸ(௑ഢሬሬሬሬ⃗ ) ಿ೔సభ  
ᆄ௜௕௞  = 1 if the pixel lies in the bth bin and kth cluster otherwise it is zero. 
The kernel function is similar to the previous one and defined as: 
     ܭ஻ீ( పܺሬሬሬ⃗ ) = ቊ1 − ߣ ቀߪ − ݀൫ పܺሬሬሬ⃗ ൯ቁଶ 						݂݅	݀∆൫ పܺሬሬሬ⃗ ൯ ≤ 1	ܽ݊݀	݀൫ పܺሬሬሬ⃗ ൯ ≥ 1,0																			ܱݐℎ݁ݎݓ݅ݏ݁  
Where 
ߪ = 12 (1 + ݀൫ పܺሬሬሬ⃗ ൯݀∆൫ పܺሬሬሬ⃗ ൯) 
     ߣ = 	 ଵ(ఙିଵ)మ 
For calculating ݀∆൫ పܺሬሬሬ⃗ ൯, we use (݈௫ + ∆) and (݈௬ + ∆) as the normaliser. 
Since in the new frame the object is located somewhere closer to the last one, only the pixels 
nearby cast their votes. Thus the search region is defined to have the dimension of 2(݈௫ +
∆) 	× 2(݈௫ + ∆). 
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After we find the new object centre in the following frame, we search for pixels that voted for 
the centre correctly and set those pixel locations as 1 in a new foreground image. This is the 
back projection method and the algorithm [1] is as follows: 
 For all పܺሬሬሬ⃗  that are in the search region 
  dist = ฮ(vote( పܺሬሬሬ⃗ ) − ܿ⃗)ฮ 
  If dist<ζ then 
   Set పܺሬሬሬ⃗  as foreground 
Else 
Set పܺሬሬሬ⃗  as background 
End if 
End for 
 
Once we obtain the foreground image we calculate the object sizes. Let ݈௫∗  and ݈௬∗  be the new 
dimensions of the object calculated from the foreground image. We calculate the new object 
size by [1]  
                      ݈௫ᇱ = (1 − ߙ)݈௫ ∗ +ߙ ∗ ݈௫∗  
                      ݈௬ᇱ = (1 − ߙ)݈௬ ∗ +ߙ ∗ ݈௬∗   
  
Here α is a constant that determines the rate with which we update the object dimensions. 
 
5.1.3 Model Update 
 
When the object moves its background changes continuously along with its own 
shape and size. Thus we need to update both the object and background model. 
a.  Background model update 
First calculate the histogram of the background ݉௕	∗ at the current frame. Then 
update the background histogram [1] as 
  ݉௕ = (1 - β)× ݉௕ + β× ݉௕∗ 
Here the constant β determines the influence of the previously obtained histogram 
on the updated histogram. 
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5.1.4 Object histogram update 
 
This step involves three processes namely merging followed by appending and 
finally pruning. Let ℎ∗ = {μሬ⃗ (௕,௟)∗, ݊(௕,௟)∗} be new spatial histogram determined at 
current frame with new kernel dimensions. Following steps are taken to update 
[1]: 
1. If the distance between  μሬ⃗ (௕,௞) and  μሬ⃗ (௕,௟)∗  is less than the clustering threshold 
then take their average and merge them. Update the probability as (1 − ߙ) ∗ ݊௕,௞ + ߛ ∗ ݊(௕,௟)∗ 
If  μሬ⃗ (௕,௞) could not find a match in  μሬ⃗ (௕,௟)∗  , set the probability value as 
                  (1 − ߛ) ∗ ݊௕,௞  
2. If  μሬ⃗ (௕,௟)∗  cannot find any match in  μሬ⃗ (௕,௞) , then append it in h. 
3. If the probability ݊௕,௞  of  μሬ⃗ (௕,௞) is less than the pruning threshold xi then take 
it out of the model.  
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5.2  Algorithm Summary 
 
Input: An object whose spatial centre c is given in the first frame [1]. 
 
1. Find the object spatial histogram h. 
2. Find the background histogram ݉௕. 
3. In the next frame, ask to each pixel in the search region to cast votes for the centre 
with appropriate weight. 
4. Find the position in the image that received the maximum votes. Consider it the 
new centre of the object. 
5. Implement the back projection. 
6. Change the dimension of the target object and update it. 
7. Find the new histogram of the background ݉௕∗ at updated location c and 
subsequently update the original histogram of the background ݉௕. 
8. Determine the new histogram of the object ℎ∗ at updated object location and 
finally update h. 
9. Return to step 3.  
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5.3 Parameters used and their selection 
A detailed study of the effect of these parameters can be found in [1]. 
Spatial Clustering threshold (ε):   
If the value of spatial clustering threshold is large then more pixels would be grouped 
in the same cluster [1]. This will lead to a coarse model. Generally we take small 
value for ε. 
Rigidity threshold (ζ): 
This depends on the characteristics of the target object. If the target object is rigid then a 
small value should be selected otherwise a higher value for objects that are non-rigid. 
However if the value slightly deviates from the optimal one it does not affect the result. 
Object size update (ߙ): 
The parameter α determines the rate at which the object size should be changed. It is 
found that smaller values usually give good results. 
Background model update ratio (β): 
This parameter determines the pace at which we update the background model. The result 
is relatively insensitive except when the object and background share a similar colour. 
Object model update ratio (γ): 
We assume that appearance of the object does not undergo a large change in subsequent 
frames. Hence we set a small value for this parameter. Setting a large value hampers the 
performance as more background pixels are allowed in the object model. 
Pruning threshold (ξ): 
This parameter is used to prune those clusters the probability of whom to be a part object 
model is quite less. As they cluster cast their votes with extremely less weights we don’t 
need them in our model.  
Speed of the object (η): 
Usually a value of η = 2 suffices for most of the applications. If the speed of the object is 
very high between frames then a higher value may be used.  
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5.4  Results 
 
Values of parameters: β = 0.5; α = 0.1; γ = 0.3; ζ = 2; ξ = 0.00001; ε = 5; η = 3 
 
Figure 5.1: Tracking result of the coke can as it moved forward towards the camera and 
undergoes partial occlusion behind the leaves. 
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Figure 5.2: Tracking result of the coke under partial occlusion and illumination changes. 
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Values of Parameters used:  
 β = 0.5; α = 0.01; γ = 0.3; ζ = 2; ξ = 0.00001; ε = 5; η = 2 
 
Figure 5.3: Tracking result of the toy under normal slow motion between frames 
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Figure 5.4: Tracking result of the toy when it is moved very fast between frames. The tracker 
loses track of the toy in the first frame but regains the location of toy in the third frame. 
 
 
 
 
 
 
 31 
 
 
 
Figure 5.5: Tracking result of the toy under shape change i.e. when it undergoes affine 
transformation. 
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5.5  Conclusion 
 
 
This algorithm was implemented in MATLAB. It tracks a moving object in the video 
despite its arbitrary shape, size and location and is not affected when the background 
shares similar colour. The varying brightness, up to a certain level, has no effect on 
the performance. Performs satisfactorily even if the object suffers partial occlusion 
and also when background is not fixed. Thus, camera motion does not affect 
performance.  
This algorithm can be utilised in understanding the motion of humans in a video 
sequence. This algorithm finds the distance using the inpixel locations. Further 
improvement is possible if adopt a different representation that would be insensitive 
to shape and size changes and thus will increase its robustness 
However the computational requirement is very high and makes real time 
implementation difficult. 
Parallel processing may be used when real time application is required. Boundary 
information may be integrated into colour histogram to make it more robust. Another 
shortcoming is that appropriate values for the large number of parameters need to be 
selected beforehand. Error correction learning may be applied to adaptively change 
the parameters during run-time. 
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