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T
HIS issue marks the beginning of the IEEE TRANS-ACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS (TNNLS). By adding "Learning Systems" to the title, we now state explicitly the scope of the TRANSAC-TIONS to include neural networks as well as related learning systems.
I. THE STORY FOR WHAT REALLY HAPPENED
Neural-networks research reached its peak in the 1990s. People studied multilayer feed-forward networks, recurrent neural networks, associative memories, radial basis function networks, self-organizing maps, adaptive resonance theory neural networks, and more recently, support vector machines, principal component analysis, feature extraction, clustering, and reinforcement learning. The IEEE TRANSACTIONS ON NEURAL NETWORKS went through exactly the same path as above, by initially publishing only neural-network papers to now also publishing papers that are within the scope of neural networks but are not under the traditional coverage of neural networks. With the growth of our community, research in neural networks and learning systems becomes inseparable. In 2009, a discussion started regarding changing the title of IEEE TNN, to make it more reflective of TNN's publication reality. Marios Polycarpou, my predecessor, led the discussion and convinced everyone to initiate this effort. It was after several meetings, many discussions, and lengthy negotiation that we finally were able to get the approval of IEEE in February 2011. So, sincere thanks go to the great efforts of Marios Polycarpou, Gary Yen, and Xin Yao, who really made it possible.
Here we are today. We have this very first issue of IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS in print. This issue marks a new era in the history of our TRANSACTIONS. The TRANSACTIONS is now ready to face the challenges of the next 10-20 years. With the evolution of the fields of neural networks in particular and computational intelligence in general, the IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS will continue to grow and to succeed in this ever-changing world.
II. REVIEW COMMENTS
In my December 2011 editorial, I made a few comments about the review process of TNN manuscripts, and mentioned that among the 600 submissions received between Jan. 1, 2010, and Dec. 31, 2010, there for publication, which leads to a final 28-percent acceptance rate for 2010. The remaining 431 papers were not accepted, including those rejected after review, withdrawn after review, and rejected without review. In terms of percentages, the "papers rejected after review" group has the largest share. If a manuscript receives only one reject recommendation from a reviewer, we may still ask the author to revise the manuscript with the possibility of resubmission after revision, unless the reject recommendation was based on hard facts such as a duplicate submission or was based on comments that make it almost impossible for the author to revise. If a paper receives more than one reject recommendation, I usually have no choice but to reject the manuscript unless the reviewer does not provide any detailed review comments with the reject recommendation.
We also had a number of manuscripts whose authors decided not to revise and resubmit after reading the review comments. Our dedicated reviewers have always provided detailed review comments that are critical for improving the quality of manuscripts. However, some authors may view these comments differently, and feel a lack of encouragement to revise their manuscripts.
We had a small number of manuscripts rejected without going through the review process. These are typically manuscripts that are clearly out of scope or of obviously poor quality.
I am always intrigued by a few reviewers who make a recommendation to revise a paper without providing any comments. Such reviewers may or may not have read the manuscript but somehow are not willing to write any comments. 
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Pantelis Bouboulis

