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Light propagation through an ensemble of ultra-cold Rydberg atoms in electromagnetically in-
duced transparency (EIT) configuration is studied. In strongly interacting Rydberg EIT media,
non-linear optical effects lead to a non-trivial dependence of the degree of probe beam attenua-
tion on the medium density and on its initial intensity. We develop a Monte Carlo rate equation
model that self-consistently includes the effect of the probe beam attenuation to investigate the
steady state of the Rydberg medium driven by two laser fields. We compare our results to recent
experimental data and to results of other state-of-the-art models for light propagation in Rydberg
EIT-media. We find that for low probe field intensities, our results match the experimental data
best if a density-dependent dephasing rate is included in the model. At higher probe intensities,
our model deviates from other theoretical approaches, as it predicts a spectral asymmetry together
with line broadening. These are likely due to off-resonant excitation channels, which however have
not been observed in recent experiments. Atomic motion and coupling to additional Rydberg levels
are discussed as possible origins for these deviations.
I. INTRODUCTION
Electromagnetically induced transparency (EIT) in
Rydberg gases has been the subject of intense studies
both theoretically [1–13] and experimentally [14–20] in
the recent years. One motivation is to achieve strong
interactions between photons by interfacing them with
interacting states of matter. In particular, based on the
excitation blockade [21], non-classical states of light can
be prepared out of an initially classical driving field [17–
20]. Possible applications include deterministic single
photon sources, storage and retrieval of photons, as well
as quantum gates based on photon-photon interactions.
However, already the simulation of classical light propa-
gating through a strongly interacting medium is a sub-
stantial theoretical challenge due to the high complexity
of the underlying many-body physics. At the heart of
this is the exponential complexity of the quantum many-
body problem of interacting 3-level atoms and the non-
linearity and non-locality of the propagation equations of
the light related to the long range interactions.
Various approaches using different approximations
have been pursued to tackle light propagation through
Rydberg EIT media. Sevinc¸li et al. [5] derived an ana-
lytical expression for the third order optical non-linearity
based on the cluster expansion approach [14]. This ap-
proach yields interesting results for moderate atomic den-
sities but the cluster expansion is expected to break down
at high densities [8]. In the weak probe regime, where
the probe field consists only of a few photons significant
progress has been made recently [3, 17]. However, for
more than two photons in the probe field and imper-
fect EIT, numerical calculations become very demanding.
Petrosyan et al. [7] developed a model including corre-
lations in the light field. This model is based on coarse
graining the atomic medium by introducing super-atoms.
All these approaches treat the atomic cloud as a con-
tinuous medium. Alternatively, the atoms can be treated
individually as discrete objects. This has the advan-
tage that the simulation can realistically model non-
homogeneous trap geometries, large atom numbers and
densities. However, models focusing on the atomic prop-
erties, such as inter-atomic correlations and other many-
body effects, generally have the problem that the dimen-
sion of the Hilbert space grows exponentially with the
number of atoms. This problem can be overcome by ex-
cluding states that are never populated due to the Ry-
dberg blockade effect [22–24]. But this state reduction
is not possible for non-Rydberg excited states, since they
are not affected by strong interaction-induced level shifts.
If the driving is far off-resonant from the intermediate
level, non-Rydberg excited states are never populated,
and can be eliminated adiabatically. In an EIT con-
figuration, however, where both lasers are near-resonant
with a low-lying intermediate excited state, this adiabatic
elimination is not possible. As a consequence, the state
space truncation becomes ineffective. A further restric-
tion arises because incoherent processes such as the spon-
taneous decay of the intermediate level are important in
the EIT setting, which make a full master equation (ME)
treatment necessary.
In order to overcome these difficulties, here, we use a
model based on the rate equation (RE) ansatz developed
by Ates et al. [8, 25, 26] and extended by Heeg et al.
[27] to calculate the steady state of a cloud of three-level
atoms subject to coherent laser driving. In this model,
interactions are included as level shifts only, making a
classical Monte Carlo treatment possible. A strength of
the RE model is that it enables one to obtain theoretical
predictions over a broad parameter range. Since calcu-
lation times scale almost linearly with the atom number
(compared to exponential in the case of the full ME),
large atom numbers and densities in arbitrary geometries
can be treated. Thus, calculations considering the actual
experimental conditions become feasible, in parameter
ranges inaccessible with ME or truncated Hilbert space
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2models. One has to keep in mind, however, that the va-
lidity of the approximations entering into the RE model
depends on the chosen parameters, and there are param-
eter conditions where the this approach is known to fail.
One way of estimating the predictive power of RE based
models are comparisons with other theoretical models, or
benchmark calculations with more accurate models such
as exact full ME simulations. But since it is the main
motivation for using RE based models to access broader
parameter space, the latter are usually only possible over
a strongly restricted parameter range.
As a first example, we compare our results to recent ex-
perimental data obtained for resonant probe fields of low
intensity [20]. In the regime of weak probe laser fields,
the probe beam is attenuated while traveling through the
atomic cloud. For this, we extend the existing RE models
to include absorption based on the propagation equations
of classical light fields. These lead to spatially varying lo-
cal probe fields experienced by the different atoms, and
we solve the combined propagation equations and RE
self-consistently. We find that best agreement is achieved
if in addition to the constant dephasing induced by the
finite laser linewidth also a density-dependent dephasing
is introduced. This additional dephasing could arise from
motion-induced dephasing, and we find that the collision
rates one obtains from a simple estimate based on kinetic
gas theory are comparable to the relevant experimental
time scales. Another effect that would also lead to den-
sity dependent enhancement of absorption is the coupling
of the Rydberg state excited by the lasers to neighbor-
ing Rydberg levels. We further study light propagation
with off-resonant probe fields, and compare our results
to those of other models [5, 7]. We find that the models
disagree at higher probe intensities, as the RE include
resonant excitation channels at off-resonant laser driving
which are not captured in the other super-atom based
models. The resulting asymmetry in the spectra pre-
dicted by the RE, however, were not observed in recent
experiments [14, 15]. A possible explanation for this dis-
crepancy is that atomic motion could render the resonant
excitation channels ineffective [28].
II. MODEL DESCRIPTION
II.1. Monte Carlo rate equation model
The RE model provides a way to calculate the steady
state of a strongly interacting many-body system subject
to lasers in EIT configuration that scales almost linear
with the atom number as long as the Rydberg excited
fraction is small. For our calculations, we mainly refer
to Rydberg EIT experiments in the strong interaction
regime as recently studied in Ref. [20, 29]: The ground
state |g〉 = ∣∣5S1/2〉 of 87Rb is coupled to an intermediate
state |e〉 = ∣∣5P3/2〉 by the (weak) probe laser with Rabi
frequency Ωp. The state |e〉 is coupled to the Rydberg
state |R〉 = ∣∣55S1/2〉 by the (strong) coupling laser with
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FIG. 1. (Color online) Setup considered in the numerical cal-
culations, adapted from [20]. A cylindrical cloud of Rydberg
atoms interacts with counter-propagating probe and coupling
laser fields. We model the attenuation of the probe laser field
to evaluate its intensity at the position of atom i by consider-
ing an attenuation tube of transverse area A, as explained in
the main text. Within this tube, large red spheres represent
Rydberg excited atoms, while small green ones are atoms in
non-Rydberg states at the time of evaluation. The internal
states of the atoms in the tube determines the amount of at-
tenuation. Next to the light absorption, we also calculate the
number of Rydberg excitations, indicated by an ionizing field
Eion and an ion detector (MCP). g indicates gravitation also
included as classical motion in our calculations.
Rabi frequency Ωc. The intermediate state |e〉 can spon-
taneously decay to the ground state with rate Γ, while
the Rydberg state is long lived. The additional dephas-
ings caused by the finite laser bandwidths lead to the
total line widths γeg and γgR of the probe transition and
the two photon transition, respectively. Two atoms that
are in the Rydberg state show repulsive Van der Waals
interaction with C6/2pi = 50 GHzµm
6.
The Hamiltonian of an ensemble of N such atoms, in
rotating wave approximation, reads (~ = 1)
H =
N∑
i=1
[
H
(i)
L +H
(i)
∆
]
+
∑
i<j
C6 |RiRj〉 〈RiRj |
|ri − rj |6 (1)
where
H
(i)
L = Ωp/2 |gi〉 〈ei|+ Ωc/2 |ei〉 〈Ri|+ h.c. (2)
describes the coupling of the atoms to the laser fields and
H
(i)
∆ = −∆1 |ei〉 〈ei| − (∆1 + ∆) |Ri〉 〈Ri| (3)
accounts for the detuning from the one and two photon
resonance. Incoherent processes can be included as Lind-
blad terms L[ρ] [30–33] leading to the ME for the density
matrix
ρ˙ = −i[H, ρ] + L[ρ] . (4)
For a single atom (N = 1) one can transform the ME
into a set of RE for the populations of the atomic levels
3by adiabatically eliminating the coherences (ρ˙ij = 0 for
i 6= j) [25]. For the many-body case one can intuitively
generalize this to a RE for the populations of the prod-
uct states |σ〉 = |σ1, σ2, . . . , σN 〉, where σi ∈ {g, e,R}.
We employ a Monte Carlo technique for the solution of
the many body RE, that is, starting in the global ground
state |g, g, . . . , g〉 we perform a random walk through the
configuration space of states |σ〉 [27] and average over
many such trajectories, ensuring the convergence to a
global steady state. The Hamiltonian H couples two such
many body states only if they differ in exactly the state of
one atom. Therefore, it is sufficient to randomly pick one
atom in each Monte Carlo step and determine the prob-
ability (jump rate) with which its state is changed. In
order to calculate these rates, a mean-field-like approx-
imation is required: The interaction between atoms in
the Rydberg state is incorporated merely as a shift of the
Rydberg level of the considered atom ∆
(i)
int =
∑′
j 6=i Vij ,
where the sum only runs over atoms that are currently
in the Rydberg state. ∆
(i)
int enters as an additional de-
tuning into the ME of atom i, i. e., the detuning of
the coupling laser for atom i is modified according to
∆→ ∆(i) = ∆−∆(i)int. This generalization to the many-
body case is not unique, but it can be shown to capture
many relevant features of the many-body system [34].
As the involved approximations may fail depending on
the chosen parameters, in the following, we also discuss
benchmark comparisons of our numerical results to exact
full ME simulations for few particles.
II.2. Including propagation effects
We now discuss how the attenuation of the probe beam
can be included in the RE model. Classical light propa-
gating through an atomic medium with electric suscepti-
bility χ = Im(χeg) and thickness L is damped exponen-
tially
Ωp(L) = Ωp(0)e
−χkL/2 , (5)
where k is the wave vector of the light. For resonant
probe fields, dispersion and transverse beam dynamics
can be neglected [5]. In terms of atomic properties χ is
given as
χ =
2|µeg|2n0
0~Ωp
Im(ρge) =
3λ2n0Γ
2
2pikΩ2p
ρee (6)
where µeg is the dipole matrix element of the probe tran-
sition, n0 the atomic density, λ = 2pi/k the probe wave-
length, and Γ the spontaneous decay rate from |e〉 to |g〉.
In order to include the propagation effect in the Monte
Carlo simulation, we have to calculate the local probe
Rabi frequency that a certain atom i experiences. For
this, we define a cylindrical volume (tube) of cross section
A located around atom i and extending into the opposite
direction of the probe light propagation, see Fig. 1. All
atoms inside this tubes contribute to the attenuation of
the probe beam before it reaches atom i. The attenua-
tion is calculated recursively, starting at the first atom in
the tube (i1), that experiences the full probe laser power
corresponding to the Rabi frequency Ω
(0)
p . Using Ω
(0)
p
we calculate the steady state value of ρ
(i1)
ee for the cur-
rent configuration |σ〉 and use this to determine the Rabi
frequency behind atom i1 as
Ω(i1)p = Ω
(0)
p exp
[
− 3λ
2Γ2ρ
(i1)
ee
4piA(Ω
(0)
p )2
]
. (7)
Using Ω
(i1)
p this procedure is repeated with the next atom
i2 in the tube and so on until atom i is reached. The
local Rabi frequency Ω
(i)
p is then used to determine the
steady states and thus the jump probabilities for atom
i and to update its state. This procedure is repeated
until the global observables converge. Additionally we
average over many random Monte Carlo samples of atom
positions.
In our numerical routines the recursive calculation of
Ωp is not required in every step. Instead, the values of
the local susceptibility and Rabi frequency are stored and
reused. They only have to be updated, when an atom
jumps into the Rydberg state or out of the Rydberg state,
since in this case the interaction shifts of all other atoms
change.
The only parameter that we can choose freely is the
tube cross section A. We found that the results are inde-
pendent of the exact choice of A as long as two criteria
are fulfilled: A must be large enough to obtain Ntube  1
atoms per tube on average, and it must be small enough,
such that the atomic density does not vary much over
the tube diameter. When simulating samples of varying
density, we choose A such that the average Ntube is the
same for all densities.
III. RESULTS
III.1. Density dependence on resonance
In the first part, we consider the setup in Fig. 1, and
compare our theoretical predictions to corresponding ex-
perimental data reported in [20]. As sketched in Fig. 1, a
small ensemble of 87Rb atoms is illuminated by counter-
propagating probe and coupling lasers, where the cou-
pling laser is focused to a small spot. We calculate the
absorption image of the could as well as the number
of produced Rydberg excitations, as a function of the
atomic density of the Gaussian-shaped cloud. The laser
parameters used throughout this section are given in the
caption of Fig. 2.
Figure 2 shows how the probe beam is attenuated
while propagating through the atomic cloud. The higher
the atomic density, the faster the probe intensity drops.
Therefore the maximum of the Rydberg density does not
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FIG. 2. (Color online) Probe beam intensity Ip (dashed blue),
atomic density n0 (dotted black), and density of Rydberg
excitations nryd (solid red) along the propagation direction of
the probe beam. The Rydberg density has been amplified by
a factor of 500 with respect to the atomic density. The peak
value of n0 is 1.5 × 1012 cm−3. Parameters are Ω(0)p /2pi =
0.235 MHz, Ωc/2pi = 5.1 MHz, Γ/2pi = 6.1 MHz, γeg/2pi =
6.4 MHz, γgR/2pi = 1.7 MHz, and C6/2pi = 50 GHzµm
6.
coincide with the maximum of the atomic density. This
is indicated by the dashed vertical lines in Fig. 2. The
next quantity of interest is the transmitted probe inten-
sity relative to the respective intensity observed in the
two-level medium obtained in the absence of the coupling
beam (without EIT). Figure 3 shows the distribution of
this relative intensity in a section transverse to the beam
propagation direction. In (a), a single Monte Carlo tra-
jectory is shown. The noise is due to fluctuations in the
local atomic density. The two dips close to the trap cen-
ter are signatures of Rydberg excitations reducing the
transmission in their vicinity. Such images cannot be
obtained easily with current state-of-the-art experiments
since the exposition time required to obtain an absorp-
tion image of sufficient signal to noise ratio is long on the
time scale of the excitation dynamics. Thus excitations
will vanish and reappear at other positions while the im-
age is acquired making the spatially resolved detection
of Rydberg excitations impossible. To overcome this dif-
ficulty, alternative imaging schemes have been proposed
[35, 36].
In typical experiments, a time-integrated transmission
signal is recorded, which is in addition averaged over sev-
eral repetitions of the experiment. This procedure is
mimicked in our Monte Carlo simulation by averaging
over several Monte Carlo trajectories and several real-
izations of randomly chosen atom positions. Such an
averaging results in a transmission pattern as shown in
Fig. 3(b) which can be compared directly to camera im-
ages obtained in the experiment reported in [20].
We simulated the probe intensity behind the cloud
(z = ∞) in the center of the excitation region (x = y =
0). The results for the EIT-absorption are divided by the
absorption obtained with the coupling laser switched off
in order to eliminate trivial density dependences. In the
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FIG. 3. (Color online) Simulated absorption images of the
atomic cloud. We plot the relative difference between the
transmitted probe Rabi-frequency and the respective two level
response, (Ωp−Ω(2L)p )/Ω(2L)p . (a) shows a snapshot of a single
Monte Carlo trajectory. We observe two prominent structures
near the center stemming from Rydberg excitations that cause
enhanced absorption in their vicinity. The peak density is
chosen as 2.8 × 1011 cm−3 in this figure. The white ellipse
marks the border of the coupling laser spot. (b) Average over
500 Monte Carlo samples. The dashed line marks the position
of the original center of the cloud before falling under gravity.
low and high density limit the results (see solid black
line in Fig. 4) agree well with the experimental data
from [20] (red open circles in Fig. 4). However, at in-
termediate densities, the experimentally observed scaled
absorption is clearly underestimated by the RE model. In
order to understand this discrepancy, we inspect the four
major approximations that enter into our calculations.
These are, first, the inclusion of interactions as mere level
shifts, which is the main approximation of the RE model,
second, the classical treatment of the light propagation,
third, the frozen gas approximation, and fourth, the as-
sumption of a single Rydberg level. We note that the
simulations of the scaled absorption have no adjustable
parameters. In [20], all experimental parameters have
been determined in independent measurements.
In order to check whether the local medium response
is reproduced correctly by the RE model, we benchmark
it by comparing it to full ME simulations. For this, we
recall that in the RE model with probe absorption, the
local susceptibility is calculated from the intermediate
state population using Im[ρge] = ρeeΓ/Ωp. We there-
fore compare the intermediate state population obtained
from the RE model to Im[ρge]Ωp/Γ from full ME calcu-
lations. Due to the exponential growth of the state space
with the number of 3-level atoms, the ME simulations
are restricted to only few atoms. The atoms are placed
in a regular chain and the distance between neighbor-
ing atoms is varied. Small lattice spacing corresponds
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FIG. 4. (Color online) Density dependence of scaled absorp-
tion. Red open circles: experimental data [20], solid black
line: RE model, dotted blue line: super atom model [7],
dashed green line: Calculations using the third order suscep-
tibility from [5]. The dot-dashed line is obtained by including
additional atomic motion induced dephasings. The experi-
mental data was acquired over an exposure time of 100µs,
much longer than the excitation time 2µs for the data in
Fig. 6.
to high density, while for large lattice spacing the non-
interacting regime is approached. The results are shown
in Fig. 5 for up to 5 atoms. The parameters are as in
Figs. 4 and 6. We find that the probe beam absorption is
underestimated systematically by the RE model, and the
deviation to the ME result increases with density. The
deviations, however, are only on the order of 10−3 for five
fully blockaded atoms, which corresponds to a density of
about 1010 cm−3 (solving Nb = n0Vb = 5 for n0 with
Vb = 4pir
3
b/3 and rb = 5µm). Higher densities are not
accessible for the ME, as then there would be more atoms
per blockade radius than included in the simulation. At
density 1011 cm−3, where the deviation in scaled absorp-
tion between theory and experiment is largest, there are
approximately 50 atoms per blockade radius, inaccessible
to ME treatments.
For up to 5 atoms, the deviation approximately in-
creases linearly with the number of blockaded atoms.
Naively extrapolating this linear dependence to higher
densities would lead to a deviation in ρee of order of 1%
at a density of 1011 cm−3. The relative differences in the
Rydberg population are of the same order. This would
not be sufficient to explain the deviations from the exper-
imental data of & 10%. Obviously, this linear extrapola-
tion is expected to break down at higher densities. But
in related calculations, as expected we found that the
RE model generally performs better as dephasing rates
increase compared to the coherent drive. This was also
pointed out in [37] for the case of two-level atoms [34].
In our present calculations, the dephasing rates are quite
large compared to the probe Rabi frequency, as
√
NΩ
(0)
p
only exceeds γgR starting from N ≈ 50. This explains
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FIG. 5. (Color online) Comparison between rate equation and
master equation for few atoms in a lattice configuration. The
parameters are the same as in Fig. 4. The atoms are arranged
in a regular lattice with varying lattice spacing. The limit of
small lattice spacing corresponds to full blockade, while for
large spacing the atoms are non-interacting. (a) Intermediate
state population ρee and Im[ρge]Γ/Ωp as a function of lattice
spacing for N = 5 atoms. We additionally show the analytical
solution of the rate equation for a fully blockaded ensemble as
dashed line. (b) Relative difference between rate equation and
master equation. Solid line: N = 5, dashed lines: deviation
in the full blockade case for other atom numbers.
the good performance of the RE model in the lower den-
sity regime, and suggests that its validity range extends
into the region of substantial deviation between theory
and experiment in Fig. 4.
Since a direct benchmark of the RE results to corre-
sponding ME results is possible only over a restricted
density range, an alternative strategy to investigate the
validity of the RE approach is to compare theory and ex-
periment for other observables in the parameter range in-
accessible to ME treatments. In particular, the RE model
also gives access to the Rydberg excitations. The pre-
dicted number of excitations agrees well with experimen-
tal values of Ref. [20] over the entire density range, see
Fig. 6. Here, we adjusted two parameters that were not
determined from independent measurements. Namely,
the semi-major axis of the coupling laser spot was found
to be 65µm, and the detection efficiency of the MCP
was found to be η = 0.4, in accordance with Ref. [20].
Note that this data was taken after an excitation of 2µs,
such that motional dephasing is not expected to be rele-
vant here. We have added the results for the excitation
number that we obtain if we exclude attenuation and
interaction effects (green dashed line in Fig. 6). The ob-
tained number of excitations is given by f0N , where f0
is the single atom excitation probability. Additionally
we simulated the system excluding interactions but in-
cluding attenuation effects and vice versa. The strong
deviations from the experimental data at high densities
in both cases show that both, attenuation of the probe
beam and interaction between the atoms, have a signif-
icant impact on the number of produced Rydberg exci-
tations. This means that including the probe beam at-
tenuation self-consistently in the RE model is indispens-
able for the simulation of Rydberg EIT in a dense gas.
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FIG. 6. (Color online) Number of excited atoms as a func-
tion of cloud density. The detector efficiency η and the semi-
major axis of the excitation spot used in the simulations are
0.4 and 65µm, respectively [20]. Red dots show experimen-
tal data [20]. In addition to the full simulation results (black
solid line), also curves with probe beam attenuation and/or
inter-atomic interaction switched off are shown for compar-
ison. As explained in the main text, the dash-dotted curve
in addition includes a density-dependent dephasing, which is
not expected to occur at the short exposure time of 2µs at
which the Rydberg excitations were recorded.
The good agreement of the Rydberg population with the
experimental data is a further indication that the com-
parison between RE theory and experiment in Fig. 6 is
meaningful.
In order to address possible issues with the light prop-
agation, we compare our results to a model proposed by
Petrosyan et al. [7]. This work makes use of a simple
super-atom model for the atom dynamics and focuses on
the propagated light which is characterized via coupled
propagation equations for the intensity and the correla-
tion function of the probe light. This way, correlations
in the light field going beyond the classical treatment in
our approach can be included. The model describes light
propagation through a one-dimensional array of super-
atoms with diameter 2rb. The blockade radius rb is de-
fined by equating the EIT-width to C6/r
6
b . Interactions
between super-atoms are included as a small mean field
shift appearing in the susceptibility, which will be dis-
cussed in more detail in Sec. III.2. We extended the
original model by replacing the EIT width w = |Ωc|2/γeg
by γgR + |Ωc|2/γeg due to the larger dephasing rates in
our setup, such that the contribution γgR can not be ne-
glected. Furthermore we include spatially varying densi-
ties, i.e., the number of atoms per super-atom nSA be-
comes spatially dependent. With the above extensions,
we obtain very good agreement for the properties of the
propagated light between the two models. However, we
found that for our parameters, the simulation results re-
main unchanged if the photon statistics is forced to re-
main classical in the extended model of Petrosyan et al..
For this, we set the g(2) of the light field to one. This
indicates that for the parameters of this experiment, the
non-classical character of the light does not influence the
total absorption.
As a further cross check for our model, in Fig. 4(a) we
show the scaled absorption obtained including the third
order non-linear absorption calculated in [5]. But this
model deviates stronger from the experimental data in
the relevant density regime. One reason for this could be
that the original assumption of neglecting the transverse
beam profile exploited in [5] to derive an analytic expres-
sion for the nonlinear susceptibility is not satisfied for the
present parameters, since the density varies rapidly per-
pendicular to the propagation direction. Moreover, this
model is based on a truncation in the correlation order at
the two particle level, and is thus expected to fail at high
densities, where higher order correlations become crucial.
The third key assumption is the frozen gas approx-
imation. Higher absorption could be caused by atomic
motion induced dephasing. In the experimental situation
under discussion, a thermal cloud of atoms at T = 5µK
is considered. The average speed of an atom is thus
v =
√
8kT/pim = 0.035 m/s. This means that within
the excitation time of 100µs an atom typically moves
across a distance of 3.5µm. As a consequence, in a bi-
nary picture, an atom that is initially unblockaded with
respect to second atom, can move towards the second
atom within the excitation time and undergo a collision
that entangles the internal with the motional degrees of
freedom and therefore leads to decoherence of the inter-
nal dynamics. Estimating the collision rate from classical
kinetic gas theory, we obtain ncoll = σvn0 ≈ 1µs−1 at
a density of n0 = 10
11 cm−3. Here, the scattering cross
section σ = pir2t is determined by estimating the classical
turning point from mv2/2 = ~C6/r6t . This means that
after an excitation time of 100µs, essentially all atoms
would have undergone several such collisions. From this
estimate, one would expect a motion-induced additional
dephasing of the the Rydberg level which is proportional
to the atomic density. We test our hypothesis of an ad-
ditional dephasing proportional to the atomic density by
adding a dephasing rate ΓR,mot/2pi = αn0 to our model.
The result is the dot-dashed curve in Fig. 4, which shows
good agreement with the experimental data. This curve
was obtained with α = 1.2 × 10−11 MHz cm3, which is
of the same order of magnitude as the estimated colli-
sion rate ncoll ≈ 10−11 MHz cm3n0. For the given value
of α, the density-dependent dephasing exceeds the con-
stant laser-induced dephasing for densities larger than
approximately 1.5× 1011 cm−3. It should be noted, how-
ever, that a quantitative estimate of such a dephasing
rate would require a study of the underlying mechanism
of dephasing collisions on the microscopic scale which is
beyond the scope of this work.
We also studied the effect of the density dependent
dephasing on the number of Rydberg excitations shown
in Fig. 6 (dot-dashed line). We find that with the ad-
ditional density-dependent dephasing rate, the Rydberg
7excitations are severely underestimated at high densities.
Since the Rydberg excitations were recorded after a short
exposure time of 2µs at which motional effects are not
expected to be significant, we interpret this result as a
further indication that the deviations in absorption in
Fig. 4 are caused by a mechanism that is only relevant
for long excitation times, consistent with motion-induced
dephasing.
Density dependent dephasing effects have recently
been studied in hot atomic vapors [38] (see also [39]).
The setup in this experiment is different from ours as the
excitation lasers are far detuned from the intermediate
level. Nevertheless, a linear dependence of the dephas-
ing on the atomic density was found in this work as well.
Additionally, in [38], the motional dephasing was found
to be proportional to the Rydberg population fR. While
we have employed a motional dephasing that is indepen-
dent of fR in our calculations, we note that we checked
that an additional dephasing term proportional to the
Rydberg density fRn0 instead of the atomic density n0
alone would also lead to good agreement between theory
and experiment in our case.
Finally, we investigate the truncation of the level space
to three-level atoms. In Ref. [20] signatures for trans-
fer of Rydberg excitations to adjacent states have been
observed. Such excitations would be excluded from the
laser dynamics, and thus effectively become meta-stable.
This effect would lead to an increased number of Rydberg
excitations at long excitation times and could therefore
enhance absorption. The significance of additional Ry-
dberg excitations is expected to depend on the number
of particles per blockade volume and thus on the atomic
density. Opposite to the motional dephasing, this effect
would result in slowly in creasing number of Rydberg
excitations and could be checked for experimentally by
state selective ionization. Excitation of neighboring Ryd-
berg levels at long excitation times has also been observed
in [17].
III.2. Dependence on probe field detuning
So far, we have only considered resonant probe and
coupling beams. Next, we study the dependence of
the transmission through an elongated cloud of length
L = 1.3 mm and constant density n0 = 1.2 × 1010 cm−3
on the probe field detuning. The laser parameters
are as in Refs. [7, 15]. Dephasings are smaller com-
pared to Ref. [20] and C6 is larger (a |60s〉 state with
C6/2pi = 140 GHzµm
6 is used). In the super-atom model
of Ref. [7], the correlation function of the light field was
included to account for the emergence of non-classical
states of light.
Scanning the probe detuning ∆1 for various initial
probe Rabi frequencies Ωp(0), we obtain the transmis-
sion curves depicted in Fig. 7. For low probe intensity the
models agree well. In this case g(2) does not deviate much
from unity. As the probe intensity is increased, the trans-
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FIG. 7. (Color online) Transmission through an elongated
cloud (L = 1.3 mm) of density 1.2 × 1010 cm−3 as a func-
tion of probe detuning and intensity. Remaining parameters
are C6/2pi = 140 GHzµm
6, Ωc/2pi = 4.5 MHz, γeg/2pi =
6.1 MHz, γgR/2pi = 0.1 MHz and ∆/2pi = −0.1 MHz as in
Ref. [15]. Solid black line: super-atom model, dotted blue
line: RE model, dashed red line: super atom model with
g(2) = 1.
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FIG. 8. Comparison between RE and master equation for few
atoms in a spherical trap. The parameters are comparable to
the ones of Fig. 7(c). The atoms are placed randomly in a
spherical trap of radius 5.5µm. (a) Intermediate state pop-
ulation and rescaled imaginary part of ge-coherence (for RE
and ME, respectively) as a function of probe laser detuning
and for two different atom numbers (densities). (b) Asymme-
try of the Rydberg population as a function of atom number.
mission on resonance decreases showing the non-linearity
of the process. The transmission obtained from the RE
model shows a clear shift and broadening of the EIT res-
onance while the super-atom model does not. If g(2) is
set to unity in the super atom model, the resulting shift
and asymmetry is still small, while the main effect is a
decrease of transmission near resonance. The asymmetry
observed in the RE results is due to higher-order resonant
excitation channels. If the interaction shift cancels the
detuning, Rydberg excitation is enhanced (anti-blockade)
which leads to smaller ρee and thus reduces absorption.
As this only happens for positive detunings, the curve be-
comes asymmetric. The asymmetry is not present in the
super-atom model since here interactions between differ-
ent super-atoms are only included as a small mean field
shift in the EIT-absorption. This shift is indeed negligi-
ble for the parameters studied here and does not account
for the anti-blockade.
8Nevertheless, the asymmetry predicted by the RE
model was not observed in related experiments [14, 15],
which invites a further investigation. For this, we next
show that this asymmetry is not an artifact of the RE
model, but is indeed underestimated by it, by comparing
to exact ME calculation with few atoms. Fig. 8 shows
the result of a simulation with 2 to 5 atoms in a spher-
ical trap with random position sampling. N = 5 atoms
corresponds to a density of n0 = 7 × 109 cm−3. The re-
maining parameters are the same as in Fig. 7(c), except
that we ignore the small detuning of the coupling laser
(∆ = −0.1×2piMHz), in order not to bias our asymmetry
parameter by this small shift. Note that the overall shape
of the curve is unchanged if we include this detuning. We
observe that while for N = 2 atoms the asymmetry is
still rather small, it becomes increasingly pronounced at
larger densities. We also found that increasing the system
size holding the density constant renders the asymmetry
even more pronounced. In Fig. 8(b) we quantitatively
analyze the asymmetry by calculating the difference of
the integral over the blue detuned side (∆1 > 0) and the
red detuned side (∆1 < 0), normalized by the integral
over the full range of (−5 ≤ ∆1 ≤ 5)× 2piMHz. We ob-
serve that the asymmetry grows approximately linearly
with the atom number (density) and is underestimated
by the RE model, which we attribute to the fact that
higher order resonant processes relying on higher-order
atom correlations are not accounted for [27, 40]. The
large relative differences between ME and RE are due to
the fact that the asymmetry parameter is very sensitive
already to small deviations in the transmission spectra.
But they also show that the predictions of the RE model
can not always be trusted, and that the validity also de-
pends strongly on the chosen observable.
This asymmetry is not present in the super-atom
model because interactions between different super-
atoms are only included as a small mean field shifts in
the EIT-absorption which cannot account for an anti-
blockade. But the physical reason why this asymmetry
is not observed in experiment [14, 15] must be different.
One candidate are again atomic motion and effects be-
yond the frozen gas approximation. After a pair of atoms
is excited resonantly, the atoms start repelling each other
as they feel the repulsive force induced by the Rydberg-
Rydberg interactions, thereby moving out of the pair ex-
citation resonance. This effect can render resonant exci-
tation processes inefficient for long exposure times. To
estimate the relevance of this effect, we consider the case
of ∆/2pi = 1 MHz. Two atoms can be excited resonantly
if they are at a distance rres = [C6/(2∆)]
1/6 = 6.4µm.
Assuming that both atoms get excited initially and calcu-
lating the classical trajectory on which the atoms move
apart one obtains that after 10µs the interatomic dis-
tance has increased by about 1µm and the atoms have
taken up a relative velocity of 0.13µm/µs. Thus, they
have moved out of the pair resonance, such that the dou-
ble excitation probability decreases again, and they have
received a momentum kick well above the mean thermal
momenta at cryogenic temperatures. Thus the effect of
resonant processes is rather a heating of the gas than
an enhancement of the Rydberg population if excitation
times are too long. These mechanisms have been studied
recently in microtraps and optical lattice setups, con-
cluding that motional effects can inhibit resonant pair
excitation [28]. Recalling that the data of Ref. [15] was
taken by scanning ∆/2pi from −20 MHz to 20 MHz in
500µs it becomes clear that such effects should play a
role, possibly enhanced by the dynamic frequency sweep.
We note that for the case of attractive interactions it
was found that the transmission spectrum strongly de-
pends on the direction of the detuning scan, indicating
that mechanical effects come into play [16]. Mechanical
effects playing a role in this context have also been men-
tioned in Ref. [6]. Next to motional effects, there are
other possible reasons for the absence of an asymmetry
in the experimental results of Ref. [15]. For example,
light propagation effects beyond pure absorption could
play a role [17]. We further note that by reducing the
atomic density, Pritchard et al. did obtain an asymmet-
ric transmission profile that matched very well the results
of a three-atom master equation calculation, c.f. Fig. 4
in Ref. [15].
IV. SUMMARY AND DISCUSSION
We have introduced an extended RE model including
the attenuation of the probe beam, which is indispens-
able in the weak probe and high density regime. We
applied our model to two different experimental situa-
tions: First, we simulate transmission of a weak probe
beam through an atomic cloud at EIT resonance as a
function of atomic density. Here we find good agreement
with experimental results and other models was found
for resonant laser driving in a large range of atomic den-
sities. At high density and for experiments with long
excitation times, we find that our model underestimates
the probe absorption. As potential origins of this discrep-
ancy we discussed a motion induced density dependent
dephasing and excitation of additional metastable Ryd-
berg levels not coupled to a rapidly decaying state by the
lasers. Second, we studied the dependence of the probe
transmission on the single photon detuning and probe
intensity at relatively low atomic density. We find that
at low probe intensities, our model agrees well with the
experimental data. But towards higher probe intensities,
our model predicts a shift and broadening of the EIT res-
onance that is much stronger than observed experimen-
tally. At the low density considered in the experiment,
dephasing caused by collisional effects is expected to be
small. However, the atomic motion can have another ef-
fect. Mechanical forces between resonantly excited pairs
of atoms lead to a repulsion between them, which can ren-
der resonant excitation processes ineffective at long ex-
citation times. Therefore, the results in both considered
experimental settings suggest possible effects beyond the
9frozen gas approximation, and motivate further theoreti-
cal modeling and experimental studies on the validity of
this approximation.
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