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The hexagonal coordinate system consists of three axes going through a point forming six 60 ° 
angles. The hexagonal coordinate system is natural to the Euclidean Steiner tree problem since 
the lines of a full Steiner minimal tree always form 120 ° angles. In this paper we develop the 
calculus of hexagonal coordinates and show how it can be applied to the Steiner tree problem. 
1. Introduction 
A Steiner minimal tree (SMT) for points a l , . . . ,  an in the plane is a tree whose 
vertex set contains these points and which has minimal ength, i.e., has the sum of 
the lengths of all its lines as small as possible. Vertices in the tree other than the 
ai, which will be referred to as regular points, are called Steiner points. A tree is 
called a Steiner tree (ST) if it satisfies the following three conditions: 
(i) No two lines meet at less than 120 °. 
(ii) There are at most n - 2 Steiner points. 
(iii) Each Steiner point has exactly three incident lines. 
Note that (i) and (iii) together imply that each Steiner point is incident to three 
lines meeting at 120 °. Furthermore, an ST is full (FST) if it has exactly n -2  
Steiner points. 
It is well known (see [3] for example) that an SMT is just the shortest ST and 
an SMT can always be decomposed into FST's. Therefore FST's have occupied an 
important position in the SMT literature. Note that in an FST lines can have only 
three directions, which are 120 ° apart. Therefore it seems that a coordinate 
system using three axes (U, V, W) 120 ° apart, called a hexagonal coordinate 
system (HCS), is more natural than the usual Cartesian coordinates. In this paper 
we discuss the use of HCS in the SMT problem. 
2. The calculus of HCS 
Let U, V, W be the three axes going through the origin and suppose that U is 
the 0 ° line, V is the 120 ° line and W is the 240 ° line. Each point in space is 
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Fig. 1. The hexagonal axes. 
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represented by a vector (u, v, w) where u (v, w, respectively) is the distance from 
the origin to the point q on U (V, W, respectively) such that [p, q] is parallel to 
the V (W, U, respectively) axis. The sign of u (v, w, respectively) depends on 
which side of the V (W, U, respectively) axis P is on. Figure 1 shows such a 
coordinate system. 
There are other ways of defining an HCS that are just as natural as the one 
given here. These definitions can be obtained from each other through simple 
transformations which do not affect our results. 
Lemma 1. u + 13 + w = 0 for any point P. 
Proof .  We prove this only for P lying in the (+, , ) sextant. Let l be a line 
parallel to the V axis through P and let l meet the W axis at a and the U axis at b. 
By noticing the existence of several equilateral triangles, we have 
lul = I[a, b]l = I[a, P]l + I[e, b][ = Iwl + Ivl. [] 
Lemma 2. Let (x, y) be the usual Cartesian coordinates for the point P. Then 
w = - (2 /X /3 )y  and u = x + y/V'3. 
Proof.  Immediate. [] 
Let T denote an FST for the regular points a l , . . . ,  a,, with Steiner points 
sl, • • •, s,-2. We first assume that the lines in T are all parallel to the three axes, 
U, V and W. Note that if a line is parallel to the U (V, W, respectively) axis, then 
any two points on the line have the same w (u, v, respectively) coordinate. This 
observation allows us to write down the coordinates of all Steiner points 
immediately from the coordinates of the regular points. For example, suppose 
s3 = (u3, v3, w3) is connected to al = (ul, vl, wl) and a 2 = (u 2, 132, BZ2) and the 
lines at al and a2 are parallel to the U axis and the V axis, respectively. Then 
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W 3 = Wl ,  U 3 = U 2 and  133 - -  -w  3 - u 3 = -w 1 - u 2. Now s 3 can  be  t reated  as  a regular 
point in the recursive determination of the coordinates of other Steiner points in 
T. Since T is a bipartite graph, we can partition the nodes in T into two disjoint 
subsets N1 and N2 such that edges exist only between N1 and N2. We assign a 
direction to each edge and assume that an edge always starts from a vertex in N2 
and ends in a vertex in N1. Let x = (ul, 131, Wl) and y = (u2 ,  132, w2) be two points 
on an edge parallel to the U (V, W, respectively) axis. We define the distance 
between x and y to be u2 - ul (132 - vl, w2 - wl, respectively) if x is closer to the 
vertex in N2 than y, and Ul - u2 (Vl - 132, Wl - WE, respectively) otherwise. 
Suppose that a Steiner point s is adjacent o the three points x, y, and z. Then 
the three distances between x, y, z and s must all have the same sign (zero is 
either positive or negative) to assure that the three edges meet at 120 ° angles 
(otherwise we could have three subtending angles of 60 ° , 60 ° and 240°). This is 
the reason we introduce signs to distances. 
Theorem 1. Define t! i = 1 if a i is in N1 and e i =- -1  otherwise. Define di = 
ui (vi, wi, respectively) if the line at a i is  parallel to the V (W, U, respectively) axis. 
Then 
rl  
eidi = O, called the characteristic equation of T. 
i= l  
Proof. Let Si ,  i = 1, 2, denote the set of Steiner points in N~. By Lemma 1, 
E E (uj+13j+ )=0. 
s~S~ sj~S2 
Note that if si ~ $1 is adjacent o s j¢ $2 then si and sj have one coordinate in 
common. After cancelling these coordinates we obtain the characteristic 
equation. [] 
Example. The characteristic equation of the FST in Fig. 2 is vl + WE + W3 + U4 - -  
135 -- W6 + 137 = 0. 
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Fig. 2. A full Steiner minimal tree. 
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We now consider the general case that the lines of an FST T are parallel to the 
axes only after a counter-clockwise rotation of angle 0. Define 1 = cos 0 and 
k =sin 0/V~. Then the new coordinates can be obtained from the original 
coordinates through the transformation 
(xt Il k i](i) y' = -k  l 
z' k -k  
Note that the three transformations O, 0 + 120 °, 0 + 240 ° all lead to the same 
hexagonal coordinate system except differing in calling which one U. Therefore 
the first term in the characteristic equation can be arbitrarily set to be ul, vl or 
w~. Once the choice is made, the characteristic equation can then be expressed as 
a linear (homogeneous) function in l and k. We can solve for l and k, hence 0, by 
noting that l 2 + 3k  2 = 1. Since the two solutions (l, k) and ( - l ,  - k )  will lead to 
the same coordinates except reversing all signs, we may assume without loss of 
generality that k I> 0. In these senses a characteristic equation leads to a unique 
transformation. 
3. Application to the SMT problem 
We first review how an SMT is constructed using the classical approach. 
A topology of a Steiner tree is just a complete listing of the point-to-point 
connections, as a graph, satisfying the condition that each Steiner point has three 
incident edges. A topology is full if the number of Steiner points is maximal. The 
classical approach enumerates all possible topologies for n regular points, 
constructs a Steiner tree (if it exists) for each topology, and selects the shortest 
Steiner tree as the SMT. The construction of a Steiner tree is accomplished by 
first decomposing the given topology into a set of full topologies, and then using 
Melzak's method [4] to construct an FST for each full topology. 
Melzak's method is geometrical in nature. For a given ST we call a line in tune 
if it is parallel to some edges of the tree. Melzak's method consists of two parts. 
The first part is to construct a line segment I from the given topology (say, with m 
given points) such that I is not only in tune with the ST to be constructed but also 
equal to its length. The second part is to obtain the ST from l and the topology. 
Both parts are recursive with m -2  steps. In the first part each step involves the 
construction of an equilateral triangle from two given points. Since there are two 
such triangles to choose from, I is constructed by choosing from 2 "-2 possibilities; 
though many can be eliminated by using some ad hoc rules [3]. In the second part 
each step involves locating a Steiner point which is the intersection of a line with 
a circle. 
The HCS method suggests an alternative to Melzak's method. Instead of 
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geometrical, it is algebraic in nature; thus more amenable for computer 
implementation. The HCS method constructs the ST from a given topology 
without having to construct the line I and tracing back. Furthermore, the 
construction is not recursive; namely, the rn -2  Steiner points are found 
simultaneously. Thus we see that the HCS method is more efficient than 
Melzak's method. 
The problem of the 2 ' '-2 choices of the ST for a given topology with m given 
points has its counterpart in the HCS method. For the HCS method we have 2 m-2 
possible choices of characteristic equations for a given topology (again, many can 
be eliminated by ad hoc rules) since the first term is arbitrary and the last term is 
fixed by the other terms. Another way to see this is to notice that once the edge 
[al, sl] is labeled, i.e., u~, Vl, or w~, then there are two choices to label the two 
other edges at S~. In general, when we traverse along a line and enter a Steiner 
point, we have two choices for which of the two outgoing lines should be left and 
which right. Each set of m-  2 choices corresponds to a unique characteristic 
function. 
The HCS method can be more effective for a class of problems in which the 
orientation of the topology is implicitly given. A topology is oriented if the 
relative positions o f  lines incident to a point are specified. Let O denote an 
oriented topology. Then we can visit all the regular points by traveling along the 
lines and always making a right turn whenever a choice exists. This tour 
introduces a counterclockwise order on the regular points which will be called the 
cycle of O. clearly, if we know the topology plus the cycle, then we know the 
characteristic function and we can use the method of Section 2 to determine the 
proper transformation, the coordinates of Steiner points and the length of the 
hexagonal tree. 
Surprisingly, if we only know the cycle but not the topology of the SMT, the 
knowledge of the cycle still helps to determine the topology since we need to 
inspect only topologies consistent with the cycle. Without loss of generality, 
assume that the known cycle is (a~, a2 , . . . ,  an). Any topology consistent with 
this cycle can be represented by the vector (c~, c2 , . . . ,  cn), called the cyclic 
representation, where ci denotes the number of Steiner points on the path from a/ 
to a/÷~. It is straightforward to verify that an n-vector is a cyclic representation if 
and only if its satisfies the following conditions: 
(i) The ci's are all positive integers with at least two of them equal to 1 and 
Ein=X C i = 3(n - 2). 
(ii) Eliminating any ci = 1 and reducing ci-1 and Ci+l (Cn÷l = Cl) each by 1, we 
obtain a cyclic representation with n - 1 elements. 
Condition (ii) simply says that if we eliminate two regular points adjacent o the 
same Steiner point (and their edges), then we obtain an oriented topology with 
one less regular point (one previous Steiner point now has degree one and 
becomes a regular point). Since there exist a 1-1 mapping between the set of 
cyclic representations with n elements and the possible ways of bracketing n 
54 F.K. Hwang, J.F. Weng 
elements ordered into a cycle, the number of cyclic representations with n 
elements is the Catalan number (2~"-2))/(n - 1). Note that if we do not know the 
cycle, then the number of topologies was given by Gilbert and Pollak [3] to be 
2-("-2~(2(n -2 ) ) ! / (n  -2) ! ,  a much larger number. 
Given a cyclic representation a d the choice of the first term in a characteristic 
equation, we can write down all other terms in the uniquely determined 
characteristic by the following method. Define a 1-1 mapping M:u---~ O, v---~ 1, 
w ~ 2. Then the d in di+l is congruent to the sum of the d in di and ci (rood 3). 
For example, if dl = wl and cl = 2, then d E -"  132 since w + Cl -- 1 (mod 3)--~ v. A 
useful result along this line is due to Cockayne [1] who proved that if all regular 
points lie on their convex polygon (the smallest convex polygon enclosing the 
points), then the cycle of the SMT preserves the ordering of the points on the 
polygon. (In fact, Cockayne proved the result for Steiner polygons, a concept 
slightly more general than convex polygons, but more involved to define.) In the 
next section we give an example of using the HCS method to find a Steiner tree 
for seven equally spaced points on a unit circle. 
4. An illustration 
a2 = (1.0748, -0.1721, -0.9027), 
a3 = (0.3403, 0.7854, - 1.1257), 
a4 - -  (-0.6505, 1.1515, -0.5010), 
Let A be a set consisting of the seven vertices of a regular 7-gon inscribed in a 
unit circle. We compute the length of the FST whose cyclic representation is 
(1 ,2 ,3 ,1 ,3 ,1 ,4 )  (see Fig. 3). 
Without loss of generality, assume the hexagonal coordinates for al are 
(1 , -1 ,  0). Then the hexagonal coordinates for the other six points are easily 
computed to be 
a5 = (-1.1515, 0.6505, 0.5010), 
a6 = (-0.7854, -0.3403, 1.1257), 
a 7 = (0 .1721,  - 1.0748, 0. 9027). 
04 
Q, 
03 
02 
) QI 
06 
Fig. 3. A FST for seven poims. 
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After the 0-transformation, we obtain 
al = (1 - k, - l  - k, 2k), 
a2 = (1.0748l + 0.7306k, -0.1721l - 1.9775k, -0.90271 + 1.2469k), 
a3 = (0.34031 + 1.9111k, 0.7854l -  1.4660k, -1.12571 -0.4451k),  
a4 = (-0.6505l + 1.6525k, 1.1515l + 0.1495k, -0.5010l - 1.8020k), 
a5 = (-1.15151 + 0.1495k, 0.6505l + 1.6525k, 0.50101 - 1.8020k), 
a 6 - -  (-0.78541 - 1.4660k, -0.3403l + 1.9111k, 1.1257l - 0.4451k), 
a 7 - -  (0 .1721 l  - 1.9775k, - 1.07481 + 0.7306k, 0.9027l + 1.2469k). 
Since we can arbitrarily set the first term of the characteristic equation, we choose 
it to be wl. Then the characteristic equation becomes 
Wl + u2 - w3 - w4 - u5 - u6 - v7 = 5.7132l + 5.5636k = 0, 
or l =-0 .9738k .  Substituting l in the equation 12+ 3k2= 1 and assuming k I> 0, 
we obtain the unique solution k = 0.5033 and l =-0 .4901 (the corresponding 0 
is 119°21'). Substituting I and k back in ai, we obtain 
a l  = (-0.9934, -0.0132, 1.0066), 
a2 = (-0.1591, -0.9109, 1.0700), 
a3 - -  (0 .7951,  - 1.1228, 0.3277), 
a4 - "  (1 .1505,  - -0 .4891,  -0.8614), 
Furthermore, 
S1 - -  
S 2 --~ 
S 3 
S 4 --~ 
S 5 --~ 
as(0.6396, 0.5129, - 1.1525), 
a 6 = (-0.3529, 1.1286, -0.7757), 
a7 ---- (-1.0797, 0.8945, 0.1852). 
(u2, -u2 -  wl,  Wl) = (-0.1591, -0.8475, 1.0066), 
(u2 + wl - w3, -u2  - wl ,  w3) = (0.5198, -0.8475, 0.3277), 
(u2 + w~ - w3, -u5  - w4, -u6  - v7) = (0.5198, 0.0218, -0.5416), 
(us, -Us, -w4, w4) = (0.6396, 0.0218, -0.6614), 
(u6, v7, -u6 -  VT) = (-0.3529, 0.8945, -0.5416). 
We can now obtain the length of the tree by adding up the lengths of the edges. 
This calculation reveals two things. The first is that this tree cannot be a SMT 
since there exist edges (Is2, s3], [s3, s5]) longer than the length of a side, i.e., 
lal, a21 = ~/2(1 - cos 2~/7) = 0.868. 
So we can always substitute a suitable side for such an edge and shorten the tree. 
The second is that the length of the tree is longer than that of a minimal spanning 
tree (the tree consisting of any six of the seven sides) whose length is 
7. (0.868)= 5.2068. This comparison is used in [2] to complete a proof of the 
result that for n I> 6 a minimal spanning tree for the vertices of a regular n-gon  is 
also its SMT. 
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edge difference in length 
coordinate 
al ,  s1] 
[a2, S1] 
[Sl, S2] 
[a3, S2] 
[$2, $3] 
[$3, $4] 
[a4, $4] 
[a5, s4] 
[$3, $5] 
[a6, s5] 
[a7, s5] 
u or v 0.8343 
v or w 0.0634 
w or u 0.6789 
u or v 0.2753 
v or w 0.8693 
v or w 0.1198 
u or v 0.5109 
v or w 0.4911 
u or v 0.8727 
v or w 0.2341 
w or u 0.7268 
tree 5.6766 
5. Conclusion 
We proposed a new method for the Steiner minimal tree problem which differs 
from the classical method in three aspects: 
(i) The hexagonal coordinate system gives a clearer and more intuitive picture 
for the SMT problem. For example, the coordinates of the Steiner points and the 
lengths of the edges are explicit once the coordinates of the regular points after 
the transformation is obtained. 
(ii) The algebraic approach is well oriented for computer implementation and 
has more potential in its application to some generalized SMT problems. 
(iii) The HCS methods yields a more efficient algorithm for the construction of 
a Steiner tree with a given topology than Melzak's two-pass method. 
After this paper has long been submitted, one of us [5] proved that in the first 
part of Melzak's method there is a way to choose the correct equilateral triangle 
from the two possible ones without backtracking. This means that given a set of 
regular points and a topology, one can always find the oriented topology of the 
ST, if it exists, in a linear-time algorithm. In other words, the characteristic 
equation can be uniquely determined except for a random choice for its first term. 
Thus the comparison between the HCS method and Melzak's method is not 
affected by the new result obtained in [5]. 
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