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INTRODUCTION 
The classical theory of inventories and queues has usually assumed that the 
inputs (demands in the inventory processes or times between arrival of 
customers in the queues) are independent, identically distributed random 
variables, in short, that the input is a renewal process. 
The problem of generalizing a renewal process to permit some interde- 
pendence between successive variables and to permit a variety of distributions 
is thus of interest in itself and of value to storage theory. In this paper we 
present one such generalization and show its application to a stationary 
inventory model, The theory of the limiting distributions derived in this 
work were announced in a previous paper by the authors in 1960 [2] but the 
mathematical background and techniques of solution which led to the 
distributions cited there are first presented here. Several examples are deve- 
loped in [2]. Also their full discussion and interpretations pertaining to the 
inventory model are elaborated. 
A. The Generalized Renewal Process 
After a brief summary of some relevant parts of renewal theory, we consider 
a generalization of a renewal process in which the successive variables may be 
drawn from various distributions, the choice of the distribution being 
determined by the state of an associated Markov chain, The process is 
defined in Section II, A and its use to represent models with interdependent 
inputs is discussed in II, B. Some related papers are cited in II, C, and 
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461 
462 KARLIN AND FABENS 
cumulative distributions are discussed in II, D. The process has a close 
affinity to semi-Markov processes, for which reason we have chosen to call it a 
“semirenewal process,” and in II, E the relation between it and an “auxiliary 
semi-Markov process” is shown and several relevant theorems about semi- 
Markov processes given. The classical theory of the asymptotic behavior 
of the renewal quantity is generalized to our process in II, F, culminating in 
the generalization of Smith’s “Key Renewal Theorem.” 
The analogues of the renewal theoretic variables, the excess and its comple- 
ment, the shortage, are considered in II, G. 
Since the writing of this paper, an extensive theory of Markov renewal 
theory processes was presented by Pyke [l]. His theory overlaps and extends 
several of the theorems of this paper. The origins of our results emanate 
from the study of a certain inventory problem, the concepts of generalized 
renewal functions, and applications was given in 1959 by the authors. 
The purpose of this paper is to prove the results stated by Karlin and 
Fabens [2]. In order to make this paper complete in itself we set forth various 
extensions of renewal theory, several of which can also be found in [I]. 
These theorems are used in the study of the inventory process. Furthermore, 
some new results on generalized renewal functions motivated by questions 
of inventory theory are given. 
B. The Inventory Process 
The inventory model we shall study is of the (s, 5’) or “two bin” type: 
we consider a warehouse which at time zero is full to capacity 5’ with a 
certain commodity. The stock level of this commodity is measured at regular 
intervals, and the amount present at the end of the nth period of time (e.g., 
week, quarter, etc.) is called 2,. During each period of time, some of the 
commodity is removed from stock and used up. The amount taken in the 
nth period is the “demand” 5,. A critical stock level s is designated as the 
“reorder point,” and when 2 first falls to or below s, say at time 0, an order 
is placed to replenish stock. After a delay 7 (7 = 0, 1, 2, **a) the stock is 
replenished to capacity S, at the beginning of the (fl + 7 + 1)st period. 
A simple example is the gasoline level in many cars, especially ones, like 
Volkswagens, without fuel gauges. The delay 7 is a random variable with 
distribution {b,}, or always zero (b, = l), or fixed (b, = 1 for one k). Careful 
note should be taken of the purely descriptive convention that stock is 
observed at the ends of periods but orders are delivered at the beginnings 
so that, for example, if there is ‘no lag” (11 = 0) the order placed at the end 
of the nth period is delivered in the (n + 1)st. 
The model studied here allows “backlogging” of demand: if stock is 
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exhausted, further demand is not turned away but is kept on the books and 
satisfied when the next order is delivered. Thus the stock level 2, may be 
thought of as lying anywhere in (- *, 5’1. 
In Sections III and IV such a model in which the demands form a semi- 
renewal process is considered and the limiting distributions of stock level 
determined both for an aperiodic case and for a model in which the demand 
distributions vary periodically, as do seasonal demands. 
I. RENEWAL PROCESSES 
A. DeJnitions 
A renewal process is a stochastic process 
whose value at the nth stage is a sum of n independent positive random 
variables with common distribution F(t). If the ki are still positive and 
independent but fa, a**, 4, are drawn from F(t) and & is drawn from a 
different distribution K(f), the process 
is called a general renewal process. 
In the traditional example of a renewal process, the ci are the lives of 
machinery parts which are replaced when they fail. The general renewal 
process allows for the “original equipment” to be better (or worse) than the 
parts manufactured for replacement. 
A renewal process is the special case of a general renewal process in which 
K(f) = F(t), so we need only state results for general renewal processes. In 
this section we mention some results in renewal theory which we shall use or 
generalize in the next section. For an excellent over-all summary of renewal 
theory, the reader is referred to [3], which we follow through much of this 
section. 
B. Cumulative and First Passage Distributions 
The distribution of En is given directly by Pr (Em I x} = F&; TZ) 
defined as follows: 
FK(x; 1) = K(X) 
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The distribution of & for a given n offering no difficulty, renewal theory 
turns to the converse question of the time to reach a given value of 8. We 
define N(z) as the index when the process first reaches x, i.e., the integer 
such that 
~JgoJ) <z< ZN( z,+1* 
N(z) is a right-continuous stochastic process and it is the study of this 
process, and especially its mean, to which much of the effort of renewal 
theory has been devoted. The distribution of N(z) is easily given: 
Pr (N(z) = n> = I?&; n) - FK(z; n + 1). 
C. The Renewal Quantity and Equation 
The mean of N(x) is the renewal quantity 
M(z) GE E(N(z)) = 2 F&; n). 
?%=l 
U-1) 
M(z) satisfies the renewal equation: 
M(z) = K(z) + 1’ M(z - x) dF(x), W) 
0 
as may be seen directly from (l.l), and its asymptotic properties have 
received considerable study, culminating in the key renewal theorem of 
Smith [4], A distribution is said to be periodic if all its mass is concentrated 
at points of the form a + bn (n = 0, 1, 2, .a.), i.e. if its characteristic 
function is periodic. 
THEOREM 1. If Q(t) E L,(O, 00) and is bounded and nonincreasing, and if F 
is aperiodic, then 
EI St Q(t - x) dM(x) = K+ ,,” Q(x) dx. 
0 
Blackwell’s earlier result that, for appropriate renewal processes, 
M(t + h) - M(t) -+ h/tLF as t -00, is contained in the above theorem. 
D. The Excess and Shortage 
A further question of importance in the application of renewal processes 
is the amount the value overshoots a given number z when it first passes it. 
This quantity is called the excess and is formally defined as 
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The shortage is the complementary quantity, defined as 
FIG. 1. A renewal process with N(z) = 2 
The excess and shortage are illustrated in Fig. 1, for a case in which N(z) = 2. 
As defined, these are also right-continuous: if z = 9, then y(z) = fi+r and 
S(z) = 0. 
The distribution of y(z) is easily found by the following argument. We 
first calculate the joint distribution, 
Pr (y(z) I y, N(z) = 01 = K(a + Y) - K(z). 
Pr {y(z) < y, N(s) = 12 > 0) = S’ [Q + y - 3) - F(x - X)] d&(X; n), 
0 
by considering Es, the last value of the process before passing z, and the 
next increment &+r. Summing this equation over n, 
pr {y(z) < r} = K(Z + Y) - K(Z) + Sz [F(Z + y - X) - F(z - X)1 dlM(x) 
0 
= qx + r) + ,:+, F(z + y - x) dM(x) - K(z) 
- s z F(x - x) dM(x) 0 
s 
z+ty - e + y - x) dM(x), * 
by splitting the integral into pieces. Then, applying the renewal equation (1.2), 
we obtain 
Pr {y(x) 5 r> = M(z + y) - M(z) - S”” F(x + y - X) dM(x) 
z 
s z+?J = [I -F(z +y- x)] dM(x). 2 U-3) 
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A more convenient form is probably 
THEOREM 2. 
Pr (~(4 5 y) = j7’ 11 - F(Y - YII dM(Y + 4. 
0 
The limiting distribution of y(z) can be obtained by defining the function 
so that (1.3) becomes 
Pr (y(z) I y} = (+‘Q(x + Y - x) dJ+). 
If we now apply Theorem 1 C, we obtain the 
COROLLARY. If F(t) is not periodic, 
;+% Pr {Y(X) 5 Y) = y jy [l - F(t)] dt. 
0 
This is the same form as the well-known limiting distribution of the excess 
for the ordinary renewal process. 
The distribution of the shortage can be obtained by the same sort of 
attack if we notice that if N(z) = 0, then 6(z) = z. 
THEOREM 3. 
Pr {S(a) 5 S> = 1 s 
‘[I -F(6-y)]dM(y+z-8) if 61z 
a 
1 if 6 > 8. 
The limiting distribution of 6(z) as z -+ 03 is the same as for y(z). 
II. SEMIRENEWAL PROCESSES 
A. Dejinition 
A semirenewal process is a renewal process in which we permit the Ei to 
be drawn from various distributions. The choice of the distributions is 
determined by the present and next state of an auxiliary Markov chain. In 
the next section we shall see that this permits us to take account of consider- 
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able interdependence among the summands, .$+ We first present a formal 
definition. 
A sum of positive random variables, 
-a = (1 + 62 + *** + En, F: 
is called a semirenewal process if there is a countable set of distributions, 
W,(t), i,j = 1, 2, **a, and a Markov chain Y, on the positive integers (called 
the index chain) such that &, is a random variable drawn from lVynyn+,(E), 
and the ti are independent, except as related through Yi and Yi+i. In other 
words, 
Pr (5, I 5 I Y, = i, Yn+l =i, &d = wi&> 
where A,-, stands for the remaining past history of the process, 
AL-1 = (CL-l, yn-1, L-2, yn-2, -**> 50, YCJ. 
We shall frequently simplify formulas by using a symbol for the joint 
distribution, 
Dij(t) = Pr (4, I 6, Y,,, = j I Y, = 4 =Pijwij(E) (2.1) 
where p, is the transition probability of the Markov chain Y,. 
If for some recurrent state K of Y, and some j such that p, > 0, 
the distribution W,,(x) is not a lattice distribution, then the En will not occur 
at integral multiples of any positive number. We shall call such a semi- 
renewal process aperiodic. We shall also use the same terminology for the 
associated semi-Markov process in the next section. 
Many readers will recognize the semirenewal process as the elapsed time 
at the nth transition of a semi-Markov process. The different style of results 
and applications makes the separate definition worthwhile. If it represents 
the demand in an inventory process or the yield of a field in an agricultural 
model, the semirenewal process permits us to take account of changes in 
demand or yield distribution from year to year or season to season. If the 
transition matrix of Y, is 
then the process behaves exactly as the ordinary renewal process with 
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0 1 0 011 
p=,,o 0 10~ 
‘0 11 0 0 1 
0 0 0, 
the distributions change cyclically, as in seasonal changes in demand. A 
transition matrix such as 
permits the distributions to change only to adjacent ones in successive stages 
and thus permits the distribution of ti to vary in some sense continuously. 
The dependence of Wii(t) on j permits a vast array of complex models to be 
expressed in this way. 
B. An Equivalent Process 
Much of the importance of the semirenewal process lies not in examples 
like the above, however, but in a process with interdependent ti which is 
separately defined but equivalent. 
Consider a similar process 
Hn = rll+ a.- + rln 
defined in terms of a one-parameter family of distributions Ui(q), Ua(?), *a*, 
and an index process Z, so that 
Pr {vn 5 7 I Z, = i) = U&j), 
but let 
Pr G3+1 =j I Z, = i, rln = 71 = qij(q) 
Now q,,+i depends directly upon the value of yn, as in many situations we 
wish to model, but in fact the process described can be considered a semi- 
renewal process and can be handled by the methods we shall describe for 
them. 
Define a semirenewal process En in terms of the distribution 
s 
E 
P&4 dUi(4 
iv&) = 
s 
“, 
o 4i&) dUi(4 
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and the Markov chain Y, defined by the transition probabilities 
Now, though their causal structure is different, the processes H, and 8,, 
are probabilistically equivalent. Consider the joint transition probabilities: 
directly from the definition of the H, process. Bnml stands for the remaining 
past history, 
Now for the Zfl process, 
which, upon substitution from the definitions of p, and Wu(v), becomes 
just as for the H, process. 
C. Related Models 
Much work has been done on semirenewal and related processes. Besides 
Smith [4], who supplied several of the theorems we use or generalize, we 
should particularly mention Runnenberg [SJ, Weiss [6], and recently Pyke [7]. 
Runnenberg considers a renewal type process in which the successive & are 
allowed to be interdependent in a Markov manner and proves for this process 
the extension of Blackwell’s Renewal Theorem and the unconditional 
limiting distributions of shortage and excess. Our model can be used to 
express some interdependence among the ..$, (see Section II, B), but there can 
be models of the Runnenberg type which cannot be forced into our mold, and 
there are models of the type we describe in which the dependence is not 
Markov. 
George Weiss has discussed a special semirenewal process in which & 
does not depend on the value of Y,,+r and for this process proves the extension 
of Feller’s renewal theorem and some other results. 
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D. Cumulative Distributions of Semirenewal Processes 
A useful distribution of the state of a semirenewal process can be expressed 
recursively as follows: Define 
YJx; n) f Pr {En 5 X, Y,+i = j / Yr = i]. 
By writing 8% as the sum of El and the remaining [a + **a + &‘,, we can 
write a “backward” recursion relation 
Yij(X; 1) = @J,X) f pij Wij(X), 
Y&v; n) = I; 1’ Qik(x - y) dYkj(y ; n - 1) (n 2 2). (2.2) 
k 0 
The “forward” relation is 
Y~x; n) = 5 [I Y& - y; n - 1) d@&) (n 2 2). (2.3) 
If we define the double Laplace-Stieltjes transform, 
and 
$&) = j,” e-sx d@&), 
we can write the backward recursion relation as 
Yij(S, t) = t [T @ik(S) Y&9 t) + W)] 9 
which can be solved at least if the number of states is finite. 
In some applications the simpler marginal distribution 
Yi(x; n) = Pr {En 5 x ( Y1 = i> 
will be needed. It may be calculated from 
(2.4) 
(2.5) 
or by the obvious backward relation obtained by summing (2.2) over j. 
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E. The Auxiliary Semi-Markov Process 
As in ordinary renewal processes, when the distribution of &, for given n 
is determined, we turn to studying the behavior of the process near given 
values of 8. We again define N(x) as the integer such that 
EN(z) 52 z < @v(z,+l, 
and we shall generalize the renewal theoretic results relating to N(z). But 
first, there is a question which we should ask which does not arise in renewal 
theory: What was the state of the index chain just after passing z ? Eventually 
we wish to answer the question: If we consider the semirenewal process as 
beginning anew after passing x, what are the new initial conditions? Speci- 
fically then, we want to know &Cz)+l and YNCz)+a. The first reduces to the 
question of the excess distribution which we shall discuss in Section II, F. 
The second we consider now. 
Define 
which is a right continuous stochastic process with possible values 1, 2, a**. 
The sequence of states forms a Markov chain Y, with transition probabilities 
the pij of the S process, and which remains in the ith state, before moving 
to the jth state, a z-interval whose length is distributed as W,(z) (with mean 
pii). Thus Y(s) is a semi-Markov process, as defined by Levy [S] and Smith 
[4]. We commented above that the semirenewal process & could be regarded 
as the elapsed “time” x of a semi-Markov process: Actually & is the value 
of z at the nth transition of Y(z). 
We shall need two basic limit theorems about semi-Markov processes. The 
following ergodic theorem is a slight specialization of a theorem of W. L. 
Smith. (See also Karlin [9, p. 2911.) Define pi = &pupii, so pi is the mean 
of the unconditional distribution IV,([) = &P,W,~(Q. Then 
THEOREM 4 [4]. If 0 < pi < m, if the Markov chain Y,, is irreducible and 
recurrent, and Y(x) is aperiodic, then 
7ri=F+liPr{Y(z)=iI Y(O)}=?, 
z 
where 1, is the mean length of z-intervals between successive entrances into state i. 
(If l?i = 00, Tri = 0.) 
Now if Y, is irreducible, its distribution either tends to a limit or is periodic. 
Let us define, therefore, 
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which is just the limiting distribution of the Markov chain Y, which underlies 
Y(Z) if it exists, or its Cesaro limit if the chain is periodic. (Y, is an “imbedded 
Markov chain” in the sense of Kendall [lo].) Then the relation between 
{pi) and ki) . g is iven by the following result. 
THEOREM 5 [lo]. If Y(z) satisfies the hypotheses of Theorem 4 and in 
addition 0 < E 5 t.~ij for all i, j, then 
where c is a normalixing constant :
1 
A simple but extremely useful corollary of these two theorems is the fol- 
lowing. It will be the principal tool in solving the inventory model later. 
THEOREM 6. If Y(x) is the semi-Markov process described in the previous 
theorem and U(z) is a ?ubprocess” such that during any wait of Y(z) in state i 
before passing to state j, U(z) spends an expected time vij 2 8 > 0 in state a, 
independent of its previous behavior except as expressed through i and j, then 
c PiVi lim Pr {U(z) E IX} = - , 
z-00 EPicLi 
where vi is the unconditional mean 
Vi = 
z 
pij/Lij* 
i 
The result is intuitively obvious: it states that the probability of finding U in 
state A is the proportion of mean time spent in A per period to the mean 
length of periods. The proof is also easy. Consider the new semi-Markov 
process Y*(Z) which is a subdivision of Y(Z): 
Y*(z) = If 
if 
if 
Y(Z) = i and U(x) E A 
W4 4 A- 
If U(z) never enters A in some wait of Y(Z) in i we say rather that it entered A 
for an instant of length zero.(The preceding theorems are still valid when such 
transitions are permitted. The question is discussed in detail by Fabens [ 111.) 
As U(z) enters A at different time during the stay of Y(Z) in i, the recur- 
rence time of the entrance of Y*(Z) into state i varies around that of Y(Z), 
but the sums of many successive recurrence times cannot differ by more 
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than the length of the last stay of Y(z) in i, so the mean recurrence times of 
Y(z) and Y*(z) must be the same. Then by Theorem 4, 
!i Pr {Y*(z) = i} = F . 
z 
But also 
so that 
hi Pr {U(z) E A} = 2 kz Pr {Y*(z) = i} = g$ . 
i#O 
F. Generalized Renewal Quantities 
In the renewal process, the mean number of renewals before the value of S 
passes a point x turns out to be an important quantity, appearing, for example, 
in the formula for the excess distribution (Theorem 2) and in the solutions 
of many models (see, for example [9, p. 2831). A natural analogue in semi- 
renewal theory is the expected value of N(z), 
Since 
f?&(z) 3 E(N(z) 1 Y, = i). 
Pr {N(z) = n 1 Yi = i} = Pr {& I z < &+r 1 Yr = i} 
= Y&; n) - Y&z; n + I), 
the mean is 
A&(z) = 2 Y&; n), 
VL=l 
as for renewal processes. 
A more useful analogue of the renewal quantity, which will appear in 
many formulas further on and whose theory includes that of M*(x), is the 
quantity 
This quantity is not, as we originally conjectured, the mean number of 
transitions before E reaches z (given Yr = i), together with the probability 
that YN(z)+l = j. Its correct interpretation was suggested by the work of 
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Weiss [6]. Define N,(x) as the number of transitions of Y into statej, before S 
reaches x. Equivalently, N,(z) is the cardinality of the set 
{n : 2 < n I N(z) + 1, Y, =j}. 
The interpretation of M,j(z) is then as follows: 
LEMMA 1. DeJine pk(s) = s e-8XdWk(x). If for some so > 0, 
s”kp W&J = W*(s()) < 1, 
then 
Ad&) = E(N,(z) 1 Yl = i). 
To prove this lemma we need the small result: 
SUBLEMMA. Under the hypothesis of Lemma I, the Laplace-Stieltjes trans- 
f arm 
ai = sr e-sx d&I,(x) 
exists for s > so. 
This proof imitates the corresponding renewal theory proof by Feller 
[12, p. 2471. 
The hypothesis of the lemma implies the hypothesis of Theorem 5 that 
0 < E < pii for all i, j. It is not equivalent, as may be seen by considering 
the distributions 
1 
0 x<o 
W,(x) = 1 - $ OIx<n. 
1 x>n 
The proof of Lemma 1 now follows from noticing that the two quantities 
which we wish to identify both satisfy the same integral equation. If we 
temporarily designate E(N&) 1 Yi = i) by the symbol U,(x), let us write a 
backward equation relating Uij(z) to the event that the first transition of the 
process (from Yi to YJ, was from i to K and occurred at & = x. Thus, 
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or in terms of the Laplace transform 
the equation is 
O&) = t&(s) + x &(s) i&(s). 
That this same equation is satisfied by M,(z) is seen immediately by sum- 
ming (2.2) over n 2 1 or setting t = 1 in (2.5). This equation (2.7) should 
be called the “backward renewal equation,” the forward equation being the 
one formed from (2.3): 
(2.9) 
Referring to the definition (2.1), we have 
2 6&) < 1, (s > Oh 
so by considering the equation satisfied by the difference of any two solutions 
of (2.8), it is easily seen that there is only one solution bounded in j, i.e. 
such that for each i, s > so 
But directly by their definitions, 
i i 
whose Laplace transform exists for s > so under the hypothesis. 
With the aid of the lemma it is now very easy to state a generalization for 
semirenewal processes of Smith’s key renewal theorem (Theorem 1). Let us 
define a process H whose nth value 
is the value of the semirenewal process B at the nth transition into state j of 
the index chain Y,. In other words (H,} is the set of values z at which N,(z) 
has transitions. (If Y1 = j, HI is the value of z at the first transition after 
x = 0.) Then His a general renewal process, since the changes in 9 between 
successive entrances of Y, into state j are independent and identically 
distributed, say with distribution F&), though the value of 8 at the first 
9 
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entrance into j may have a different distribution K,(X). If we examine the H 
process starting at its first step Tr,the rest of the process looks like an ordinary 
renewal process, so the expected number of renewals between vi and Q + x is 
zz=‘=, F ‘“‘(z), which is equal to &rji(.z) by Lemma 1. Therefore the Laplace- 
Stieltjes transform of Fj(z) is immediately calculable as 
where fijj(s) = @(?l(s, 1) [ see Eq. (2.4)] is the Laplace-Stieltjes transform of 
Mdz)* 
NOW F,(x) is clearly not periodic if 8 is aperiodic (see Section II, A). 
Therefore, we can apply Theorem 1 to the general renewal process H, whose 
renewal quantity, the mean number of transitions of H before it reaches z is 
just M,(z) to obtain the theorem below. 
The mean of F,(Z) is called lj; it may also be thought of as the recurrence 
time of the event “Y(z) enters statej” (cf. Theorem 5). 
The hypothesis of Lemma 1 guarantees that a semirenewal process changes 
in some sense “slowly” enough. It implies that the process is “regular” in the 
sense of [4]. If in addition the process is aperiodic, i.e., for sufficiently large 
n, !Pij(x; n) is an aperiodic distribution, and if the underlying Markov chain 
Y, is irreducible, so that if a state j is recurrent it will be attained in finite 
time from any other state, then the process has all the properties we desire 
and we shall call it for brevity a “smooth” semirenewal process. Now the 
theorem is: 
THEOREM 7. If 9 is a smooth semirenewal process and Q(t) is a non- 
increasing, bounded function in L,(O, a), then 
lim 1” Q(t - x) dMij(x) = $1,” Q(t) dt. 
t-m o 
G. Excess and Shortage Distributions 
The remaining result we have to prove is the generalization of excess and 
shortage distributions to semirenewal processes. As in renewal processes, 
let us define the excess 
Yc4 = YNl*)+1 - x9 
and the shortage 
%4 = z - YN(Z)I 
the amount 6 overshoots z when it first passes it, and the amount it is short of 
z on the last step before passing it. 
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A general excess distribution can be obtained after the manner used in the 
renewal theory case: Remembering the definition that Y(z) zz YNCzI+r, we 
can argue directly that 
Pr {y(z) I y, Y(z) = j, YN(~J+~ = k N(z) = n I Yl =’ i> 
= Pr {En I x, z < &+r I x + y, Y,+r = j, Y,+a = k I Yr = i) 
= s :[@jj,(z + y -Y> - @ik(Z - Y)l dYdYi 4 (12  1) 
= M@ikb + r> - @,(41 (n = 0). 
Summing over n, 
G&Y; 4 = Pr {y(x) I y, Y(z) =j, J’N(~)+~ = K I Yl = i} 
= Sid@i& + r) - @j&)1 
+ j: [@& + Y -Y> - %(x - Y)l dW,(y)* (2.10) 
G&Y; z) is the joint distribution of the excess and the states of the index 
chain when z was passed and in the next period thereafter. The latter state is 
the interesting one if we wish to study the behavior of the process starting at z 
and moving on from there. Thus for many applications the marginal distribu- 
tion needed is 
Go,&; z) = Pr {Y(Z I r>, J’Nc*)+~ = k I Yl = 9. 
where 0 indicates summation over an index. By summing (2.10) over j and 
applying the forward renewal equation after the manner used in the renewal 
case, the simplified expression may be obtained: 
The limiting excess distribution can be determined by applying Theorem 
3 to (2.10). Assuming state j is recurrent, we obtain 
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= + jy [l - wjk(t)l dt. 
3 0 
This distribution is reminiscent of the corresponding distribution for 
renewal processes. 
The shortage distribution and its limit can be calculated directly by the 
same technique. We obtain 
Dijk(S; x) 3 Pr {S(z) I 6, Y(z) =j, Y~(~j+a = k / Yr = i) 
= &&[l - w&f)] + pjk /:-, [I - wjk(X -J’)] d&(y) 
(6 I z) (2.13) 
If we set 
QW =Ii - Wjk(t) (t > 8) (t I 6) 
we can apply Theorem 6 to find immediately the limiting distribution 
$2 Dijk(8; Z) = + j” [l - Wjk(t)] dt. 
3 0 
A particular marginal shortage distribution we shall use later is 
;irr D&3; z) = + j6 [l - Wi(t)] dt. 
3 0 
(2.15) 
The results of this section may be summarized as follows: 
THEOREM 8. The excess and shortage distributions for a semirenewal process 
are given by (2.10) and (2.13). If th e p recess is smooth, the excess and shortage 
distributions converge to the same limiting distribution, given by (2.12) or (2.14). 
H. Processes in Discrete Time 
The preceding theorems for semi-Markov processes assume aperiodicity, 
which would seem to preclude processes defined, say, on the positive integers. 
If we regard time as only being defined for integral values, however, then in 
this topology the process is not periodic. The theorems all hold for such 
processes exactly as written, as long as we recognize that the distributions 
are step functions and the integrals therefore are series. A little extra care 
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must be taken about endpoints (see for example Theorem 2’, p. 118 of [ll]) 
and we must beware of a process in discrete time which is also periodic. 
An example of the latter is the seasonal demand inventory model studied in 
the next section and in Section IV. 
III. AN INVENTORY PROCESS 
We can now investigate an inventory model in which the demands in 
successive periods can have different distributions or even (as described 
in II, B) be interdependent. The model is described in the introduction, 
Section B. The actual process we shall study is X, = 5’ - Z,, the amount 
the stock level is below S at the end of the nth period. We begin with a 
formal definition of X,, which we hope will be easily seen to be equivalent 
to the description in 0, B. 
Let S = [r + & + *** + E,, representing the cumulative demand in the 
first n periods, be a semirenewal process as described in Section II, A with 
index chain Y, having transition probabilities p,. We shall assume that the S 
process is smooth (II, F) and that its index chain is aperiodic. The treatment 
of periodic chains, which is the case of seasonally varying demands, will be 
handled in Section IV. It requires a slightly modified treatment because the 
regeneration points, such as “a delivery occurs in winter” are periodic 
(occurring only in winter). The importance of this will become apparent as 
we proceed. 
We define a distinguished sequence of times TV, known as deliveries, as 
follows: 
71 = 1, 
where rln is an observation from the delay distribution {b,), and if A = S - S, 
8, is the integer such that 
Then we define 
(3-l) 
where 7(n) is the last delivery < 12. 
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Notice that if n is a delivery time, i.e., 7(n) = n, then X, = t,, rather 
than zero, because, in the model, deliveries are made at the beginning of 
periods and stock level is measured at the end: 
n = T(n) implies z, = s only if f, = 0. 
Notice that 0, is N(d) ( see Section II, E) for the semirenewal process 
which is S (or X) started at TV. Therefore E(O, 1 Yz, = i) = M,(d), a result 
we shall need later. 
B. The Imbedded Markov Chain 
From the definition of X, (3.1) we would expect to be able to calculate 
the limiting distribution 
F(x) = i+i Pr {X, < x) 
if we know the distribution of the number of time periods since the last 
delivery, which is n - I + 1, and the state of the index chain at the last 
delivery Yztn), since the latter is needed to predict the distributions from 
which tttn,, **a, & are drawn. 
If we consider the states of the index chain at successive delivery times, 
they form an “imbedded” chain Z, = Y7, (m = 1,2, a**). Knowing the 
state of the index chain of the semirenewal demand process at n makes all 
further information about the past superfluous for the prediction of t,, 
E yrl+1, n+l, ‘**Y *.. (see II, A and II, D), so that Z,, is indeed a Markov chain. 
The transition probabilities of Z, are qij = Cr,gki, where 
rjlc = Pr {Y,,,, = k / Y, = i>, and Ski = Pr (Ye,+, =j 1 Yr,+B, = k}. 
The first, which is the probability that if the state of the index chain is i 
when a delivery is made then it is j in the period immediately following the 
next order (the period after the one in which X passes d), is just the marginal 
distribution Gidj(a; d) of the excess distribution discussed in Section II, G, 
or, equivalently, the marginal shortage distribution D&d ; d). Either 
simplifies to 
Yik = pi, - M,,(A) + z P,, Mi,W. 
1 
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Since the delay rlrn is independent of the state of the x process, skj is merely 
the probability of Y, passing from Iz to j in qnz + 1 steps: 
Ski = p$+l’b,, 
?pO 
where pcl is the n-step transition probability, the (k,j)th element of P”. 
Since P is irreducible and aperiodic, Q will be also. Therefore we define 
C. The Imbedded Semi-Markov Process 
The next step toward our goal of the limiting distribution of X, is finding 
the distribution of the state of the index chain at the last delivery before n, 
i.e., finding the distribution of YTcn,. This process, which we shall call for 
short 
z(n) = Ysh~, 
is a semi-Markov process with the chain Z, described in the last section as 
its underlying chain. The unconditional mean length of time Z(n) remains 
in state i (the pi of Section II, E) is the expected time from a delivery at 
which Y, = i until the next delivery, which, from our remark at the end 
of III, A, is M,(A) + pB + 1, where pB is the mean of the delay distribution 
w. 
D. The Distribution of X, < A 
If we define a process U(n) by 
then U(n) is a subprocess of Z(n) of the sort considered in Theorem 6. It 
spends mean time Mi(x) in state 1 when Z(n) = i, so immediately by Theo- 
rem 6, 
lim Pr {X, 5 x} = 2 qi W.4 
n-tm m+l +Eq,Mi(A) 
where {ad> is the limiting distribution of the underlying chain Z, as defined 
in Section III, B. 
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E. The Distribution of X, 2 A 
The mean time spent by X, in an interval (A, A + x] is the mean of the 
minimum of two variables: the time required for X, to increase to past A + x, 
and the delay in delivery of orders. For, any time an order is delivered the 
stock level returns to zero irrespective of how much demand has occurred 
since A was passed. 
When X, first passes A, it is beyond A by an amount called the excess y, 
whose distribution G&Y; A) we calculated in II, G. The time required to 
pass A + x is the time for an extra demand of x - y to occur. The distribu- 
tion of demand depends upon the state of the index chain in the next period 
after that in which A is passed. But this is also included (as k) in the distribu- 
tion G&Y; A) or rather G&Y; A) since the state of Y, in the very period in 
which A was passed is not needed. The subscript i refers to the initial state of 
the index chain-here the state at the last delivery. Thus 
Pr {time to pass A + x 5 t 1 Z(n) = i} 
=w 
’ Pr (in time t + 1 demand would exceed x - r} d, G&Y; A) 
k 0 
-u - ’ [1 - ydx - Y; t + 111 d, Gin&~; 4.k 0 
The probability that the delivery occurs before t periods have elapsed is 
the probability of a delay of t - 1 or less, which is 
t-1 
B(t - 1) = 2 bj. 
j=o 
The mean of the minimum is therefore 
44 = $ [l - W - I>1 1 - ; r: [I - ‘J’& - Y; t + 111 d, G&; A,l 
t=o 
We can now apply Theorem 6 just as we did in the last section to obtain 
forx>A, 
limPr{X,~x}=limPr(X,<A)+limPr{A<X,<x} n+m 
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IV. SEASONAL DEMANDS 
We now consider demand processes with periodic index chains. The 
simplest example is a process with 
with the two states of Y, being 1 and 2 or winter and summer. For such a 
demand we could not expect a limiting distribution of stock level: we would 
hardly expect the distribution of stock level in the winters to be the same as 
in the summers, so we should look for separate winter and summer distribu- 
tions: 
F,(x) = F-i Pr {Xzn+l I x} 
F,(x) = lii Pr {X,, I x}, 
Mathematically, the problem is that the regeneration points of the process 
are periodic and so the theorems of Section II, E cannot be applied directly 
to it. The same general principles can still be applied, and we shall indicate 
the slight modifications necessary by sketching a solution of the simple two- 
season model described above. 
A. The Imbedded Chain 
The fundamental regeneration points in the process are “a delivery 
occurred in winter” and “a delivery occurred in summer.” We can construct 
a Markov chain on these instants exactly as before. For this model the for- 
mulas are somewhat simplified because Y, is deterministic. For example 
Y&; 1) = @12(4 
y&G 2) = (@P,, * w (4 
Y&; 3) = (@I, * @,I * @A (4 
and so on. The other possibilities, &r(x; l), +&,(x; 2), a*. are all zero. Another 
such simplification is 
and so forth. 
Since Y, is periodic, it is possible, especially if the demand and delay are 
nearly deterministic, that the imbedded chain 2, be not irreducible, but have 
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different limiting distributions depending on the initial state. For such a 
process one must merely calculate the limiting distributions of 2, and then 
of X, separately for each closed class of initial states. Since each of these 
calculations is the same as the single routine for irreducible Z,, we shall 
assume in the remaining description of the method that 2, is irreducible. 
Irreducibility is all that is needed to guarantee the existence of a Cesaro 
limit of Q, which in turn is all we need to determine limiting distributions 
of x,. 
Therefore we define 
qj i lim -L 
n-tm n 2 qi’y? VL=l 
which in simple cases will be just the limit of q$). 
B. The Imbedded Semi-Markov Process 
In determining the probability that at a random time t the last previous 
delivery was a winter delivery, we must take account of the periodicity of 
the process. We must determine the probability separately for odd t (winters) 
and even t (summers). This is easy to do, however. The principle of Theo- 
rem 5 can be extended to say that the probability that we find the process in 
a given state, given that we look during a winter, should be proportional to the 
mean number of winters the process spends in that state. The careful reasoning 
is as follows: if we examine only the winters between successive deliveries 
and ignore the summers (but keep track of both winter and summer delive- 
ries), we can telescope the process to a new semi-Markov process as shown 
in Fig. 2. 
--- , ‘W , s , w , s , w , s , w , s , w , s ( w , 
DW DW DW Dw Dw 
--- (a) 
Dri 
W W W W - - - - 
DS DS Ds D,W 
(bl 
--- 
DWW 
,w,w,w,w,w, 
0s Ds D,D, --- 
(cl 
FIG. 2. Construction of the winter process 
The full time scale is shown in (a) with winter and summer deliveries 
marked as D, and D,. In (b) and (c) th e summers have been ignored and the 
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telescoped winter time scale has been constructed. On this time scale the 
process 
-G(t) = 1; 
if the last delivery before t was in winter 
if the last delivery before t was in summer 
is an aperiodic semi-Markov process to which we can apply Theorems 5 
and 6. The mean wait CL: of Zi(t) in state 1 is the mean number of winters 
following a winter delivery before another delivery of either sort occurs. In 
some cases two deliveries may occur without an intervening winter, but as we 
mentioned in connection with Theorem 6, we should count that as a sojourn 
of Zl(t) in state 1 of length zero and then the formulas will be correct. Simi- 
larly pi is the mean number of winters following a summer delivery, and 
& and pi the corresponding mean numbers of summers. 
C. The Limiting Distributions 
In exactly the same manner, one may compute the mean number of winters 
after a winter delivery before X, passes x and call this K;(X). The winter 
distribution is then given, for x < A, by Theorem 6. For x < A, 
and similarly, 
F,(x) = lim Pr {X2, 2 x} = “t(;! z F$(‘) . 
n+cc 11 22 
Defining V:(X) analogously to the last section, 
and 
V:(X) = E[min (number of winters before X, passes x, 
number of winters before delivery)] 
v;(x) the corresponding expectation of summers, 
we can also write the distributions for x 2 A: 
D. Other Periodic Models 
The method sketched for the two-season model is basically nothing more 
than looking separately at each season. In the general case of several seasons 
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with several demand distributions available in each season, the work becomes 
more laborious but the principles are the same. The index chain might be 
of the form 
,O A 0 
P='O 0 
Ii 
Bi 'I 
co 0' 
where A, B, and C are 1 x 1, m x m, and n x n stochastic matrices and the 
O’s are appropriate zero matrices. Then we would begin by separating the 
process into three processes after the style of the winter and summer pro- 
cesses of Section IV, B. We would calculate as usual the probabilities of suc- 
cessive deliveries occurring at various of the I + m + n states of the index 
chain and determine the limiting distribution of this imbedded chain. Then 
we would separate the process into three processes just as in Section IV, B, 
and proceed as usual. The existence of several different distributions within 
each group means that we have to calculate the expected number of “A 
periods,” of "B periods,” and of “C periods” after a delivery of each of the 
I + m + n types, but it does not complicate the theory at all. The final 
solutions are found by Theorem 6, just as before. 
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