Abstract: Urbanization often occurs in an unplanned and uneven manner, resulting in profound changes in patterns of land cover and land use. Understanding these changes is fundamental for devising environmentally responsible approaches to economic development in the rapidly urbanizing countries of the emerging world. One indicator of urbanization is built-up land cover that can be detected and quantified at scale using satellite imagery and cloud-based computational platforms. This process requires reliable and comprehensive ground-truth data for supervised classification and for validation of classification products. We present a new dataset for India, consisting of 21,030 polygons from across the country that were manually classified as "built-up" or "not built-up," which we use for supervised image classification and detection of urban areas. As a large and geographically diverse country that has been undergoing an urban transition, India represents an ideal context to develop and test approaches for the detection of features related to urbanization. We perform the analysis in Google Earth Engine (GEE) using three types of classifiers, based on imagery from Landsat 7 and Landsat 8 as inputs. The methodology produces high-quality maps of built-up areas across space and time. Although the dataset can facilitate supervised image classification in any platform, we highlight its potential use in GEE for temporal large-scale analysis of the urbanization process. Our methodology can easily be applied to other countries and regions.
Introduction
Over the past century, many countries, especially in the developing world, have experienced rapid urbanization [1, 2] . Between 1950 and 2014, the share of the global population living in urban areas increased from 30% to 54%, and by 2050 it is projected to expand by an additional 2.5 billion urban dwellers, primarily in Asia and Africa [3] . Urbanization also entails an increase in the land area incorporated in cities, which over the next 15 years is projected to grow by 1.2 million km 2 [4] . The process of urbanization profoundly influences economic [5] and social development [1] , and has direct consequences for biodiversity, resource conservation, and environmental degradation [4, 6, 7] .
Previous literature measures the extent of urban areas using household-survey-based socio-economic data, nighttime lights, and mobile-phone records. With the increasing availability of satellite imagery at ever-improving spatial and temporal resolutions, urban research is shifting towards the use of digital, multispectral images and towards the development of remote-sensing image geographical regions (see Figure 1 [45] ), 32 .4% of whom lived in urban areas [46] . The country is urbanizing rapidly. In the last decade, the growth of its urban population outpaced the growth of its rural population by 31.80% to 12.18% [47] , due primarily to natural urban population growth and secondarily to rural-to-urban migration [48] . This trend is expected to continue [49] . By 2050, half of India's population is projected to be urban [3] .
The urbanization of India is also reflected in the rapid expansion of built-up areas [22, 50, 51] and low-density sprawl [48] , together with a decline of other types of land cover, including open land, agriculture land, and bodies of water [52] [53] [54] . By capturing the distinct spectral profile of built-up areas, by means of earth observation, it is possible to map and to quantify the extent of urbanization and the pace of urban growth. The spatial extent of the agro-climatic zones was digitized according to the National Portal on Mechanization and Technology [45] . The urbanization of India is also reflected in the rapid expansion of built-up areas [22, 50, 51] and low-density sprawl [48] , together with a decline of other types of land cover, including open land, agriculture land, and bodies of water [52] [53] [54] . By capturing the distinct spectral profile of built-up areas, by means of earth observation, it is possible to map and to quantify the extent of urbanization and the pace of urban growth.
India contains 15 distinct agro-climatic zones. These zones are geographical regions characterized by relatively homogenous environmental-physical characteristics, such as soil type, rainfall, temperature, and water resources [55] . India's unusually large number of climatic zones reflects the country's latitudinal expanse and widely varying elevation and rainfall. Previous studies have shown that these zones vary in their agriculture growth, rural poverty and population density [56] . By randomly sampling areas within India for our analysis, the country's geographic diversity allows us to create a training set that would incorporate agro-climatic zones found in the large majority of developing countries. This feature makes our training set of potential value for analysis throughout the tropics, as well as in sub-tropical regions.
Dataset Construction
We define the boundaries of urban areas according to one property of urbanization: built-up land cover (i.e., the boundaries between built-up (BU) and not built-up (NBU) areas). We define BU areas as polygons where the majority of space (more than 50%) is paved or covered by human-made surfaces and used for residential, industrial, commercial, institutional, transportation, or other non-agricultural purposes. All other land cover is defined as NBU. Similar definitions for urban areas are proposed by [12, 13] who characterize a pixel as "urban" when the built environment spans the majority (50% or greater) of the sub-pixel space.
Our classification utilizes a dataset consisting of 21,030 polygons, 30 mˆ30 m in size, that are randomly distributed throughout India and manually labeled as BU or as NBU (the methodology is described in Figure 2 ). To construct this dataset, we begin with WorldPop, a per-pixel population estimation dataset [11, 15] , and create an initial random stratified sample of BU and NBU areas. WorldPop depicts a grid of per-pixel estimates of population densities, in a spatial resolution of approximately 100 m (we use India's population dataset for 2010, available at: www.worldpop.org.uk).
The maximum value of a pixel is 1523 (i.e., 1523 people per hectare). A visual comparison between WorldPop dataset and Google Earth satellite imagery shows that a threshold of 40 persons per hectare (pixel) closely matches the extent of India's settlements and populated areas. We thus set a threshold of 40 persons per pixel as an initial indicator to identify highly populated areas. These areas constitute 0.41% of the country's land area and account for 19.2% of the country's population.
We define populated areas as clusters of neighboring pixels whose values are higher than, or equal to, 40 (i.e., 40 persons per pixel). We convert these clusters to polygons (a vector format), where the polygons represent the boundaries of highly populated areas. We define the adjacent periphery to these highly populated areas by calculating the width of each polygon's enclosing rectangle (W i ), where W i is the length of the shorter side of a given polygon's enclosing rectangle. To capture peripheral rural areas around cities, we create a buffer around each polygon, which is twice the size of its enclosing rectangle (2W i ). We sample our NBU examples from these peripheral areas (Figure 3 ), such that in the classification we will consider pixels from established urban areas and immediate surrounding areas that have yet to experience urbanization. We focus on rural areas adjacent to urban areas because our BU/NBU classification targets the boundaries of cities and is therefore designed to characterize the process of urban sprawl. From this universe of high-population-density cores and surrounding peripheral rural areas in India, we randomly sample 20,151 polygons, 40% of which are from the core and 60% of which are from the periphery (7928 and 12,223 polygons, respectively), where the number of sampled polygons in each of Indian state is proportional to the state's total population. We oversample polygons from the periphery to account for heterogeneity in the types of land cover found in NBU regions. In order to have sample representation of rural areas that are distant from urban zones, we randomly sample an additional 879 polygons from outside of the core and periphery areas of cities, for a total of 21,030 polygons. We overlay the polygons with the Google Earth high-resolution base map and manually classify each polygon as BU or as NBU using a visual interpretation method. The polygons are manually labeled by two graduate students who were provided with extensive training and supervised by the researchers. We provided each student an equal proportion of samples. The students labeled each polygon either as BU or as NBU in Google Earth by a visual interpretation of the most recent available satellite image (typically from 2014 to 2015). The students were instructed to label polygons that have at least 50% of their area covered with built-up land cover (according to the definition above) as BU and otherwise as NBU. The manual labeling resulted in a dataset (a KML file) of 4682 polygons that were labeled as BU and 16,348 polygons that were labeled as NBU (some polygons from the urban core did not contain a majority of built-up pixels, leading us to label them as NBU, whereas some polygons from peripheral areas surrounding cities did have a majority of built-up pixels, leading us to label them as BU). The KML file is then converted to a Google fusion table, which is used for supervised classification in GEE. We overlay the polygons with the Google Earth high-resolution base map and manually classify each polygon as BU or as NBU using a visual interpretation method. The polygons are manually labeled by two graduate students who were provided with extensive training and supervised by the researchers. We provided each student an equal proportion of samples. The students labeled each polygon either as BU or as NBU in Google Earth by a visual interpretation of the most recent available satellite image (typically from 2014 to 2015). The students were instructed to label polygons that have at least 50% of their area covered with built-up land cover (according to the definition above) as BU and otherwise as NBU. The manual labeling resulted in a dataset (a KML file) of 4682 polygons that were labeled as BU and 16,348 polygons that were labeled as NBU (some polygons from the urban core did not contain a majority of built-up pixels, leading us to label them as NBU, whereas some polygons from peripheral areas surrounding cities did have a majority of built-up pixels, leading us to label them as BU). The KML file is then converted to a Google fusion table, which is used for supervised classification in GEE. The procedure to generate the stratified random sample. We begin with WorldPop dataset, a grid of per-pixel estimates of population densities (a). Then, we extract clusters of neighboring pixels whose values are greater than or equal to 40. These clusters represent highly populated areas and are converted into a vector format (polygons) (b). We calculate the width (Wi) of the shorter side of each polygon's enclosing rectangle (c) and create a buffer around each polygon that is twice this width (2Wi) (these buffers represent the periphery of the populated areas) (d). Finally, we randomly sample 7928 and 12,223 polygons from the highly populated and from their periphery, respectively (e).
Pre-Processing and Scene Selection
We use Landsat 7 and Landsat 8 as inputs for image classification (Table 1 presents a description of the spectral bands). Although the spectral resolution of Landsat 7 is lower than that of Landsat 8, the former satellite was launched in 1999 (Landsat 8 was launched in 2013) and thus allows for a longer time horizon over which to study urbanization. Since a composite of pre-processed scenes of Landsat 7 is available in GEE, we use a Landsat 7 annual TOA percentile composites (2014) (referred to as Landsat 7). This composite includes Top of Atmosphere (TOA) calibrated Landsat 7 (ETM+) images (filtered to 2014), excluding images with a negative sun elevation. The composite includes pixels with the lowest cloud cover, computed as per-band percentile values and scaled to 8 bits ([0,255]) (bands 1-5,7) or to units of Kelvin-100 (band 6). For Landsat 8, we apply a standard TOA calibration on USGS Landsat 8 Raw Scenes (filtered to 2014) and assign a cloud score to each pixel. We select the lowest possible range of cloud scores and compute per-band percentile values from the accepted pixels. We scale the values to 8 bits. The procedure to generate the stratified random sample. We begin with WorldPop dataset, a grid of per-pixel estimates of population densities (a). Then, we extract clusters of neighboring pixels whose values are greater than or equal to 40. These clusters represent highly populated areas and are converted into a vector format (polygons) (b). We calculate the width (W i ) of the shorter side of each polygon's enclosing rectangle (c) and create a buffer around each polygon that is twice this width (2W i ) (these buffers represent the periphery of the populated areas) (d). Finally, we randomly sample 7928 and 12,223 polygons from the highly populated and from their periphery, respectively (e).
We use Landsat 7 and Landsat 8 as inputs for image classification (Table 1 presents a description of the spectral bands). Although the spectral resolution of Landsat 7 is lower than that of Landsat 8, the former satellite was launched in 1999 (Landsat 8 was launched in 2013) and thus allows for a longer time horizon over which to study urbanization. Since a composite of pre-processed scenes of Landsat 7 is available in GEE, we use a Landsat 7 annual TOA percentile composites (2014) (referred to as Landsat 7). This composite includes Top of Atmosphere (TOA) calibrated Landsat 7 (ETM+) images (filtered to 2014), excluding images with a negative sun elevation. The composite includes pixels with the lowest cloud cover, computed as per-band percentile values and scaled to 8 bits ([0,255]) (bands 1-5,7) or to units of Kelvin-100 (band 6). For Landsat 8, we apply a standard TOA calibration on USGS Landsat 8 Raw Scenes (filtered to 2014) and assign a cloud score to each pixel. We select the lowest possible range of cloud scores and compute per-band percentile values from the accepted pixels. We scale the values to 8 bits. To improve the classification when using Landsat 7 as the input, we add two additional indices: the Normalized Difference Vegetation Index (NDVI) [57] and the Normalized Difference Built-up Index (NDBI) [58] .
‚
NDVI expresses the relation between red visible light (which is typically absorbed by a plant's chlorophyll) and near-infrared wavelength (which is scattered by the leaf's mesophyll structure). It is computed as:
where NIR is the near infra-red wavelength and RED is the red wavelength. The values of NDVI range between (´1) and (+1). An average NDVI value in 2014 was calculated for each pixel (with Landsat 7 32-Day NDVI Composite).
‚ NDBI expresses the relation between the medium infra-red and the near infra-red wavelengths. It is computed as:
where MIR is the medium infra-red and NIR is the near infra-red wavelength. The index assumes a higher reflectance of built-up areas in the medium infra-red wavelength range than in the near infra-red.
Detection of Built-Up Areas
We perform detection of built-up areas in GEE. First, we overlay the labeled polygons on the input. We collect all Landsat pixels within the regions of these polygons (a total of 5092 BU examples and 17,751 NBU examples), including the reflectance values (per band) and the index values of the examples. Note that the number of the sampled pixels (examples) differs from the number of polygons in the dataset because the polygons do not overlap entirely with Landsat's pixels; these variables are the input for the classifiers (the classifiers' feature space). In addition, each example included an output: a binary class-BU or NBU. We use this set to train, test and evaluate the performance of the classifiers.
We perform pixel-based classification with three types of classifiers: (i) Classification and Regression Tree (CART)-a binary decision tree classifier; (ii) Support Vector Machines (SVM)-a classifier that identifies decision boundaries which optimally separate between classes (we use a basic linear SVM); and (iii) Random Forests-tree-based classifiers that include k decision trees (k predictors). We present a detailed description of the classifiers and their tuning parameters in Appendixs A and B, respectively.
Accuracy Assessment
The performance or the accuracy of a classifier refers to the probability that it will correctly classify a random set of examples [59] . To assure a "fair" assessment of a classifier's generalization, the data used to train the classifier must be separated from the data that is used to assess its accuracy. Thus, labeled data is typically divided into a training set and a test set (a validation set may also be used to "tune" the classifier's parameters). Different data splitting heuristics can be used to assure a separation between the training and test sets [59] , including the holdout method, in which the data is divided into two mutually exclusive subsets: a training set and a test/holdout set; bootstraping, in which the dataset is sampled uniformly from the data, with replacement; and cross-validation, also known as k-fold cross-validation, in which the data are divided into k subsets (optimally 5 or 10, to allow a less biased estimation [60] ) with k "experiments". The cross-validation procedure ensures that each example is included exactly once in the test fold and that each example in the test fold is not used to train the classifier. Averaging the overall accuracy across all k partitions yields k accuracy values, or k hold-out estimators, and a variance estimation of the classification error [61, 62] . Though each of these methods can be used to assess the performance of a given classifier, cross-validation is a widely accepted procedure [63] that provides a robust estimate of a classifier's generalization error [64] . When the instances are representative of the underlying population and when sufficient instances are available for training, this procedure results in an unbiased estimate of the accuracy of the classifier over the population [65] .
In this study, we adopt a k-fold cross-validation procedure (with k "experiments") to estimate the accuracy of the classifiers. In each experiment, the examples in one of the data folds is left out for testing and the examples in the remaining k-1 fold are used to train the classifier. The performance quality of the trained classifier is tested on the left-out fold, and the overall performance measure is then averaged over the k folds (over the k experiments) ( Figure 4) .
We first conduct a 5-fold cross validation by dividing the data into five randomly stratified folds (while maintaining a constant proportion of BU and NBU examples per fold). Then, to evaluate the spatial generalization of the classifiers, we conduct a 14-fold cross validation by dividing the data into 14 distinct geographical regions according to India's agro-climatic zones [55] (see Figure 1 ) (note: we exclude zone number 15, which is the islands region). Each zone includes between 558 and 2695 BU and NBU examples (see Table 2 ).
In this study, we adopt a k-fold cross-validation procedure (with k "experiments") to estimate the accuracy of the classifiers. In each experiment, the examples in one of the data folds is left out for testing and the examples in the remaining k-1 fold are used to train the classifier. The performance quality of the trained classifier is tested on the left-out fold, and the overall performance measure is then averaged over the k folds (over the k experiments) (Figure 4 ). The performance quality of the trained classifier is tested on the left-out fold (in each "experiment"), and the overall performance measure is then averaged over the k folds (k "experiments") (This figure is adapted from [63] ). 
Results
We now turn to describe the dataset and to present an evaluation of the classification of built-up areas in India using the three classifiers and different combinations of training-set examples and inputs. We assess the performance of the classifiers and map the classified built-up areas. As a preliminary step to validate our BU/NBU dataset's examples, we examine the reflectance profile of the examples, calculated as the average reflectance value of the sampled regions/pixels per band, scaled to 8 bits ( Figure 5 ). Consistent with built-up areas containing structures and impervious surfaces that are reflective relative to vegetation and undeveloped land of non-built-up areas, the reflectance of NBU regions is lower than the reflectance of BU regions in all bands except band 5 (the near infra-red range). This anomaly in band 5 is likely due to higher reflectance of vegetation land cover in this wavelength range. A t-test of equal means and a Kolmogorov-Smirnov test show that BU and NBU regions are characterized by a significantly different (p < 0.001, for both tests) reflectance values in all bands ( Table 3 ). The BU/NBU distinction is also expressed by significantly different (p < 0.001, for both tests) NDVI and NDBI values. As seen in Figure 6 ) 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 K-S tests of equal dist * (p-value) 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
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Detection of Built-Up and Not Built-Up Areas

Evaluation of the Classifiers
GEE includes several classifiers for pixel-based image classification. In this study we compare the performance of three prominent ones-SVM, CART and Random Forest-in detecting BU and NBU areas in India. A five-fold cross-validation test shows that Random Forest (with 100 decision trees) achieves the highest overall accuracy rate-defined as the percentage of examples that were classified correctly-while SVM achieves the lowest. With Landsat 8 as the input, these two 3.1. Detection of Built-Up and Not Built-Up Areas 3.1.1. Evaluation of the Classifiers GEE includes several classifiers for pixel-based image classification. In this study we compare the performance of three prominent ones-SVM, CART and Random Forest-in detecting BU and NBU areas in India. A five-fold cross-validation test shows that Random Forest (with 100 decision trees) achieves the highest overall accuracy rate-defined as the percentage of examples that were classified correctly-while SVM achieves the lowest. With Landsat 8 as the input, these two classifiers predict correctly 87.1% and 83.1% of the examples, respectively. Previous studies have suggested that the number of decision trees of the Random Forest is generally proportional to the classifier's accuracy [66] . The results show that though the performance of Random Forest improves as the number of trees increase, this pattern holds only up to 10 trees (see Figure 7) . The classifier's performance remains nearly the same with 50 and with 100 decision trees. classifiers predict correctly 87.1% and 83.1% of the examples, respectively. Previous studies have suggested that the number of decision trees of the Random Forest is generally proportional to the classifier's accuracy [66] . The results show that though the performance of Random Forest improves as the number of trees increase, this pattern holds only up to 10 trees (see Figure 7) . The classifier's performance remains nearly the same with 50 and with 100 decision trees. We refer to the class "Built Up" (BU) as positive and to the class "Not Built-Up" (NBU) as negative and evaluate the performance of the classifiers using three additional estimators: (1) True-Positive Rate (TPR) (the percentage of actual BU examples classified correctly as BU); (2) True-Negative Rate (TNR) (the percentage of actual NBU examples classified correctly as NBU); and (3) the average of TPR and TNR (referred to as the balanced accuracy rate).
Random Forest (with 10 decision trees) shows the highest balanced accuracy rate (79.7%) while SVM shows the lowest (around 69%) (see Figure 8) . The classifiers' TPR ranges between 46% (with SVM) and 67% (with Random Forest, 10 trees). As expected, performance with Landsat 8 exceeds that of Landsat 7 likely because of the former's higher resolution relative to the latter. However, when NDVI and NDBI are added to Landsat 7's bands, performance using this input improves. With the exception of SVM, Landsat 7 plus NDVI and NDBI as inputs performs similarly to Landsat 8 as the input. As seen in Figure 8 , the addition of these two indices primarily improves the balanced accuracy rate of SVM; the classifier's TPR increases from 47% to 56%, and, accordingly, its balanced accuracy rate increases from 70% to 75%. We relate this to the linear kernel that we use with SVM, which is unable to express nonlinear functions from the input variables to the predicted classes. The performance of the classifiers can also be described in a confusion matrix, where the predicted classes of the examples in the test set are compared with their actual class (resulting in four possible combinations: TP (True-positive), TN (True-negative), FP (False-positive) and FN (False-negative)). The confusion matrix of the five-fold cross validation (Table 4) describes the predicted and the actual class of the tested examples in the five experiments. As noted above, in each experiment, a different subset (fold) is used for the evaluation, and each example-and all examples-are tested exactly once. Several performance estimators can be calculated from this confusion matrix. We present three that are related to the classification of the positive (BU) class: (1) Overall accuracy rate: the portion of instances that were classified correctly (calculated as: (TP + TN)/(TP + TN + FP + FN)); (2) Precision rate: the portion of instances that were correctly predicted as positive out of all instances that were predicted as positive (calculated as TP/(TP + FP)); and (3) Recall rate: the portion of instances that were correctly predicted as positive out of all actual positive instances (calculated as TP/ (TP + FN) ). Since the best performance is achieved with Landsat 8 as the input, we use Landsat 8 as the input in subsequent analysis. We also evaluate the classifiers at the geographical level of agro-climatic zones. A k-fold cross-validation test was conducted by dividing the examples into 14 folds according to their geographical location (zone). Similar to the results shown above (where the examples were divided into five random folds), Random Forest (with 10 trees) shows the best performance while SVM shows the worst. When Landsat 8 is used as the input, the TPR and the balanced accuracy rate of Random Forest (with 10 trees) are 66% and 78.7%, respectively, while only 54% and 74%, respectively, with CART. This result provides an additional dimension to the assessment of the classifiers' accuracy, and confirms their generalization as predictors under varying geographical conditions. Our analysis is based on a large training set relative to past work in remote sensing, with over 20,000 hand-labeled polygons. In many settings, constructing a training set of this magnitude may be infeasible. To provide insight into the importance of training-set size for the analysis, we next examine how the prediction rate of the alternative classifiers compares for randomly drawn training sets of different dimensions. We conduct experiments with 800, 1600, 4000, 8000 and 16,000 randomly drawn examples and evaluate each experiment using a five-fold cross-validation test. In each experiment, we use the same test sets (approximately 4500 examples) and a similar proportion between BU and NBU examples (equal to the proportion in the full sample).
The results show strongly improved performance as the size of the training set increases, both, in terms of the TPR and balanced accuracy (see Figure 9) . CART shows the largest improvement; for example, as the training set size increases from 800 to 16,000 examples, CART's balanced accuracy increases from 74% to 78%. On the other hand, SVM does not show a significant improvement as the training set size increases; the balanced accuracy remains around 73%. In the experiments described above, we maintain a constant proportion between the BU and the NBU examples in the training set (similar to the proportion in the full dataset). In an additional In the experiments described above, we maintain a constant proportion between the BU and the NBU examples in the training set (similar to the proportion in the full dataset). In an additional experiment, we examine the effect of varying the proportion between BU and NBU training examples on the classifiers' performance. In each experiment, we use all BU examples in the dataset as training examples and increase the size of the training set by adding NBU training examples. This allows us to evaluate whether performance improves as the size of the training set increases despite an increased imbalance between BU and NBU examples. We conduct a five-fold cross validation test by increasing the number of NBU examples in the training set and maintaining a constant number of BU examples (4000) to a total of 6000, 8000, 10,000, 14,000 and 16,000 BU and NBU examples in the training set. The size of the test set and the proportion between the BU and NBU examples remain constant (Landsat 8 is used as the input).
Results show a moderate improvement in the classifiers' performance as the training set's size increases, primarily with CART. Although the size of the training set is increased only by adding NBU examples, the TPR also improves (in addition to TNR). As the size of the training set increases from 6000 to 16,000 examples, CART's TPR increases from 63% to 67% and its TNR increases from 88% to 90% (see Figure 10) . Thus, although we increase the disproportion between BU and NBU examples, the addition of NBU examples improves the overall performance of the classifiers. 
Mapping the Classification
In the final classification process, we use the trained classifier to map built-up and not built-up areas over new examples/pixels. The classified image (in a spatial resolution of 30 m) was post-processed to discard isolated pixels and improve the homogeneity of the classified image. Figure 11 presents, as an illustration, a classified image of built-up areas in five regions across India and Figure 12 presents examples of this classified image in a finer (higher) resolution (we 
In the final classification process, we use the trained classifier to map built-up and not built-up areas over new examples/pixels. The classified image (in a spatial resolution of 30 m) was post-processed to discard isolated pixels and improve the homogeneity of the classified image. The classifier can also be used to map urban areas across time. Since our ground-truth dataset is collected based on 2014 imagery, using it as a training set with the 2000 imagery may result in "class-noise" [19] due to mislabeled examples. Thus, we first train the classifier (using Random forest, with 10 trees) with Landsat 7, filtered to 2014 as the input (in addition to per-pixel NDVI and NDBI values). Then, we use the trained classifier to map the extent of urban areas in 2000 (using the same feature space, based on Landsat 7, filtered to 2000) ( Figure 13 presents examples of the classified image in 2000, and Figure 14 presents a comparison between the extent of urban areas in 2000 and in 2014 in the city of Ahmedabad). As an assessment of this classification, we choose 200 random polygons from our dataset, visually examine them against 2000 Landsat 7 imagery and assign each polygon with a class (BU or NBU). Then, we compare the classified image with this ground-truth dataset. The examination reveals an overall accuracy of 86% and a TPR of 58.6% (Table 5 presents a confusion matrix of this test). Finally, Figure 15 shows the advantage of using our methodology to map urbanization relative to the WorldPop dataset. The classified image is able to capture various types of LC/LU (e.g., built-up areas, parks and open spaces) that is not possible using estimates of local area populations. 
Discussion
In recent decades, there have been substantial research investments in attempting to understand the social and physical dynamics related to urbanization. Though urbanization is one of the major potential threats to the global environment [22, 29] , its rate and magnitude have not been quantified with sharp precision at global scale. For many low-income countries, the last significant mapping efforts occurred in the 1960s and 1970s [67] . Urban extent can be measured by different means, including population counts, nighttime illumination intensity, and detecting the unique LC/LU characteristics and physical attributes associated with urban areas [8] [9] [10] 13, 68] . With the increasing availability of satellite data at ever-improving spatial and temporal resolutions, urban research is rapidly shifting towards the use of image-classification methods designed to extract the "urbanized land" that can be observed and captured in multispectral imagery [13] .
Several datasets of urban extent have now been developed to map urban areas at global scale [11, 12, 15, 69] . However, these datasets show considerable disagreement on the location and extent of urban land [13, 20] and the majority of the existing information provides classified raster images that have limitations across space and time [10, [70] [71] [72] [73] or that use ground-truth data that are limited in size, with no more than several thousand examples [20] . 
Several datasets of urban extent have now been developed to map urban areas at global scale [11, 12, 15, 69] . However, these datasets show considerable disagreement on the location and extent of urban land [13, 20] and the majority of the existing information provides classified raster images that have limitations across space and time [10, [70] [71] [72] [73] or that use ground-truth data that are limited in size, with no more than several thousand examples [20] .
With the availability of cloud-based platforms such as GEE, it is now feasible to monitor urbanization in multi-spatial and temporal resolutions and to understand urban dynamics globally. High-resolution ground-truth data are fundamental for any supervised image classification, including classification of built-up land cover. Training data remain scarce, making it difficult to apply modern remote-sensing techniques [74] . At the current time, ground-truth data lag far behind the ever-growing supplies of satellite imagery and analytical tools for image classification. Though ground-truth labeled data for urban areas can be extracted from several existing datasets-e.g., Landsat-based urban maps and crowd-source-based datasets such as OpenStreetMap [16] -validated and processed datasets that are designed specifically for mapping urban areas are in scarce supply. This paper aims to fill this gap.
Ground-truth data can be used, in conjunction with high-resolution satellite imagery and cloud-based computational platforms to detect built-up land cover. GEE is a platform with tremendous potential for urban research at scale. With appropriate ground-truth data, GEE can serve as an accessible and feasible platform for image classification and analysis of large and geographically diverse regions. Though GEE has been used in previous studies for various applications, including population [70, 75] and forest cover [76] mapping, ours is the first to provide comprehensive open-source ground-truth data that can serve as a training set for supervised classification of built-up land cover and for evaluation/validation of existing classifiers and classification products.
Of the three types of classifiers that we examine in GEE (SVM, CART and Random Forest), Random Forest achieves the best performance (a balanced accuracy rate of 80%). This classifier produces high-quality maps of built-up areas across space and time in India. Although the performance of CART and Random Forest are better when Landsat 8 is used as the input than when Landsat 7 is used (due perhaps to the higher spectral resolution of Landsat 8), performance improves substantially when NDVI and NDBI are added to Landsat 7, especially with SVM. Similar to the findings of [73, 77] , performance also improves as the size of the training set increases. Importantly, we find that increasing the size of the training set by expanding the number of NBU examples and holding BU examples fixed leads to marked improvements in accuracy.
We note several limitations of the analysis. First, the dataset was labeled according to 2014-2015 imagery using a visual-interpretation method, which, by its nature, may be subject to idiosyncratic variation across individuals performing the manual classification. As noted in previous studies [19] , "class-noise" may impact the accuracy of the classification. Second, our analysis is limited to India. Creating manually labeled ground-truth data is expensive and time consuming. However, crowd-sourcing platforms may allow researchers to scale-at low cost-the labeling method and to construct larger and more comprehensive ground-truth datasets. Although various methods have been suggested for combining census-based data with satellite imagery [11] and to extract training data from different sources, such as from nighttime lights [74] , validation by means of visual interpretation remains inescapable for the maintenance of accurate ground-truth training data. Third, the sampling method was designed to detect the boundaries between built-up areas and their periphery; we primarily sampled examples from highly populated areas and from their adjacent, low-population environs. This approach may create a risk of false-positive detections when classifying distant/remote areas.
Conclusions
During the past century, many countries, especially in the developing world, have been experiencing rapid urbanization and complex changes in patterns of land cover and land use. Understanding the various ecological, environmental, social and economic impacts of these processes is essential for the preservation of a sustainable human society.
The increasing availability of satellite imagery at different spatial and temporal resolutions has shifted urban research towards the use of digital, multispectral images and the development of remote-sensing image classification methods designed to capture urban land features, such as non-vegetative, human-constructed elements. Though numerous low and medium-scale urban maps have been developed to capture urban land features, these maps are generally limited in their temporal or spatial resolution and cannot be used for analysis of continuous urbanization processes. Moreover, previous studies have generally analyzed urbanization processes over small regions, due in part to computational limitations and the lack of ground-truth data for supervised classification. As parallel computational platforms with much larger storage and capacity become accessible to researchers, it is possible to expand the spatial and temporal units of analysis and to investigate urbanization processes over larger areas and over longer periods of time. Expanding this research frontier creates an urgent need for ground-truth data that can facilitate the development of supervised machine-learning algorithms and enable reliable evaluation and validation.
This paper contributes to this domain by providing ground-truth data that will further efforts to understand the urbanization processes at scale. The dataset we present consists of 21,030 polygons in India that were manually labeled as "built-up" or "not built-up" through a visual interpretation method. Though existing datasets, such as OSM and others, can facilitate supervised classification of urban areas, the majority of these were not developed for this purpose and therefore require further processing and validation. Our large-scale georeferenced dataset was developed to facilitate the detection of urban areas at a national level and to provide a handy and reliable tool for temporal analysis of urban zones and their rural peripheries. Although GEE is steadily evolving as a platform for remote-sensing research at scale, its potential for urban research has not been fully explored. In this study, we highlight the use of GEE for urban research and demonstrate the applicability of our dataset for detection of urban areas in a country with a large population and a diverse land cover. We validate the dataset and show that when used with traditional classifiers available in GEE, the classifiers achieve an overall accuracy rate of around 87%. Our methodology, which is designed to evaluate the spatial generalizability of classifiers, shows that classifier performance is similar when the examples in the training and test sets are sampled from areas with heterogeneous land-cover characteristics. This evaluation procedure is thus suitable for studies that analyze large-scale regions.
Extensions to our approach may improve the classification of urban land cover by modifying the inputs to the classifiers or their dimensions, and by adding additional features to the input's feature space. Incorporating nighttime-light data, socio-economic variables, and physical/geographical characteristics to satellite imagery may offer opportunities to improve the accuracy rate of classifiers. Further extensions to our approach may also include the application of learning algorithms and evaluation with various tuning parameters of the classifiers.
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Description of the classifiers used in this study:
‚ CART (Classification and Regression Tree) [35] is a binary decision tree. The classifier recursively examines each example's variables with logical if-then questions in a binary tree structure.
Questions are asked at each node of the tree, and each question typically looks at a single input variable. The variables are compared with a predetermined threshold, so that the examples are optimally split into "purer" subsets [35] . The examples are split to an overly large tree until reaching a terminal node (when the nodes have less than a defined number of examples or when further split will result in almost the same outcome). The tree is then pruned back through the creation of a nested sequence of less complex trees. The class is predicted at the terminal node according to the proportion of the classes in the training examples that reached that node.
‚ SVM (Support Vector Machines) identifies decision boundaries that optimally separate between classes. First, the n input vectors (examples) S = {X 1 ,X 2 , . . . ,X n } are mapped to the output classes by a linear decision function on a (possibly) high-dimensional feature space F = {ϕ(X 1 ,X 2 , . . . ,X n )}. SVM then optimizes the hyperplane that separates the classes by maximizing the margin between the support vectors of the classes (these are the examples that are closest to the decision surface) [37] . In this study we used a basic linear SVM.
‚ Random Forests are tree-based classifiers that include k decision trees (k predictors). When classifying an example, the example variables are run through each of the k tree predictors, and the k predictions are averaged to get a less noisy prediction (by voting on the most popular class). The learning process of the forest involves some level of randomness; each tree is trained over an independently random sample of examples from the training set and each node's binary question in a tree is selected from a randomly sampled subset of the input variables [67] .
Appendix B Table B1 . The parameters that were used for training (per classifier).
CART
The cross-validation factor used for pruning 10
Maximal depth level of initial tree 10
Minimal number of training set points in node to allow node creation 1
Minimal number of points at node to allow its further split 1
The minimal cost of training set to allow split 1e´10
Whether to impose stopping criteria while growing the tree false
The standard error threshold to use in determining the simplest tree whose accuracy is comparable to the minimum cost-complexity tree 0. 5 Table B1 . Cont.
The quantization resolution for numerical features 100
The margin reserved by quantizer to avoid overload, as a fraction of the range observed in the training data 0.1
The randomization seed 0
SVM
The decision procedure to use Voting
The SVM type C_SVC
The kernel type Linear
Whether to use shrinking heuristics True
The cost (C) parameter 1
Random Forest
The number of Rifle decision trees to create per class 1,3,5,10,50,100
The number of variables per split. If set to 0 (default), defaults to the square root of the number of variables 0
The minimum size of a terminal node 1
The fraction of input to bag per tree 0.5
Whether the classifier should run in out-of-bag mode false
