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ABSTRACT
This dissertation proposes solutions to a selected set of detection and optimization
problems, whose applications are focused on transportation systems. The goal is to
help build smarter and more efficient transportation systems, hence smarter cities.
Problems with dynamics evolving in two different time-scales are considered:
(1) In a fast time-scale, the dissertation considers the problem of detection, especially
statistical anomaly detection in real-time. From a theoretical perspective and under
Markovian assumptions, novel threshold estimators are derived for the widely used
Hoeffding test. This results in a test with a much better ability to control false alarms
while maintaining a high detection rate. From a practical perspective, the improved
test is applied to detecting non-typical traffic jams in the Boston road network using
real traffic data reported by the Waze smartphone navigation application. The detec-
tion results can alert the drivers to reroute so as to avoid the corresponding areas and
provide the most urgent “targets” to the Transportation department and/or emer-
gency services to intervene and remedy the underlying cause resulting in these jams,
thus, improving transportation systems and contributing to the smart city agenda.
vii
(2) In a slower time-scale, the dissertation investigates a host of optimization prob-
lems, including estimation and adjustment of Origin-Destination (OD) demand, traffic
assignment, recovery of travel cost functions, and joint recovery of travel cost functions
and OD demand (joint problem). Integrating these problems leads to a data-driven
predictive model which serves to diagnose/control/optimize the transportation net-
work. To ensure good accuracy of the predictive model and increase its robustness and
consistency, several novel formulations for the travel cost function recovery problem
and the joint problem are proposed. A data-driven framework is proposed to evaluate
the Price-of-Anarchy (PoA; a metric assessing the degree of congestion under selfish
user-centric routing vs. socially-optimal system-centric routing). For the case where
the PoA is larger than expected, three viable strategies are proposed to reduce it. To
demonstrate the effectiveness and efficiency of the proposed approaches, case-studies
are conducted on three benchmark transportation networks using synthetic data and
an actual road network (from Eastern Massachusetts (EMA)) using real traffic data.
Moreover, to facilitate research in the transportation community, the largest highway
subnetwork of EMA has been released as a new benchmark network.
viii
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1Chapter 1
Introduction
As of 2014, 54% of the earth’s population resides in urban areas, a percentage expected
to reach 66% by 2050. This increase would amount to 2.5 billion people added to
urban populations [Report, 2014]. At the same time, there are now 28 mega-cities
(with ≥10M people) worldwide, accounting for 22% of the world’s urban dwellers,
and projections indicate more than 41 mega-cities by 2030. It stands to reason that
the management and sustainability of urban areas has become one of the most critical
challenges our societies face today, leading to a quest for “smart” cities.
Among the many functions a city supports, transportation dominates in terms
of resource consumption, strain on the environment, and frustration of its citizens.
Commuter delays have risen by 260% over the past 25 years and 28% of U.S. primary
energy is now used in transportation [Shrank et al., 2011]. It is estimated that the
cumulative cost of traffic congestion by 2030 will reach $2.8 trillion [Report, 2015] –
equal roughly to the U.S. annual tax revenue. This estimate accounts for direct costs
to drivers (time, fuel) and indirect costs resulting from businesses passing these same
costs on to consumers, but it does not include the equally alarming environmental
impact due to a large proportion of toxic air pollutants attributed to mobile sources.
At the individual citizen level, traffic congestion led to $1,740 in average costs per
driver during 2014. If unchecked, this number is expected to grow by more than 60%,
to $2,900 annually, by 2030 [Report, 2015].
Incorporating our recent works Zhang and Paschalidis [2015, 2017c]; Zhang et al.
2[2016]; Zhang and Paschalidis [2017a]; Zhang et al. [2017a, 2018]; Zhang and Pascha-
lidis [2017b], this dissertation tackles a host of detection and optimization problems
arising in transportation networks.
1.1 Detecting Non-Typical Traffic Jams Using Waze Data
Everyday, lots of traffic jams can be seen in large cities like New York and Boston
and smaller urban areas. Aiming at reducing drivers’ travel time, there is significant
potential to improve the efficiency of current transportation systems in urban areas.
One possible way is to quickly identify which of the traffic jams are non-typical (ap-
pear in non-typical areas, happen in non-peak periods, or with extremely non-typical
feature values, etc.), thus providing the most urgent “targets” to the Transportation
department and/or emergency services to intervene and remedy the underlying cause
resulting in these jams (accidents, vehicle break down, lane closures, double parking,
etc.). From the drivers’ perspective, if they could receive real-time “warnings” of
these non-typical jams, they would have enough time to reroute so as to avoid the
corresponding areas. Thus, devising algorithms to detect non-typical traffic jams of-
fers a viable solution for improving transportation systems, thus contributing to the
smart city agenda.
The dataset we leverage contains the traffic jam data collected by Waze, a smart-
phone Global Positioning System (GPS) navigation application; it covers the jam data
collected in Massachusetts from December 2014 through March 2016. This dataset
is kindly provided to us by the Department of Innovation and Technology (DoIT) in
the City of Boston. Note that the raw Waze data contain way too many traffic jams,
most of which are “typical;” e.g., most of the jams happened during rush hour and
within typical areas. To identify which of them are indeed non-typical, thus obtaining
an “anomaly list” of traffic jams, we apply a Statistical Anomaly Detection (SAD)
3(see below) algorithm for which we develop a tighter threshold estimator aiming at
controlling false alarms better than earlier work. We seek to develop a fast real-time
anomaly detection scheme that can quickly give “warning” messages to the Trans-
portation department and Wazers (active Waze users). The outcome of our research
has the potential to be used in the road network of Boston and other big cities on an
everyday basis.
Statistical Anomaly Detection via Composite Hypothesis Testing for
Markov Models
For a given system, Statistical Anomaly Detection (SAD) involves learning from data
the normal behavior of the system and identifying and reporting the time instances
corresponding to atypical system behavior. SAD has vast applications. For instance,
motivated by the importance of enhancing cyber security, recent literature has seen
applications in communication networks; see, e.g., [Paschalidis and Smaragdakis,
2009; Meyn et al., 2009; Wang and Paschalidis, 2015]. The behavior of the sys-
tem is typically represented as a time series of real vectors and, in its most general
version, anomaly detection is done through some Composite Hypothesis Test (CHT).
Specifically, a CHT aims to test the hypothesis that a given sequence of obser-
vations is drawn from a known Probability Law (PL) (i.e., probability distribution)
defined on a finite alphabet [Unnikrishnan and Huang, 2016]. Among numerous
such tests, the one proposed by Hoeffding [Hoeffding, 1965] has been well known for
decades. When implementing the Hoeffding test in the context of SAD, one must
set appropriately a threshold η so as to ensure a low false alarm rate while main-
taining a reasonably high detection rate. In the existing literature, this threshold is
typically estimated by using Sanov’s theorem Dembo and Zeitouni [1998] – a large
deviations result. Note that such an estimator (let us denote it by ηsv) is valid only
in the asymptotic sense. In practice, however, only a finite number of observations
4are available, and it can be observed in simulations that ηsv is not accurate enough,
especially for relatively small sample sizes.
Our contributions on SAD include the following.
First, under Markovian assumptions, we leverage a Central Limit Theorem (CLT)
for a selected empirical measure related to the test statistic of the Hoeffding test, so
as to establish weak convergence results for the test statistic, and derive a thresh-
old estimator ηwc therefrom, thus, extending the work of [Unnikrishnan and Huang,
2016] which tackles the problem under independent and identically distributed (i.i.d.)
assumptions.
Second, we propose algorithms to calculate the threshold estimator ηwc obtained
above for the ordinary and a robust version of the Hoeffding test, respectively. We
assess the advantages of our estimator over earlier work through numerical experi-
ments.
Finally, we apply the Hoeffding test with our threshold estimator to two types
of systems for the purpose of anomaly detection: (i) a real transportation network
with jam data reported by Waze, and (ii) a communication network with flow data
simulated by the software package SADIT [Wang et al., 2015]. To the best of our
knowledge, the former is a novel application of anomaly detection.
Related Work
Modeling network traffic as stationary in time, Paschalidis and Smaragdakis [2009]
applies two methods: one assumes the traffic to be an i.i.d. sequence and the other as-
sumes observations of system activity follow a finite-state Markov chain. Both meth-
ods are extended in Wang and Paschalidis [2015] to the case where system activity
is time-varying. When implementing the Hoeffding test, however, both Paschalidis
and Smaragdakis [2009] and Wang and Paschalidis [2015] use the large deviations
estimator ηsv to calculate the detection threshold in a finite sample size setting, thus
5controlling the false alarm rate not well enough.
To derive a more accurate threshold estimator, [Unnikrishnan and Huang, 2016;
Unnikrishnan et al., 2011] use a procedure commonly used by statisticians: deriving
results based on Weak Convergence (WC) of the test statistic in order to approximate
the error probabilities of the Hoeffding test. Under i.i.d. assumptions, [Unnikrishnan
and Huang, 2016] (see also [Unnikrishnan et al., 2011; Wilks, 1938]) proposes an
alternative estimator for η (let us denote it by ηwc), which is typically more accurate
than ηsv, especially when not that many samples are available.
There has also been work on obtaining a tighter approximation of η by refining
Sanov’s theorem [Iltis, 1995]. However, such refinements of large deviation results are
typically faced with computational difficulty; for instance, as noted in [Unnikrishnan
et al., 2011], using the results of [Iltis, 1995] requires the computation of a surface
integral.
Several alternative anomaly detection approaches have been proposed, using for
instance change detection methods [Thottan and Ji, 2003]. We refer the reader for a
comprehensive review of alternative methods to [Thottan and Ji, 2003] and [Pascha-
lidis and Smaragdakis, 2009].
1.2 Data-Driven Evaluating and Reducing the Price of An-
archy in Single-Class Transportation Networks
A single-class (i.e., all vehicles are modeled as belonging to the same class) trans-
portation network is a system with non-cooperative agents (drivers) in which each
agent seeks to minimize her own individual cost by choosing the best route (resources)
to reach her destination without taking into account the overall system performance.
In these systems, the cost for each agent depends on the resources chosen as well as
the number of agents choosing the same resources. This results in a Nash equilibrium,
6i.e., a point where no agent can benefit by altering its actions, assuming that the ac-
tions of all the other agents remain fixed [Youn et al., 2008]. However, it is known
that the user optimal policy leading to a Nash equilibrium is generally inefficient and
results in a suboptimal behavior compared to the socially optimal policy that could
be attained through a centrally controlled system [Youn et al., 2008]. In order to
quantify this inefficiency due to selfish driving, we define the Price of Anarchy (PoA)
as the ratio of the total travel latency cost under the user optimal (user-centric)
routing policy vs. the socially optimal (system-centric) one. The PoA is, therefore,
a measure of the efficiency achieved by any transportation network as it currently
operates.
The first issue regarding PoA addressed in the dissertation is how to measure
the PoA from data. The user flow equilibrium in a transportation network is known
as a Wardrop Equilibrium [Wardrop, 1952] (an instantiation of the generic Nash
Equilibrium). It is the solution of the Traffic Assignment Problem (TAP) [Patriksson,
2015], which we call the user-centric forward problem. To solve this TAP, we need to
know a priori: (i) the specific travel latency cost functions involved [Branston, 1976],
and (ii) the traffic demand expressed through an Origin-Destination (OD) demand
matrix [Patriksson, 2015]. Starting from the equilibrium link flows (assuming they
can be inferred or directly observed), we first estimate an initial OD demand matrix.
We note that the OD demand estimation problem has been widely-studied; see, e.g.,
[Abrahamsson, 1998; Bera and Rao, 2011], and the references therein. Then, based
on inverse optimization techniques recently developed in [Bertsimas et al., 2015], we
propose a novel user-centric inverse problem formulation. Specifically, given observed
link flow data (Wardrop Equilibrium), we estimate the associated travel latency cost
functions. In other words, we seek cost functions which, when applied to TAP, would
yield the link flows that are actually observed. Once this is accomplished, based on a
7bilevel optimization problem formulation considered in [Spiess, 1990; Lundgren and
Peterson, 2008], we develop an algorithmic procedure for iteratively adjusting the
values of the OD demands so that the observed link flows are as close as possible to
the solution of the user-centric forward problem (i.e., TAP). The OD demand and
the user travel latency cost functions, completely parametrize a predictive model of
the transportation network. We use this model to calculate the total travel latency
cost under the user optimal routing policy, thus obtaining the numerator of the PoA
ratio.
Next, using the same predictive model, we formulate a system-centric forward
problem [Patriksson, 2015; Pourazarm et al., 2016], a Non-Linear Program (NLP), in
which all agents (drivers) cooperate to optimize the overall system performance. Its
solution enables us to calculate the total travel latency cost under the socially optimal
routing policy, i.e., the denominator of the PoA ratio. Thus, the combination of the
inverse and forward optimization problems results in measuring the PoA for a given
transportation network whose equilibrium link flows are observed based on collected
traffic data.
Having an accurate predictive model allows us to go beyond estimation (of the
PoA) and consider specific control actions that could reduce the PoA. To that end,
we analyze the sensitivity of the optimal objective function value of an optimization
problem formulation for TAP with respect to key parameters, such as road capacities
and free-flow travel times. The results can help prioritize road segments for inter-
ventions that can mitigate congestion. We derive sensitivity analysis formulae and
propose their finite difference approximations.
As an illustration of our data-driven approach outlined above, we use actual traffic
data from the Eastern Massachusetts (EMA) transportation network, in the form of
spatial average speeds and road segment flow capacities. These data were provided
8to us by the Boston Region Metropolitan Planning Organization (MPO) and include
average speeds over 13,000 road segments at every minute of the year 2012. By
using a traffic flow model, we first infer equilibrium flows on each road segment and
then apply our approach to evaluate the PoA for two highway subnetworks of the
EMA network. In addition, we derive sensitivity analysis results and conduct a meta-
analysis comparing the user-centric and socially optimal routing policies. Moreover,
to facilitate research in the transportation community, we have released the largest
highway subnetwork of EMA as a new benchmark network.
As a final step, we propose strategies for reducing the PoA. First, by taking ad-
vantage of the rapid emergence of Connected Automated Vehicles (CAVs), it has
become feasible to automate routing decisions, thus solving a system-centric forward
problem in which all CAVs (bypassing driver decisions) cooperate to optimize the
overall system performance. Second, we propose a modification to existing GPS nav-
igation algorithms recommending to all drivers socially optimal routes. Finally, our
sensitivity analysis results provide the means to prioritize road segments for specific
interventions that can mitigate congestion.
Related Work
The classical static Traffic Assignment Problem (TAP) [Patriksson, 2015], i.e., the
user-centric forward problem in our terminology, has been widely studied; see, e.g.,
[Dafermos and Sparrow, 1969; LeBlanc et al., 1975] for the single-class transportation
networks and [Dafermos, 1972; Nagurney, 2000; Ryu et al., 2016] for the multi-class
(i.e., different types of vehicles, such as cars or trucks, are modeled as belonging to
different classes) transportation networks. The static TAP has also been generalized
to the case that has a dynamic network equilibrium modeling capability; see, e.g.,
[Friesz et al., 1989; Janson, 1991], among others.
Based on road traffic counts within selected time intervals (i.e., road traffic flows),
9the problem of estimating the OD demand matrix of a given transportation network
has been considered in [Nguyen, 1984; Abrahamsson, 1998; Bera and Rao, 2011],
and references therein. In particular, [Hazelton, 2000] proposed a Generalized Least
Squares (GLS) method to estimate the OD demand matrices of uncongested net-
works, and [Spiess, 1990; Yang et al., 2001; Lundgren and Peterson, 2008] considered
networks that could include congested roads.
Sensitivity analyses of traffic equilibria were conducted in [Friesz et al., 1989;
Yang, 1997; Patriksson, 2004], among others, by evaluating the directions of change
that occur in the link flows with respect to the change of travel costs as parameters
in the cost and demand functions.
A similar PoA evaluation topic was discussed in [Monnot et al., 2017] and the
references therein; in particular, based on real traffic data from the transportation
network of Singapore, [Monnot et al., 2017] used a different framework from ours to
quantify the PoA.
1.3 Jointly Recovering Travel Latency Cost Functions
and Adjusting Origin-Destination Demand Matrices in
Multi-Class Transportation Networks
Depending on whether we put different weights onto the flows from different classes
of vehicles, we can model a transportation network as single-class [Dafermos and
Sparrow, 1969] or multi-class [Dafermos, 1972]. Naturally, we can treat the former as
a special case of the latter. Given a general multi-class transportation network and
assuming all users (drivers) choose routes selfishly, the network reaches an equilibrium
in terms of link flows, known as the Wardrop Equilibrium [Wardrop, 1952]. At the
equilibrium, no single driver can “benefit” by rerouting.
As stated in Sec. 1.2, mathematically, for a general multi-class transportation
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network, given travel latency (time) cost functions (we will also simply say cost func-
tions) with respect to link (road/arc) flows and an Origin-Destination (OD) flow
demand matrix, finding the Wardrop Equilibrium is formulated as the Traffic Assign-
ment Problem (TAP). TAP, which we will call the forward problem throughout the
dissertation (unless otherwise specified, we will always use the term “forward prob-
lem” to exclusively indicate TAP; note that in Sec. 1.2 and Chap. 3, to differentiate
it from the “system-centric forward problem,” we use the term “user-centric forward
problem” instead), can be explicitly formulated as an optimization problem [Dafermos
and Sparrow, 1969] or a Variational Inequality (VI) problem [Dafermos, 1980].
On the other hand, given an OD demand matrix and the Wardrop Equilibrium,
one may seek to recover the cost functions, by formulating appropriate inverse prob-
lems. For single-class models, such inverse problems have been considered, e.g., in
[Bertsimas et al., 2015], among others. However, in the existing literature, the same
type of inverse problems have not been extended to multi-class models. Moreover,
another version of inverse problems can be considered: adjusting the OD demand
matrix by assuming that the Wardrop Equilibrium and the cost functions are known
(a “rough” initial OD demand matrix is also assumed available); see, e.g., [Spiess,
1990; Lundgren and Peterson, 2008] for single-class models and [Noriega and Florian,
2007b] for multi-class models. However, the existing work typically deals with these
two types of inverse problems separately. For convenience, in the sequel, we use the
term IP-1 (resp., IP-2) to indicate the problem of recovering cost functions (resp.,
adjusting OD demand matrices).
It is a well-known fact that, for general multi-class transportation networks, there
do not exist reasonable easily verifiable assumptions about the cost functions to en-
sure the existence and uniqueness of the solution to the forward problem (i.e., TAP)
[Noriega and Florian, 2007a]. Therefore, for the multi-class inverse problem IP-1,
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it would be hard to establish rigorous theoretical results under mild easy-to-check
conditions.
In this dissertation, we formulate the multi-class IP-1, and conduct numerical ex-
periments over three benchmark networks (Sioux-Falls, Berlin-Tiergarten, and Ana-
heim) ranging from moderate-sized to large-sized to empirically validate the proposed
solution. Moreover, operating on multi-class transportation networks, we jointly in-
vestigate the two related inverse problems – recovering cost functions (IP-1) and
adjusting OD demand matrices (IP-2). For a given multi-class network, assume that
the Wardrop Equilibrium is observed and that an initial “rough” OD demand matrix
is available. To solve the joint problem – alternatively recovering the cost function and
adjusting the OD demand matrix, we leverage a generalized bilevel optimization prob-
lem formulation and propose gradient-based algorithms to solve it numerically. Be-
cause of inevitable inaccuracy in the gradient calculation, our algorithms do not come
with guarantees of converging to an optimal solution. To validate their effectiveness
and efficiency, we conduct extensive numerical experiments. In particular, we imple-
ment our algorithms over three benchmark networks (Sioux-Falls, Berlin-Tiergarten,
and Anaheim) and a real large network (the Eastern Massachusetts (EMA) highway
network).
1.4 Contributions and Outline of the Dissertation
This dissertation considers a selected set of detection and optimization problems aris-
ing in transportation networks, thus improving efficiency of transportation systems
and contributing to building smarter cities. We summarize the specific contributions
as follows:
• In a fast time-scale, we consider Statistical Anomaly Detection via composite
hypothesis testing for Markov models. Our contributions include:
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– From a theoretical perspective and under Markovian assumptions, we de-
rive novel threshold estimators for the widely used Hoeffding test. This
results in a test with a much better ability to control false alarms while
maintaining a high detection rate (verified extensively by numerical simu-
lations).
– From a practical perspective, we apply the improved test to detecting non-
typical traffic jams in the Boston road network using real traffic data re-
ported by Waze. The detection results would alert the drivers to reroute so
as to avoid the corresponding areas and provide the most urgent “targets”
to the Transportation department and/or emergency services to intervene
and remedy the underlying cause resulting in these jams, thus, improving
transportation systems and contributing to the smart city agenda. As an
additional application, we also consider anomaly detection in communica-
tion networks, thus enhancing cyber security.
• In a slower time-scale, we investigate a host of optimization problems, includ-
ing estimation and adjustment of Origin-Destination (OD) demand, traffic as-
signment, recovery of travel cost functions, and joint recovery of travel cost
functions and OD demand (joint problem). Integrating these problems leads to
a data-driven predictive model which serves to diagnose/control/optimize the
transportation network. Our contributions include:
– We propose several novel formulations for the travel cost function recov-
ery problem and the joint problem, thus ensuring good accuracy of the
predictive model and increasing its robustness and consistency.
– Integrating these optimization problems, we propose a data-driven frame-
work to evaluate the Price of Anarchy (PoA; a metric assessing the network
performance – degree of congestion – under selfish user-centric routing vs.
13
socially-optimal system-centric routing). For the case where the PoA is
larger than expected, we propose three viable strategies to reduce it.
– To demonstrate the effectiveness and efficiency of the proposed approaches,
we conduct case-studies on three benchmark transportation networks using
synthetic data and an actual road network (from Eastern Massachusetts
(EMA)) using real traffic data. To facilitate research in the transportation
community, we have also released the largest highway subnetwork of EMA
as a new benchmark network.
The rest of the dissertation is organized as follows. In Chap. 2, we elaborate on
Statistical Anomaly Detection via composite hypothesis testing for Markov models,
which involves detecting non-typical traffic jams using Waze data as an application.
In Chap. 3, we propose data-driven evaluation and reduction strategies for the Price of
Anarchy in single-class transportation networks. In Chap. 4, we devise data-driven al-
gorithms to jointly recover travel latency cost functions and adjust Origin-Destination
demand matrices in multi-class transportation networks. Chap. 5 concludes the dis-
sertation.
1.5 Notational Conventions
All vectors are column vectors. For economy of space, we write x = (x1, . . . , xdim(x))
to denote the column vector x, where dim(x) is its dimension. We use 0 and 1 for
the vectors with all entries equal to zero and one, respectively. We use “prime” to
denote the transpose of a matrix or vector. We denote by N+ (resp., R+) the set
of all nonnegative integers (real numbers). Let bxc be the integer part of a positive
number x, log the natural logarithm, P(A) the probability of an event A, E[X] the
expectation of a random variable X, and Cov(X1, X2) the covariance between two
random variables X1 and X2. We use N (0,Σ) to denote a Gaussian distribution
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with zero mean and covariance matrix Σ. X1 ' X2 indicates that the two random
variables X1 and X2 have approximately the same distribution. 1{·} denotes the
indicator function and
d−−−→
n→∞
(resp.,
w.p.1−−−→
n→∞
) denotes convergence in distribution (resp.,
with probability one) as n approaches infinity. M ≥ 0 (resp., x ≥ 0) indicates that all
entries of a matrix M (resp., vector x) are nonnegative. Unless otherwise specified,
‖ · ‖ denotes the `2 norm. We let |D| denote the cardinality of a set D, and [[D]] the
set {1, . . . , |D|}.
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Chapter 2
Statistical Anomaly Detection via
Composite Hypothesis Testing for Markov
Models
Under Markovian assumptions we leverage a Central Limit Theorem (CLT) for the
empirical measure in the test statistic of the composite hypothesis Hoeffding test so as
to establish weak convergence results for the test statistic, and, thereby, derive a new
estimator for the threshold needed by the test. We first show the advantages of our
estimator over an existing estimator by conducting extensive numerical experiments.
We find that our estimator controls better for false alarms while maintaining satis-
factory detection probabilities. We then apply the Hoeffding test with our threshold
estimator to detecting anomalies in both transportation and communication networks.
The first application aims at building smarter transportation systems in cities and
the latter, as a by-product, seeks to enhance cyber security.
The rest of this chapter is organized as follows. We formulate the threshold
estimation problem in Sec. 2.1 and derive theoretical results in Sec. 2.2. Sec. 2.3
presents experimental results. Sec. 2.4 concludes the chapter. A number of proofs
are placed in the Appendix.
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2.1 Problem Formulation
To model the statistical properties of a general system, we introduce a few notational
conventions and some definitions. Let Ξ = {ξi; i = 1, . . . , N} be a finite alphabet
containing N symbols ξ1, . . . , ξN , and Y = {Yl; l = 0, 1, 2, . . .} a time series of
observations. Define the null hypothesis H as: Y is drawn according to a Markov
chain with state set Ξ and transition matrix Q = [qij]
N
i, j=1. To further characterize
the stochastic properties of Y, we define the empirical Probability Law (PL) by
Γn(θij) =
1
n
n∑
l=1
1{Zl = θij}, (2.1)
where Zl = (Yl−1, Yl), l = 1, . . . , n, θij = (ξi, ξj) ∈ Ξ × Ξ, i, j = 1, . . . , N . Denote
the transformed alphabet Θ = {θij; i, j = 1, . . . , N} = {θ˜k; k = 1, . . . , N2} and note
Θ = Ξ × Ξ with θ˜1 = θ11, . . . , θ˜N = θ1N , . . . , θ˜(N−1)N+1 = θN1, . . . , θ˜N2 = θNN . Let
also the set of PLs on Θ be P(Θ).
The transformed observations Z = {Zl; l = 1, 2, . . .} form a Markov chain evolving
on Θ; denote its transition matrix by P = [pij]
N2
i, j=1 and the stationary distribution
by
pi = (piij; i, j = 1, . . . , N) = (p˜ik; k = 1, . . . , N
2), (2.2)
where piij denotes the probability of seeing θij, and p˜i1 = pi11, . . . , p˜iN = pi1N , . . .,
p˜i(N−1)N+1 = piN1, . . . , p˜iN2 = piNN . We have [Dembo and Zeitouni, 1998]
p(θij |θkl ) = 1{i = l}qij, k, l, i, j = 1, . . . , N, (2.3)
which enables us to obtain P directly from Q; see Remark 2.3 for an example. We
can now restate the null hypothesis H as: the Markov chain Z = {Zl; l = 1, 2, . . .} is
drawn from PL pi.
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To quantify the distance between the empirical PL Γn and the actual PL pi, one
considers the relative entropy (or divergence) between Γn and pi:
D(Γn‖pi) =
N∑
i=1
N∑
j=1
Γn(θij) log
Γn(θij)/
(∑N
t=1 Γn(θit)
)
piij/
(∑N
t=1 piit
) , (2.4)
and the empirical measure:
Un =
√
n(Γn − pi), (2.5)
where pi is defined in (2.2) and Γn is the vector
Γn = (Γn(θ11), . . . ,Γn(θ1N), . . . ,Γn(θN1), . . . ,Γn(θNN)).
Let now Hn be the output of a test that decides to accept or to reject the null
hypothesis H based on the first n observations in the sequence Z. Under Markovian
assumptions (Assumption 2.1 in Sec. 2.2), the Hoeffding test [Dembo and Zeitouni,
1998] is given by
Hn rejects H if and only if D(Γn‖pi) > η, (2.6)
where D(Γn‖pi) (cf. (2.4)) is the test statistic and η is a threshold.
It is known that the Hoeffding test (2.6) satisfies asymptotic Newman-Pearson
optimality [Paschalidis and Smaragdakis, 2009; Wang and Paschalidis, 2015], in the
sense that it maximizes the exponential decay rate of the misdetection probability over
all tests with a false positive probability with exponential decay rate larger than η.
Thus, an appropriate threshold η should enable the test to have a small false positive
rate while maintaining a satisfactorily high detection rate.
The theoretical false positive rate [Unnikrishnan and Huang, 2016] of the test (2.6)
is given by
β = PH(D(Γn‖pi) > η), (2.7)
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where the subscript H indicates that the probability is taken under the null hypoth-
esis.
Given a tolerable (target) β, by conducting an ROC analysis for the Hoeffding
test using labeled training data, we could “tune” η such that the corresponding dis-
crete test1 [Fawcett, 2006] has a small false alarm rate and a high detection rate.
In particular, we could select an η corresponding to a point close to the northwest
corner of the ROC graph. However, such tuning is too expensive and depends heavily
on the quality and quantity of the training data. We can also, in principle, obtain
the corresponding η in (2.7) by directly simulating the samples of the test statistic
D(Γn‖pi), thus deriving an empirical Cumulative Distribution Function (CDF) and
using its (1− β)-quantile. However, we will note in Remark 2.9 that this is also com-
putationally too expensive when applied through a so-called “windowing” technique
for purposes of anomaly detection. Thus, we seek to estimate η without directly
simulating the statistic. To that end, existing work involves using Sanov’s theorem
[Dembo and Zeitouni, 1998] to derive an estimator for η. Specifically, for large enough
n, by replacing the right hand side in (2.7) by an exponential we can obtain a minimal
η that suffices to bring the false positive rate below β [Paschalidis and Smaragdakis,
2009; Wang and Paschalidis, 2015]. Such an η is given by
ηsvn,β ≈ −(1/n) log(β), (2.8)
where we use the n, β subscript to denote the dependence of this estimator on β
and n and the label sv indicates that it is obtained from Sanov’s theorem. We note
that the estimator (2.8) does not contain any direct distributional information of the
statistic D(Γn‖pi); this might be one of the causes leading to inaccurate estimation
of ηn,β, especially when the sample size n is relatively small in practice. To see this
1A discrete test corresponds to a fixed specific value for η in (2.6).
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more clearly, one can consider an extreme scenario where N = 4, β = 10−1000, and
n = 50 (this is a reasonably small value; comparable to N2 = 16). Then by (2.8)
ηsvn,β would be way bigger than necessary, tending to yield a test with zero false alarm
rate but also zero detection rate for a typical test set. The issue arises because we
use an asymptotic large deviations result for a relatively modest value of n. Our
primary goal in this chapter is to derive an alternative threshold estimator, which
would hopefully be more accurate than ηsvn,β for modest values of n, in terms of a
certain metric that we will introduce in Sec. 2.3.
2.2 Theoretical Results
We introduce the following assumption.
Assumption 2.1
Z = {Zl; l = 1, 2, . . .} is an aperiodic, irreducible, and positive recurrent Markov
chain ([Jones, 2004]) evolving on Θ with transition matrix P, stationary distribution
pi, and with the same pi as its initial distribution.
Remark 2.1 Since Θ is a finite set, under Assump. 2.1 Z is uniformly ergodic [Jones,
2004]. Assuming pi as the initial distribution is done for notational simplicity; our
results apply for any feasible initial distribution. Note also that, under Assump. 2.1,
pi must have full support over Θ; i.e., each entry in pi is strictly positive.
Lemma 2.2 Suppose Assump. 2.1 holds. Then
piij∑N
t=1 piit
=
piij∑N
t=1 piti
= qij, i, j = 1, . . . , N. (2.9)
Proof. See Appendix 2.5.1. 
Remark 2.3 Under Assump. 2.1, Remark 2.1 and Lemma 2.2 imply that all entries
of Q are strictly positive, indicating that any two states of the original chain Y are
connected. This is a stringent condition; yet, in practice, if some piij in (2.9) is zero,
we can replace it with a small ε > 0, and then normalize the modified vector pi, thus
ensuring that Assump. 2.1 is satisfied.
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Another reason why we set the zero entries in pi to ε > 0 is for convenience of
computing the original transition matrix Q, hence P, via (2.9) and (2.3). If we simply
eliminate the corresponding states in Z, then it is possible that the number of the
remaining states is not the square of some integer N ; this would prevent us from
easily recovering P from pi. Consider the following example: Assuming
Q =
[
0.1 0.2 0.7
0 0.2 0.8
0.6 0.15 0.25
]
,
then by (2.3) we have
P =

0.1 0.2 0.7 0 0 0 0 0 0
0 0 0 0 0.2 0.8 0 0 0
0 0 0 0 0 0 0.6 0.15 0.25
0.1 0.2 0.7 0 0 0 0 0 0
0 0 0 0 0.2 0.8 0 0 0
0 0 0 0 0 0 0.6 0.15 0.25
0.1 0.2 0.7 0 0 0 0 0 0
0 0 0 0 0.2 0.8 0 0 0
0 0 0 0 0 0 0.6 0.15 0.25

,
and, by direct calculation, we obtain pi = (0.03, 0.07, 0.23, 0, 0.05, 0.14, 0.3, 0.07, 0.11).
Note that only 8 entries in pi are non-zero and 8 is not the square of some integer N .
Thus, if we eliminate the state corresponding to the zero entry in pi, it will be hard
to recover Q, hence P.
2.2.1 Weak convergence of empirical measure
Let us first establish CLT results for one-dimensional empirical measures
Un,k =
√
n(Γn(θ˜k)− p˜ik), k = 1, . . . , N2. (2.10)
For k ∈ {1, . . . , N2} define
fk(Z) = 1{Z = θ˜k}. (2.11)
Lemma 2.4 Suppose Assump. 2.1 holds. Then a Central Limit Theorem (CLT)
holds for Un,k; that is,
Un,k
d−−−→
n→∞
N (0, σ2k)
with σ2k = Cov(fk(Z1), fk(Z1)) + 2
∑∞
m=1 Cov(fk(Z1), fk(Z1+m)) <∞.
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Proof. See Appendix 2.5.2. 
Now we state the CLT [Billingsley, 1961b, Thm. 3.1] for the multidimensional
empirical measure Un = (Un,k; k = 1, . . . , N
2) as Lemma 2.5. Several different proofs
for this result are available in [Billingsley, 1961b] and the references therein. For
completeness, we provide a proof that leverages the results from [Jones, 2004], in
terms of extending Lemma 2.4.
Lemma 2.5 ([Billingsley, 1961b]) Suppose Assump. 2.1 holds. Then a multidimen-
sional CLT holds for Un; that is,
Un
d−−−→
n→∞
N (0,Λ), (2.12)
with Λ = [Λij]
N2
i, j=1 being an N
2 ×N2 covariance matrix given by
Λij = p˜ii(Iij − p˜ij) +
∞∑
m=1
[p˜ii(P
m
ij − p˜ij) + p˜ij(Pmji − p˜ii)], (2.13)
where Iij denotes the (i, j)-th entry of the identity matrix, and P
m
ij (resp., P
m
ji) is
the (i, j)-th (resp., (j, i)-th) entry of the matrix Pm (the m-th power of P), i, j =
1, . . . , N2.
Proof. See Appendix 2.5.3. 
2.2.2 Weak convergence of test statistic
In this section, to derive weak convergence results for the test statistic D(ν‖pi),
we will leverage a method commonly-used by statisticians in terms of combining a
Taylor’s series expansion for the test statistic and the CLT result for the empirical
measure [Wilks, 1938]. Recently, under i.i.d. assumptions, such a weak convergence
analysis for certain test statistics have been conducted in [Unnikrishnan et al., 2011;
Unnikrishnan and Huang, 2016].
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To this end, for ν ∈ P(Θ) we consider
h(ν) = D(ν‖pi) =
N∑
i=1
N∑
j=1
νij log
νij∑N
t=1 νit
piij∑N
t=1 piit
. (2.14)
Let U ∼ N (0,Λ) with Λ given by (2.13). Now, we are in a position to derive weak
convergence results for our test statistic D(ν‖pi).
Theorem 2.6 Suppose Assump. 2.1 holds. Then we have the following weak con-
vergence results:
D(Γn‖pi) d−−−→
n→∞
1
2n
U′∇2h(pi)U, (2.15)
D(Γn‖pi) d−−−→
n→∞
1
2n
N2∑
k=1
ρkχ
2
1k, (2.16)
where ∇2h(pi) is the Hessian ∇2h(ν) of h(ν) evaluated at ν = pi, ρk, k = 1, . . . , N2,
are the eigenvalues of the matrix ∇2h(pi)Λ, and χ21k, k = 1, . . . , N2, are N2 indepen-
dent χ2 random variables with one degree of freedom.
Proof. Let us first compute the gradient of h(ν). Expanding the logarithm and
after some algebra which leads to cancellations of gradient terms with respect to νij
in
∑N
t=1 νit, for all i, j = 1, . . . , N , we obtain
∂h(ν)
∂νij
= log νij − log
( N∑
t=1
νit
)
− log piij + log
( N∑
t=1
piit
)
, (2.17)
which implies
∇h(pi) = 0. (2.18)
Further, from (2.17), we compute the Hessian ∇2h(ν) by
∂2h(ν)
∂νij∂νkl
=

0, if k 6= i,
1
νij
− 1∑N
t=1 νit
, if k = i and l = j,
− 1∑N
t=1 νit
, if k = i and l 6= j.
(2.19)
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Evaluating all the terms in (2.19) at ν = pi yields ∇2h(pi), which will play a crucial
role in approximating D(Γn‖pi). It is seen that ∇2h(ν) is continuous in a neigh-
borhood of pi, and we can utilize the second-order Taylor’s series expansion of h(ν)
centered at pi to express D(Γn‖pi) = h(Γn)− h(pi). Specifically, by (2.18) and (2.5)
we have
2nD (Γn ‖pi ) = 2n (h (Γn)− h (pi))
= n (Γn − pi)′∇2h(Γ˜n) (Γn − pi)
= U′n∇2h(Γ˜n)Un, (2.20)
where Γ˜n = ξnΓn+(1− ξn)pi is determined with some ξn ∈ [0, 1]. From the ergodicity
of the chain Z it follows Γn
w.p.1−−−→
n→∞
pi, leading to Γ˜n
w.p.1−−−→
n→∞
pi. By the continuity of
∇2h(ν) we obtain
∇2h(Γ˜n) w.p.1−−−→
n→∞
∇2h(pi). (2.21)
Applying Slutsky’s theorem [Billingsley, 2013], by (2.12), (2.20), and (2.21) we attain
D(Γn‖pi) = 1
2n
U′n∇2h(Γ˜n)Un d−−−→
n→∞
1
2n
U′∇2h(pi)U.
Finally, by means of a linear transformation [Imhof, 1961] on the quadratic form
U′∇2h(pi)U, we derive the following alternative asymptotic result:
D(Γn‖pi) = 1
2n
U′n∇2h(Γ˜n)Un d−−−→
n→∞
1
2n
N2∑
k=1
ρkχ
2
1k,
where ρk, k = 1, . . . , N
2, are the eigenvalues of the matrix ∇2h(pi)Λ, and χ21k, k =
1, . . . , N2, are N2 independent χ2 random variables with one degree of freedom. 
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2.2.3 Threshold approximation
We use an empirical Cumulative Distribution Function (CDF) to approximate the
actual CDF of D(Γn‖pi). In particular, it is seen from (2.15) that D(Γn‖pi) '
1
2n
U′∇2h(pi)U for large n. Thus, to derive an empirical CDF of D(Γn‖pi), we can
generate a set of Gaussian sample vectors independently according to N (0,Λ) and
then plug each such sample vector into the right-hand side of (2.15) (i.e., replace U),
thus, obtaining a set of sample scalars, as a reliable proxy for samples of D(Γn‖pi).
Once we obtain an empirical CDF of D(Γn‖pi), say, denoted Fem(·;n), then, by
(2.7), we can estimate ηn,β as
ηwcn,β ≈ F−1em (1− β;n), (2.22)
where F−1em (·;n) is the inverse of Fem(·;n). Note that, the ηwcn,β derived by (2.22)
depends on the entries of the PL pi. In practice, if pi is not directly available, we
can replace it by the empirical PL evaluated over a long past sample path. For such
cases, we summarize the procedures of estimating the threshold based on our weak
convergence analysis as Alg. 2.1, where pˆi is a good estimate for pi. We note that the
length n0 of the past sample path should be sufficiently large (e.g., n0 ≥ 500N2) so as
to guarantee the validity of taking pi to be pˆi. In addition, the small positive number
ε (e.g., ε ≤ 10−6) introduced in Step 1 is to avoid division by zero, thus ensuring the
numerical stability of the algorithm. If, on the other hand, the actual PL pi is known,
then we can still apply Alg. 2.1 by replacing the pˆi therein with pi.
Similar to (2.22), we can derive another weak convergence based threshold esti-
mator η¯wcn,β from (2.16). However, an easy way of calculating η¯
wc
n,β (also summarized
in Alg. 2.1) still cannot avoid simulations; it is hard to conclude any advantage of
η¯wcn,β over η
wc
n,β. As a matter of fact, calculating the eigenvalues of ∇2h(pi)Λ makes the
calculation of η¯wcn,β numerically not as stable, compared to the calculation of η
wc
n,β via
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Alg. 2.1. Other methods for numerically obtaining η¯wcn,β can be found, e.g., in [Liu
et al., 2009] and the references therein. Another fact we should point out is that, in
[Billingsley, 1961a, p. 30], a slightly different statistic is considered and therefore an
even simpler asymptotic distribution can be derived correspondingly. Moreover, some
other papers, e.g., [Mene´ndez et al., 1997, 1999], also considered similar but different
statistics.
We will illustrate by extensive experiments that our weak convergence analysis can
empirically produce more accurate estimation of the threshold than Sanov’s theorem
for moderate values of n; the price we have to pay, however, is a relatively long but
still acceptable computation time.
Remark 2.7 In Alg. 2.1, due to acceptable numerical errors, the originally esti-
mated Λˆ (Step 5) could be neither symmetric nor positive semi-definite. Symmetry
is imposed by Step 6. Further, to ensure positive semi-definiteness we can diagonalize
Λˆ as
Λˆ = O−1diag(λ1, . . . , λN2)O, (2.23)
where O is an orthogonal matrix and diag(λ) a diagonal matrix with the elements
of λ in the main diagonal. Due to numerical errors we might encounter cases where
some λi are either negative or too small; we can replace them with small positive
numbers and recalculate the right-hand side of (2.23), thus obtaining an updated
positive-definite Λˆ. For implementation details, the reader is referred to [Zhang,
2015].
2.2.4 A robust Hoeffding test
Many actual systems exhibit time-varying behavior. In this section, we extend our
methodology to accommodate such systems and use a set of PLs (instead of a single
PL pi) to model past system activity.
Let the null hypothesis H be defined as: Z = {Zl; l = 1, 2, . . .} is drawn according
to the set of PLs Π = {pi(1), . . . ,pi(L)} ⊂ P(Θ), i.e., Z is drawn from one of the PLs
in Π but we do not know from which one. Consider a robust version of the Hoeffding
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Algorithm 2.1 Threshold estimation for the ordinary Hoeffding test under Marko-
vian assumptions based on weak convergence analysis.
Input: The sample size n, the target false positive rate β, the alphabet Θ = {θ˜k; k =
1, . . . , N2}, a sample path of the chain Z, denoted Z(0) = {Z(0)1 , . . . , Z(0)n0 }, where
n0 is the length, and the Boolean parameter χ
2
enab.
1: Estimate p˜ik by
ˆ˜pik = max
{
1
n0
n0∑
i=1
1
{
Z(0)i = θ˜k
}
, ε
}
, k = 1, . . . , N2,
where ε > 0 is a small number.
2: Estimate pi as pˆi = (ˆ˜pik/sˆ; k = 1, . . . , N
2), where sˆ =
∑N2
j=1
ˆ˜pij is a normalizing
constant.
3: Estimate ∇2h(pi) as ∇2h(pˆi), by plugging pˆi into (2.19) (i.e., using pˆi to replace
ν).
4: Estimate P as Pˆ, via (cf. (2.3) and Lemma 2.2)
pˆ(θij|θkl) = 1{i = l}qˆij, k, l, i, j = 1, . . . , N,
where qˆij = pˆiij/(
∑N
t=1 pˆiit).
5: Estimate Λ as Λˆ, using (by (2.13) in Lemma 2.5)
Λˆij = ˆ˜pii(Iij − ˆ˜pij) +
m0∑
m=1
[
ˆ˜pii(Pˆ
m
ij − ˆ˜pij) + ˆ˜pij(Pˆmji − ˆ˜pii)
]
,
where m0 is a sufficiently large integer.
6: Update Λˆ by setting (Λˆ + Λˆ′)/2 to Λˆ.
7: if χ2enab = FALSE then
8: Generate T Gaussian sample vectors Uˆ(t), t = 1, . . . , T , according to N (0, Λˆ).
9: Estimate T samples of D(Γn‖pi) as (1/(2n))Uˆ(t)′∇2h(pˆi)Uˆ(t), t = 1, . . . , T (cf.
(2.15)).
10: Based on the T samples obtained in the last step, estimate an empirical CDF
of D(Γn‖pi), denoted Fem(·;n).
11: Obtain an estimated value for ηn,β by calculating η
wc
n,β via (2.22).
12: else if χ2enab = TRUE then
13: Calculate the eigenvalues ρˆk, k = 1, . . . , N
2, of the matrix ∇2h(pˆi)Λˆ.
14: Generate T samples of (1/(2n))
∑N2
k=1 ρˆkχ
2
1k (cf. (2.16)).
15: Based on the T samples obtained in the last step, estimate an empirical CDF
of D(Γn‖pi), denoted F¯em(·;n).
16: Obtain an estimated value for ηn,β by calculating η¯
wc
n,β via (2.22) with Fem(·;n)
replaced by F¯em(·;n).
17: end if
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test [Wang and Paschalidis, 2015; Unnikrishnan and Huang, 2016; Pandit and Meyn,
2006] under Markovian assumptions:
Hn rejects H if and only if inf
pi∈Π
D(Γn‖pi) > η. (2.24)
Essentially, the test selects the most likely PL from Π and uses that to make a decision
as in (2.6). Asymptotic Newman-Pearson optimality of this test is shown in [Wang
and Paschalidis, 2015].
For l = 1, . . . , L, let P(l) denote the transition matrix corresponding to pi(l) and,
similar to (2.2), we write
pi(l) = (pi(l)ij ; i, j = 1, . . . , N) = (p˜i
(l)
k ; k = 1, . . . , N
2).
Assume Z is drawn from PL pi(l) which satisfies Assump. 2.1. Let U(l)n =
√
n(Γn − pi(l)). By Lemma 2.5, we have
U(l)n
d−−−→
n→∞
N (0,Λ(l)), (2.25)
where Λ(l) =
[
Λ(l)ij
]N2
i, j=1
is given by
Λ(l)ij = p˜i
(l)
i (Iij − p˜i(l)j )
+
∞∑
m=1
[p˜i(l)i (P
(l)m
ij − p˜i(l)j ) + p˜i(l)j (P(l)mji − p˜i(l)i )],
with P(l)mij being the (i, j)-th entry of the matrix P
(l)m (the m-th power of P(l)). Let
U(l) ∼ N (0,Λ(l)). Using (2.15) we obtain
D(Γn‖pi(l)) ' 1
2n
U(l)′∇2h(pi(l))U(l),
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which leads to an approximation for the infimum term in (2.24):
inf
pi∈Π
D(Γn‖pi) ' inf
l∈{1,...,L}
1
2n
U(l)′∇2h(pi(l))U(l). (2.26)
By the right-hand side of (2.26), we can generate Gaussian samples to compute a
reliable proxy for the samples of infpi∈ΠD(Γn‖pi), thereby, obtaining an empirical
CDF, denoted F robem (·;n), of infpi∈ΠD(Γn‖pi). Thus, given a target false positive rate
β, similar to (2.22), we can estimate the threshold ηn,β as
ηwcn,β ≈ (F robem )−1(1− β;n), (2.27)
where (F robem )
−1(·;n) denotes the inverse of F robem (·;n). Similar to (2.16), we can also
derive a χ2-type asymptotic approximation to the distribution of infpi∈ΠD(Γn‖pi),
thus obtaining another WC-based threshold estimator η¯wcn,β; for economy of space, we
omit the details. For the cases where the PLs are not directly available, we summarize
the calculation of ηwcn,β for the robust Hoeffding test as Alg. 2.2.
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Algorithm 2.2 Threshold estimation for the robust Hoeffding test under Markovian
assumptions based on weak convergence analysis.
Input: The sample size n, the target false positive rate β, the alphabet Θ = {θ˜k; k =
1, . . . , N2}, and a sample path of each PL pi(l), denoted Z(l0) = {Z(l0)1 , . . . , Z(l0)n0 },
where n0 is the length, l = 1, . . . , L.
1: for l = 1, . . . , L do
2: Estimate p˜i(l)k , k = 1, . . . , N
2, by
ˆ˜pi
(l)
k = max
{
1
n0
n0∑
i=1
1{Z(l0)i = θ˜k}, ε
}
,
where ε > 0 is a small number.
3: Estimate pi(l) as pˆi(l) = (ˆ˜pi
(l)
k /sˆ
(l); k = 1, . . . , N2), where sˆ(l) =
∑N2
j=1
ˆ˜pi
(l)
j is
normalizing constant.
4: Estimate ∇2h(pi(l)) as ∇2h(pˆi(l)), by plugging pˆi(l) into (2.19) (i.e., using pˆi(l) to
replace ν).
5: Estimate P(l) as Pˆ(l), via (cf. (2.3) and Lemma 2.2)
pˆ(l)(θij|θkl) = 1{i = l}qˆ(l)ij , k, l, i, j = 1, . . . , N,
where qˆ(l)ij = pˆi
(l)
ij /(
∑N
t=1 pˆi
(l)
it ).
6: Estimate Λ(l) as Λˆ(l), using (by (2.13) in Lemma 2.5)
Λˆ(l)ij =ˆ˜pi
(l)
i (Iij − ˆ˜pi
(l)
j ) +
m0∑
m=1
[
ˆ˜pi
(l)
i (Pˆ
(l)m
ij − ˆ˜pi
(l)
j )
+ ˆ˜pi
(l)
j (Pˆ
(l)m
ji − ˆ˜pi
(l)
i )
]
,
where m0 is a sufficiently large integer.
7: Update Λˆ(l) by setting (Λˆ(l) + Λˆ(l)
′
)/2 to Λˆ(l).
8: Generate T Gaussian sample vectors Uˆ(lt), t = 1, . . . , T , according toN (0, Λˆ(l)).
9: end for
10: Estimate T samples of infpi∈ΠD(Γn‖pi) as inf l∈{1,...,L}(1/2n)Uˆ(lt)′∇2h(pi(l))Uˆ(lt),
t = 1, . . . , T (cf. (2.26)).
11: Based on the T samples obtained in the last step, estimate an empirical CDF of
infpi∈ΠD(Γn‖pi), denoted F robem (·;n).
12: Obtain an estimated value for ηn,β by calculating η
wc
n,β via (2.27).
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Figure 2·1: Threshold versus sample size; scenarios corresponding to
β = 0.001, N = 2, 4, 6, 8.
2.3 Experimental Results
In this section, we assess the accuracy of our threshold estimator and the performance
of the anomaly detection procedure. We start with a numerical evaluation of the
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threshold’s accuracy and then perform anomaly detection in two application settings
using actual and simulated data.
2.3.1 Numerical results for threshold approximation
In this subsection, for simplicity we consider the ordinary (and not the robust) Ho-
effding test. We have developed a software package TAM [Zhang, 2015] to perform
the experiments. We will use Θ = {1, 2, . . . , N2} to indicate the states and assume
the stationary distribution pi to also be the initial distribution.
In the following numerical examples, we first randomly create a valid (i.e., such
that Assump. 2.1 holds) N × N transition matrix Q, giving rise to an N2 × N2
transition matrix P, and then generate T test sample paths of the chain Z, each with
length n, denoted Z(t) = {Z(t)1 , . . . , Z(t)n }, t = 1, . . . , T . We use these samples to derive
empirical CDF’s. To simulate the case where the PL pi is not directly available, we
generate one more independent reference sample path Z(0) = {Z(0)1 , . . . , Z(0)n0 } of length
n0  |Θ| = N2, thus enabling us to obtain a good estimate of pi. Note that we do
not reply on the test sample paths to estimate the PL pi. The ground truth pi is
computed by taking any row of Pm0 for some sufficiently large m0.
Having the ground truth PL pi at hand, with the test sample paths Z(t) =
{Z(t)1 , . . . , Z(t)n }, t = 1, . . . , T , we can compute T samples of the scalar random variable
D(Γn‖pi), by (2.4). Using these samples, we obtain an empirical CDF of D(Γn‖pi),
denoted F (·;n), which can be treated as a dependable proxy of the actual one. The
threshold given by (2.22) with Fem(·;n) replaced by F (·;n) is then taken as a reliable
proxy of ηn,β. We denote this proxy by η
∗
n,β. To emphasize the dependence on N , we
write ηn,β (resp., η
∗
n,β) as ηn,β(N) (resp., η
∗
n,β(N)). Next, using the reference sample
path Z(0) and applying Alg. 2.1, we obtain ηwcn,β(N) and η¯
wc
n,β(N).
Let the target false positive rate be β = 0.001. Consider four different scenarios
where N is chosen as 2, 4, 6, and 8, respectively. Set the parameters as ε = 10−10,
32
T = 1000, m0 = 1000, and n0 = 1000N
2. Here we note that, in all our experiments,
an estimate pˆi for pi with ‖pˆi − pi‖ ≤ 10−6 can be obtained by executing Alg. 2.1
with parameters n0 ≥ 500N2 and ε ≤ 10−8. In Figs. 2.1(a) through 2.1(d), the red
line plots η∗n,β(N), the blue line η
wc
n,β(N), the magenta line η¯
wc
n,β(N), and the green line
ηsvn,β(N) (cf. (2.8)), all as a function of the sample size n. It is seen that, setting sample
sizes n reasonably small (n should at least be comparable to N2), then, except for the
N = 2 scenario where all estimators perform approximately equally well, ηwcn,β(N) and
η¯wcn,β(N) are more accurate than η
sv
n,β. In particular, as N increases, the estimation
errors of ηwcn,β(N) and η¯
wc
n,β(N) are consistently close to zero, while the approximation
error of ηsvn,β increases significantly. Moreover, for the scenarios N = 6, 8, η
wc
n,β(N) and
η¯wcn,β(N) are very close.
Remark 2.8 In Figs. 2.1(a)-2.1(d), the red line representing the “actual” value η∗n,β
is not smooth; this is because each time when varying the sample size n, we regenerate
all the sample paths Z(t) = {Z(t)1 , . . . , Z(t)n }, t = 1, . . . , T from scratch. On the other
hand, the blue (resp., magenta) line corresponding to ηwcn,β (resp., η¯
wc
n,β) is smooth
because we only need to generate the T Gaussian (resp., χ2-type) sample vectors
once. In our experiments, most of the running time is spent generating the sample
paths Z(t) and calculating η∗n,β therefrom. In practice, we will neither generate such
samples nor calculate η∗n,β, and only need to focus on obtaining η
wc
n,β or η¯
wc
n,β, which is
computationally not expensive.
Remark 2.9 Theoretically speaking, we could use the “actual” threshold η∗n,β as ob-
tained above, but it is of little practical value; the reason is that in statistical anomaly
detection applications, we are typically faced with a long series of observations and
want to use a so-called windowing technique (see Sec. 2.3.4), which divides the obser-
vations into a sequence of detection windows with the same time length. The sample
sizes n in different windows may not necessarily be equal, leading to different threshold
settings when sliding the windows. If we use the simulated “actual” threshold, then,
when varying the detection windows, we will need to regenerate the corresponding
samples (for threshold estimation purposes) from scratch, which is computationally
too expensive, especially when there are many detection windows. In contrast, to
compute our estimator ηwcn,β (resp., η¯
wc
n,β), we only need to generate one set of Gaussian
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(resp., χ2-type) sample vectors (cf. Remark 2.8), which can be shared by all the
detection windows, thus, saving a lot of computation time. To see this more clearly,
let us denote by τ1 the average running time for generating a set of samples with T
(T = 1000 is empirically a good choice) Gaussian (resp., χ2-type) vectors according
to (2.15) (resp., (2.16)), and τ2 the average running time for calculating a threshold
via (2.22) given the corresponding sample vectors required to derive the empirical
CDF. Clearly, we have τ1  τ2 > 0. Assume we have W detection windows. Then,
if directly simulating the statistic so as to estimate the threshold for each and every
detection window, the total running time would be c1Wτ1 + c2Wτ2 = (c1τ1 + c2τ2)W ,
where c1, c2 > 0 are two scaling constants satisfying c1τ1  c2τ2. On the other hand,
by simulating Gaussian (resp., χ2-type) samples, the total running time required to
estimate all the thresholds for the W detection windows would be c3τ1 +c4τ2W , where
c3, c4 > 0 are two scaling constants satisfying c4 ≈ c2, leading to 0 < c4τ2  c1τ1+c2τ2.
Thus, for large W we have c3τ1 + c4τ2W  (c1τ1 + c2τ2)W .
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Figure 2·2: Evaluation of average squared estimation errors for dif-
ferent types of threshold estimators.
To further investigate the performance of different classes of threshold estimators,
we now take the randomness of the transition matrix P into account and define a
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simulation-based metric d (ηˆ, η∗;n, β,N,K) to quantify the average squared empirical
estimation error, specified as follows:
d (ηˆ, η∗;n, β,N,K) =
1
K
K∑
k=1
(
ηˆ(k)n,β (N)− η∗(k)n,β (N)
)2
. (2.28)
Recall that N is a parameter representing the number of states in the original chain
Y. We denote by ηˆ the threshold estimator class (could be ηsv, ηwc, or η¯wc), and by η∗
a proxy of the actual threshold class (derived by directly simulating the samples of the
test statistic). Denote by K the number of independent repetitions of the calculation
for (ηˆ(k)n,β(N)− η∗(k)n,β (N))2, where ηˆ(k)n,β(N) (resp., η∗(k)n,β (N)) denotes the class ηˆ (resp.,
η∗) instantiated under parameters n, β, N , and k ∈ {1, . . . , K}.
Setting β = 0.001, K = 200, N ∈ {2, 4, 6, 8}, and
n ∈ {n¯ = 2N2 + i× ⌊0.2N2 + 1⌋ : n¯ < 6N2 + 5, i ∈ N+} ,
we evaluate d (ηˆ, η∗;n, β,N,K). The results are shown in Fig. 2·2. Several obser-
vations can be made from Figs. 2.2(a)-2.2(d): (i) Except for the case N = 2, both
ηwc and η¯wc outperform ηsv, that is, d (ηwc, η∗;n, β,N,K) < d (ηsv, η∗;n, β,N,K) and
d (η¯wc, η∗;n, β,N,K) < d (ηsv, η∗;n, β,N,K). (ii) For the cases N = 6, 8, ηwc and η¯wc
perform almost equally well, with both d (ηwc, η∗;n, β,N,K) and d (η¯wc, η∗;n, β,N,K)
being very close to zero and, for the cases N = 2, 4, ηwc outperforms η¯wc, i.e.,
d (ηwc, η∗;n, β,N,K) < d (η¯wc, η∗;n, β,N,K). (iii) Only for the case N = 2, ηsv per-
forms the best among the three estimators and, ηwc performs approximately equally
well with ηsv in this case. More extensive comparison results can be derived using
TAM [Zhang, 2015]. We may empirically conclude that, ηwc performs consistently
the best among the three for almost all scenarios that we have considered and, on the
other hand, ηsv performs unsatisfactorily when N > 2, and η¯wc is numerically not as
stable as ηwc, especially for the cases where N ≤ 4.
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Figure 2·3: Results from ROC analysis of the ordinary Hoeffding test.
2.3.2 ROC analysis for the Hoeffding test with different threshold esti-
mators
In this subsection, for simplicity and economy of space, we again only consider the
ordinary (and not the robust) Hoeffding test. We note here that similar results can
be derived for the robust Hoeffding test. The numerical experiments are conducted
using the software package ROM [Zhang, 2017].
Let Θ = {1, 2, . . . , N2} containing N2 states. For a given sample size n and a
given target false positive rate (FPR) β, the three thresholds ηwcn,β, η¯
wc
n,β, and η
sv
n,β,
respectively, give rise to three different discrete tests (denote them by “HTWC-1,”
“HTWC-2,” and “HTSV,” respectively). To compare their performances, we will con-
duct the Receiver Operating Characteristic (ROC) [Fawcett, 2006] analysis (detection
rate vs. false alarm rate) using simulated data.
Similar to what we have done in Sec. 2.3.1, we first randomly create a valid N×N
transition matrix Q, hence an N2 × N2 transition matrix P, and then generate T
37
Table 2.1: ROC points vs. target FPR (N = 4, n = 50).
target FPR β HTWC-1 HTWC-2 HTSVFPR TPR FPR TPR FPR TPR
0.001 0.002 0.885 0.0 0.816 0.402 0.999
0.01 0.011 0.965 0.002 0.888 0.752 1.0
0.02 0.018 0.983 0.003 0.943 0.844 1.0
0.03 0.025 0.99 0.01 0.96 0.898 1.0
0.04 0.038 0.99 0.018 0.971 0.927 1.0
0.05 0.047 0.991 0.029 0.981 0.945 1.0
Table 2.2: ROC points vs. target FPR (N = 6, n = 100).
target FPR β HTWC-1 HTWC-2 HTSVFPR TPR FPR TPR FPR TPR
0.001 0.001 1.0 0.0 1.0 0.997 1.0
0.01 0.008 1.0 0.003 1.0 1.0 1.0
0.02 0.017 1.0 0.005 1.0 1.0 1.0
0.03 0.028 1.0 0.017 1.0 1.0 1.0
0.04 0.037 1.0 0.017 1.0 1.0 1.0
0.05 0.055 1.0 0.019 1.0 1.0 1.0
sample paths of the chain Z, each with length n, denoted Z(t) = {Z(t)1 , . . . , Z(t)n },
t = 1, . . . , T . From P we derive the PL pi. Next, to simulate anomalies, we create
another valid N×N transition matrix Q¯, hence an N2×N2 transition matrix P¯, and
generate T sample paths of the corresponding chain Z¯, each with length n, denoted
Z¯(t) = {Z¯(t)1 , . . . , Z¯(t)n }, t = 1, . . . , T . Label each sample path of Z¯ (resp., Z) with
length n as “positive” (resp., “negative”). Then, {Z(t) : t ∈ {1, . . . , T}} ∪ {Z¯(t) : t ∈
{1, . . . , T}} will be our test set, which contains T negative (Z(t)) and T positive (Z¯(t))
sample paths.
Now, by executing Alg. 2.1 without estimating pi (since the ground truth is
available), we obtain ηwcn,β and η¯
wc
n,β. Also, by (2.8) we obtain η
sv
n,β. For each sample
path in the test set, we compute D(Γn‖pi) by (2.4). Next, using ηwcn,β (resp., η¯wcn,β,
ηsvn,β), we can apply HTWC-1 (resp., HTWC-2, HTSV) to detect each sample path as
positive or negative. Then, we integrate these reports with the ground truth labels
so as to calculate the true positive rate (TPR) and FPR, thereby, obtaining a point
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of the ROC space.
In our experiments, we take T = 1000. Fig. 2.3(a) (resp., 2.3(b)) shows the
ROC graphs of HTWC-1, HTWC-2, and HTSV for a scenario corresponding to N =
4, n = 50 (resp., N = 6, n = 100); different points on the graph are obtained by
β taking values from a predesignated finite set {0.001} ∪ {0.01, 0.02, . . . , 0.19}. It is
seen from Fig. 2.3(a) (or Fig. 2.3(b)) that all TPR values are very close to 1, which is
good, but for most cases (each case corresponds to a specific “small” target FPR β)
HTWC-1 and HTWC-2 have much closer FPR values to the target FPR value than
HTSV, meaning HTWC-1 and HTWC-2 are able to control the false alarms better
than HTSV. To see this more clearly, we show a few specific values of the (TPR,
FPR) pair in Tables 2.1 and 2.2. It is worth noting that in the N = 6 scenario,
HTSV is almost a random guess for all the target FPR cases that are considered.
More extensive experiments show that, as N increases, the performance of HTSV
gets worse and worse; in particular, when N ≥ 6, HTSV is very likely merely a
random guess yielding an ROC point close to (1, 1). During our experiments, another
observation is that, for each fixed N and β, when n increases, all HTWC-1, HTWC-2,
and HTSV perform better and better; this is because with larger sample sizes, all the
three estimators ηwcn,β, η¯
wc
n,β, and η
sv
n,β approximate the actual ηn,β better. We therefore
conclude that HTWC-1 (or HTWC-2) typically outperforms HTSV in the sense that
the former has a better capability of controlling the false alarm rate (i.e., FPR) while
maintaining a satisfactory detection rate (i.e., TPR).
Remark 2.10 A natural concern about the ROC analysis above might be the setting
of the target FPR (β) values; one may ask: How about always setting β to a “very
small” value, say, 10−10, 10−100, or even 10−1000? We have actually already discussed
this partly in Sec. 2.1. Setting a too small β would typically lead to an unsatisfactory
detection rate (TPR). In addition, note that ηwcn,β (or η¯
wc
n,β) is numerically obtained
from an empirical CDF, say, G(x), of some scalar random variable; we have G(x)
nondecreasing, and limx→+∞G (x) = 1, implying that finding an “accurate” x such
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that G(x) = 1 − β would be hard for a too small β ∈ (0, 1). An empirically “good”
choice of β is 0.001 (see Tabs. 2.1 and 2.2), which is what we use in our applications.
Because HTWC-1 and HTWC-2 perform almost equally well in our experiments, but
HTWC-1 is more stable and less computationally demanding, we will only apply
HTWC-1 in the following.
2.3.3 Anomaly detection for Waze jams
Dataset description
The Waze datasets under investigation are kindly provided to us by the Department
of Innovation and Technology (DoIT) in the City of Boston. The datasets include
three parts: the jam data J1 (traffic slowdown information generated by Waze based
on users’ location and speed; note that each jam consists of a set of points), the
corresponding point data J2 (latitudes and longitudes of the points within jams),
and the alert data J3 (traffic incidents reported by active users; we will call such a
user a “Wazer”). For each part, we only list the features that we have used in our
algorithms. In particular, each entry (jam) in J1 has the following fields: uuid (unique
jam ID), start time, end time, speed (current average speed on jammed segments in
meters per second), delay (delay caused by the jam compared to free flow speed, in
seconds), and length (jam length in meters). The information for each entry in J2
includes a jam uuid and the locations (latitudes and longitudes) of the points within
the jam. The fields of each entry in J3 include: uuid (unique system ID; this is
different from the jam ID in J1), location (latitude and longitude per report), type
(event type; e.g., accident, weather hazard, road closed, etc.), start time, and end
time. It is seen that, by combing J1 and J2, we can denote each jam in J1 as
(i, uuid[i], loc[i], speed[i], delay[i], length[i], startTime[i]),
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Figure 2·4: Location cluster centers and detected abnormal jams for
a circle area around Boston University.
where i is the index, uuid is the unique jam ID, “loc” (resp., “startTime”) is the ab-
breviation for location (resp., start time). Because we are only interested in detecting
the abnormal jams in real-time, we will not use the jam end times.
Anomaly description
Typically we can observe lots of jams in certain areas during rush hour, e.g., the
AM/PM peaks, and most of them are “normal” except those with extremely atypical
features (delay, length, etc.). On the other hand, if a jam was observed outside of
rush hours or typical areas, then it would likely be “abnormal.”
Description of the experiments
Treating Waze jams as a counterpart of the network flows in Sec. 2.3.4, we implement
the robust Hoeffding test on the quantized jam data in the following experiments.
Consider an area around the Boston University (BU) bridge, whose location is
specified by latitude and longitude (42.351848,−71.110730) (see the green marker in
41
Fig. 2·4). Extract the jam data no farther than 3 kilometers from BU (within the
circle in Fig. 2·4). Note that it is possible for Waze to report several jams at the same
time. To assign each jam a unique time stamp, we slightly perturb the start time of
the jams that share the same time stamp in the raw data. Such slight adjustments
would not alter the original data significantly.
Reference (resp., test) data are taken as jams reported on March 9, 2016 (resp.,
March 16, 2016). Both dates are Wednesdays, representing typical workdays. There
are 3218 jams in the reference data, and 3882 jams in the test data. Note that we have
historical data for a relatively long time period (compared to the test data within a
detection window); including all the jams reported within the selected reference time
period would not hurt the accuracy of the PLs (anomaly-free ideally) to be estimated.
The features that we use for anomaly detection are location, speed, delay, and
length. The time stamp of a jam is taken as its start time. To quantize the location,
we need to define the distance between two jams. For any valid index i, denote the
complete location data of jam i by
l̂oc[i] = {(xi,1, yi,1), . . . , (xi,in , yi,in)}, (2.29)
where x’s and y’s denote the latitudes and longitudes, respectively, and in is the
number of points in jam i (typically, in is greater than 4). Noting that most of the
jams are approximately linear in shape, we simplify (2.29) by using the 4 vertices of
the “smallest” rectangle that covers all the points in the jam and update (2.29) by
loc[i] = {(xi,min, yi,min), (xi,min, yi,max), (xi,max, yi,min), (xi,max, yi,max)}, (2.30)
where
xi,min = min{xi,1, . . . , xi,in}, xi,max = max{xi,1, . . . , xi,in},
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yi,min = min{yi,1, . . . , yi,in}, yi,max = max{yi,1, . . . , yi,in}.
Note that loc[i] in (2.30) only contains 4 points. Denote the point-to-point distance
(in meters) yielded by Vincenty’s formula [Wikipedia, 2017c] as dV (·, ·). Then, for
any pair of jams, say, indexed i and j, we define the distance between them as
min{dV (z1, z2); ∀z1 ∈ loc[i], z2 ∈ loc[j]}.
Using the distance defined above and setting the quantization level for “location” as
3, we apply the commonly used K-means clustering method [Wikipedia, 2017b], thus
obtaining 3 cluster centers as depicted in Fig. 2·4 (note that, by (2.30) each cluster
center is represented by 4 red markers).
Table 2.3: Key features of the detected abnormal jams. (The “delay”
is in seconds and the “length” is in meters.)
index start time detected time latitude longitude delay length alert type
788 12:25:0.302 12:30:0.0 42.361951 -71.117963 232.0 3568.0 heavy traffic
1502 15:35:0.072 15:40:0.0 42.356275 -71.119852 585.0 844.0 heavy traffic
2412 19:25:0.365 19:30:0.0 42.342549 -71.085011 643.0 3568.0 heavy traffic
3005 21:25:0.238 21:30:0.0 42.349125 -71.10778 168.0 1962.0 weather hazard
3094 21:35:0.267 21:40:0.0 42.373336 -71.097731 509.0 897.0 road closed
3126 21:35:0.326 21:40:0.0 42.355048 -71.110335 528.0 1293.0 heavy traffic
In all our experiments, we take the quantization level to be 1 for “speed,” and
set the target false alarm rate as β = 0.001. The window size is taken as ws = 10
minutes, and the distance between two consecutive windows is wd = 5 minutes. To
estimate the PLs, we divide a whole day into 4 subintervals: 5:00-10:00 (AM), 10:00-
15:00 (MD), 15:00-19:00 (PM), and 19:00-5:00 (NT). So, for each scenario we end up
with 4 PLs, corresponding to the AM peak, the middle day, the PM peak, and the
night, respectively. To calculate the threshold ηwcn,β for each detection window, we use
Alg. 2.2.
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Figure 2·5: Initial detection results for Waze jams.
Detection results
First, let the quantization level for “delay” be 2 and for “length” be 1. The original
sample path has N = 3 × 1 × 2 × 1 = 6 states. Thus, we have N2 = 36 states in
the transformed chain. We use relatively sparse quantization levels for “delay” and
“length” to avoid unnecessary computational overhead in the quantization subroutine
for the jam location data. After running our algorithm in the initial step, 910 out
of 3882 jams are reported within abnormal detection windows, which correspond
to the red segments in Fig. 2.5(a). We then perform a refinement procedure by
selecting jams in these windows with non-typical individual features as follows. For
each selected feature, we calculate the sample mean µ and sample standard deviation
σ using the reference data. We then label as anomalous any jam with feature value
exceeding µ+ 3σ. We first consider the delay feature. Using the 3σ-rule on delay, we
obtain an anomaly list L1 containing 4 jams.
Second, let the quantization level for “delay” be 1 and for “length” be 2. Then,
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again, the original sample path has N = 3×1×1×2 = 6 states, and we have N2 = 36
states in the transformed chain. After rerunning the algorithm in the initial step, 590
out of 3882 jams are reported within abnormal detection windows, which correspond
to the red segments in Fig. 2.5(b), and, after refining by use of the 3σ-rule on the
feature “length”, we end up with an anomaly list L2 containing 2 jams.
Finally, we take L = L1 ∪L2 as our ultimate anomaly list, which contains 6 jams
in total. By checking the time stamps and the alarm instances, we see that all of these
6 jams would be reported as abnormal by our method within 5 minutes from their
start time; this is satisfactory in a real-time traffic jam anomaly detection application.
Note that we can tune wd and ws such that the detection becomes even faster while
maintaining good accuracy in identifying anomalies. Specifically, smaller wd leads to
faster detection while ws should be reasonably big (the number of jams in a window
should at least be comparable to N2). By comparing the locations and time stamps,
we map the jams in the final anomaly list to the alert data J3, and find that one of
them was reported by Wazers as “road closed,” another as “weather hazard,” and all
the others as “jam heavy traffic.” In addition, all of them occurred during non-peak
hours. We list the key features of these abnormal jams in Tab. 2.3, where the atypical
values of the features “delay” and “length” have been highlighted in bold red. It is
worth pointing out that jam 2412 is reported as abnormal based on “delay,” but
its length (highlighted in bold magenta) is also above the threshold for refining the
detection results based on “length.” Note also that the latitude and longitude in each
row of Tab. 2.3 represent the closest location of the Wazer who reported the alert for
the corresponding jam (extracted from the alert data J3); the shapes of the actual
jams have been visualized as colored bold curves in Fig. 2·4. While in this application
we do not have ground truth, it is reassuring that the jams we identify as anomalous
have indeed been reported as non-typical by Wazers. Clearly, depending on how such
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a detection scheme will be used by a City’s transportation department, our approach
provides flexibility in setting thresholds to adjust the volume of reported anomalous
jams. This volume will largely depend on the resources that City personnel have to
further investigate anomalous jams (e.g., using cameras) and intervene.
Remark 2.11 If we directly apply the 3σ-rule on the whole test data without im-
plementing the Hoeffding test to obtain a potential anomaly list first, then we would
very likely end up with too many anomalies, which might include undesirable false
alarms. Indeed, when we apply the 3σ-rule on the whole test data for “delay” (resp.,
“length”), we obtain 38 (resp., 62) “anomalies,” which are much more than those in
our final anomaly list (6 only). Thus, including the well-validated Hoeffding test in
our method ensures a good control of false alarms.
2.3.4 Simulation results for network anomaly detection
Figure 2·6: Simulation setting (from [Wang and Paschalidis, 2015]).
In this subsection we test our approach in a communication network traffic anomaly
detection application. We will use the term traffic and flow interchangeably. We
perform the simulations using the software package SADIT [Wang et al., 2015], which,
based on the fs-simulator [Sommers et al., 2011], is capable of efficiently generating
flow-level network traffic datasets with annotated anomalies.
As shown in Fig. 2·6, the simulated network consists of an internal network involv-
ing eight normal users (CT1-CT8 ), a server (SRV ) that stores sensitive information,
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Figure 2·7: Detection results for Scenario 2.3.4-1 with wd = 50 s,
ws = 200 s, k = 2, n1 = 1, n2 = 2, n3 = 2; (a) threshold is estimated by
use of Sanov’s theorem; (b) threshold is estimated by use of the weak
convergence result.
and three Internet nodes (INT1-INT3 ) that connect to the internal network via a
gateway (GATEWAY ).
As in [Wang and Paschalidis, 2015, Sec. III.A], to characterize the statistical
properties of the flow data, we use as features the flow duration and size (bits). We
also cluster the source/destination IP addresses and use as features for each flow the
assigned cluster ID and the distance of the flow’s IP from the cluster center. For each
feature, we quantize its values into discrete symbols so as to obtain a finite alphabet
Ξ, hence Θ, for our model. Based on the time stamps (the start times) of the flows,
we divide the flow data into a series of detection windows, each of which contains a
set of flow observations (see [Wang and Paschalidis, 2015] for details).
To implement our anomaly detection approach, we first estimate a PL pi (resp.,
a PL set Π) from the stationary (resp., time-varying) normal traffic. Note that,
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for either case, the reference data should be anomaly-free ideally. However, in our
experiments, for the stationary case we use as reference traffic the entire flow sequence
with anomalies injected at some time interval; this makes sense because the size of a
typical detection window is much smaller than that of the whole flow sequence and
the fraction of anomalies is indeed very small, leading to an estimation for the PL
with acceptable accuracy. On the other hand, for the time-varying case we generate
the reference traffic without anomalies and the test traffic with anomalies separately,
sharing all the parameter settings in the statistical model used in SADIT except
the ones for introducing anomalies. Note that, estimating a PL for the stationary
traffic is relatively easy, while, for the time-varying traffic, we need to make an effort
to estimate several different PLs corresponding to certain periods of the day. We
apply the two-step procedure proposed in [Wang and Paschalidis, 2015]; that is, we
first generate a relatively large PL set and then refine the candidate PLs therein by
solving a weighted set cover problem. Note also that, if we already know the periodic
system activity pattern, then we can directly estimate the PL set period by period;
see another anomaly detection application in Sec. 2.3.3 for example.
Now, having the reference PL (resp., PL set) at hand, we persistently monitor the
test traffic and report an anomaly instantly as long as the relative entropy D(Γn‖pi)
(resp., infpi∈ΠD(Γn‖pi)) exceeds the threshold ηwcn,β for the current detection window,
where n is the number of flow samples within the window. It is worth pointing out
that, for the current application, we will not seek to identify which flows belonging
to an abnormal detection window contribute mostly to causing the anomaly, but, in
some other applications, e.g., the one in Sec. 2.3.3, we will do so.
In the following, we consider two scenarios – one for stationary traffic and the
other for time-varying traffic.
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Stationary network traffic – Scenario 2.3.4-1
We mimic anomalies caused by a large file download [Wang et al., 2013, Sec. IV.A.2].
The simulation time is 7000 s. A user increases its mean flow size to 10 times the usual
value between 1000 s and 1500 s. The interval between the starting points of two
consecutive time windows is taken as wd = 50 s, the window-size is set to ws = 200 s,
and the target false positive rate is set to β = 0.001. The number of user clusters is
k = 2 and the quantization level for flow duration, flow size, and distance to cluster
center is set to n1 = 1, n2 = 2, and n3 = 2, respectively. Thus, the original chain has
N = 2× 1× 2× 2 = 8 states, and we have N2 = 64 states in the transformed chain.
The detection results are shown in Figs. 2.7(a) and 2.7(b), both of which depict
the relative entropy (divergence) metric defined in (2.4). The green dashed line in
Fig. 2.7(a) is the threshold estimated using Sanov’s theorem (i.e., ηsvn,β given by (2.8),
where n is the sample size in each specific detection window). The green dashed line
in Fig. 2.7(b) is the threshold given by our estimator (i.e., ηwcn,β computed by Alg.
2.1). The interval during which the divergence curve is above the threshold line (the
red segment) corresponds to the time instances reported as abnormal. Fig. 2.7(a)
shows that, if ηsvn,β is used as the threshold, then the Hoeffding test reports too many
false alarms, and, Fig. 2.7(b) shows that, if, instead, we use ηwcn,β as the threshold,
then the Hoeffding test does not report any false alarm while successfully identifying
the true anomalies between 1000 s and 1500 s.
Time-varying network traffic – Scenario 2.3.4-2
Consider the case where the network in Fig. 2·6 is simulated with a day-night traffic
pattern in which the flow size follows a log-normal distribution. We use precisely
the same scenario as that in [Wang and Paschalidis, 2015, Sec. IV.B.2]. The ground
truth anomaly (consider an anomaly where node CT2 increases its mean flow size by
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30%) is injected beginning at 59 h and lasting for 80 minutes.
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Figure 2·8: Detection result for Scenario 2.3.4-2 with wd = 1000 s,
ws = 1000 s, k = 1, n1 = 1, n2 = 4, n3 = 1.
Using the two-step procedure proposed in [Wang and Paschalidis, 2015, Sec.
III.C], we first obtain 32 rough PL candidates. Then, using the PL refinement al-
gorithm given in [Wang and Paschalidis, 2015, Sec. III.D] equipped with the cross-
entropy threshold parameter λ = 0.028, which is determined by applying Alg. 2.2,
we finally obtain 6 PLs, being active during morning, afternoon, evening, mid-night,
dawn, and the transition time around sunrise, respectively. Note that, since we have
obtained the PL set in a different way, in the following, when applying Alg. 2.2 for
each detection window, we can skip the first two steps (lines 2 and 3). In the subse-
quent detection procedure, the chief difference between our method and the one used
in [Wang and Paschalidis, 2015] is that we no longer set the threshold universally as
a constant; instead, we calculate the threshold ηwcn,β for each detection window using
Alg. 2.2. Set k = 1, n1 = 1, n2 = 4, and n3 = 1. Thus, the original chain has
N = 1× 1× 4× 1 = 4 states, and we have N2 = 16 states in the transformed chain
for this case. Take wd = 1000 s, ws = 1000 s, and β = 0.001. We see from Fig. 2·8
that the anomaly is successfully detected, without any false alarms.
2.4 Conclusions
We have established weak convergence results for the relative entropy in the Ho-
effding test under Markovian assumptions, which enables us to obtain a tighter
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estimator (compared to the existing estimator based on Sanov’s theorem) for the
threshold needed by the test. We have demonstrated good performance of our es-
timator by applying the Hoeffding test in extensive numerical experiments for the
purpose of statistical anomaly detection. The application scenarios involve not only
real transportation networks, but also simulated communication networks. Our work
contributes to helping build smarter cities and enhancing cyber security.
2.5 Appendix
2.5.1 Proof of Lemma 2.2
Expanding the first N entries of piP = pi, we obtain q1i
∑N
t=1 pit1 = pi1i, i = 1, . . . , N .
Summing up both sides of these equations, it follows
(∑N
i=1 q1i
)(∑N
t=1 pit1
)
=
∑N
t=1 pi1t. (2.5.31)
Noticing
∑N
i=1 q1i = 1, (2.5.31) implies
∑N
t=1 pit1 =
∑N
t=1 pi1t, which, together with
q11
∑N
t=1 pit1 = pi11, yields
pi11∑N
t=1 pi1t
=
pi11∑N
t=1 pit1
= q11.
Similarly, we can show (2.9) holds for all the other (i, j)’s. 
2.5.2 Proof of Lemma 2.4
This can be established by applying [Jones, 2004, Corollary 1]. Noting fk(·) is an
indicator function, thus Borel measurable and bounded, and the chain Z is uniformly
ergodic, we see that, ∃B ∈ (0,∞) s.t. |fk(Z)| ≤ B, ∀Z, implying that E[|fk(Z)|3] ≤
B3 <∞, and [Jones, 2004, (3)] holds with M(·) bounded, leading to E[M ] <∞, and
γ(n) = tn for some t ∈ (0, 1), indicating that ∑n (γ(n))1/3 = ∑n tn/3 = ∑n (t1/3)n <
∞. Thus, all the conditions needed by [Jones, 2004, Corollary 1] are satisfied. 
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2.5.3 Proof of Lemma 2.5
We can directly extend Lemma 2.4 to the multidimensional case (see [Geyer, 2001,
Chap. 8]). In particular, under Assump. 2.1, (2.12) holds with Λ given by
Λ = Λ(0) +
∑∞
m=1 Λ
(m), (2.5.32)
where Λ(0) and Λ(m) are specified, respectively, by
Λ(0) =[Cov(fi(Z1), fj(Z1))]
N2
i, j=1,
Λ(m) =[Cov(fi(Z1), fj(Z1+m))
+ Cov(fj(Z1), fi(Z1+m))]
N2
i, j=1, m = 1, 2, . . . .
Let the subscript ij denote the (i, j) elements of the matrices Λ,Λ(0),Λ(m). By
the Markovian properties, after some direct algebra, for i, j = 1, . . . , N2 we obtain
Λ(0)ij = p˜ii(Iij − p˜ij) and
Λ(m)ij = p˜ii(P
m
ij − p˜ij) + p˜ij(Pmji − p˜ii), m = 1, 2, . . . .

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Chapter 3
The Price of Anarchy in Single-Class
Transportation Networks: Data-Driven
Evaluation and Reduction Strategies
Among the many functions a Smart City must support, transportation dominates in
terms of resource consumption, strain on the environment, and frustration of its citi-
zens. We study single-class transportation networks under two different routing poli-
cies, the commonly assumed selfish user-centric routing policy and a socially-optimal
system-centric one. We consider a performance metric of efficiency – the Price of
Anarchy (PoA) – defined as the ratio of the total travel latency cost under selfish
routing over the corresponding quantity under socially-optimal routing. We develop
a data-driven approach to estimate the PoA, which we subsequently use to conduct a
case study using extensive actual traffic data from the Eastern Massachusetts (EMA)
road network. To estimate the PoA, our approach learns from data a complete model
of the transportation network, including origin-destination demand and user prefer-
ences. We leverage this model to propose possible strategies to reduce the PoA and
increase efficiency.
The rest of the chapter is organized as follows. In Sec. 3.1, we introduce models
and methods we use. In Sec. 3.2, we describe the datasets and explain the data
processing procedures for a case study of the EMA network. Numerical results for
the case study are shown in Sec. 3.3. We propose possible strategies to reduce the
PoA in Sec. 3.4. Sec. 3.5 concludes the chapter.
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3.1 Models and Methods
3.1.1 Model for a single-class transportation network
Denote a road network by (V ,A,W), where (V ,A) forms a directed graph with V
being the set of nodes andA the set of links, andW = {wi : wi = (wsi, wti) , i ∈ [[W ]]}
indicates the set of all OD pairs. Assume the graph (V ,A) is strongly connected and
let N ∈ {0, 1,−1}|V|×|A| be its node-link incidence matrix. Denote by ea the vector
with an entry being 1 corresponding to link a and all the other entries being 0. For
any OD pair w = (ws, wt), denote by d
w ≥ 0 the amount of the flow demand from
ws to wt. Let d
w ∈ R|V| be the vector which is all zeros, except for two entries −dw
and dw corresponding to nodes ws and wt respectively.
Denote by Ri the set of simple routes (a route without cycles is called a “simple
route”) for OD pair i. For each a ∈ A, i ∈ [[W ]], r ∈ Ri, define the link-route
incidence by
δira =

1, if route r ∈ Ri uses link a,
0, otherwise.
Let xa denote the flow on link a ∈ A and x = (xa; a ∈ A) the flow vector.
Denote by ta(x) : R|A|+ → R+ the travel latency cost (i.e., travel time) function for
link a ∈ A. If for all a ∈ A, ta(x) only depends on xa, we say the cost function
t (x) = (ta (xa) ; a ∈ A) is separable [Patriksson, 2015]. Throughout the paper, we
assume that the travel latency cost functions are separable and take the following
form [Bertsimas et al., 2015; Branston, 1976]:
ta (xa) = t
0
af
(
xa
ma
)
, (3.1.1)
where t0a is the free-flow travel time of a ∈ A, f(0) = 1, f(·) is strictly increasing and
continuously differentiable on R+, and ma is the flow capacity of a ∈ A.
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Define the set of feasible flow vectors F as [Bertsimas et al., 2015]:
F def=
{
x : ∃xw ∈ R|A|+ s.t. x =
∑
w∈W
xw,Nxw = dw, ∀w ∈ W
}
,
where xw indicates the flow vector attributed to OD pair w. In order to formu-
late appropriate forward and inverse optimization problems arising in transportation
networks, we next state the definition of Wardrop Equilibrium.
Definition 3.1 ([Patriksson, 2015])
A feasible flow x∗ ∈ F is a Wardrop Equilibrium if for every OD pair w = (ws, wt) ∈
W , and any route connecting (ws, wt) with positive flow in x∗, the cost of traveling
along that route is no greater than the cost of traveling along any other route that
connects (ws, wt). Here, the cost of traveling along a route is the sum of the costs of
each of its constituent links.
3.1.2 The user-centric forward problem
In this chapter, we refer to the classical static Traffic Assignment Problem (TAP) as
the user-centric forward problem, whose goal is to find the Wardrop Equilibrium for a
given single-class transportation network with a given travel latency cost function and
a given OD demand matrix. It is a well-known fact that, for network (V ,A,W), TAP
can be formulated as the following optimization problem [Dafermos and Sparrow,
1969; Patriksson, 2015]:
(userOpt) min
x∈F
∑
a∈A
xa∫
0
ta(s)ds. (3.1.2)
As an alternative, we also formulate TAP as a Variational Inequality (VI) problem:
Definition 3.2 ([Bertsimas et al., 2015])
The VI problem, denoted as VI (t,F), is to find an x∗ ∈ F s.t.
t(x∗)′ (x− x∗) ≥ 0, ∀x ∈ F . (3.1.3)
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To proceed, let us first recall the definition of the strong monotonicity for a cost
function: t(·) is strongly monotone [Patriksson, 2015] on F if there exists a constant
η > 0 such that
[t (x)− t (y)]′ (x− y) ≥ η‖x− y‖2, ∀x,y ∈ F . (3.1.4)
It is known that if t(·) is continuously differentiable on F , then (3.1.4) is equivalent to
the positive definiteness of the Jacobian of t(·) [Patriksson, 2015, p. 180]. Note that a
strictly increasing f(·) in (3.1.1) would not necessarily ensure the strong monotonicity
of t(·); e.g., f(x) def= x3 and t(x) def= (x31, x32) would lead to the Jacobian of t(x) as[
3x21 0
0 3x22
]
,
which is not positive definite over R2.
We next introduce a key assumption.
Assumption 3.1
t(·) is strongly monotone on F and continuously differentiable on R|A|+ . F is nonempty
and contains an interior point (Slater’s condition [Boyd and Vandenberghe, 2004]).
For the existence and uniqueness of TAP, the following result is available:
Theorem 3.1 ([Patriksson, 2015]) Assump. 3.1 implies that there exists a
Wardrop Equilibrium of the network (V ,A,W), which is the unique solution to
VI(t,F).
3.1.3 The user-centric inverse problem
To solve the user-centric forward problem, we need to know the travel latency cost
function and the OD demand matrix. Assuming that we know the OD demand ma-
trix and have observed the Wardrop Equilibrium link flows, we seek to formulate the
user-centric inverse problem (the inverse VI problem, in particular), so as to estimate
the travel latency cost function. To provide some insight, given |K| samples of the
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link flow vector x, one can think of them as flow observations on |K| different net-
works/subnetworks which are nevertheless produced by the exact same cost function.
The inverse formulation seeks to determine the cost function so that each flow obser-
vation is as close to an equilibrium as possible. Given that the inverse problem will
rely on measured flows, we should expect measurement noise which will prevent the
flows from being an exact solution of the forward VI problem VI(t,F). Therefore,
we will first define the notion of an approximate solution.
For a given  > 0, we define an -approximate solution to VI(t,F) by changing
the right-hand side of (3.1.3) to −:
Definition 3.3 ([Bertsimas et al., 2015])
Given  > 0, xˆ ∈ F is called an -approximate solution to VI(t,F) if
t(xˆ)′(x− xˆ) ≥ −, ∀x ∈ F . (3.1.5)
Assume now we are given |K| networks (V (k),A(k),W (k)), k ∈ [[K]] (as a special
case, these could be |K| replicas of the same network (V ,A,W)), and the observed
link flow data {x(k) = (x(k)a ; a ∈ A(k)); k ∈ [[K]]}, where k is the network index and
x(k)a is the flow for link a ∈ A(k) correspondingly. The inverse VI problem amounts
to finding a function t such that x(k) is an k-approximate solution to VI(t,F (k)) for
each k. Denoting  = (k; k ∈ [[K]]), we can formulate the inverse VI problem as
[Bertsimas et al., 2015]:
min
t,
‖‖ (3.1.6)
s.t. t(x(k))′(x− x(k)) ≥ −k, ∀x ∈ F (k), k ∈ [[K]],
k > 0, ∀k ∈ [[K]],
where the optimization is over the selection of function t and the vector .
Aiming at recovering a cost function t that has both good data reconciling and
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generalization properties (i.e., t should fit “old” data well but should not be overfit-
ting; it must also have great power to predict “new” data), to make (3.1.6) solvable,
we apply an estimation approach which expresses the function f(·) (in (3.1.1)) in a
Reproducing Kernel Hilbert Space (RKHS) H [Bertsimas et al., 2015; Evgeniou et al.,
2000]. In particular, by [Bertsimas et al., 2015, Thm. 2], we reformulate the inverse
VI problem (3.1.6) as
(invVI-1) min
f,y,
‖‖+ γ‖f‖2H (3.1.7)
s.t. e′aN
′
ky
w ≤ t0af
(
xa
ma
)
, (3.1.8)
∀w ∈ W (k), a ∈ A(k), k ∈ [[K]],∑
a∈A(k)
t0axaf
(
xa
ma
)
−
∑
w∈W(k)
(dw)′ yw ≤ k, (3.1.9)
∀k ∈ [[K]],
f
(
xa
ma
)
≤ f
(
xa˜
ma˜
)
, (3.1.10)
∀a, a˜ ∈
⋃|K|
k=1
A(k) s.t. xa
ma
≤ xa˜
ma˜
,
 ≥ 0, f ∈ H,
f(0) = 1, (3.1.11)
which is a counterpart of [Bertsimas et al., 2015, (22)]. Note that
y = (yw; w ∈ W (k), k ∈ [[K]])
and  = (k; k ∈ [[K]]) are decision vectors (yw is a dual variable which can be
interpreted as the “price” of dw, in particular). Note also that γ > 0 is a regularization
parameter – a smaller γ should result in recovering a “tighter” f(·) in terms of data
reconciling; a larger γ, on the other hand, would lead to a “better” f(·) in terms of
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generalization properties. Moreover, ‖f‖2H denotes the squared norm of f(·) in H,
(3.1.8) is for dual feasibility, (3.1.9) is the suboptimality (primal-dual gap) constraint,
(3.1.10) enforces f(·) to be non-decreasing, and (3.1.11) is a normalization constraint.
It can be seen that the above formulation is still too abstract for us to solve,
because it is an optimization over functions. To make it tractable, in the following
we will specify H by selecting its reproducing kernel [Evgeniou et al., 2000] to be
a polynomial φ(x, y) = (c + xy)n for some choice of c ≥ 0 and n ∈ N (for the
specifications of c and n, see [Zhang et al., 2017b]). Then, writing
φ (x, y) = (c+ xy)n =
n∑
i=0
(
n
i
)
cn−ixiyi,
by [Evgeniou et al., 2000, (3.2), (3.3), and (3.6)], we instantiate invVI-1 as
(invVI-2) min
β,y,
‖‖+ γ
n∑
i=0
β2i(
n
i
)
cn−i
s.t. e′aN
′
ky
w ≤ t0a
n∑
i=0
βi
(
xa
ma
)i
,
∀w ∈ W (k), a ∈ A(k), k ∈ [[K]],∑
a∈Ak
t0axa
n∑
i=0
βi
(
xa
ma
)i
−
∑
w∈Wk
(dw)′ yw ≤ k,
∀k ∈ [[K]],
n∑
i=0
βi
(
xa
ma
)i
≤
n∑
i=0
βi
(
xa˜
ma˜
)i
,
∀a, a˜ ∈
⋃|K|
k=1
A(k) s.t. xa
ma
≤ xa˜
ma˜
,
 ≥ 0, β0 = 1,
where the function f(·) in invVI-1 is parameterized by β = (βi; i = 0, 1, . . . , n).
Assuming an optimal β∗ = (β∗i ; i = 0, 1, . . . , n) is obtained by solving invVI-2, then
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our estimator for f(·) is
fˆ (x) =
n∑
i=0
β∗i x
i = 1 +
n∑
i=1
β∗i x
i. (3.1.12)
3.1.4 OD demand estimation
Given a network (V ,A,W), to estimate an initial OD demand matrix, we borrow
the Generalized Least Squares (GLS) method proposed in [Hazelton, 2000], which
assumes that the transportation network (V ,A,W) is uncongested (in other words,
for each OD pair the route choice probabilities are independent of traffic flow), and
that the OD trips (traffic counts) are Poisson distributed. Note that such assumptions
may be strong and we will relax them when finalizing our OD demand estimator by
performing an adjustment procedure.
Denote by {x(k); k ∈ [[K]]} |K| observations of the flow vector. Let
x¯ = (1/|K|)
∑|K|
k=1
x(k)
be the sample mean vector and
S = (1/(|K| − 1))
∑|K|
k=1
(
x(k) − x¯)(x(k) − x¯)′
the sample covariance matrix. Let P = [pir] denote the route choice probability
matrix, where pir is the probability that a traveler associated with OD pair i uses
route r. Vectorize the OD demand matrix as g = (gi; i ∈ [[W ]]). After finding feasible
routes for each OD pair, thus obtaining the link-route incidence matrix A, the GLS
method amounts to solving the following optimization problem:
(P0) min
P≥0,g≥0
|K|∑
k=1
(
x(k) −AP′g)′ S−1 (x(k) −AP′g)
s.t. pir = 0 ∀(i, r) ∈ {(i, r) : r /∈ Ri},
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P1 = 1,
which minimizes a weighted sum of the squared errors in the flow observations. Di-
rectly solving (P0) is cumbersome due to the complicated form of the objective func-
tion, and we in turn decouple (P0) into two subproblems. To that end, we perform
a variable substitution by setting ξ = P′g and we let h(P,g) be an arbitrarily se-
lected smooth scalar-valued function. Then, we solve sequentially the following two
problems:
(P1) min
ξ≥0
|K|
2
ξ′Qξ − b′ξ, (3.1.13)
where Q = A′S−1A and b =
∑|K|
k=1 A
′S−1x(k), and
(P2) min
P≥0,g≥0
h (P,g) (3.1.14)
s.t. pir = 0, ∀(i, r) ∈ {(i, r) : r /∈ Ri},
P′g = ξ0,
P1 = 1,
where ξ0 is the optimal solution to (P1). Essentially, (P1) uses the variable substitu-
tion to eliminate the constrains on P and (P2) seeks to find a feasible P consistent with
the optimal solution of (P1) and the relationship ξ = P′g. We write the feasibility
problem (P2) as an optimization problem with some “dummy” cost function because
this allows us to use an optimization solver; in fact, we can simply set h(P,g) ≡ 0.
Specifically, (P1) (resp., (P2)) is a typical Quadratic Program (QP) (resp., Quadrati-
cally Constrained Program (QCP)). Letting (P0,g0) be an optimal solution to (P2),
then g0 is our initial estimate of the demand vector.
Remark 3.2 It is seen that each entry of g0 can always be expressed as a sum of
certain entries in ξ0; in other words, given ξ0 ≥ 0, (P2) always has a feasible solution.
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Thus, (P0) is actually equivalent to (P1) and (P2), in the sense that if (P0,g0) is an
optimal solution to (P0) (resp., (P2)), then it is also an optimal solution to (P2) (resp.,
(P0)). In addition, we note that the GLS method above would encounter numerical
difficulties when the network size is large, because there would be too many decision
variables. Note also that this method is valid under a “no-congestion” assumption
and, to take the congestion on the link flows into account, we in turn consider a bilevel
optimization problem in the following.
Assume now the function f(·) in (3.1.1) is available. For any given feasible g
(≥ 0), let x(g) be the optimal solution to TAP (3.1.2). In the following, denote by
x˜ = (x˜a; a ∈ A) the observed flow vector. Assuming an initial demand vector g0 is
given (the g0 obtained by solving (P1) and (P2) is a good candidate; we will take it
as g0 hereafter), we consider the following bilevel optimization problem [Spiess, 1990;
Lundgren and Peterson, 2008]:
(BiLev) min
g≥0
F (g)
def
=γ1
∑
i∈[W]
(
gi − g0i
)2
+ γ2
∑
a∈A
(xa (g)− x˜a)2, (3.1.15)
where γ1, γ2 ≥ 0 are two weight parameters. The first term penalizes moving too far
away from the initial demand, and the second term ensures that the optimal solution
to TAP is close to the flow observation. It is worth pointing out that F (g) has a
lower bound 0 which guarantees the convergence of the algorithm (see Alg. 3.1) that
we will apply.
Remark 3.3 From now on, let us fix γ2 = 1 in (3.1.15). Intuitively, the closer the
initial g0 to the ground truth g∗, the larger the γ1 we should set; otherwise the
contribution of the first term to the objective function will be small. In practice,
however, we typically do not have exact information about how far g0 is from g∗;
we therefore have to appropriately tune γ1. One possible criterion is that, fixing
the parameters involved in Alg. 3.1, a “good” γ1 should lead to a reduction of the
objective function value of the BiLev as much as possible.
To solve the BiLev numerically, thus adjusting the demand vector iteratively, we
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leverage a gradient-based algorithm (Alg. 3.1). In particular, suppose that the route
probabilities are locally constant. For OD pair i ∈ [[W ]], considering only the shortest
route ri(g), we have [Spiess, 1990]
∂xa (g)
∂gi
≈ δri(g)a =

1, if a ∈ ri(g),
0, otherwise.
(3.1.16)
(Note that we have assumed the partial derivatives do exist; a comprehensive discus-
sion on the existence and calculation of ∂xa(g)
∂gi
can be found in [Patriksson, 2004].)
Thus, by (3.1.16) we obtain an approximation to the Jacobian matrix[
∂xa (g)
∂gi
; a ∈ A, i ∈ [[W ]]
]
. (3.1.17)
Let us now compute the gradient of F (g). We have
∇F (g) =
(
∂F (g)
∂gi
; i ∈ [[W ]]
)
=
(
2γ1
(
gi − g0i
)
+ 2γ2
∑
a∈A
(xa (g)− x˜a) ∂xa (g)
∂gi
; i ∈ [[W ]]
)
. (3.1.18)
Remark 3.4 There are three reasons why we consider only the shortest routes for
the purpose of calculating the Jacobian: (i) GPS navigation is widely-used by vehicle
drivers so that they tend to always select the shortest routes between their OD pairs.
(ii) There are very efficient algorithms for finding the shortest route for each OD
pair. (iii) If considering more than one route for an OD pair, then the route flows
cannot be uniquely determined by solving TAP (3.1.2), thus leading to unstable route-
choice probabilities, which would undermine the accuracy of the approximation to the
Jacobian matrix in (3.1.17).
We summarize the procedures for adjusting the OD demand matrices as Alg. 3.1,
whose convergence will be proven in the following proposition.
Proposition 3.5 Alg. 3.1 converges.
Proof. If the initial demand vector g0 satisfies F (g0) = 0, then, by Step 0, the
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Algorithm 3.1 Adjusting OD demand matrices
Input: the road network (V ,A,W); the function f(·) in (3.1.1); the observed flow
vector from given data x˜ = (x˜a; a ∈ A); the initial demand vector g0 = (g0i ; i ∈
[[W ]]); two positive integer parameters ρ, T ; two real parameters ε1 ≥ 0, ε2 > 0.
1: Step 0: Initialization. Take the demand vector g0 as the input, solve TAP (3.1.2)
(using the Method of Successive Averages (MSA) [Noriega and Florian, 2007a])
to obtain x0. Set l = 0. If F (g0) = 0, stop; otherwise, go onto Step 1.
2: Step 1: Computation of a descent direction. Calculate hl = −∇F (gl) by
(3.1.18).
3: Step 2: Calculation of a search direction. For i ∈ [[W ]] set
h¯li =
{
hli, if
(
gli > ε1
)
or
(
gli ≤ ε1 and hli > 0
)
,
0, otherwise.
4: Step 3: Armijo-type line search.
3.1: Calculate the maximum possible step-size θlmax =
min
{−gli/h¯li; h¯li < 0, i ∈ [[W ]]}.
3.2: Determine θl = arg min
θ∈S
F
(
gl + θh¯l
)
, where S def={
θlmax, θ
l
max
/
ρ, θlmax
/
ρ2, . . . , θlmax
/
ρT , 0
}
.
5: Step 4: Update and termination.
4.1: Set gl+1 = gl + θlh¯l. Using gl+1 as the input, solve TAP (3.1.2) to
obtain xl+1.
4.2: If
F(gl)−F(gl+1)
F (g0)
< ε2, stop the iteration; otherwise, go onto Step 4.3.
4.3: Set l = l + 1 and return to Step 1.
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algorithm stops (trivial case). Otherwise, we have F (g0) > 0, and it is seen from
(3.1.15) that the objective function F (g) has a lower bound 0. In addition, by the
line search and the update steps (Steps 3.2 and 4.1, in particular), we obtain
F
(
gl+1
)
= F
(
gl + θlh¯l
)
= min
θ∈S
F
(
gl + θh¯l
) ≤ F (gl) ,∀l,
where the last inequality holds due to 0 ∈ S, indicating that the nonnegative objective
function in (3.1.15) is non-increasing as the number of iterations increases. Thus, by
the well-known monotone convergence theorem, the convergence of the algorithm can
be guaranteed. 
Remark 3.6 Alg. 3.1 is a variant of the algorithms proposed in [Spiess, 1990] and
[Lundgren and Peterson, 2008]. We use a different method to calculate the step-sizes
(resp., Jacobian matrix ) than that in [Spiess, 1990] (resp., [Lundgren and Peterson,
2008]). The optimization problem BiLev is not convex because of the potential non-
linearity in x(g). Thus, one would not necessarily expect Alg. 3.1’s convergence to
a global minimum. In addition, due to inaccuracies in the gradient calculation, one
would not expect Alg. 3.1’s convergence to a local minimum either. A discussion on
the performance of similar heuristics can be found in [Lundgren and Peterson, 2008].
It is worth noting that, in [Lundgren and Peterson, 2008], the proposed “descent”
algorithm could possibly not “descend” in some iterations due to computational in-
accuracy of the gradient. We will demonstrate our findings for the performance of
Alg. 3.1 by numerical experiments in Sec. 3.3.2. We also note that, in terms of
decreasing the objective function value of the BiLev, the performance of Alg. 3.1
definitely depends heavily on the initial demand vector g0.
3.1.5 Price of Anarchy
As discussed in Sec. 1.2, one of our goals in this chapter is to measure inefficiency in
the network due to the non-cooperative behavior of drivers. Thus, we compare the
network performance under a user-centric routing policy vs. a system-centric one. As
a metric for this comparison, we conceptually define the PoA as the ratio between
the total travel latency cost, i.e., the total travel time over all drivers, obtained under
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Wardrop flows (user-centric routing policy) and that obtained under socially optimal
flows (system-centric routing policy).
Given road network (V ,A,W), we calculate its total travel latency cost as
L(x) =
∑
a∈A
xata(xa). (3.1.19)
The socially optimal flow vector, denoted by xsocial = (xsociala ; a ∈ A), is the solution to
the following system-centric forward problem, which is a Non-Linear Program (NLP)
[Patriksson, 2015; Pourazarm et al., 2016]:
(socialOpt) min
x∈F
∑
a∈A
xata(xa). (3.1.20)
We therefore explicitly define the Price of Anarchy as
PoA
def
=
L(xuser)
L(xsocial)
=
∑
a∈A x
user
a ta(x
user
a )∑
a∈A x
social
a ta(x
social
a )
≥ 1, (3.1.21)
where xuser = (xusera ; a ∈ A) is the Wardrop Equilibrium flow vector assumed to be
directly observable or indirectly inferable. By the definition of xsocial, we always have
PoA ≥ 1; the larger the PoA, the larger the inefficiency induced by selfish drivers.
Thus, PoA quantifies the inefficiency that a societal group has to deal with due to
non-cooperative behavior of its members.
We note that the objective function in (3.1.20) is different from its counterpart in
(3.1.2); for a detailed explanation, see [Dafermos and Sparrow, 1969]. However, the
two forward problem formulations have a very tight connection. Let us take a close
look at the following equalities [Patriksson, 2015]:
ta (xa)
def
=
d
dxa
(xata (xa)) = ta (xa) + xat˙a (xa) , ∀a ∈ A. (3.1.22)
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By (3.1.22) we see that the problem socialOpt in (3.1.20) is equivalent to
(userOpt) min
x∈F
∑
a∈A
xa∫
0
ta(s)ds.
The remarkable implication of the above is that in order to find the socially optimal
flows xsociala , a ∈ A, instead of directly solving (3.1.20), it suffices to solve (3.1.2) with
ta(·) replaced by ta(·). As noted in [Patriksson, 2015], the difference between the
social cost and the user cost is xat˙a (xa), which can be interpreted as the cost a user
(driver) imposes on the other users.
Let t(x)
def
= (ta(xa); a ∈ A). To ensure the existence and uniqueness of the solution
to (3.1.20), we need the following assumption:
Assumption 3.2
t(·) is strongly monotone on F and continuously differentiable on R|A|+ . F satisfies
Slater’s condition [Boyd and Vandenberghe, 2004].
We note that if Assump. 3.1 holds and, for all a ∈ A, ta(xa) is convex and twice
continuously differentiable on R+ (e.g., ta(xa) = 2x2a + xa + 1), then Assump. 3.2
holds as well.
3.1.6 Sensitivity analysis
To prioritize road segments for potential congestion reducing interventions by the local
transportation authorities, we investigate the sensitivities of the optimal objective
function value of (3.1.2) with respect to key parameters, specifically, free-flow travel
time and flow capacity. In particular, we first derive two rigorous formulae, and then
propose their finite difference approximations as an alternative.
Write t0
def
= (t0a; a ∈ A), m def= (ma; a ∈ A), and
V
(
t0,m
) def
= min
x∈F
∑
a∈A
xa∫
0
t0af
(
s
ma
)
ds. (3.1.23)
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Differentiating (3.1.23), for each a ∈ A we obtain
∂V (t0,m)
∂t0a
=
xusera∫
0
f
(
s
ma
)
ds, (3.1.24)
∂V (t0,m)
∂ma
=
xusera∫
0
t0af˙
(
s
ma
)(
− s
m2a
)
ds, (3.1.25)
where f˙(·) denotes the derivative of f(·).
Note that typically we have
∂V (t0,m)
∂t0a
> 0 and
∂V (t0,m)
∂ma
< 0, meaning a slight
decrease (resp., increase) of t0a (resp., ma) would reduce the objective function value
of (3.1.2). Based on this observation, for a′ ∈ A we define the following quantities:
∆V
(
t0,m; ∆t0a′
) def
= min
x∈F
∑
a∈A
xa∫
0
t0af
(
s
ma
)
ds
−min
x∈F
[ ∑
a∈A,a 6=a′
xa∫
0
t0af
(
s
ma
)
ds
+
xa′∫
0
(
t0a′ + ∆t
0
a′
)
f
(
s
ma′
)
ds
]
, (3.1.26)
and
∆V
(
t0,m; ∆ma′
) def
= min
x∈F
∑
a∈A
xa∫
0
t0af
(
s
ma
)
ds
−min
x∈F
[ ∑
a∈A,a 6=a′
xa∫
0
t0af
(
s
ma
)
ds
+
xa′∫
0
t0a′f
(
s
ma′ + ∆ma′
)
ds
]
, (3.1.27)
where ∆t0a′
def
= −0.2 × min {t0a; a ∈ A} and ∆ma′ def= 0.2 × min {ma; a ∈ A}. Note
that, by construction, for each and every a ∈ A, we approximately have 0 <
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∆V (t0,m; ∆t0a) ∝ ∂V (t0,m)/∂t0a and 0 < ∆V (t0,m; ∆ma) ∝ |∂V (t0,m)/∂ma|.
3.2 Dataset Description and Processing
In this section, based on our data-driven approach outlined in Sec. 3.1, we conduct
a case-study using actual traffic data from the Eastern Massachusetts (EMA) road
network. It is worth pointing out that we have released this real road network as a
benchmark network [Bar-Gera, 2017; Zhang et al., 2017b].
3.2.1 Description of the Eastern Massachusetts dataset
We deal with two datasets concerning the EMA road network: (i) The speed dataset,
made available to us by the Boston Region Metropolitan Planning Organization
(MPO), includes the spatial average speeds for more than 13,000 road segments (with
an average length of 0.7 miles; see Fig. 3·1) of EMA, providing the average speed
for every minute of the year 2012. For each road segment, identified with a unique
tmc (traffic message channel) code, the dataset provides information such as speed
data (instantaneous, average and free-flow speed) in miles per hour (mph), date and
time, and traveling time (in minute) through that segment. (ii) The flow capacity
(in vehicles per hour) dataset, also provided by the MPO, includes capacity data for
more than 100,000 road segments (with an average length of 0.13 miles) in EMA.
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Figure 3·1: All available road segments in Eastern Massachusetts.
(a) (b)
Figure 3·2: (a) An interstate highway sub-network of EMA (I1) (the
blue numbers indicate node indices); (b) An extended highway sub-
network of EMA (I2) (the red numbers indicate node indices). (See
[Zhang et al., 2017b] for the correspondences between nodes and link
indices.)
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Figure 3·3: A wider EMA highway subnetwork (I3); details on the
correspondences between nodes and link indices are in [Zhang et al.,
2017b]. (“nodes:zone” pairs – {1}: Seabrook (NH); {2, 4, 5}: NH;
{3}: Haverhill; {6, 8}: Lawrence; {7, 9}: Georgetown; {10, 11}: Low-
ell; {12, 15}: Salem; {13, 14}: Peabody; {16, 17, 18, 19}: Burling-
ton; {20}: Littleton; {21}: Lexington; {22}: Boston; {23, 24, 25,
26, 27, 28}: Waltham; {29}: Quincy; {30, 31, 32, 33, 34}: Marlbor-
ough/Framingham; {35, 71}: Milford; {36}: Franklin; {37, 38, 39, 40,
41}: Westwood/Quincy; {42}: Dedham; {43, 44, 45, 46, 47}: Foxbor-
ough; {48, 74}: Taunton; {49, 73}: Plymouth; {50, 51}: Cape Cod;
{52}: Dartmouth; {53}: Fall River; {54, 68, 70}: RI; {55, 56}: VT;
{57}: Westminster; {58}: Leominster; {59, 60, 72}: Worcester; {61}:
Amherst; {62, 63, 64, 65, 66}: CT; {67}: Webster; {69}: Uxbridge.)
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3.2.2 Preprocessing
First, we investigate two relatively small subnetworks (denoted by I1 and I2 and
shown in Figs. 3.2(a) and 3.2(b), respectively) of the EMA road network. Then, we
further consider a much larger subnetwork (denoted by I3 and shown in Fig. 3·3).
Performing similar preprocessing procedures as those in Appendix 4.6, we end up with
traffic flow data (Wardrop Equilibria) and road (link) parameters (flow capacity and
free-flow travel time) for the three subnetworks I1, I2, and I3, where I1 contains only
interstate highways, I2 also contains state highways, and I3 covers a much wider area
of EMA. Note that I1 (resp., I2, I3) consists of 8 (resp., 22, 74) nodes and 24 (resp.,
74, 258) links. Assuming that each node could be an origin and a destination, then
there are 8×(8−1) = 56 (resp., 22×(22−1) = 462) OD pairs in I1 (resp., I2). For I3,
we simplify the analysis by grouping nodes within the same area, assigning them the
same zone label, thus obtaining 34 zones (as opposed to 74 nodes). Assuming that
each zone could be an origin and a destination, then there are 34× (34− 1) = 1122
OD pairs in I3. It is worth pointing out that nodes 18, 19, 20, 21, and 22 (resp., 72,
73, and 74) in I2 (resp., I3) are introduced for ensuring the identifiability of the OD
demand matrices. More specifically, to “recover” uniquely an OD demand matrix
from observed link flow data, the link-route incidence matrix A is required to satisfy
certain structural properties; see [Hazelton, 2000, Lemma 2].
3.2.3 Estimating initial OD demand matrices
Operating on I1, we solve the QP (P1) (cf. (3.1.13)) and the QCP (P2) (cf. (3.1.14))
using data corresponding to five different time periods (AM, MD (middle day), PM,
NT (night), and WD (weekend)) of four months (Jan., Apr., Jul., and Oct.) in 2012,
thus obtaining 20 different OD demand matrices for these scenarios. Expanding each
and every of the 20 OD demand matrices of I1 by setting the demand for any OD
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pair that belongs to I2 but does not belong to I1 to zero, we obtain “rough” initial
demand matrices for I2.
On the other hand, for the much larger subnetwork I3, to obtain initial OD
demand matrices corresponding to the same 20 scenarios, we perform a different
simplification procedure. In particular, we only consider the shortest route for each
OD pair of I3, thus leading to a deterministic route choice matrix P and significantly
reducing the number of decision variables in the QCP (P2).
Since the GLS method assumes the traffic network to be uncongested, the esti-
mated OD demand matrices for non-peak periods (MD/NT/WD) are relatively more
accurate than those for peak periods (AM/PM). After obtaining estimates for travel
latency cost functions in Sec. 3.2.4, based on the observed Wardrop flows and the
initial estimates for the OD demand matrices, we will conduct demand adjustment
procedures for I2 and I3 in Sec. 3.2.6.
3.2.4 Estimating cost functions
First, to validate the effectiveness and efficiency of the cost function estimator (3.1.12),
we conduct numerical experiments over the Anaheim benchmark network [Bar-Gera,
2017], whose ground truth cost functions, OD demand matrices, and all necessary
road parameters are available. Next, operating on I1 using the flow data and the OD
demand matrices obtained in Secs. 3.2.2 and 3.2.3 respectively, we estimate the travel
latency cost functions, f(·) in particular, for 20 different scenarios, via the estimator
(3.1.12), by solving the QP invVI-2 accordingly. To make the estimates reliable, for
each scenario, we perform a 3-fold cross-validation.
We assume that such estimates for f(·), as obtained from I1, can be shared by all
the three subnetworks I1, I2, and I3; this makes sense, because the function f(·) is
common for all links and, when estimating it through I1, we have already made use
of a large amount of data (note that there are 24 links in I1 and the flow data and
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the corresponding OD demand matrices that we use have covered 120 different time
instances for each of the 20 scenarios; for details, see [Zhang et al., 2017b]).
3.2.5 Sensitivity analysis
To illustrate our method of analyzing sensitivities for TAP formulation (3.1.2), we
again conduct numerical experiments on I1. In particular, we investigate a scenario
corresponding to the AM peak period of Apr. 2012.
3.2.6 OD demand adjustments
First, we demonstrate the effectiveness of Alg. 3.1 using the Anaheim benchmark
network. Then, assuming the per-road travel latency cost functions are available (we
take the travel latency cost functions derived from I1 as in Sec. 3.2.4), we apply
Alg. 3.1 to I2, which contains I1 as one of its representative subnetworks. Note that
the main difference between I1 and I2 is the modeling emphasis; specifically, I1 only
takes account of interstate highways, while I2 also encompasses state highways, thus
containing more details of the real road network of EMA. We can think of I1 as a
“landmark” subnetwork of I2. Based on the initially estimated demand matrices for
I1, we will implement the following generic demand-adjusting scheme so as to derive
the OD demand matrices for I2.
Given a network (I2 in our case) of any size we can select its “landmark” sub-
networks (I1 in our case) (based on the information of road types, pre-identified
centroids, etc.) with acceptably smaller sizes; say we end up with N (N = 1 in our
case) such subnetworks. Then, for each subnetwork, we estimate its demand matrix
by solving sequentially the QP (P1) and the QCP (P2) (cf. Sec. 3.2.3). Setting
the demand for any OD pair not belonging to this subnetwork to zero, we obtain a
“rough” initial demand matrix for the entire network (I2 in our case). Next, we take
the average of these initial demand matrices. Finally, we adjust the average demand
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matrix based on the flow observations of the entire network.
Next, taking again the travel latency cost functions derived from I1, we apply
Alg. 3.1 to I3, based on the initial OD demand matrices estimated from I3 (see Sec.
3.2.3) and the Wardrop flows inferred from I3 (see Sec. 3.2.2).
As noted in Remark 3.2, the reason for not directly solving (P1) and (P2) for the
larger networks (I2 and I3 in our case) is that there are too many decision variables
in (P2) and this would lead to numerical difficulties.
3.2.7 PoA evaluations
We calculate the PoA values for I2 and I3 for the PM period of Apr. 2012. To
solve the NLP (3.1.20), we use the IPOPT solver [Wa¨chter and Laird, 2016] which
implements a primal-dual interior point method [Wright, 1997].
3.2.8 Meta analysis
To better understand the performance of the road network under the user-centric vs.
the system-centric routing policy, we conduct a meta analysis on I3. In particular,
under the two policies, we compare congestion for various zones of the network, the
maximum/minimum link flows, and link-specific congestion.
3.3 Numerical Results
For economy of space, we will not show the detailed results for the initial estimation
of OD demand matrices. However, we will check the entries of the route choice
probability matrix P derived for I1 (see Tab. 3.1 for some selected route choice
analysis results; the complete results can be found in [Zhang et al., 2017b]). In
general, we see from Tab. 3.1 that for the same OD pair, the longer a feasible route,
the smaller the probability it will be chosen by travelers. We note here that, when
identifying (and refining) the feasible routes for each OD pair of I1, we have set a
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Table 3.1: Selected route choice analysis results for I1.
OD pair refined feasible routes
route lengths
(in miles)
route choice
probabilities
(1, 2)
1→ 2
1→ 3→ 2
1→ 3→ 5→ 4→ 2
21.4859
44.0037
104.0711
0.6982
0.1791
0.1227
(2, 4)
2→ 4
2→ 1→ 3→ 5→ 4
2→ 3→ 5→ 4
2→ 3→ 6→ 5→ 4
37.6346
88.2389
43.4554
50.7995
0.5403
0.1108
0.2326
0.1163
(3, 6)
3→ 6
3→ 2→ 4→ 5→ 6
3→ 5→ 6
3→ 5→ 7→ 6
12.8779
77.3207
26.9863
45.0230
0.7330
0.0193
0.1409
0.1068
threshold Θ1 = 4 for the number of links contained in a feasible route, meaning each
identified route consists of at most 4 links.
In the following, we will focus on presenting the results for the estimates of the
travel latency cost functions (derived for the Anaheim benchmark network and I1),
the demand adjustment procedure (derived for the Anaheim benchmark network; note
that we will not show the detailed demand adjustment results for I2 and I3, because
we do not have the ground truth for a comparison), the PoA evaluations (derived for
I2 and I3), the sensitivity analysis (derived for I1), and the meta analysis (derived
for I3).
3.3.1 Results from estimating the cost functions
Results for the Anaheim benchmark network
The Anaheim network contains 38 zones (hence 38× (38− 1) = 1406 OD pairs), 416
nodes, and 914 links. The ground truth f (·) is taken as f (z) = 1+0.15z4, z ≥ 0. Fig.
3·4 shows the estimation results for f(z) by solving invVI-2 corresponding to different
parameter settings. In particular, Fig. 3.4(a) shows the curves of the ground truth
f(z) and the estimator fˆ(z) corresponding to n taking values from {3, 4, 5, 6} while
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keeping c and γ fixed to 1.5 and 0.01 respectively; it is seen that except for the case
n = 3, all estimation curves are very close to the ground truth. Note that the ground
truth f(z) is a polynomial function with degree 4, which is greater than 3. This
suggests the use of a value n ≥ 4 in recovering the cost function f(·). The intuition
here is that we can use a higher order polynomial with appropriate coefficients to
approximate a lower order polynomial, but not vice versa. Fig. 3.4(b) shows the
curves of the ground truth f(z) and the estimator fˆ(z) corresponding to c taking
values from {0.5, 1.0, 1.5} while keeping n and γ fixed to 6 and 1.0 respectively; it is
seen that except for the case c = 0.5, the estimation curves are very close to the ground
truth. This suggests that setting c reasonably larger should give better estimation
results. Fig. 3.4(c) plots the curves of the ground truth f(z) and the estimator
fˆ(z) corresponding to γ taking values from {0.01, 0.1, 1.0, 10.0, 100.0} while keeping
n and c fixed to 5 and 1.5 respectively; it is seen that as γ is set smaller and smaller,
the estimation curve gets closer and closer to the ground truth. This suggests that
choosing a smaller regularization parameter γ should give tighter estimation results
in terms of data reconciling.
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Figure 3·4: Estimations for cost function f(·) by solving invVI-2 cor-
responding to different parameter settings (Anaheim).
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Results for I1
We show the comparison results of the cost functions in Fig. 3·5, where in each sub-
figure, we plot the curves of the estimated f(·) corresponding to five different time
periods. For economy of space, we will not list the parameter setting details of n, c,
and γ, which were selected by conducting a 3-fold cross-validation.
We observe from Figs. 3.5(a)-3.5(d) that the costs for peak periods (AM/PM) are
more sensitive to traffic flows than for non-peak periods (MD/NT/WD). This can
be explained as follows: during rush hour, it is very common for vehicles to pass
through a congested road network while during non-rush hour, drivers mostly enjoy
an uncongested road network.
In addition, it is seen that, for different months, the cost curves for non-peak
periods differ more significantly than for peak periods. Aside from the observation
and modeling errors, this can also be explained by seasonal traveling patterns.
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Figure 3·5: Estimates for f(·) corresponding to different time periods
(AM, MD (middle day), PM, NT (night), WD (weekend)), derived from
data over I1 for 2012.
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3.3.2 Results from OD demand adjustment
We now present the OD demand adjustment results from the Anaheim network. For
each OD pair, the initial demand is taken by scaling the ground truth demand using
a random factor with uniform distribution over [0.8, 1.2]. The ground truth f (·)
is taken as f (z) = 1 + 0.15z4, ∀z ≥ 0, and is assumed directly available. When
implementing Alg. 3.1, we set γ1 = 0, γ2 = 1, ρ = 2, T = 10, ε1 = 0, and ε2 = 10
−20.
Fig. 3.6(a) shows that, after 7 iterations, the objective function value of the BiLev
(3.1.15) has been reduced by more than 50%. Fig. 3.6(b) shows that, the distance
between the adjusted demand and the ground truth demand keeps decreasing with the
number of iterations, and the distance changes very slightly, meaning the adjustment
procedure does not alter the initial demand much. Note that in Fig. 3.6(a), the
vertical axis corresponds to the normalized objective function value of the BiLev, i.e.,
F (gl)/F (g0) and, in Fig. 3.6(b), the vertical axis denotes the normalized distance
between the adjusted demand vector and the ground truth, i.e., ‖gl−g∗‖/‖g∗‖, where
g∗ is the ground-truth demand vector.
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Figure 3·6: Key quantities vs. # of iterations (Anaheim).
3.3.3 Results for PoA evaluation
After implementing the demand adjusting scheme, we obtain the demand matrices
for I2 and I3 on a daily-basis, as opposed to those for I1 on a monthly-basis. Note
that, even for the same period of a day and within the same month, slight demand
variations among different days are possible; thus, our PoA results for I2 and I3 would
be more accurate than those for I1 (shown in [Zhang et al., 2016]).
The PoA values for I2 shown in Fig. 3.7(a) have larger variations than those for
I1 in [Zhang et al., 2016] and for I3 shown in Fig. 3.7(b); some are closer to 1 but
some go beyond 2.2, meaning we have larger potential to improve the road network.
However, when taking the average of the PoA values for all 30 days of Apr. 2012, all
I1, I2, and I3 result in an average PoA approximately equal to 1.5, meaning we can
gain an efficiency improvement of about 50%; thus, the results are consistent.
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Figure 3·7: Daily PoAs for I2 and I3 (PM period for Apr. 2012).
3.3.4 Results from sensitivity analysis
Investigating the AM peak period of Apr. 2012 for I1, instead of directly applying
the formulae (3.1.24) and (3.1.25), we calculate the two quantities defined in (3.1.26)
and (3.1.27), and plot the results in Fig. 3·8, where the blue (resp., red) curve
indicates the quantity ∆V (t0,m; ∆t0a) (resp., ∆V (t
0,m; ∆ma)) for each and every
link of I1. It is seen from Fig. 3·8 that the largest four values of ∆V (t0,m; ∆t0a)
(resp., ∆V (t0,m; ∆ma)) correspond to links 8, 12, 17, and 24 (resp., 10, 12, 19, and
21). This suggests that, during the AM peak period of Apr. 2012, the transportation
management department could have most efficiently reduced the objective function
value of TAP (3.1.2), thus mitigating congestion, by taking actions with priorities
on these links (e.g., improving road conditions to reduce the free-flow travel time for
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Figure 3·8: Sensitivity analysis (finite difference approximation) re-
sults for I1; AM period of Apr. 2012.
links 8, 12, 17, and 24, and increasing the number of lanes to enlarge the flow capacity
for links 10, 12, 19, and 21).
3.3.5 Results from meta analysis
We conduct meta analysis for I3, under the user-centric routing policy vs. the system-
centric one. Our analysis includes the zone costs, the maximum/minimum link flows,
and the link-specific congestion.
Meta analysis for zone costs
Let Ai3 denote the set of links related to zone i of I3 (each link in Ai3 has at least
one node contained in zone i). Then, the total users’ travel latency cost for zone i is
defined as
Ci =
∑
a∈Ai3
xata (xa).
We consider two scenarios, one corresponding to the PM peak period of a typical
weekday (Wednesday, 4/18/2012) and the other the PM period of a typical weekend
(Sunday, 4/15/2012). The zone costs under the user-centric (resp., system-centric)
routing policy are visualized in Fig. 3.9(a) (resp., 3.9(b)). Three observations can
be made: (i) Overall, most zone costs would be reduced when switching from the
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user-centric routing policy to the system-centric one. (ii) In general, the zone costs
for weekends are less than their counterparts for weekdays; this is consistent with
intuition. (iii) The decrease seems more consistent for all zones during weekends than
during weekdays, suggesting it is easier to optimize the network during weekends; this
is again consistent with intuition.
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Figure 3·9: Zone costs under user-centric vs. system-centric routing
policy (PM period of Apr. 2012).
Meta analysis for maximum/minimum link flows
The maximum/minimum link flows for the PM peak period of each and every day of
Apr. 2012 are plotted in Fig. 3.10(a), and the corresponding link indices are shown
in Fig. 3.10(b). A major observation, based on Fig. 3.10(a), is that the maximum
link flow values would increase for most of the days when switching the routing policy
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Figure 3·10: Maximum/minimum link flows and the corresponding
link indices under user-centric vs. system-centric routing policy (PM
period of Apr. 2012).
from the user-centric one to the system-centric one, which is desirable.
Meta analysis for link congestion
For any given link a, we define its Congestion Metric (CM) [Aftabuzzaman, 2007] as
the ratio of the travel time to free-flow travel time:
CMa
def
=
ta (xa)
t0a
= f
(
xa
ma
)
, (3.3.1)
where f(·) is the cost function that we have estimated. By this definition, we always
have CMa ≥ 1.
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Figure 3·11: Link congestion under user-centric vs. system-centric
routing policy (PM period of 4/18/2012).
We first consider a PM peak period scenario for a typical workday (Wednesday,
4/18/2012). The CM values of all the 258 links are plotted in Fig. 3·11. It is seen
that, for some links (indexed with 79, 92, and 86) the CM value is significantly higher
(gap > 1) under the user-centric routing policy than under the system-centric one,
and, for only one link (indexed with 127), we have the opposite. We then investigate
a PM period scenario for a typical weekend (Sunday, 4/15/2012), and find that all
the CM values for this scenario are very close to 1, meaning there was almost no
congestion for all links; we have omitted the weekend CM plot for economy of space.
3.4 Strategies for PoA reduction
After quantifying the PoA, a natural question we must answer is the following: How
can we reduce the PoA for a given transportation network? We propose three practical
strategies for reducing the PoA, especially when PoA 1.
First, by taking advantage of the rapid emergence of Connected Automated Ve-
hicles (CAVs), it has become feasible to automate routing decisions, thus solving a
system-centric forward problem (cf. (3.1.20)) in which all CAVs (bypassing driver
decisions) cooperate to optimize the overall system performance.
Second, we propose a modification to existing GPS navigation algorithms recom-
mending to all drivers socially optimal routes, which could be implemented by making
use of (3.1.22). In particular, we can solve the user-centric forward problem (3.1.2),
embedded in a typical GPS navigation application, with ta(·) replaced by ta(·), whose
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common cornerstone part, f(·), is estimated using (3.1.12). It is worth pointing out
that some existing work simply took f(·) to be the Bureau of Public Roads (BPR)’s
[Branston, 1976] empirical polynomial function f(z) = 1 + 0.15z4, ∀z ≥ 0, which
would not be as accurate.
Finally, our sensitivity analysis results provide the means to prioritize road seg-
ments for specific interventions that can mitigate congestion.
3.5 Conclusions
In this chapter, we assess the efficiency of single-class transportation networks under
a selfish user-centric routing policy as opposed to a socially-optimal system-centric
routing policy. To that end, we define and quantify the Price of Anarchy (PoA)
and propose possible strategies to reduce it. All the procedures involved are data-
driven, thus having the capability of dynamically optimizing any given transportation
network (by using the data collected over selected time periods), in terms of reducing
the PoA (especially when PoA 1) such that it gets as close to 1 as possible.
87
Chapter 4
Joint Data-Driven Recovery of Travel
Latency Cost Functions and Adjustment
of Origin-Destination Demand Matrices in
Multi-Class Transportation Networks
For single-class transportation networks, existing works have tackled the problem of
adjusting Origin-Destination (OD) demand matrices and recovering travel latency
cost functions. However, these two types of problems are typically treated sepa-
rately. For multi-class transportation networks, existing works have also considered
the OD demand adjustment problem, but the problem of recovering travel latency
cost functions (recall that we denote this problem as IP-1 in Sec. 1.3) has not been
dealt with. In this chapter, we first extend the IP-1 from single-class to multi-class
transportation networks. We then seek to jointly recover travel latency cost functions
and adjust OD demand matrices. To that end, we formulate a bilevel optimization
problem in a multi-class transportation network and propose a method to numerically
solve it. Extensive numerical experiments using benchmark networks and a real road
network (the Eastern Massachusetts highway network), ranging from moderate-sized
to large-sized, demonstrate the effectiveness and efficiency of our method.
The rest of the chapter is organized as follows. In Sec. 4.1 we present the single-
class and multi-class transportation network models, formulate the forward problem
(TAP), specify the form of the cost functions, and formulate the inverse problem IP-
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1. We formulate the joint problem and propose algorithms to solve it in Sec. 4.3.
Numerical results are shown in Sec. 4.4. Sec. 4.5 concludes the chapter. Additional
experimental details for the EMA highway network are contained in the Appendix.
4.1 Preliminaries
4.1.1 Transportation network model
Let us review the transportation network models. We begin by revisiting the single-
class model adopted in Chap. 3.
Single-class transportation network model
Consider a directed graph denoted by (V ,A), where V denotes the set of nodes and
A the set of links. Assume it is strongly connected. Let N ∈ {0, 1,−1}|V|×|A| be the
node-link incidence matrix, and ea the vector with an entry equal to 1 corresponding
to link a and all the other entries equal to 0. Let w = (ws, wt) denote an Origin-
Destination (OD) pair and W = {wi : wi = (wsi, wti) , i ∈ [[W ]]} the set of all OD
pairs. Denote by dw ≥ 0 the amount of the flow demand from ws to wt. Let dw ∈ R|V|
be the vector which is all zeros, except for a −dw in the coordinate corresponding to
node ws and a d
w in the coordinate corresponding to node wt. Let xa be the total
link flow on link a ∈ A and x the vector of these flows. Let F be the set of feasible
flow vectors defined by
F def=
{
x : ∃xw ∈ R|A|+ s.t. x =
∑
w∈W
xw, Nxw = dw, ∀w ∈ W
}
, (4.1.1)
where xw is the flow vector attributed to OD pair w.
In order to formulate appropriate optimization and inverse optimization problems,
we next state the definition of the Wardrop Equilibrium.
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Definition 4.1 ([Patriksson, 2015])
A feasible flow x∗ ∈ F is a Wardrop Equilibrium if for every OD pair w = (ws, wt) ∈
W , and any route connecting (ws, wt) with positive flow in x∗, the cost of traveling
along that route is no greater than the cost of traveling along any other route that
connects (ws, wt). Here, the cost of traveling along a route is the sum of the costs of
each of its constituent links.
Multi-class transportation network model
Denote by |U˜ | the number of user (vehicle) classes. Let the original network be(V˜ , A˜, W˜), where
V˜ = {vi : i ∈ [[V˜ ]]},
A˜ = {ai : i ∈ [[A˜]]},
W˜ = {wi : wi def= (wsi, wti) , i ∈ [[W˜ ]]}.
We borrow the idea of making |U˜ | copies of (V˜ , A˜, W˜), each corresponding to a
single vehicle class, to obtain an enlarged single-class network [Dafermos, 1972]. In
particular, we construct a single-class network (V ,A,W), where
V = {v(i, u) : i ∈ [[V˜ ]], u ∈ [[U˜ ]]}, (4.1.2)
A = {a(i, u) : i ∈ [[A˜]], u ∈ [[U˜ ]]}, (4.1.3)
W = {w(i, u) : w(i, u) def= (ws(i, u), wt(i, u)) , i ∈ [[W˜ ]], u ∈ [[U˜ ]]}. (4.1.4)
We then can derive the node-link incidence matrix N ∈ {0, 1,−1}|V|×|A|. Note
that |V| = |U˜ ||V˜|, and |A| = |U˜ ||A˜|. For i ∈ [[A˜]], u ∈ [[U˜ ]], let eiu denote the
|A|-dimensional vector with an entry equal to 1 corresponding to link a(i, u) and
all the other entries equal to 0. Also, for i ∈ [[W˜ ]], u ∈ [[U˜ ]] we denote by dw(i,u)
the flow demand of vehicle class u from node ws(i, u) to node wt(i, u). Then, we
define dw ∈ R|V| as for the single-class case. Accordingly, the set of feasible flow
90
vectors F can be defined as the one in (4.1.1). For convenience, we vectorize a given
demand matrix as g =
(
giu; i ∈ [[W˜ ]], u ∈ [[U˜ ]]
)
, where for i ∈ [[W˜ ]], u ∈ [[U˜ ]], giu
denotes the flow demand of vehicle class u for OD pair i. In addition, we denote by
gu =
(
giu; i ∈ [[W˜ ]]
)
the demand vector for vehicle class u ∈ [[U˜ ]].
Write a feasible flow vector x ∈ F as x = (xiu; i ∈ [[A˜]], u ∈ [[U˜ ]]), where xiu
denotes the flow on link a(i, u). Let xu =
(
xiu; i ∈ [[A˜]]
)
be the flow vector for
vehicle class u ∈ [[U˜ ]] and xai =
(
xiu; u ∈ [[U˜ ]]
)
the flow vector of all vehicle classes
corresponding to the ith physical link. We consider the following cost function:
t (x) =
(
tiu(xai); i ∈ [[A˜]], u ∈ [[U˜ ]]
)
, (4.1.5)
where the cost on a physical link does not depend on the flows elsewhere, but a
physical link maps to |U˜ | conceptual links, each of which corresponds to a vehicle
class.
It is seen that the single-class model is actually a special case of the multi-class
model, and that, formally, the multi-class model can be treated as an enlarged single-
class model. Thus, in the following, we only need to consider general multi-class
models. However, as is well known, due to coupling of flows from different classes
of vehicles, some of the properties could be very different for a model with |U˜ | > 1
compared to the |U˜ | = 1 case.
4.1.2 Forward problem and inverse problem IP-1
In this section we formulate the forward problem TAP and the inverse problem IP-
1 for the multi-class transportation network (V ,A,W) defined in Sec. 4.1.1 (see
(4.1.2)-(4.1.4)).
91
The forward problem
As in Chap. 3, here we refer to the Traffic Assignment Problem (TAP) as the forward
problem, whose goal is to find the Wardrop Equilibrium for a given transportation
network (V ,A,W) with a given travel latency cost function t and a given OD demand
vector g. It is a well-known result that TAP can be formulated as a Variational
Inequality (VI) problem VI (t,F), defined as follows.
Definition 4.2
([Bertsimas et al., 2015]). The VI problem, denoted as VI (t,F), is to find an x∗ ∈ F
s.t.
t(x∗)′ (x− x∗) ≥ 0, ∀x ∈ F . (4.1.6)
To proceed, let us first present a definition regarding the monotonicity of a cost
function.
Definition 4.3
([Patriksson, 2015]). t(·) is strongly monotone on F if there exists a constant η > 0
such that
(t (x)− t (y))′ (x− y) ≥ η‖x− y‖2, ∀x,y ∈ F .
To ensure the existence and uniqueness of the solution to VI (t,F), we need the
following assumption.
Assumption 4.1
t(·) is strongly monotone on F and continuously differentiable on R|A|+ . F is nonempty
and contains an interior point (Slater’s condition [Boyd and Vandenberghe, 2004]).
Relating the Wardrop Equilibrium to the VI problem, the following result is well-
known in the literature.
Theorem 4.1 ([Patriksson, 2015]). Under Assump. 4.1, a Wardrop Equilibrium of
the multi-class transportation network is a solution to VI(t,F), where t,F are given
by (4.1.5) and (4.1.1), respectively.
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Remark 4.2 As noted in [Noriega and Florian, 2007a], Assump. 4.1 cannot be easily
verified for general multi-class transportation networks. We therefore do not have any
guarantee of always obtaining unique link flows for each and every class of vehicles.
BPR-type cost functions
To simplify analysis, we now further specify the cost functions in (4.1.5). For each
i ∈ [[A˜]], u ∈ [[U˜ ]], we define the following generalized Bureau of Public Roads (BPR)-
type travel time (latency cost) function [Branston, 1976; Noriega and Florian, 2007a;
Bertsimas et al., 2015]:
tiu (x) = t
0
iuf
(θ′xai
mi
)
, (4.1.7)
where t0iu is called the free-flow travel time for vehicle class u on link ai (the ith physical
link), f(·) is a “cornerstone” cost function, which satisfies f(0) = 1 and is strictly
increasing and continuously differentiable on R+, mi is the effective flow capacity of
link ai, and θ =
(
θu; u ∈ [[U˜ ]]
)
is a weight vector such that θu ≥ 1, ∀u ∈ [[U˜ ]]. As a
special case, the single-class network corresponds to |U˜ | = 1 and θ1 = 1.
The inverse problem IP-1
In order to solve the forward problem, thus obtaining the Wardrop Equilibrium flow
vector x, we need to know the cost function t and the OD demand vector g. Now,
assuming that we know the OD demand vector g and have observed the Wardrop
Equilibrium flow vector x, we seek to formulate the inverse problem IP-1 (as an
inverse VI problem, in particular), so as to estimate the travel latency cost function
t (specifically, f(·) in (4.1.7)). To provide some insight, given |K| samples of the link
flow vector x, one can think of them as flow observations on |K| different networks
(or subnetworks) which are nevertheless produced by the exact same cost function.
The inverse problem formulation seeks to determine the cost function so that each
93
flow observation is as close to an equilibrium as possible.
To that end, for a given  > 0, we define an -approximate solution to VI(t,F) by
changing the right-hand side of (4.1.6) to −:
Definition 4.4
([Bertsimas et al., 2015]). Given  > 0, xˆ ∈ F is called an -approximate solution to
VI(t,F) if
t(xˆ)′(x− xˆ) ≥ −, ∀x ∈ F . (4.1.8)
Assume now we are given |K| networks (V(k),A(k),W(k)), k ∈ [[K]] (as a special
case, these could be |K| replicas of the same network (V ,A,W)), and the observed
link flow data
(
x
(k)
ai =
(
x
(k)
iu ; u ∈ [[U˜ ]]
)
; i ∈ [[A˜(k)]], k ∈ [[K]]). The inverse VI prob-
lem amounts to finding a function t such that x(k) is an k-approximate solution to
VI(t,F (k)) for each k. Denoting  def= (k; k ∈ [[K]]), we can formulate the inverse VI
problem as in [Bertsimas et al., 2015]
min
t,
‖‖ (4.1.9)
s.t. t(x(k))′(x− x(k)) ≥ −k, ∀x ∈ F (k), k ∈ [[K]],
k > 0, ∀k ∈ [[K]],
where the optimization is over  and the selection of function t(·) (that is, f(·)).
Aiming at recovering a cost function that has both good data reconciling and
generalization properties, to make (4.1.9) solvable, we apply an estimation approach
which expresses the function f(·) (recall (4.1.7)) in a Reproducing Kernel Hilbert
Space (RKHS) H [Bertsimas et al., 2015; Evgeniou et al., 2000]. In particular, by
[Bertsimas et al., 2015, Thm. 2], the inverse VI problem (4.1.9) can be reformulated
as a Quadratic Program (QP):
(invVI-1)
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min
y,
‖‖+ γ‖f‖2H (4.1.10)
s.t. e′iuN
′
ky
w ≤ t0iuf
(
θ′x(k)ai
m
(k)
i
)
, (4.1.11)
∀i ∈ [[A˜(k)]], u ∈ [[U˜ ]], w ∈ W(k), k ∈ [[K]],
|A˜(k)|∑
i=1
( |U˜ |∑
u=1
t0iuxiu
)
f
(
θ′x(k)ai
m
(k)
i
)
−
∑
w∈Wk
(dw)′ yw ≤ k, (4.1.12)
∀k ∈ [[K]],
f
(
θ′x(k)ai
m
(k)
i
)
< f
(
θ′x(k)ai˜
m
(k)
i˜
)
, (4.1.13)
∀i, i˜ ∈ [[A˜(k)]] s.t. θ
′x(k)ai
m
(k)
i
<
θ′x(k)ai˜
m
(k)
i˜
; ∀k ∈ [[K]],
 ≥ 0, f ∈ H,
f(0) = 1, (4.1.14)
where Nk is the node-link incidence matrix of the k-th network, y =
(
yw ∈ R|V(k)|;
w ∈ W(k), k ∈ [[K]]),  = (k; k ∈ [[K]]) are decision vectors, yw is a dual variable
which can be interpreted as the “price” of dw, γ > 0 is a regularization parameter (a
smaller γ should result in recovering a “tighter” f(·) in terms of data reconciling; a
bigger γ, on the other hand, would lead to a “better” f(·) in terms of generalization
properties), ‖f‖2H denotes the squared norm of f(·) inH, (4.1.11) is for dual feasibility,
(4.1.12) is the suboptimality (primal-dual gap) constraint, (4.1.13) enforces f(·) to
be increasing, and (4.1.14) is for normalization purposes (see (4.1.7)).
It can be seen that the above formulation is still too abstract for us to solve,
because it is an optimization over functions. To make it tractable, in the following,
we specify H by picking its reproducing kernel [Evgeniou et al., 2000] as a polynomial
95
φ(x, y)
def
= (c+ xy)n for some choice of c ≥ 0 and n ∈ N. Then, writing
φ (x, y) = (c+ xy)n =
n∑
j=0
(
n
j
)
cn−jxjyj,
by [Evgeniou et al., 2000, (3.2), (3.3), and (3.6)], we instantiate invVI-1 as
(invVI-2)
min
β,y,
‖‖+ γ
n∑
j=0
β2j(
n
j
)
cn−j
(4.1.15)
s.t. e′iuN
′
ky
w ≤ t0iu
n∑
j=0
βj
(
θ′x(k)ai
m
(k)
i
)j
,
∀i ∈ [[A˜(k)]], u ∈ [[U˜ ]], w ∈ W(k), k ∈ [[K]],
|A˜(k)|∑
i=1
( n∑
j=0
βj
(
θ′x(k)ai
m
(k)
i
)j) |U˜ |∑
u=1
t0iuxiu −
∑
w∈Wk
(dw)′ yw ≤ k,
∀k ∈ [[K]],
n∑
j=0
βj
(
θ′x(k)ai
m
(k)
i
)j
<
n∑
j=0
βj
(
θ′x(k)ai˜
m
(k)
i˜
)j
,
∀i, i˜ ∈ [[A˜(k)]] s.t. θ
′x(k)ai
m
(k)
i
<
θ′x(k)ai˜
m
(k)
i˜
; ∀k ∈ [[K]],
 ≥ 0,
β0 = 1,
where the function f(·) in invVI-1 is parametrized by β = (βi; i = 0, 1, . . . , n). As-
suming an optimal β∗ =
(
β∗j ; j = 0, 1, . . . , n
)
is obtained by solving (4.1.15), then
our estimator for the cost function f(·) is
fˆ (x) =
n∑
j=0
β∗jx
j = 1 +
n∑
j=1
β∗jx
j. (4.1.16)
It is worth pointing out that, in the above QP formulations, the parameter vector θ
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and the set of vehicle classes U˜ have been assumed to be the same for all |K| networks.
We note that in (4.1.7) what essentially gets involved is only the weighed sum of link
flows from different classes of vehicles (other than the link flow of each single vehicle
class). It turns out that, similar to existing works on single-class networks, we are
still very likely to be able to recover the cost functions with satisfactory accuracy
from such weighted sum of link flows.
Before proceeding to the joint problem, we validate our formulation for the multi-
class IP-1 (i.e., invVI-2) through numerical experiments in the next section.
4.2 Numerical Results for the Multi-Class IP-1
In all our experimental scenarios, we consider two types of vehicles, cars and trucks,
indexed 1 and 2, respectively. Thus, we have |U˜ | = 2 types of vehicles. Taking
account of different fraction of contributions to the travel cost, we assume the flow
weight vector to be θ = (1.0, 2.0); i.e., the truck flows contribute twice of the same
amount of car flows to the cost function f(·). In addition, taking into consideration
the different degrees of free-flow travel time’s dependence on cars and trucks, we
adopt t0i1 = 1.0× t0i and t0i2 = 1.1× t0i , where t0i is the reference free-flow travel time
of the ith physical link (available via the benchmark datasets that we will use). In
what follows, without loss of generality, we only consider |K| = 1 for each benchmark
network scenario. In particular, for each network, we divide the original demand data
proportionally, 80% for cars and 20% for trucks, to obtain the demand matrices for
cars and trucks, respectively. The equilibrium link flows are generated by applying
the Method of Successive Averages (MSA) [Noriega and Florian, 2007a] (see Alg.
4.2) with parameters ε = 10−6 and L = 1000. When recovering the cost function
f(·) via invVI-2 (see (4.1.15)) for each network, we take parameters n ∈ {3, 4, 5, 6},
c ∈ {0.5, 1.0, 1.5}, and γ ∈ {0.01, 0.1, 1.0, 10.0, 100.0}. Note that, in practice, the
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values of n, c, and γ can be determined by cross-validation, provided that |K| > 1. We
also note that the QP invVI-2 can be solved very efficiently even for network incidences
with very large sizes. In the following, we consider three benchmark networks, whose
sizes range from medium to large.
4.2.1 Sioux-Falls network
The Sioux-Falls network [Bar-Gera, 2017] contains 24 nodes, 24 zones (hence 24 ×
(24 − 1) = 552 OD pairs), and 76 links. The ground truth f (·) is taken as f (z) =
1 + 0.15z4, z ≥ 0. Fig. 4·1 shows the estimation results for f(z) by solving invVI-2
corresponding to different parameter settings. In particular, Fig. 4.1(a) shows the
curves of the ground truth f(z) and the estimator fˆ(z) corresponding to n taking
values from {3, 4, 5, 6} while keeping c and γ fixed as 1.5 and 0.01 respectively; it is
seen that except for the case n = 3, all estimation curves are very close to the ground
truth. Note that the ground truth f(z) is a polynomial function with degree 4, which
is greater than 3. This suggests that it should be good to use a reasonably bigger n to
recover the cost function. Fig. 4.1(b) shows the curves of the ground truth f(z) and
the estimator fˆ(z) corresponding to c taking values from {0.5, 1.0, 1.5} while keeping
n and γ fixed as 5 and 10.0 respectively; it is seen that except for the case c = 0.5,
the estimation curves are very close to the ground truth. This suggests that setting c
reasonably bigger should give better estimation results. Fig. 4.1(c) plots the curves
of the ground truth f(z) and the estimator fˆ(z) corresponding to γ taking values
from {0.01, 0.1, 1.0, 10.0, 100.0} while keeping n and c fixed as 5 and 1.5 respectively;
it is seen that except for the case γ = 100.0, the estimation curves are very close to
the ground truth. This suggests that choosing a smaller regularization parameter γ
should give tighter estimation results in terms of data reconciling.
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Figure 4·1: Estimations for cost function f(·) by solving invVI-2 cor-
responding to different parameter settings (Sioux-Falls).
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Figure 4·2: Estimations for cost function f(·) by solving invVI-2 cor-
responding to different parameter settings (Tiergarten).
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Figure 4·3: Estimations for cost function f(·) by solving invVI-2 cor-
responding to different parameter settings (Anaheim).
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4.2.2 Berlin-Tiergarten network
The Berlin-Tiergarten network [Bar-Gera, 2017] contains 361 nodes, 26 zones (hence
26 × (26 − 1) = 650 OD pairs), and 766 links. The ground truth f (·) is taken as
f (z) = 1 + z4, z ≥ 0. Fig. 4·2 shows the curves of the estimator for f(z) by solving
invVI-2 corresponding to different parameter settings. In particular, Fig. 4.2(a)
shows the curves of the ground truth f(z) and the estimator fˆ(z) corresponding to n
taking values from {3, 4, 5, 6} while keeping c and γ fixed as 0.5 and 0.01 respectively;
it is seen that as n increases, the estimation curves get closer and closer to the
ground truth. Similar to the Sioux-Falls network, this suggests that it should be
good to use a reasonably bigger n to recover the cost function. Fig. 4.2(b) shows
the curves of the ground truth f(z) and the estimator fˆ(z) corresponding to c taking
values from {0.5, 1.0, 1.5} while keeping n and γ fixed as 5 and 1.0 respectively; it
is seen that as c gets bigger and bigger, the estimation curves are closer and closer
to the ground truth. Similar to the Sioux-Falls network, this suggests that setting c
reasonably bigger should give better estimation results. Fig. 4.2(c) plots the curves of
the ground truth f(z) and the estimator fˆ(z) corresponding to γ taking values from
{0.01, 0.1, 1.0, 10.0, 100.0} while keeping n and c fixed as 5 and 1.5 respectively; it is
seen that as γ decreases, the estimation curves get closer and closer to the ground
truth. Like in the Sioux-Falls network case, this suggests that choosing a smaller
regularization parameter γ should give tighter estimation results.
4.2.3 Anaheim network
The Anaheim network [Bar-Gera, 2017] contains 416 nodes, 38 zones (hence 38 ×
(38− 1) = 1406 OD pairs), and 914 links. The ground truth f (·) is taken as f (z) =
1+0.15z4, z ≥ 0. Fig. 4·3 plots the graphs of the estimator for f(z) by solving invVI-
2 corresponding to different parameter settings. In particular, Fig. 4.3(a) shows the
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curves of the ground truth f(z) and the estimator fˆ(z) corresponding to n taking
values from {3, 4, 5, 6} while keeping c and γ fixed as 1.5 and 0.01 respectively; it
is seen that except for the case n = 3, all estimation curves are very close to the
ground truth. Similar to the Sioux-Falls and the Berlin-Tiergarten networks, this
suggests that it should be good to use a reasonably bigger n to recover the cost
function. Fig. 4.3(b) shows the curves of the ground truth f(z) and the estimator
fˆ(z) corresponding to c taking values from {0.5, 1.0, 1.5} while keeping n and γ fixed
as 5 and 10.0 respectively; it is seen that, similar to the Berlin-Tiergarten network,
as c increases, the estimation curves become closer and closer to the ground truth.
This, again, suggests that setting c reasonably bigger should give better estimation
results. Fig. 4.3(c) plots the curves of the ground truth f(z) and the estimator fˆ(z)
corresponding to γ taking values from {0.01, 0.1, 1.0, 10.0, 100.0} while keeping n and
c fixed as 5 and 1.5 respectively; similar observations can be made as in the case of
Berlin-Tiergarten network.
4.3 Joint Problem
Different from previous works, in this section we solve a joint problem in terms of
devising iterative algorithms to alternatively recover the cost function f(·) (specifi-
cally, the coefficient vector β = (βj; j = 0, 1, . . . , n) with β0 = 1; cf. (4.1.16)), hence
t, and adjust the OD demand vector g. To simplify notation, for any given feasible
β (determining f(·), hence t) and g, let x (β,g) = (xiu (β,g) ; i ∈ [[A˜]], u ∈ [[U˜ ]]) be
the optimal solution to VI(t,F).
Assume that we have observed an equilibrium flow vector, denoted by x∗ =(
x∗iu; i ∈ [[A˜]], u ∈ [[U˜ ]]
)
, and that an initial demand vector g0 is available. We seek to
solve the following bilevel optimization problem, which is a variant of [Spiess, 1990,
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(1)-(2)], [Noriega and Florian, 2007b, (1)-(8)], and (3.1.15):
(BiLev) min F (β,g)
def
= γ1
|W˜|∑
i=1
|U˜ |∑
u=1
(
giu − g0iu
)2
+ γ2
|A˜|∑
iˇ=1
|U˜ |∑
uˇ=1
(
xiˇuˇ (β,g)− x∗iˇuˇ
)2
(4.3.1)
s.t. β ≥ 0, β0 = 1, g ≥ 0,
where γ1, γ2 ≥ 0 are two weight parameters, the first term penalizes moving too far
away from the initial demand, and the second term ensures that the optimal solution
to TAP is close to the flow observation. Note that BiLev (4.3.1) is more general than
its counterparts (IP-2, in particular) considered in [Spiess, 1990; Noriega and Florian,
2007b] and (3.1.15). It is also worth pointing out that F (β,g) is bounded below by 0
which guarantees the convergence of the algorithm (see Alg. 4.1) that we will apply.
To solve BiLev numerically, thus alternatively recovering β and adjusting g in
an iterative manner, we leverage a gradient-based algorithm (Alg. 4.1). Let us first
derive an approximation to the gradient of F (β,g) (defined in (4.3.1)) with respect to
g. To that end, fix iˇ ∈ [[A˜]], uˇ ∈ [[U˜ ]], and a feasible pair (β,g). By flow conservation,
we have
xiˇuˇ (β,g) =
∑
i∈[W˜]
∑
r∈Riuˇ
δa(ˇi,uˇ)r p
ir
uˇ giuˇ =
∑
i∈[W˜]
giuˇ
∑
r∈Riuˇ
δa(ˇi,uˇ)r p
ir
uˇ , (4.3.2)
where Riuˇ denotes the set of feasible routes associated with OD pair i and user class
uˇ, piruˇ is the probability for user class uˇ to select route r ∈ Riuˇ, and
δa(ˇi,uˇ)r
def
=

1, if route r uses link a(ˇi, uˇ),
0, otherwise.
(4.3.3)
Assuming that the route probabilities are locally constant, then (4.3.2) implies [Nor-
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iega and Florian, 2007b; Spiess, 1990]
∂xiˇuˇ (β,g)
∂giu
=

∑
r∈Riuˇ
δa(ˇi,uˇ)r p
ir
uˇ , if uˇ = u,
0, otherwise,
∀i ∈ [[W˜ ]], u ∈ [[U˜ ]]. (4.3.4)
Further, for OD pair i ∈ [[W˜ ]] and vehicle class u ∈ [[U˜ ]], considering only the shortest
route riu(β,g) based on the travel latency cost (i.e., travel time), we have
∂xiˇuˇ (β,g)
∂giu
≈ δa(ˇi,uˇ)riu(β,g) =

1, if a(ˇi, uˇ) ∈ riu(β,g),
0, otherwise,
=

1, if uˇ = u and a(ˇi, uˇ) ∈ riu(β,g),
0, otherwise,
(4.3.5)
where a(ˇi, uˇ) ∈ riu(β,g) indicates that the route riu(β,g) uses link a(ˇi, uˇ). Note that
a(ˇi, uˇ) /∈ riu(β,g) for all uˇ 6= u. Note also that we have assumed the partial derivatives
do exist; if not, one can replace them with subgradients. Such partial derivatives as in
the BiLev setting typically do not have an exact analytical expression and we in turn
use a certain approximation technique; a comprehensive discussion on the existence
and approximation of such type of partial derivatives can be found in [Patriksson,
2004]. By (4.3.5) we obtain an approximation to the Jacobian matrix[
∂xiˇuˇ (β,g)
∂giu
; iˇ ∈ [[A˜]], uˇ ∈ [[U˜ ]], i ∈ [[W˜ ]], u ∈ [[U˜ ]]
]
. (4.3.6)
Let us now compute the gradient of F (β,g) with respect to g. We have
∇gF (β,g) =
(
∂F (β,g)
∂giu
; i ∈ [[W˜ ]], u ∈ [[U˜ ]]
)
=
(
2γ1
(
giu − g0iu
)
+ 2γ2
|A˜|∑
iˇ=1
|U˜ |∑
uˇ=1
(
xiˇuˇ (β,g)− x∗iˇuˇ
) ∂xiˇuˇ (β,g)
∂giu
; i ∈ [[W˜ ]], u ∈ [[U˜ ]]
)
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=
(
2γ1
(
giu − g0iu
)
+ 2γ2
|A˜|∑
iˇ=1
(
xiˇu (β,g)− x∗iˇu
) ∂xiˇu (β,g)
∂giu
; i ∈ [[W˜ ]], u ∈ [[U˜ ]]
)
.
(4.3.7)
Remark 4.3 Similar to Remark 3.4, the reasons why we consider only the shortest
routes for the purpose of calculating the Jacobian include: (i) GPS navigation is
widely-used by vehicle drivers so that they tend to always select the shortest routes
between their OD pairs. (ii) Considering the shortest routes only would significantly
simplify the calculation of the route-choice probabilities. (iii) Extensive numerical
experiments show that such an approximation as (4.3.5) for the Jacobian matrix
performs satisfactorily well.
We summarize the procedures for alternatively recovering the cost function and
adjusting the OD demand vector as Alg. 4.1, whose convergence will be proven in
the following proposition.
Proposition 4.4 Alg. 4.1 converges.
Proof: If the initial demand vector g0 satisfies F (β0,g0) = 0, then, by Step 0, the
algorithm terminates (trivial case). Otherwise, we have F (β0,g0) > 0, and it is seen
from (4.3.1) that the objective function F (β,g) has a lower bound 0. In addition,
by the line search and the update steps (Steps 3.2 and 4.1, in particular), we obtain
F
(
βl,gl+1
)
= F
(
βl,gl + αlh¯l
)
= min
α∈S
F
(
βl,gl + αh¯l
) ≤ F (βl,gl) , ∀l, (4.3.8)
where the last inequality holds due to 0 ∈ S. In addition, by Step 4.2 it is assured
that F
(
βl+1,gl+1
) ≤ F (βl,gl+1) (cf. Remark 4.5), which, combined with (4.3.8),
indicates that the nonnegative objective function F (β,g) in (4.3.1) is non-increasing.
Thus, by the well-known monotone convergence theorem, the convergence of the
algorithm can be guaranteed. 
Remark 4.5 Regarding Steps 0 and 4.2 of Alg. 4.1, a natural question could be
raised: Shouldn’t xl (∀l ≥ 0) obtained in that way be equal to x∗? We note that xl
is typically not equal to x∗, because x∗ does not necessarily satisfy flow conservations
for all OD pairs corresponding to gl when gl 6= g∗ (g∗ denotes the ground-truth
OD demand vector), but xl does. To put it another way, if gl 6= g∗, then we have
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Algorithm 4.1 Alternatively recovering travel latency cost function and adjusting
OD demand vector
Input: (V ,A,W): road network; x∗: the observed flow vector; g0: the initial demand
vector; ρ, T : two positive integer parameters; 1 ≥ 0, 2 > 0: two real parameters.
1: Step 0: Initialization. Using g0 and x∗ as the input, solve (4.1.15) to obtain β0.
Plug β0 into (4.1.16) to obtain an initial cost function fˆ 0(·); then, with this cost
function and the demand vector g0, solve the forward problem VI(t,F) (using
the Method of Successive Averages (MSA) [Noriega and Florian, 2007a]; see Alg.
4.2) to obtain x0. Set l = 0. If F (β0,g0) = 0, terminate and return β0, g0;
otherwise, go onto Step 1.
2: Step 1: Computation of a descent direction. Calculate hl = −∇gF
(
βl,gl
)
by
(4.3.7).
3: Step 2: Calculation of a search direction. For i ∈ [[W ]], u ∈ [[U ]], set
h¯liu =
{
hliu, if
(
gliu > 1
)
or
(
gliu ≤ 1 and hliu > 0
)
,
0, otherwise.
4: Step 3: Determination of a step-size using Armijo-type line search.
3.1: Calculate the maximum possible step-size αlmax =
min
{−gliu/h¯liu; h¯liu < 0, i ∈ [[W ]], u ∈ [[U ]]}.
3.2: Determine αl = arg min
α∈S
F
(
βl,gl + αh¯l
)
with S def={
αlmax, α
l
max
/
ρ, αlmax
/
ρ2, . . . , αlmax
/
ρT , 0
}
.
5: Step 4: Update and termination.
4.1: Set gl+1 = gl + αlh¯l. If
F(βl,gl)−F(βl,gl+1)
F (β0,g0)
< 2, stop iteration and
return βl, gl+1; otherwise, go onto Step 4.2.
4.2: Using gl+1 and x∗ as the input, solve (4.1.15) to obtain βl+1. Plug
βl+1 into (4.1.16) to obtain a new cost function fˆ l+1(·); then, with this
cost function and the demand vector gl+1, solve VI(t,F) to obtain xl+1. If
F (βl+1,gl+1) > F (βl,gl+1), reset βl+1 = βl. Set l = l + 1 and return to
Step 1.
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x∗ /∈ F l, but xl ∈ F l, where F l is the feasible set F (see (4.1.1)) instantiated under
demand vector gl. It is also worth pointing out that, mathematically, such schemes
for “tuning” the cost function as elaborated in Steps 0 and 4.2, would serve to help
decrease the objective function value such that F (βl+1,gl+1) ≤ F (βl,gl+1).
Algorithm 4.2 Method of Successive Averages (MSA) [Noriega and Florian, 2007a]
Input:
(V˜ , A˜, W˜): road network; U˜ : set of vehicle classes; f(·): cornerstone cost
function in (4.1.7); gu, u ∈ [[U˜ ]]: demand vector for vehicle class u; 3 > 0: a real
parameter; L: maximum number of iterations.
1: Step 0: Initialization. Initialize link flows x`iu = 0 for i ∈ [[A˜]], u ∈ [[U˜ ]]; set
iteration counter ` = 0.
2: Step 1: Compute new extremal flows. Set ` = `+ 1.
1.1: Update link travel costs based on current link flows: t`iu =
tiu(x
`−1
i1 , . . . , x
`−1
i|U˜ |), ∀i ∈ [[A˜]], u ∈ [[U˜ ]].
1.2: Carry out “all-or-nothing” assignment of the demands gu on current
shortest paths to obtain y`iu.
3: Step 2: Update link flows via
x`iu = x
`−1
iu + λ
`
(
y`iu − x`−1iu
)
,
where λ` = 1/`.
4: Step 3: Stopping criterion (slightly different than that in [Noriega and Florian,
2007a]). Compute the Relative Gap (RG)
RG =
∥∥x` − x`−1∥∥
‖x`‖ .
If RG < 3 or ` ≥ L, terminate; otherwise, return to Step 1.
Remark 4.6 Similar to Remark 3.6, Alg. 4.1 is a variant and generalization of the
algorithms proposed in [Spiess, 1990] and [Lundgren and Peterson, 2008]. We use
a different method to calculate the step-sizes (resp., Jacobian matrix ) than that in
[Spiess, 1990] (resp., [Lundgren and Peterson, 2008]). Moreover, as a subroutine, Alg.
4.2 is borrowed from [Noriega and Florian, 2007a], which has the advantages of being
easy to implement and numerically stable when applied to multi-class models.
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Remark 4.7 Similar to Remark 3.3, let us fix γ2 = 1 in (4.3.1) hereafter. Intuitively,
the closer the initial g0 to the ground truth g∗, the larger the γ1 we should set;
otherwise the contribution of the first term to the objective function will be small.
In practice, however, we typically do not have exact information about how far g0 is
from g∗; we therefore need to appropriately tune γ1. One possible criterion is that,
fixing the parameters involved in Alg. 4.1, a “good” γ1 should lead to a reduction
of the objective function value of BiLev as much as possible. In Sec. 4.4 we will
present our findings of how to set an appropriate γ1 through numerical studies using
a benchmark network.
Remark 4.8 Note that, formally, if |U˜ | = 1, then all the above analytical results
derived for the multi-class transportation networks reduce to the single-class case.
We should keep in mind, however, that the behavior of the two models could be quite
different. For instance, Assump. 4.1(the strong monotonicity assumption) on the
cost function is hardly verifiable for general multi-class networks (|U˜ | > 1).
4.4 Numerical Results for the Joint Problem
In this section, for the joint problem, we elaborate on numerical experiments con-
ducted on both benchmark networks [Bar-Gera, 2017] and an actual road network.
First, over three benchmark networks ranging from small-sized to large-sized (Sioux-
Falls, Berlin-Tiergarten, and Anaheim) we adopt the single-class model by assuming
only one class of vehicles (private cars). Then, for each of the benchmark network, we
simulate a multi-class model by assuming we have both private cars, indexed by Class
1, and commercial trucks, indexed by Class 2, thus ending up with a multi-class model
where |U˜ | = 2. Finally, leveraging actual traffic data and recently developed tech-
niques, we apply our approach to a large highway network of Eastern Massachusetts
(EMA), over which both a single-class (private cars only) model and a multi-class
(|U˜ | = 2; both private cars and commercial trucks) model are considered.
In all the benchmark network single-class model scenarios, for each OD pair, we
obtain the initial demand by scaling the ground truth demand (available via [Bar-
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Gera, 2017]) with a uniform distribution over [0.9, 1.1]. In all the benchmark network
multi-class model scenarios, we divide the original ground truth demand (available
via [Bar-Gera, 2017]) proportionally, 80% for private cars and 20% for commercial
trucks, to obtain the ground truth demand vectors accordingly. For each OD pair
and for each vehicle class, the initial demand is taken by scaling the corresponding
ground truth demand with a uniform distribution over [0.9, 1.1]. On the other hand,
for the EMA highway network scenarios, we leverage real traffic data to estimate the
initial demand vectors; for details, see the Appendix.
For both single-class and multi-class models, we take the ground truth f (·) to be
f (z) = 1 + 0.15z4, z ≥ 0, for the Sioux-Falls and Anaheim networks, and f (z) =
1 + z4, z ≥ 0, for the Berlin-Tiergarten network. Whereas, for the EMA highway
subnetwork we do not have a ground truth f (·); we take f (z) = 1 + 0.15z4, z ≥ 0,
(the well-known BPR function) as a reference. Regardless of the benchmark networks
or the EMA highway network, in all the multi-class model scenarios, taking account
of the relatively lower speeds and larger sizes for trucks compared to cars, we assume
the flow weight vector to be θ = (1.0, 2.0), and assume t0i1 = 1.0×t0i and t0i2 = 1.1×t0i ,
where t0i is the reference free-flow travel time (available via [Bar-Gera, 2017]) for any
physical link indexed by i.
For each of the benchmark network, the observed flow vector x∗ is generated by
solving the forward problem VI(t,F) via Alg. 4.2 (with the corresponding ground
truth demand and cost function as input). While for the EMA highway network, x∗
is inferred from the collected actual speed data and the flow capacity data; see the
Appendix for details.
First, to investigate how the settings of γ1 and γ2 in (4.3.1) would affect the
performance of Alg. 4.1 (in terms of the reduction of the objective function value
of BiLev), we conduct numerical experiments over the Sioux-Falls benchmark net-
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work single-class model by fixing γ2 = 1 and letting γ1 vary over a candidate set
{0, 0.001, 0.01, 0.1, 1, 10, 100, 1000}. We take n = 6, c = 3.5, and γ = 1.0 in (4.1.15).
When implementing Algs. 4.1 and 4.2, we set ρ = 2, T = 10, 1 = 0, 2 = 10
−20,
3 = 10
−6, and L = 1000. The key outputs are summarized in Tab. 4.1, from
which we see that under the particular settings of this study, a relatively small γ1
(0 ≤ γ1 ≤ 1) would lead to a significant reduction of the objective function value of
BiLev. We should keep in mind, however, that as noted in Remark 4.7, tuning γ1
would be typically inevitable for a different scenario, and we could select a “good” γ1
that would lead to a reduction of the objective function value of BiLev as much as
possible.
Next, to ensure comparison fairness and without loss of generality, for all scenarios
we universally take γ1 = 1 and γ2 = 1 in (4.3.1). When implementing Algs. 4.1
and 4.2, we set ρ = 2, T = 10, 1 = 0, 2 = 10
−20, 3 = 10−6, and L = 1000;
these parameters could be tuned representing the trade-off between the computation
burden and the output accuracy.
In the following, for each and every benchmark network we plot three types of
key quantities at each iteration l of Alg. 4.1: the normalized objective function value
F l/F 0
def
= F (βl,gl)/F (β0,g0), the normalized demand difference w.r.t. ground truth
‖gl − g∗‖/‖g∗‖ for the single-class model (resp., ‖glu − g∗u‖/‖g∗u‖ for the multi-class
model), where g∗ (resp., g∗u) denotes the ground truth, and the cost function estimates
fˆ l(·). On the other hand, for the EMA highway network, since we do not have the
ground truth demand vector, we only plot the other two types of key quantities.
Moreover, for convenience of comparisons, in Tabs. 4.2 and 4.3 we summarize some
of the results in detail.
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4.4.1 Sioux-Falls network
Single-class model
We take n = 6, c = 3.5, and γ = 1.0 in (4.1.15); note that, for a given network, using
simulated data (demand vectors and the corresponding Wardrop Equilibrium link
flows), the values of n, c, γ can be determined by cross-validation and then applied
to new data. We plot selected outputs after executing Alg. 4.1 in Fig. 4·4. Fig. 4.4(a)
shows that, after 20 iterations, the objective function value of BiLev is reduced by
more than 80%. Fig. 4.4(b) shows that, although the distance between the adjusted
demand and the ground truth demand does not keep decreasing as the iteration count
increases, the distance changes very slightly, meaning that the adjustment procedure
does not alter the initial demand much. Fig. 4.4(c) shows that, a “rough” initial
demand vector, combined with the observed flow vector, can already enable us to
obtain a very accurate estimate for the cost function and, as the iteration count
increases, the estimate of the cost function gets closer and closer to the ground truth
(see the green curve corresponding to l = 20, which is the closest to the red ground
truth).
Multi-class model
We take n = 6, c = 3.5, and γ = 1.0 in (4.1.15), and we plot the outputs in Fig.
4·5. Fig. 4.5(a) shows that, after 5 iterations, the objective function value of BiLev
is reduced by about 35%. Fig. 4.5(b) shows that, for either vehicle class (private
car or commercial truck), though the distance between the adjusted demand and
the ground truth would not always keep decreasing as the iteration count increases,
the distance changes very slightly, meaning that the adjustment procedure does not
alter the initial demand much. Fig. 4.5(c) shows that the initial estimate of the cost
function is already very close to the ground truth and, as iterations progress, the
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estimates remain very close to the ground truth.
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Figure 4·4: Key quantities and cost function estimations w.r.t. the
joint iterations (Sioux-Falls; single-class): (a) normalized objective
function values; (b) demand differences w.r.t. ground truth; (c) cost
function estimates.
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Figure 4·5: Key quantities and cost function estimations w.r.t. the
joint iterations (Sioux-Falls; multi-class): (a) normalized objective
function values; (b) demand differences w.r.t. ground truth; (c) cost
function estimates.
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4.4.2 Berlin-Tiergarten network
Single-class model
We use n = 6, c = 0.5, and γ = 0.001 in (4.1.15). See Fig. 4·6 for the results. Fig.
4.6(a) shows that, after 19 iterations, the objective function value of BiLev is reduced
by more than 50%. Similar to the Sioux-Falls network single-class scenario, from Fig.
4.6(b) we see that the distance between the adjusted demand and the ground truth
does not keep decreasing as iterations progress, but still, the distance changes very
slightly, suggesting that the adjustment procedure does not alter the initial demand
significantly. It is also seen from Fig. 4.6(c) that, as iteration count increases, the
estimate of the cost function improves to some degree.
Multi-class model
We take n = 7, c = 1.5, and γ = 0.1 in (4.1.15). See Fig. 4·7 for the results.
Fig. 4.7(a) shows that, after 9 iterations, the objective function value of BiLev is
reduced by more than 12%. Fig. 4.7(b) shows that, for either vehicle class (private
car or commercial truck), the distance between the adjusted demand and the ground
truth keeps decreasing and the distance changes very slightly, meaning the adjustment
procedure does not alter the initial demand much. Similar to the Sioux-Falls network
multi-class scenario, from Fig. 4.7(c) we see that, the initial estimate for the cost
function is already very close to the ground truth, and as iterations advance, the
estimates remain very close to the ground truth.
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Figure 4·6: Key quantities and cost function estimations w.r.t. the
joint iterations (Berlin-Tiergarten; single-class): (a) normalized objec-
tive function values; (b) demand differences w.r.t. ground truth; (c)
cost function estimates.
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Figure 4·7: Key quantities and cost function estimations w.r.t. the
joint iterations (Berlin-Tiergarten; multi-class): (a) normalized objec-
tive function values; (b) demand differences w.r.t. ground truth; (c)
cost function estimates.
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4.4.3 Anaheim network
Single-class model
We take n = 6, c = 3.5, and γ = 1.0 in (4.1.15). See Fig. 4·8 for the results. Similar
observations can be made as those for the Sioux-Falls network single-class scenario; a
minor difference is that (see Fig. 4.8(b)) the distance between the adjusted demand
and the ground truth demand keeps decreasing as the iteration count increases.
Multi-class model
We take n = 6, c = 1.5, and γ = 0.1 in (4.1.15). See Fig. 4·9 for the results.
Similar observations can be made as those for the Berlin-Tiergarten network multi-
class scenario; a slight difference is that (see Fig. 4.9(c)), the initial estimate for the
cost function is a bit far way from the ground truth, and this prevents the iterative
cost function estimates produced by our gradient-based method from getting close to
the ground truth.
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Figure 4·8: Key quantities and cost function estimations w.r.t. the
joint iterations (Anaheim; single-class): (a) normalized objective func-
tion values; (b) demand differences w.r.t. ground truth; (c) cost func-
tion estimates.
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Figure 4·9: Key quantities and cost function estimations w.r.t. the
joint iterations (Anaheim; multi-class): (a) normalized objective func-
tion values; (b) demand differences w.r.t. ground truth; (c) cost func-
tion estimates.
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Table 4.1: Summary of Sioux-Falls network single-class scenario ex-
periments: (γ1, γ2) settings and key outputs (fix ground-truth f(z) =
1 + 0.15z4 and set (n, c, γ) = (6, 3.5, 1.0)).
(γ1, γ2) setting iterations F (β,g) reduction (γ1, γ2) setting iterations F (β,g) reduction
(0, 1) 20 96.36% (1, 1) 20 81.94%
(0.001, 1) 24 98.12% (10, 1) 11 45.72%
(0.01, 1) 19 89.42% (100, 1) 3 13.15%
(0.1, 1) 42 97.56% (1000, 1) 2 2.83%
Table 4.2: Summary of benchmark network experiments: sizes, pa-
rameter settings, and key outputs.
network zones/nodes/links ground-truth f(·) model type (n, c, γ) setting iterations F (β,g) reduction
Sioux-Falls 24/24/76 f(z) = 1 + 0.15z4 single-class (6, 3.5, 1.0) 20 81.94%
multi-class (6, 3.5, 1.0) 5 36.63%
Tiergarten 26/361/766 f(z) = 1 + z4 single-class (6, 0.5, 0.001) 19 54.42%
multi-class (7, 1.5, 0.1) 9 12.89%
Anaheim 38/416/914 f(z) = 1 + 0.15z4 single-class (6, 3.5, 1.0) 10 59.33%
multi-class (6, 1.5, 0.1) 3 45.22%
4.4.4 Eastern Massachusetts highway network
The Eastern Massachusetts (EMA) highway network contains 34 zones (hence, 34×
(34− 1) = 1122 OD pairs), 74 nodes, and 258 links. We describe the EMA datasets
and elaborate the data preprocessing procedures in the Appendix.
Single-class model
Take n = 8, c = 1.5, and γ = 0.001 in (4.1.15). See Fig. 4·10 for the results. Fig.
4.10(a) shows that, after 3 iterations, the objective function value of BiLev is reduced
by more than 7%.
Multi-class model
Take n = 8, c = 1.5, and γ = 0.001 in (4.1.15). See Fig. 4·11 for the results. Fig.
4.11(a) shows that, after 7 iterations, the objective function value of BiLev is reduced
by more than 5%.
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Figure 4·10: Key quantities and cost function estimations w.r.t. the
joint iterations (EMA; single-class): (a) Normalized objective function
values; (b) Cost function estimation.
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Figure 4·11: Key quantities and cost function estimations w.r.t. the
joint iterations (EMA; multi-class): (a) Normalized objective function
values; (b) Cost function estimation.
Table 4.3: Summary of EMA highway subnetwork experiments: size,
parameter settings, and key outputs.
network zones/nodes/links reference f(·) model type (n, c, γ) setting iterations F (β,g) reduction
EMA 34/74/258 f(z) = 1 + 0.15z4 single-class (8, 1.5, 0.001) 3 7.38%
multi-class (8, 1.5, 0.001) 7 5.11%
4.5 Conclusions
From the numerical results for the benchmark networks we see that our formulation
for the multi-class travel latency cost function recovery problem (IP-1) is appropriate
and Alg. 4.1 (with Alg. 4.2 as a subroutine) works well in terms of reducing the
objective function value of BiLev while improving the estimation accuracy for the
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cost function. Though we can not always expect that the two goals for BiLev can be
achieved simultaneously, our experience shows that we can always reduce its objective
function value to some extent, sometimes significantly; this is due to the construction
of Alg. 4.1 (see Prop. 4.4). In addition, we have not observed cases where the cost
function estimate deteriorates as iterations advance. Although we can not always
expect the adjusted OD demands to be closer to the ground truth compared to their
initial values, we see that in all our experiments, the actual adjustments on the initial
demand are slight, meaning we do not alter the original data much. Furthermore,
through the numerical experiments over the EMA highway network, we demonstrate
how our proposed algorithms can be applied using real data.
Note that, of course, in practice, the output of our algorithm would heavily depend
on the initial demand data as well as the accuracy of the flow observations. It is also
worth mentioning that the two subroutines for solving the forward VI problem (Alg.
4.2) and the inverse VI problem (we solve (4.1.15) using the Gurobi solver) would
largely determine the total running time. Our experience suggests that more accurate
outputs of these two subroutines would typically increase the number of iterations
in Alg. 4.1. Take the subroutine Alg. 4.2 for instance; in practice one may want
to save some computation time by setting the parameter L (resp., 3) to a smaller
(resp., bigger) value, thus sacrificing a little accuracy of the final OD demand vector
and cost function.
4.6 Appendix
We now elaborate on the data preprocessing procedures over the Eastern Mas-
sachusetts (EMA) road network.
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4.6.1 Selecting a sub-network
To reduce the computational burden while capturing the key elements of the EMA
road network, we only consider a representative highway sub-network as shown in
Fig. 3·3, where there are 2984 road segments, composing a road network (V˜ , A˜, W˜)
with 74 nodes and 258 links. Further, we simplify the analysis by grouping nodes
within the same area, assigning them the same zone label, thus obtaining 34 zones (as
opposed to 74 nodes). Assuming that each zone could be an origin and a destination,
then there are 34 × (34 − 1) = 1122 OD pairs. It is worth mentioning that the
nodes 72, 73, and 74 are introduced for ensuring the identifiability of the OD demand
matrices; see [Hazelton, 2000, Lemma 2]. We clarify here that, in our recent released
EMA benchmark network [Bar-Gera, 2017], for simplicity we label each and every of
the 74 nodes as a zone. However, only 34 of them play an actual role in composing
OD pairs; to put it another way, there are 74 × (74 − 1) − 34 × (34 − 1) = 4280
“fictitious” OD pairs whose flow demand is zero.
4.6.2 Calculating average speed and free-flow speed
First, we select a time instances set T consisting of each minute of a PM peak period
(5 pm – 7 pm) for each day of April 2012. Note that the selected PM period is
a subinterval of the PM period in the capacity dataset. Then, we calculate the
average speed for each road segment over T (covering 120 minutes). Finally, for each
road segment, we compute a reliable proxy of the free-flow speed by using the 85th-
percentile point of the observed speeds on that segment for all the time instances
belonging to T .
4.6.3 Aggregating flows of the segments on each link
For i ∈ [[A˜]], let {vji , tji , v0ji , t0ji ,mji ; j = 1, . . . , Ji} denote the available observations
(vji , t
j
i ), and parameters (v
0j
i , t
0j
i , m
j
i ) of the segments composing the ith physical link,
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where, for each segment j, vji (resp., v
0j
i ) is the average speed (resp., free-flow speed ;
in miles per hour), tji (resp., t
0j
i ) is the travel time (resp., free-flow travel time; in
hours), and mji is the flow capacity (in vehicles per hour). Then, using Greenshield’s
model [Mathew, 2014], we calculate the traffic flow (in vehicles per hour) on segment
j by
xˆji =
4mji
v0ji
vji −
4mji
(v0ji )
2
(vji )
2. (4.6.1)
In our analysis, we enforce vji ≤ v0ji to make sure that the flow given by (4.6.1) is
nonnegative. In particular, if for some time instance vji > v
0j
i (this rarely happens),
we set vji = v
0j
i in (4.6.1), thus leading to a zero flow estimation for this time instance.
Aggregating over all segments composing link i we compute:
xˆi =
∑Ji
j=1 xˆ
j
i t
j
i∑Ji
j=1 t
j
i
, t0i =
∑Ji
j=1
t0ji , mi =
∑Ji
j=1 m
j
i t
0j
i∑Ji
j=1 t
0j
i
,
where xˆji is given by (4.6.1) and t
0j
i = v
j
i t
j
i/v
0j
i , j = 1, . . . , Ji.
4.6.4 Adjusting link flows to satisfy conservation
For i ∈ [[A˜]], let xˆi denote the original estimate of the flow on link i (see the last step),
xi its adjustment, and ξiu the flow percentage on link i for vehicle class u ∈ [[U˜ ]] (note
that ξiu ≥ 0 and
∑|U˜ |
u=1 ξiu = 1). Then, xiu = ξiuxi (recall that xiu denotes the flow on
link a(i, u); i.e., xiu is the flow on link i for vehicle class u). We solve the following
Least Squares problem:
min
x
|A˜|∑
i=1
|U˜ |∑
u=1
ξ2iu (xi − xˆi)2 (4.6.2)
s.t.
∑
i∈I(vj)
ξiuxi =
∑
i∈O(vj)
ξiuxi, ∀j ∈ [[V˜ ]], u ∈ [[U˜ ]],
xi ≥ 0, ∀i ∈ [[A˜]],
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where the first constraint enforces flow conservation for each node vj ∈ V˜ with I(vj)
(resp., O(vj)) denoting the set of links entering (resp., outgoing) to (resp., from)
node vj. Note that (4.6.2) generalizes its counterpart in [Zhang et al., 2016, 2017a,
2018]; the latter only tackles the case where |U˜ | = 1. For the case where |U˜ | = 2, the
datasets available to us do not contain exact information of the parameters ξiu; in
our experiments, we choose universally ξi1 = 0.8 (for private cars) and ξi2 = 0.2 (for
commercial trucks).
4.6.5 Estimating initial OD demand vectors
For network (V˜ , A˜, W˜), to estimate initial OD demand vectors gu = (giu; i ∈ [[W˜ ]]),
u ∈ [[U˜ ]], we borrow the Generalized Least Squares (GLS) method proposed in [Hazel-
ton, 2000], which assumes the network to be uncongested (i.e., for each OD pair the
route choice probabilities are independent of traffic flow), and the OD trips (traffic
counts) to be Poisson distributed. In addition, we assume that the OD demands for
different vehicle classes are independent from one another. Fix vehicle class u ∈ [[U ]].
Denote by {x(k)u ; k ∈ [[K]]} |K| observations of the flow vector for vehicle class u.
Let Su = (1/(|K|− 1))
∑|K|
k=1
(
x(k)u − x¯u
)(
x(k)u − x¯u
)′
be the sample covariance matrix,
where x¯u = (1/|K|)
∑|K|
k=1 x
(k)
u . Let Pu = [p
ir
u ] denote the route choice probability
matrix, where piru is the probability that a driver between OD pair i selects route r.
Let ξu = P
′
ugu. Then, the GLS method proceeds as follows:
(i) Identify a set Riu of feasible routes for each OD pair i, thus obtaining the
link-route incidence matrix Au.
(ii) Solve sequentially the following two problems:
(P1) min
ξu≥0
|K|
2
ξ′uQuξu − b′uξu, (4.6.3)
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where Qu = A
′
uS
−1
u Au and bu =
∑|K|
k=1 A
′
uS
−1
u x
(k)
u , and
(P2) min
Pu≥0,gu≥0
h (Pu,gu) (4.6.4)
s.t. piru = 0 ∀(i, r) ∈ {(i, r) : r /∈ Riu},
P′ugu = ξ
0
u,
Pu1 = 1,
where h(·, ·) can be taken as any smooth scalar-valued function, ξ0u is the optimal
solution to (P1), and 1 denotes the vector with all 1’s as its entries. Note that (P1)
(resp., (P2)) is a typical Quadratic Program (QP) (resp., Quadratically Constrained
Program (QCP)). Letting (P0u,g
0
u) be an optimal solution to (P2), then g
0
u is our
initial estimate of the demand vector for vehicle class u. It is worth mentioning that
here we are able to deal with multi-class models, whereas in [Zhang et al., 2016, 2017a]
only single-class models have been considered.
As pointed out in Chap. 3, we note that the GLS method would encounter
numerical difficulties when the network size is as large as the one we are currently
dealing with, because there would be too many decision variables in (P2). Thus, we
perform a simplification procedure. In particular, we only consider the shortest route
for each OD pair of (V˜ , A˜, W˜), thus, leading to a deterministic route choice matrix P
and significantly reducing the number of decision variables in the QCP (P2).
For each vehicle class, we choose to estimate the initial OD demand vector corre-
sponding to the selected PM peak period (5 pm – 7 pm) of April 2012, by leveraging
|K| = 120 samples of the flow vector. We take the average of these 120 flow vectors
so as to obtain the observed flow vector x∗.
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Chapter 5
Summary and Future Directions
We summarize the dissertation in Sec. 5.1 and propose possible future directions in
Sec. 5.2.
5.1 Summary
In this dissertation, aiming at improving efficiency of transportation systems, thus
contributing to the Smart Cities agenda, we deal with related challenging problems
in two time-scales.
• In a fast time-scale (Chap. 2, in particular), we leverage a Statistical Anomaly
Detection algorithm to detect non-typical traffic jams in road networks. To
that end, we first establish weak convergence results for the relative entropy in
the Hoeffding test under Markovian assumptions, which enables us to obtain
a tighter estimator (as opposed to an existing estimator based on the Large
Deviations (LD) theory) for the threshold needed by the test. We demonstrate
good performance of our estimator by applying the Hoeffding test in extensive
numerical experiments for the purpose of statistical anomaly detection. Aside
from the application of detecting non-typical traffic jams, as a by-product, the
algorithm is also applied to anomaly detection in communication networks.
Thus, our work also contributes to enhancing cyber security.
• In a slower time-scale (Chaps. 3 and 4, in particular), we assess the efficiency of
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single-class transportation networks under a selfish user-centric routing policy
as opposed to a socially-optimal system-centric routing policy. To that end, we
define and quantify the Price of Anarchy (PoA) and propose possible strategies
to reduce it. All the procedures involved are data-driven, thus having the ca-
pability of dynamically optimizing any given transportation network (by using
the data collected over selected time periods), in terms of reducing the PoA
(especially when PoA  1) such that it gets as close to 1 as possible. We
demonstrate our approaches through a case study using real traffic data from
the Eastern Massachusetts (EMA) road network, which we have released as a
new benchmark network to facilitate research in the transportation community.
To improve modelling accuracy, we also propose algorithmic solutions to a joint
problem for general multi-class transportation networks.
5.2 Possible Future Directions
Possible future directions include:
• To enrich findings of Chap. 2, it is of interest to establish theoretical compari-
son results concerning the tightness of the threshold estimators. The challenge
in this direction arises from associating the finite sample-size setting with the
asymptotic properties of the Central Limit Theorem and the large deviations
results (Sanov’s theorem). It is also of interest to conduct rigorous analysis
relating the computation time of the proposed estimation approach to its ac-
curacy. Also, it is possible to consider additional applications. As opposed to
the typical Markovian Composite Hypothesis Test considered in Chap. 2, it is
also possible to investigate the so-called Mismatched Test [Unnikrishnan et al.,
2011] for Markovian samples. The key difference between these two tests is that
the latter assumes the probability law of the alternative hypothesis is available
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whereas the former does not.
• As a continuation of our work in Chap. 3, it is of interest to extend the Price
of Anarchy (PoA) analysis and reduction framework from single-class to multi-
class transportation networks. Also, as indicated in Chap. 3, a potential more
accurate estimate of the cost functions could be leveraged to facilitate smarter
GPS navigation, thus reducing congestion (PoA) in road networks. Moreover,
similar to the sensitivity analysis conducted for single-class networks in Chap. 3,
one can extend such analysis to multi-class networks. The output could enable
the Transportation department of a City to make right and timely interventions.
• One can consider integrating our algorithms proposed in Chap. 4 to a dy-
namic OD demand estimation problem setting; see, e.g., [Pitombeira-Neto and
Loureiro, 2016], among others. The potential outcome would be to provide a
more trustworthy database so as to predict the “Estimated Time of Arrival”
[Wikipedia, 2017a] more accurately.
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