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ASYMPTOTIC BEHAVIOUR AND FUNCTIONAL LIMIT
THEOREMS FOR A TIME CHANGED WIENER PROCESS
YURI KONDRATIEV, YULIYA MISHURA, AND RENE´ L. SCHILLING
Abstract. We study the asymptotic behaviour of a properly normalized time
changed Wiener processes. The time change reflects the fact that we consider the
Laplace operator (which generates a Wiener process) multiplied by a possibly de-
generate state-space dependent intensity λ(x). Applying a functional limit theorem
for the superposition of stochastic processes, we prove functional limit theorems for
the normalized time changed Wiener process. The normalization depends on the
asymptotic behaviour of the intensity function λ. One of the possible limits is a
skew Brownian motion.
1. Introduction
In this note we study the asymptotic behaviour of normalized, time changed Wiener
processes. The time changes are (generalized) inverses of additive functionals of the
Wiener process. Our motivation for this kind of problem comes from the study of
solutions to parabolic Cauchy problems of the following type
∂
∂t
u(t, x) = λ(x)∆u(t, x), t ≥ 0, x ∈ Rd,
u(0, x) = f(x), t = 0, x ∈ Rd,
(1)
where the coefficient λ can be irregular and even degenerate. In many situations, it is
assumed that the diffusion coefficient is uniformly elliptic – here: λ(x) is bounded away
from zero; degenerate problems are often treated with the method of vanishing viscosity,
see e.g. Ole˘ınik & Radkevicˇ (1973) (§III.2) and Bogachev et al. (2015) (§6.7(ii)) and the
literature mentioned there, which can be quite cumbersome.
An alternative method to study such problem is to use probabilistic approach. As-
sume that we can construct a Markov process X , starting from every point x ∈ Rd, and
with infinitesimal generator λ(x)∆. In this situation, we have the following stochastic
representation of the parabolic Cauchy problem (1)
u(t, x) = Ex[f(Xt)].
Yet, a direct construction of this process may be difficult (if possible at all) if one
wants to use stochastic differential equations (SDEs) if the diffusion coefficient
√
λ(x)
is irregular and degenerate. In particular, in the study of diffusions in random media
random coefficients λ = λ(ω, x) appear, which have an additive form with respect to the
points in the medium. This structure corresponds to the energy of diffusing particle in
the medium. In general, such coefficients will not be uniformly positive.
A possible way out is offered by the theory of Dirichlet forms, e.g. Chen & Fukushima
(2012), but the resulting process may only be defined up to an exceptional set. We
will use a different approach, namely additive functionals and random time changes.
Recall the following statement which is proved differently and for different purposes in
Bo¨ttcher et al. (2013) and Kurtz & Protter (1991).
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Proposition 1.1. Let {Xt, t ≥ 0} be a d-dimensional Feller process with natural fil-
tration FX , FXt = σ(Xs, s ≤ t), and generator (A,D(A)). Assume that the function
λ ∈ Cb(Rd) is real-valued and strictly positive. Denote by
SX(t, ω) =
∫ t
0
ds
λ(Xs(ω))
and by τt(ω) = inf{u > 0 : SX(u, ω) > t} (inf ∅ := +∞) the generalized right-continuous
inverse. Then the time changed process {Xτt , t ≥ 0} with filtration
{FXτt , t ≥ 0} is again
a Feller process and its generator is the closure of (λ(·)A,D(A)).
Due to the different recurrence and transience behaviour of one- and multi-dimensional
diffusion processes, we restrict ourselves to the case d = 1; for simplicity, we consider
the case where Xt = Bt is a standard Wiener process. Throughout, we assume that
λ : R → [0,∞) is a positive and measurable function which is Lebesgue a.e. strictly
positive, i.e. Leb{x : λ(x) = 0} = 0. In our main theorem, we do not require that λ is
bounded or bounded away from zero. Since Bt has a transition density w.r.t. Lebesgue
measure, the a.e. strict positivity of λ guarantees that SB(t, ω) is a.s. strictly increasing
and continuous; thus, τt is also strictly increasing and continuous. Finally, we assume
that 1/λ is locally integrable but not necessarily of class L1(R, dx). Note that under
these assumptions, the time changed process Bτt is a diffusion process and a martingale
w.r.t. the filtration Fτt ; in fact, writing Yt = Bτt , we have
Yt = Y0 +
∫ t
0
√
λ(Ys) dB˜s,(2)
with some Wiener process B˜.
Our aim is to establish functional limit theorems for the process Bτt without resorting
to the martingale representation (2) or the Feller property and the form of its gener-
ator; instead, we want to focus on the pathwise representation as superposition of two
stochastic processes. Using this approach, we do not need that the time change τ and
the original process X are independent (e.g. as in Bochner’s subordination) nor regu-
larity of λ (as in the Feller case) or non-degeneracy (as for the SDE approach). There
exists a substantial literature on random-time changes, using various perspectives. Let
us mention but a few of them: The monograph Chen & Fukushima (2012) treats time
changes of symmetric Markov processes, and Harlamov (2008) describes the represent-
ation of semi-Markov processes in the form of a Markov process, transformed by a time
change. The paper Magdziarz & Schilling (2015) is discusses the asymptotic behaviour
of the standard one-dimensional Brownian motion time changed by the (generalized)
inverse of an (independent) subordinator. A detailed bibliography on the properties of
processes after time change is contained in the paper Ascione et al. (2020).
Let us briefly outline the present note. Section 2 contains the main results on func-
tional limit theorems for the time changed Wiener process. In Section 2.1 we briefly
recall (a modification of) a theorem on weak convergence of superposition of stochastic
processes by Silvestrov (2004). This is then applied to the situation at hand, beginning
with relatively strong assumptions on λ (Section 2.2, existence of the limits λ(±∞))
which are replaced in Section 2.3 by integral conditions which allow us to consider, e.g.
polynomially growing or periodic λ’s. The latter case is related to the theory of homogen-
ization (see, e.g. Armstrong et al. (2019) and the references given there). The appendix
contains, for the readers’ convenience, some auxiliary results from the literature.
2. Functional limit theorems for a time changed Wiener process
Consider a one-dimensional Wiener process B = {Bt, t ≥ 0}, starting from 0, and
denote by FB = {FBt , t ≥ 0} be its natural filtration. Throughout, λ : R → [0,∞) is
a measurable function such that f : R → (0,∞], f(x) := λ(x)−1 is locally integrable.
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Under these assumptions, the following additive functional of Brownian motion SB(x) =∫ x
0
λ(Bs)
−1 ds is well-defined. Denote by Lat (B) the local time of the Wiener process B
at the point a and up to time t. Since B is recurrent, La∞(B) =∞ a.s., and so
SB(∞) =
∫ ∞
0
ds
λ(Bs)
=
∫
R
La∞(B)
da
λ(a)
=∞ a.s.(3)
By τt = inf{x > 0 : SB(x) > t} we denote the generalized right-inverse of the additive
functional SB. As usual, inf ∅ := ∞; note that τ0 = 0. Since SB(x) is continuous and
strictly increasing, we have
{τt ≤ u} =
{
SB(u) =
∫ u
0
ds
λ(Bs)
≥ t
}
∈ FBu .
Therefore, τt is a stopping time w.r.t. the filtration FB; moreover, τt < ∞ a.s., and
we can consider the time changed process Bτt . We are going to apply to this process
limit theorems for the superposition of stochastic processes. Let us point out that, in
general, B and τ are not independent nor is Bτt a square-integrable martingale. In view
of Wald’s identities, a necessary and sufficient condition for the latter is E [τt] < ∞.
The following lemma gives a typical sufficient condition for E [τt] <∞.
Lemma 2.1. If λ has a unform lower bound λ(x) ≥ c > 0 for all x ∈ R, then E [τt] <∞
for all t > 0.
Proof. The claim follows easily from the following identity
E [τt] =
∫ ∞
0
P {τt ≥ x} dx =
∫ ∞
0
P
{∫ x
0
ds
λ(Bs)
≤ t
}
dx
=
∫ t
c
0
P
{∫ x
0
ds
λ(Bs)
≤ t
}
dx ≤ t
c
. 
Since t 7→ τt is continuous, t 7→ Bτt and t 7→ Bτnt are continuous, but we have not
much further information. This means, in particular, that we have to use methods which
do not rely on (L2-)martingale methods or independence of the time change. The aim
of the present paper is to identify the normalizing factor φ(n) → ∞ as n → ∞ such
that, for a suitable limiting process ζ = {ζt, t ≥ 0}{
Bτnt
φ(n)
, t ∈ [0, T ]
}
=⇒ {ζt, t ∈ [0, T ]} as n→∞
in the sense of weak convergence of stochastic processes on any interval [0, T ], T > 0.
As usual, weak convergence is denoted by the symbol ‘=⇒’.
2.1. Functional limit theorem for the superposition of stochastic processes.
We will use the following modification of theorem on weak convergence of superposition
of stochastic processes, see Theorem 3.2.1 and its generalization in Section 3.2 of the
book Silvestrov (2004). By ‘
d
=⇒’ we denote the weak convergence of the finite-dimensional
distributions, whereas ‘=⇒’ means weak convergence of probability measures.
Theorem 2.2. Let {(Zn(t), νn(t)), t ≥ 0}n≥0 be a sequence of continuous stochastic
processes such that νn(t) ≥ 0 for all n ≥ 1, t ≥ 0. Assume that the following conditions
hold for all T > 0
i) There is some dense subset U ⊂ [0, T ] such that 0 ∈ U and {(νn(t), Zn(t)), t ∈
U} d=⇒ {(ν0(t), Z0(t)), t ∈ U} as n→∞.
ii) For every ǫ > 0, lim
h↓0
lim sup
n→∞
P
{
sup
0≤t1≤t2≤(t1+h)∧T
|Zn(t2)− Zn(t1)| > ǫ
}
= 0.
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Then, on every interval [0, T ], the superposition ζn(·) := Zn(νn(·)) converges weakly:
ζn(·) =⇒ ζ0(·) = Z0(ν0(·)).
2.2. Functional limit theorems for the case of converging intensity λ. We are
going to apply Theorem 2.2 with φ(n) :=
√
n, Zn(t) :=
1√
n
Bnt and νn(t) :=
1
nτnt. In
order to demonstrate the essence of our method, we want to keep things simple for the
moment and we assume that the function λ(s) has limits at ±∞ and that it is uniformly
bounded away from zero. These conditions will then be relaxed in a second step.
Theorem 2.3. Let λ : R→ (0,∞) be measurable such that 1/λ is locally integrable and
there exist two numbers, a± > 0 such that
lim
x→±∞
λ(x) = a±.
If λ(x) ≥ c > 0 for all x ∈ R, then on any interval [0, T ]{
Bτnt√
n
, t ∈ [0, T ]
}
=⇒ {W (η−1(t)), t ∈ [0, T ]} ,
where W is a Wiener process, and
η(t) =
∫ t
0
ν(Ws) ds, ν(x) =
1
a+
1(0,∞)(x) +
1
a−
1(−∞,0)(x).
Proof. Let us check the conditions i), ii) of Theorem 2.2. Under our assumptions, we
have for any n ≥ 1
Zn(t) =
Bnt√
n
=Wn(t),
for some Wiener process Wn.
Condition i): Note that the processes Zn and
1
nτn · are continuous. Furthermore, for
any k ≥ 1, any 0 ≤ t1 < t2 < . . . < tk ≤ T and any xi, zi ∈ R, 1 ≤ i ≤ k, we have
P
{τnti
n
≤ xi, Wn(ti) ≤ zi, ∀1 ≤ i ≤ k
}
= P
{∫ nxi
0
ds
λ(Bs)
≥ nti, Wn(ti) ≤ zi, ∀1 ≤ i ≤ k
}
= P
{∫ xi
0
ds
λ(Bns)
≥ ti, Wn(ti) ≤ zi, ∀1 ≤ i ≤ k
}
= P
{∫ xi
0
ds
λ(
√
nWn(s))
≥ ti, Wn(ti) ≤ zi, ∀1 ≤ i ≤ k
}
= P
{∫ xi
0
ds
λ(
√
nW (s))
≥ ti, W (ti) ≤ zi, ∀1 ≤ i ≤ k
}
,
where W is a standard Wiener process. Further,
P
{∫ xi
0
ds
λ(
√
nW (s))
≥ ti, W (ti) ≤ zi, ∀1 ≤ i ≤ k
}
= P
{∫
R
Laxi(W )
da
λ(
√
na)
≥ ti, W (ti) ≤ zi, ∀1 ≤ i ≤ k
}
.
As before, Lax(W ) is a local time of Wiener process at point a in the time interval
[0, x]. The assumptions λ(x) → a± as x → ±∞ and λ(x) ≥ c > 0 enable us to apply
Lebesgue’s dominated convergence theorem. This gives, a.s.
lim
n→∞
∫
R
Laxi(W )
da
λ(
√
na)
=
1
a−
∫ 0
−∞
Laxi(W ) da+
1
a+
∫ ∞
0
Laxi(W ) da =: η(xi).(4)
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Then, obviously,
P
{∫
R
Laxi(W )
da
λ(
√
na)
≥ ti, W (ti) ≤ zi, ∀1 ≤ i ≤ k
}
−−−−→
n→∞
P
{
η(xi) ≥ ti, W (ti) ≤ zi, ∀1 ≤ i ≤ k
}
for any k ≥ 1, ti ∈ [0, T ], xi ≥ 0 and zi ∈ R.
Note that the process η(x) can be represented as η(x) =
∫ x
0 ν(Ws) ds, where ν(y) =
a−1+ 1(0,∞)(y) + a
−1
− 1(−∞,0)(y). Evidently, η(x + s)− η(x) > 0 for any x > 0 and s > 0
with probability 1; moreover, x 7→ η(x) is a continuous function, and so the trajectories
of η are strictly increasing in x > 0 with probability 1. Thus, the inverse process
ζ(t) := η−1(t) exists, and is a continuous process. In particular, we see that both limit
processes are continuous. Finally,
P
{τnti
n
≤ xi, Wn(ti) ≤ zi, ∀1 ≤ i ≤ k
}
−−−−→
n→∞
P
{
ζ(ti) ≤ xi, W (ti) ≤ zi, ∀1 ≤ i ≤ k
}
,
and the first condition is established.
Condition ii): Obviously, we have for every ǫ > 0
lim
h↓0
lim sup
n→∞
P
{
sup
0≤t1≤t2≤(t1+h)∧T
|Sn(t2)− Sn(t1)| > ǫ
}
= lim
h↓0
P
{
sup
0≤t1≤t2≤(t1+h)∧T
|W (t2)−W (t1)| > ǫ
}
= 0.
This gives condition ii), and an application of Theorem 2.2 finishes the proof. 
Remark 2.4. If the limits a± of λ(x) at ±∞ coincide, we are in a situation which
resembles the central limit theorem and the invariance principle. If, however, the limits
are different, we get, in the limit, a process which is equivalent in measure to a skew
Brownian motion.
Our next aim is to avoid the condition that the intensity λ is separated from zero.
From now on, we will only assume that λ is (Lebesgue a.e.) strictly positive with strictly
positive limits as x→ ±∞ and that 1/λ is locally integrable.
Theorem 2.5. Let λ : R→ (0,∞) be measurable such that 1/λ is locally integrable and
there exist two numbers, a± > 0 such that
lim
x→±∞λ(x) = a±.
Then, on any interval [0, T ]{
Bτnt√
n
, t ∈ [0, T ]
}
=⇒ {W (η−1(t)), t ∈ [0, T ]} ,
where W is a Wiener process, and η, ν are as in Theorem 2.3.
Proof. The only place in the proof of Theorem 2.3 where the condition λ(x) ≥ c > 0,
x ∈ R, is used, is the limit (4) which we calculated by dominated convergence. We will
now show how we can avoid this theorem.
It is enough to consider the integral
∫∞
0 Laxi(W )λ(
√
na)−1 da, since we can handle
the integral
∫ 0
−∞ Laxi(W )λ(
√
na)−1 da in exactly the same way. Fix 0 < β < 12 ; for any
ǫ > 0 there exist some n0 = n0(ǫ) such that∣∣∣∣ 1λ(x) − 1a+
∣∣∣∣ < ǫ for every x > n1/2−β0 .
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Using
∫
R
Lax(B)da = x for every x > 0, we see that for any n > n0∣∣∣∣
∫ ∞
0
Laxi(W )
da
λ(a
√
n)
− 1
a+
∫ +∞
0
Laxi(W ) da
∣∣∣∣
≤
∫ n−β
0
Laxi(W )
da
λ(a
√
n)
+
1
a+
∫ n−β
0
Laxi(W ) da+
∫ ∞
n−β
Laxi(W )
∣∣∣∣ 1λ(a√n) − 1a+
∣∣∣∣ da
≤ sup
0≤a≤n−β
Laxi(W )
1√
n
∫ n1/2−β
0
da
λ(a)
+
1
a+
∫ n−β
0
Laxi(W ) da+ ǫ
∫ ∞
n−β
Laxi(W ) da
≤ sup
0≤a≤1
Laxi(W )
1√
n
∫ n1/2−β
0
da
λ(a)
+
1
a+
∫ n−β
0
Laxi(W ) da+ ǫxi.
(5)
We will now let n → ∞ in (5). It is well known, see e.g. Revuz & Yor (2004), that
local time Lax(W ) of the Wiener process has a modification which is locally Ho¨lder
continuous in a up to order 1/2. Therefore, sup0≤a≤1 Laxi(W ) is bounded a.s., and
lim
n→∞
1√
n
∫ n1/2−β
0
da
λ(a)
≤ lim
n→∞
(
1√
n
∫ n1/2−β0
0
da
λ(a)
+
(
1
a+
+ ǫ
)
1
nβ
)
= 0.(6)
Since ǫ is arbitrary, (5) and (6) show that lim
n→∞
∫∞
0 Laxi(W ) daλ(a√n) = 1a+
∫ +∞
0 Laxi(W ) da,
and we get (4). 
Remark 2.6. Let us calculate the infinitesimal generator of the Markov process Y (n) ={
1√
n
Bτnt , t ≥ 0
}
, using the martingale representation (2). The sequence of processes
Y
(n)
t =
Bτnt√
n
=
Ynt√
n
satisfies the equation
Y
(n)
t =
1√
n
∫ nt
0
λ1/2(Ys) dB˜s =
1√
n
∫ t
0
λ1/2(Ynz) dB˜nz
=
∫ t
0
λ1/2
(√
nY (n)z
)
dB˜(n)z ,
where B˜
(n)
z =
1√
n
B˜nz is a Wiener process. Therefore, the generator of Y
(n) is A(n)f(x) =
λ(x
√
n)f ′′(x); if λ has limits as x → ±∞, weak convergence of the processes Y (n)
corresponds to the pointwise convergence of the generators. Let us describe the situation
more precisely. Observe that
λ(n)(x) = λ(x
√
n) −−−−→
n→∞ a+1(0,∞)(x) + a−1(−∞,0)(x) + a01{0}(x).
The limit process satisfies the following stochastic differential equation
Yt =
∫ t
0
(√
a+1(0,∞)(Ys) +
√
a−1(−∞,0)(Ys) +
√
a01{0}(Ys)
)
dB˜s,(7)
with some Wiener process B˜. If the coefficients a−, a+, a0 are strictly positive, then the
diffusion coefficient of this equation,
σ(x) =
√
a+1(0,∞)(x) +
√
a−1(−∞,0)(x) +
√
a01{0}(x),(8)
is bounded, measurable and uniformly bounded away from 0. According to the well-
known Krylov theorem (see, e.g. Proposition 1.15 in Cherny & Engelbert (2005)), the
equation (7) has a weak solution which is unique in law.
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Pick such a Wiener process B˜, and consider the (pathwise) solution of the SDE (7)
driven by B˜. Then for any t > 0∫ t
0
1{0}(Ys) ds =
∫ t
0
1{0}(Ys)
σ2(Ys)
d〈Y 〉s =
∫
R
1{0}(x)
σ2(x)
Lxt (Y ) dx = 0 a.s.
as before, Lxt (Y ) dentes the local time of Y at the point x and up to time t. This shows
that the law of Y coincides with the law of any weak solution Z of the following SDE
driven by a standard Wiener process W
Zt =
∫ t
0
(√
a+1(0,∞)(Zs) +
√
a−1(−∞,0)(Zs)
)
dWs.
Without loss of generality, we may change λ at x = 0 and assume that λ(0) = 0,
because it will not change the value of SB(t) and all further calculations. Indeed, define
0
0 := 0. With this convention and by Fatou’s lemma, we find for any t > 0 and any
standard Wiener process W∫ t
0
1{0}(Ws)
λ(Ws)
ds =
∫ t
0
lim inf
ǫ↓0
1{0}(Ws)
ǫ+ λ(Ws)
ds ≤ lim inf
ǫ↓0
∫
R
Lxt (W )
1{0}(x)
ǫ + λ(x)
dx = 0.
We will see in Section 2.3 that the convergence of the normalizing time change process
does not require pointwise convergence of λ(x) as x → ±∞ but only some kind of
mean convergence, cf. ii) in Theorem 2.7. The corresponding processes still converge in
measure.
2.3. Functional limit theorems in the case where the intensity converges in
average. We will now show that we can relax the conditions on λ(·) at infinity by
an integral condition. It is not hard to see that limx→∞ λ(x) = a+ > 0 implies that
limx→∞ x−1
∫ x
0
λ(s)−1 ds = a−1+ , while the converse is clearly not true. It turns out
that an integral condition of this type is sufficient for the weak convergence of the time
changed process.
Theorem 2.7. Assume that the following conditions are satisfied.
i) Let λ : R → [0,∞) be a measurable function such that Leb{x : λ(x) = 0} = 0 and
1/λ is locally integrable.
ii) There exist two numbers, a+, a− > 0 such that for some δ > −1 we have
lim
x→∞
1
x1+δ
∫ x
0
ds
λ(s)
=
1
a+
and lim
x→∞
1
x1+δ
∫ 0
−x
ds
λ(s)
=
1
a−
.
If i)–ii) hold, then on any interval [0, T ]{
n−
1
2+δBτnt, t ∈ [0, T ]
}
=⇒ {W (η−1δ (t)), t ∈ [0, T ]} ,
where W is a Wiener process, and
ηδ(t) =
2
2 + δ
∫ t
0
|W (s)|δν(W (s)) ds with ν(w) = 1
a+
1(0,∞)(w) +
1
a−1(−∞,0)(w).
Proof. Pick some α ∈ (0, 1) and consider the process
Bτnt
nα
=
Bn2α τnt
n2α
nα
.
In this case, the pre-limit Wiener processes have the form W˜n(s) = n
−αBn2αs, and we
have to check weak convergence of the finite dimensional distributions of the process{(
W˜n(t), n
−2ατnt
)
, t ∈ [0, T ]
}
or of
{(
W˜n(t),
1
n
∫ n2αt
0 λ(Bs)
−1 ds
)
, t ∈ [0, T ]
}
, T >
0.
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Consider the function F (x) =
∫ x
0
∫ y
0
λ(s)−1 ds dy. Since F ′ is continuous and F ′′ (x)
exists Lebesgue a.e. and is locally integrable, we can apply the generalized Itoˆ formula
to F (Bt), see Theorem 3.2. This gives
F (Bt) =
∫ t
0
∫ Bs
0
du
λ(u)
dBs +
1
2
∫ t
0
ds
λ(Bs)
.
Therefore, ∫ t
0
ds
λ(Bs)
= 2F (Bt)− 2
∫ t
0
∫ Bs
0
du
λ(u)
dBs.(9)
From (9) we conclude that
1
n
∫ n2αxi
0
ds
λ(Bs)
=
2
n
∫ nαW˜n(xi)
0
∫ y
0
ds
λ(s)
dy − 2
n1−α
∫ xi
0
∫ nαW˜n(s)
0
du
λ(u)
dW˜n(s)
=
2
n1−α
∫ W˜n(xi)
0
∫ nαy
0
ds
λ(s)
dy − 2
n1−α
∫ xi
0
∫ nαW˜n(s)
0
du
λ(u)
dW˜n(s).
Consequently,
P
{τnti
n2α
≤ xi, W˜n(ti) ≤ zi, ∀1 ≤ i ≤ k
}
= P
{
1
n
∫ n2αxi
0
ds
λ(Bs)
≥ ti, W˜n(ti) ≤ zi, ∀1 ≤ i ≤ k
}
= P
{
2
n1−α
[∫ W (xi)
0
∫ nαy
0
ds
λ(s)
dy −
∫ xi
0
∫ nαW (s)
0
du
λ(u)
dW (s)
]
≥ ti, W (ti) ≤ zi,
∀1 ≤ i ≤ k
}
.
From the conditions i) and ii) we conclude that α = 1/(2 + δ), and that
2
n1−α
∫ W (x)
0
∫ nαy
0
ds
λ(s)
dy −−−−→
n→∞
2
a+
∫ |W (x)|
0
y1+δ dy =
2
2 + δ
|W (x)|2+δν(W (x))
with probability 1. Now we consider the continuous square-integrablemartingaleMn(x) :=∫ x
0
φn(Ws) dWs, where
φn(u) = n
− 1+δ2+δ
∫ un1/(2+δ)
0
dv
λ(v)
−−−−→
n→∞
|u|1+δ sgn(u)ν(u).(10)
Because of the assumption ii), there exists some x0 > 0 such that for all |x| > x0
1
|x|1+δ
∣∣∣∣
∫ x
0
ds
λ(s)
∣∣∣∣ ≤ A = 2
(
1
a+
+
1
a−
)
.
Therefore, we can bound for all n > x2+δ0 the function |φn(u)| in the following way:
|φn(u)| ≤ |φn(1)|1[0,1)(|u|) + |u|1+δ sup
|x|≥x0
1
|x|1+δ
∣∣∣∣
∫ x
0
ds
λ(s)
∣∣∣∣1(1,∞)(|u|)
≤ A (1 + |u|1+δ) .
This shows that |φn(Ws)| ≤ A
(
1 + |Ws|1+δ
)
. Using (10), we see that
Xn(s) = φn(Ws) −−−−→
n→∞ |W (s)|
1+δ sgn(W (s))ν(W (s))
with probability 1. Thus, according to Theorem 3.1,
Mn(x) −−−−→
n→∞
∫ x
0
|W (s)|1+δ sgn(W (s))ν(W (s)) dW (s)
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in probability. Finally, the following limit exists in probability:
2
n1−α
∫ W (x)
0
∫ nαy
0
ds
λ(s)
dy − 2
n1−α
∫ x
0
∫ nαW (s)
0
du
λ(u)
dW (s)
−−−−→
n→∞
2
2 + δ
|W (x)|2+δν(W (x)) − 2
∫ x
0
|W (s)|1+δ sgn(W (s))ν(W (s)) dW (s).
We can now apply the generalized Itoˆ formula (Theorem 3.2) separately to the func-
tions F1(x) = x
2+δ
1(0,∞)(x) and Φ2(x) = |x|2+δ1(−∞,0)(x) – both functions have con-
tinuous first derivatives and Lebesgue a.e. existing, locally integrable second derivatives.
This finishes the proof. 
For δ = 0 we get, in particular, the following result.
Corollary 2.8. Assume that the following conditions are satisfied.
i) Let λ : R → [0,∞) be a measurable function such that Leb{x : λ(x) = 0} = 0 and
1/λ is locally integrable.
ii) There exist two numbers, a+, a− > 0 such that
lim
x→∞
1
x
∫ x
0
ds
λ(s)
=
1
a+
and lim
x→∞
1
x
∫ 0
−x
ds
λ(s)
=
1
a−
.
If i)–ii) hold, then on any interval [0, T ]{
Bτnt√
n
, t ∈ [0, T ]
}
=⇒ {W (η−1(t)), t ∈ [0, T ]}
where W is a Wiener process, and η is as in Theorem 2.3.
Theorem 2.7 can be further generalized to the case of normalizing factors which are
not necessarily power functions, but in some sense, close to power ones. Recall that a
measurable function f : R → (0,∞) is regularly varying (at infinity) of order ρ ∈ R,
if it is of the form f(z) = zρL(z); the function L(z) is positive, measurable and slowly
varying at infinity, i.e. limz→∞ L(tz)/L(z) = 1 exists for all t > 0. Typical examples of
slowly varying functions are log z or logα | log z|. Our standard reference for regularly
varying functions is Bingham et al. (1989).
Since the proof of the next theorem is similar to the proof of Theorem 2.7, it is
omitted.
Theorem 2.9. Assume that the following conditions are satisfied.
i) Let λ : R → [0,∞) be a measurable function such that Leb{x : λ(x) = 0} = 0 and
1/λ is locally integrable.
ii) There is a strictly increasing positive function ψ : R → [0,∞) whose inverse func-
tion ψ−1 is regularly varying of index γ > 1 at infinity1 such that the following
limits exist
lim
x→∞
x
ψ−1(x)
∫ x
0
ds
λ(s)
=
1
a+
and lim
x→∞
x
ψ−1(x)
∫ 0
−x
ds
λ(s)
=
1
a−
.
If i)–ii) hold, then on any interval [0, T ]{
Bτnt
ψ(n)
, t ∈ [0, T ]
}
=⇒ {W (η−1γ (t)), t ∈ [0, T ]} ,
where W is a Wiener process, ν(w) = 1a+1(0,∞)(w) +
1
a
−
1(−∞,0)(w), and ηγ(t) =
2
γ
∫ t
0
|W (s)|γ−2ν(W (s)) ds.
1This is equivalent to saying that ψ is regularly varying at infinity of order 1/γ.
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Remark 2.10. Clearly, Theorem 2.9 covers the case where function λ is positive and
periodic. Without loss of generality, let λ be periodic with period 1. Then
1
x
∫ x
0
ds
λ(s)
∼ 1
n
∫ n
0
ds
λ(s)
=
∫ 1
0
ds
λ(s)
,
as n→∞ and x ∈ [n, n+ 1). In particular, a+ = a− =
(∫ 1
0
λ(s)−1 ds
)−1
.
3. Appendix
The following result is Theorem 4.6 from Kurtz & Protter (1991) which we adapt for
our purposes.
Theorem 3.1. Let W = {W (t), t ≥ 0} be a Wiener process, FW its canonical filtration
and Xn = {Xn(t), t ≥ 0}, n ≥ 1, a sequence of continuous processes which are adapted
to the filtration FW . Assume that, for some constants C > 0, β > 0, the following
estimate holds
|Xn(t)| ≤ C|W (t)|β , t > 0.
If Xn(t) −−−−→
n→∞
X(t) in probability for any t > 0, then(
Xn,W,
∫ ·
0
Xn dW
) −−−−→
n→∞
(
X,W,
∫ ·
0
XdW
)
in probability.
The next result is the generalized Itoˆ formula, see Krylov (1969), Theorem 4, adapted
for our purposes.
Theorem 3.2 (generalized Itoˆ formula). Let W be a Wiener process. Assume that the
function F : R → R is continuously differentiable and that the second derivative F ′′
exists Lebesgue a.e. and is locally integrable. Then the following identity holds for all
t > 0 with probability 1:
F (W (t)) = F (0) +
∫ t
0
F ′(W (s)) dW (s) +
1
2
∫ t
0
F ′′(W (s)) ds.
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